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Visualisation interactive de graphes : e´laboration et optimisation
d’algorithmes a` couˆts computationnels e´leve´s.
Résumé : Un graphe est un objet mathe´matique mode´lisant des relations sur un ensemble
d’e´le´ments. Il est utilise´ dans de nombreux domaines a` des fins de mode´lisation. La taille
et la complexite´ des graphes manipule´s de nos jours entraˆınent des besoins de visualisa-
tion afin de mieux les analyser. Dans cette the`se, nous pre´sentons diffe´rents travaux en
visualisation interactive de graphes qui s’attachent a` exploiter les architectures de calcul
paralle`le (CPU et GPU) disponibles sur les stations de travail contemporaines.
Un premier ensemble de travaux s’inte´resse a` des proble´matiques de dessin de graphes.
Dessiner un graphe consiste a` le plonger visuellement dans un plan ou un espace. La
premie`re contribution dans cette the´matique est un algorithme de regroupement d’areˆtes
en faisceaux appele´ Winding Roads. Cet algorithme intuitif, facilement imple´mentable
et paralle´lisable permet de re´duire conside´rablement les proble`mes d’occlusion dans un
dessin de graphe dus aux nombreux croisements d’areˆtes. La seconde contribution est
une me´thode permettant de dessiner un re´seau me´tabolique complet. Ce type de re´seau
mode´lise l’ensemble des re´actions biochimiques se produisant dans les cellules d’un organise
vivant. L’avantage de la me´thode est de prendre en compte la de´composition du re´seau en
sous-ensembles fonctionnels ainsi que de respecter les conventions de dessin biologique.
Un second ensemble de travaux porte sur des techniques d’infographie pour la vi-
sualisation interactive de graphes. La premie`re contribution dans cette the´matique est
une technique de rendu de courbes parame´triques exploitant pleinement le processeur
graphique. La seconde contribution est une me´thode de rendu nomme´e Edge splatting
permettant de visualiser la densite´ des faisceaux d’areˆtes dans un dessin de graphe avec
regroupement d’areˆtes. La dernie`re contribution porte sur des techniques permettant de
mettre en e´vidence des sous-graphes d’inte´reˆt dans le contexte global d’une visualisation
de graphes.
Mots-clés : Visualisation de graphes, regroupement d’areˆtes, bioinformatique, infographie
Discipline : Informatique.
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Interactive graph visualisation : elaboration and optimisation
of algorithms with high computationnal cost.
Abstract : A graph is a mathematical object used to model relations over a set of elements.
It is used in numerous fields for modeling purposes. The size and complexity of graphs
manipulated today call a need for visualization to better analyze them. In that thesis, we
introduce different works in interactive graph visualisation which aim at exploiting parallel
computing architectures (CPU and GPU) available on contemporary workstations.
A first set of works focuses on graph drawing problems. Drawing a graph consists of
embedding him in a plane or a space. The first contribution in that theme is an edge
bundling algorithm named Winding Roads. That intuitive, easyly implementable and pa-
rallelizable algorithm allows to considerably reduce clutter due to numerous edge crossings
in a graph drawing. The second contribution is a method to draw a complete metabolic
network. That kind of network models the whole set of biochemical reactions occurring
within cells of a living organism. The advantage of the method is to take into account
the decomposition of the network into functionnal subsets but also to respect biological
drawing conventions.
A second set of works focuses on computer graphics techniques for interactive graph
visualisation. The first contribution in that theme is a technique for rendering parametric
curves that fully exploits the graphical processor unit. The second contribution is a ren-
dering technique named Edge splatting that allows to visualize the bundles densities in an
edge bundled layout. The last contribution introduces some techniques for emphasizing
sub-graphs of interest in the global context of a graph visualization.
Keywords : Graph visualization, edge bundling, bioinformatic, computer graphics.
Field : Computer Science.
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1.1 Le proble`me des sept ponts de Ko¨nigsberg e´tudie´ par Euler [69] (source des
images : Wikipe´dia) (a) La ville de Ko¨nigsberg est construite autour de deux
ıˆles situe´es sur la rivie`re Pregel. Les deux ıˆles sont relie´es entre elles par un
pont. Six autres ponts relient les berges de la rivie`re a` l’une des deux ıˆles. Le
proble`me e´tait de de´terminer si a` partir d’un point de de´part aux choix dans
la ville il existait une promenade passant une et une seule fois par chaque pont
pour revenir a` son point de de´part. (b) et (c) Euler a montre´ que ce proble`me
n’avait pas de solution en le mode´lisant sous forme de graphe. Les sommets
de ce graphe repre´sentent les ıˆles et les deux berges de la rivie`re, les areˆtes les
ponts. Il de´montra qu’il n’existait pas de chemin dans ce graphe associe´ a` la
promenade recherche´e. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Exemple de visualisation de graphe. Le graphe visualise´ est le re´seau social
du club de karate´ de Zachary [199] (34 sommets/78 areˆtes). Chaque sommet
repre´sente un membre du club et une areˆte relie deux membres si une relation
d’amitie´ existe entre eux. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Pipeline de visualisation, adapte´ de dos Santos et Brodlie [57]. Les e´tapes
entoure´es en bleu sont celles dans lesquelles s’inscrivent les diffe´rentes contri-
butions de cette the`se. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.4 Histogrammes de fre´quence de six dimensions du jeu de donne´es [150]. Les
e´le´ments graphiques repre´sentants chaque voiture (des carre´s) ont e´te´ empile´s
dans chaque barre mate´rialisant une classe de l’histogramme. Ce type de vi-
sualisation permet de se faire une ide´e de la distribution des donne´es sur ces
dimensions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
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1.5 Matrice de scatter plot comparant six dimensions du jeu de donne´es [150] deux
a` deux. Dans ce type de repre´sentation, chaque e´le´ment graphique repre´sentant
une voiture est positionne´ dans le plan suivant deux axes mate´rialisant l’e´chelle
de valeur de chaque dimension. Les repre´sentations re´sultantes permettent de
sugge´rer des corre´lations positives, ne´gatives ou nulles entre paire de dimen-
sions. Les couleurs de fond des cases de la matrice refle`tent le coefficient de
corre´lation entre les deux dimensions. Plus la couleur de fond est verte, plus
les dimensions sont positivement corre´le´es. Plus la couleur de fond est bleue,
plus les dimensions sont ne´gativement corre´le´es. On peut ainsi observer que
le nombre de chevaux et la cylindre´e sont tre`s positivement corre´le´es, on peut
en conclure que sur les mode`les de voiture dans ce jeu de donne´es, plus la
cylindre´e est importante, plus le nombre de chevaux l’est e´galement. . . . . . 8
1.6 Visualisation de type pixel-oriented sur six dimensions du jeu de donne´es [150].
Ce type de technique de visualisation de donne´es a e´te´ e´labore´ par Keim [115]
pour repre´senter une tre`s grande masse de donne´es en associant a` chaque
donne´e un pixel. Les donne´es sont ge´ne´ralement ordonne´es en fonction d’une
dimension et positionne´es dans une image via l’utilisation d’une courbe de
remplissage. Une coloration pertinente des pixels permet alors une analyse de
tendance entre les diffe´rentes dimensions. Dans notre cas, les pixels repre´sen-
tant les voitures ont e´te´ positionne´s en utilisant une courbe de type spirale.
Ainsi pour chaque dimension les e´le´ments ayant les valeurs les plus faibles se
retrouvent au centre et ceux ayant les valeurs les plus e´leve´es sur l’exte´rieur.
Les donne´es sont toujours colore´es en fonction du nombre de cylindres dans le
moteur des voitures. En comparant les repre´sentations associe´es a` chaque di-
mension, on peut par exemple observer que plus le moteur des voitures contient
de cylindres, plus le nombre de miles par galon d’essence diminue. . . . . . . 9
1.7 Visualisation de type coordonne´es paralle`les sur six dimensions du jeu de
donne´es [150]. Dans ce type de visualisation, e´labore´ par Inselberg et Dim-
sdale [104], chaque dimension est mate´rialise´e par un axe repre´sentant son
e´chelle de valeurs. Les axes sont ensuite place´s dans le plan de manie`re paral-
le`le et sont re´gulie`rement espace´s. Une donne´e est alors repre´sente´e en trac¸ant
une ligne brise´e/courbe entre les diffe´rents axes en fonction des valeurs de ses
dimensions. On peut de cette fac¸on observer des corre´lations entre plusieurs
dimensions. Ici les donne´es sont repre´sente´es par des courbes de Catmull-Rom
(voir section 5.1.3) interpolant les points de chaque axe. On peut par exemple
observer que les dimensions : nombre de chevaux, nombre de cylindres et cy-
lindre´e sont tre`s fortement corre´le´es. . . . . . . . . . . . . . . . . . . . . . . . 10
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1.8 Deux repre´sentations visuelles du meˆme graphe. Ce graphe correspond au
graphe de co-publications des membres de notre e´quipe INRIA projet GRA-
VITE sur la pe´riode 2006-2011 (cf. http://gravite.labri.fr/?Publications).
Le graphe est compose´ de sommets repre´sentant les auteurs (en vert les membres
de GRAVITE, en bleu les auteurs externes a` l’e´quipe) et les publications (en
rouge). Une areˆte relie un auteur a` chacune de ses publications. (a) Repre´sen-
tation nœud-lien obtenue par l’algorithme de dessin FM3 [94]. (b) Repre´sen-
tation matricielle. Les sommets ont e´te´ ordonne´s dans les lignes et colonnes
de la matrice en fonction du nume´ro de groupe calcule´ par l’algorithme de
fragmentation de graphes MCL [181] . . . . . . . . . . . . . . . . . . . . . . . 13
1.9 Trois repre´sentations nœud-lien du meˆme arbre. Cet arbre repre´sente la hie´rar-
chie de fichiers depuis le re´pertoire d’installation du logiciel Tulip [9, 10, 120].
(a) L’arbre a e´te´ dessine´ par l’algorithme Improved Walker [188]. (b) L’arbre
a e´te´ dessine´ par une technique de dessin radial [51]. (c) L’arbre a e´te´ dessine´
par l’algorithme Bubble Tree [91], une technique de dessin d’arbre en ballons. 15
1.10 Deux repre´sentations par remplissage d’espace du meˆme arbre. Cet arbre re-
pre´sente la hie´rarchie de fichiers depuis le re´pertoire d’installation du logiciel
Tulip. La taille des feuilles de l’arbre a e´te´ configure´e pour eˆtre proportionnelle
a` la taille des fichiers qu’elles repre´sentent. (a) L’arbre a e´te´ dessine´ par l’al-
gorithme Squarified Tree Maps [27]. (b) L’arbre a e´te´ dessine´ par l’algorithme
SunBurst [174]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
1.11 Principe des me´thodes de dessin par mode`le de force. Les sommets du graphe
sont associe´s a` des particules et les areˆtes a` des ressorts. Ce syste`me physique
est de´fini de fac¸on a` ce que les sommets non connecte´s se repoussent et ceux
connecte´s s’attirent. L’e´volution de ce syste`me physique est simule´e jusqu’a` un
e´tat d’e´quilibre pour obtenir le dessin final. . . . . . . . . . . . . . . . . . . . 17
1.12 Trois dessins par mode`le de forces du meˆme graphe. Ce graphe correspond
a` un re´seau de joueurs de pokers (832 sommets / 2127 areˆtes). Les sommets
correspondent a` des joueurs et deux joueurs sont connecte´s quand l’un d’eux
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Chapitre 1
Introduction
La visualisation interactive de graphes est le domaine de recherche dans lequel s’ins-
crivent les diffe´rentes contributions de cette the`se. Un graphe est un objet mathe´matique
compose´ d’un ensemble d’e´le´ments ainsi qu’une relation binaire sur cet ensemble. Chaque
objet de l’ensemble est appele´ sommet et chaque e´le´ment de la relation binaire est appele´
areˆte. Une areˆte repre´sente une relation entre deux sommets. Les graphes sont e´tudie´s de-
puis plusieurs sie`cles. Les fondations de la the´orie des graphes ont e´te´ mises en place par
Euler en 1736 avec l’e´tude du proble`me des sept ponts de Ko¨nigsberg [69] (voir Figure 1.1).
(a) (b) (c)
Figure 1.1: Le proble`me des sept ponts de Ko¨nigsberg e´tudie´ par Euler [69] (source
des images : Wikipe´dia) (a) La ville de Ko¨nigsberg est construite autour de deux ıˆles
situe´es sur la rivie`re Pregel. Les deux ıˆles sont relie´es entre elles par un pont. Six
autres ponts relient les berges de la rivie`re a` l’une des deux ıˆles. Le proble`me e´tait
de de´terminer si a` partir d’un point de de´part aux choix dans la ville il existait une
promenade passant une et une seule fois par chaque pont pour revenir a` son point
de de´part. (b) et (c) Euler a montre´ que ce proble`me n’avait pas de solution en le
mode´lisant sous forme de graphe. Les sommets de ce graphe repre´sentent les ıˆles et
les deux berges de la rivie`re, les areˆtes les ponts. Il de´montra qu’il n’existait pas de
chemin dans ce graphe associe´ a` la promenade recherche´e.
Les graphes sont utilise´s dans beaucoup de domaines a` des fins de mode´lisation. La
liste ci-dessous pre´sente quelques exemples d’utilisation de graphes en fonction de leur
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domaine d’application :
– Informatique : Les graphes permettent de repre´senter un re´seau de machines, un
syste`me de fichier, l’architecture d’un logiciel, . . .
– Biologie : Les re´seaux d’interaction entre prote´ines ou entre ge`nes sont mode´lise´s
par des graphes.
– Chimie : Une structure mole´culaire est mode´lise´e par un graphe.
– Infographie : Les maillages de polygones de´finissant un mode`le 3D sont des graphes.
– Sciences Sociales : Un re´seau social est naturellement mode´lisable par un graphe.
De nos jours, les ame´liorations dans les techniques d’acquisition de donne´es permettent
de ge´ne´rer des graphes de tre`s grandes tailles (contenant plusieurs milliers voire millions
de sommets et d’areˆtes).
La visualisation interactive de graphes fait re´fe´rence a` la ge´ne´ration d’images abstraites
de ce type de structure de donne´es relationnelles ainsi qu’aux techniques d’interaction faci-
litant la navigation dans les repre´sentations produites. La Figure 1.2 pre´sente un exemple
de visualisation de graphe. Le graphe visualise´ correspond au re´seau social du club de
karate´ de Zachary [199]. Chaque sommet repre´sente un membre du club et une areˆte relie
deux membres si une relation d’amitie´ existe entre eux.
Figure 1.2: Exemple de visualisation de graphe. Le graphe visualise´ est le re´seau
social du club de karate´ de Zachary [199] (34 sommets/78 areˆtes). Chaque sommet
repre´sente un membre du club et une areˆte relie deux membres si une relation d’amitie´
existe entre eux.
Le besoin de repre´senter un re´seau complexe sur un support visuel afin de faciliter un
processus d’analyse propre au domaine d’application fait de la visualisation de graphes un
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domaine de recherche tre`s actif depuis plusieurs dizaines d’anne´es. De plus, l’ame´lioration
des performances de calcul des stations de travail permet de nos jours le de´veloppement de
techniques de dessin et de rendu graphique auparavant trop couˆteuses. Ces gains de per-
formances sont notamment dus a` l’apparition des processeurs multi-cœurs et a` l’utilisation
du processeur graphique comme acce´le´rateur. L’exploitation de ces nouvelles ressources
de calcul fut d’ailleurs le point de de´part de cette the`se.
La visualisation de graphes est un sous domaine de la Visualisation d’Information.
Nous commencerons donc par introduire ce domaine englobant dans la section 1.1. Nous
nous inte´resserons ensuite dans la section 1.2 au domaine de la visualisation de graphes
et pre´senterons quelques re´sultats ce´le`bres. Un grand nombre des contributions de cette
the`se sont base´es sur l’exploitation du processeur graphique afin d’optimiser et ge´ne´rer
des visualisations de graphes. Nous introduirons donc e´galement le concept de processeur
graphique ainsi que son mode de fonctionnement dans la section 1.3. Nous terminerons
par de´tailler l’organisation globale de ce me´moire dans la section 1.4.
1.1 Visualisation d’Information
L’analyse de donne´es est un processus essentiel a` la compre´hension de nombreux pro-
ble`mes et phe´nome`nes de notre socie´te´. Vu la taille et la complexite´ des donne´es pouvant
eˆtre re´colte´es de nos jours, il apparaˆıt primordial de disposer de moyens permettant de faci-
liter l’exploration et l’interpre´tation de grands jeux de donne´es. Dans [190], Ware explique
que 70% des re´cepteurs de notre cerveau et plus de 40% du cortex sont de´die´s au processus
de la vision. Tirer profit de ce syste`me visuel afin de faciliter l’analyse de donne´es com-
plexes est le contexte dans lequel s’inscrit la Visualisation d’Information. Contrairement a`
la Visualisation Scientifique, ce domaine de recherche porte sur l’e´laboration de repre´sen-
tations visuelles de donne´es abstraites ou` aucune re´fe´rence spatiale ne leur est inhe´rente.
La finalite´ de la Visualisation d’Information est de faciliter l’extraction de connaissances.
Pour une plus ample description de ce domaine, le lecteur peut se re´fe´rer au livre de
Card et al. : Readings in Information Visualization : Using Vision to Think [35], ainsi
qu’au livre de Ward et al. : Interactive Data Visualization : Foundations, Techniques, and
Applications [189].
Le reste de la section est organise´e de la fac¸on suivante. Dans la sous-section 1.1.1
nous pre´sentons le pipeline de visualisation de´crivant les fondements d’un syste`me de
Visualisation d’Information. Dans la sous-section 1.1.2 nous pre´sentons des exemples de
visualisations pour l’analyse d’un jeu de donne´es multi-dimensionnelles.
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1.1.1 Pipeline de visualisation
La Figure 1.3 pre´sente le pipeline de visualisation de´fini par dos Santos et Brodlie [57].
Ce pipeline permet de mode´liser les diffe´rentes e´tapes permettant de passer de donne´es
brutes a` une image dans un contexte de Visualisation d’Information. Il est de´rive´ de celui
de´fini par Haber et McNabb pour la Visualisation Scientifique [93]. Il est compose´ des 5
e´tapes suivantes :
1. Analyse des donne´es : Les donne´es brutes en entre´e sont pre´pare´es afin d’eˆtre vi-
sualise´es (e.g. application d’un filtre de lissage, interpolation de valeurs manquantes,
correction de valeurs errone´es, . . .). Cette phase est ge´ne´ralement automatique avec
peu ou pas d’intervention de l’utilisateur.
2. Filtrage des donne´es : Des portions de donne´es sont se´lectionne´es voire agre´ge´es
pour eˆtre visualise´es. Cette phase est ge´ne´ralement pilote´e par l’utilisateur.
3. Encodage visuel : Les donne´es se´lectionne´es sont associe´es a` des primitives ge´o-
me´triques (e.g. points, lignes, polygones) et leurs attributs (e.g. position, couleur,
taille ). Cette phase est la plus critique pour e´laborer des visualisations expressives
et efficaces. Une visualisation est dite expressive si et seulement si elle encode uni-
quement toutes les relations que l’on cherchait a` voir [34]. Une visualisation est dite
efficace si elle parvient a` exploiter les capacite´s du syste`me visuel humain. Cependant
l’efficacite´ d’une visualisation de´pend des capacite´s de l’utilisateur.
4. Rendu graphique : Les donne´es ge´ome´triques sont transforme´es en une image.
5. Interaction : l’utilisateur peut influer sur les pre´ce´dentes e´tapes de´crites au moyen
de techniques d’interaction afin d’orienter l’analyse des donne´es a` visualiser.
Donne´es
brutes
Analyse
des donne´es
Donne´es
pre´pare´es
Filtrage
des donne´es
Donne´es
filtre´es
Encodage
visuel
Donne´es
ge´ome´triques
Rendu
graphique
Image
des donne´es
Taˆches
utilisateur
Interactions
Figure 1.3: Pipeline de visualisation, adapte´ de dos Santos et Brodlie [57]. Les e´tapes
entoure´es en bleu sont celles dans lesquelles s’inscrivent les diffe´rentes contributions
de cette the`se.
Un syste`me de Visualisation d’Information se doit de respecter ce pipeline et doit
permettre a` l’utilisateur d’interagir sur une ou plusieurs e´tapes. L’exploration de donne´es
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par la visualisation est ge´ne´ralement un processus interactif ou` l’on commence par e´tudier
un jeu de donne´es dans sa globalite´ avant de raffiner les vues que l’on a dessus. Le ce´le`bre
mantra de Shneiderman [168] re´sume bien ce processus :
« Overview first, zoom and filter, then details-on-demand. »
Un bon syste`me de visualisation doit donc pouvoir :
– pre´senter une vue comple`te d’un jeu de donne´es (overview)
– offrir la possibilite´ a` ses utilisateurs de pouvoir se focaliser sur des donne´es d’inte´reˆt
(zoom)
– e´carter des donne´es ininte´ressantes de l’ensemble de celles a` visualiser (filter)
– donner le de´tail complet de chaque e´le´ment d’un jeu de donne´es quand l’utilisateur
en a besoin (details-on-demand)
Les contributions de cette the`se portent principalement sur les deux dernie`res e´tapes
du pipeline de visualisation : l’encodage visuel et le rendu graphique.
1.1.2 Exemples de visualisations
Les Figures 1.4, 1.5, 1.6 et 1.7 pre´sente quelques exemples de visualisations ge´ne´re´es
a` partir du jeu de donne´es 1983 ASA Data Exposition dataset [150]. Ce jeu de donne´es
contient un ensemble d’informations relatives a` 406 voitures de l’e´poque. Le nombre de
dimensions attache´ a` chaque e´le´ment du jeu de donne´es est de 8. Le de´tail de ces dimensions
est le suivant :
– le nombre de cylindres dans le moteur (cylinders)
– la cylindre´e du moteur (displacement)
– l’acce´le´ration de la voiture
– le nombre de chevaux du moteur (horsepower)
– le nombre de miles par galon d’essence (mpg)
– le poids de la voiture (weight)
– l’anne´e du mode`le de la voiture
– le pays du constructeur automobile de la voiture
Tous ces exemples de visualisations ont e´te´ ge´ne´re´s a` l’aide de la plateforme de Visuali-
sation d’Information Tulip [9, 10, 120], de´veloppe´e au sein de notre e´quipe de recherche.
Les e´le´ments graphiques repre´sentant les voitures ont e´te´ colore´s en fonction du nombre
de cylindres du moteur. La coloration utilise´e est la suivante :
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– 3 cylindres : bleu clair
– 4 cylindres : bleu fonce´
– 5 cylindres : jaune paˆle
– 6 cylindres : jaune fonce´
– 8 cylindres : rouge
La Figure 1.4 pre´sente une visualisation d’histogrammes de fre´quence pour six dimen-
sions. Ils sont pre´sente´s sous forme de Small multiple, soit une grille de visualisations simi-
laires afin d’en faciliter la comparaison. Ce terme a e´te´ popularise´ par Edward Tufte [180].
La Figure 1.5 montre une matrice de scatter plot permettant d’e´tudier la corre´lation
entre deux dimensions. Les scatter plots sont des repre´sentations populaires et largement
utilise´s pour l’analyse de donne´es multi-dimensionnelles. Des versions plus interactives de
ce type de visualisation existent comme par exemple le projet ScatterDice de Elmqvist et
al. [66].
La Figure 1.6 pre´sente une visualisation de type pixel-oriented sur six dimensions. Ce
type de technique de visualisation de donne´es a e´te´ e´labore´ par Keim [115].
La Figure 1.7 pre´sente une visualisation appele´e coordonne´s paralle`les, e´labore´e par
Inselberg et Dimsdale [104], repre´sentant six dimensions du jeu de donne´es.
Ces quelques exemples mettent en exergue l’inte´reˆt de la Visualisation d’Information
dans un contexte d’analyse de donne´es. L’exploitation de nos capacite´s visuelles a` recon-
naˆıtre des formes et des couleurs ainsi que de diffe´rencier des positions nous permet de
de´gager rapidement des tendances sur les donne´es repre´sente´es.
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Figure 1.4: Histogrammes de fre´quence de six dimensions du jeu de donne´es [150].
Les e´le´ments graphiques repre´sentants chaque voiture (des carre´s) ont e´te´ empile´s
dans chaque barre mate´rialisant une classe de l’histogramme. Ce type de visualisation
permet de se faire une ide´e de la distribution des donne´es sur ces dimensions.
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Figure 1.5: Matrice de scatter plot comparant six dimensions du jeu de donne´es [150]
deux a` deux. Dans ce type de repre´sentation, chaque e´le´ment graphique repre´sentant
une voiture est positionne´ dans le plan suivant deux axes mate´rialisant l’e´chelle de
valeur de chaque dimension. Les repre´sentations re´sultantes permettent de sugge´rer
des corre´lations positives, ne´gatives ou nulles entre paire de dimensions. Les couleurs
de fond des cases de la matrice refle`tent le coefficient de corre´lation entre les deux
dimensions. Plus la couleur de fond est verte, plus les dimensions sont positivement
corre´le´es. Plus la couleur de fond est bleue, plus les dimensions sont ne´gativement
corre´le´es. On peut ainsi observer que le nombre de chevaux et la cylindre´e sont tre`s
positivement corre´le´es, on peut en conclure que sur les mode`les de voiture dans ce
jeu de donne´es, plus la cylindre´e est importante, plus le nombre de chevaux l’est
e´galement.
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Figure 1.6: Visualisation de type pixel-oriented sur six dimensions du jeu de don-
ne´es [150]. Ce type de technique de visualisation de donne´es a e´te´ e´labore´ par
Keim [115] pour repre´senter une tre`s grande masse de donne´es en associant a` chaque
donne´e un pixel. Les donne´es sont ge´ne´ralement ordonne´es en fonction d’une dimen-
sion et positionne´es dans une image via l’utilisation d’une courbe de remplissage.
Une coloration pertinente des pixels permet alors une analyse de tendance entre les
diffe´rentes dimensions. Dans notre cas, les pixels repre´sentant les voitures ont e´te´
positionne´s en utilisant une courbe de type spirale. Ainsi pour chaque dimension les
e´le´ments ayant les valeurs les plus faibles se retrouvent au centre et ceux ayant les
valeurs les plus e´leve´es sur l’exte´rieur. Les donne´es sont toujours colore´es en fonction
du nombre de cylindres dans le moteur des voitures. En comparant les repre´sentations
associe´es a` chaque dimension, on peut par exemple observer que plus le moteur des
voitures contient de cylindres, plus le nombre de miles par galon d’essence diminue.
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Figure 1.7: Visualisation de type coordonne´es paralle`les sur six dimensions du jeu de
donne´es [150]. Dans ce type de visualisation, e´labore´ par Inselberg et Dimsdale [104],
chaque dimension est mate´rialise´e par un axe repre´sentant son e´chelle de valeurs.
Les axes sont ensuite place´s dans le plan de manie`re paralle`le et sont re´gulie`rement
espace´s. Une donne´e est alors repre´sente´e en trac¸ant une ligne brise´e/courbe entre
les diffe´rents axes en fonction des valeurs de ses dimensions. On peut de cette fac¸on
observer des corre´lations entre plusieurs dimensions. Ici les donne´es sont repre´sente´es
par des courbes de Catmull-Rom (voir section 5.1.3) interpolant les points de chaque
axe. On peut par exemple observer que les dimensions : nombre de chevaux, nombre
de cylindres et cylindre´e sont tre`s fortement corre´le´es.
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1.2 Visualisation interactive de graphes
La visualisation de graphes, sous-domaine de la Visualisation d’Information, s’attache
a` produire des repre´sentations visuelles de ce type d’objet et a` fournir des techniques
d’interaction pour leur exploration. Dans cette section, nous introduisons brie`vement ce
domaine et nous focalisons sur les me´thodes de dessin de graphe et les techniques d’interac-
tion. Pour un e´tat de l’art tre`s de´taille´ sur la visualisation de graphes, nous recommandons
l’e´tude de Herman et al. [97] ainsi que celle plus re´cente de von Landesberger et al. [186].
Toutes les images de cette section ont e´te´ ge´ne´re´es a` l’aide de la plateforme de visualisation
Tulip [9, 10, 120].
La transposition du pipeline de visualisation de la Figure 1.3 dans un contexte de
visualisation de graphes est la suivante :
1. Analyse des donne´es : La premie`re e´tape du pipeline consiste a` peupler une structure
de graphe a` partir d’une source de donne´es (table, base de donne´es, syste`me de
fichiers, . . .). Un ensemble d’objets et leurs e´ventuels attributs sont associe´s a` des
sommets et leurs relations a` des areˆtes.
2. Filtrage des donne´es : Cette e´tape consiste ge´ne´ralement a` simplifier le graphe a`
visualiser en re´duisant sa taille, tout en maintenant sa structure principale. Le graphe
ainsi modifie´ permet de ge´ne´rer une repre´sentation plus lisible et compre´hensible.
Deux types de me´thodes peuvent eˆtre utilise´es pour cela : le filtrage et l’agre´gation.
Les techniques de filtrage permettent de supprimer certains e´le´ments et sont divise´es
en deux groupes : stochastique et de´terministe. Un filtrage stochastique est base´ sur
une se´lection ale´atoire de sommets et d’areˆtes du graphe. Un filtrage de´terministe
se base sur les proprie´te´s et attributs du graphe pour se´lectionner des e´le´ments.
Des exemples de techniques de filtrage de graphe dans un contexte de visualisation
sont donne´s par Jia et al. dans [106]. L’autre approche pour simplifier un graphe
est l’agre´gation. Elle consiste a` rassembler des sommets et des areˆtes en d’uniques
autres, re´duisant ainsi la taille du graphe et re´ve´lant des relations entre des ensembles
de sommets. Cette approche est utilise´e dans les travaux de Abello et al. [1] ainsi
que ceux de Archambault et al. [6, 8].
3. Encodage visuel : La phase principale de cette e´tape est le dessin du graphe. Dessiner
un graphe consiste a` positionner ses sommets et ses areˆtes dans le plan (dessin
en deux dimensions) ou` dans un espace a` n dimensions (ge´ne´ralement d = 3). Si
cette de´finition semble simple, les me´thodes de dessin de graphe font ge´ne´ralement
appel a` des techniques complexes de la the´orie des graphes [53] et de l’algorithmique
ge´ome´trique [17]. Nous reviendrons plus longuement sur cette phase dans la sous-
section 1.2.1. D’autres proprie´te´s visuelles du graphe sont configure´es lors de cette
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e´tape, telles la couleur des e´le´ments ou encore leur taille.
4. Rendu graphique : Cette e´tape consiste a` ge´ne´rer l’image du graphe dessine´ en utili-
sant des outils de rendu graphique (e.g. SVG, OpenGL) . La visualisation produite
peut eˆtre statique ou interactive. Cette phase de rendu peut eˆtre plus complexe
qu’une simple reproduction du dessin de graphe. Par exemple, la technique GraphS-
platting de van Liere et al. [183] utilise une me´thode de rendu particulie`re permettant
de visualiser un graphe comme un champ de densite´ continu. Au rendu du graphe
peut e´galement se greffer le dessin de nouveaux objets re´sultants de techniques de
filtrage ou encore d’interaction. On peut citer comme exemple l’ajout d’enveloppes
pour visualiser des sous-ensembles du graphe [43, 124, 125].
L’utilisateur d’un syste`me de visualisation de graphes peut ensuite interagir avec diffe´-
rentes e´tapes de ce pipeline pour par exemple piloter le filtrage du graphe, naviguer dans
le dessin, se´lectionner des e´le´ments ou encore se focaliser sur une re´gion particulie`re du
dessin. Nous pre´senterons quelques techniques d’interaction dans la sous-section 1.2.2.
Il existe un tre`s grand nombre de syste`mes de visualisation de graphes dans l’ecosphe`re
du logiciel. Les plus connus sont GraphViz [86] (dessins statiques) , Tulip [9, 10, 120]
(visualisation interactive de tous types de graphes, de´veloppe´ au sein de notre e´quipe),
Pajek [49] (oriente´ analyse et visualisation de grands graphes), Cytoscape [165] (oriente´
visualisation de re´seaux biologiques), The InfoVis Toolkit [70] (pas uniquement de´die´ a` la
visualisation de graphes), ou encore GUESS [2] (le premier syste`me a` avoir inte´gre´ une
fonctionnalite´ de script).
1.2.1 Dessin de graphe
Dans cette sous-section, nous pre´sentons un aperc¸u des techniques de dessin de graphe
existantes. Rappelons que le dessin de graphe consiste a` plonger visuellement un graphe
dans un plan ou un espace, i.e. calculer des coordonne´es pour les sommets et e´ventuellement
associer des points de controˆle aux areˆtes. C’est un proble`me qui a toujours existe´ duˆ au
fait qu’un graphe peut souvent eˆtre de´fini par un dessin. Euler s’est d’ailleurs base´ sur un
dessin de graphe pour re´soudre le fameux proble`me des sept ponts de Konigsberg [69] (voir
Figure 1.1). Deux types majeurs de repre´sentation sont utilise´s pour dessiner un graphe :
– nœud-lien : Les sommets sont repre´sente´s par des polygones et les areˆtes par des
traits/courbes entre ces polygones (voir Figure 1.8(a)).
– matrice : Un graphe a` n sommets est repre´sente´ comme une matrice d’adjacence de
taille n× n. La case a` la position (i, j) de la matrice est remplie/colorie´e si il existe
au moins une areˆte entre le sommet i et le sommet j (voir Figure 1.8(b)).
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Une comparaison entre ces deux types de repre´sentations a e´te´ faite par Ghoniem et
al. [88]. D’apre`s leur e´tude, l’avantage des repre´sentations de type nœud-lien sont leur
intuitivite´, leur dessin compact ainsi que leur pertinence pour les taˆches de suivi de che-
min. Elles sont particulie`rement adapte´es pour les graphes de taille raisonnable (quelques
milliers de sommets et d’areˆtes) et clairseme´s. Les repre´sentations matricielles sont quant
a` elles particulie`rement adapte´es pour visualiser un graphe de grande taille (plusieurs di-
zaines de milliers voire millions de sommets et areˆtes). Une re´organisation pertinente des
sommets dans les lignes et colonnes de la matrice permet de plus de re´ve´ler des sous-
graphes tre`s connecte´s au sein du graphe.
(a) (b)
Figure 1.8: Deux repre´sentations visuelles du meˆme graphe. Ce graphe correspond
au graphe de co-publications des membres de notre e´quipe INRIA projet GRAVITE
sur la pe´riode 2006-2011 (cf. http://gravite.labri.fr/?Publications). Le graphe
est compose´ de sommets repre´sentant les auteurs (en vert les membres de GRAVITE,
en bleu les auteurs externes a` l’e´quipe) et les publications (en rouge). Une areˆte relie
un auteur a` chacune de ses publications. (a) Repre´sentation nœud-lien obtenue par
l’algorithme de dessin FM3 [94]. (b) Repre´sentation matricielle. Les sommets ont e´te´
ordonne´s dans les lignes et colonnes de la matrice en fonction du nume´ro de groupe
calcule´ par l’algorithme de fragmentation de graphes MCL [181]
Les diffe´rentes contributions de cette the`se se focaliseront sur les repre´sentations de
type nœud-lien. Pour ge´ne´rer ce type de visualisation de graphes, plusieurs crite`res de
lisibilite´ et d’esthe´tique doivent eˆtre pris en conside´ration. Ces crite`res incluent la mi-
nimisation du nombre de croisements d’areˆtes, l’homoge´ne´ite´ de la longueur des areˆtes
ou encore la minimisation de la taille de la zone de dessin. Pour de plus amples de´tails
sur ce sujet, le lecteur peut se re´fe´rer a` [50] ou aux travaux de Purchase [149, 148]. De
nombreux algorithmes de dessin de graphe ont e´te´ e´labore´s depuis plus de 30 ans dont un
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grand nombre par la communaute´ Graph Drawing. Dans la suite nous pre´sentons quelques
exemples d’algorithmes pour le dessin d’arbres et de graphes ge´ne´raux.
1.2.1.1 Dessin d’arbres
Les arbres sont une classe de graphe particulie`re (voir De´finitions 2.19 et 2.20). On les
utilise ge´ne´ralement pour mode´liser une relation de hie´rarchie sur un ensemble d’objets.
E´tant plus simples que les graphes ge´ne´raux, de nombreuses techniques de´die´es ont e´te´
e´labore´es pour les dessiner. Nous nous inte´resserons aux repre´sentations de type nœud-lien
ainsi qu’a` celles utilisant une me´thode de remplissage d’espace.
Repre´sentation nœud-lien d’arbres Ce type de repre´sentation utilise des liens pour
mate´rialiser la relation de parente´ entre les diffe´rents sommets du graphe. Une technique
classique est celle e´labore´e par Reingold et Tilford [151], ensuite ame´liore´e par Walker [188],
ou` les sommets de l’arbre sont positionne´s par niveau dans le dessin en fonction de leur
profondeur dans l’arbre (voir Figure 1.9(a)). Un autre type de technique, nomme´ dessin
radial, dispose les sommets de l’arbre sur des cercles concentriques en fonction de leur pro-
fondeur dans l’arbre [51] (voir Figure 1.9(b)). Un autre exemple de technique est le dessin
d’arbre en ballons [129]. Dans ce type de dessin, chaque enfant d’un sommet de l’arbre est
place´ autour d’un cercle centre´ sur le sommet parent. Un exemple de me´thode de dessin de
ce type est l’algorithme Bubble Tree de Grivet et al. [91] (voir Figure 1.9(c)). Les dessins
d’arbres en ballons peuvent e´galement eˆtre obtenus en projetant sur un plan le dessin en
trois dimensions obtenu avec l’algorithme Cone tree de Robertson et al. [153]. Une autre
fac¸on de repre´senter des arbres en trois dimensions sont les dessins hyperboliques, comme
par exemple la technique de Munzner [140].
Repre´sentation d’arbres par remplissage d’espace Ce type de me´thode de dessin
essaie d’utiliser la plus grande zone du support visuel afin de repre´senter la hie´rarchie de´-
crite par un arbre. Pour repre´senter les relations de parente´ entre les sommets, la position
des sommets est utilise´e. On distingue deux types majeurs de repre´sentation de parente´,
soit par imbrication soit par adjacence. Ce type de me´thode est ge´ne´ralement utilise´ pour
visualiser une partition hie´rarchique d’un ensemble de donne´es comme par exemple l’arbo-
rescence d’un syste`me de fichier. La taille des e´le´ments graphiques associe´s aux sommets
de l’arbre peut eˆtre utiliser pour encoder des attributs, comme par exemple la taille d’un
fichier.
Les me´thodes par imbrication positionnent re´cursivement les enfants d’un sommet
de l’arbre a` l’inte´rieur de la zone de dessin de ce sommet parent. Les exemples les plus
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(a)
(b) (c)
Figure 1.9: Trois repre´sentations nœud-lien du meˆme arbre. Cet arbre repre´sente la
hie´rarchie de fichiers depuis le re´pertoire d’installation du logiciel Tulip [9, 10, 120]. (a)
L’arbre a e´te´ dessine´ par l’algorithme Improved Walker [188]. (b) L’arbre a e´te´ dessine´
par une technique de dessin radial [51]. (c) L’arbre a e´te´ dessine´ par l’algorithme
Bubble Tree [91], une technique de dessin d’arbre en ballons.
re´pandus de ce type de technique sont les Treemaps, ou` chaque sommet est repre´sente´
par une forme rectangulaire, subdivise´e en d’autres rectangles refle´tant la hie´rarchie sous-
jacente. La technique originale a e´te´ e´labore´e par Shneiderman [167] puis e´tendue par Bruls
et al. [27] de fac¸on a` ce que les rectangles repre´sentant les sommets de l’arbre approximent
des carre´s (voir Figure 1.10(a)). Il existe e´galement des variations de cette me´thode comme
par exemple les Voronoi Treemaps de Balzer et al. [14] ou` des polygones plus ge´ne´raux sont
utilise´s a` la place de rectangles (voir e´galement le re´cent travail de Nocaj et Brandes [142]
pour calculer efficacement ce genre de repre´sentation).
Les me´thodes par adjacence quant a` elles positionnent les sommets enfants a` coˆte´
de leur sommet parent. Un exemple ce´le`bre est la me´thode SunBurst [174] de Stasko et
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Zhang positionnant chaque niveau de l’arbre sur des couches circulaires du dessin (voir
Figure 1.10(b)).
(a) (b)
Figure 1.10: Deux repre´sentations par remplissage d’espace du meˆme arbre. Cet
arbre repre´sente la hie´rarchie de fichiers depuis le re´pertoire d’installation du logiciel
Tulip. La taille des feuilles de l’arbre a e´te´ configure´e pour eˆtre proportionnelle a`
la taille des fichiers qu’elles repre´sentent. (a) L’arbre a e´te´ dessine´ par l’algorithme
Squarified Tree Maps [27]. (b) L’arbre a e´te´ dessine´ par l’algorithme SunBurst [174].
1.2.1.2 Dessin de graphes ge´ne´raux
Un tre`s grand nombre de techniques de dessin existent pour les graphes ge´ne´raux.
Nous pre´sentons quelques algorithmes ce´le`bres en fonction de leur me´thode de placement
de sommets.
Dessin par mode`le de forces Ce type de me´thode assimile le graphe a` un syste`me
physique (voir Figure 1.11). Les sommets du graphe sont conside´re´s comme des particules
exerc¸ant des forces de re´pulsion entre elles. Les areˆtes sont conside´re´es comme des ressorts
exerc¸ant une force d’attraction entre les sommets connecte´s. L’e´volution de ce syste`me est
ensuite simule´e jusqu’a` atteindre un e´tat d’e´quilibre correspondant au dessin final. Eades
fut le premier a` proposer une telle approche [63]. Sa me´thode a depuis e´te´ revisite´e et ame´-
liore´e. Parmi les algorithmes existants, on peut citer celui de Kamada et Kawai [110] (voir
Figure 1.12(a)), celui de Fruchterman et Reingold [78] (voir Figure 1.12(b)) et GEM de
Frick et al. [77] (voir Figure 1.12(c)). Ces me´thodes emploient des mode`les physiques diffe´-
rents de´bouchant sur des algorithmes de diffe´rentes complexite´s et produisant des dessins
16
1.2. Visualisation interactive de graphes
de qualite´ variable. Les me´thodes par mode`le de force produisent ge´ne´ralement des dessins
assez e´quilibre´s avec un nombre de croisements d’areˆtes minimise´. Une autre approche de
dessin par mode`le de force est celle de Bertault [19], depuis ame´liore´e par Simonetto et
al. [171]. Elle permet d’ame´liorer un dessin de graphe existant tout en ne cre´ant pas et
ne de´faisant pas de croisements d’areˆtes. Ces me´thodes ne passent ge´ne´ralement pas a`
l’e´chelle pour de grands graphes en raison de leur complexite´.
Figure 1.11: Principe des me´thodes de dessin par mode`le de force. Les sommets du
graphe sont associe´s a` des particules et les areˆtes a` des ressorts. Ce syste`me physique
est de´fini de fac¸on a` ce que les sommets non connecte´s se repoussent et ceux connecte´s
s’attirent. L’e´volution de ce syste`me physique est simule´e jusqu’a` un e´tat d’e´quilibre
pour obtenir le dessin final.
Dessin par contrainte Les me´thodes de ce type e´tendent l’approche par mode`le de
force en rajoutant des contraintes sur la position des sommets. Ces contraintes peuvent
inclure un alignement horizontal ou vertical des sommets, le non chevauchement entre
sommets ou encore l’orientation des areˆtes. Un exemple classique de dessin par contrainte
sont ceux orthogonaux ou` les areˆtes sont uniquement dessine´es comme des traits horizon-
taux ou verticaux. Des exemples d’algorithmes de dessin de ce type sont ceux e´labore´s par
Dwyer et al. [59, 60, 61].
Dessin multi-niveaux Ces techniques de dessin reposent sur une de´composition hie´-
rarchique d’un graphe en sous-graphes imbrique´s. Le dessin du graphe est alors effectue´
niveau par niveau de la hie´rarchie. Ces me´thodes peuvent utiliser une approche par mode`le
de force pour dessiner chaque niveau. Le dessin obtenu au niveau pre´ce´dent est conserve´
lors du calcul du dessin du prochain niveau. Suivant les approches, le premier niveau a`
eˆtre dessine´ est soit la racine de la hie´rarchie (approche descendante ou top-down), soit ses
feuilles (approche ascendante ou bottom-up). Ces me´thodes sont ge´ne´ralement plus rapides
que les me´thodes traditionnelles par mode`le de forces et certaines peuvent dessiner des
graphes contenant plusieurs millions de sommets. Comme exemple d’algorithme de dessin
17
Chapitre 1. Introduction
(a) (b)
(c)
Figure 1.12: Trois dessins par mode`le de forces du meˆme graphe. Ce graphe corres-
pond a` un re´seau de joueurs de pokers (832 sommets / 2127 areˆtes). Les sommets
correspondent a` des joueurs et deux joueurs sont connecte´s quand l’un d’eux a donne´
de l’argent a` l’autre. (a) Le graphe a e´te´ dessine´ en utilisant l’algorithme de Kamada
et Kawai [110]. (b) Le graphe a e´te´ dessine´ en utilisant l’algorithme de Fruchterman
et Reingold [78]. (c) Le graphe a e´te´ dessine´ en utilisant l’algorithme GEM [77].
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multi-niveaux, on peut citer GRIP de Gajer et Kobourov [82] (voir Figure 1.13(a)), FM3
de Hachul and Ju¨nger [94] (voir Figure 1.13(b)) ou encore TopoLayout de Archambault et
al. [7].
(a) (b)
Figure 1.13: Deux repre´sentations du meˆme graphe obtenues avec des algorithmes
de dessin multi-niveaux (par mode`le de forces). Ce graphe est un graphe d’appel
de fonctions dans un logiciel complexe (7697 sommets / 18007 areˆtes). Un sommet
repre´sente une fonction et deux fonctions sont connecte´es si l’une d’entre elles appelle
l’autre. (a) Le graphe a e´te´ dessine´ avec l’algorithme GRIP [82]. (b) Le graphe a e´te´
dessine´ avec l’algorithme FM3 [94].
Dessin hie´rarchique Ces approches positionnent les sommets du graphe sur des ni-
veaux horizontaux paralle`les. Elles sont principalement utilise´es pour les graphes oriente´s
et de´rivent de la me´thode propose´e par Sugiyama [175] (voir Figure 1.14). Cette dernie`re
est compose´e de 4 e´tapes :
1. suppression des cycles dans le graphe
2. assignation des sommets dans des niveaux
3. re´duction du nombre de croisements d’areˆtes
4. assignation de coordonne´es aux sommets.
Parmi les exemples d’algorithmes de ce type, on peut citer celui de Gansner et al. [85],
celui de Buchheim et al. [28] ou encore celui de Auber [9].
Dessin des areˆtes L’un des proble`mes majeurs des repre´sentations de type nœud-
lien de grands graphes est l’occlusion visuelle entraˆıne´e par la grande quantite´ d’areˆtes.
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Figure 1.14: Exemple de dessin hie´rarchique d’un graphe. Ce graphe repre´sente la
voie me´tabolique Selenocompound metabolism de l’organisme Yarrowia lipolytica (une
levure). Une voie me´tabolique repre´sente un ensemble de re´actions biochimiques se
produisant dans les cellules d’un organisme et effectuant une fonction biologique parti-
culie`re (voir chapitre 4). Le graphe a e´te´ dessine´ en utilisant l’algorithme hie´rarchique
de Sugiyama [175].
Comme les areˆtes sont dessine´es comme des segments, la lisibilite´ du dessin peut en paˆtir.
Des techniques visant a` regrouper les areˆtes en faisceaux (en anglais, edge bundling) ont
alors e´te´ propose´es pour tenter d’adresser ce proble`me. Le principe consiste a` calculer un
ensemble de points de controˆle qui de´finiront la nouvelle forme de chaque areˆte. Les areˆtes
sont alors ge´ne´ralement dessine´es en utilisant des courbes parame´triques. La Figure 1.15
montre un exemple de re´sultat obtenu avec l’une de ces techniques. L’une des contributions
de cette the`se porte sur ce type de me´thode. Nous reviendrons donc tre`s longuement sur
le sujet dans le chapitre 3.
1.2.2 Techniques d’interaction
Ge´ne´rer un dessin de graphe n’est qu’une premie`re e´tape pour la mise en place de
visualisations a` des fins d’analyse. Les utilisateurs ne veulent pas uniquement disposer
d’un dessin statique, ils veulent pouvoir l’explorer et manipuler les donne´es repre´sente´es
de manie`re interactive. Des techniques d’interaction ont donc e´te´ e´labore´es pour permettre
aux utilisateurs de re´soudre un ensemble de taˆches relatives a` l’analyse d’un graphe. Ces
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(a) (b)
Figure 1.15: Exemple d’application d’une me´thode de regroupement d’areˆtes (edge
bundling) sur un graphe mode´lisant des connexions entre des villes europe´ennes. (a)
Dessin original. (b) Dessin apre`s application de la me´thode.
taˆches peuvent eˆtre de nature variable comme par exemple celles base´es sur la topologie du
graphe (voir De´finition 2.3) ou encore celles base´es sur les attributs du graphe. Les taˆches
base´es sur la topologie incluent l’identification de l’adjacence d’un sommet ou encore
de´terminer si deux sommets sont connecte´s. Les taˆches base´es sur les attributs incluent
par exemple la recherche de sommets/areˆtes ayant une valeur particulie`re. Une taxonomie
exhaustive des taˆches lie´es a` la visualisation de graphes a e´te´ faite par Lee et al. [128], elle
meˆme base´e sur celle e´tablie par Amar et al. [5] pour la Visualisation d’Information. Dans
la suite, nous pre´sentons quelques unes de ces techniques d’interaction.
1.2.2.1 Interactions pour la navigation
Le but de ces techniques est de faciliter l’exploration de la repre´sentation visuelle d’un
graphe. Les plus fondamentales sont celles permettant de translater la vue dans n’importe
quelle direction ainsi que de changer le niveau de zoom courant. Ces ope´rations basiques
mais essentielles pour une exploration interactive des donne´es repre´sente´es se retrouvent
dans un grand nombre de syste`mes de Visualisation d’Information. Il existe d’ailleurs un
algorithme e´labore´ par Van Wijk et Nuij [184] permettant de re´aliser une animation de
translation/zoom fluide et optimale entre deux re´gions d’un dessin. Dans un contexte de
visualisation de graphes il existe aussi une technique de navigation consistant a` se de´placer
le long du dessin d’une areˆte. Dans [139], Moscovich et al. pre´sentent une version ame´liore´e
de cette technique appele´e Link Sliding.
Une autre me´thode pour explorer un dessin de graphe est de naviguer de proche en
proche. En effet, deux sommets connecte´s dans un graphe ne sont pas force´ment proches
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dans son dessin. Ainsi, la distance entre deux sommets dans un graphe n’est pas toujours
refle´te´e par leur distance euclidienne dans son dessin. C’est l’un des de´fis que tous les
algorithmes de dessin de graphe tentent de relever. La technique d’interaction Bring &
Go, introduite par Tominski et al [179], depuis ame´liore´e par Moscovich et al [139], permet
de re´soudre ce paradoxe. L’ope´ration Bring, enclenche´e apre`s avoir se´lectionne´ un sommet,
rapproche temporairement les voisins du sommet de sa position dans la vue. Elle permet
ainsi de re´soudre des situations ou` l’algorithme de dessin a e´choue´. Les Figure 1.16(a)
et 1.16(b) illustrent cette situation, le passage de l’e´tape 1 a` l’e´tape 2 se faisant via une
animation. Les sommets voisins sont positionne´s de telle sorte que leur direction et leur
distance relative par rapport au sommet se´lectionne´ est pre´serve´e. Une fois que les voisins
ont e´te´ repositionne´s autour du sommet d’inte´reˆt, l’ope´ration Go laisse l’utilisateur de´cider
d’une nouvelle direction vers laquelle se de´placer en se´lectionnant un voisin. Apre`s avoir
choisi un des voisins, une animation de zoom et de translation est effectue´e jusqu’a` ce que la
visualisation soit recentre´e sur le voisin cible (voir Figure 1.2.2.1). Moscovich et al [139] ont
re´alise´ une e´valuation empirique de cette technique d’interaction. Leurs re´sultats montrent
que cette technique est juge´e facile a` apprendre et plaisante a` utiliser. Cette technique peut
e´galement eˆtre classe´e dans les techniques d’interaction dites Focus+Contexte.
1.2.2.2 Interactions Focus+Contexte
Dans une visualisation de graphe, l’utilisation d’ope´rations de zoom pour se concen-
trer sur une re´gion d’inte´reˆt du dessin se fait au de´triment de la perte d’informations
contextuelles. Un ensemble de techniques permettant a` l’utilisateur de se concentrer sur
des de´tails de la repre´sentation tout en conservant le contexte global ont donc e´te´ mis au
point. Ce type de techniques est de´nomme´ par le terme Focus+Contexte. Des exemples
de ce type de technique sont la loupe et le Fisheye. La loupe permet de pre´senter une
vue de´taille´e d’une petite re´gion du dessin par dessus celui lie´ au niveau de zoom courant
(voir Figure 1.17(a)). Une ge´ne´ralisation de ce type de techniques a e´te´ faite par Bier et
al. [20]. Le Fisheye permet e´galement d’obtenir des de´tails sur une re´gion du dessin via
l’utilisation d’une de´formation continue de la repre´sentation. Ce concept a e´te´ ge´ne´ralise´
par Furnas [80] et expe´rimente´ pour la premie`re fois sur une visualisation de graphe par
Sarkar et Brown [159]. La re´fe´rence dans ce domaine reste les travaux de Carpendale et
al [36, 37, 38] qui ont longuement e´tudie´s les diffe´rentes me´thodes de de´formation ainsi
que leurs combinaisons pour les interactions de type Focus+Contexte sur tout type de
visualisation. Il se pre´sente ge´ne´ralement sous la forme d’une lentille circulaire. Dans un
cercle de petite taille autour du centre de la lentille, le grossissement de la repre´sentation
est tre`s important. Ce grossissement de´croit ensuite continuellement jusqu’a` la pe´riphe´rie
de la lentille. Un exemple d’interaction de type Fisheye est pre´sente´ a` la Figure 1.17(b).
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(a) (b)
(c)
Figure 1.16: Illustration de l’interaction Bring & Go. (a) Bring (e´tape 1) – La se´lec-
tion d’un nœud (ici ”Bordeaux”) estompe les e´le´ments du graphe ne faisant pas partie
de son voisinage. (b) Bring (e´tape 2) – Les sommets voisins sont rapproche´s du nœud
se´lectionne´. La transition entre les deux e´tapes est anime´e. (c) Go – Apre`s avoir se´lec-
tionne´ un voisin (ici le sommet ”Glasgow”, mate´rialise´ en vert dans la Figure 1.16(b)),
une animation de translation et de zoom change le focus vers un nouveau voisinage.
Ces techniques peuvent eˆtre utilise´es pour obtenir une estimation du degre´ des sommets.
Elles permettent e´galement de se faire une ide´e de l’organisation spatiale des voisinages.
Un autre type de techniques Focus+Contexte sont celles permettant de mettre en
e´vidence le voisinage d’un sommet d’inte´reˆt. Plusieurs techniques ont e´te´ e´labore´es pour
cela. Dans [95], Heer et Boyd modifient interactivement les couleurs des sommets du
graphe en fonction du sommet se´lectionne´. Les sommets atteignables depuis ce sommet
sont colore´s en fonction de leur distance au sommet d’inte´reˆt en fonction d’une e´chelle de
couleur tandis que ceux non atteignables voient leurs couleurs de´sature´es. Dans le logiciel
de visualisation de graphes Tulip [9, 10, 120], une autre strate´gie est utilise´e. Un cercle
transparent, centre´ sur le sommet d’inte´reˆt, est affiche´ par dessus la visualisation pour
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(a) (b)
Figure 1.17: Techniques d’interaction loupe et Fisheye. (a) La loupe montre une vue
de´taille´e sur une re´gion locale du dessin. (b) Le Fisheye applique une de´formation
continue sur une petite re´gion du dessin pour inspection locale.
mettre en exergue son voisinage. Les sommets non connecte´s au sommet d’inte´reˆt sont
temporairement estompe´s par le cercle tandis que ceux connecte´s (et les areˆtes associe´es)
sont dessine´s par dessus (voir Figure 1.18(a)). Le rayon du cercle transparent est calcule´
de telle sorte que tous les voisins imme´diats du sommet d’inte´reˆt dans le dessin de graphe
soient contenus dans le cercle. L’utilisateur peut ensuite choisir de visualiser le voisinage
d’un sommet en fonction de diffe´rentes distances. La taille du cercle transparent s’ajuste
alors en conse´quence (voir Figure 1.18(b)).
(a) (b)
Figure 1.18: Illustration de l’interaction de mise en e´vidence du voisinage imple´men-
te´e dans le logiciel Tulip [9, 10, 120]. (a) Mise en e´vidence du voisinage direct – la
se´lection d’un sommet met en exergue ses voisins et estompe les autres e´le´ments du
graphe. (b) En utilisant la molette de la souris, le voisinage est e´tendu aux sommets
dont la distance est supe´rieure a` 1.
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1.2.2.3 Interactions sur la repre´sentation
Ce type de techniques permet un ajustement de la repre´sentation visuelle du graphe
et de ses parame`tres. La technique la plus basique consiste a` se´lectionner un ensemble
d’e´le´ments et de les mettre en exergue dans la visualisation. Plusieurs strate´gies peuvent
eˆtre employe´es comme utiliser une couleur particulie`re pour les e´le´ments se´lectionne´s ou
encore l’utilisation d’enveloppes convexes ou concaves [95, 43]. La Figure 1.19 pre´sente
deux techniques classiques de se´lection d’e´le´ments dans une visualisation de graphe.
(a) (b)
Figure 1.19: Deux techniques d’interaction pour se´lectionner des e´le´ments dans la
visualisation d’un graphe. Deux strate´gies de se´lection sont possibles. Soit tous les
e´le´ments situe´s dans la zone de se´lection sont se´lectionne´s, soit uniquement les sous-
graphes induits par les sommets se´lectionne´s. Les e´le´ments se´lectionne´s seront ensuite
mis en exergue dans la visualisation par un changement d’encodage visuel. (a) Se´lec-
tion par boite : les e´le´ments situe´s sous le rectangle seront se´lectionne´s. (b) Se´lection
par lasso : cette technique permet d’effectuer des se´lections plus fines, pouvant eˆtre
impossibles a` effectuer via une se´lection par boite.
Un autre type de me´thode sont celles effectuant du zoom se´mantique. Elles consistent
a` augmenter le niveau de de´tail de la repre´sentation des donne´es (en plus de celui de
l’encodage visuel) lors d’une ope´ration de zoom. Elles sont ge´ne´ralement utilise´es sur des
graphes ou` des ensembles d’e´le´ments ont e´te´ agre´ge´s selon plusieurs niveaux. L’ope´ration
de zoom se´mantique dans ce cas consiste a` repre´senter le niveau d’agre´gation associe´ au
niveau de zoom demande´. Un exemple de technique est celle utilise´e par Elmqvist et al. [65]
afin de visualiser une repre´sentation matricielle d’un tre`s grand graphe. Les cases de la
matrice sont agre´ge´es en groupe de quatre selon plusieurs niveaux. Un zoom se´mantique
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permet alors de descendre/remonter dans ces diffe´rents niveaux d’agre´gation.
Il existe e´galement des techniques permettant de modifier le dessin d’un graphe ou`
son type de repre´sentation interactivement. Dans [135], McGuffin et Jurisica pre´sentent
un ensemble d’outils de se´lection et de manipulation de sous-graphes. Leur technique
d’interaction permet entre autre d’appliquer un algorithme de dessin sur un sous-graphe
se´lectionne´ de manie`re interactive. Un autre exemple est la technique de Henry et al. [96]
permettant de passer d’une repre´sentation de type nœud-lien vers une repre´sentation ma-
tricielle d’un graphe et vice-versa. Ce changement de repre´sentation est visualise´ a` l’aide
d’une animation.
1.2.2.4 Interactions avec les donne´es
Dans ce type de techniques, l’utilisateur modifie interactivement les donne´es couram-
ment visualise´es. Dans un contexte de visualisation de graphes, cela consiste a` modifier
la structure du graphe ou la valeur des attributs de ces e´le´ments. Ces modifications de
donne´es peuvent eˆtre re´alise´es via des interactions sur la repre´sentation (e.g. suppression
d’un sommet en cliquant dessus), des interfaces graphiques d’e´dition de´die´es ou une exe´-
cution de scripts. Les logiciels GUESS [2] et Tulip [9, 10, 120] fournissent par exemple
une interface d’e´dition et d’exe´cution de scripts pour modifier interactivement les graphes
visualise´s.
Un autre type de techniques influant sur les donne´es du graphe a` visualiser sont
celles permettant de modifier de manie`re interactive une de´composition hie´rarchique d’un
graphe. Une telle de´composition permet de visualiser une version simplifie´e d’un grand
graphe par des me´thodes d’agre´gation. Un exemple de ce type de technique peut eˆtre
trouve´ dans le syste`me de visualisation de hie´rarchie de sous-graphes GrouseFlocks [8].
Ce syste`me permet de modifier interactivement la hie´rarchie de sous-graphes soit en in-
teragissant directement sur la visualisation soit via une interface graphique de´die´e.
1.3 Processeur graphique et pipeline de rendu
Dans cette section, nous pre´senterons brie`vement le concept de processeur graphique
ainsi que son mode de fonctionnement.
1.3.1 De´finition d’un processeur graphique
Un processeur graphique, souvent de´signe´ par le terme GPU (de l’anglais Graphics
Processing Unit), est un circuit e´lectronique spe´cialise´ de´die´ au traitement des donne´es
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graphiques. Il a e´te´ conc¸u pour rapidement manipuler et modifier une me´moire afin d’ac-
ce´le´rer la construction d’images dans un tampon de trames (en anglais frame buffer)
destine´es a` eˆtre envoye´es vers un pe´riphe´rique d’affichage. De nos jours, on trouve des pro-
cesseurs graphiques dans les syste`mes embarque´s, les te´le´phones portables, les ordinateurs
personnels, les stations de travail ou encore les consoles de jeux. Le terme a e´te´ popularise´
par l’entreprise Nvidia en 1999, apre`s la mise sur le marche´ de la carte graphique GeForce
256, qui contenait un processeur graphique capable de traiter un minimum de 10 millions
de polygones par seconde.
1.3.2 Fonctionnement du pipeline de rendu
Cette section vise a` introduire brie`vement le fonctionnement d’un processeur gra-
phique. Le lecteur pourra trouver des informations plus de´taille´es sur les pipelines gra-
phiques traditionnels en consultant le livre de Foley et al. [74] : Computer graphics :
principles and practice, ou le guide officiel de la programmation en OpenGL [169].
Avant de de´crire le pipeline de rendu du processeur graphique, il est important de
commencer par introduire les diffe´rents syste`mes de coordonne´es utilise´s lors du rendu
d’une sce`ne 3D. Il sont au nombre de quatre :
• L’espace objet : syste`me de coordonne´es 3D local a` un objet ge´ome´trique
• L’espace monde : syste`me de coordonne´es 3D ou` l’ensemble des objets de la
sce`ne sont positionne´s. Pour transformer la position d’un sommet de l’espace de son
objet vers une position de´sire´e dans l’espace du monde, on utilise une matrice de
transformation appele´e matrice monde. Le sommet est multiplie´ par cette matrice
qui le transforme en modifiant sa position et son orientation.
• L’espace came´ra : syste`me de coordonne´es 3D de´fini par la position et l’orientation
d’une came´ra virtuelle observant la sce`ne 3D. Tous les sommets de la sce`ne sont
transforme´s de l’espace du monde vers l’espace de la came´ra en les multipliant par
une matrice appele´e matrice vue. L’apparence re´sultante de la sce`ne est alors telle
que si on l’observait a` travers la came´ra.
• L’espace e´cran : syste`me de coordonne´es 2D de´fini par l’e´cran qui affichera la
sce`ne. Les sommets dans l’espace de la came´ra sont transforme´s dans cet espace
en les multipliant par une matrice de projection. Cette projection de l’espace de la
came´ra vers l’espace de l’e´cran peut eˆtre de type orthographique ou perspective.
Avec une projection en perspective, les objets e´loigne´s de la came´ra apparaˆıtront
plus petits que ceux qui lui sont proches.
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Le passage d’un syste`me de coordonne´es a` l’autre est re´versible par l’utilisation des
matrices inverses de celles utilise´es. Par exemple, pour passer de l’espace e´cran a` l’espace
de la came´ra, on multiplie un sommet en coordonne´es e´cran par l’inverse de la matrice de
projection. La Figure 1.20 illustre ces quatre syste`mes de coordonne´es ainsi que le passage
de l’un a` l’autre.
espace
objet
×
matrice
monde
=
espace
monde
×
matrice
vue
=
espace
came´ra
×
matrice de
projection
=
espace
e´cran
Figure 1.20: Illustration des quatre syte`mes de coordonne´es utilise´s lors du
rendu d’une sce`ne 3D (source des images : http://www.matrix44.net/cms/notes/
opengl-3d-graphics/coordinate-systems-in-opengl).
Inte´ressons nous maintenant au fonctionnement d’un processeur graphique. La Fi-
gure 1.21 pre´sente un sche´ma, inspire´ de celui que l’on peut trouver dans le livre The
Orange Book : OpenGL Shading Language [156], d’un pipeline de rendu exe´cute´ par un pro-
cesseur graphique. Ce pipeline correspond a` celui de´crit par les API graphiques OpenGL
2.0 / ES, versions encore tre`s utilise´es de nos jours pour le de´veloppement d’applications
3D. Nous allons brie`vement de´crire les diffe´rentes e´tapes de ce pipeline.
Une application 3D communique avec le processeur graphique via une API 3D (typi-
quement OpenGL ou Direct3D). Une sce`ne 3D est de´crite par une collection de primitives
ge´ome´triques. Dans la plupart des cas, ces primitives sont des triangles de´finis par des
sommets. A chaque sommet est associe´ un ensemble d’attributs comme la position, le
vecteur normal, les coordonne´es de texture ou encore la couleur.
Ces primitives sont envoye´es du processeur de calcul (CPU) au processeur graphique
(GPU) comme un flux de sommets. Le processeur graphique exe´cute alors les e´tapes
suivantes pour ge´ne´rer une image affichable de la sce`ne :
1. Traitements des sommets : Les sommets envoye´s par l’application sont traite´s
par le processeur de sommets. Dans un pipeline graphique traditionnel a` fonction-
nalite´s fixes, le processeur de sommets applique des ope´rations de transformation et
d’e´clairage. Les coordonne´es d’un sommet dans l’espace objet sont alors transfor-
me´es vers celles dans l’espace monde, puis vers celles dans l’espace came´ra et enfin
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Figure 1.21: Le pipeline de rendu (de type OpenGL 2.0 / ES) exe´cute´ par un pro-
cesseur graphique. Ce sche´ma est inspire´ de celui que l’on peut trouver dans le livre
The Orange Book : OpenGL Shading Language [156]
vers celles dans l’espace e´cran. Les matrices monde, vue et de projection sont uti-
lise´es pour calculer ces transformations (voir Figure 1.20). Le calcul de l’e´clairage
est ge´ne´ralement base´ sur le mode`le de Blinn-Phong [21] et est effectue´ en fonction
de la position de la came´ra virtuelle. Les processeurs graphiques contemporains per-
mettent aux de´veloppeurs de remplacer ces ope´rations fixes sur les sommets par un
programme flexible appele´ vertex shader.
2. Assemblage des primitives : Les sommets pre´ce´demment transforme´s sont as-
semble´s en primitives ge´ome´triques simples : des triangles.
3. Traitement des primitives : Les primitives ge´ne´re´es sortant de la zone d’affichage
sont e´carte´es, celles de´finissant des faces non visibles (car masque´es par d’autres) le
sont e´galement.
4. Raste´risation : A cet e´tape, la sce`ne 3D a` afficher est convertie en fragments
(portions de l’image finale pouvant eˆtre assimile´es a` des pixels). Par la suite, les
ope´rations du processeur graphique seront uniquement applique´es a` ces entite´s. Pour
ge´ne´rer ces fragments a` partir des primitives a` afficher, un algorithme de rendu par
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ligne de balayage est utilise´. Durant cette e´tape, les attributs des sommets sont
interpole´s pour les fragments contenus dans chaque triangle.
5. Traitement des fragments : La couleur de chaque fragment est assigne´e par le
processeur de fragments en fonction des valeurs interpole´es a` partir des sommets.
Elle peut e´galement eˆtre combine´e avec celles stocke´es dans des textures en me´-
moire vide´o. Les processeurs graphiques contemporains permettent de remplacer ces
fonctionnalite´s fixes par un programme flexible appele´ fragment shader.
6. Ope´rations par fragment : Le processeur graphique de´termine si le fragment
peut eˆtre envoye´ pour e´criture dans le tampon de trames en fonction des infor-
mations lie´es aux pixels de destination. Il exe´cute alors diffe´rents tests : le alpha
test permettant d’e´carter un fragment en fonction de sa transparence, le stencil test
qui permet de limiter la zone de rendu et enfin le depth test qui sert a` e´carter un
fragment en fonction d’une information de profondeur.
7. Ope´rations du tampon de trame : Les fragments sont e´crits dans le tampon de
trames, soit directement, soit par combinaison avec les pixels de´ja` e´crits dans le
tampon (ope´rations de blending).
Le pipeline graphique est bien adapte´ au processus de rendu car il permet au processeur
graphique de fonctionner comme un processeur de flux vu que les sommets et les fragments
peuvent eˆtre conside´re´s comme inde´pendants. Par conse´quent, toutes les e´tapes du pipeline
peuvent eˆtre exe´cute´es en simultane´ pour diffe´rents sommets et fragments y transitant.
De plus, l’inde´pendance de ces donne´es permet aux processeurs graphiques de disposer de
plusieurs unite´s paralle`les pour traiter plusieurs sommets ou fragments sur la meˆme e´tape
en meˆme temps.
Les processeurs graphiques contemporains permettent de programmer certaines e´tapes
du pipeline de rendu (typiquement le traitement des sommets et fragments). Ces pro-
grammes destine´s a` eˆtre exe´cute´ sur le processeur graphique sont appele´s shaders et sont
e´crits a` l’aide de langage de haut niveau comme le GLSL [156] (OpenGL Shading Lan-
guage) ou encore le HLSL [44] (High Level Shading Language, langage de shading pour
Direct3D). Ils permettent de manipuler sommets, fragments ou encore textures avec la
plupart des ope´rations disponibles sur un processeur de calcul classique. Vu que la plupart
de ces calculs impliquent des ope´rations sur des vecteurs et des matrices, les processeurs
graphiques sont de nos jours exploite´s pour leur puissance de calcul paralle`le afin de traiter
des donne´es non graphiques. Un domaine de recherche appele´ GPU Computing ou encore
GPGPU (General Purpose Computing on GPU ) s’emploie a` proposer des solutions de cal-
cul performant imple´mente´es sur processeur graphique dans des domaines d’application
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tels que la bio-informatique, les statistiques, la simulation ou encore la finance. La plate-
forme CUDA [143] de Nvidia a e´te´ le premier mode`le de programmation pour le calcul
sur GPU. Elle a donne´ suite a` un standard, OpenCL [92], plus largement utilise´ de nos
jours. Ce standard ouvert pour la programmation sur GPU a e´te´ de´fini par le Khronos
Group (aussi responsable d’OpenGL) et est supporte´ par les processeurs construits par
Intel, AMD, Nvidia et ARM.
1.3.3 Exploitation du processeur graphique pour la visualisation
Les nouvelles fonctionnalite´s et capacite´s de programmation des processeurs graphiques
ont e´te´ en premier lieu exploite´es par la communaute´ de la Visualisation Scientifique. Le
livre de Weiskopf [192] : GPU-Based Interactive Visualization Techniques pre´sente un re´-
sume´ des approches courantes de l’utilisation de shaders pour ame´liorer les performances
et la qualite´ visuelle de visualisations scientifiques (e.g. visualisation de champs scalaires ou
de vecteurs). Le rendu de volume en temps re´el (typiquement pour des donne´es me´dicales)
a e´galement largement be´ne´ficie´ de l’e´volution des processeurs graphiques programmables.
Une e´tude de ces techniques de rendu peut d’ailleurs eˆtre trouve´ dans le livre de Engel et
al. [67] : Real-time Volume Graphics. Une des raisons de l’adoption rapide des processeurs
graphiques programmables vient suˆrement du fait que les donne´es en entre´e d’une visua-
lisation scientifique ont ge´ne´ralement un arrangement spatial en deux ou trois dimensions
et peuvent ainsi eˆtre facilement exprime´es en tant que primitives graphiques manipulables
par les langages de shading actuels. Afin de faciliter le de´veloppement de telles visualisa-
tions, des plateformes et des langages spe´cifiques ont e´te´ propose´s permettant la ge´ne´ration
automatique de shaders de visualisation. On peut citer par exemple Scout de McCormick
et al. [133] ou le syste`me de ge´ne´ration dynamique de shaders pour le rendu de volumes
de Ro¨βler et al. [154].
Si l’exploitation des fonctionnalite´s des processeurs graphiques a e´te´ largement adopte´e
dans le domaine de la Visualisation Scientifique, ce n’est pas vraiment le cas dans celui
de la Visualisation d’Information. On trouve relativement peu de re´fe´rences en e´tudiant
la litte´rature du domaine. D’apre`s [134], cette situation serait due au fait qu’il est difficile
de faire correspondre les types de donne´es abstraits de haut niveau usuellement visualise´s
dans ce domaine au mode`le bas niveau en points flottants supporte´s par les langages
de shading actuels. Une des premie`res tentatives d’exploitation du processeur graphique,
avant l’ave`nement des shaders, est le travail de Fekete et Plaisant [71] ou` ils pre´sentent
des techniques interactives de rendu permettant de visualiser plus d’un million e´le´ments
applicables a` tous types de visualisation 2D (scatter plot, tree map, ...). Il existe des travaux
en Visualisation d’Information utilisant des shaders mais ces derniers sont ge´ne´ralement
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pre´sente´s comme un de´tail d’imple´mentation et non comme une contribution principale.
Par exemple, Johansson et al. [107] utilisent des textures OpenGL pour stocker des donne´es
et un fragment shader pour rendre des coordonne´es paralle`les. Florek et Novotny` [73]
utilisent e´galement des shaders pour ame´liorer les performances de rendu des scatter plots
et des coordonne´es paralle`les. Un autre exemple est le syste`me de visualisation de graphes
ZAME [65] qui dessinent des glyphes via des shaders pour des donne´es multi-value´es. Il
existe cependant quelques exemples de travaux ou` les shaders sont mis en avant et utilise´s
pour calculer des attributs visuels des donne´es a` afficher. Dans [11], Auber et Chiricota
pre´sentent une imple´mentation au shader de l’algorithme de dessin de graphe Spring
Embedder ame´liorant de manie`re significative le temps de calcul. L’utilisation de shaders
est e´galement employe´e par Ingram et al. dans [103] pour imple´menter un algorithme de
positionnement multidimensionnel (en anglais, Multidimensional scaling ou MDS) multi-
niveaux. Enfin, dans [134] McDonnel et al. pre´sentent une approche plus ge´ne´raliste de
l’utilisation de shaders, applique´e a` la visualisation de donne´es multi-dimensionnelles, en
proposant un raffinement du traditionnel pipeline de la Visualisation d’Information. Ce
raffinement consiste en une e´tape finale dans l’espace image imple´mentable via l’utilisation
de fragment shaders.
Le lecteur pourra trouver en annexe A un exemple d’exploitation du processeur gra-
phique dans un contexte de Visualisation d’Information, a` savoir l’imple´mentation d’une
interaction visuelle de type Fisheye. Ce type d’interaction de type Focus+Contexte, ge´ne´-
ralise´ par Furnas [80], permet de mettre en exergue une re´gion d’inte´reˆt dans une visuali-
sation tout en gardant le contexte globale visible.
1.4 Organisation du me´moire
Nous de´crivons dans cette section l’organisation de ce me´moire de the`se. Pour chaque
chapitre, nous pre´sentons brie`vement son contenu ainsi que les contributions associe´es.
Le chapitre 2 pre´sente des de´finitions et notations essentiels a` la bonne compre´hension
de cette the`se. Ces dernie`res se rapportent majoritairement a` la the´orie des graphes.
Les travaux de cette the`se s’inscrivent dans le domaine de la visualisation interactive
de graphes. Nous les avons se´pare´s suivant deux parties. La premie`re partie couvre les
chapitres 3 et 4 et pre´sente des travaux de dessin de graphe. Le dessin de graphe consiste
a` plonger visuellement un graphe dans un espace a` n dimensions. Nous pre´senterons des
me´thodes de dessin de graphe dans le plan et dans l’espace tridimensionnel. La seconde
partie couvre les chapitres 5, 6 et 7. Elle pre´sente des techniques d’infographie pour la
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visualisation interactive de graphes. La plupart de ces techniques s’attachent a` exploiter
le processeur graphique pour optimiser des algorithmes couˆteux.
Le chapitre 3 s’inte´resse aux me´thodes de regroupement d’areˆtes en faisceaux dans
un dessin de graphe. Sa principale contribution est une me´thode de ce type intuitive et
efficace applicable aux dessins de graphe dans le plan. Une extension de cette me´thode
aux dessins de graphe dans l’espace sera e´galement pre´sente´e.
Dans le chapitre 4, nous pre´sentons un exemple d’application de techniques de dessin
de graphe pour repre´senter des re´seaux biologiques complexes que sont les re´seaux me´ta-
boliques. Ce type de re´seau mode´lise l’ensemble des re´actions biochimiques se produisant
dans les cellules d’un organisme vivant. La contribution de ce chapitre est une me´thode
permettant de dessiner un re´seau me´tabolique complet. Cette me´thode a l’avantage de
pre´server la topologie du re´seau ainsi que l’information relative a` des sous-ensembles par-
ticuliers de ce dernier : les voies me´taboliques. Elle pre´sente e´galement un cas d’application
concret de notre me´thode de regroupement d’areˆtes pre´sente´e au chapitre 3.
Le chapitre 5 s’inte´resse aux me´thodes de rendu de courbes parame´triques, courbes
de´finies par un ensemble de points de controˆle comme par exemple les courbes de Be´zier.
Ce type de courbes est couramment utilise´ pour repre´senter les areˆtes dans un dessin
de graphe, en particulier lorsque un algorithme de regroupement d’areˆtes a e´te´ applique´.
Le proble`me est que le calcul des points interpolant une courbe est couˆteux. La mise en
place d’interactions fluides avec un dessin de graphe de ce type ne´cessite ainsi d’optimiser
le temps de rendu de ces courbes. La contribution de ce chapitre est une technique de
rendu de ce type de courbes exploitant pleinement le processeur graphique. Nous montrons
qu’elle permet de rendre efficacement un grand nombre de courbes de´finies par un nombre
arbitraire de points de controˆle.
Dans le chapitre 6, nous pre´sentons une technique de rendu applicable sur les dessins
de graphe avec regroupement d’areˆtes. La finalite´ de cette contribution est de pouvoir
visualiser l’information relative a` la densite´ des faisceaux d’areˆtes. L’analyse de cette
information permet d’identifier les grands flux d’e´change au sein d’un re´seau.
Le chapitre 7 pre´sente des me´thodes pour visualiser des sous-graphes d’inte´reˆt dans le
contexte global d’une visualisation de graphe. Il est tre`s courant de de´composer un graphe
en sous-ensembles afin de mieux l’analyser. On peut citer par exemple, la fragmentation
d’un re´seau social en communaute´s ou encore la de´composition d’un re´seau me´tabolique
en voies me´taboliques. Une de´composition de graphe peut eˆtre chevauchante, i.e. des
sommets/areˆtes sont partage´s entre plusieurs groupes. Pouvoir visualiser efficacement le
re´sultat d’une de´composition est ainsi un re´el besoin pour faciliter le processus d’analyse.
Les contributions de ce chapitre sont des techniques permettant de mettre visuellement
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en exergue des sous-graphes dans une visualisation de graphe. Nous avons investigue´ deux
sortes de technique. La premie`re utilise des enveloppes concaves pour entourer des sous-
graphes. La seconde utilise une de´formation 3d pour mettre clairement un sous-graphe en
e´vidence.
Enfin, nous dressons une conclusions sur les diffe´rentes travaux effectue´s au cours de
cette the`se ainsi que les futures directions de recherche en de´coulant dans le chapitre 8.
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De´finitions et notations
Dans cette section, nous introduisons les de´finitions, notations et concepts importants
ne´cessaires a` la compre´hension de cette the`se. Le contenu de ce chapitre est librement
inspire´ de Wikipe´dia ainsi que des de´finitions pouvant eˆtre trouve´es dans la the`se de
Romain Bourqui [25].
2.1 Graphes
De´finition 2.1 (Graphe non oriente´) Un graphe non oriente´ est un couple G = (V,E)
ou` V est un ensemble d’objets appele´s les sommets du graphes (V de l’anglais ”vertex”, ou
sommet en franc¸ais), et E ⊆ P2(V ), P2(V ) de´signant l’ensemble des parties de cardinalite´
2 de V , un ensemble de paires d’e´le´ments de V appele´s les areˆtes du graphe (E de l’anglais
”edge”, ou areˆte en franc¸ais). Soit e = {u, v} une areˆte, les sommets u et v sont appele´s
les extre´mite´s de l’areˆte e.
De´finition 2.2 (Graphe oriente´) Un graphe oriente´ est un couple G = (V,A) ou` V
est un ensemble d’objets appele´s les sommets du graphes, et A ⊆ V × V , un ensemble de
couple d’e´le´ments de V appele´s les arcs du graphe. Soit a = (u, v) un arc, le sommet u
(resp. le sommet v) est appele´ la source (resp. la destination) de l’arc a.
De´finition 2.3 (Topologie d’un graphe) La topologie est une branche des mathe´ma-
tiques qui fournit un cadre ge´ne´ral pour traiter des notions de limite, de continuite´ et de
voisinage. Elle s’attache entre autres a` e´tudier des de´formations spatiales de structures
ge´ome´triques par des transformations continues, soit sans arrachage ni recollement de ces
structures.
La topologie d’un graphe correspond a` la fac¸on dont ses sommets sont connecte´s et
refle`te sa structure ge´ne´rale. La Figure 2.1 pre´sente quelques exemples de topologies de
graphe fre´quemment observe´es.
Les de´finitions ci-apre`s sont pour la plupart donne´es pour les graphes non oriente´s
mais peuvent bien entendu eˆtre adapte´es pour les graphes oriente´s.
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(a) (b) (c)
Figure 2.1: Quelques exemples de topologie de graphe (source des images : Wikipe´-
dia). (a) Topologie en anneau. (b) Topologie en e´toile. (c) Topologie hie´rarchique.
De´finition 2.4 (Sous-graphe) Soit G = (V,E) un graphe. On appelle G′ = (V ′, E′) un
sous-graphe de G si et seulement si les conditions suivantes sont ve´rifie´es :
– V ′ ⊆ V
– E′ ⊆ E
De´finition 2.5 (Sous-graphe induit) Soit G = (V,E) un graphe. On appelle G′ =
G[V ′] = (V ′, E′) un sous-graphe induit de G si et seulement si les conditions suivantes
sont ve´rifie´es :
– G′ est un sous-graphe de G
– E′ = {{u, v} | {u, v} ∈ E, u ∈ V ′, v ∈ V ′}
De´finition 2.6 (Voisinage d’un sommet) Soit G = (V,E) un graphe. On appelle voi-
sinage d’un sommet u de G, note´ NG(u), l’ensemble {v| {u, v} ∈ E}.
De´finition 2.7 (Adjacence d’un sommet) Soit G = (V,E) un graphe. On appelle ad-
jacence d’un sommet u de G, note´ adjG(u), l’ensemble {{u, v} | {u, v} ∈ E}
De´finition 2.8 (Adjacence entrante ou sortante d’un sommet) Soit G = (V,A)
un graphe oriente´. On appelle adjacence entrante (resp. sortante) d’un sommet u de G,
note´ adj−G(u) (resp. adj+G(u)), l’ensemble {(v, u)|(v, u) ∈ A} (resp. {(u, v)|(u, v) ∈ A}).
De´finition 2.9 (Degre´ d’un sommet) Soit G = (V,E) un graphe. On appelle degre´
d’un sommet u de G, note´ degG(u), la quantite´ |adjG(u)|.
De´finition 2.10 (Degre´ entrant et sortant d’un sommet) Soit G = (V,A) un graphe
oriente´. On appelle degre´ entrant (resp. sortant) d’un sommet u de G, note´ deg−G(u) (resp.
deg+G(u)), la quantite´ |adj−G(u)| (resp. |adj+G(u)|).
De´finition 2.11 (Valuation) Soit G = (V,E) un graphe et K un ensemble. On appelle
valuation des sommets (resp. des areˆtes) du graphe toute application f : V → K (resp.
f : E → K). On dit alors que G est sommet-value´ (resp. areˆte value´) et on le note
G = (V,E, f).
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De´finition 2.12 (Chemin non oriente´) Soit G = (V,E) un graphe non oriente´. On
appelle chemin non-oriente´ (ou chemin) dans G, une se´quence (v1, e1, v2, e2, . . . , ek−1, vk)
avec :
– ∀i ∈ [1..k], vi ∈ V
– ∀i ∈ [1..k[, ei = {vi, vi+1} ∈ E
– ∀i, j ∈ [1..k] | i 6= j, vi 6= vj
– ∀i, j ∈ [1..k[ | i 6= j, ei 6= ej
De´finition 2.13 (Chemin oriente´) Soit G = (V,A) un graphe oriente´. On appelle che-
min non-oriente´ (ou chemin) dans G, une se´quence (v1, e1, v2, e2, . . . , ek−1, vk) avec :
– ∀i ∈ [1..k], vi ∈ V
– ∀i ∈ [1..k[, ei = (vi, vi+1) ∈ A
– ∀i, j ∈ [1..k] | i 6= j, vi 6= vj
– ∀i, j ∈ [1..k[ | i 6= j, ei 6= ej
Un chemin ne passe pas deux fois par le meˆme sommet, le meˆme arc ou la meˆme areˆte.
On dit que l’on peut atteindre un sommet v depuis un sommet u si et seulement si il existe
un chemin tel que u = v1 et v = vk.
De´finition 2.14 (Longueur d’un chemin) Soit G = (V,E) un graphe et p = (v1, e1, v2, e2, . . . , ek−1, vk)
un chemin dans G. On de´finit la longueur de p comme la quantite´ | {e1, . . . , ek−1} | = k−1,
soit le nombre d’areˆtes du chemin.
De´finition 2.15 (Longueur value´e d’un chemin) Soit G = (V,E,w) un graphe areˆte-
value´ et p = (v1, e1, v2, e2, . . . , ek−1, vk) un chemin dans G. On de´finit la longueur value´e
de p comme la valeur
k−1∑
i=1
w(ei).
De´finition 2.16 (Distance dans un graphe) Soit G = (V,E) un graphe, u ∈ V et
v ∈ V . On appelle distance dans G entre u et v, note´e dG(u, v), la longueur du plus court
chemin dans G de u a` v.
De´finition 2.17 (Distance value´e dans un graphe) Soit G = (V,E) un graphe areˆte
value´, u ∈ V et v ∈ V . Soit P = {p1, p2, . . . , pn} l’ensemble de tous les chemins dans G
de u a` v. On appelle distance value´e dans G entre u et v, note´e dG,w(u, v), la plus petite
longueur value´e des chemins de P .
De´finition 2.18 (Cycle et graphe acyclique) Soit G = (V,E) un graphe non oriente´
et u ∈ V . On appelle cycle tout chemin de u a` u. Si il n’existe pas de tel chemin dans G
alors le graphe G est un graphe acyclique, note´ GA.
Si G = (V,A) est un graphe oriente´, alors G est un graphe oriente´ acyclique, note´
DAG pour Directed Acyclic Graph.
De´finition 2.19 (Arbre enracine´) Soit G = (V,A) un graphe oriente´. On dit que G
est un arbre enracine´ si et seulement si :
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– G est un DAG
– |A| = |V | − 1
– ∃!r ∈ V |deg−G(r) = 0
– ∀v ∈ V \ {r} , deg−G(v) = 1
Le sommet r est appele´ racine de l’arbre.
L’ensemble des sommets u tels que deg+G(u) = 0, note´ feuilles(G), est appele´ feuilles de
l’arbre.
De´finition 2.20 (Arbre libre) Soit G = (V,E) un graphe non oriente´. On dit que G
est un arbre libre si et seulement si :
– G est un GA
– |E| = |V | − 1
De´finition 2.21 (DAG enracine´) Soit G = (V,A) un DAG. On dit que G est un DAG
enracine´ si et seulement si ∃!r ∈ V |deg−G(r) = 0.
De´finition 2.22 (Profondeur d’un sommet) Soit G = (V,A) un DAG enracine´ de
racine r et u ∈ V . On de´finit la profondeur de u dans G, note´e profG(u), comme suit :
profG(u) = dG(r, u)
De´finition 2.23 (Graphe connexe) Soit G = (V,E) un graphe non oriente´. Le graphe
G est connexe si il existe un chemin entre toute paire de sommets dans G.
De´finition 2.24 (Graphe complet) Soit G = (V,E) un graphe non oriente´. On dit
que le graphe G est un graphe complet si et seulement si ∀u ∈ V et ∀v ∈ V , {u, v} ∈ E.
Un graphe complet a` n sommets, note´ Kn, contient
n(n− 1)
2 areˆtes.
De´finition 2.25 (Stable (ou ensemble inde´pendant)) Soit G = (V,E) un graphe.
On appelle le sous-graphe G′ = (V ′, E′) un stable de G si et seulement si la condition
suivante est ve´rifie´e :
∀u ∈ V ′,∀v ∈ V ′,¬∃{u, v} ∈ E
Un stable G′ de G est donc un sous-graphe induit de G sans areˆtes, soit G′ = G[V ′] =
(V ′, ∅).
De´finition 2.26 (Graphe biparti) Soit G = (V,E) un graphe. On dit que G est biparti
si il existe une partition de son ensemble de sommets en deux sous-ensembles V1 et V2
telle que chaque areˆte ait une extre´mite´ dans V1 et l’autre dans V2. Autrement dit, G est
biparti si les conditions suivantes sont ve´rifie´es :
– V1 ∈ V et V2 ∈ V
– V1 ∩ V2 = ∅
– V1 ∪ V2 = V
– G[V1] et G[V2] sont des stables
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De´finition 2.27 (Graphe biparti complet) Soit G = (V,E) un graphe. On dit que G
est biparti complet s’il est biparti et contient le nombre maximal d’areˆtes. Autrement dit,
il existe une partition de son ensemble de sommets en deux sous-ensembles V1 et V2 telle
que chaque sommet de V1 est relie´ a` chaque sommet de V2. Si V1 est de cardinalite´ m et
V2 de cardinalite´ n, le graphe biparti complet est note´ Km,n.
De´finition 2.28 (Graphe de´compose´) Soit G = (V,E) un graphe et H = (VH , AH)
un DAG enracine´ tel que feuilles(H) = V . Le graphe de´compose´ (G,H) est de´fini comme
suit : tout sommet de u ∈ VH\feuilles(H) repre´sente un groupe Cu de sommets de G
tel que Cu =
{
v ∈ V | deg+H(v) = 0 et il existe un chemin de u à v dans H
}
(voir Fi-
gure 2.2).
Le graphe H est appele´ DAG de de´composition.
Lorsque le DAG de de´composition n’est pas un arbre, on parle alors de de´composition
chevauchante.
On appelle niveau i de (G,H), l’ensemble des sommets u de H tels que profH(u) = i.
De´finition 2.29 (Graphe de de´pendance) Soit (G,H) un graphe de´compose´, {u1, u2, . . . , up}
le niveau i de (G,H) et C = {C1, C2, . . . , Cp} l’ensemble des groupes correspondants dans
G. Le graphe de de´pendance Depi(G,H) = (VDep, EDep) du niveau i de (G,H) est de´fini
comme suit :
– VDep = {u1, u2, . . . , up} .
– e = {uj , uk} ∈ EDep si et seulement si j 6= et Ci ∩ Ck 6= ∅
Un exemple de graphe de de´pendance est donne´ a` la Figure 2.2.
De´finition 2.30 (Graphe partitionne´) Soit (G,H) un graphe de´compose´. (G,H) est
un graphe partitionne´ si et seulement si H est un arbre enracine´. Un exemple de graphe
partitionne´ est donne´ a` la Figure 2.3(a).
Le graphe H est appele´ arbre de partition.
De´finition 2.31 (Areˆte inter-groupes / intra-groupe) Soit G = (V,E) un graphe
et C = {C1, C2, . . . , Cn} une partition des sommets de G. On dit que e = {u, v} ∈ E est
une areˆte inter-groupes (resp. intra-groupe) si il existe Ci et Cj tels que u ∈ Ci et v ∈ Cj
(resp. s’il existe Ci tel que u, v ∈ Ci) (voir Figure 2.3(a)).
De´finition 2.32 (Graphe quotient) Soient (G,H) un graphe partitionne´, {u1, u2, . . . , up}
le niveau i de (G,H) et C = {C1, C2, . . . , Cp} l’ensemble des groupes correspondants dans
G. Le graphe quotient Qi = (VQi , EQi , AQi) du niveau i de (G,H) est de´fini comme suit :
– VQi = {u1, u2, . . . , up}.
– e = {uj , uk} ∈ EQi si et seulement si j 6= k et ∃u ∈ Cj , v ∈ Ck tels que {u, v} ∈ E.
– a = (uj , uk) ∈ AQi si et seulement si j 6= k et ∃u ∈ Cj , v ∈ Ck tels que (u, v) ∈ A.
Un sommet (resp. areˆte et arc) de QG est appele´ me´ta-sommet (resp. me´ta-areˆte et
me´ta-arc).
Un exemple de graphe quotient est donne´ a` la Figure 2.3(b).
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(a)
(b) (c)
Figure 2.2: Exemple de de´composition de graphe (G,H). La figure (a) montre le
graphe G, la (b) le DAG de de´composition H et la (c) le graphe de de´pendance du
niveau 1 de (G,H).
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(a) (b)
Figure 2.3: (a) Exemple de graphe partitionne´ en deux groupes (mate´rialise´s en
orange dans le dessin). Les areˆtes vertes sont les areˆtes intra-groupe tandis que les
bleues sont les areˆtes inter-groupes. (b) Graphe quotient correspondant.
2.2 Autres de´finitions
2.2.1 Graphes de visibilite´
Graphe de visibilite´ : En ge´ome´trie algorithmique, un graphe de visibilite´ est un graphe
de positions mutuellement visibles entre elles, typiquement pour un ensemble de points et
d’obstacles dans le plan. Chaque sommet du graphe repre´sente une position et une areˆte
repre´sente une connexion visible entre elles. Ainsi, si le segment de ligne connectant deux
positions ne traverse aucun obstacle, une areˆte est dessine´e entre elles dans le graphe (voir
Figure 2.4).
Figure 2.4: Exemple de graphe de visibilite´ pour un ensemble de points et d’obstacles.
Graphe de visibilite´ tangent : Le graphe de visibilite´ tangent est le sous-graphe d’un
graphe de visibilite´ qui ne contient que les areˆtes correspondant a` des tangentes communes
entre deux objets.
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2.2.2 Quadtree
Un quadtree est une structure de donne´es arborescente dans laquelle chaque nœud
interne a exactement quatre enfants. Les quadtrees sont ge´ne´ralement utilise´s pour par-
titionner un espace a` deux dimensions, soit un plan, en le subdivisant re´cursivement en
quatre parties ou re´gions. Ces re´gions peuvent eˆtre des carre´s, des rectangles mais peuvent
e´galement avoir des formes arbitraires. Cette structure de donne´es a e´te´ nomme´e quadtree
par Finkel and Bentley en 1974 [72]. Un quadtree posse`de les proprie´te´s suivantes :
– Il de´compose le plan en cellules adaptables.
– Chaque cellule de la structure a une capacite´ maximum. Quand cette capacite´ maxi-
mum est atteinte, la cellule est subdivise´e en quatre parties.
– L’arborescence de la structure repre´sente les de´compositions successives du plan.
La Figure 2.5 pre´sente une illustration d’un quadtree de´composant le plan en cellules
jusqu’a` ce que chaque cellule contienne au plus un point pris dans un ensemble pre´de´fini.
Figure 2.5: Exemple de quadtree construit a` partir d’un ensemble de points dans le
plan (source de l’image : Wikipe´dia). Ce dernier est re´cursivement divise´ en quatre
cellules jusqu’a` ce que chaque cellule contienne au plus un de ces points.
2.2.3 Octree
Un octree est l’analogie en trois dimensions du quadtree. C’est une structure de donne´es
arborescente dans laquelle chaque nœud interne a exactement huits enfants. Les octrees
sont le plus souvent utilise´s pour partitionner un espace tridimensionnel en le subdivisant
re´cursivement en huit octants. Un octree posse`de les proprie´te´s suivantes :
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– Il de´compose l’espace en cellules adaptables.
– Chaque cellule de la structure a une capacite´ maximum. Quand cette capacite´ maxi-
mum est atteinte, la cellule est subdivise´e en huit parties.
– L’arborescence de la structure repre´sente les de´compositions successives de l’espace.
La Figure 2.6 pre´sente une illustration d’un octree de´composant l’espace en cellules jusqu’a`
ce que chaque cellule contienne au plus un point pris dans un ensemble pre´de´fini.
Figure 2.6: Exemple d’octree construit a` partir d’un ensemble de points dans l’espace
(source de l’image : Wikipe´dia). Ce dernier est re´cursivement divise´ en huit cellules
jusqu’a` ce que chaque cellule contienne au plus un de ces points.
2.2.4 Diagramme de Vorono¨ı
Soit E un espace euclidien et S un ensemble fini de n points de E ; les e´le´ments de
S sont appele´s sites, centres ou encore germes. On appelle cellule de Vorono¨ı associe´e a`
un e´le´ment p de S l’ensemble des points de E qui sont plus proches de p que de tout
autre point de S. Si on de´note par V orS(p) une cellule et d(x, y) une fonction renvoyant
la distance entre deux points x et y de E, alors :
V orS(p) = {x ∈ E / ∀q ∈ S d(x, p) ≤ d(x, q)}
Pour deux points a et b de S, l’ensemble Π(a, b) des points e´quidistants de a et b est un
hyperplan affine. Cet hyperplan de´finit la frontie`re entre l’ensemble des points plus poches
de a que de b, et l’ensemble des points plus proches de b que de a.
Π(p, q) = {x ∈ E / d(x, p) = d(x, q)}
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On note H(a, b) le demi espace de´limite´ par cet hyperplan contenant a, il contient alors tous
les points plus proches de a que de b. La cellule de Vorono¨ı associe´e est alors l’intersection
des H(a, b) ou` b parcourt S \ {a}.
H(p, q) = {x ∈ E / d(x, p) ≤ d(x, q)}
V orS(p) =
⋂
q∈S\{p}H(p, q)
En dimension 2, les cellules de Vorono¨ı correspondent a` des polygones convexes et en
dimension 3 a` des polye`dres convexes. L’ensemble de ces polygones/polye`dres partitionne
E et de´finit la partition de Vorono¨ı correspondant a` l’ensemble S. Il est e´galement facile
de dessiner ces partitions en dimension 2 et 3, et le dessin re´sultant est appele´ diagramme
de Vorono¨ı. La Figure 2.7 pre´sente une illustration d’un diagramme de Vorono¨ı en deux
dimensions et la Figure 2.8 une illustration d’un diagramme de Vorono¨ı en trois dimensions.
Ce type de diagramme est nomme´ d’apre`s son inventeur : Georgy Vorono¨ı [187]. Le
diagramme de Vorono¨ı est le dual de la triangulation de Delaunay. On peut de´finir la
triangulation de Delaunay a` partir du diagramme de Vorono¨ı, deux sites p et q cre´ent une
areˆte dans le graphe de Delaunay si et seulement si les cellules de Vorono¨ı associe´es a` p et
q sont adjacentes.
Figure 2.7: Exemple de diagramme de Vorono¨ı en deux dimensions (source de
l’image : Wikipe´dia).
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Figure 2.8: Exemple de diagramme de Vorono¨ı en trois dimensions (source de
l’image : the`se de Chris H. Rycroft [157])
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Premie`re partie
Dessin de graphes
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Dans cette partie, nous pre´sentons les diffe´rentes contributions de cette the`se en matie`re
de dessin de graphe. Dessiner un graphe consiste a` calculer des positions pour ses sommets
ainsi que des e´ventuels points de controˆle pour ses areˆtes dans un espace a` n dimensions.
Afin de pouvoir eˆtre affichable sur un support visuel, cet espace est soit un plan (n = 2)
soit un espace tridimensionnel (n = 3).
Dans le chapitre 3, nous nous focalisons sur les me´thodes de regroupement d’areˆtes
dans un dessin de graphe. Ces me´thodes permettent de re´soudre les proble`mes d’occlusion
visuelles dus au dessin des areˆtes dans les repre´sentations de type nœud-lien de grands
graphes. Nous dressons une e´tat de l’art exhaustif et pre´sentons un algorithme de regrou-
pement d’areˆtes que nous avons e´labore´s pour les dessins de graphe dans le plan. Une
extension de cet algorithme pour les dessins de graphe dans l’espace, et en particulier les
dessins sphe´riques, est e´galement de´taille´e.
Dans le chapitre 4, nous pre´sentons une me´thode permettant de dessiner un re´seau
me´tabolique complet. Ce type de graphe mode´lise l’ensemble des re´actions biochimiques
se produisant dans les cellules d’un organisme vivant. Notre me´thode combine de la de´-
composition de graphe ainsi que des me´thodes de dessin de graphe classiques et re´centes
pour ge´ne´rer automatiquement une repre´sentation d’un re´seau complet. En particulier,
notre appliquons une version de´die´e de notre me´thode de regroupement d’areˆtes afin de
produire une visualisation du re´seau avec un faible niveau d’occlusions visuelles. La me´-
thode est de surcroˆıt flexible car elle permet a` l’utilisateur de piloter le processus de dessin
en fonction de l’analyse biologique a` effectuer.
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Chapitre 3
Re´duction des proble`mes d’oc-
clusion par regroupement
d’areˆtes
Visualiser efficacement un graphe contenant un grand nombre de sommets et d’areˆtes
est un vrai de´fi. Les dessins d’un tel graphe souffrent ge´ne´ralement d’occlusions visuelles
induites par la grande quantite´ d’areˆtes. Dans une repre´sentation de graphe de type nœud-
lien, les areˆtes sont souvent dessine´es avec des segments reliant deux sommets voisins.
Cette approche pour dessiner les areˆtes peut alors alte´rer la lisibilite´ du dessin. Bien
que les algorithmes de dessin de graphe essaient de manie`re ge´ne´rale de minimiser le
nombre de croisements d’areˆtes, il y a des cas ou` ils ne peuvent produire un re´sultat
optimal. Une autre situation ou` les croisements d’areˆtes ne peuvent eˆtre e´vite´s est quand
il existe des areˆtes connectant des sommets dessine´s loin l’un de l’autre. Dans ce cas, il
y a une forte probabilite´ que ces longues areˆtes soient dessine´es au dessus d’autres plus
courtes. Une autre difficulte´ est quand une areˆte est dessine´e par dessus un sommet, ce
qui entraˆıne une confusion pour distinguer cette areˆte de celles entrantes et sortantes du
sommet recouvert. Il peut ainsi eˆtre difficile d’identifier les connexions entre les sommets
ainsi que les principaux flux d’e´changes pouvant exister au sein du graphe.
Une solution a` l’approche classique du dessin d’areˆtes en segments est d’utiliser des
lignes brise´es ou des courbes. De cette fac¸on, les croisements d’areˆtes peuvent eˆtre e´vi-
te´s et les areˆtes peuvent eˆtre dessine´es sans qu’elles chevauchent les sommets. A notre
connaissance, Gansner et al. [85] ont e´te´ les premiers a` utiliser des courbes pour dessi-
ner les areˆtes afin de re´duire certains proble`mes d’occlusion. Cependant, leur algorithme
a e´te´ conc¸u pour eˆtre utilise´ sur des graphes de taille relativement petite ou` l’occlusion
due au dessin des areˆtes n’entraˆıne pas de proble`mes quant a` la lisibilite´ du dessin. Ce
type d’occlusion devient par contre proble´matique lorsque l’on s’attaque a` dessiner des
graphes de taille importante, pour lesquels les me´thodes de dessin par mode`le de forces
(voir section 1.2.1.2) sont les plus pratiques et les plus couramment utilise´es (en opposition
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a` d’autres strate´gies base´es sur le classement et le tri de sommets, comme par exemple
dans l’algorithme de dessin de graphe oriente´ de Gansner et al. [85]).
Des techniques visant a` regrouper les areˆtes en faisceaux (en anglais edge bundling)
ont alors e´te´ propose´es pour aider a` re´soudre ces proble`mes d’occlusion dus aux areˆtes.
De fac¸on grossie`re, l’ide´e derrie`re ce type de techniques est de regrouper les areˆtes afin
de re´duire les croisements et faire apparaˆıtre les diffe´rents flux d’information entre les
re´gions du dessin de graphe. Ainsi, diffe´rentes areˆtes peuvent e´merger de plusieurs sommets
positionne´s dans une re´gion A du dessin et en meˆme temps eˆtre connecte´es a` d’autres
sommets situe´s dans une re´gion B. Ces areˆtes sont alors regroupe´es sur les parties ou` elles
partagent leur route afin de montrer les re´gions ou` les flux se concentrent. Le principe de
ces techniques de regroupement d’areˆtes est donc de calculer des points de controˆle afin
de donner une nouvelle forme a` chaque areˆte.
Le reste de ce chapitre est organise´e de la fac¸on suivante. Dans la section 3.1, nous
commenc¸ons par dresser un e´tat de l’art des diffe´rentes me´thodes qui ont e´te´ propose´es
afin de re´duire les proble`mes d’occlusion dus au dessin des areˆtes. Un algorithme de re-
groupement d’areˆtes pour un dessin de graphe dans le plan que nous avons e´labore´, nomme´
Winding Roads, est ensuite de´taille´ dans la section 3.3.1. Cet algorithme a e´te´ publie´ dans
les actes de la confe´rence EuroVis 2010 via un nume´ro spe´cial du journal Computer Gra-
phics Forum [123]. Nous terminons par pre´senter dans la section 3.3 une extension du
pre´ce´dent algorithme applicable aux dessins de graphe dans l’espace et en particulier aux
dessins sphe´riques. Cette extension a e´te´ publie´e dans les actes de la 14e`me confe´rence
internationale sur la Visualisation d’Information (IV’10) [122].
3.1 E´tat de l’art
Cette section vise a` e´nume´rer les diffe´rents travaux qui ont e´te´ effectue´s pour tenter
de re´duire les proble`mes d’occlusion dans les visualisations de graphe dus au dessin des
areˆtes. Ces travaux sont classe´s en fonction des me´thodes utilise´es. Pour de plus amples
informations sur les techniques de re´duction d’occlusions dans les dessins de graphe et pas
seulement celles dues aux areˆtes, nous recommandons l’e´tude de Ellis et Dix [64].
Re´duction d’occlusions par routage d’areˆtes Un des premiers efforts pour re´duire
les proble`mes d’occlusions dans les dessins de graphe a e´te´ fait par la communaute´ Graph
Drawing. Pour ame´liorer la lisibilite´ d’un dessin de graphe, il est important d’essayer de
borner le nombre de croisement d’areˆtes mais e´galement d’e´viter des chevauchements entre
sommets et areˆtes. Dans [55], Dobkin et al. proposent une nouvelle me´thode utilisant des
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graphes de visibilite´ (voir section 2.2.1) et du routage d’areˆte par plus court chemin afin de
supprimer les chevauchements entre sommets et areˆtes. Cette technique sera ensuite porte´e
aux graphes de visibilite´ tangents (voir section 2.2.1) par Wybrow et al. [197]. Dwyer et
Nachmanson [58] ont d’ailleurs propose´ une heuristique rapide pour calculer une approxi-
mation du graphe de visibilite´ afin de re´duire la complexite´ en temps de ces approches et
ainsi pouvoir router les areˆtes de grands graphes. Ces me´thodes re´duisent efficacement les
proble`mes d’occlusions dus aux chevauchements entre sommets et areˆtes. Cependant, elles
ne cherchent pas a` regrouper les areˆtes similaires et n’aident pas a` identifier les principaux
flux d’areˆtes qui peuvent exister au sein du graphe. Ce n’est pas le cas du re´cent travail de
Pupyrev et al. [147] dans lequel ils cre´ent des regroupements d’areˆtes de haute qualite´ en
routant les areˆtes originales sur une grille (voir Figure 3.2(f)). La grille de routage qu’ils
utilisent est base´e soit sur l’utilisation d’un graphe de visibilite´ soit sur un raffinement
d’une triangulation de Delaunay. Leur technique permet e´galement de se´parer les areˆtes
contenues dans chaque faisceau cre´e´ et produit ainsi des repre´sentations tre`s esthe´tiques
de type ”carte de me´tro”. L’algorithme que nous pre´sentons dans la section 3.3.1 est simi-
laire a` cette me´thode (publie´e poste´rieurement a` la noˆtre) dans le fait que nous utilisons
e´galement une grille pour router les areˆtes en faisceaux.
Re´duction d’occlusions par techniques d’interaction Wong et al. proposent dans
[195, 196] des techniques d’interaction pour enlever l’occlusion due aux areˆtes autour de
points focaux de´finis par l’utilisateur. Les areˆtes proches d’un point focal sont repousse´es
a` la manie`re d’un Fisheye (voir Annexe A) tandis que les positions des sommets sont pre´-
serve´es. Les proble`mes d’occlusions sont localement re´solus autour de chaque point focal,
mais ces techniques ne permettent pas de les enlever sur la globalite´ de la repre´sentation.
Re´duction d’occlusions par dessin confluent La communaute´ Graph Drawing s’est
focalise´e sur une repre´sentation particulie`re d’un graphe appele´e dessin de graphe confluent.
Dans un dessin de graphe confluent, un graphe est repre´sente´ sans croisement d’areˆtes.
Avec cette technique, les areˆtes se croisant dans le dessin de de´part sont dessine´es en tant
que courbes se chevauchant. Par exemple, Dickerson et al. [52] donnent un algorithme pour
calculer un dessin de graphe confluent qui est base´ sur la de´tection de cliques maximum
et de bi-cliques (graphe complet biparti). Ensuite, les areˆtes sont regroupe´es pour obtenir
une repre´sentation planaire, i.e. un dessin sans croisements d’areˆtes, de ces sous-graphes
non planaires. Bien que les techniques de dessin de graphe confluent donnent des re´sultats
inte´ressants, elles ne peuvent pas eˆtre applique´es a` toutes les classes de graphe (voir [52]
pour plus de de´tails).
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Re´duction d’occlusions par fragmentation de sommets Phan et al. pre´sentent
dans [146], une technique de dessin de carte de flux base´e sur une fragmentation ge´o-
me´trique et hie´rarchique des sommets. Ce type de carte repre´sente un ensemble de flux
depuis un sommet source vers un ensemble de sommets cibles. Dans [146], les areˆtes sont
alors route´es le long des branches de l’arbre de la hie´rarchie calcule´e. Une autre me´thode
plus re´cente pour ge´ne´rer ce type de cartes a e´te´ propose´ par Buchim et al. [30]. Elle est
base´e sur l’utilisation de Spiral trees [29] qui permettent de connecter plusieurs sommets
cibles a` un sommet source via un arbre de longueur minimale dont les arcs obe´issent a`
une certaine restriction avec l’angle qu’ils forment avec la source. Le principe de [146] a
e´galement e´te´ utilise´e par Holten dans [99] afin d’ame´liorer la lisibilite´ des relations dans
les donne´es hie´rarchiques et relationnelles (voir Figure 3.1). Le principal inconve´nient de
ces me´thodes est que les areˆtes sont route´es en utilisant un arbre de hie´rarchie ce qui peut
eˆtre restrictif dans le cas ge´ne´ral.
Figure 3.1: Exemple de repre´sentation obtenue avec la me´thode de regroupement
d’areˆtes Hierachical Edge Bundles de Holten [99]. A gauche le dessin de de´part, a`
droite celui apre`s application de l’algorithme. c©2006 IEEE.
Re´duction d’occlusions par fragmentation d’areˆtes Dans [83], Gansner et Koren
proposent une technique ame´liore´e de dessin de graphe circulaire ou` les areˆtes sont route´es
soit a` l’exte´rieur du cercle soit a` l’inte´rieur. Les areˆtes route´es a` l’inte´rieur du cercle sont
regroupe´es en utilisant un algorithme de fragmentation d’areˆtes qui essaie d’optimiser
l’utilisation de la zone. Une autre technique de fragmentation d’areˆtes est propose´e par
Cui et al. [46] (voir Figure 3.2(b)). Ils pre´sentent une approche ge´ome´trique pour cre´er
des faisceaux d’areˆtes. Leur principale ide´e est de construire un maillage de controˆle base´
sur une interaction de l’utilisateur ou une triangulation de Delaunay. Le maillage est
ensuite utilise´ pour calculer les re´gions du dessin ou` les areˆtes devraient eˆtre regroupe´es.
Le regroupement des areˆtes est effectue´ en fonction d’un algorithme de fragmentation base´
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(a)
(b) (c)
(d) (e)
(f) (g)
Figure 3.2: Comparaison des re´sultats obtenus par diffe´rents algorithmes de re-
groupement d’areˆtes sur le graphe des migrations de travailleurs aux E´tats Unis
entre les anne´es 1995 et 2000 [31]. (a) Dessin original du graphe sans regroupement
d’areˆtes. (b) Geometry-Based Edge Clustering, Cui et al. [46]. c©2008 IEEE. (c) Force-
Directed Edge Bundling, Holten et van Wijk [100]. c©2009 IEEE. (d) Image-Based
Edge Bundles, Telea et Orsoy [178]. c©2010 IEEE. (e) Skeleton-Based Edge Bundling,
Ersoy et al. [68]. c©2011 IEEE. (f) Edge routing with ordered bundles, Pupyrev et
al. [147]. c©2011 Springer-Verlag. (g) Graph Bundling by Kernel Density Estimation,
Hurter et al. [101]. c©2012 IEEE.
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sur l’orientation des areˆtes. Une e´tape supple´mentaire est ensuite exe´cute´e afin de re´duire
l’effet zig-zag sur la forme des areˆtes.
Holten et van Wijk ont pre´sente´ dans [100] une heuristique par mode`le de forces pour
regrouper des areˆtes, et ainsi re´duire les proble`mes d’occlusions, d’un graphe ou` les po-
sitions des sommets sont fixe´es (voir Figure 3.2(c)). Dans cette heuristique, des sommets
temporaires sont inse´re´s pour diviser les areˆtes en plusieurs segments. Une mesure de si-
milarite´ entre areˆtes est calcule´e pour de´terminer quelles areˆtes devraient eˆtre regroupe´es.
Les sommets temporaires de deux areˆtes devant interagir sont alors relie´s par une areˆte.
Les faisceaux d’areˆtes sont alors obtenus en exe´cutant un algorithme de mode`le de forces
sur le graphe forme´ par les sommets et areˆtes temporaires. Les positions des sommets
originaux sont bien entendus pre´serve´es lors de l’exe´cution de cette phase. L’inconve´nient
majeure de cette me´thode est qu’elle repose sur une mesure de similarite´ plutoˆt couˆteuse
qui compare chaque areˆte a` toutes les autres, soit une complexite´ en temps de O(|E|2). Une
extension de cette technique a e´te´ propose´e par Selassie et al. [163]. La version originale
de l’algorithme ne prenait pas en compte la direction des areˆtes lors d’un regroupement.
L’ame´lioration majeure introduite dans [163] permet, par une modification des forces uti-
lise´es dans la simulation physique pour regrouper les areˆtes, de se´parer un regroupement
d’areˆtes en deux faisceaux ”paralle`les” (un par orientation d’areˆtes). Un autre travail est
celui de Pupyrev et al. [164] ou ils pre´sentent une me´thode de regroupement d’areˆtes pour
ame´liorer la lisibilite´ des dessins hie´rarchiques produits par des algorithmes suivant le
principe propose´ par Sugiyama [175]. Ils utilisent une fragmentation des areˆtes calcule´e
a` partir du dessin en entre´e pour cre´er des regroupements a` l’aide d’un algorithme de
minimisation d’encre de´die´.
Une autre technique base´e sur la fragmentation des areˆtes est propose´e par Gansner et
al. [84] (voir Figure 3.3). Leur solution est d’utiliser une mesure de similarite´ entre areˆtes
simple ou` chaque areˆte est conside´re´e comme un point dans un espace a` 4 dimensions et
la similarite´ entre areˆtes par leur proximite´ dans cet espace. A partir de ce parame´trage,
ils peuvent alors construire un graphe de proximite´ entre areˆtes de manie`re efficace via
une me´thode de de´composition d’espace. Les areˆtes qui sont voisines dans ce graphe de
proximite´ sont alors regroupe´es si la ”quantite´ d’encre” ne´cessaire pour les dessiner est
minimise´e. A la fin de cette e´tape, le graphe de proximite´ est alors contracte´ de telle
sorte que les sommets reliant deux areˆtes qui ont e´te´ regroupe´es est remplace´ par un
seul repre´sentant le groupe d’areˆtes. Le processus de regroupement est alors de nouveau
exe´cute´ sur ce nouveau graphe de proximite´. Ce processus multi-niveaux se termine lorsque
la ”quantite´ d’encre” ne´cessaire pour dessiner le graphe ne peut plus eˆtre minimise´e.
Enfin, il existe des techniques base´es sur de la fragmentation d’areˆtes et du traite-
ment d’image pour ame´liorer ou ge´ne´rer une visualisation de graphe avec regroupement
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Figure 3.3: Exemple de repre´sentation obtenue en appliquant la me´thode multi-
niveaux de regroupement d’areˆtes Multilevel agglomerative edge bundling de Gansner
et al. [84]. A gauche le dessin de de´part, a` droite celui apre`s application de l’algorithme.
c©2011 IEEE.
d’areˆtes. Telea et Orsoy pre´sentent dans [178] une me´thode pour ame´liorer les visualisa-
tions de graphe avec regroupement d’areˆtes (voir Figure 3.2(d)). Leur technique repose sur
une fragmentation hie´rarchique des areˆtes groupant celles similaires ensemble. Ces groupes
sont alors rendues en utilisant des techniques de traitement d’images combinant du splat-
ting base´ sur la distance et de la squelettisation de forme. Dans [68], Ersoy et al. pre´sentent
une technique de regroupements d’areˆtes base´e sur une fragmentation hie´rarchique agglo-
me´rative des areˆtes (voir Figure 3.2(e)). Leur processus pour cre´er les regroupements
d’areˆtes utilise des techniques de traitement d’image. Leur fragmentation d’areˆtes produit
des groupes d’areˆtes qui ont de fortes similarite´s ge´ome´triques. Pour chacun de ces groupes,
une fine enveloppe les entourant est calcule´e. Le squelette de l’enveloppe (soit une courbe
localement centre´e par rapport a` la forme de l’enveloppe) est alors utilise´ pour guider
un processus de regroupement d’areˆtes. Une technique plus re´cente de Hurter et al. [101]
reposent sur des me´thodes de traitement d’image pour ge´ne´rer des regroupements d’areˆtes
(voir Figure 3.2(g)). Leur me´thode transforme un dessin de graphe en une carte de densite´
en utilisant une estimation de densite´ par noyau. Cette carte est ensuite utilise´e pour cre´er
des regroupements d’areˆtes en de´plac¸ant des points de controˆle des areˆtes convolue´es vers
les maxima locaux de la carte. Ce processus est re´pe´te´ ite´rativement pour augmenter l’effet
de regroupement. Leur me´thode permet e´galement de cre´er des regroupements d’areˆtes en
e´vitant des obstacles dans le dessin.
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3.2 Winding Roads : un algorithme de regroupement
d’areˆtes en faisceaux dans le plan.
Cette section vise a` pre´senter et de´tailler Winding Roads : notre algorithme de re-
groupement d’areˆtes en faisceaux pour les dessins de graphe dans le plan. Cet algorithme
est intuitif dans son fonctionnement et flexible quant au niveau de re´duction d’occlusion
souhaite´. Son imple´mentation peut de plus tirer profit des architectures multi-cœurs pour
optimiser grandement son temps d’exe´cution.
3.2.1 Vue d’ensemble de la me´thode
L’ide´e principale de notre technique est de faire du routage d’areˆtes afin d’en former
des faisceaux. Dans un premier temps, nous calculons une discre´tisation du plan en cellules
a` partir des positions des sommets du graphe a` traiter et fabriquons ainsi une grille . Les
sommets originaux du graphe sont alors connecte´s aux sommets de la grille qui leur sont
les plus proches. Cette grille est ensuite utilise´e pour router les areˆtes en utilisant un
algorithme de plus court chemin. La me´taphore des routes et autoroutes est alors utilise´e
pour regrouper les areˆtes. Ainsi, comme les autoroutes attirent plus de conducteurs que les
routes classiques, nous utilisons les chemins les plus emprunte´s pour former des faisceaux
d’areˆtes. Cette ope´ration est re´alise´e en exe´cutant plusieurs fois l’e´tape de routage par
plus court chemin et en modifiant les poids des areˆtes de la grille entre chaque ite´ration.
La Figure 3.4 pre´sente un diagramme re´sumant les diffe´rentes e´tapes de notre me´thode.
3.2.2 De´tails de l’algorithme
Nous pre´sentons dans cette section les de´tails de l’imple´mentation de notre me´thode de
regroupement d’areˆtes. Nous appliquerons notre algorithme sur les graphes introduits a` la
Figure 3.5, a` savoir le graphe biparti complet K5,5 (voir De´finition 2.27) et le sous re´seau
europe´en du re´seau mondial des transports ae´riens de l’anne´e 2000 (source des donne´es :
projet ANR Spangeo), afin d’illustrer les diffe´rentes e´tapes.
3.2.2.1 Calcul de la grille
Afin de router les areˆtes par une me´thode de plus court chemin, nous calculons une
grille sur laquelle nous connectons les sommets originaux du graphe. Ce type de graphe
est calcule´ en discre´tisant le plan en cellules a` partir de la position des sommets. Dans ce
paragraphe, nous pre´sentons les diffe´rentes approches que nous avons expe´rimente´es pour
calculer cette grille.
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Entre´e : un dessin
de graphe en 2D
Une grille est construite
en discre´tisant le plan
en cellules a` partir de la
position des sommets.
Les sommets du graphe
sont ensuite connecte´s
aux sommets de la grille
Les areˆtes sont route´es
sur la grille en utilisant
un algorithme de calcul
de plus court chemin
Les poids des
areˆtes de la grille sont ajuste´s
en fonction du nombre
de plus courts chemins
passant par elles
Sortie : un
dessin de graphe
avec des areˆtes
regroupe´es
en faisceaux
Figure 3.4: Diagramme illustrant les diffe´rentes e´tapes de notre me´thode de regrou-
pement d’areˆtes en faisceaux.
Dans [46], Cui et al. utilisent une grille re´gulie`re pour discre´tiser le plan. Cette grille
est utilise´e pour agre´ger les areˆtes qui ont la meˆme orientation. L’utilisation d’une grille
re´gulie`re a` granularite´ fine permettraient en effet un routage de haute qualite´ des areˆtes.
En effet, la grille se doit d’eˆtre pre´cise afin de pouvoir router les areˆtes a` travers des
re´gions denses du dessin du graphe. Cependant, disposer d’une grille de tre`s large taille
soule`vent deux proble`mes majeurs. Premie`rement, une multitude de routes possibles est
ge´ne´re´e ce qui peut nuire au regroupement de longues areˆtes. Deuxie`mement, la grille
peut contenir un tre`s grand nombre de sommets, facteur de |V |2 (|V | e´tant le nombre de
sommets originaux), rendant l’approche couˆteuse voire inacceptable en termes de calcul
de plus courts chemins et de consommation me´moire.
Pour obtenir une grille multi-re´solutions, un quadtree [72] peut eˆtre utilise´ (voir sec-
tion 2.2.2). Avec ce type de structure, le plan est re´cursivement de´compose´ en quatre
parties jusqu’a` ce que l’une d’entre elles contiennent au plus un e´le´ment. Dans notre cas,
cet e´le´ment correspond a` l’un des sommets originaux du graphe. La Figure 3.6 pre´sente des
exemples de grilles obtenues avec cette me´thode. Une telle approche est efficace en termes
de temps de calcul puisque sa complexite´ est en O(|V | · log(|V |)). La taille de la grille
ge´ne´re´e est relativement raisonnable mais le principal inconve´nient est que les chemins
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(a) (b)
Figure 3.5: Les graphes qui nous serviront a` illustrer les diffe´rentes e´tapes de notre
me´thode de regroupement d’areˆtes. (a) Le graphe biparti complet K5,5. (b) Le sous-
re´seau europe´en du re´seau mondial des transports ae´riens de l’anne´e 2000 (source des
donne´es : projet ANR Spangeo)
promus lors du routage seront majoritairement horizontaux et verticaux ce qui induira un
effet zigzag sur la forme finale du dessin des areˆtes.
Les diagrammes de Vorono¨ı [187] (voir section 2.2.4) peuvent e´galement eˆtre utilise´s
pour ge´ne´rer la grille. Dans un tel diagramme, les cellules sont des re´gions du plan conte-
nant les points les plus proches de leur site (correspondant dans notre cas a` la position d’un
des sommets du graphe) que de tout autre site. Pour plus de de´tails sur les diagrammes
de Vorono¨ı, le lecteur peut consulter l’e´tude de Aurenhammer [13]. La Figure 3.7 montre
des grilles obtenues en utilisant cette approche. L’utilisation d’un diagramme de Vorono¨ı
classique ne garantit pas que les chevauchements entre sommets et areˆtes seront e´vite´s
dans le cas ou` les sommets ont des tailles supe´rieures a` celle d’un point. Cependant, ce
proble`me peut eˆtre re´solu en utilisant un diagramme de Vorono¨ı contraint (prenant en
compte la taille des sommets). Cette me´thode ge´ne`re une grille de taille relativement pe-
tite. De plus, son calcul est rapide graˆce a` l’utilisation de l’algorithme de Fortune [76] qui
posse`de une complexite´ en temps de O(|V | · log(|V |)). Cependant, la grille peut contenir de
tre`s grandes cellules dans les re´gions clairseme´es en sommets du dessin original. A cause
de notre me´thode de routage d’areˆtes, ces grandes cellules cre´eront de larges de´tours ce
qui pose proble`me quant a` la qualite´ du dessin final.
L’approche que nous avons retenue pour ge´ne´rer la grille est base´e sur l’utilisation
combine´e d’un quadtree et d’un diagramme de Vorono¨ı. Dans un premier temps nous
calculons un quadtree en posant une contrainte sur la taille des cellules qui seront ge´ne´re´es,
a` savoir qu’une cellule continuera a` eˆtre subdivise´e en quatre, meˆme si elle ne contient
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(a) (b)
Figure 3.6: Illustrations de grilles obtenues en utilisant un quadtree. Une cellule
est subdivise´e en quatre tant qu’elle ne contient pas au plus un sommet original du
graphe. (a) Grille obtenue sur le graphe K5,5 pre´sente´ a` la Figure 3.5(a) (63 sommets
/ 176 areˆtes). (b) Grille obtenue sur le re´seau de transports ae´riens pre´sente´ a` la
Figure 3.5(b) (1695 sommets/5738 areˆtes).
aucun sommet original du graphe, tant que la longueur de sa diagonale est supe´rieure a` un
certain seuil. Dans un second temps, nous calculons le diagramme de Vorono¨ı a` partir de
l’ensemble des sites de´fini par le centre des cellules du quadtree pre´ce´demment calcule´ et
la position des sommets originaux du graphe. Puisque le quadtree ajoute O(|V |) nouveaux
sommets, la complexite´ en temps O(|V |·log(|V |)) du calcul global de la grille est pre´serve´e.
De plus, la taille de la grille re´sultante est plutoˆt raisonnable. La Figure 3.8 pre´sente des
exemples de grilles obtenues avec cette technique.
3.2.2.2 Routage des areˆtes
L’e´tape suivante de notre me´thode consiste a` router les areˆtes du graphe original sur la
grille obtenue dans l’e´tape pre´ce´dente. Nous pouvons directement utiliser un algorithme de
calcul de plus court chemin pour effectuer cette ope´ration. Puisque la grille est planaire,
nous obtiendrons un dessin avec les areˆtes dessine´es avec des lignes brise´es pouvant se
chevaucher sur certaines portions de leurs routes. Cependant, cette technique ne garantit
pas que les areˆtes suivront force´ment les meˆmes routes sur la grille et par conse´quent
cre´e un nombre faible de faisceaux d’areˆtes. Pour augmenter l’effet de regroupement,
nous utilisons la me´taphore des routes et autoroutes. L’ide´e est de transformer les petites
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(a) (b)
Figure 3.7: Illustrations de grilles obtenues en utilisant un diagramme de Vorono¨ı. Les
sites des cellules correspondent aux positions des sommets originaux du graphe. Les
cellules de Vorono¨ı calcule´es sont repe´rables graˆce a` leur couleur. (a) Grille obtenue sur
le graphe K5,5 pre´sente´ a` la Figure 3.5(a) (36 sommets / 97 areˆtes). (b) Grille obtenue
sur le re´seau de transports ae´riens pre´sente´ a` la Figure 3.5(b) (1305 sommets/3904
areˆtes).
routes en de plus grandes si elles sont tre`s utilise´es. Nous reproduisons cet effet de la fac¸on
suivante. Nous commenc¸ons par associer a` chaque areˆte de la grille un poids correspondant
a` la valeur de la distance euclidienne entre les deux sommets qu’elle relie. Puis nous
calculons les plus courts chemins entre les paires de sommets connecte´s par une areˆte
dans le graphe original. Une fois ces deux premie`res e´tapes effectue´es, nous exe´cutons le
processus ite´ratif suivant. Nous ajustons les poids w(e) des areˆtes de la grille en fonction du
nombre de plus courts chemins m passant par chacune d’entre elles de la fac¸on suivante :
w(e)i+1 =
 w(e)i, if m = 0w(e)i/(log(m) + 1), if m > 0
Re´duire le poids d’une areˆte est e´quivalent a` la transformer en autoroute puisque passer
par cet areˆte permet d’aller plus vite d’un point a` un autre. L’e´tape de calcul des plus
courts chemins pour chaque areˆte du graphe original est alors de nouveau exe´cute´e. Le
fait d’avoir ajuste´ les poids cre´e de nouveaux faisceaux d’areˆtes ou renforce ceux existants
car la nouvelle matrice de distances de la grille favorise la promotion des areˆtes les plus
fre´quemment emprunte´es lors du routage. D’apre`s nos expe´rimentations, en moyenne deux
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(a) (b)
Figure 3.8: Illustrations de grilles obtenues en utilisant notre approche hybride quad-
tree/Vorono¨ı. (a) Grille obtenue sur le graphe K5,5 pre´sente´ a` la Figure 3.5(a) (36
sommets / 97 areˆtes). (b) Grille obtenue sur le re´seau de transports ae´riens pre´sente´
a` la Figure 3.5(b) (2880 sommets/8561 areˆtes).
ite´rations de notre me´thode de routage sont suffisantes pour obtenir un effet de regroupe-
ment satisfaisant. La Figure 3.9 illustre l’exe´cution de ce processus ite´ratif. Des exemples
de dessins finaux obtenus a` partir de ceux introduits a` la Figure 3.5 sont e´galement pre´-
sente´s a` la Figure 3.10. Pour calculer les plus courts chemins sur la grille, nous utilisons
le ce´le`bre algorithme de Dijkstra [54] impliquant une complexite´ en temps the´orique en
O(|Vgrille|2). Afin acce´le´rer notre processus de routage, nous introduisons dans la section
suivante plusieurs optimisations qui peuvent eˆtre apporte´es a` l’imple´mentation.
3.2.3 Optimisation de l’imple´mentation
Une imple´mentation na¨ıve de notre approche peut ge´ne´rer un dessin de graphe avec
regroupement d’areˆtes dans un temps raisonnable. Dans la Table 3.1, on peut voir que
notre approche prend 75 secondes pour ge´ne´rer un dessin avec regroupement d’areˆte du
graphe de migrations de travailleurs aux E´tats-Unis [31] utilise´ dans [46, 68, 100, 101, 146,
147, 178]. Ce temps d’exe´cution est plus rapide que [100] mais plus lent que [46]. Pour
ame´liorer l’efficacite´ de notre me´thode et la rendre utilisable sur de plus grands graphes,
plusieurs optimisations peuvent eˆtre apporte´es.
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Figure 3.9: Illustration du processus de routage ite´ratif pour former des faisceaux
d’areˆtes a` partir du dessin du graphe K5,5 introduit a` la Figure 3.5(a). La colonne de
gauche explicite la valeur du poids associe´e a` chaque areˆte de la grille par ite´ration.
Plus une areˆte est verte, plus son poids est faible. La colonne de droite pre´sente le
dessin du graphe K5,5 apre`s chaque ite´ration. Sur cet exemple, apre`s quatre ite´rations,
toutes les areˆtes ont e´te´ regroupe´es dans un unique faisceau central.64
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(a) (b)
(c) (d)
Figure 3.10: Illustrations des dessins avec regroupement d’areˆtes obtenus avec notre
me´thode pour les graphes introduits a` la Figure 3.5. Quatre ite´rations de notre pro-
cessus de routage ont e´te´ effectue´es pour les ge´ne´rer. Dans les images (a) et (b), les
areˆtes sont rendues comme de simples poli-lignes. Dans les images (c) et (d), la forme
des areˆtes a e´te´ lisse´e en utilisant des courbes B-Spline cubiques uniformes.
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(a)
1 thread 2 threads 3 threads
sans optimisations 75.18 41.83 29.19
apre`s 1e`re optimisation 49.11 32.03 20.97
apre`s 2nde optimisation 20.05 14.17 6.46
apre`s 3e`me optimisation 20.05 13.41 6.26
(b)
1 thread 2 threads 4 threads
sans optimisations 98.76 56.65 36.70
apre`s 1e`re optimisation 47.20 28.64 25.68
apre`s 2nde optimisation 24.29 14.37 10.94
apre`s 3e`me optimisation 23.65 13.41 8.74
(c)
1 thread 2 threads 4 threads
sans optimisations 1476.68 796.15 430.24
apre`s 1e`re optimisation 229.79 176.30 115.84
apre`s 2nde optimisation 208.05 97.36 58.70
apre`s 3e`me optimisation 208.05 95.63 55.40
Table 3.1: Temps d’exe´cution en secondes en fonction du nombre de threads utilise´s
de notre me´thode de regroupement d’areˆtes applique´e (a) au graphe de migrations
de travailleurs aux E´tats-Unis [31] utilise´ dans [46, 68, 100, 101, 146, 147, 178] (1715
sommets/9780 areˆtes) (b) au re´seau mondial des transports ae´riens de l’anne´e 2000
(1525 sommets/16479 areˆtes, source des donne´es : projet ANR Spangeo), (c) a` un
graphe d’appel de fonctions dans un programme (5741 sommets/11442 areˆtes). La
machine utilise´e pour ces tests de performance disposait d’un processeur Intel(R)
Core(TM)2 Extreme CPU Q9300 cadence´ a` 2.53GHz.
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Dans cette section, nous proposons trois optimisations afin de re´duire de manie`re signi-
ficative le temps de calcul global de la me´thode. Ces optimisations consistent a` minimiser
le nombre de plus courts chemins a` calculer et a` tirer profit des architectures multi-cœurs
des processeurs contemporains. Ces ame´liorations ne changent pas le dessin en sortie de
notre me´thode par rapport a` une imple´mentation basique. Elles permettent de re´duire
le temps d’exe´cution par un facteur pouvant aller jusqu’a` dix, de´pendant du nombre de
processeurs disponibles sur la machine hoˆte et de la topologie du graphe.
3.2.3.1 Premie`re optimisation
La premie`re optimisation consiste a` re´duire le temps de calcul des plus courts che-
mins. Dans notre imple´mentation, nous utilisons l’algorithme de Dijkstra [54]. Les poids
des areˆtes sont modifie´es en fonction des chemins que nous voulons promouvoir. Ainsi,
nous devons utiliser un algorithme de plus court chemin value´ et ne pouvons pas utiliser
la technique plus rapide de calcul de plus courts chemins dans un graphe euclidien [162].
L’imple´mentation classique de l’algorithme de Dijkstra implique le calcul des plus courts
chemins entre chaque sommet original du graphe et chaque sommet de la grille. Ces ope´-
rations ont une complexite´ en temps de O(|Vgraphe|.|Egrille|.log|Vgrille|). Cependant, nous
avons seulement besoin de calculer les plus courts chemins entre chaque sommet adjacent
du graphe original sur la grille. En modifiant le´ge`rement l’algorithme de Dijkstra, nous
pouvons arreˆter le calcul des chemins lorsque tous les candidats dans la file de priorite´ de
Dijkstra sont a` une distance plus grande que tous les voisins du sommet source. Dans les
Tables 3.1(a), 3.1(b) et 3.1(c), on peut observer que cette modification re´duit de manie`re
significative le temps d’exe´cution. En particulier, dans la Table 3.1(c) on peut voir que le
temps d’exe´cution a e´te´ re´duit par un gain de facteur 6.4. Ce graphe d’appel de fonctions
a e´te´ originalement dessine´ avec un algorithme multi-niveaux par mode`le de forces [94]
qui essaie de positionner de fac¸on aussi proche que possible les sommets connecte´s. Ainsi,
cette optimisation permet de restreindre l’exploration des chemins sur de petites portions
de la grille a` chaque ite´ration ce qui rend notre me´thode efficace sur les graphes dessine´s
avec de tels algorithmes.
3.2.3.2 Deuxie`me optimisation
La deuxie`me optimisation vise a` re´duire le nombre d’appels de l’algorithme de calcul
des plus courts chemins mais aussi augmenter l’efficacite´ de l’optimisation pre´ce´dente.
Apre`s avoir calcule´ les plus courts chemins d’un sommet vers l’ensemble de ses voisins,
il n’est plus ne´cessaire de conside´rer ce sommet dans les calculs restants. Minimiser le
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nombre de sommets a` traiter dans le but de conside´rer chaque areˆte du graphe corres-
pond au proble`me appele´ couverture de sommets [98]. Malheureusement, ce proble`me est
NP-complet. Cependant, il est possible de calculer une couverture minimale (mais pas
optimale) des sommets d’un graphe. Au lieu d’utiliser le graphe original pour re´cupe´rer
les voisins d’un sommet dans la premie`re optimisation, nous construisons une copie de
ce graphe, appele´e graphe de couverture de sommets, dans laquelle nous supprimons un
sommet apre`s qu’il ait e´te´ traite´. Supprimer ce sommet dans le graphe de couverture fait
diminuer le degre´ de ses voisins et va ainsi re´duire l’ensemble des sommets conside´re´ par la
premie`re optimisation. Dans la Table 3.1, on peut observer que cette ame´lioration re´duit
de manie`re significative le temps d’exe´cution de notre me´thode sur chaque jeu de test.
3.2.3.3 Troisie`me optimisation
La troisie`me optimisation vise a` re´duire le nombre de sections critiques dans l’imple´-
mentation paralle`le de notre algorithme et a` cre´er des taˆches de taille e´quivalente pour
chaque thread. Notre me´thode requiert l’exe´cution d’un algorithme de plus courts chemins
pour chaque sommet de notre ensemble de couverture. Cette approche peut eˆtre paralle´li-
se´e en calculant plusieurs plus courts chemins en simultane´. Cependant, il y a des sections
critiques qu’il faut traiter. Par exemple, la mise a` jour du nombre de plus courts chemins
passant par une areˆte particulie`re peut eˆtre effectue´e par plusieurs threads en paralle`le.
Pour enlever ces sections critiques, nous effectuons une e´tape de pre´traitement qui cre´e
des ensembles de sommets qui n’entrent pas en conflit l’un avec l’autre. Dans un premier
temps, nous avons essaye´ d’utiliser l’heuristique de coloration de graphe de Welsh et Po-
well [193]. Nos expe´rimentations ont montre´ que le temps d’exe´cution n’e´tait pas ame´liore´
et qu’il semblait pre´fe´rable d’utiliser des sections critiques a` la place. Apre`s plusieurs expe´-
riences, nous avons trouve´ que la cle´ e´tait de cre´er une coloration locale avant d’exe´cuter
une section paralle`le. Notre algorithme maintient ainsi une liste de sommets ordonne´s selon
la distance dans le graphe original a` leur voisinage. Avant chaque section paralle`le, nous
se´lectionnons les k (ou` k correspond au nombre de threads) premiers sommets qui ne sont
pas connecte´s. Cette ope´ration permet d’e´viter de traiter la meˆme areˆte plusieurs fois et
ge´ne`re un ensemble de taˆches de taille plus homoge`nes. En effet, la premie`re optimisation
acce´le`re le calcul des plus courts chemins si les voisins sont proches l’un de l’autre dans
le dessin original du graphe. Ainsi, si on traite en paralle`le des sommets ayant des voisins
proches et e´loigne´s, le temps d’exe´cution de chaque thread peut eˆtre significativement
diffe´rent. En utilisant notre ordonnancement de sommets, nous garantissons que le temps
de calcul des plus courts chemins sur les ensembles de sommets que nous se´lectionnons
est similaire. Dans la Table 3.1, on peut voir que meˆme si l’ordonnancement des sommets
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(a) (b) (c) (d)
Figure 3.11: (a) Les diffe´rents niveaux de re´duction d’occlusions sur une repre´sen-
tation de graphe. (b) Re´duction des occlusions dues aux croisement d’areˆtes, (c) aux
chevauchements entre sommets et areˆtes et (d) re´duction d’occlusions dans les zones
denses.
ajoute des e´tapes de calcul supple´mentaires, il permet quand meˆme d’acce´le´rer le temps
d’exe´cution global de notre me´thode.
3.2.4 Niveaux de re´duction d’occlusion
Comme de´crit dans les sections pre´ce´dentes, notre me´thode consiste a` router les areˆtes
originales d’un graphe sur une grille en utilisant l’algorithme bien connu de Dijkstra.
L’utilisation de plus courts chemins value´s nous permet de de´finir plusieurs niveaux de
re´duction d’occlusions, soit en adaptant les poids des areˆtes de la grille soit en e´vitant
un chemin en particulier. Dans la Figure 3.11, on peut observer les diffe´rents niveaux de
re´duction d’occlusions que nous proposons.
3.2.4.1 Re´duction d’occlusions areˆte-areˆte
La re´duction d’occlusions areˆte-areˆte que nous de´finissons correspond a` celle utilise´e
dans [46, 100], a` savoir seulement l’occlusion due aux croisements d’areˆtes est re´duite.
Dans ce cas, les faisceaux d’areˆtes peuvent chevaucher les sommets du graphe original. Par
exemple, la Figure 3.11(b) montre le re´sultat obtenu sur le graphe de la Figure 3.11(a) en
re´duisant uniquement les occlusions areˆte-areˆte. On peut voir dans la vue de´taille´e que les
areˆtes bleues ont e´te´ route´es sur les sommets originaux du graphe. Pour obtenir ce niveau
de re´duction d’occlusions, il suffit simplement de conside´rer chaque areˆte de la grille lors
du routage des areˆtes originales. En particulier, les areˆtes sommet-grille (i.e. les areˆtes
reliant les sommets originaux du graphe aux sommets de la grille) peuvent eˆtre utilise´es
lors du calcul des plus courts chemins sur la grille.
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3.2.4.2 Re´duction d’occlusions sommet-areˆte
La re´duction d’occlusions areˆte-areˆte permet uniquement de re´duire l’occlusion due
aux croisements d’areˆtes. Mais il est e´galement inte´ressant de pouvoir re´duire l’occlusion
due aux chevauchements entre sommets et areˆtes. Notre me´thode permet de le faire sim-
plement en ne conside´rant pas les sommets du graphe original lors du calcul des plus
courts chemins sur la grille. Par exemple, on peut observer dans la Figure 3.11(c) que
les areˆtes bleues on e´te´ route´es autour des sommets originaux du graphe alors qu’elles les
chevauchaient en utilisant seulement la re´duction d’occlusions areˆte-areˆte. Nous obtenons
ce niveau de re´duction d’occlusions en interdisant la promotion d’areˆtes sommet-grille lors
de l’exe´cution de l’algorithme de Dijkstra. Comme ces areˆtes sommet-grille ne sont pas
prises en compte lors du calcul des plus courts chemins, aucune areˆte originale ne peut
eˆtre route´e sur un sommet original du graphe.
3.2.4.3 Re´duction d’occlusions dans les zones denses
Nous pouvons encore re´duire les proble`mes d’occlusion en forc¸ant des chemins a` passer
par des re´gions e´parses du dessin. Par exemple, dans la Figure 3.11(d), on peut voir que
toutes les areˆtes bleues ont e´te´ route´es autour du sous-graphe dense situe´ au milieu du
dessin. En effet, si ces areˆtes avaient e´te´ route´es a` travers ce sous-graphe, leurs formes fi-
nales auraient e´te´ tre`s sinueuses car la re´gion correspondante de la grille contient beaucoup
de cellules. Ainsi, la longueur d’une areˆte route´e a` travers cette zone du graphe est plus
grande que la distance euclidienne entre ses extre´mite´s. Pour e´viter de router des areˆtes
dans des zones tre`s denses, nous adaptons les poids initiaux des areˆtes de la grille. Soit
length(e) la distance euclidienne entre deux sommets de la grille (i.e. la longueur d’une
areˆte). Nous calculons les nouveaux poids selon la formule suivante : w(e) = length(e)α,
le parame`tre α servant a` augmenter ou re´duire les occlusions dans les zones denses. Une
valeur de α plus petite que 1 permet de promouvoir des chemins en dehors des re´gions
denses.
3.2.5 Exemples d’application sur des re´seaux ge´ographiques
La Figure 3.12 pre´sente le dessin original du re´seau d’interconnexions des ae´roports
internationaux en 2004 (1519 sommets/16096 areˆtes, source des donne´es : projet ANR
Spangeo) ainsi que le re´sultat de l’application de notre me´thode de regroupement d’areˆtes
dessus. Les deux dessins ont e´te´ superpose´s sur une carte Google Maps. On peut observer
que le niveau d’occlusions visuelles est conside´rablement re´duit, comme par exemple au
niveau de la mer Me´diterrane´e.
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La Figure 3.13 montre le dessin original du graphe de flux de travailleurs (du domicile
au lieu de travail) en France pour l’anne´e 1975 ainsi que le re´sultat obtenu apre`s avoir ap-
plique´ notre me´thode de regroupement d’areˆtes dessus. Ce graphe contient 36085 sommets
et 316859 areˆtes. On observe que sur le dessin original, le dessin des areˆtes en ligne droite
induit un niveau d’occlusion vraiment tre`s e´leve´. Apre`s application de notre me´thode, il
devient possible de distinguer la position de sommets qui e´taient auparavant recouverts
par de nombreuses areˆtes. On peut alors identifier les grands bassins d’emploi en France
a` cette e´poque sur ce type de repre´sentation (tels la re´gion parisienne, toulousaine ou
lyonnaise).
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(a)
(b)
Figure 3.12: Application de notre me´thode de regroupement d’areˆtes sur le re´seau
d’interconnexions des ae´roports internationaux en 2004 (1519 sommets/16096 areˆtes,
source des donne´es : projet ANR Spangeo) (a) Dessin original. (b) Dessin avec regrou-
pements d’areˆtes. Les areˆtes sont dessine´es en utilisant des courbes B-Spline cubiques
uniformes.
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(a)
(b)
Figure 3.13: Application de notre me´thode de regroupement d’areˆtes sur le re´seau
de flux de travailleurs en France e´tabli a` partir des donne´es de recensement de l’IN-
SEE pour l’anne´e 1975 (36085 sommets / 316859 areˆtes). Ce re´seau repre´sente les
de´placements effectue´s par chaque travailleur de son domicile a` son lieu de travail. (a)
Dessin original. (b) Dessin avec regroupements d’areˆtes. Les areˆtes sont dessine´es en
utilisant des courbes de Be´zier.
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3.3 Ge´ne´ralisation de l’algorithme pour les dessins de
graphe dans l’espace
L’algorithme pre´ce´demment introduit fonctionne uniquement sur un dessin de graphe
dans le plan. Cette section vise a` introduire comment ge´ne´raliser la me´thode pour regrou-
per des areˆtes sur un dessin de graphe dans l’espace. Peu de travaux se sont inte´resse´s a` ce
type de dessin. Cependant, les techniques de Holten [99, 100] devraient fonctionner sur un
dessin de graphe dans l’espace avec peu de modifications (voire aucunes). Une adaptation
en trois dimensions de [99] a d’ailleurs e´te´ effectue´e par Caserta et al. [39] pour faciliter
la visualisation des relations entre les diffe´rents composants d’un logiciel complexe.
Dans un premier temps, nous de´taillerons les modifications a` apporter pour regrouper
des areˆtes sur n’importe quelle dessin de graphe en trois dimensions. Nous pre´senterons
ensuite une adaptation de la technique prenant en entre´e un dessin de type sphe´rique
(repre´sentant typiquement des lieux sur un globe terrestre).
3.3.1 Me´thode de regroupement d’areˆtes pour un dessin de graphe en
trois dimensions
Notre me´thode ge´ne´ralise l’algorithme pre´sente´ a` la section et de la meˆme fac¸on utilise
une technique de routage pour regrouper les areˆtes. La diffe´rence majeure vient de la
me´thode utilise´e pour ge´ne´rer la grille qui sera utilise´e pour router les areˆtes. Pour illustrer
les diffe´rentes e´tapes, nous appliquerons la me´thode sur le graphe biparti completK9,9 (voir
De´finition 2.27), introduit a` la Figure 3.14, ayant e´te´ dessine´ dans l’espace.
De fac¸on similaire a` la version de la me´thode pour les dessins de graphe dans le plan,
l’utilisation d’une grille re´gulie`re pour de´composer l’espace est a` e´viter. En effet, elle peut
de´couler sur la ge´ne´ration d’une tre`s grande grille afin d’avoir une granularite´ suffisante
pour router les areˆtes dans les re´gions denses du dessin. Nous avons donc opte´, comme pour
la version en deux dimensions, pour l’utilisation d’une grille multi-re´solutions. Dans un
premier temps, nous avons expe´rimente´ l’utilisation d’un octree (voir section 2.2.3), qui est
l’e´quivalent du quadtree dans l’espace. Avec ce type de structure, l’espace est re´cursivement
de´compose´ en 8 parties jusqu’a` ce que l’une d’elles contienne au plus un e´le´ment. Le calcul
d’une telle grille est efficace car sa complexite´ en temps est en O(|V | · log(|V |)). De plus, la
taille de la grille ge´ne´re´e est relativement petite. Cependant, l’utilisation d’une telle grille
entraˆıne un routage de type orthogonal des areˆtes ce qui peut nuire a` la qualite´ du dessin
final (en particulier, a` cause de l’effet zig-zag sur la forme des areˆtes). Un exemple de grille
obtenue est pre´sente´ a` la Figure 3.15.
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Figure 3.14: Le graphe biparti complet K9,9, dessine´ dans l’espace, qui nous servira
a` illustrer les diffe´rentes e´tapes de notre me´thode de regroupement d’areˆtes pour les
dessins de graphe en trois dimensions.
Figure 3.15: Illustration de la grille obtenue (427 sommets / 1342 areˆtes) a` partir du
graphe K9, 9 pre´sente´ a` la Figure 3.14 en utilisant un octree. Une cellule est subdivise´e
en huit tant qu’elle ne contient pas au plus un sommet original du graphe.
L’utilisation d’un diagramme de Vorono¨ı en trois dimensions peut e´galement permettre
de ge´ne´rer une grille multi-re´solutions. Dans ce diagramme, les cellules sont des re´gions
de l’espace, sous forme de polye`dres, contenant les points les plus proches de leur site
(correspondant dans notre cas a` la position d’un des sommets du graphe) que de tout
autre site. La grille re´sultante est de petite taille et peut eˆtre calcule´e en O(|V | · log(|V |)).
Cependant, comme pour le cas a` deux dimensions, de grosses cellules peuvent eˆtre ge´ne´re´es
dans les re´gions e´parses du dessin menant a` de grands de´tours lors du routage des areˆtes.
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Un exemple de grille obtenue est pre´sente´ a` la Figure 3.16.
Figure 3.16: Illustration de la grille obtenue (879 sommets / 3434 areˆtes) a` partir du
graphe K9, 9 pre´sente´ a` la Figure 3.14 en utilisant un diagramme de Vorono¨ı en trois
dimensions. Les sites de Vorono¨ı correspondent aux positions des sommets du graphe
original. Afin de restreindre la de´composition de l’espace, des sites ont e´galement
e´te´ rajoute´s le long d’une boite englobant le dessin (non repre´sente´s sur l’image). A
noter que sur cette image, les areˆtes ”infinies” de Vorono¨ı ne sont pas repre´sente´es,
de´connectant les cellules a` la pe´riphe´rie du dessin.
De manie`re similaire a` notre me´thode dans le plan, nous avons choisi une approche
hybride octree/Vorono¨ı pour ge´ne´rer la grille de routage. Dans un premier temps nous
calculons un octree en posant une contrainte sur la taille des cellules qui seront ge´ne´re´es,
a` savoir qu’une cellule continuera a` eˆtre subdivise´e en huit, meˆme si elle ne contient aucun
sommet original du graphe, tant que la longueur de sa diagonale est supe´rieure a` un certain
seuil. Dans un second temps, nous calculons le diagramme de Vorono¨ı en trois dimensions
a` partir de l’ensemble des sites de´fini par le centre des cellules de l’octree pre´ce´demment
calcule´ et la position des sommets originaux du graphe. La grille re´sultante posse`de une
granularite´ assez fine pour effectuer un routage de qualite´. Sa taille est par contre bien
plus importante que celles ge´ne´re´es avec les deux pre´ce´dentes approches. Cependant, les
optimisations pre´sente´es a` la section 3.2.3 permettent d’effectuer le routage des areˆtes de
manie`re efficace. Un exemple de grille obtenue est pre´sente´e a` la Figure 3.17.
Une fois la grille calcule´e, nous appliquons notre me´thode de routage introduit dans
la section 3.2.2 pour cre´er des regroupements d’areˆtes et ainsi re´duire l’occlusion du aux
croisements d’areˆtes dans le dessin original. Le re´sultat de la me´thode applique´e au graphe
K9,9 introduit a` la Figure 3.14 est pre´sente´ a` la Figure 3.18.
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Figure 3.17: Illustrations de la grille obtenue (3290 sommets / 15190 areˆtes) a` par-
tir du graphe K9, 9 pre´sente´ a` la Figure 3.14 en utilisant notre approche hybride
octree/Vorono¨ı 3d.
3.3.2 Adaptation de la me´thode pour un dessin de graphe sphe´rique
Une des applications possibles de notre me´thode est la visualisation des interconnexions
entre les diffe´rents ae´roports internationaux dans le contexte du globe terrestre. Dans ce
cas, nous avons besoin de le´ge`rement adapter notre technique de ge´ne´ration de la grille
de routage afin de router les areˆtes autour du globe et non a` travers. La Figure 3.19 nous
servira a` illustrer nos propos. Nous devons ainsi garantir que pour toute areˆte originale
du re´seau, il existe au moins une route dans la grille qui ne traverse pas le globe. Pour
y parvenir, nous effectuons une e´tape supple´mentaire de pre´traitement ajoutant des som-
mets temporaires avant de calculer la grille via un diagramme de Vorono¨ı 3d. Cette e´tape
intervient apre`s celle de la ge´ne´ration de l’octree (voir Figure 3.19(b)). Des sommets tem-
poraires sont dans un premier temps ajoute´s a` l’exte´rieur du globe de manie`re re´gulie`re
et sphe´rique (voir Figure 3.19(c)). Cela permet de garantir que le diagramme de Vorono¨ı
contiendra pour chaque sommet original du graphe une cellule finie avec des frontie`res
partiellement a` l’exte´rieur du globe. Cependant, l’ajout de ces sommets n’est pas suffisant
pour garantir qu’aucune areˆte ne sera route´e a` travers le globe. Pour solutionner ce pro-
ble`me, nous ajoutons e´galement des sommets a` l’inte´rieur du globe sur une sphe`re ayant
un rayon infe´rieur a` celui du globe. En parame´trant correctement le rayon des sphe`res
internes et externes, nous pouvons garantir qu’il existe au moins une route pour chaque
areˆte original du graphe qui ne traverse pas le globe. Nous avons utilise´ les valeurs de
rayons suivantes dans notre imple´mentation, r e´tant la valeur du rayon de la sphe`re sur
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(a) (b)
Figure 3.18: Illustrations du dessin avec regroupement d’areˆtes en trois dimensions
obtenues avec notre me´thode pour le graphe K9,9 introduit a` la Figure 3.14. Quatre
ite´rations de notre processus de routage ont e´te´ effectue´es pour le ge´ne´rer. Dans
l’image (a), les areˆtes sont rendues comme de simples poli-lignes. Dans l’image (b), la
forme des areˆtes a e´te´ lisse´e en utilisant des courbes de Be´zier.
laquelle sont positionne´s les sommets du graphe : r−0.2∗r pour la sphe`re interne, r+0.5∗r
pour la sphe`re externe. La grille est ensuite calcule´e via la ge´ne´ration du diagramme de
Vorono¨ı a` partir de l’ensemble des sites de´fini par les sommets originaux du graphe, ceux
ajoute´s par l’octree et ceux des sphe`res internes et externes (voir Figure 3.19(d)). Afin
acce´le´rer le processus de routage regroupant les areˆtes mais aussi interdire de router a`
travers le globe, nous supprimons tous les sommets de la grille a` l’inte´rieur du globe (en
fonction d’un seuil sur la distance au centre). Une fois l’e´tape de routage effectue´e, nous
ajustons la position de chaque point de controˆle de chaque areˆte en le de´plac¸ant sur le
point du globe le plus proche (voir Figures 3.19(e) et 3.19(f)).
Un exemple d’application sur le re´seau des interconnexions entre les ae´roports inter-
nationaux de 2004 est pre´sente´ a` la Figure 3.20.
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(a) (b) (c)
(d) (e) (f)
Figure 3.19: Illustrations de l’adaptation de notre me´thode de regroupement d’areˆtes
dans l’espace pour router des areˆtes sur la surface d’une sphe`re. (a) Dessin original.
(b) Calcul d’un octree et ajout de sommets temporaires positionne´s aux centres des
cellules ge´ne´re´es. (c) Ajout de sommets temporaires a` l’inte´rieur (sommets violets) et
a` l’exte´rieur (sommets verts) de la sphe`re de fac¸on re´gulie`re et sphe´rique. (d) Calcul de
la grille de routage en utilisant un diagramme de Vorono¨ı 3d. Pour garantir qu’aucune
areˆte ne sera route´e a` travers la sphe`re, les sommets de Vorono¨ı a` l’inte´rieur de la
sphe`re (suivant un seuil sur la distance au centre) ont e´te´ supprime´s. (e) et (f) Dessin
final obtenu apre`s de´placement des points de controˆle des areˆtes sur le point le plus
proche de la sphe`re (rendu poli-lignes et courbes B-Spline cubiques uniformes).
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(a) (b)
(c) (d)
Figure 3.20: (a) Le re´seau d’interconnexions des ae´roports internationaux de 2004
repre´sente´ sur le globe (source des donne´es : projet ANR Spangeo). (b), (c) et (d)
Dessin obtenu apre`s avoir route´ et regroupe´ les areˆtes autour du globe (rendu poli-
lignes, courbes de Be´zier et courbes B-Spline).
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Chapitre 4
Repre´sentation de re´seaux me´-
taboliques
Dans ce chapitre, nous pre´sentons un exemple d’application de techniques de dessin de
graphe pour repre´senter des re´seaux biologiques particuliers : les re´seaux me´taboliques. Ce
type de re´seau permet de mode´liser le me´tabolisme d’un organisme vivant, soit l’ensemble
de re´actions biochimiques se produisant dans les cellules de cet organisme. Chaque re´action
transforme un ensemble de mole´cules (ou me´tabolites) appele´es substrats en un autre
ensemble de mole´cules appele´es produits. Dans les syste`mes biologiques, ces re´actions sont
active´es (catalyse´es) par des enzymes, compose´es de prote´ines qui sont code´es par des
ge`nes (voir le travail de Lacroix et al. [119] pour de plus amples informations).
Quand on s’inte´resse au me´tabolisme, on peut conside´rer diffe´rentes e´chelles qui va-
rient en fonction des donne´es et des questions biologiques. Par exemple, les toxicologues
e´tudient souvent la de´gradation d’une mole´cule particulie`re ; dans ce cas ils se concentrent
seulement sur un petit nombre de re´actions. A une plus large e´chelle, les biologistes vont
se concentrer sur des ensemble particulier de re´actions biochimiques permettant a` l’orga-
nisme d’effectuer des fonctions biologiques spe´cifiques. Un tel ensemble de re´actions est
appele´ voie me´tabolique. Un exemple de voie me´tabolique est le cycle de Krebs (ou cycle
de l’acide citrique) dont le roˆle est de produire des interme´diaires e´nerge´tiques ne´cessaires
au bon fonctionnement de la chaˆıne respiratoire (voir Figure 4.1). Enfin, la plus grande
e´chelle pour l’e´tude du me´tabolisme est le re´seau me´tabolique, re´sultat de l’inte´gration de
toutes les voies me´taboliques d’un organisme dans un seul et meˆme re´seau [112, 116].
Les ame´liorations dans l’acquisition de donne´es biologiques et de se´quenc¸age de ge´-
nomes permettent de nos jours de reconstruire des re´seaux me´taboliques complets de
nombreux organismes vivants. La taille et la complexite´ de ces re´seaux empeˆchent de les
dessiner manuellement. Il est donc ne´cessaire de de´velopper des techniques de visualisation
de´die´es. Une repre´sentation efficace de tels re´seaux se doit de pre´server la topologie des
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Figure 4.1: Exemple de voie me´tabolique : le cycle de Krebs ou cycle de l’acide
citrique (source de l’image : Wikipe´dia). Cette voie permet de ge´ne´rer de l’e´nergie par
l’oxydation d’ace´tate en dioxyde de carbone. Elle forme un cycle en raison de l’acide
citrique (citrate). Cette mole´cule est la premie`re consomme´e puis elle est re´ge´ne´re´e
par la se´quence de re´actions pour comple´ter le cycle.
voies me´taboliques (voir De´finition 2.3) tout en respectant les conventions de dessin bio-
logique (e.g. dessin de cascades de re´action en ligne droite). Ces contraintes compliquent
la ge´ne´ration automatique de telles visualisations car elles entraˆınent des proble`mes de
dessin de graphe.
Nous proposons une me´thode pour dessiner un re´seau me´tabolique entier tout en pre´-
servant le plus possible l’information relative aux voies me´taboliques. Cette me´thode est
flexible car elle permet a` l’utilisateur de piloter le dessin du re´seau en fonction de l’analyse
biologique a` effectuer. Elle donne e´galement la possibilite´ a` l’utilisateur de de´finir si des
duplications de sommets doivent eˆtre effectue´es, afin de pre´server ou non la topologie du
re´seau. Notre me´thode combine de la de´composition hie´rarchique de graphe ainsi que du
dessin de graphe multi-niveaux pour positionner les sommets du re´seau. Elle utilise ensuite
une version de´die´e de notre algorithme de regroupement d’areˆtes afin de re´duire les pro-
ble`mes d’occlusions visuelles et de fournir une visualisation du re´seau me´tabolique avec des
areˆtes dessine´es de manie`re ”pseudo-orthogonale”. Un dessin ”pseudo-orthogonale” d’une
areˆte la repre´sente comme une ligne brise´e avec chaque angle interne entre deux segments
successifs compris entre 45◦ et 90◦. Afin de retrouver facilement l’information relative aux
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voies me´taboliques, nous proposons e´galement deux techniques d’interaction afin de mettre
en exergue des voies d’inte´reˆt. Cette me´thode a e´te´ publie´e dans les actes de la confe´rence
EuroVis 2011 via un nume´ro spe´cial du journal Computer Graphics Forum [124].
4.1 E´tat de l’art
Avant la tentative de de´veloppement de techniques de dessin automatique, de nom-
breuses repre´sentations manuelles ont e´te´ produites par des biochimistes pour aider a` la
compre´hension du me´tabolisme. Les plus ce´le`bres sont celles de Michal [137, 138] (voir
Figure 4.2) ainsi que celles de Nicholson [141]. Ces dessins manuels et tre`s esthe´tiques
repre´sentent un grand ensemble de voies me´taboliques communes a` de nombreux orga-
nismes.
Au niveau des me´thodes de dessin automatique, la plupart des travaux sur la visua-
lisation du me´tabolisme ont e´te´ faits au niveau des voies me´taboliques [16, 26, 56, 81,
111, 136, 161, 191]. En raison de l’organisation hie´rarchique des voies me´taboliques, une
approche commune consiste a` utiliser des algorithmes de dessin hie´rarchique (voir sec-
tion 1.2.1.2) pour les repre´senter. Par exemple, les algorithmes de Sirava et al. [172] (voir
Figure 4.3(a)), de Schreiber [161] (voir Figure 4.3(b)) mais e´galement de Brandes et al. [26]
(voir Figure 4.3(c)) dessinent des voies me´taboliques de fac¸on hie´rarchique. Ne´anmoins, ces
approches ne conviennent pas force´ment aux attentes des biologistes. Elles ne respectent
pas l’une des conventions de dessin biologique la plus couramment utilise´e : la repre´senta-
tion des cycles de re´actions de fac¸on circulaire. Afin de re´pondre a` ce proble`me, d’autres
algorithmes [16, 81, 191] de dessin ont e´te´ e´labore´s. Dans un premier temps, ils de´tectent
les e´ventuels cycles dans la voie me´tabolique. Ils les dessinent ensuite avec un algorithme
de dessin circulaire et les remplacent par un me´ta-sommet (voir De´finition 2.32). Ce pro-
cessus est re´pe´te´ jusqu’a` ce que plus aucun cycle ne soit de´tecte´. Enfin, ils dessinent le
graphe re´sultant en utilisant soit un algorithme de dessin par mode`le de forces [16, 191]
(voir section 1.2.1.2 et Figure 4.4) soit un algorithme de dessin hie´rarchique de´die´ [81].
Enfin, re´cemment Meyer et al. [136] ont propose´ un nouveau type de visualisation ne re-
pre´sentant pas les voies me´taboliques comme des graphes mais plutoˆt comme des segments
correspondants a` des se´quences d’e´le´ments calcule´es a` l’aide d’un proce´de´ de line´arisation.
Ces me´thodes de dessin permettent de repre´senter plusieurs voies me´taboliques. Par
exemple, dans [16] Becker et al. repre´sentent jusqu’a` cinq voies avec leur me´thode de des-
sin. Cependant ces me´thodes ne peuvent pas eˆtre utilise´es pour repre´senter la plus grande
e´chelle de l’e´tude du me´tabolisme qu’est le re´seau me´tabolique. Le proble`me d’analyser
des proce´de´s biologiques couvrant plusieurs voies me´taboliques apparaˆıt dans plusieurs
contextes. En particulier, il est tre`s probable que cette situation se produise dans une
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(a)
(b)
Figure 4.2: Le ce´le`bre poster Biochemical Pathways Wall Chart produit par Mi-
chal [137] – c©1993 Boehringer Mannheim GmbH - Biochemica. (a) Vue d’ensemble
du poster. (b) Vue zoome´e sur la partie haute du grand cycle de re´actions localise´ au
milieu du poster.
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4.1. E´tat de l’art
(a) (b)
(c)
Figure 4.3: Exemple de techniques de dessin hie´rarchique de voies me´taboliques. (a)
Sirava et al. [172] – c©2002 Oxford University Press (b) Schreiber et al. [161] – c©2003
Australian Computer Society (c) Brandes et al. [26] – c©2004 Springer-Verlag
expe´rience non focalise´e sur des voies me´taboliques particulie`res, comme par exemple en
me´tabolomique (science e´tudiant l’ensemble des me´tabolites pre´sents dans une cellule, un
organe ou un organisme). Ainsi, la visualisation de voies me´taboliques n’est pas adapte´e
pour de telles taˆches tout comme la visualisation du re´seau me´tabolique ne prenant pas
en compte les informations sur les voies. En effet, afin d’eˆtre utile pour visualiser le re´sul-
tat d’une expe´rience, il est ne´cessaire de repre´senter la structure comple`te du re´seau tout
en conservant l’information contextuelle fournie par sa de´composition en voies me´tabo-
liques. Les premie`res approches pour repre´senter un re´seau me´tabolique entier consistent
en l’utilisation d’algorithmes de dessin classiques comme dans SBML Viewer [105], Cell
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(a) (b)
Figure 4.4: Exemples de techniques de dessin de voies me´taboliques respectant les
conventions de dessin biologique. (a) Becker et Rojas [16] (b) Wegner et Kummer [191]
Designer [79] ou Cytoscape [165]. Avec ces outils, les re´seaux me´taboliques sont ge´ne´-
ralement dessine´s en utilisant des algorithmes de dessin par mode`le de forces (voir sec-
tion 1.2.1.2). Cependant, les dessins calcule´s par ces algorithmes ne respectent pas les
conventions de dessin biologique. Ainsi, de telles repre´sentations ne sont pas pleinement
satisfaisantes [158] du point de vue d’un biologiste. Tre`s peu d’outils respectant les conven-
tions de dessin biologique existent [24, 109, 144, 155]. Dans Reactome [109] et Pathway
Tools cellular overview diagram [144] (voir Figure 4.5(a)), les sommets partage´s par plu-
sieurs voies me´taboliques sont duplique´s et chaque voie est dessine´e inde´pendamment.
Tous les dessins des voies sont ensuite inte´gre´s dans une seule et meˆme visualisation.
Ces dessins sont positionne´s en fonction du proce´de´ biologique auxquels ils se rapportent.
Dans [155], Rohrschneider et al. effectuent e´galement des duplications de sommets (voir
Figure 4.5(b)). Leur approche positionne les sommets sur une grille re´gulie`re orthogonale
et les areˆtes sont route´es sur cette grille via l’utilisation d’une fonction de minimisation de
couˆt. Afin de re´duire les proble`mes d’occlusion, les auteurs autorisent de router plusieurs
areˆtes sur les meˆmes segments re´sultant en une visualisation ou` les areˆtes ont e´te´ regrou-
pe´es en faisceaux. Finalement, chaque voie me´tabolique est remplace´e par un me´ta-sommet
et la visualisation d’un graphe quotient (voir De´finition 2.32) est propose´e a` l’utilisateur.
Ce dernier peut ensuite ouvrir/fermer les voies me´taboliques si besoin est. L’un des de´sa-
vantages des repre´sentations ge´ne´re´es par ces outils est qu’elles ne refle`tent pas la topologie
du re´seau me´tabolique vu que les sommets partage´s par plusieurs voies sont duplique´s.
A notre connaissance, un seul outil existe, appele´ MetaViz [24] (voir Figure 4.6) et
de´veloppe´ par Romain Bourqui membre de notre e´quipe de recherche, gardant la topologie
du re´seau intacte tout en mettant en exergue sa de´composition en voies me´taboliques. Pour
y parvenir, dans un premier temps, la de´composition chevauchante des voies me´taboliques
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(a) (b)
Figure 4.5: Exemples de me´thodes dessinant un re´seau me´tabolique complet en du-
pliquant des sommets. (a) Pailey et Karp [144] – c©2006 Oxford University Press (b)
Rohrschneider et al. [155] – c©2010 Springer-Verlag
est transforme´e en une partition des sommets et les sous-re´seaux induits sont dessine´s en
utilisant des algorithmes de dessin de´die´s. Ensuite, le graphe quotient re´sultant est calcule´
puis dessine´ via un algorithme de dessin planaire. Un tel type de visualisation permet de
re´duire les proble`mes d’occlusion mais n’est pas pleinement satisfaisant car les utilisateurs
non experts (et en particulier les biologistes) ne sont pas habitue´s a` naviguer dans ce genre
de repre´sentation abstraite.
4.2 Dessin de re´seaux me´taboliques : les de´fis a` relever
Des conventions de dessin biologique ont e´te´ e´tablies pour faciliter l’extraction d’infor-
mations dans les repre´sentations de processus biologiques. De telles conventions peuvent
eˆtre observe´es dans des repre´sentations manuelles [137, 138, 141]. Dans ces dessins, tre`s
peu de me´tabolites et re´actions ont plus de une occurrence, c’est a` dire que le nombre
de duplications d’e´le´ments est minimise´. Les cycles de re´actions sont repre´sente´s de ma-
nie`re circulaire et les cascades de re´action en ligne droite. Il est e´galement inte´ressant
de noter, comme mentionne´ dans [155], que les areˆtes sont dessine´es de manie`re ”pseudo-
orthogonales”. On remarque aussi dans les repre´sentations manuelles que l’information lie´e
a` la de´composition du re´seau en voies me´taboliques est pre´serve´e du mieux possible. Les
voies qui partagent des e´le´ments ou effectuent des fonctions similaires sont ainsi position-
ne´s dans une re´gion proche du dessin. Enfin de manie`re ge´ne´rale, la longueur des areˆtes
ainsi que le nombre de croisements d’areˆtes sont minimise´s.
Le principal obstacle pour dessiner un re´seau me´tabolique de manie`re automatique est
de respecter ces conventions. Afin d’y parvenir, nous avons traduit ces exigences de dessin
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Figure 4.6: Capture d’e´cran du logiciel MetaViz [24] de´veloppe´ par Romain Bourqui.
Cet outil est a` notre connaissance le seul permettant de visualiser un re´seau me´tabo-
lique complet gardant intact la topologie du re´seau tout en mettant en e´vidence sa
de´composition en voies me´taboliques.
en 5 contraintes :
• Contrainte de proximite´ : L’information relative aux voies me´taboliques doit eˆtre
pre´serve´e autant que possible.
• Contrainte de duplication : E´viter autant que possible de dupliquer des sommets
afin de respecter la topologie du re´seau.
• Contrainte de dessin biologique : Les cycles et cascades de re´actions doivent
eˆtre repre´sente´s suivant les conventions de dessin biologique, soit en cercle et en
ligne droite.
• Contrainte de dessin d’areˆtes : Les areˆtes doivent eˆtre dessine´es de manie`re
”pseudo-orthogonales”, soit comme des lignes brise´es avec chaque angle interne entre
deux segments successifs compris entre 45◦ et 90◦.
• Contrainte d’occlusion : Le nombre de croisements d’areˆtes doit eˆtre minimise´.
Chacune de ces contraintes soule`ve des proble`mes bien connus de calcul ou de dessin de
graphe. Pour respecter la Contrainte de dessin biologique, nous avons besoin de rechercher
les plus longs cycles dans le re´seau, proble`me connu pour eˆtre NP-complet [113]. Mini-
miser le nombre de croisements d’areˆtes est e´galement connu pour eˆtre NP-complet [87].
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Concernant la Contrainte de proximite´, le proble`me principal vient du fait que les voies
me´taboliques partagent souvent des me´tabolites et/ou re´actions. Supposons par exemple
que notre re´seau contient 5 voies me´taboliques, chacune partageant des e´le´ments avec les
4 autres. Alors il n’existe pas de repre´sentation dans le plan de ce re´seau sans chevau-
chements entre les dessins des voies. Ainsi, respecter cette contrainte tout en e´vitant de
dupliquer des sommets n’est pas si simple.
4.3 Technique de dessin automatique d’un re´seau complet
pre´servant les voies me´taboliques
Dans la suite, les re´seaux me´taboliques sont mode´lise´s comme des graphes bipartis
G = (V,E) ou` V = R ∪M , R est l’ensemble de re´actions, M l’ensemble des me´tabolites,
et E ⊆ R×M . Pour une discussion plus de´taille´e sur les diffe´rentes manie`res de mode´liser
des re´seaux me´taboliques via des graphes, nous recommandons la lecture de l’article de
van Helden et al. [182].
Notre me´thode dessine un re´seau me´tabolique entier tout en essayant de respecter si-
multane´ment les contraintes pre´ce´demment exprime´es. Dans de nombreux cas, il n’existe
pas de repre´sentation pouvant remplir toutes ces exigences. En particulier, un compro-
mis doit eˆtre trouve´ entre la Contrainte de proximite´ et la Contrainte de duplication.
En fonction de la taˆche, l’utilisateur peut de´cider si oui ou non des duplications de som-
mets doivent eˆtre effectue´es. Cela permet de garantir que l’une des deux contraintes sera
respecte´e.
La Figure 4.7 pre´sente le pipeline des diffe´rentes e´tapes de notre me´thode. C’est un
compromis entre l’approche de Bourqui et al. [24] et l’approche de Rohrschneider et
al. [155]. Elle combine du partitionnement de sommets (comme dans [24]) afin de ge´ne´rer
une de´composition hie´rarchique du re´seau, du placement de sommets et du regroupe-
ment d’areˆtes en faisceaux (comme dans [155]) pour produire une visualisation ”pseudo-
orthogonale” du re´seau me´tabolique. L’e´tape de placement de sommets suit une re`gle
ascendante (bottom-up), signifiant que les niveaux de la hie´rarchie calcule´e sont dessine´s
des plus bas a` la racine.
4.3.1 Construction d’un graphe quotient multi-niveaux
Comme e´voque´ pre´ce´demment, un re´seau me´tabolique peut eˆtre de´compose´ en voies
me´taboliques chevauchantes. Un graphe partitionne´ est usuellement mode´lise´ par un couple
(G, TG) (voir De´finition 2.30 et les travaux de Eades et Feng [62]) ou` G est un graphe et TG
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Partitionnement
Placement des sommets
Regroupement d’areˆtes
Figure 4.7: Pipeline de notre me´thode de dessin d’un re´seau me´tabolique. La pre-
mie`re e´tape transforme une de´composition chevauchante du re´seau en une parti-
tion. Ensuite les sommets sont positionne´s et finalement les areˆtes reliant deux sous-
ensembles de la partition sont regroupe´es en faisceaux.
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est l’arbre de hie´rarchie repre´sentant la partition multi-niveaux des sommets de G. Dans le
cas d’une de´composition chevauchante, il est alors ne´cessaire d’utiliser un couple (G,DG)
ou` DG n’est pas un arbre de hie´rarchie mais plutoˆt un graphe acyclique oriente´ (DAG)
de hie´rarchie(voir De´finition 2.28 et la the`se de Romain Bourqui [25]). Dans la Figure 4.8
(a` gauche), on peut voir 4 voies me´taboliques partageant des e´le´ments. Par exemples, les
voies p1 et p2 partagent 4 e´le´ments (3 me´tabolites et 1 re´action). Pour mode´liser cette
relation d’inclusion, les sommets repre´sentant les voies me´taboliques p1 et p2 (en rose,
resp. en bleu) dans la hie´rarchie sont tous les deux parents de ces 4 e´le´ments partage´s (ces
multiples relations de parente´ sont dessine´es en rouge dans le DAG de hie´rarchie).
Cependant, dessiner un tel graphe de´compose´ sans cre´er de chevauchements visuels
non voulus entre voies me´taboliques n’est pas simple, voire impossible (voir les travaux
de Simonetto et al. [170] sur la visualisation d’ensembles chevauchants). Pour re´soudre
ce proble`me, nous avons le´ge`rement modifie´ l’algorithme de de´composition de Bourqui et
al. [24] qui transforme un DAG de hie´rarchie en un arbre de hie´rarchie tout en pre´servant
le plus possible l’information sur les voies me´taboliques. Cette phase de partitionnement
est compose´ de 3 e´tapes :
1. Calcul d’un ensemble maximal de voies me´taboliques inde´pendantes et
extraction des sous-graphes propres des voies restantes (i.e., le sous-graphe d’une voie
me´tabolique induit par les e´le´ments appartenant uniquement a` cette voie). Ensuite,
les e´le´ments n’appartenant a` aucune voie me´tabolique sont regroupe´s ensemble. Dans
la Figure 4.8 (en haut a` droite), les voies p1 et p3 ont e´te´ choisies pour eˆtre dans
l’ensemble de voies inde´pendantes, et des groupes ont e´te´ cre´e´s pour les sous-graphes
propres de p2 et p4 mais aussi pour les sommets restants.
2. Calcul des composantes connexes : Chaque groupe est de´compose´ suivant ses
composantes connnexes. Dans la Figure 4.8 (en bas a` gauche), un sous-graphe propre
de p2 (entoure´ en rouge) a e´te´ de´compose´ en deux composantes connexes.
3. De´tection de structures topologiques : Chaque groupe est de´compose´ en cycles
et cascades de re´actions le cas e´che´ant. Nous recherchons dans un premier tempe le
plus long cycle de manie`re ite´rative jusqu’a` ne plus en trouver. Il est en effet courant
qu’un petit cycle de re´actions soit contenu dans un plus grand d’ou` notre strate´gie
de recherche de cycles. Dans la Figure 4.8 (en bas a` droite), deux cycles ont e´te´
de´tecte´s.
Une des particularite´s importantes de cette phase de partitionnement est qu’elle laisse
la possibilite´ a` l’utilisateur de piloter le calcul des voies me´taboliques inde´pendantes. En
choisissant a priori des voies d’inte´reˆt pour eˆtre dans l’ensemble des voies inde´pendantes,
l’utilisateur peut forcer la Contrainte de proximite´ a` eˆtre respecte´e pour ces voies parti-
culie`res.
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calcul d’un ensemble de voies inde´pendantes
calcul des composantes connexes
de´tection de structures topologiques
Figure 4.8: Illustration du processus de partitionnement. Dans un premier temps,
un ensemble de voies me´taboliques inde´pendantes est calcule´ et les me´tabolites/re´ac-
tions n’appartenant a` aucunes voies sont regroupe´s ensemble. Ensuite les composantes
connexes de chaque groupe re´sultant sont calcule´es (entoure´es en rouge dans l’illus-
tration). Enfin, des structures topologiques sont de´tecte´es au sein de chaque groupe.
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Avant de pouvoir passer a` l’e´tape de dessin proprement dite, nous avons besoin dans un
premier temps de construire un graphe quotient associe´ a` la de´composition hie´rarchique du
re´seau pre´ce´demment calcule´e. A partir de la partition des sommets du re´seau, le graphe
quotient est construit de la fac¸on suivante. Pour chaque sous-ensemble de la partition, un
me´ta-sommet est cre´e´ dans le graphe quotient et deux me´ta-sommets sont relie´s par une
me´ta-areˆte si et seulement si au moins une areˆte existe entre les deux sous-ensembles de
sommets associe´s.
Dans notre approche, le graphe quotient correspondant au plus haut niveau de l’arbre
de hie´rarchie est construit en premier. Le proce´de´ est ensuite re´pe´te´ ite´rativement pour
les niveaux plus bas, jusqu’a` ce que tous les niveaux aient e´te´ abstraits, re´sultant en un
graphe quotient multi-niveaux. La Figure 4.9 montre le graphe quotient multi-niveaux
associe´ au graphe de la Figure 4.8 et a` la de´composition hie´rarchique calcule´e.
Figure 4.9: Graphe quotient multi-niveaux associe´ au graphe de la Figure 4.8 et a`
l’arbre de hie´rarchie calcule´.
4.3.2 Dessin des niveaux les plus bas de la hie´rarchie
A l’issue de la phase de partitionnement, les groupes les plus bas dans la de´composi-
tion hie´rarchique re´sultante sont soit des (sous-ensembles de) voies me´taboliques, soit des
structures topologiques particulie`res. Afin de dessiner ces derniers, notre me´thode utilise
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deux algorithmes de dessin. Premie`rement, les cycles de re´actions sont dessine´s en utili-
sant un algorithme de dessin circulaire. Deuxie`mement, les groupes restants sont dessine´s
via l’utilisation d’un algorithme de dessin hie´rarchique (e.g. [9, 175]). Un tel algorithme
est particulie`rement adapte´ car il permet de mettre en exergue les cascades de re´actions
ainsi que l’organisation hie´rarchique des voies me´taboliques. Dans l’e´tape suivante, notre
processus de dessin positionnera chacun de ces groupes dans le plan.
4.3.3 Dessin du graphe quotient de plus haut niveau
Avant de dessiner le graphe quotient de plus haut niveau, la taille des me´ta-sommets
est fixe´e en fonction de celle de l’espace ne´cessaire pour dessiner les groupes sous-jacents.
Ce graphe quotient est ensuite dessine´ en utilisant un algorithme de dessin par mode`le de
forces adapte´ de GEM [77].
Une autre particularite´ de notre algorithme de dessin par mode`le de forces est qu’il
effectue des rotations des me´ta-sommets afin d’obtenir un dessin le plus compact possible.
Une approche possible serait de combiner un algorithme de dessin par mode`le de forces
avec un algorithme de moment de force (en anglais torque, voir [7, 176]). Cependant,
notre algorithme a seulement besoin de ve´rifier quatre configurations car pour respecter
les conventions de dessin biologique les groupes doivent eˆtre dessine´s verticalement (de
haut en bas ou de bas en haut) ou horizontalement (de gauche a` droite et de droite a`
gauche). Ainsi a` chaque ite´ration de l’algorithme de dessin par mode`le de force, chacune
des configurations est teste´e pour chaque groupe et celle qui minimise la longueur d’areˆte
moyenne est retenue. Notre algorithme dessinent donc les groupes verticalement ou hori-
zontalement. Les dessins en re´sultant sont ainsi similaires aux repre´sentations manuelles.
Il permet e´galement d’augmenter la densite´ de l’information en fournissant des dessins
plus compacts.
4.3.4 Re´duction de l’occlusion : regroupement des areˆtes entre les
groupes
Au cours de l’e´tape pre´ce´dente, les groupes de plus bas niveau ainsi que le graphe
quotient de plus haut niveau ont e´te´ dessine´s. Afin de fournir une visualisation classique
de type nœud-lien, l’e´tape suivante consiste a` ouvrir les me´ta-sommets. Cependant, notre
algorithme par mode`le de forces calcule un dessin en ligne droite des areˆtes et ainsi les
areˆtes inter-groupes, i.e. les areˆtes abstraites par des me´ta-areˆtes dans le graphe quotient,
sont repre´sente´es comme de simples segments. Ce type de repre´sentation des areˆtes peut
de´boucher sur des visualisations contenant beaucoup d’occlusions visuelles et ne respectant
pas la Contrainte de dessins d’areˆtes de´finie dans la section 4.2.
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Afin de re´soudre simultane´ment les proble`mes d’occlusions et d’obtenir un dessin
”pseudo-orthogonal” des areˆtes, notre technique va regrouper les areˆtes inter-groupes en
faisceaux. Cette ope´ration est re´alise´e a` l’aide d’une version de´die´e de notre algorithme
de regroupement d’areˆtes de´taille´ dans la section 3.3.1 et publie´ dans [123]. Pour rappel,
la me´thode discre´tise le plan a` l’aide d’une grille multi-re´solutions et route ensuite les
areˆtes sur cette grille. Afin d’e´viter d’obtenir des routes tre`s sinueuses et de respecter la
Contrainte de dessin d’areˆtes, nous avons modifie´ l’e´tape de discre´tisation de fac¸on a` uti-
liser uniquement un quadtree pour ge´ne´rer la grille. La Figure 4.10 explicite la diffe´rence
dans le dessin des areˆtes re´sultant. On peut aise´ment observer que l’utilisation d’un quad-
tree pour ge´ne´rer la grille de routage permet de re´duire le nombre de points de controˆle
par areˆtes mais e´galement de respecter la Contrainte de dessin d’areˆtes.
(a) (b)
Figure 4.10: Vue de´taille´e sur le re´seau me´tabolique de l’organisme Saccharomyces
cerevisiae (levure). (a) Les areˆtes (inter-groupes et intra-groupe sur ces exemples) ont
e´te´ regroupe´es en faisceaux via l’algorithme original de´taille´ dans la section 3.3.1. (b)
Re´sultat du regroupement d’areˆtes en utilisant uniquement un quadtree pour ge´ne´rer
la grille de routage.
La Figure 4.11 illustre la ne´cessite´ de regrouper les areˆtes inter-groupes en faisceaux.
Elle pre´sente deux visualisations d’un re´seau me´tabolique simplifie´ de l’organisme Buch-
nera aphidicola [45] (prote´obacte´rie) : une sans regroupements d’areˆtes et une avec re-
groupements d’areˆtes. Dans le dessin sans regroupement, on peut observer que le niveau
d’occlusion est assez important, introduisant du bruit dans le milieu de la repre´sentation.
Dans le dessin avec regroupements, l’occlusion due aux areˆtes a e´te´ conside´rablement
re´duite et la visualisation est beaucoup plus esthe´tique.
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(a)
(b)
Figure 4.11: Visualisations d’un re´seau me´tabolique simplifie´ de l’organisme Buch-
nera aphidicola [45] (prote´obacte´rie) dessine´ avec notre me´thode. (a) Dessin du re´seau
sans regroupements d’areˆtes inter-groupes. (b) Dessin du re´seau apre`s avoir regroupe´
les areˆtes inter-groupes en faisceaux en utilisant une version de´die´e de notre algo-
rithme [123].
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4.3.5 Exemple de re´sultat : visualisation du re´seau me´tabolique de la
levure
La Figure 4.12 montre le dessin re´sultant de l’application de notre me´thode sur le
re´seau me´tabolique de l’organisme Saccharomyces cerevisiae (levure) fourni par la base de
donne´es BioCyc [112]. Ce re´seau contient 836 sommets (422 me´tabolites, 414 re´actions) et
936 areˆtes re´parties en 164 voies me´taboliques.
Figure 4.12: Le re´seau me´tabolique de l’organisme Saccharomyces cerevisiae (levure)
dessine´ avec notre me´thode. La voie me´tabolique du cycle TCA (responsable de la
respiration ae´robie) a e´te´ inse´re´e a priori dans l’ensemble des voies inde´pendantes
avant la phase de partitionnement. Dans la vue de´taille´e, on peut observer que le
cycle de re´actions contenu dans la voie du cycle TCA a e´te´ correctement de´tecte´ et
repre´sente´.
On peut remarquer que les contraintes que notre algorithme essaie de respecter ont
bien e´te´ prises en compte :
• aucune duplication de sommets n’a e´te´ effectue´e,
• la repre´sentation ne contient pas d’occlusions visuelles
• les areˆtes sont dessine´es de manie`re ”pseudo-orthogonales”
• des structures topologiques ont e´te´ de´tecte´es et correctement repre´sente´es.
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Ne´anmoins, l’ensemble de voies me´taboliques inde´pendantes calcule´ durant la phase de
partitionnement contient 33 voies me´taboliques et les autres ont e´te´ re´parties sur l’en-
semble de la zone de dessin. Comme mentionne´ dans la sous-section 4.2, ceci est princi-
palement duˆ au respect de la Contrainte de duplication. Notre me´thode peut re´soudre ce
proble`me en permettant a` l’utilisateur de renseigner un ensemble de voies me´taboliques
pour lesquelles la Contrainte de proximite´ sera strictement respecte´e. Par exemple, si il est
inte´resse´ par la respiration ae´robie, l’utilisateur peut de´cider d’inse´rer la voie me´tabolique
du cycle des acides tricarboxyliques (aussi appele´ cycle TCA ou cycle de Krebs ou cycle
de l’acide citrique) dans l’ensemble de voies inde´pendantes comme cela a e´te´ fait pour
ge´ne´rer le dessin de la Figure 4.12. On peut d’ailleurs remarquer dans la vue de´taille´e que
la Contrainte de proximite´ et la Contrainte de dessin biologique ont e´te´ respecte´es pour
la voie me´tabolique du cycle TCA car cette voie est dessine´e de fac¸on compacte et le plus
long cycle de re´actions contenue dans cette voie a e´te´ de´tecte´ et correctement repre´sente´.
4.3.6 Relaxation de la contrainte de duplication
Pre´ce´demment, nous avons de´crit comment notre technique peut dessiner un re´seau
me´tabolique complet tout en e´vitant de dupliquer des sommets. Cependant, en conside´-
rant des re´seaux denses et/ou complexes, la phase de partitionnement peut calculer un
tre`s petit ensemble de voies me´taboliques inde´pendantes menant a` des repre´sentations
ou` de nombreuses voies ont e´te´ re´parties sur l’ensemble de la zone de dessin. De plus, la
visualisation re´sultante peut e´galement souffrir de proble`mes d’occlusion et de lisibilite´.
Pour re´soudre ce proble`me, nous proposons de relaxer la Contrainte de duplication suivant
deux niveaux :
1. Niveau voie me´tabolique : Quand un me´tabolite est implique´ dans de nombreuses
re´actions, alors ne pas dupliquer ce dernier peut cre´er un grand nombre de croise-
ments d’areˆtes inutiles. Pour re´soudre ce proble`me, nous donnons la possibilite´ a`
l’utilisateur de dupliquer les me´tabolites en fonction du nombre de re´actions ou` ils
sont implique´s.
2. Niveau re´seau : Quand quelques voies me´taboliques partagent des me´tabolites
et/ou des re´actions avec beaucoup d’autres, alors le calcul de l’ensemble des voies
inde´pendantes peut produire de mauvais re´sultats. Dans ce cas, nous donnons e´ga-
lement la possibilite´ a` l’utilisateur de dupliquer des me´tabolites et des re´actions en
fonction du nombre de voies me´taboliques les contenant.
Par exemple, conside´rons le re´seau me´tabolique de la levure de´crit dans la section 4.3.5.
Lors de la phase de partitionnement, notre algorithme calcule un ensemble de 33 voies
inde´pendantes, i.e. 20% de l’ensemble de toutes les voies. En dupliquant toutes les re´actions
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et me´tabolites appartenant a` plus de 3 voies diffe´rentes, alors notre algorithme calcule
un ensemble de 86 voies inde´pendantes, i.e. 52% de l’ensemble de toutes les voies. Notre
technique de dessin va ainsi garantir que la repre´sentation re´sultante respectera strictement
la Contrainte de proximite´ pour 86 voies me´taboliques (au lieu de 33). La repre´sentation
du re´seau apre`s relaxation de la Contrainte de duplication est plus lisible et contient
moins d’occlusions que celle calcule´e sans aucune duplication. Cette approche peut eˆtre
vue comme un compromis entre la Contrainte de duplication et la Contrainte de proximite´.
La Figure 4.13 montre deux visualisations du re´seau me´tabolique de la levure apre`s
duplication de sommets. Dans la Figure 4.13(a), les sommets appartenant a` plus de 3 voies
me´taboliques ont e´te´ duplique´s. Dans la Figure 4.13(b), les sommets appartenant a` plus
de 1 voie me´tabolique ont e´te´ duplique´s. Dans cette Figure, les voies me´taboliques ont e´te´
mis en exergue par des enveloppes concaves (voir section 7.2).
4.3.7 Complexite´ et temps de calcul
En terme de complexite´ en temps, le goulot d’e´tranglement de notre me´thode se trouve
dans la phase de partitionnement en raison de la de´tection de plus long cycle, proble`me
connu pour eˆtre NP-Complet [113]. Nous utilisons une me´thode exacte, via un parcours
en profondeur (DFS) borne´e par le temps, pour de´terminer le plus long cycle. Ainsi si
le re´seau en entre´e contient seulement une voie me´tabolique, l’algorithme de de´tection
de plus long cycle est applique´ sur le re´seau entier menant a` une complexite´ en temps
exponentielle .
Ne´anmoins ce pire des cas n’arrive jamais dans des sce´narios re´els et notre me´thode
peut dessiner un re´seau entier en quelques secondes. La Figure 4.14 montre les boˆıtes a`
moustaches des temps de calcul en secondes de notre technique de dessin pour les 113
organismes de la base de donne´es MetExplore [45]. Cette base de donne´es contient des
re´seaux me´taboliques simples comme celui de Candidatus Hodgkinia cicadicola (144 som-
mets, 133 areˆtes et 21 voies me´taboliques) ou complexes comme celui de l’Homo sapiens
(1932 sommets, 2140 areˆtes et 272 voies me´taboliques).
Les temps de calcul de la me´thode comple`te varient de 0.5 secondes (pour Candidatus
Hodgkinia cicadicola) a` 66.7 secondes (pour Mycobacterium smegmatis) et le temps de
calcul moyen (resp. me´dian) est de 11.3 secondes (resp. 6.5 secondes). On peut e´galement
remarquer dans la Figure 4.14 que le temps de calcul de la phase de partitionnement
est tre`s faible (le temps de calcul moyen est de 0.33 secondes et la me´diane vaut 0.27
secondes) par rapport au temps de calcul global. Bien que la de´tection du plus long cycle
soit le goulot d’e´tranglement en terme de complexite´ en temps, il semble que la phase de
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(a)
(b)
Figure 4.13: Repre´sentations du re´seau me´tabolique de l’organisme Saccharomyces
cerevisiae (levure). (a) apre`s duplication de sommets appartenant a` plus de 3 voies
me´taboliques. (b) apre`s duplication des sommets appartenant a` plus de 1 voie me´-
tabolique. Les voies me´taboliques sont mises en exergue en utilisant des enveloppes
concaves (voir section 7.2).100
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Figure 4.14: Boˆıtes a` moustaches des temps de calcul en secondes de notre me´thode
de dessin d’un re´seau me´tabolique entier pour les 113 organismes de la base de donne´es
MetExplore [45]
placement de sommets soit la plus longue en terme de temps de calcul (le temps de calcul
moyen est de 8.7 secondes et la me´diane vaut 4.8 secondes).
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4.4 Mise en e´vidence de voies me´taboliques dans la
repre´sentation
La repre´sentation d’un re´seau me´tabolique produite avec notre me´thode pre´serve la
topologie du re´seau. Cependant, la phase de regroupement d’areˆtes rend difficile la taˆche
d’identifier chaque voie me´tabolique meˆme si certaines de ces dernie`res sont dessine´es dans
une re´gion compacte du dessin. Il peut ainsi eˆtre difficile de suivre une areˆte de sa cible a` sa
source vu que les areˆtes regroupe´es sont dessine´es l’une sur l’autre. De plus les nombreux
croisements entre faisceaux d’areˆtes induisent des ambigu¨ıte´s sur les routes suivies par
chaque areˆte.
Pour re´soudre ce proble`me, nous proposons deux techniques d’interaction de type
Focus+Contexte (voir section 1.2.2.2) permettant de mettre en exergue des voies me´tabo-
liques d’inte´reˆt dans la repre´sentation. La premie`re technique aide a` identifier la position
des voies concerne´es dans le dessin en les entourant par des enveloppes concaves (voir
de´finition et de´tails de la technique pour les ge´ne´rer a` la section 7.2) . La seconde vise a`
se concentrer sur une voie en particulier et obtenir une information pre´cise de sa structure
topologique en appliquant une de´formation 3d sur les primitives ge´ome´triques repre´sen-
tant ses e´le´ments. Cette de´formation agit a` un e´chelle locale et fait en sorte que le dessin
de la voie soit plaque´ sur une surface cylindrique. Cette technique d’interaction sera plus
amplement de´taille´e dans la section 7.3 de ce manuscrit.
Un exemple d’application est la mise en e´vidence des voies me´taboliques contenant
un me´tabolite particulier ou une re´action particulie`re. Supposons par exemple que l’on
se´lectionne l’e´le´ment malate dans la repre´sentation du re´seau me´tabolique de l’organisme
Saccharomyces cerevisiae. Cet e´le´ment est contenu dans 3 voies me´taboliques associe´es a` ce
re´seau. La Figure 4.15 montre une illustration de la technique d’interaction entourant les
voies d’inte´reˆt avec des enveloppes concaves. On peut observer que cette technique permet
d’identifier facilement les e´le´ments de chaque voie ainsi que la position de ces dernie`res
dans le dessin. Les e´le´ments en commun entre voies peuvent e´galement eˆtre de´termine´s
en regardant les intersections entre les enveloppes. Quelques ambigu¨ıte´s persistent tout de
meˆme. Il est par exemple difficile d’avoir une ide´e pre´cise de la topologie de chaque voie,
principalement duˆ au fait que les areˆtes sont regroupe´es. La Figure 4.16 illustre la technique
d’interaction permettant de mettre clairement en e´vidence une voie et sa topologie en
utilisant une de´formation 3d. L’utilisation de cette technique permet de lever clairement les
ambigu¨ıte´s qui persistaient avec la technique de mise en e´vidence par enveloppes concaves.
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Figure 4.15: Illustration de la mise en e´vidence de voies me´taboliques contenant un
e´le´ment particulier du re´seau. Ici, le me´tabolite malate a e´te´ se´lectionne´ (en rouge dans
le cycle a` droite) dans le dessin du re´seau me´tabolique de l’organisme Saccharomyces
cerevisiae. Cet e´le´ment est contenu dans 3 voies me´taboliques dont les dessins ont e´te´
entoure´s a` l’aide d’enveloppes concaves : cycle TCA (en vert), gluconeogenesis (en
bleu), serine-isocitrate lyase (en rouge).
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(a) (b)
(c)
Figure 4.16: Illustration de la mise en exergue de voies me´taboliques particulie`res a`
l’aide d’une de´formation 3d. Les voies pre´sente´es ici sont les meˆme que celles de la
Figure 4.15, soit celles contenant l’e´le´ment malate (colore´ en rouge). (a) cycle TCA
(b) gluconeogenesis (c) serine-isocitrate lyase
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Deuxie`me partie
Infographie pour la visualisation
interactive de graphes
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Cette partie vise a` pre´senter les diffe´rents travaux en infographie (en anglais, Computer
Graphics) pour la visualisation de graphes re´alise´s au cours de cette the`se. La majorite´
de ces travaux s’attachent a` exploiter la puissance de calcul offerte par les processeurs
graphiques contemporains.
Dans le chapitre 5, nous pre´sentons une technique pour optimiser le temps de rendu de
courbes parame´triques (e.g. courbes de Be´zier). De´veloppe´e originellement pour acce´le´rer
le temps de rendu des visualisations de graphe ou` les areˆtes sont repre´sente´es par des
courbes, la me´thode est ge´ne´rique et peut eˆtre utilise´e dans d’autres contextes que la
Visualisation d’Information.
Le chapitre 6 introduit un exemple de technique de rendu exploitant pleinement le
processeur graphique pour la Visualisation d’Information. Cette technique permet d’ex-
traire l’information de densite´ des faisceaux d’areˆtes dans une visualisation de graphe ou`
un algorithme de regroupement d’areˆtes a e´te´ applique´.
Enfin, le chapitre 7 pre´sente diffe´rentes techniques pour visualiser un ou plusieurs
sous-graphes d’inte´reˆt dans le contexte global d’une visualisation de graphe.
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Chapitre 5
Utilisation de courbes parame´-
triques pour lisser la forme des
areˆtes
Dans ce chapitre, nous pre´sentons les travaux autour du dessin des areˆtes dans un
contexte de visualisation de graphe avec regroupement d’areˆtes. Apre`s avoir applique´
un algorithme de regroupement d’areˆtes comme celui pre´sente´ dans la section 3.3.1, une
areˆte est repre´sente´e par une ligne brise´e en raison de l’e´tape de routage lui associant
un ensemble de points de controˆle. En fonction de la taille du graphe et de la grille de
routage utilise´e, ce nombre de points de controˆle peut eˆtre assez important (de l’ordre de
plusieurs dizaines voire centaines). Dans le dessin de graphe re´sultant, ce grand nombre
de points de controˆle induit un effet ”zig zag” sur les areˆtes les rendant difficile a` suivre
d’une extre´mite´ a` l’autre. La qualite´ esthe´tique de la visualisation paˆtit e´galement de cet
effet. Afin de lisser la forme des areˆtes, nous avons choisi de les repre´senter comme des
courbes parame´triques. Nous avons investigue´ trois types de courbes (voir Figure 5.1) :
– les courbes de Be´zier
– les courbes B-Splines
– les courbes de Catmull-Rom
L’utilisation de courbes parame´triques produit une visualisation de graphe bien plus esthe´-
tique par rapport a` l’utilisation de lignes brise´es. De plus, les areˆtes partageant des points
de controˆle successifs restent groupe´es sur ces portions donnant une plus belle impression
de flux entre diffe´rentes re´gions du dessin. Un des de´savantages de l’utilisation de courbes
est que quelques chevauchements entre sommets et areˆtes peuvent re´apparaˆıtre dans le
dessin (principalement avec les courbes de Be´zier qui manquent de controˆle local). Mais
le principal proble`me vient surtout du fait que le couˆt de calcul des points interpolant la
courbe le long de son trace´ est assez important et augmente en fonction du nombre de
points de controˆle. Pour palier a` cette situation, nous avons de´veloppe´ une imple´mentation
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sur processeur graphique pour rendre efficacement un tre`s grand nombre de courbes para-
me´triques de´finies par un nombre arbitraire de points de controˆle. L’autre inte´reˆt majeur
de cette imple´mentation est qu’elle donne la possibilite´ de mettre en place des interactions
fluides avec le dessin de graphe. Les pre´misses de ces travaux ont e´te´ publie´s dans les actes
de la 14e`me confe´rence internationale sur la Visualisation d’Information (IV’10) [121].
5.1 Introduction aux courbes parame´triques
Une courbe parame´trique est de´finie par des points de controˆle et est analytiquement
de´crite par un polynoˆme P (t). Pour calculer les points de la courbe, ce polynoˆme doit
eˆtre e´value´ pour t prenant ses valeurs dans l’intervalle [0, 1]. Pour dessiner la courbe, on
e´value le polynoˆme pour un certain e´chantillonnage de t dans [0, 1] et on trace une ligne
entre chaque P (t) successifs. La de´finition et le degre´ du polynoˆme P (t) varient suivant
le type de la courbe. Pour de plus amples informations sur les diffe´rents types de courbes
parame´triques, nous recommandons la lecture du cours du professeur Shene [166].
5.1.1 Courbes de Be´zier
Les courbes de Be´zier sont des courbes polynomiales parame´triques de´crites pour la
premie`re fois en 1962 par l’inge´nieur franc¸ais Pierre Be´zier. Soit (P0, P1, . . . , Pn) les points
de controˆle d’une courbe de Be´zier. Le degre´ du polynoˆme de´finissant la courbe est de
n− 1. Ce polynoˆme de´fini par les points de controˆle est le suivant :
P (t) =
n∑
i=0
Bi,n(t)Pi (1)
ou` :
Bi,n(t) =
(
n
i
)
(1− t)n−iti, 0 ≤ t ≤ 1 (2)
correspondent aux polynoˆmes de Bernstein et
(
n
i
)
= n!
i!(n− i)! de´notent les coefficients
binomiaux usuels. Un exemple de courbe est donne´ a` la Figure 5.2.
Une courbe de Be´zier posse`de les proprie´te´s suivantes :
• La courbe est a` l’inte´rieur de l’enveloppe convexe de´finie par ses points de controˆle.
• La courbe commence au point P0 et se termine au point Pn, mais ne passe pas a`
priori par les autres points qui de´terminent cependant son allure ge´ne´rale.
• −−−→POP1 est le vecteur tangent a` la courbe en P0 et −−−−→Pn−1Pn au point Pn.
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(a)
(b)
(c)
(d)
Figure 5.1: Diffe´rents dessins d’un graphe avec regroupements d’areˆtes en fonction
du type de repre´sentation des areˆtes. (a) poli-lignes (b) courbes de Be´zier (c) courbes
B-Spline (d) courbes de Catmull-Rom 111
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Figure 5.2: Exemple de courbe de Be´zier de degre´ 6 de´finie par 7 points de controˆle.
• La courbe est infiniment de´rivable (de classe C∞).
Ce type de courbes est particulie`rement couˆteux a` calculer, surtout quand le nombre de
points de controˆle est e´leve´. Pour les courbes de degre´ faible, l’e´valuation de P (t) peut eˆtre
optimise´e par la technique des forward difference [15] ou` les multiplications sont confine´es
dans une phase d’initialisation et le calcul des points de la courbe repose uniquement sur
des additions. Bien que cette approche est plus efficace en termes de temps de calcul, elle
est plus sensible aux erreurs de pre´cision et n’est pas ade´quate pour les courbes de´finies par
plus de quatre points de controˆle. L’algorithme de Casteljau [48] est une autre alternative
pour e´valuer les points d’une courbe de Be´zier, reposant sur une approche re´cursive pour
e´valuer les polynoˆmes en forme de Bernstein. Cet algorithme est plus lent a` s’exe´cuter
(complexite´ quadratique) que l’e´valuation polynomiale classique mais il est plus stable
nume´riquement.
5.1.2 Courbes B-Spline
Les courbes B-Spline sont une ge´ne´ralisation des courbes de Be´zier. Soit (P0, P1, . . . , Pn)
les points de controˆle d’une courbe B-Spline et une se´quence de nœuds non de´croissante
T = {t0, t1, . . . , tm} avec 0 ≤ ti ≤ 1. Une courbe B-Spline de degre´ p de´finie par ces points
de controˆle et le vecteur de nœuds T est analytiquement de´crite par le polynoˆme :
P (t) =
n∑
i=0
Ni,p(t)Pi (3)
ou` les Ni,p(t) correspondent aux fonctions de bases B-Spline de degre´ p. L’e´valuation
de ces fonctions peut eˆtre effectue´e de fac¸on stable nume´riquement graˆce a` la formule de
re´currence de Cox-de Boor [47] :
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Ni,0(t) =
 1 si ti ≤ t ≤ ti+10 sinon
Ni,p(t) =
t− ti
ti+p − tiNi,p−1(t) +
ti+p+1 − t
ti+p+1 − ti+1Ni+1,p−1(t)
(4)
Un exemple de courbe B-Spline de degre´ 3 est donne´ a` la Figure 5.3.
Figure 5.3: Exemple de courbe B-Spline de degre´ 3 de´finie par 7 points de controˆle.
Contrairement a` une courbe de Be´zier, une courbe B-Spline implique plus de donne´es
en entre´e, soit :
– un ensemble de n+ 1 points de controˆle
– une se´quence de m+ 1 nœuds
– un degre´ p
Les proprie´te´s d’une courbe B-Spline sont les suivantes :
• n, m et p doivent satisfaire m = n + p + 1. Plus pre´cise´ment, si on veut de´finir une
courbe B-Spline de degre´ p avec n+1 points de controˆle, n+p+2 nœuds doivent eˆtre
donne´s. Inversement, si une se´quence de m+1 nœuds et n+1 points de controˆle sont
donne´s, le degre´ de la courbe B-Spline est p = m− n− 1. Le degre´ d’une courbe B-
Spline est donne´ en entre´e, contrairement a` une courbe de Be´zier ou` le degre´ de´pend
du nombre de points de controˆle.
• Sur l’intervalle de´fini par deux nœuds successifs [ti, ti+1[, au plus p+ 1 fonctions de
bases B-Spline sont diffe´rentes de 0, a` savoir : Ni−p,p(t), Ni−p+1,p(t), . . . , Ni,p(t).
• Le point sur la courbe correspondant a` un nœud ti, P (ti), est appele´ point nœud.
Ces points nœud divisent la courbe B-Spline en des segments de courbe, chacun
d’entre eux e´tant de´fini sur l’intervalle entre deux nœuds successifs. Ces segments
correspondent a` des courbes de Be´zier de degre´ p.
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• Une courbe B-Spline offre plus de controˆle quant a` sa forme par rapport a` une courbe
de Be´zier. Ainsi, changer la position d’un point de controˆle ne modifie que localement
l’allure ge´ne´rale de la courbe.
• Une courbe B-Spline est contenue dans l’enveloppe convexe de ses points de controˆle.
Plus pre´cise´ment, pour une valeur de t contenu dans l’intervalle de nœuds [ti, ti+1[,
P (t) est contenu dans l’enveloppe convexe des points de controˆle Pi−p, Pi−p+1, . . . , Pi.
• Si la se´quence de nœuds n’a pas une structure particulie`re, la courbe ge´ne´re´e ne
passera pas par le premier et dernier point de controˆle. Afin d’obtenir une telle
proprie´te´, le premier et dernier nœud doit eˆtre de multiplicite´ p+1. Plus pre´cise´ment,
les p+1 premiers nœuds doivent eˆtre e´gaux a` 0 et les p+1 derniers a` 1. Par exemple,
pour la courbe de la Figure 5.3, le nombre de points de controˆle est n+ 1 = 7, et le
degre´ de la courbe vaut p = 3. Ainsi, m doit valoir 10 car 6+3+2 = 11 nœuds doivent
eˆtre fournis. Afin que la courbe passe par le premier et dernier point de controˆle, les
4 premiers et 4 derniers nœuds doivent eˆtre identiques. Les 11 − 4 ∗ 2 = 3 nœuds
restants peuvent prendre n’importe quelles valeurs dans [0, 1]. Dans notre cas, ils
sont de´finis comme e´tant uniforme´ment espace´s. La se´quence de nœuds utilise´e pour
ge´ne´rer la courbe est donc {0, 0, 0, 0, 0.25, 0.5, 0.75, 1, 1, 1, 1}.
5.1.3 Courbes de Catmull-Rom
Les courbes de Catmull-Rom ont e´te´ introduites dans [40] et portent le nom de leurs
concepteurs : Edwin Catmull et Raphael Rom. Soient (P0, P1, . . . , Pn) les points de controˆle
d’une telle courbe. Pour chaque Pi, un parame`tre ti dans [0, 1] est associe´ (0 ≤ ti ≤ ti+1 ≤
1). Une courbe de Catmull-Rom a les proprie´te´s suivantes :
• La courbe interpole (passe par) ses points de controˆle, ce qui donne beaucoup de
flexibilite´ pour de´finir sa forme.
• La courbe n’est pas obligatoirement contenue dans l’enveloppe convexe de ses points
de controˆle.
• La courbe a un support local, ce qui signifie que chaque point de controˆle n’affecte
seulement qu’une petite portion de la courbe.
• La courbe a une repre´sentation polynomiale par morceaux. Ainsi une courbe de
Catmull-Rom Ck continue est constitue´e de segments de Be´zier de degre´ 2k + 1
entre chaque point de controˆle successif. Ces morceaux polynomiaux sont seulement
influence´s par un ensemble local de points de controˆle. Ainsi, le morceau de la courbe
entre les parame`tres ti et ti+1 est influence´ par les points de controˆle Pi−k, . . . , Pi+1+k.
De plus, le morceau de courbe interpole ses extre´mite´s (i.e. a` ti (resp. ti+1), la courbe
s’e´value en Pi−k (resp. Pi+1+k)).
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Les courbes de Catmull-Rom C1 continues sont les plus simples et les plus populaires.
Elles sont compose´es de segments de Be´zier cubiques. Un exemple d’une telle courbe est
donne´e a` la Figure 5.4.
Figure 5.4: Exemple de courbe de Catmull-Rom de degre´ 3 (C1continue) de´finie par
7 points de controˆle.
Le choix des ti re´fe`re a` la parame´trisation d’une courbe. Ils peuvent eˆtre ge´ne´ralise´s
par la formule suivante :
t0 = 0
t0<i≤n =
∑i
j=1 |Pj − Pj−1|α∑n
j=1 |Pj − Pj−1|α
(5)
Le parame`tre α prend ses valeurs dans [0, 1]. Quand α = 0, la parame´trisation est dite
uniforme, quand α = 0.5, la parame´trisation est dite centripe´tale et α = 1 de´finit une
parame´trisation cordale. Suivant la parame´trisation choisie, l’allure de la courbe varie.
Dans [198], Yuksel et al. ont prouve´ que seule une parame´trisation centripe´tale garantie
que la courbe ge´ne´re´e ne comportera pas de point de rebroussement (en anglais, cusp) et
ne s’intersectera pas avec elle meˆme.
Soit 0 ≤ ti ≤ t < ti+1 ≤ 1 le parame`tre pour lequel calculer un point de la courbe. Pour
0 < i < n − 1, les points de controˆle influenc¸ant la forme de la courbe sont Q0 = Pi−1,
Q1 = Pi, Q2 = Pi+1 et Q3 = Pi+2. Pour i = 0, on peut prendre les points suivants :
Q0 = P0 − (P1 − P0), Q1 = P0, Q2 = P1 et Q3 = P2. Et pour i = n− 1, on peut prendre :
Q0 = Pn−2, Q1 = Pn−1, Q2 = Pn et Q3 = Pn + (Pn − Pn−1).
Les points de controˆle Bj (0 ≤ j ≤ 3) de´finissant le segment de Be´zier cubique sur
l’intervalle [ti, ti+1] peuvent eˆtre obtenus via les formules suivantes :
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B0 = Q1
B1 =
d2α1 Q2 − d2α2 Q0 + (2d2α1 + 3dα1dα2 + 2d2α2 )Q1
3dα1 (dα1 + dα2 )
B2 =
d2α3 Q1 − d2α2 Q3 + (2d2α3 + 3dα3dα2 + 2d2α2 )Q2
3dα3 (dα3 + dα2 )
B3 = Q2
(6)
ou` di = |Qi −Qi−1|.
Le polynoˆme P (t) de´finissant la courbe sur l’intervalle [ti, ti+1] est donc (apre`s expan-
sion des coefficients binomiaux) :
P (t) = B0 ∗ (1− t− ti
ti+1 − ti)
3 + 3 ∗B1 ∗ t− ti
ti+1 − ti ∗ (1−
t− ti
ti+1 − ti)
2
+3 ∗B2 ∗ ( t− ti
ti+1 − ti)
2 ∗ (1− t− ti
ti+1 − ti) +B3 ∗ (
t− ti
ti+1 − ti)
3
(7)
5.2 Optimisation du temps de rendu de courbes
parame´triques
Le de´fi auquel nous e´tions confronte´ est que la ge´ne´ration de courbes parame´triques a
un couˆt relativement e´leve´ dans le cas ou` l’on veut interagir avec les faisceaux d’areˆtes d’un
dessin de graphe. Bien que les courbes peuvent eˆtre dessine´es en un temps raisonnable pour
des dessins statiques en utilisant des techniques de rendu standards, le proble`me devient
plus complexe lorsque une technique d’interaction requiert de modifier la forme des areˆtes
de fac¸on continue. Par exemple, dans l’interaction Bring & Go (voir section 1.2.2.1 et
Figure 1.16), le rapprochement des voisins d’un sommet implique de modifier les points
de controˆle des areˆtes concerne´es a` chaque e´tape de l’animation et donc de recalculer les
points de la courbe a` la vole´e. De plus, nous ne voulions pas imposer une borne supe´rieure
sur le nombre de points de controˆle de´finissant la forme d’une areˆte. Comme le calcul des
points interpolant les courbes posait un vrai poids sur le syste`me, nous avions besoin d’une
approche vraiment efficace pour les dessiner. La solution que nous avons conc¸us e´vite le
plus possible d’effectuer les calculs sur le CPU. Elle repose sur l’utilisation du processeur
graphique pour le calcul des points interpolant les courbes.
Dans cette section, nous pre´sentons les imple´mentations sur processeur graphique pour
optimiser le temps de rendu de courbes parame´triques. Apre`s avoir rappele´ les techniques
classiques pour le rendu de courbes parame´triques, nous de´taillons le fonctionnement de
notre imple´mentation optimise´e.
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5.2.1 Techniques classiques pour le rendu de courbes parame´triques
Cette section vise a` introduire les me´thodes classiques utilise´es pour dessiner des
courbes parame´triques ainsi que leurs limitations.
Une approche classique pour le dessin de courbes est de pre´calculer les points inter-
polant une courbe au CPU, les stocker en me´moire puis envoyer ces points au proces-
seur graphique pour qu’il la dessine a` l’e´cran. Si cette approche est convenable lorsque le
nombre de courbes a` dessiner est peu e´leve´, elle l’est beaucoup moins lorsque l’on veut en
rendre finement un grand nombre surtout en termes d’occupation me´moire. Par exemple,
pour dessiner 105 courbes, avec 200 points par courbes – un point e´tant stocke´ comme
3 nombres en point flottant (4 octets chacun), la quantite´ de me´moire ne´cessaire pour
stocker les points des courbes serait de 240Mo. Si cette quantite´ peut paraˆıtre anecdotique
compare´e a` la quantite´ de me´moire vive disponible sur les stations de travail actuelles,
elle l’est beaucoup moins pour les syste`mes embarque´s ou mobiles ou` l’optimisation de
l’occupation me´moire d’une application est cruciale.
Une autre solution pour rendre des courbes est d’utiliser les composants inte´gre´s aux
API graphiques de haut niveau. Par exemple, en OpenGL, cette taˆche peut eˆtre acheve´e
en utilisant une fonctionnalite´ standard appele´e e´valuateurs. Les e´valuateurs peuvent eˆtre
utilise´s pour construire des courbes et surfaces base´es sur les polynoˆmes en forme de
Bernstein. Cela inclue les courbes/surfaces de Be´zier ainsi que les courbes/surfaces B-
Splines. Un e´valuateur est initialise´ a` partir d’un tableau de points de controˆles et permet
de calculer les points interpolant la courbe sur le processeur graphique en envoyant le
parame`tre t au pipeline de rendu. Cependant, la plupart des imple´mentations OpenGL
ont restreint le nombre maximum de points de controˆle autorise´s a` huit. Ainsi pour dessiner
une courbe de Be´zier ou une B-Spline cubique de´finie par plus de huit points de controˆle,
cela doit eˆtre fait par morceaux en subdivisant la courbe en courbes de´finies par moins de
points de controˆle. Par conse´quent, la performance pour dessiner des courbes parame´trique
avec cette technique de´croˆıt fortement quand le nombre de points de controˆle augmente.
De plus, les e´valuateurs ont e´te´ de´pre´cie´s a` partir de la version 3 d’OpenGL.
Si ces deux approches fonctionnent bien pour rendre un petit nombre de courbes
de´finies par un petit nombre de points de controˆle, elles ne sont pas ade´quates pour
re´soudre notre proble`me de dessiner un grand nombre de courbes de´finies par plusieurs
dizaines de points de controˆle efficacement.
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5.2.2 Techniques exploitant le processeur graphique pour le rendu de
courbes parame´triques
Nous pre´sentons dans cette section les diffe´rentes imple´mentations sur processeur gra-
phique que nous avons expe´rimente´es pour le rendu de courbes parame´triques. Le principe
est de calculer l’ensemble des points interpolant une courbe sur le processeur graphique
vu que ce dernier est particulie`rement adapte´ pour le calcul vectoriel. En utilisant l’API
graphique de haut niveau OpenGL, nous pouvons encapsuler ces ope´rations dans un vertex
shader. Ce type de programme, e´crit dans un langage proche du C appele´ GLSL (OpenGL
Shading Language), permet de customiser l’e´tape de traitement des sommets en entre´e
du pipeline de rendu (voir Figure 1.21). L’objectif initial de cet e´tape est de transformer
les coordonne´es 3D des sommets vers des coordonne´es e´cran en 2D. Nous allons modifier
cette e´tape afin de calculer les points interpolant une courbe. Le principal avantage de ces
imple´mentations, outre la rapidite´ des calculs en points flottants, vient des capacite´s de
calcul massivement paralle`les offerts par les processeurs graphiques contemporains. Ainsi,
plusieurs instances du meˆme vertex shader peuvent eˆtre exe´cute´s en paralle`les. Sur les
processeurs contemporains, il est possible de calculer une dizaine de points interpolant
une courbe en paralle`le.
Le principe des diffe´rentes imple´mentations que nous allons pre´senter est le meˆme pour
toutes. Pour chaque courbe a` rendre, les points de controˆle la de´finissant sont accessibles
depuis le vertex shader. Le parame`tre t de´finissant quel point de la courbe a` calculer est
transmis dans la composante x des sommets en entre´e du pipeline de rendu. Le vertex
shader va alors interpoler le point de la courbe correspondant puis le transmettre a` la
prochaine e´tape du pipeline de rendu. La principale diffe´rence entre nos imple´mentations
provient de la manie`re dont les points de controˆle sont transmis au shader. Nous avons
ainsi teste´ trois techniques pour le stockage de ces points :
1. stockage des points dans un tableau uniforme : Il est possible de de´clarer des
variables uniformes de type tableau dans un shader. Avant de rendre une courbe, les
points de controˆle sont transmis au shader et stocke´s dans ce tableau. L’avantage de
cette technique est que le temps d’acce`s aux points est extreˆmement rapide car on
acce`de a` une me´moire locale en lecture seule. L’inconve´nient est que le nombre de
points de controˆle pouvant eˆtre stocke´s varie selon le mode`le du processeur graphique
et la quantite´ de me´moire vide´o disponible. Sur des processeurs graphiques perfor-
mants, cette solution est tout a` fait viable. Par exemple, sur une NVDIA Quadro FX
1800M, il est possible de stocker un millier de points de controˆle dans la me´moire
d’un vertex shader. Le de´tail de cette imple´mentation est pre´sente´ en annexe B.1.
2. stockage des points dans une texture 2D : Une autre solution, plus ge´ne´rique,
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est de stocker l’ensemble des points de controˆle des courbes a` rendre dans une texture
2D. Ce type de texture correspond a` un tableau de pixels a` deux dimensions, chaque
pixel e´tant de´fini par un vecteur a` 4 composantes. La majorite´ des processeurs gra-
phiques ge`rent les pixels de´finis par des valeurs en points flottants. En fixant la taille
de la texture et en transfe´rant un index au vertex shader, il est alors possible de
re´cupe´rer les bons points de controˆle pour chaque courbe a` dessiner. Cette technique
permet de passer un tre`s grand nombre de points de controˆle au shader et devrait
pouvoir fonctionner sur un grand nombre de processeurs graphiques. Cependant, le
temps d’acce`s a` la me´moire des textures est bien plus long que celui d’acce`s a` la
me´moire locale du shader. Le code source de cette solution est donne´ en annexe B.2.
3. stockage des points dans un texture buffer object : Cette dernie`re imple´men-
tation fait appel a` des extensions OpenGL disponibles sur les processeurs graphiques
re´cents. Les points de controˆles sont stocke´s dans un texture buffer object, qui peut
eˆtre vu comme un grand tableau a` une dimension indexable par des entiers. Un tre`s
grand nombre de points de controˆle peut y eˆtre stocke´ et le temps d’acce`s a` cette
me´moire est significativement plus rapide que celui pour lire une texture 2D. Les
courbes sont rendues en utilisant une technique d’instancing, permettant de rendre
la meˆme ge´ome´trie de multiples fois, en modifiant certains parame`tres depuis le
shader via un index ge´ne´re´ automatiquement. L’imple´mentation de´taille´e de cette
solution est pre´sente´e en annexe B.3.
Nous proposons e´galement l’imple´mentation d’un geometry shader permettant d’ex-
truder une courbe a` la vole´e afin de lui donner une e´paisseur. La courbe est alors rendue
sous la forme d’un maillage de triangles. Un geometry shader permet de ge´ne´rer de nou-
velles primitives a` partir de celles envoye´es au pipeline de rendu. Il est par exemple possible
a` partir d’une ligne de ge´ne´rer un ensemble de triangles. L’avantage de cette technique
est qu’elle permet d’e´viter de ge´ne´rer l’extrusion coˆte´ CPU, e´conomisant ainsi du temps
CPU et de la me´moire. Le de´tail de l’imple´mentation de ce geometry shader est donne´ en
annexe B.4.
De´taillons maintenant comment sont calcule´s les points d’interpolation en fonction du
type de courbe a` rendre :
• courbe de Be´zier : Pour calculer un point de ce type de courbe, notre imple´men-
tation se contente d’e´valuer le polynoˆme P (t) de l’e´quation (1). Cependant, l’une
des astuces utilise´es est le calcul des coefficients binomiaux a` la vole´e, e´vitant ainsi
de transmettre d’autres donne´es au vertex shader. Pour une valeur de n fixe´e, les
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coefficients sont calcule´s ite´rativement via la formule de re´currence suivante :
v0 =
(
n
0
)
= 1
v0<i≤n =
(
n
i
)
= vi−1
((n+ 1)− i
i
) (8)
L’imple´mentation en GLSL est donne´e en annexe B.5.1. Les tests effectue´s ont mon-
tre´ que cette imple´mentation reste nume´riquement stable pour calculer des courbes
de Be´zier ayant jusqu’a` 120 points de controˆle. Des proble`mes de pre´cision de calcul
en point flottant peuvent apparaˆıtre au dela`. D’autres techniques ont e´te´ propose´es
pour rendre des courbes de Be´zier au GPU. Par exemple, Loop et Blinn [130] ont
pre´sente´ une me´thode pour rendre des chemins et des re´gions de´finis par des courbes
de Be´zier cubiques et quadratiques. Leur approche, principalement de´die´e pour le
rendu de police de caracte`res, est base´ sur l’utilisation d’un fragment shader. Un
polygone dont les sommets correspondent aux points de controˆle est rendu et le
fragment shader va e´carter les pixels ne se trouvant pas dans le polygone de´fini par
la courbe.
• courbe B-Spline : Pour calculer les points interpolant une courbe B-Spline, notre
imple´mentation va e´valuer le polynoˆme P (t) introduit a` l’e´quation (3). Le calcul des
fonctions de base B-Spline est aussi effectue´ par le vertex shader en utilisant une
version optimise´e de l’algorithme de Cox-de Boor (voir [166] et Algorithme 1). Nous
avons de´veloppe´ deux versions de notre imple´mentation pour les courbes B-Spline :
une optimise´e pour les B-Splines uniformes (i.e. les nœuds internes de multiplicite´
1 sont uniforme´ment espace´s) et une autre ge´ne´rique ou` les valeurs des nœuds sont
de´finies par l’utilisateur. Les codes sources en GLSL sont pre´sente´s en annexe B.5.2.
• courbe de Catmull-Rom : Pour rendre ce type de courbe, notre imple´mentation
va dans un premier temps de´terminer les points de controˆle influenc¸ant la forme
de la courbe pour le parame`tre t. Les points de controˆle du segment de Be´zier
cubique associe´ sont ensuite calcule´s selon l’e´quation (6). Enfin, le point de la courbe
associe´ au parame`tre t est calcule´ en e´valuant le polynoˆme de´fini a` l’e´quation (7).
A noter qu’un parame`tre supple´mentaire est transmis au vertex shader, a` savoir la
somme des distances entre chaque point de controˆle successif (voir de´nominateur
dans l’e´quation (5)). Ceci afin d’e´viter de la recalculer a` chaque fois qu’un point de
la courbe doit eˆtre interpole´. Le code source en GLSL est donne´ en annexe B.5.3.
120
5.2. Optimisation du temps de rendu de courbes parame´triques
Algorithme 1 Algorithme optimise´ de Cox-de Boor (voir [166])
Entre´es:

- n : nombre de point de controˆle
- p : degre´ de la courbe
- m+ 1 noeuds dans [0, 1] : {t0, . . . , tm}
- t : le parame`tre dans [0, 1] de´finissant le point de la courbe a` interpoler
Sorties: - les coefficients N0,p(t), N1,p(t), . . . , Nn−1,p(t) dans un tableau N
1: Pour i de 0 a` n− 1 faire
2: N[i] = 0
3: Fin Pour
4: Si t == t0 alors
5: N[0] = 1.0 Retourner
6: Sinon Si t == tm alors
7: N[n− 1] = 1.0 Retourner
8: Fin Si
9: Soit t dans l’intervalle de nœuds [tk, tk+1[
10: N[k] = 1.0
11: Pour d de 1 a` p faire
12: N[k − d] = tk+1 − t
tk+1 − t(k−d)+1
∗ N[(k − d) + 1]
13: Pour i de k − d+ 1 a` k − 1 faire
14: N[i] =
t− ti
ti+d − ti ∗ N[i] +
ti+d+1 − t
ti+d+1 − ti+1 ∗ N[i+ 1]
15: Fin Pour
16: N[k] =
t− tk
tk+d − tk ∗ N[k]
17: Fin Pour
5.2.3 Performances
Pour e´valuer et comparer les performances des diffe´rentes imple´mentations de rendu
de courbes parame´triques, nous avons utilise´ trois jeux de donne´es. Le premier (voir Fi-
gure 5.5(a)) contient 5000 courbes, chacune de´finie par 40 points de controˆle ge´ne´re´s ale´a-
toirement. Le second (voir Figure 5.5(b)) est un dessin du sous-re´seau du re´seau mondial
des transports ae´riens de l’anne´e 2000, contenant plus de 4000 areˆtes. Notre algorithme
de regroupement d’areˆtes [123] a e´te´ applique´, ge´ne´rant un nombre moyen de 30 points de
controˆle par areˆte. Le dernier jeu de donne´es (voir Figure 5.5(c)) est un dessin par mode`le
de force d’un graphe d’appel de fonctions ou` notre algorithme de regroupement d’areˆtes
a e´te´ applique´. Ce graphe contient plus de 11000 areˆtes et le nombre moyen de points de
controˆle par areˆte est de 16.
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Nous avons compare´ les performances de rendu (ligne et polygone) entre les trois imple´-
mentations au GPU pre´sente´es dans la section 5.2.2 mais aussi avec celles plus classiques
consistant a` calculer les points interpolant une courbe au CPU (avec ou sans mise en
cache). Pour chaque courbe a` dessiner, le nombre de points d’interpolations a e´te´ fixe´ a`
200. Les performances sont e´value´es en terme de nombre d’images par seconde mais e´ga-
lement en termes d’occupation me´moire des donne´es a` transmettre au pipeline de rendu
graphique. Dans le cas des imple´mentations au GPU, ces donne´es correspondent aux points
de controˆle des courbes a` rendre ainsi que quelques autres annexes : couleur, taille, . . .
Dans le cas des imple´mentations au CPU, ces donne´s correspondent a` l’ensemble des points
interpolant les courbes a` rendre ainsi que les donne´es de couleur associe´es.
La Table 5.1 pre´sente les re´sultats de ces tests de performance. La machine utilise´e pour
effectuer ces tests dispose d’un processeur Intel(R) Core(TM) i7 CPU X940 @ 2.13GHz
et d’un processeur graphique Nvidia Quadro FX 1800M. La taille de la feneˆtre de rendu
OpenGL est de 1920 × 1080 pixels. Pour le rendu B-Spline, l’imple´mentation optimise´e
pour les B-Splines uniformes a e´te´ utilise´e. A noter que les re´sultats de rendu des courbes
B-Splines et de Catmull-Rom pour le premier jeu de donne´es ne sont pas vraiment exploi-
tables. Ceci est duˆ au fait que le nombre d’ope´rations par pixels pour ce jeu de donne´es
et ces types de courbe est bien plus important, masquant les performances en amont du
pipeline graphique.
Les re´sultats montrent que l’imple´mentation au GPU la plus efficace est celle ou` les
donne´es sont stocke´es dans un tableau uniforme, suivi de pre`s par celle avec stockage dans
un texture buffer object. L’imple´mentation avec stockage des donne´es dans une texture 2D
est quant a` elle bien moins efficace. Au niveau du type de courbes, les B-Splines sont les plus
rapides a` rendre, suivi par les Be´zier. Les courbes de Catmull-Rom sont les moins rapides a`
calculer au GPU, duˆ au grand nombre de branchements dans l’imple´mentation. Ne´anmoins
les performances de rendu des imple´mentations GPU restent tre`s bonnes. Par exemple,
pour le deuxie`me jeu de donne´es, le nombre d’images par seconde pour le rendu des courbes
de Be´zier est de 25, celui des B-Splines de 34 et celui des courbes de Catmull-Rom de 22.
L’imple´mentation la plus rapide est bien e´videmment celle ou` les points interpolant la
courbe ont e´te´ pre´calcule´s au CPU et mis en cache. Cependant la quantite´ de me´moire
ne´cessaire pour stocker les donne´es ne´cessaires au rendu des courbes est de 5 a` 17 fois
plus importante que celle requise par les imple´mentations au GPU. L’imple´mentation la
moins efficace est celle ou` chaque courbe est interpole´e au CPU a` chaque passe de rendu
(moins de 1 image par seconde), mettant en exergue le couˆt de calcul relativement e´leve´
des courbes parame´triques.
Ces re´sultats montrent que le rendu de courbes parame´triques au GPU permet de
mettre en place des visualisations interactives, graˆce a` un bon taux de rafraˆıchissement
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d’image, tout en e´conomisant une quantite´ importante de me´moire. De plus, les imple´men-
tations au GPU devraient se re´ve´ler plus efficace dans le contexte d’animations de courbes
car seuls les points de controˆle doivent eˆtre modifie´s a` chaque passe de rendu. Outre la
visualisation de graphe, d’autres type de visualisation pourrait be´ne´ficier de ces imple´men-
tations, comme par exemple les coordonne´es paralle`les ou` il est courant de repre´senter les
donne´es comme un ensemble de courbes.
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(a)
(b)
(c)
Figure 5.5: Les trois jeux de donne´es utilise´s pour comparer les performances des
diffe´rentes techniques de rendu de courbes parame´triques. Pour chaque jeu de don-
ne´es, le re´sultat des rendus suivants sont pre´sente´s : de gauche a` droite, courbes de
Be´zier, courbes B-Spline et courbes de Catmull-Rom. Pour chaque courbe a` rendre,
200 points d’interpolation sont calcule´s. (a) 5000 courbes de´finies par 40 points de
controˆle ale´atoirement ge´ne´re´s. (b) Le dessin ge´olocalise´ du sous-re´seau europe´en du
re´seau mondial des transports ae´riens de l’anne´e 2000 (433 sommets / 4343 areˆtes)
ou` notre algorithme de regroupement d’areˆtes a e´te´ applique´. Les statistiques concer-
nant le nombre de points de controˆle par areˆte sont les suivantes : minimum = 3,
maximum = 79, moyenne = 30. (c) Le dessin par l’algorithme FM3 [94] d’un graphe
d’appel de fonctions dans un gros projet logiciel (5471 sommets / 11472 areˆtes) ou`
notre algorithme de regroupement d’areˆtes a e´te´ applique´. Les statistiques concernant
le nombre de points de controˆle par areˆte sont les suivantes : minimum = 3, maximum
= 63, moyenne = 16.
124
5.2. Optimisation du temps de rendu de courbes parame´triques
Jeu de donne´es 1 Jeu de donne´es 2 Jeu de donne´es 3
nombre
d’images
par seconde
occupation
me´moire
(en Mo)
nombre
d’images
par seconde
occupation
me´moire
(en Mo)
nombre
d’images
par seconde
occupation
me´moire
(en Mo)
– rendu Be´zier au GPU
– donne´es stocke´es dans un
tableau uniforme
ligne ˜ 18 ˜ 3.74 ˜ 25 ˜ 2.45 ˜ 18 ˜ 4.03
polygone ˜ 11 ˜ 3.74 ˜ 16 ˜ 2.45 ˜ 10 ˜ 4.03
– rendu Be´zier au GPU
– donne´es stocke´es dans une
texture 2D
ligne ˜ 6.5 ˜ 3.74 ˜ 9.5 ˜ 2.45 ˜ 6.5 ˜ 4.03
polygone ˜ 4 ˜ 3.74 ˜ 6 ˜ 2.45 ˜ 4 ˜ 4.03
– rendu Be´zier au GPU
– donne´es stocke´es dans un
texture buffer object
ligne ˜ 14.5 ˜ 3.74 ˜ 20 ˜ 2.45 ˜ 14 ˜ 4.03
polygone ˜ 8 ˜ 3.74 ˜ 12 ˜ 2.45 ˜ 8 ˜ 4.03
– rendu Be´zier classique
– points de la courbe interpole´s
au CPU a` chaque rendu
ligne ˜ 0.5 ˜ 3.74 ˜ 0.7 ˜ 2.45 ˜ 0.5 ˜ 4.03
polygone ˜ 0.4 ˜ 3.74 ˜ 0.6 ˜ 2.45 ˜ 0.37 ˜ 4.03
– rendu Be´zier classique
– points de la courbe interpole´s
au CPU et mis en cache
ligne ˜ 18 ˜ 15.26 ˜ 38 ˜ 13.12 ˜ 31.5 ˜ 34.82
polygone ˜ 11 ˜ 30.52 ˜ 33 ˜ 26.24 ˜ 36 ˜ 69.64
– rendu B-Spline au GPU
– donne´es stocke´es dans un
tableau uniforme
ligne ˜ 5.5 ˜ 3.74 ˜ 34 ˜ 2.45 ˜ 27 ˜ 4.03
polygone ˜ 3 ˜ 3.74 ˜ 22 ˜ 2.45 ˜ 11 4.03
– rendu B-Spline au GPU
– donne´es stocke´es dans une
texture 2D
ligne ˜ 5.5 ˜ 3.74 ˜ 28.5 ˜ 2.45 ˜ 18.5 ˜ 4.03
polygone ˜ 3 ˜ 3.74 ˜ 19 ˜ 2.45 ˜ 11 4.03
– rendu B-Spline au GPU
– donne´es stocke´es dans un
texture buffer object
ligne ˜ 5.5 ˜ 3.74 ˜ 33.5 ˜ 2.45 ˜ 23 ˜ 4.03
polygone ˜ 3 ˜ 3.74 ˜ 22 ˜ 2.45 ˜ 11 4.03
– rendu B-Spline classique
– points de la courbe interpole´s
au CPU a` chaque rendu
ligne ˜ 4.5 ˜ 3.74 ˜ 5.5 ˜ 2.45 ˜ 2.5 ˜ 4.03
polygone ˜ 1.3 ˜ 3.74 ˜ 1.6 ˜ 2.45 ˜ 0.6 4.03
– rendu B-Spline classique
– points de la courbe interpole´s
au CPU et mis en cache
ligne ˜ 5.5 ˜ 15.26 ˜ 39 ˜ 13.12 ˜ 33 ˜ 34.82
polygone ˜ 3 ˜ 30.52 ˜ 33 ˜ 26.24 ˜ 32 ˜ 69.64
– rendu Catmull-Rom au GPU
– donne´es stocke´es dans un
tableau uniforme
ligne ˜ 3 ˜ 3.74 ˜ 22 ˜ 2.45 ˜ 16 ˜ 4.03
polygone ˜ 1.5 ˜ 3.74 ˜ 15 ˜ 2.45 ˜ 10 ˜ 4.03
– rendu Catmull-Rom au GPU
– donne´es stocke´es dans une
texture 2D
ligne ˜ 3 ˜ 3.74 ˜ 10 ˜ 2.45 ˜ 7 ˜ 4.03
polygone ˜ 1.5 ˜ 3.74 ˜ 6 ˜ 2.45 ˜ 4 ˜ 4.03
– rendu Catmull-Rom au GPU
– donne´es stocke´es dans un
texture buffer object
ligne ˜ 3 ˜ 3.74 ˜ 19 ˜ 2.45 ˜ 13 ˜ 4.03
polygone ˜ 1.5 ˜ 3.74 ˜ 12 ˜ 2.45 ˜ 8 ˜ 4.03
– rendu Catmull-Rom classique
– points de la courbe interpole´s
au CPU a` chaque rendu
ligne ˜ 2.5 ˜ 3.74 ˜ 3 ˜ 2.45 ˜ 1.5 ˜ 4.03
polygone ˜ 1 ˜ 3.74 ˜ 1.3 ˜ 2.45 ˜ 0.5 ˜ 4.03
– rendu Catmull-Rom classique
– points de la courbe interpole´s
au CPU et mis en cache
ligne ˜ 3 ˜ 15.26 ˜ 39 ˜ 13.12 ˜ 32 ˜ 34.82
polygone ˜ 1.5 ˜ 30.52 ˜ 33 ˜ 26.24 ˜ 33 ˜ 69.64
1
Table 5.1: Comparaison des performances entre les diffe´rentes techniques de rendu
de courbes parame´triques pour diffe´rents jeux de donne´es (voir Figure 5.5).
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Chapitre 6
Edge splatting : une technique
pour visualiser la densite´ des
faisceaux d’areˆtes
Dans ce chapitre nous pre´sentons une technique de rendu exploitant le processeur
graphique pour extraire l’information de densite´ des faisceaux d’areˆtes dans un dessin
de graphe ou` un algorithme de regroupement d’areˆtes a e´te´ applique´. Nous avons publie´
cette me´thode de rendu dans [123], en comple´ment de notre algorithme de regroupement
d’areˆtes.
Quand un algorithme de regroupement d’areˆtes a e´te´ applique´ sur un dessin de graphe,
des faisceaux d’areˆtes e´mergent du dessin donnant une jolie impression de flux entre diffe´-
rentes re´gions du dessin de graphe. Ne´anmoins, l’information concernant le nombre d’areˆtes
contenues dans un faisceau n’est pas facilement visible dans le dessin. Afin de distinguer
les faisceaux contenant beaucoup d’areˆtes de ceux en contenant peu, nous proposons une
technique de rendu, que nous avons nomme´e edge splatting, permettant de les mettre
visuellement en exergue.
6.1 Principe de la technique
Notre me´thode est inspire´e de la technique GraphSplatting introduite par van Liere
et al. dans [183]. Dans ce travail, les auteurs repre´sentent un graphe comme un champ
scalaire 2D continu appele´ splat field. Cette technique fournit un moyen de visualiser les
variations continues dans la densite´ des sommets (en terme de position dans le dessin), ce
qui peut aider a` de´terminer la structure du graphe sous-jacent. Un autre travail partageant
des similitudes avec cette technique est celui de Chiricota et al. [42]. Ils proposent une
technique pour se´lectionner des e´le´ments dans une repre´sentation de type scatter plot en
appliquant un flou gaussien sur l’image associe´e. Cet effet de flou transforme les points
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visualisation originale
ge´ne´ration d’une
carte de densite´s
= nombre d’areˆtes pas-
sant sur chaque pixel
calcul du splat field via une
convolution de la carte de
densite´s par un noyau Gaussien
cre´ation d’une carte de
normales a` partir du splat field
rendu final via une technique de bump mapping
en utilisant une e´chelle de couleurs ou les couleurs du graphe original
Figure 6.1: Pipeline de rendu de notre technique edge splatting permettant de visua-
liser la densite´ des faisceaux d’areˆtes dans un dessin de graphe ou` un algorithme de
regroupement d’areˆtes a e´te´ applique´.
formant une sous-re´gion dense du scatterplot en une large taˆche qui peut aider l’utilisateur
a` identifier et se´lectionner des groupes d’e´le´ments dans les donne´es sous-jacentes.
La Figure 6.1 pre´sente le pipeline de rendu pour notre technique. Il est constitue´ d’une
combinaison de me´thodes classiques de traitement d’image ainsi que des techniques de
rendu graphique. Chaque e´tape est exe´cute´e sur le processeur graphique. D’une fac¸on
similaire a` la technique GraphSplatting, l’ide´e est de calculer un splat field encodant les
variations continues dans la densite´ des areˆtes regroupe´es. Ce splat field peut ensuite
eˆtre visualise´ de diffe´rentes manie`res. Nous avons explore´ deux solutions pour encoder
visuellement la densite´ des faisceaux d’areˆtes. La premie`re associe simplement les valeurs
de densite´ a` des couleurs en fonction d’une e´chelle de couleur de´finie par l’utilisateur.
La seconde utilise une technique d’e´clairage (shading) par pixel associant les valeurs de
densite´ a` des hauteurs donnant l’impression que les faisceaux contenant beaucoup d’areˆtes
apparaissent plus haut que ceux en contenant peu. L’avantage de cette solution par rapport
a` la pre´ce´dente est qu’elle permet de conserver les couleurs originales des areˆtes et ainsi
conserver l’information qu’elles encodent.
6.2 De´tails d’imple´mentation
Pour illustrer notre technique de rendu, nous l’appliquerons au graphe de migrations
de travailleurs [31] aux E´tats-Unis pre´sente´ a` la Figure 6.2(a). Dans cette visualisation,
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les areˆtes ont e´te´ colore´es en fonction de l’e´tat de destination.
La premie`re e´tape de notre technique de rendu edge splatting est de calculer le nombre
d’areˆtes passant sur chaque pixel du dessin et ainsi construire une carte de densite´. Comme
dans [100], cette ope´ration peut eˆtre re´alise´e en effectuant un rendu hors e´cran des areˆtes
du graphe dans un tampon d’accumulation. Avec l’API graphique de haut niveau OpenGL,
cela peut eˆtre imple´mente´e en effectuant un rendu dans une texture via l’utilisation d’un
Frame Buffer Object avec une texture en point flottant attache´e. Pour ge´ne´rer la carte
de densite´, la meˆme couleur est assigne´e a` chaque areˆte et un blending additif est active´
durant la phase de rendu.
L’e´tape suivante de notre pipeline est le calcul du splat field. La texture re´sultante de
l’e´tape pre´ce´dente est un champ de valeurs discre`tes encodant le nombre d’areˆtes passant
sur chaque pixel. Le but de cette e´tape est de le transformer en un champ de valeurs
continues. Ce proce´de´ peut eˆtre re´alise´ en convoluant le champ de valeurs discre`tes avec un
noyau Gaussien de´fini par un rayon r et un e´cart type σ. Cette ope´ration peut toujours eˆtre
exe´cute´e sur le processeur graphique en effectuant un rendu dans une texture et en e´crivant
un fragment shader pour re´aliser la convolution. Comme explique´ dans la section 1.3.2,
un fragment shader est un programme visant a` customiser l’unite´ de traitement des pixels
du pipeline de rendu dont le roˆle est de calculer la couleur des pixels a` afficher. Comme
il est possible dans un fragment shader de lire des pixels depuis une texture stocke´e en
me´moire, imple´menter une convolution de valeurs discre`tes par un noyau Gaussien est une
taˆche aise´e. Notre imple´mentation tire e´galement avantage du fait qu’un filtre Gaussien
est line´airement se´parable. Ainsi, l’ope´ration de convolution peut eˆtre divise´e en deux
passes [173]. De cette fac¸on, les performances ne se de´gradent pas lorsque le rayon du
noyau augmente. Le code source de ce fragment shader est ge´ne´re´ dynamiquement en
fonction du rayon du noyau choisi par l’utilisateur. L’e´cart type du noyau Gaussien peut
e´galement eˆtre modifie´ dynamiquement. Plus le rayon et l’e´cart type augmente, plus le
splat field est lisse´. Afin de pouvoir associer les valeurs du splat field a` des couleurs ou des
hauteurs, ses valeurs minimum et maximum sont de´termine´s en utilisant une ope´ration de
re´duction sur processeur graphique [118].
La premie`re solution pour visualiser le splat field calcule´ est d’effectuer un rendu base´
sur un gradient, associant les valeurs de densite´ a` des couleurs en fonction d’une e´chelle
de´finie par l’utilisateur (voir Figure 6.2(b)). Un quadrilate`re de la meˆme taille que la
texture contenant le splat field est alors rendu a` l’e´cran et la coloration des pixels est
effectue´e par un fragment shader de´die´ associant les valeurs de densite´ au gradient de´fini
par l’utilisateur. L’association des valeurs de densite´ a` des couleurs peut se faire de fac¸on
line´aire ou logarithmique.
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Afin d’ame´liorer la repre´sentation du splat field, nous proposons une e´tape supple´men-
taire de rendu base´e sur une technique de bump mapping. C’est une technique de rendu
graphique introduite par Blinn [22] permettant de rendre une surface de fac¸on plus re´a-
liste sans modifier la ge´ome´trie. Elle consiste en une technique d’e´clairage (shading) par
pixel qui donne l’impression que la surface rendue est bossele´e via une modification des
normales de la surface. Les couleurs et luminosite´s des pixels de la surface rendue sont
alte´re´s en fonction de ces normales en utilisant un algorithme d’e´clairage. Les normales
modifie´es pour chaque pixel sont stocke´es dans une texture appele´e carte de normales, les
composantes RGB des des pixels stockant les valeurs X, Y et Z des vecteurs normaux.
Cette carte de normales est ge´ne´re´e a` partir d’une carte de hauteur, une autre texture
stockant les valeurs de hauteur associe´e a` chaque pixel de la surface. Le bump mapping est
classe´ dans les me´thodes d’association de de´placement (displacement mapping) par pixel.
Pour plus de de´tails sur les algorithmes d’association de de´placement, nous recommandons
la lecture de l’e´tude de Szirmay-Kalos et al. [177].
Re´cemment, Willems et al. [194] ont propose´ une visualisation ge´ographique de mou-
vements de navires ou` ils utilisent une technique d’e´clairage (shading) pour mettre en
exergue des zones maritimes significatives comme les autoroutes ou` les zones d’ancrage.
Leur visualisation est base´e sur des champs de densite´ de´rive´s de la convolution des posi-
tions dynamiques des navires avec un noyau. Dans notre cas, si nous associons les valeurs
de densite´ du splat field a` des hauteurs (de fac¸on line´aire ou logarithmique), nous pouvons
utiliser le bump mapping pour ame´liorer les visualisations de graphe avec regroupement
d’areˆtes. Les faisceaux contenant beaucoup d’areˆtes apparaˆıtront plus haut que les autres
avec cette technique et e´mergeront visuellement du dessin. Pour achever cet effet, nous
avons dans un premier temps besoin de ge´ne´rer une carte de hauteur a` partir du splat field
calcule´. Cette carte peut eˆtre ge´ne´re´e simplement en colorant les valeurs de densite´ pour
chaque pixel suivant une e´chelle de couleur allant du noir au blanc : le noir repre´sentant
la hauteur minimum et le blanc la hauteur maximum. Ensuite, nous pouvons ge´ne´rer la
carte de normales en calculant le gradient de la carte de hauteurs via l’utilisation par
exemple d’un filtre de Sobel ou de Prewitt [90]. Cette ope´ration peut eˆtre exe´cute´e sur
le processeur graphique via un fragment shader. Ce programme calcule pour chaque pixel
les de´rive´s de la carte de hauteur dans les directions horizontales et verticales en utilisant
l’ope´rateur de gradient et construit les normales associe´es a` partir de ces valeurs.
Une fois que la carte de normales associe´e au splat field a e´te´ ge´ne´re´e, le rendu bump
mapping peut eˆtre effectue´. Un fragment shader de´die´ va se charger de re´aliser cette ope´-
ration, lisant les normales modifie´es pour chaque pixel depuis la texture contenant la carte
de normales et effectuant une illumination par pixel en utilisant l’algorithme d’e´clairage
de Blinn-Phong [21]. Les couleurs finales des pixels sont calcule´es a` partir des proprie´te´s
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d’e´clairage et d’une autre texture appele´e la carte de diffusion. Dans notre cas, cette carte
correspond a` la coloration du splat field suivant une e´chelle de couleur (voir Figure 6.2(c))
ou` les couleurs originales du dessin de graphe (voir Figure 6.2(d)). Pour effectuer une illu-
mination globale, la source d’e´clairage est de´finie comme e´tant directionnelle avec chaque
rayon de lumie`re paralle`le a` l’axe Z. Notre syste`me de visualisation laisse e´galement la pos-
sibilite´ a` l’utilisateur de configurer la couleur ambiante, diffuse et spe´culaire de la source
de lumie`re.
La me´thode a e´galement e´te´ adapte´e pour visualiser la densite´ des faisceaux d’areˆtes
sur des dessins de graphe sphe´riques [121]. Les modifications apporte´es a` notre pipeline
de rendu pour ce type de dessin particulier sont les suivantes. Pour le calcul de la carte de
densite´, nous restreignons le calcul du nombre d’areˆtes passant sur chaque pixel a` celles
route´es sur la face couramment visible de la sphe`re. La phase de rendu bump mapping
a e´galement e´te´ modifie´e car nous voulons l’appliquer sur une surface sphe´rique et non
plus plate. Pour cela, nous avons ajoute´ une e´tape supple´mentaire a` notre pipeline de
rendu. Son but est de calculer pour chaque pixel de la surface visible de la sphe`re la
transformation du vecteur d’e´clairage (position de la source d’e´clairage) et du vecteur de
l’observateur (position de l’observateur de la sce`ne) dans l’espace tangent. Cet espace est
localement tangent a` la surface rendue et est utilise´ pour calculer les couleurs finales des
pixels dans un contexte de bump mapping. Ce processus est re´alise´ en rendant une sphe`re
dont le centre et le rayon sont les meˆmes que ceux du dessin du graphe. Les informations
relatives a` l’espace tangent sont attache´es a` chaque sommet du maillage mode´lisant la
sphe`re. Un fragment shader de´die´ va alors transformer le vecteur d’e´clairage et le vecteur
de l’observateur passe´s en parame`tre dans l’espace tangent. Les re´sultats sont stocke´s dans
deux textures en point flottant. Ces valeurs seront alors utilise´s par un autre fragment
shader simulant ainsi le rendu bump mapping du splat field sur une sphe`re.
6.3 Exemples d’application sur des visualisations de
re´seaux ge´ographiques
Nous pre´sentons ici deux exemples d’application de notre me´thode de rendu edge splat-
ting sur les visualisations de deux re´seaux ge´ographiques ou` notre me´thode de regroupe-
ment d’areˆtes [123] a e´te´ applique´e.
La Figure 6.3 pre´sente le re´sultat de la me´thode sur le re´seau d’interconnexions des
ae´roports internationaux en 2004 (source des donne´es : projet ANR Spangeo). La densite´
des faisceaux est mate´rialise´e par des couleurs ainsi que l’effet de bump mapping. L’e´chelle
de couleur utilise´e est line´aire et correspond a` celle de la Figure 6.2(b). On peut observer
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(a) visualisation originale
(b) rendu edge splatting simple associant les valeurs de densite´ a` des
couleurs
(c) rendu edge splatting avec bump mapping associant les valeurs de
densite´ a` des couleurs
(d) rendu edge splatting avec bump mapping pre´servant les couleurs de
la visualisation originale
Figure 6.2: Illustrations de notre technique de rendu edge splatting pour visualiser
la densite´ des faisceaux d’areˆtes.
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(a)
(b)
Figure 6.3: Application de notre me´thode de rendu edge splatting sur la visualisation
avec regroupements d’areˆtes du re´seau d’interconnexions des ae´roports internationaux
en 2004 (source des donne´es : projet ANR Spangeo) (a) Visualisation originale. (b)
Visualisation avec rendu edge splatting.
par exemple qu’il y a beaucoup de connexions entre les ae´roports ame´ricains et europe´ens.
De meˆme, on remarque qu’il y a beaucoup moins de vols internes en Afrique et Ame´rique
du Sud qu’en Europe et Ame´rique du Nord.
La Figure 6.4 montre le re´sultat de la me´thode sur la visualisation avec regroupement
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d’areˆtes du re´seau de flux de travailleurs en France e´tabli a` partir des donne´es de recen-
sement de l’INSEE pour l’anne´e 1975. La densite´ des faisceaux est mate´rialise´e par des
couleurs ainsi que l’effet de bump mapping. L’e´chelle de couleur utilise´e est logarithmique et
correspond a` celle de la Figure 6.2(b). On observe que les grands viviers d’emploi en France
a` cette e´poque ressortent clairement du dessin (e.g. Paris, Lyon, Bordeaux, Toulouse). De
meˆme, on peut e´galement identifier les grands axes de de´placement de travailleurs comme
par exemple la valle´e du Rhoˆne.
La Figure 6.5 pre´sente les re´sultats obtenus avec notre me´thode edge splatting adap-
te´e pour les dessins de graphe sphe´riques. Le graphe visualise´ est le re´seau d’intercon-
nexions des ae´roports internationaux de 2004 dessine´ sur le globe terrestre (source des
donne´es : projet ANR Spangeo). Les areˆtes ont e´te´ regroupe´es en utilisant la version de
notre algorithme de regroupement d’areˆtes pour les dessins de graphe sphe´rique [121] (voir
section 3.3.2).
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(a)
(b)
Figure 6.4: Application de notre me´thode de rendu edge splatting sur la visualisation
avec regroupement d’areˆtes du re´seau de flux de travailleurs en France e´tabli a` partir
des donne´es de recensement de l’INSEE pour l’anne´e 1975. Ce re´seau repre´sente les
de´placements effectue´s par chaque travailleur de son domicile a` son lieu de travail. (a)
Visualisation originale. (b) Visualisation avec rendu edge splatting.
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(a) (b)
(c)
Figure 6.5: Exemple d’application de notre me´thode de rendu edge splatting adapte´e
pour les dessins de graphe sphe´riques. Le graphe visualise´ est le re´seau d’intercon-
nexions des ae´roports internationaux de 2004 dessine´ sur le globe terrestre (source
des donne´es : projet ANR Spangeo).
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Chapitre 7
Visualisation de sous-ensembles
d’inte´reˆt d’un re´seau dans un
contexte global
Dans ce chapitre, nous nous inte´ressons a` des techniques pour mettre visuellement en
exergue des sous-graphes d’inte´reˆt dans le contexte global d’une visualisation de graphe.
L’analyse de grands jeux de donne´es repose souvent sur la de´couverte de diffe´rents mo-
tifs. C’est le cas avec des structures de donne´es discre`tes tels les graphes qui sont essentiels
pour l’e´tude de donne´es relationnelles. Un exemple connu de de´couverte de motifs dans
l’analyse de graphe est la de´tection de communaute´s, correspondant a` des sous-graphes
hautement connecte´s. La structure de communaute´ est une composante importante des
re´seaux sociaux, internet ou d’interaction de prote´ines [89]. Re´ve´ler cette structure four-
nit une meilleure compre´hension de sa dynamique. On peut par exemple conside´rer les
sommets connecte´s avec diffe´rentes communaute´s comme me´diateurs dans un re´seau. La
de´tection de communaute´ a fait l’objet de nombreuses investigations durant les dernie`res
anne´es [75].
Cependant, partitionner un re´seau est un moyen parfois trop simpliste pour l’analyser
en de´tail. Par exemple, dans un re´seau social une personne peut faire partie de plusieurs
groupes tels que ceux forme´s par les membres de sa famille ou ses colle`gues de travail.
Une simple partition ne permet donc pas de capturer cette multi-modalite´ qui apparaˆıt
souvent dans ce type de re´seau. Il existe donc des me´thodes [3, 126, 145] permettant de
de´tecter des communaute´s chevauchantes ou` des sommets/areˆtes peuvent eˆtre partage´s
entre plusieurs groupes. Un autre exemple de de´composition chevauchante d’un graphe
est le de´coupage en voies me´taboliques d’un re´seau me´tabolique (voir chapitre 4). Pouvoir
visualiser efficacement le re´sultat d’une de´composition de graphe est donc primordial afin
d’en tirer une analyse.
Apre`s avoir fait un rapide e´tat de l’art des solutions existantes, nous pre´sentons deux
me´thodes que nous avons de´veloppe´es pour re´aliser cette taˆche. La premie`re consiste en
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la ge´ne´ration d’enveloppes concaves pour entourer un sous-graphe d’inte´reˆt. La seconde,
publie´e dans [124] dans le cadre de notre travail sur la repre´sentation de re´seaux me´-
taboliques (voir chapitre 4), repose sur l’utilisation d’une de´formation 3D afin de faire
ressortir visuellement un sous-ensemble d’un re´seau. Dans le cas des enveloppes concaves,
deux me´thodes seront introduites. La premie`re, e´galement publie´e dans [124], ge´ne`re des
enveloppes a` partir de l’espace image d’une visualisation de graphe. La seconde calcule des
enveloppes a` partir de l’espace topologique et a l’avantage par rapport a` la premie`re d’eˆtre
plus efficace pour la visualisation de sous-ensembles chevauchants dans un re´seau. Cette
dernie`re technique a e´te´ publie´e dans les actes de la 16e`me confe´rence internationale sur
la Visualisation d’Information (IV’12) [125].
7.1 E´tat de l’art
La visualisation d’ensembles chevauchants, au sens ge´ne´ral du terme, a e´te´ largement
investigue´e durant les dernie`res anne´es.
Dans la communaute´ du dessin de graphe, ce proble`me revient a` repre´senter non plus
un graphe mais un hypergraphe. Un hypergraphe H = (V,E) est la ge´ne´ralisation d’un
graphe ou` V est toujours un ensemble de sommets mais ou` E est un ensemble de sous-
ensembles non vides de V , appele´s hyper-areˆtes. L’ensemble E ⊆ P (V ) d’hyper-areˆtes est
un sous-ensemble de l’ensemble des parties de V . Si les sommets sont toujours repre´sente´s
comme des points dans le plan, les hyper-areˆtes quant a` elles peuvent avoir diffe´rents types
de repre´sentations. Par exemple, elles peuvent eˆtre dessine´es comme des courbes ferme´es
entourant uniquement les sommets qu’elles relient. Bertault et Eades expliquent dans [18]
comment cre´er de telles repre´sentations. Une autre me´thode pour repre´senter une hyper-
areˆte est d’utiliser une me´taphore visuelle proche de celle utilise´e dans les repre´sentations
nœuds-liens standards (voir [132]). Dans ce cas les hyper-areˆtes sont repre´sente´es comme
un ensemble de segments formant des arbres de Steiner (voir [29]). D’autres me´thodes de
repre´sentations d’hypergraphes existent comme par exemple la me´thode par subdivision
de Kaufmann et al. [114].
Dans la communaute´ de la Visualisation d’Information, des techniques de visualisation
d’ensembles chevauchants ont e´galement e´te´ propose´es. Une me´thode est d’organiser spa-
tialement les e´le´ments en fonction des ensembles auxquels ils appartiennent. Simonetto
et al. [170] utilisent une telle approche pour ge´ne´rer des diagrammes topologiquement
semblables a` des diagrammes d’Euler (voir Figure 7.1(b)). Les ensembles sont ensuite
mis en exergue via l’utilisation d’enveloppes possiblement concaves, colore´es et texture´es.
Riche et Dwyer [152] ge´ne`rent e´galement de tels diagrammes en utilisant une technique de
dessin de graphe base´e sur des contraintes (voir Figure 7.1(d)). Leur visualisation utilise
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uniquement des formes rectangulaires convexes pour repre´senter les ensembles et ame´liore
la lisibilite´ des intersections d’ensemble a` travers des encodages visuels de´die´s. Ne´anmoins,
ces techniques ne peuvent pas eˆtre applique´es lorsque les e´le´ments des ensembles ont une
organisation spatiale se´mantique, comme par exemple dans un dessin de graphe ge´oloca-
lise´. Des me´thodes ont e´galement e´te´ propose´es pour repre´senter des ensembles sur des
visualisations existantes sans avoir a` modifier la position des e´le´ments. Byelas et Telea [32]
furent parmi les premiers a` mate´rialiser des sous-ensembles ge´ne´raux via l’utilisation d’en-
veloppes convexes ou concaves. Dans ce travail, ils les utilisent pour visualiser des zones
d’inte´reˆt dans des diagrammes UML (voir Figure 7.1(a)). Ils ge´ne`rent ces enveloppes en
calculant dans un premier temps un squelette a` partir des positions et tailles des e´le´ments
d’un ensemble. Il utilisent ensuite une technique de rendu base´e sur du splatting de tex-
ture [33] pour dessiner les enveloppes. Collins et al. [43] utilisent des iso-contours continus,
possiblement concaves, pour mate´rialiser les ensembles (voir Figure 7.1(c)). Un autre type
de me´taphore visuelle est utilise´e par Alper et al. [4] ou` ils ge´ne`rent une courbe connectant
tous les e´le´ments d’un ensemble (voir Figure 7.1(e)).
Concernant la visualisation de sous-ensembles d’un re´seau dans une visualisation de
graphe de type nœud-lien, l’approche classique est de les entourer avec des enveloppes
convexes [95, 59]. Cependant cette me´thode peut mener a` des ambigu¨ıte´s car des e´le´ments
n’appartenant pas a` un ensemble peuvent se retrouver inclus dans l’enveloppe convexe
associe´e. Les techniques pre´sente´es dans [152] et [4] peuvent eˆtre utilise´es mais elles se
concentrent uniquement a` repre´senter une relation secondaire sur les sommets d’un graphe.
Par conse´quent, elles ne sont pas ade´quates pour visualiser l’intersection de sous-ensembles
de´finis par des sous-graphes. A notre connaissance, seule la me´thode pre´sente´e dans [43]
permet d’effectuer cette taˆche.
7.2 Utilisation d’enveloppes concaves
Dans cette section nous pre´sentons deux techniques pour ge´ne´rer une enveloppe concave
afin de mettre en exergue un sous-graphe d’inte´reˆt dans une visualisation de graphes.
Une enveloppe concave est un polygone non convexe, i.e. au moins un de ses angles in-
ternes est supe´rieur a` 180˚ . De plus, le polygone peut comporter des trous. Les deux
techniques consistent a` calculer les coordonne´es des diffe´rents contours constituant l’en-
veloppe concave a` dessiner. Pour rendre une enveloppe concave a` l’e´cran, il est ne´cessaire
de la subdiviser en un ensemble de polygones convexes soit appliquer une ope´ration de
tesselation qui consiste a` paver une surface avec le meˆme type de primitive ge´ome´trique.
Pour cela, nous utilisons les fonctionnalite´s de tesselation offertes par la bibliothe`que GLU
(OpenGL Utility Library) [41] permettant de de´couper un polygone quelconque en un
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(a) (b)
(c)
(d) (e)
Figure 7.1: Exemples de techniques de visualisation d’ensembles chevauchants. (a)
Visualization of areas of interest in software architecture diagrams, Byelas et Tela [32]
– c©2006 ACM (b) Fully Automatic Visualisation of Overlapping Sets, Simonetto
et al. [170] – c©2009 IEEE (c) Bubble Sets, Collins et al. [43] – c©2009 IEEE (d)
Untangling Euler Diagrams, Riche et Dwyer [152] – c©2010 IEEE (e) Line Sets, Alper
et al. [4] – c©2011 IEEE
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ensemble de triangles. La premie`re technique travaille dans l’espace image d’une visualisa-
tion de graphe pour calculer l’enveloppe concave d’un sous-graphe d’inte´reˆt. Meˆme si cette
premie`re technique ge´ne`re des enveloppes tre`s esthe´tiques, elle est quelque peu one´reuse
en terme de temps de calcul et n’est pas force´ment efficace dans un contexte de visuali-
sation de de´composition de graphe chevauchante. Nous avons alors e´labore´ une deuxie`me
technique, travaillant dans l’espace topologique, calculant des enveloppes concaves de telle
sorte que chaque sous-graphe d’inte´reˆt soit parfaitement distinguable.
7.2.1 Ge´ne´ration d’enveloppes a` partir de l’espace image
Cette premie`re technique extrait des contours a` partir d’une image afin de ge´ne´rer des
enveloppes concaves pour mettre en exergue un sous-graphe. Elle est librement inspire´e
de celle pre´sente´e par Collins et al. [43].
De´tail de la technique Les diffe´rentes e´tapes pour calculer les coordonne´es des som-
mets de´finissant le polygone concave de l’enveloppe sont les suivantes. Dans un premier
temps, chaque sous-graphe a` entourer est rendu dans un tampon de trames hors-e´cran avec
tous les e´le´ments du graphe colore´s en blanc (voir Figure 7.2(b)). Ensuite une convolution
Gaussienne est effectue´e sur l’image pre´ce´demment ge´ne´re´e et le re´sultat est normalise´.
De cette fac¸on, nous obtenons un champ scalaire a` partir duquel nous pouvons extraire
des iso-surfaces (voir Figure 7.2(c)). Les valeurs des pixels de ce champ varient en fonction
de leur distance au squelette du graphe, de 1.0 (quand la distance au squelette est de
0) a` 0.0 (quand la distance au squelette est plus grande qu’un certain seuil). La taille et
l’e´tendue des iso-surfaces pouvant eˆtre extraites varient en fonction du rayon et de l’e´cart
type du noyau Gaussien. Les contours sont alors extraits en utilisant la version en deux
dimensions du fameux algorithme Marching Cubes [131], appele´e Marching Squares. Le
fonctionnement de´taille´ de cet algorithme est pre´sente´ en Annexe C. La taille de l’enve-
loppe extraite de´pend du choix de la valeur seuil de´finissant si un pixel se trouve ou non
a` l’inte´rieur d’un contour. Les Figures 7.2(d) et 7.2(e) pre´sentent des enveloppes obtenues
suivant diffe´rentes valeurs de ce seuil. La dernie`re e´tape consiste a` projeter les coordonne´es
des sommets de´finissant l’enveloppe concave de l’espace image vers l’espace topologique
du graphe. Le temps d’exe´cution de cette me´thode de´pend de la taille de l’image (champ
scalaire) utilise´e en entre´e de l’algorithme Marching Squares ainsi que de la complexite´ du
sous-graphe pour lequel ge´ne´rer une enveloppe.
Exemple d’application La Figure 7.3 montre un exemple d’application de cette tech-
nique de ge´ne´ration d’enveloppes concaves pour mettre en exergue des sous-graphes d’in-
te´reˆt. Elle pre´sente une vue de´taille´e du re´seau me´tabolique de l’organisme Saccharomyces
141
Chapitre 7. Visualisation de sous-ensembles d’inte´reˆt d’un re´seau dans un contexte global
(a) (b) (c)
(d) (e)
Figure 7.2: Illustration de la technique ge´ne´rant des enveloppes concaves depuis
l’espace image. (a) Sous-graphe a` mettre en exergue. (b) Rendu hors e´cran du sous-
graphe avec tous les e´le´ments du graphe colore´s en blanc. (c) Champ scalaire normalise´
obtenu apre`s avoir convolue´ (b) avec un noyau Gaussien. (d) Enveloppe extraite avec
un seuil de 0.1 en exe´cutant l’algorithme Marching Squares sur (c). (e) Enveloppe
extraite avec un seuil de 0.5 en exe´cutant l’algorithme Marching Squares sur (c).
cerevisiae (levure). La repre´sentation comple`te de ce re´seau peut eˆtre trouve´e a` la Fi-
gure 4.12. Dans cette vue, un e´le´ment a` e´te´ se´lectionne´ : ”PAPS” (en rouge), et les deux
voies me´taboliques auxquelles il appartient ont e´te´ mis en e´vidence avec notre technique.
Sur cet exemple, on peut clairement identifier les deux voies ainsi que les e´le´ments qu’elles
partagent. Un autre exemple d’application de ce type a de´ja` e´te´ pre´sente´ a` la Figure 4.15.
7.2.2 Ge´ne´ration d’enveloppes a` partir de l’espace topologique
Meˆme si la pre´ce´dente technique permet de calculer des enveloppes tre`s esthe´tiques,
semblables a` des enveloppes dessine´es a` main leve´e, elle ne passe pas tre`s bien a` l’e´chelle
pour visualiser efficacement un grand nombre de groupes chevauchants. En effet, elle ne
permet pas de moduler pre´cise´ment la largeur d’une enveloppe et par conse´quent il peut
eˆtre difficile de distinguer les frontie`res de chaque ensemble. Pour pallier a` ce proble`me,
nous avons investigue´ une autre me´thode qui calcule des enveloppes concaves a` partir
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Figure 7.3: Exemple d’application de notre me´thode de ge´ne´ration d’enveloppes
concaves depuis l’espace image pour mettre en e´vidence des sous-graphes. Une vue
de´taille´e du re´seau me´tabolique du re´seau me´tabolique de l’organisme Saccharomyces
cerevisiae (levure) est pre´sente´e. Les voies me´taboliques contenant l’e´le´ment ”PAPS”
ont e´te´ mises en e´vidence avec notre me´thode.
de l’espace topologique du graphe a` visualiser. Par espace topologique nous entendons
l’espace continu de coordonne´es dans lequel la repre´sentation du graphe est plonge´e.
De´tail de la technique La Figure 7.4 illustre les diffe´rentes e´tapes de notre me´thode.
Sur l’image la plus a` gauche, on peut voir un dessin de re´seau de co-occurrence des person-
nages du livre Les Mise´rables [117] e´crit par Victor Hugo. Un ensemble de sous-graphes
d’inte´reˆt a e´te´ calcule´ sur ce re´seau en utilisant l’algorithme Link Communities [3].
Dans un premier temps, un graphe de de´pendance (voir De´finition 2.29) est calcule´
afin de mode´liser la fac¸on dont les diffe´rents ensembles (sous-graphes) a` visualiser se che-
vauchent. Ensuite un algorithme de coloration propre de graphe est applique´ sur ce graphe
de de´pendance pour assigner a` chaque ensemble une valeur positive de telle sorte que deux
ensembles se chevauchant aient des valeurs diffe´rentes. Cette valeur sera ensuite utilise´e
pour de´terminer la distance dans le plan entre un sous-graphe et l’enveloppe l’entourant.
Appliquer cette coloration sur le graphe de de´pendance nous permet de garantir que les
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Figure 7.4: Illustration du pipeline de la me´thode : a` partir d’une de´composition de
graphe chevauchante, un ensemble d’enveloppes distinguables les unes des autres est
calcule´.
enveloppes des diffe´rents ensembles chevauchants seront toutes distinguables en leur affec-
tant une largeur proportionnelle a` leur valeur de coloration et en les rendant dans l’ordre
de´croissant de ces valeurs.
N’importe quel algorithme de coloration propre pourrait eˆtre utilise´ pour cette taˆche.
Cependant pour faciliter la visualisation d’ensembles imbrique´s, nous avons besoin d’un
algorithme de coloration de´die´. Par exemple si l’on conside`re deux ensembles imbrique´s,
pour identifier facilement que l’un est contenu dans l’autre, son enveloppe doit eˆtre conte-
nue dans l’enveloppe de l’autre ensemble (voir Figure 7.5).
(a) (b)
Figure 7.5: Illustration de la visualisation d’ensembles imbrique´s. (a) La valeur de
coloration assigne´e a` l’ensemble contenu dans l’autre est plus grande que celle de
l’autre ensemble. L’enveloppe de l’ensemble contenu dans l’autre est alors plus large
que celle de l’autre ensemble, compliquant son identification. (b) Quand l’ensemble
contenu dans l’autre a une valeur de coloration plus faible que celle de l’autre ensemble,
l’imbrication des enveloppes permet de voir clairement la relation d’inclusion entre
les deux.
Notre proce´dure de coloration va ainsi cre´er un ordre sur les diffe´rents ensembles de
telle sorte que cet ordre refle`te la complexite´ de chaque ensemble. Dans notre cas, nous
utilisons le nombre de sommets pour e´valuer la complexite´ d’un ensemble. Le de´tail de cette
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proce´dure est le suivant. A` partir d’un graphe de de´pendance G = (V,E) et d’une fonction
de valuation de sommets P (ici P (u) est le nombre de sommets de l’ensemble associe´ au
sommet u dans le graphe de de´pendance), notre algorithme fournit une coloration C telle
que ∀(u, v) ∈ E, si P (u) < P (v) alors C(u) < C(v). L’algorithme est base´ sur un parcours
de graphe en largeur, note´ BFS pour Breadth-first search, et a donc une complexite´ en
temps line´aire. Son de´tail est pre´sente´ a` l’Algorithme 2
Algorithme 2 Algorithme de coloration de´die´e applique´ sur le graphe de de´pendance
mode´lisant les chevauchements entre les sous-graphes a` visualiser.
1: Phase d’initialisation : ∀u ∈ V,C(u) = P (u).
2: Faire un BFS a` partir d’un sommet non visite´ u. Lors du parcours, on inse`re dans la
file des prochains sommets a` visiter seulement les sommets v tels que P (v) = P (u).
Au cours de cette phase, on calcule et conserve les valeurs suivantes :
– σ(u) correspondant a` la composante connexe (maximale sous inclusion) forme´e
par u et tous les sommets v ∈ V ayant P (u) comme valuation.
– maxL (resp. minG) qui est la valeur maximum de C plus petite que C(u) (resp.
la valeur minimum de C plus grande que C(u)) dans le voisinage direct de σ(u).
3: Assigner a` tous les sommets de σ(u) diffe´rentes valeurs dans l’intervalle ]maxL,minG[
si minG 6= maxL, sinon dans l’intervalle [1, |σ(u)|].
4: Marquer tous les sommets v ∈ σ(u) comme visite´s.
5: Re´pe´ter l’e´tape 2 jusqu’a` ce que tous les sommets aient e´te´ visite´s.
Une fois cette e´tape effectue´e, nous pouvons alors calculer les enveloppes associe´es a`
chaque sous-graphe. Comme nous avons besoin de pouvoir moduler pre´cise´ment leurs lar-
geurs, notre solution pour les ge´ne´rer est base´e sur du clipping de polygones et fonctionne
dans l’espace topologique. L’ide´e est de calculer l’union de polygones construits a` partir
de la position des sommets et des areˆtes du sous-graphe a` mettre en exergue. Le polygone
associe´ a` un sommet peut eˆtre par exemple un cercle dont le centre est la position du som-
met et le rayon est de´fini par la boite englobante du sommet ainsi que la largeur de´sire´e
de l’enveloppe. Le polygone associe´ a` une areˆte consiste en l’extrusion de la ligne brise´e la
repre´sentant parame´tre´e par la largeur de´sire´e de l’enveloppe. Pour calculer l’union de tous
ces polygones, nous utilisons la bibliothe`que Clipper [108] : une imple´mentation efficace
de l’algorithme de clipping de polygones mis au point par Vatti [185]. Des illustrations de
ce processus de ge´ne´ration d’enveloppe sont pre´sente´es a` la Figure 7.6.
Comparaison avec l’autre me´thode de ge´ne´ration d’enveloppes La Figure 7.7
pre´sente une comparaison des re´sultats obtenus en appliquant les deux me´thodes de ge´ne´-
ration d’enveloppes concaves pour visualiser le re´sultat d’une de´composition chevauchante
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(a) (b) (c) (d)
Figure 7.6: Illustration du processus ge´ne´rant une enveloppe concave pour entourer
le dessin d’un sous-graphe. (a) Sous-graphe a` mettre en exergue. (b) L’ensemble de
polygones dont l’union doit eˆtre calcule´e. Les cercles rouges sont les polygones calcu-
le´s a` partir de la position des sommets, les quadrilate`res bleus sont ceux calcule´s a`
partir de la position des areˆtes. (c) Illustration d’une e´tape interme´diaire du proces-
sus d’union des polygones. Le polygone vert correspond a` l’union de´ja` calcule´e. Les
polygones bleus sont ceux restants a` traiter. (d) Enveloppe concave re´sultante.
sur un graphe d’exemple. Dans la Figure 7.7(a), les enveloppes ont e´te´ calcule´es en uti-
lisant la me´thode travaillant dans l’espace image de la visualisation (voir section 7.2.1).
Dans la Figure 7.7(b), les enveloppes ont e´te´ ge´ne´re´es avec la me´thode travaillant dans
l’espace topologique introduite dans la section courante. On observe qu’avec la premie`re
me´thode, il est difficile d’identifier pre´cise´ment chaque sous-graphe de la de´composition.
Le proble`me vient du fait que certaines frontie`res d’enveloppes sont parfois confondues.
Ce proble`me n’apparaˆıt pas avec la seconde me´thode car la largeur de chaque enveloppe
a pu eˆtre module´e pre´cise´ment afin qu’elles soient toutes clairement distinguables les unes
des autres.
Exemples d’application Nous pre´sentons ici deux exemples d’application de cette me´-
thode de ge´ne´ration d’enveloppes concaves pour la visualisation d’une de´composition che-
vauchante de graphe.
Le premier exemple consiste en la visualisation d’une de´composition chevauchante
du re´seau de co-occurence Les Mise´rables [117]. Les sommets de ce graphe repre´sente
l’ensemble des personnages de l’œuvre de Victor Hugo. Une areˆte relie deux personnages
si ils apparaissent dans le meˆme chapitre du livre. La de´composition a e´te´ calcule´e a` l’aide
de l’algorithme Link Communities [3]. Cet algorithme ne produit pas uniquement des sous-
graphes hautement connecte´s comme le font beaucoup d’algorithmes de fragmentation de
graphe. Ces sous-graphes peuvent eˆtre classe´s en trois cate´gories :
• Sous-graphe hautement connecte´ : sous-ensemble de sommets avec un grand
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(a) (b)
Figure 7.7: Comparaison entre les deux techniques de ge´ne´ration d’enveloppes
concaves pour la visualisation d’une de´composition de graphe chevauchante : (a)
enveloppes ge´ne´re´es depuis l’espace image, (b) enveloppes ge´ne´re´es depuis l’espace
topologique. On observe que dans (a), il est difficile d’identifier pre´cise´ment chaque
sous-graphe, les frontie`res de certaines enveloppes e´tant parfois confondues. Ce pro-
ble`me n’apparaˆıt pas dans (b) car la largeur de chaque enveloppe a pu eˆtre pre´cise´ment
module´e afin qu’elles soient toutes clairement distinguables.
nombre de connexions entre eux.
• Sous-graphe biparti : sous-ensemble de sommets reliant des sous-graphes haute-
ment connecte´s.
• Sous-graphe arborescent : sous-ensemble de sommets formant un arbre, pouvant
e´galement relier des sous-graphes hautement connecte´s.
Avec notre me´thode, nous pouvons visualiser cette classification en assignant a` chaque
enveloppe une couleur associe´e a` la cate´gorie du sous-graphe qu’elle entoure. Le re´sultat
est pre´sente´ a` la Figure 7.8. A l’e´chelle globale de la visualisation (voir Figure 7.8(a)), on
peut observer de petits sous-graphes qui s’intersecte avec de plus grands. Les diffe´rents
sous-graphes hautement connecte´s (en bleu) ou les sous-graphes arborescents (en vert)
sont clairement identifiables. On peut voir par exemple que chaque sommet appartient
au plus a` un sous-graphe hautement connecte´. Le centre du dessin dans la Figure 7.8(a)
est plus complexe a` visualiser. Il contient plusieurs sommets de fort degre´ appartenant a`
des sous-graphes bipartis (en rouge). Une vue de´taille´e de cette zonz est pre´sente´e a` la
Figure 7.8(b). Rappelons que les sous-graphes partageant des sommets sont repre´sente´s
avec des enveloppes de largeur diffe´rente. Les diffe´rentes cate´gories de sous-graphes auquel
appartient un sommet sont donc clairement identifiables. Par exemple on peut observer que
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les sommets ”Valjean” et ”Javert” appartiennent chacun a` quatre sous-graphes bipartis :
ils jouent donc un important roˆle de me´diateur dans le re´seau. On peut e´galement voir que
”MmeThenardier” est contenu dans les meˆmes groupes que ”Thenardier”, son mari dans
le livre.
Le second exemple, pre´sente´ a` la Figure 7.9, montre le re´seau me´tabolique de l’orga-
nisme Saccharomyces cerevisiae (levure) dessine´ avec notre me´thode [124] de´taille´e dans
la section 4.3. L’ensemble des voies me´taboliques de ce re´seau ont e´te´ mis en exergue
avec notre me´thode. Ce re´seau contenait a` la base 836 sommets et 936 areˆtes re´partis
sur 164 voies me´taboliques. Les e´le´ments appartenant a` plus de trois voies me´taboliques
ont e´te´ duplique´s, re´sultant en un re´seau de 1360 sommets et 1340 areˆtes. L’inte´reˆt de
notre me´thode de visualisation de sous-graphes sur ce re´seau est qu’un grand nombre de
me´tabolites/re´actions ainsi que les areˆtes les connectant sont partage´s par plusieurs voies.
On peut observer dans la vue de´taille´e de la Figure 7.9 que chaque voie et leurs e´le´ments
communs peuvent eˆtre clairement identifie´s.
7.3 Utilisation d’une de´formation 3D
Mettre en exergue des sous-graphes au moyen d’enveloppes concaves aide l’utilisateur
a` les identifier dans la repre´sentation globale du re´seau. Cependant, quelques ambigu¨ıte´s
peuvent apparaˆıtre. Par exemple quand un sous-graphe est dense et que son dessin implique
un grand nombre de croisements d’areˆtes, il peut eˆtre difficile de de´terminer si un sommet
se trouvant dans son enveloppe appartient au sous-graphe ou non. Pour pallier a` ce type
de proble`me, nous pre´sentons une me´thode base´e sur une de´formation 3D visant a` mettre
clairement en e´vidence un sous-graphe dans un contexte de visualisation globale d’un
re´seau.
De´tail de la me´thode Notre me´thode est proche de la technique Graph Folding de
Carpendale et al. [36] a` la diffe´rence que la visualisation est de´forme´e a` l’e´chelle locale
du sous-graphe a` mettre en e´vidence. Le principe est de modifier la coordonne´e z des
e´le´ments du graphe a` rendre et d’utiliser une projection en perspective pour visualiser
l’effet de de´formation. La zone du dessin du graphe sur laquelle la de´formation sera appli-
que´e est de´termine´e par le squelette du sous-graphe ainsi que le rayon de la de´formation.
Le squelette d’un sous-graphe est de´fini par un ensemble de points et de segments. Les
points correspondent aux positions des sommets et les segments correspondent aux dessins
des areˆtes. Pour chaque sommet des primitives ge´ome´triques utilise´es pour repre´senter les
e´le´ments du graphe entier, sa distance au squelette du sous-graphe a` mettre en e´vidence
est calcule´e. Le calcul de cette distance est effectue´e de la fac¸on suivante. Pour chaque
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(a)
(b)
Figure 7.8: Application de notre me´thode de mise en e´vidence de sous-graphes par
enveloppes concaves sur le re´seau de co-occurrence Les Mise´rables [117]. Le re´sul-
tat de la de´composition chevauchante calcule´e par l’algorithme [3] est visualise´. Les
diffe´rents sous-graphes re´sultants sont divise´s en trois cate´gories : sous-graphe haute-
ment connecte´ (en bleu), sous-graphe arborescent (en vert) et sous-graphe biparti (en
rouge). (a) Vue globale. (b) Vue de´taille´e sur le centre du dessin.
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Figure 7.9: Repre´sentation du re´seau me´tabolique de l’organisme Saccharomyces
cerevisiae (levure) ou` chacune des 164 voies me´taboliques ont e´te´ mis en exergue avec
notre me´thode. Dans la vue de´taille´e, on peut clairement identifier chaque voie ainsi
que leurs e´le´ments communs.
point du squelette du sous-graphe, la distance entre le sommet de la primitive ge´ome´trique
et ce point est de´termine´e. Pour chaque segment du squelette, la projection orthogonale
du sommet de la primitive ge´ome´trique sur le segment est calcule´e et si elle se trouve
sur le segment la distance entre cette projection et la position originale est de´termine´e.
Parmi toutes les distances de´termine´es, celle avec la valeur minimum est retenue. Si cette
distance est infe´rieure au rayon de la de´formation, la coordonne´e z du sommet est alors
modifie´e en fonction de cette distance via l’utilisation d’une fonction drop-off. Dans notre
cas, nous utilisons une simple fonction drop-off he´misphe´rique f(x) = 1 − x2, 0 ≤ x ≤ 1
avec x = distance
rayon déformation de telle sorte que le sous-graphe a` mettre en e´vidence soit
plaque´ sur une surface cylindrique. D’autres types de fonctions drop-off peuvent eˆtre em-
ploye´es comme explique´ par Carpendale et al. dans [37]. Le pseudo-code de cet algorithme
de de´formation tre`s simple est pre´sente´ a` l’Algorithme 3. Nous l’avons imple´mente´ au
moyen d’un vertex shader OpenGL appliquant la de´formation en temps re´el lorsque le
dessin du graphe est rendu a` l’e´cran. De plus, afin d’aider l’utilisateur a` percevoir claire-
ment le sous-graphe mis en e´vidence, nous rendons e´galement une surface illumine´e, sous
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la forme d’une grille de triangles de re´solution fine, obe´issant a` la meˆme de´formation. Des
illustrations de cette technique sur un graphe d’exemple sont pre´sente´s a` la Figure 7.10.
Algorithme 3 Algorithme appliquant une de´formation 3d sur les sommets de´finissant les
primitives ge´ome`triques utilise´es pour repre´senter les e´le`ments d’un graphe.
Entre´es:

- v : un sommet d’une primitive ge´ome`trique
- tabPoints : un tableau de points
- tabSegments : un tableau de segments
- r : le rayon de la de´formation
Sorties: le sommet v modifie´ suivant la de´formation
1: maxMouvement = 0.0
2: Pour i de 0 a` taille(tabSegments) faire
3: centre = projectionOrthogonale(v, tabSegments[i])
4: Si centre est sur tabSegments[i] alors
5: dist = distance(centre, v)
6: Si dist < r alors
7: normMouvement = 1.0− (dist
r
)2
8: Si normMouvement > maxMouvement alors
9: maxMouvement = normMouvement
10: Fin Si
11: Fin Si
12: Fin Si
13: Fin Pour
14: Pour i de 0 a` taille(tabPoints) faire
15: dist = distance(tabPoints[i], v)
16: Si dist < r alors
17: normMouvement = 1.0− (dist
r
)2
18: Si normMouvement > maxMouvement alors
19: maxMouvement = normMouvement
20: Fin Si
21: Fin Si
22: Fin Pour
23: nouveauV = v
24: nouveauV.z = maxMouvement * r
25: Retourner nouveauV
Exemple d’application La Figure 7.11 pre´sente un exemple d’application de cette
me´thode de mise en e´vidence de sous-graphe. Le graphe visualise´ est un re´seau de joueurs
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(a) (b) (c)
Figure 7.10: Illustrations de notre me´thode base´e sur une de´formation 3D pour
mettre en exergue un sous-graphe dans une visualisation de graphe. (a) Un sous-
graphe simple extrait d’un re´seau contenant deux sommets et une areˆte. La zone sur
laquelle la de´formation sera applique´e est repre´sente´e. (b) Re´sultat de notre technique
pour visualiser le sous-graphe introduit en (a) dans le contexte du re´seau global. (c)
Re´sultat apre`s avoir effectue´ une rotation de la visualisation le long de l’axe x.
de poker en ligne. Chaque sommet repre´sente un joueur et une areˆte relie deux joueurs si
l’un deux a paye´ l’autre au cours d’une partie. L’algorithme de fragmentation de graphe
Louvain [23] a e´te´ applique´ sur ce re´seau. La Figure 7.11 compare les me´thode de mise
en e´vidence par enveloppes concaves et la me´thode par de´formation 3D pour visualiser
dans le contexte global les communaute´s de´tecte´es par l’algorithme [23]. Dans ce cas
pre´cis, les me´thode par enveloppes concaves ne sont pas efficaces en raison du grand
nombre d’areˆtes et leurs croisements induisant beaucoup d’occlusions dans le centre de la
repre´sentation. Il est tre`s difficile d’identifier pre´cise´ment les groupes et leur topologie. Ce
proble`me n’apparaˆıt plus en utilisant la me´thode de mise en exergue par de´formation 3D.
Un autre exemple d’application de cette me´thode pour mettre en exergue une voie
me´tabolique d’inte´reˆt dans une repre´sentation de re´seau me´tabolique a de´ja` e´te´ pre´sente´e
a` la Figure 4.16.
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(a) (b)
(c) (d)
Figure 7.11: Exemple d’application de notre me´thode de mise en exergue d’un sous-
graphe par de´formation 3D et comparaison avec les me´thodes de mise en e´vidence
par enveloppes concaves. Le graphe visualise´ est un re´seau de joueurs de poker ou`
l’on veut voir le re´sultat de l’algorithme de fragmentation Louvain [23]. (a) Sous-
graphe mis en exergue par une enveloppe concave ge´ne´re´e depuis l’espace image (voir
section 7.2.1). (b) Le meˆme sous-graphe que (a) mis en e´vidence par de´formation 3D.
(c) Sous-graphe mis en exergue par une enveloppe concave ge´ne´re´e depuis l’espace
topologique (voir section 7.2.2). (d) Le meˆme sous-graphe que (c) mis en e´vidence par
de´formation 3D.
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Chapitre 8
Conclusion
Dans ce chapitre final, nous dressons une conclusion sur les travaux effectue´s au cours
de cette the`se, les re´sultats obtenus ainsi que les futures directions de recherche en de´cou-
lant.
8.1 Objectifs et re´alisations
Les travaux de cette the`se sont inscris dans le domaine de la visualisation interactive
de graphes. Ils peuvent eˆtre de´coupe´s en deux cate´gories. Le premier ensemble de travaux
porte sur le domaine du dessin de graphe. Le second ensemble pre´sente des me´thodes
d’infographie pour optimiser et ame´liorer des visualisations de graphes. Un grand nombre
des travaux de cette dernie`re cate´gorie repose sur l’exploitation du processeur graphique
comme acce´le´rateur de calculs. Dans cette section, nous re´sumons les proble`mes qui ont
motive´ nos travaux de recherche ainsi que les solutions que nous avons e´labore´es. Pour
chaque contribution, nous donnerons la liste des publications associe´es ainsi que les sections
de cette the`se de´taillant le sujet.
8.1.1 Dessin de graphe
Nous re´sumons ici les travaux de dessin de graphe effectue´s au cours de cette the`se.
Nos recherches se sont dans un premier temps concentre´es sur le proble`me de la re´duction
d’occlusions visuelles dans les dessins de grands graphes. Elles ont de´bouche´ sur l’e´labo-
ration d’un algorithme de regroupement d’areˆtes en faisceaux pour les dessins de graphe
dans le plan et dans l’espace. Dans un second temps, nous nous sommes inte´resse´s a` la
repre´sentation automatique de re´seaux biologiques complexes que sont les re´seaux me´ta-
boliques. Ce travail pre´sente d’ailleurs un cas d’application concret de notre me´thode de
regroupement d’areˆtes.
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8.1.1.1 Re´duction des proble`mes d’occlusion par regroupement d’areˆtes
Dans un premier temps, nous nous somme inte´resse´s a` un proble`me tre`s en vogue
depuis quelques anne´es : la re´duction de l’occlusion due au dessin des areˆtes en ligne
droite dans les repre´sentations de graphe de type nœud-lien. C’est un proble`me majeur
qui s’est amplifie´ au cours des anne´es en raison de la taille des graphes a` visualiser qui
ne cesse de s’accroˆıtre. Les visualisations de grands graphes souffrent ge´ne´ralement de
proble`mes d’occlusion et de lisibilite´ en raison du dessin des areˆtes. Ces dernie`res sont
usuellement repre´sente´es comme des segments ce qui entraˆıne de nombreuses occlusions
visuelles lorsque leur nombre est tre`s e´leve´. Ces occlusions peuvent nuire a` la bonne lisibilite´
du dessin voire le rendre totalement inexploitable. En particulier, il arrive que de nombreux
sommets soient totalement recouverts par le dessin d’un grand nombre d’areˆtes. Il peut
donc eˆtre difficile d’extraire des informations sur la structure ge´ne´rale du graphe visualise´.
Pour palier a` ce proble`me, nous avons mis au point une me´thode de regroupement
d’areˆtes en faisceaux (en anglais, edge bundling) pour les dessins de graphe dans le plan
nomme´e Winding Roads. Ce type de me´thode s’attache a` regrouper ensemble des areˆtes
afin de re´duire le nombre global de croisements et donc la lisibilite´ du dessin. L’autre
be´ne´fice est qu’elles permettent de faire e´merger les grands flux d’e´changes entre diffe´rentes
re´gions du dessin de graphe. Regrouper des areˆtes consiste a` modifier leur forme via le
calcul de points de controˆles dans l’espace du dessin. Les areˆtes partageant des points de
controˆle successifs sont ainsi regroupe´es sur des portions de leur route. La me´thode que
nous proposons a les proprie´te´s suivantes :
• intuitive dans son fonctionnement
• flexible quant au niveau de re´duction d’occlusions
• facilement imple´mentable
Le de´tail de la me´thode est pre´sente´e dans la section 3.3.1 de ce manuscrit. La me´thode
a e´te´ publie´e sous la re´fe´rence suivante :
[123] Antoine Lambert, Romain Bourqui, and David Auber. Winding Roads: Routing
edges into bundles. Computer Graphics Forum, 29(3):853–862, 2010. Proceedings of
the Joint Eurographics/IEEE-VGTC Symposium on Visualization (EuroVis 2010)
Nous avons e´galement mis au point une ge´ne´ralisation de cette me´thode pour regrouper
des areˆtes dans un dessin de graphe en trois dimensions. Une version spe´cialement de´die´e
a` regrouper des areˆtes sur des dessins de graphe sphe´rique (typiquement des lieux et leurs
connexions place´s sur un globe terrestre) a aussi e´te´ e´labore´e. La finalite´ de cette version
de´die´e est de router et regrouper les areˆtes uniquement sur la surface de la sphe`re.
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Le de´tail de cette ge´ne´ralisation en trois dimensions de notre me´thode Winding Roads [123]
est pre´sente´ dans la section 3.3. La me´thode a e´te´ publie´e sous la re´fe´rence suivante :
[122] Antoine Lambert, Romain Bourqui, and David Auber. 3D Edge Bundling for
Geographical Data Visualization. In Proceedings of the 14th International Conference
Information Visualisation, IV’10, pages 329–335. IEEE Computer Society, 2010
8.1.1.2 Repre´sentation de re´seaux me´taboliques
Notre second travail en matie`re de dessin de graphe porte sur la repre´sentation auto-
matique de re´seaux me´taboliques. Ce type de re´seaux biologiques mode´lise l’ensemble des
re´actions biochimiques se produisant au sein des cellules d’un organisme. Ces re´actions
transforment un ensemble de mole´cules en un autre ensemble de mole´cules. Un re´seau me´-
tabolique peut eˆtre de´compose´ en voies me´taboliques, sous ensembles de re´actions e´tablis
par les biologistes effectuant une fonction particulie`re. Ces voies peuvent se chevaucher, i.e.
qu’elles peuvent partager des mole´cules/re´actions. Les ame´liorations dans l’acquisition de
donne´es biologiques et de se´quenc¸age de ge´nomes permettent de nos jours de reconstruire
des re´seaux me´taboliques complets de nombreux organismes vivants. Pouvoir les visualiser
efficacement est un vrai besoin pour l’analyse du me´tabolisme. La taille et la complexite´ de
ces re´seaux ne facilitent pas leur repre´sentation et ne´cessite l’e´laboration de techniques de
visualisation de´die´es. En particulier, un certain nombre de contrainte doivent eˆtre prises
en compte pour dessiner de tels re´seaux. Elles sont base´es sur des observations faites sur
des repre´sentations manuelles et sont e´nonce´es ci-dessous :
• L’information relative aux voies me´taboliques doit eˆtre pre´serve´e autant que possible.
• E´viter autant que possible de dupliquer des sommets afin de respecter la connectivite´
du re´seau.
• Les cycles et cascades de re´actions doivent eˆtre repre´sente´s suivant les conventions
de dessin biologique, soit en cercle et en ligne droite.
• Les areˆtes doivent eˆtre dessine´es de manie`re pseudo-orthogonales.
• Le nombre de croisements d’areˆtes doit eˆtre minimise´.
Nous proposons une me´thode de dessin qui essaie de respecter simultane´ment toutes les
contraintes pre´ce´demment exprime´es. En particulier, notre me´thode s’attache a` essayer de
pre´server le plus possible l’information relative aux voies me´taboliques. Les repre´sentations
obtenues sont compactes, pre´servent la topologie du re´seau et contiennent peu d’occlusions
visuelles.
Le de´tail de cette me´thode de dessin de re´seaux me´tabolique pre´servant l’informa-
tion relative aux voies me´taboliques est pre´sente´ dans la section 4.3 de ce manuscrit. La
me´thode a e´te´ publie´e sous la re´fe´rence suivante :
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[124] Antoine Lambert, Jonathan Dubois, and Romain Bourqui. Pathway Preserving
Representation of Metabolic Networks. Computer Graphics Forum, 30(3):1021–1030,
2011. Proceedings of the Joint Eurographics/IEEE-VGTC Symposium on Visualiza-
tion (EuroVis 2011)
8.1.2 Infographie pour la visualisation interactive de graphes
Les autres contributions de cette the`se portent sur des techniques d’infographie e´labo-
re´es dans un contexte de visualisation de graphe. La majorite´ d’entre elles s’attachent a`
exploiter le processeur graphique pour optimiser le temps de calcul d’algorithmes couˆteux.
La premie`re contribution dans cette the´matique est une technique optimise´e de rendu de
courbes parame´triques. Cette me´thode a e´te´ de´veloppe´e afin de mettre en place des in-
teractions fluides sur des visualisations de graphe avec regroupement d’areˆtes. La seconde
contribution est une technique de rendu permettant de visualiser la densite´ des faisceaux
d’areˆtes dans un dessin de graphe avec regroupement d’areˆtes. La dernie`re contribution
porte sur des techniques de mises en e´vidence de sous-graphes d’inte´reˆt dans le contexte
global d’une visualisation de graphe.
8.1.2.1 Optimisation du temps de rendu de courbes parame´triques
Apre`s avoir applique´ un algorithme de regroupement d’areˆtes sur un dessin de graphe,
une areˆte n’est plus repre´sente´e comme un segment mais comme une ligne brise´e. Afin de
lisser la forme des areˆtes et de proposer une visualisation plus esthe´tique, il est courant
de dessiner les areˆtes en utilisant des courbes parame´triques. Les courbes parame´triques
sont de´finies par un ensemble de points de controˆle et analytiquement de´crites par un
polynoˆme. Il en existe plusieurs types. Nous nous sommes inte´resse´s aux types de courbes
suivant :
– courbes de Be´zier
– courbes B-Spline
– courbes de Catmull-Rom
L’un des proble`mes majeurs est que le couˆt de calcul des points interpolant une courbe
le long de son trace´ est important et augmente en fonction du nombre de points de controˆle.
Il est bien entendu possible de pre´calculer tous les points interpolant les diffe´rentes courbes
a` rendre et de les mettre en cache. Si cette technique est satisfaisante pour les dessins
statiques, elle est en revanche tre`s peu efficace lorsque l’on veut mettre en place des
interactions fluides avec la visualisation de graphe. Un autre inconve´nient lorsque l’on
pre´calcule tous les points interpolant les diffe´rentes courbes a` rendre est l’occupation
me´moire importante qui en de´coule. En effet, le nombre de points interpolant une courbe
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est ge´ne´ralement bien plus e´leve´ que le nombre de points de controˆle. Si ce proble`me
peut paraˆıtre anecdotique sur des stations de travail contemporaines, il l’est beaucoup
moins sur des syste`mes embarque´s ou mobiles qui dispose de beaucoup moins de me´moire.
Nous avions donc besoin d’une approche de rendu de courbes efficace afin de proposer
des techniques d’interaction fluides sur une visualisation de graphe avec regroupement
d’areˆtes.
Nous proposons une solution qui repose sur l’utilisation du processeur graphique pour le
calcul des points interpolant les courbes. Le principe est de transfe´rer les points de controˆle
des courbes dans la me´moire vide´o du processeur graphique et de laisser ce dernier e´valuer
le polynoˆme associe´ au type de courbe a` rendre.
Les re´sultats que nous avons obtenu montrent que notre technique est tre`s efficace
et permet de rendre un tre`s grand nombre de courbes de´finies par un nombre arbitraire
de points de controˆle tout en conservant un tre`s bon taux de rafraˆıchissement d’images
(de l’ordre de 25 images par seconde). L’autre avantage de cette technique est qu’elle
permet d’e´conomiser beaucoup de me´moire vive car seuls les points de controˆle et quelques
proprie´te´s visuelles (couleurs, tailles, . . .) sont ne´cessaires pour dessiner une courbe. Enfin,
si cette technique a e´te´ de´veloppe´e dans un contexte de visualisation de graphe, elle reste
ge´ne´rique et peut donc eˆtre applique´e sur tout type de visualisation utilisant des courbes
parame´triques (e.g. coordonne´es paralle`les).
Le de´tail de ces techniques de rendu de courbes parame´triques exploitant le proces-
seur graphique est pre´sente´ dans la section 5.2 de ce manuscrit. Les imple´mentations en
GLSL des diffe´rents vertex shader pour rendre les trois types de courbes sont donne´es en
Annexe B. Les pre´misses de ces techniques ont e´te´ publie´es sous la re´fe´rence suivante :
[121] Antoine Lambert, David Auber, and Guy Melanc¸on. Living Flows: Enhanced
Exploration of Edge-Bundled Graphs Based on GPU-Intensive Edge Rendering. In
Information Visualisation (IV), 2010 14th International Conference, pages 523–530.
IEEE Computer Society, 2010
8.1.2.2 Edge splatting : une technique pour visualiser la densite´ des
faisceaux d’areˆtes
Apre`s avoir applique´ un algorithme de regroupement d’areˆtes sur un dessin de graphe,
des faisceaux d’areˆtes sont cre´e´s. Ils donnent alors une belle impression de flux d’e´changes
entre diffe´rentes re´gions du dessin. Cependant, l’information relative a` la densite´ de ces
faisceaux n’est pas facilement visible dans le dessin. Il est ainsi difficile d’identifier les
faisceaux contenant beaucoup d’areˆtes de ceux en contenant peu.
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Nous proposons une me´thode de rendu nomme´e edge splatting permettant de visuali-
ser efficacement la densite´ des faisceaux d’areˆtes. Notre me´thode combine des techniques
classiques de traitement d’image et de rendu graphique. Chaque e´tape de la me´thode est
exe´cute´e sur le processeur graphique. Le principe est de calculer a` partir du dessin de
graphe un splat field, soit un champ scalaire encodant les variations continues dans la
densite´ des areˆtes regroupe´es. Ce splat field peut ensuite eˆtre rendu en utilisant diffe´rents
encodages visuels. Nous en avons expe´rimente´ deux. Le premier associe simplement les
valeurs de densite´ a` des couleurs en fonction d’une e´chelle de´finie par l’utilisateur. Le
second utilise une technique d’illumination par pixel, nomme´e bump mapping, associant
les valeurs de densite´ a` des hauteurs. Les faisceaux d’areˆtes denses apparaissent ainsi plus
haut que ceux contenant peu d’areˆtes. L’avantage de cet encodage visuel par rapport au
premier est qu’il permet de conserver les couleurs originales des areˆtes et ainsi de pre´server
l’information qu’elles encodent.
Le de´tail de l’imple´mentation de la me´thode est pre´sente´ dans la section 6 de ce
manuscrit. Cette me´thode de rendu a e´te´ publie´e dans l’article pre´sentant notre me´thode
de regroupement d’areˆtes Winding Roads [123].
8.1.2.3 Visualisation de sous-ensembles d’inte´reˆt d’un re´seau dans un
contexte global
L’analyse d’un graphe repose souvent sur une de´composition de ce dernier en sous-
graphes d’inte´reˆt. Des exemples connus sont la de´tection de communaute´s au sein d’un
re´seau social ou encore la de´composition en voies me´taboliques d’un re´seau me´tabolique.
Dans de nombreux cas, cette de´composition est chevauchante, i.e. des sommets/areˆtes
peuvent eˆtre partage´s entre plusieurs sous-graphes. Pouvoir visualiser efficacement le re´-
sultat d’une de´composition de graphe est donc primordial pour faciliter le processus d’ana-
lyse.
Nous nous sommes inte´resse´s a` la mise en exergue de sous-graphes dans le contexte
global d’une visualisation de graphe. La motivation de ce travail e´tait de pouvoir re-
trouver l’information relative aux voies me´taboliques dans les repre´sentations de re´seaux
me´taboliques que nous produisons avec la me´thode de dessin pre´sente´e a` la section 4.3.
Nous avons e´labore´ deux me´thodes pour cette taˆche. La premie`re est base´e sur l’utilisa-
tion d’enveloppes concaves pour entourer les sous-graphes d’inte´reˆt. La seconde utilise une
de´formation 3d pour mettre en e´vidence un sous-graphe particulier.
Pour ge´ne´rer des enveloppes concaves (polygones non convexes pouvant avoir des trous)
entourant le dessin de sous-graphes, nous avons mis au point deux techniques. La premie`re
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calcule les enveloppes a` partir de l’espace image de la visualisation. Le de´tail de l’imple´-
mentation de cette technique est pre´sente´ a` la section 7.2.1 de ce manuscrit. Elle a e´te´
publie´e dans notre article [124] en comple´ment de notre me´thode de dessin de re´seaux
me´taboliques. Cette technique ge´ne`re des enveloppes tre`s esthe´tiques mais manque de
flexibilite´ quant a` la pre´cision des enveloppes ge´ne´re´es. En particulier, il est difficile de
moduler finement la largeur d’une enveloppe avec cette technique. Par conse´quent, cette
me´thode ne passe pas tre`s bien a` l’e´chelle pour visualiser efficacement un grand nombre
de sous-graphes chevauchants. Pour palier a` ce proble`me, nous avons e´labore´ une seconde
technique qui calcule des enveloppes a` partir de l’espace topologique (soit le plan dans
lequel est plonge´ le dessin du graphe). Cette technique a l’avantage de garantir que toutes
les enveloppes calcule´es sont distinguables, proprie´te´ primordiale dans le cas ou` l’on veut
visualiser le re´sultat d’une de´composition chevauchante de graphe. Le de´tail de cette tech-
nique est pre´sente´ dans la section 7.2.2 de ce manuscrit. La technique a e´te´ publie´e sous
la re´fe´rence suivante :
[125] Antoine Lambert, Franc¸ois Queyroi, and Romain Bourqui. Visualizing pat-
terns in Node-link Diagrams. In Proceedings of the 16th International Conference on
Information Visualisation, IV’12, pages 48–53. IEEE Computer Society, 2012
L’utilisation d’enveloppes concaves pour mettre en exergue des sous-graphes aide l’uti-
lisateur a` visualiser le re´sultat d’une de´composition de graphe. Cependant, quelques ambi-
gu¨ıte´s peuvent apparaˆıtre. Par exemple quand un sous-graphe contient un grand nombre de
sommets et d’areˆtes et que son dessin implique un grand nombre de croisements d’areˆtes,
il peut eˆtre difficile de de´terminer si un sommet se trouvant dans son enveloppe appartient
au sous-graphe ou non. Pour palier a` ce proble`me, nous proposons une me´thode pour
mettre clairement en e´vidence un sous-graphe dans le contexte global d’une visualisation
de graphe. Cette me´thode est base´e sur l’utilisation d’une de´formation 3D qui va eˆtre ap-
plique´e a` l’e´chelle locale du sous-graphe a` mettre en exergue. Le de´tail de cette me´thode
est pre´sente´ dans la section 7.3 de ce manuscrit. La me´thode a e´te´ publie´e dans notre
article sur le dessin de re´seaux me´taboliques [124].
8.2 Futures directions
Nous concluons cette the`se par donner de futures directions de recherche de´rivant
de ses principales contributions. Nous nous focaliserons dans un premier temps sur les
ame´liorations qui pourraient eˆtre apporte´es a` notre me´thode de regroupement d’areˆtes
dans un dessin de graphe. Nous donnerons ensuite quelques suggestions pour ame´liorer
la repre´sentation de re´seaux me´taboliques. Nous donnerons ensuite quelques exemples de
161
Chapitre 8. Conclusion
visualisation et de techniques d’interaction qui pourraient be´ne´ficier de notre technique
optimise´e de rendu de courbes parame´triques. Enfin, nous donnerons quelques pistes sur les
futurs travaux a` effectuer pour la visualisation de sous-graphes d’inte´reˆt dans le contexte
global d’une visualisation de graphe.
8.2.1 Ame´liorations pouvant eˆtre apporte´es a` notre me´thode de
regroupement d’areˆtes
Nous listons ici des possibles ame´liorations pour notre me´thode de regroupement
d’areˆtes Winding Roads [123].
Adaptation multi-niveaux de la me´thode Afin de permettre a` la me´thode de pas-
ser a` l’e´chelle sur de tre`s grands graphes, une possible ame´lioration serait d’effectuer un
routage multi-niveaux des areˆtes a` regrouper. A notre connaissance, il n’existe pour le
moment qu’une seule me´thode de regroupement d’areˆtes utilisant ce paradigme : celle de
Gansner et al. [84]. A partir d’une de´composition hie´rarchique du graphe, l’ide´e serait
de regrouper les areˆtes en travaillant de fac¸on descendante (top-down) sur les graphes
quotients associe´s a` chaque niveau de la de´composition. Au lieu de router une seule areˆte
a` la fois, on routerait un ensemble d’areˆtes abstraites par une me´ta-areˆte. Chaque areˆte
verrait ainsi des portions de sa nouvelle route calcule´es a` chaque niveau. La de´compo-
sition en entre´e pourrait eˆtre lie´e au domaine d’application du graphe a` visualiser. Par
exemple dans un re´seau ge´ographique, les sommets pourraient eˆtre fragmente´s suivante
leur continent puis leur pays. A partir de la de´composition du graphe, la grille de routage
pourrait e´galement eˆtre de´compose´e en fonction de la position des sommets de chaque
groupe. L’avantage serait de re´duire la taille de la grille afin d’acce´le´rer le processus de
routage. Une autre possibilite´ serait de recalculer une grille de routage a` chaque niveau en
augmentant sa granularite´ au fur et a` mesure que l’on descend dans l’arbre de hie´rarchie
associe´e a` la de´composition.
Se´paration des areˆtes des faisceaux Une autre ame´lioration possible de notre algo-
rithme serait de pouvoir se´parer les areˆtes des faisceaux afin qu’elles soient toutes distin-
guables et non confondues. La me´thode de Pupyrev et al. [147] permet d’effectuer cette
taˆche. Pour imple´menter une telle fonctionnalite´ dans notre me´thode Winding Roads, une
ide´e serait de rediscre´tiser la grille sur les portions ou` les areˆtes ont e´te´ route´es. La finalite´
serait de cre´er autant de routes ”paralle`les” que d’areˆtes route´es. Un algorithme d’ordon-
nancement des areˆtes a` se´parer serait e´galement ne´cessaire pour minimiser les croisements
lorsque des areˆtes sortent d’un faisceau (e´galement imple´mente´ dans [147]).
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Prise en compte d’obstacles pour le routage Notre me´thode ne permet pas de
prendre en compte des obstacles a` contourner lors du routage des areˆtes. Cependant, cette
fonctionnalite´ serait facilement imple´mentable par une simple modification de la grille de
routage. L’utilisateur pourrait par exemple de´finir manuellement des zones du dessin dans
lesquelles il ne veut pas que les areˆtes soient route´es. Les sommets de la grille situe´s dans
ces zones seraient ensuite supprime´s. De la meˆme fac¸on, on pourrait forcer les areˆtes a`
prendre une route particulie`re, comme par exemple pour e´viter un groupe de sommets
dans le dessin.
8.2.2 Suggestions pour ame´liorer les repre´sentations de re´seaux
me´taboliques
Nous donnons ici quelques suggestions pour ame´liorer les repre´sentations automatiques
de re´seaux me´taboliques. Elles de´coulent de travaux que nous sommes couramment en train
d’effectuer dans ce domaine.
Prise en compte des compartiments cellulaires Les diffe´rentes mole´cules et re´ac-
tions pre´sents dans un re´seau me´tabolique ont ge´ne´ralement un compartiment cellulaire
qui leur est associe´. Ces compartiments correspondent a` diffe´rentes parties d’une cel-
lule : noyau, mitochondrie, peroxysome, . . .. Une relation d’inclusion existe e´galement sur
l’ensemble des compartiments d’une cellule. La prise en compte de cette de´composition
naturelle lors du processus de dessin permettrait suˆrement d’ame´liorer la repre´sentation
du re´seau.
Utilisation de standards pour le dessin biologique Les repre´sentations que nous
produisons avec notre me´thode [124] n’utilisent pas de format de repre´sentation de proce´de´
biologiques particuliers. L’utilisation de standards de dessin biologique comme par exemple
SBGN : The Systems Biology Graphical Notation [127] pourrait grandement faciliter leur
exploitation.
Factorisation de la repre´sentation Il existe de nombreuses re´actions similaires au
sein d’un re´seau me´tabolique. Cette similarite´ est base´e sur les groupes mole´culaires aux-
quels appartiennent les substrats et produits des re´actions. De telles re´actions similaires
pourraient ainsi eˆtre factorise´es afin de simplifier la repre´sentation du re´seau.
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8.2.3 Exploitation de notre technique optimise´e de rendu de courbes
parame´triques
Nous avons pre´sente´ dans cette the`se une technique de rendu optimise´e pour rendre
des courbes parame´triques. Nous l’avons de´veloppe´ pour mettre en place des techniques
d’interaction fluides avec une visualisation de graphe dont les areˆtes ont e´te´ regroupe´es en
faisceaux. De nombreuses techniques d’interaction pourraient be´ne´ficier de cette technique
de rendu, en particulier celle ne´cessitant de modifier dynamiquement la forme courbe des
areˆtes. On peut citer par exemple la technique EdgeLens de Wong et al. [196], qui repousse
des areˆtes autour d’un point focal en les de´formant. Notre technique pourrait e´galement
eˆtre utilise´e pour re´aliser des interpolations fluides entre un dessin avec regroupement
d’areˆtes et un dessin sans (et vice versa), comme dans la technique MoleView de Hurter el
al. [102]. D’autres types de visualisation pourrait e´galement be´ne´ficier de cette technique
de rendu comme par exemple les coordonne´es paralle`les ou` il est courant de repre´senter les
donne´es comme des courbes. Si on dispose de donne´es dynamiques, il serait alors possible
de mettre en place des animations entre deux e´tats sur ce type de repre´sentation.
8.2.4 Visualisation de sous-graphes d’inte´reˆt dans le contexte global :
possibles ame´liorations et futurs travaux
Nous avons de´taille´ dans cette the`se une me´thode permettant de ge´ne´rer des enveloppes
concaves pour entourer le dessin d’un sous-graphe a` partir de l’espace topologique [125].
Cette me´thode a e´te´ spe´cialement conc¸ue pour visualiser le re´sultat d’une de´composition
chevauchante de graphe en garantissant que chaque enveloppe sera distinguable. Pour
rappel, nous calculons un ordre sur les sous-graphes a` mettre en exergue qui de´termine
la largeur et l’ordre de rendu des enveloppes associe´es. Cet ordre est base´ sur une colo-
ration d’un graphe de de´pendance et une heuristique e´valuant la complexite´ de chaque
sous-graphe. Dans notre cas, nous utilisons le nombre de sommets de chaque sous-graphe
comme re´fe´rence mais d’autres heuristiques propres au domaine d’application pourrait
eˆtre utilise´es. Une autre ame´lioration de la me´thode serait la prise en compte des dessins
de graphe avec regroupement d’areˆtes. Notre me´thode ne ge`re pas bien ce type de dessin,
pouvant re´sulter en des enveloppes confondues le long des faisceaux d’areˆtes. Au niveau de
l’imple´mentation de la me´thode de ge´ne´ration d’enveloppes, il serait inte´ressant d’exploi-
ter les architectures multi-cœurs des processeurs contemporains. Comme chaque enveloppe
est calcule´e inde´pendamment l’une de l’autre, il devrait eˆtre possible de calculer plusieurs
enveloppes en paralle`le. Enfin, il serait inte´ressant de conduire une e´valuation empirique
pour comparer l’efficacite´ de notre me´thode avec d’autres existantes, en particulier pour
visualiser le re´sultat d’une de´composition chevauchante de graphe.
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Chapitre A
Exemple d’exploitation du pro-
cesseur graphique dans un
contexte de visualisation d’in-
formation : imple´mentation
d’un Fisheye
Cette annexe pre´sente un exemple d’exploitation du processeur graphique dans un
contexte de visualisation d’information. Le cas d’e´tude concerne l’imple´mentation d’une
technique d’interaction applicable a` tout type de visualisation, a` savoir une lentille de
type Fisheye. Ce type d’interaction de type Focus+Contexte, ge´ne´ralise´ par Furnas [80],
permet de mettre en exergue une re´gion d’inte´reˆt dans une visualisation tout en gardant le
contexte globale visible. Une pratique courante pour achever cet effet est d’appliquer une
de´formation ge´ome´trique aux e´le´ments graphiques composant une visualisation. On peut
par exemple citer les travaux de Sarkar et Brown [160], ou` ils utilisent des lentilles de type
Fisheye pour explorer une visualisation de graphe. Un autre exemple sont les travaux
de Auber et al [12] ou` une de´formation Fisheye est applique´e sur une visualisation de
type pixel oriented. La re´fe´rence dans ce domaine reste les travaux de Carpendale et
al [36, 37, 38] qui ont longuement e´tudie´ les diffe´rentes me´thodes de de´formation ainsi
que leur combinaison pour les interactions de type Focus+Contexte sur tout type de
visualisation.
De´taillons maintenant comment imple´menter un effet Fisheye sur le processeur gra-
phique. Nous utiliserons l’API OpenGL et son langage de shading GLSL pour parvenir a`
nos fins. Pour appliquer l’effet, nous allons e´crire un vertex shader soit un petit programme
exe´cute´ sur le processeur graphique charge´ de traiter les sommets en entre´e du pipeline de
rendu (voir Figure 1.21). L’ide´e pour achever cet effet est de modifier a` la vole´e la position
des sommets envoye´s au processeur graphique. La technique peut donc eˆtre applique´e a`
tout type de visualisation imple´mente´e en OpenGL. A noter que la de´formation applique´e
est en 2D et ne pourra donc marcher que sur des visualisations dessine´es dans le plan.
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Diffe´rents types de fonctions de de´formation peuvent eˆtre applique´es, nous en pre´senterons
trois :
– fhem : une de´formation he´misphe´rique
– fpar : une de´formation parabolique
– floupe : une combinaison d’une de´formation parabolique et d’un effet loupe
Les fondements mathe´matique de ces de´formations ne seront pas de´veloppe´s, le but de cet
annexe e´tant simplement de pre´senter un exemple d’exploitation du processeur graphique
pour la Visualisation d’Information.
Chaque fonction prend les quatre meˆmes parame`tres en entre´e :
– p : le point sur lequel appliquer la de´formation
– c : le centre de la de´formation : plus un e´le´ment de la visualisation sera preˆt du
centre, plus il sera de´taille´ et inversement.
– r : le rayon de la de´formation : seulement les e´le´ments de la visualisation situe´s dans
le cercle de´fini par le centre et le rayon seront plus de´taille´s.
– h : la hauteur de la de´formation : plus la hauteur sera e´leve´e, plus les e´le´ments
proches du centre apparaˆıtront proches de l’observateur.
et retourne le point p apre`s application de la de´formation.
La fonction fhem est de´finie de la fac¸on suivante :
fhem(p, c, r, h) :
. . . d = distance(c, p)
. . . if d < r :
. . . . . . ratio = d
r
. . . . . . coeff = (h+ 1) ∗ d
h ∗ ratio+ 1
. . . . . . dir = normalize(p− c) ∗ coeff
. . . . . . return c+ dir
. . . else :
. . . . . . return p
La fonction fpar est de´finie de la fac¸on suivante :
fpar(p, c, r, h) :
. . . d = distance(c, p)
. . . ratio = r
h
. . . coeff = d+ d ∗ r
d2 + 1 + ratio
. . . dir = normalize(p− c) ∗ coeff
. . . return c+ dir
La fonction floupe est de´finie de la fac¸on suivante :
floupe(p, c, r, h) :
. . . d = distance(c, p)
. . . if d < r :
. . . . . . return c+ h ∗ (p− c)
. . . else :
. . . . . . return c+ (1 + r ∗ (h− 1)
d
) ∗ (p− c)
A noter que dans les de´finitions de ces fonctions, la fonction distance(u, v) calcule
la distance euclidienne entre les vecteurs u et v et la fonction normalize(u) retourne le
vecteur u normalise´ (de meˆme direction mais de norme e´gale a` 1).
La Figure A.1 pre´sente l’imple´mentation d’un vertex shader en GLSL permettant d’ap-
pliquer l’un de ces trois effets Fisheye. Pour appliquer un des effets, il suffit d’activer le
shader avant d’appeler le code de rendu de la visualisation. Les parame`tres de la de´for-
mation sont transmis au shader via des variables uniformes. A noter que le centre de la
de´formation est projete´ dans l’espace de la came´ra observant la visualisation avant d’eˆtre
transmis au shader. Ceci est duˆ au fait que les matrices monde et vue peuvent eˆtre modi-
fie´es temporairement lors du rendu de la visualisation (e.g. lors du rendu d’un objet de´fini
dans son propre espace).
ﬁsheye.glsl 1
1 #version 120
2 // Le centre de la déformation doit avoir été projeté dans l'espace caméra
3 // (multiplié par la matrice monde puis vue)
4 uniform vec4 center;
5 uniform float radius;
6 uniform float height;
7 uniform int fisheyeType;
8
9 void main() {
10   // projection du sommet en entrée dans l'espace caméra
11   gl_Position = gl_ModelViewMatrix * gl_Vertex;
12
13   // calcul de la distance entre le centre de la déformation
14   // et le sommet en entrée
15   float dist = distance(center, gl_Position);
16   
17   // fisheye hémisphérique
18   if (fisheyeType == 1) {
19
20     if (dist < radius) {
21       float coeff = (height + 1.0) * dist / (height * dist/ radius + 1.0);
22       vec4 dir = normalize(gl_Position - center) * coeff;
23       // calcul de la nouvelle position du sommet
24       // et projection dans l'espace écran
25       gl_Position = gl_ProjectionMatrix * (center + dir);
26     } else {
27       // pas de déformation
28       gl_Position = gl_ModelViewProjectionMatrix * gl_Vertex;
29     }
30
31   // fisheye parabolique
32   } else if (fisheyeType == 2) {
33
34     float coeff = dist + dist * radius / (dist * dist + 1.0 + radius / height);
35     vec4 dir = normalize(gl_Position - center) * coeff;
36     gl_Position = gl_ProjectionMatrix * (center + dir);
37
38   // fisheye parabolique + loupe
39   } else {
40
41     if (dist < radius) {
42       gl_Position = gl_ProjectionMatrix * (center + height * (gl_Position - center));
43     } else {
44       gl_Position = gl_ProjectionMatrix * (center + (1.0 + radius * (height - 1.0) / dist) * (gl_Position - center));
45     }
46
47   }
48
49   gl_FrontColor =  gl_Color;
50   gl_TexCoord[0] = gl_MultiTexCoord0;
51 } 
52
Figure A.1: Imple´mentation d’un vertex shader en GLSL pour appliquer un effet
Fisheye a` tout type de visualisation.
(a) (b)
(c)
Figure A.2: Exemple d’effets de type Fisheye pouvant eˆtre applique´s a` diffe´rents
types de visualisation. (a) Fisheye de type he´misphe´rique applique´ sur une visuali-
sation de graphe. (b) Fisheye de type parabolique applique´ sur une visualisation de
type coordonne´es paralle`les. (c) Fisheye de type parabolique+loupe applique´ sur une
visualisation de type histogramme.
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Chapitre B
De´tails d’imple´mentation pour
le rendu de courbes parame´-
triques au GPU
Cette annexe pre´sente les codes sources C++ et GLSL pour rendre trois types de
courbes parame´triques au GPU : les courbes de Be´zier, les courbes B-Splines et les courbes
de Catmull-Rom. Pour les codes C++, la bibliothe`que GLEW (The OpenGL Extension
Wrapper) et le kit de de´veloppement de Tulip [9, 10, 120] doivent eˆtre installe´s sur la
machine hoˆte.
Trois imple´mentations sous la forme de vertex shader ont e´te´ teste´es, chacune offrant
une alternative diffe´rente pour le stockage des points de controˆle des courbes a` rendre.
La Figure B.1 pre´sente la manie`re dont les donne´es ne´cessaires pour rendre une courbe
sont pre´pare´es avant d’eˆtre transmis a` la me´moire du processeur graphique. Toutes les
donne´es sont transmises au GPU sous la forme d’un tableau de vecteurs de quatre flottants.
Dans le cas du stockage des donne´es dans une texture 2D ou dans un texture buffer object,
l’ensemble des donne´es de chaque courbe a` rendre sont concate´ne´es dans le meˆme tableau.
L’index de de´but des donne´s d’une courbe dans le tableau (texture) est transmis au GPU
afin de les re´cupe´rer depuis le vertex shader. Les donne´es suivantes sont envoye´es au GPU
pour rendre une courbe :
– nbCp : le nombre de points de controˆle
– length : la somme des distances entre chaque point de controˆle, utile pour le rendu
d’une courbe de Catmull-Rom.
– startSize : l’e´paisseur de la courbe a` son point de de´part, parame`tre utilise´ uni-
quement lorsque l’on rend une courbe sous forme polygonale a` l’aide d’un geometry
shader
– endSize : l’e´paisseur de la courbe a` son point d’arrive´e, parame`tre utilise´ unique-
ment lorsque l’on rend une courbe sous forme polygonale a` l’aide d’un geometry
shader
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– startColor : la couleur de la courbe a` son point de de´part
– endColor : la couleur de la courbe a` son point d’arrive´e
– cp0, . . ., cpN : les points de controˆle de la courbe
– k0, . . ., kM : les noeuds pour le rendu d’une courbe B-Spline, utile uniquement
pour le vertex shader ge´ne´rique de rendu de courbe B-Spline.
Figure B.1: Illustration du paquetage des donne´es ne´cessaires pour rendre une courbe
avant transmission a` la me´moire du processeur graphique.
B.1 Imple´mentation avec stockage des points de controˆle
dans un tableau
La premie`re imple´mentation, qui se re´ve`le e´galement eˆtre la plus efficace, stocke les
donne´es pour rendre une courbe dans un tableau de vecteurs (a` 4 composantes) uniforme.
Les variables uniformes peuvent eˆtre assimile´es a` de la me´moire locale en lecture seule et
offre un temps d’acce`s rapide. La Figure B.2 pre´sente le squelette du code GLSL pour le
vertex shader permettant d’interpoler les points d’une courbe. Le code client OpenGL en
C++ est quant a` lui donne´ a` la Figure B.3.
B.2 Imple´mentation avec stockage des points de controˆle
dans une texture 2D
La seconde imple´mentation utilise une texture 2D pour stocker les donne´es des courbes
a` rendre. Une texture 2D consiste en un tableau de vecteurs (a` 4 composantes) a` deux
dimensions. Cette imple´mentation se re´ve`le moins efficace que la premie`re duˆ au temps
d’acce`s a` la me´moire des textures depuis le vertex shader, bien plus long que celui pour
la me´moire locale. Cependant, cette imple´mentation est plus ge´ne´rique (i.e. ne de´pendant
pas d’une constante de taille comme dans la premie`re) et devrait pouvoir fonctionner
sur la majorite´ des processeurs graphiques. La Figure B.4 pre´sente le squelette du code
GLSL pour le vertex shader permettant d’interpoler les points d’une courbe. Le code client
OpenGL en C++ est quant a` lui donne´ a` la Figure B.5.
curvePointsArrayShader.glsl 1
1 #version 120
2 // MAX_CONTROL_POINTS is a hardware dependant constant
3 uniform vec4 controlPoints[MAX_CONTROL_POINTS];
4
5 // varying variable to transmit size data
6 // to geometry shader (for quad curve rendering)      
7 varying float size;
8
9 // cache variables
10 int nbControlPoints = 0;
11 float totalLength = 0;
12
13 int getNbControlPoints() {
14   return int(controlPoints[0].x);
15 }
16
17 // Catmull-Rom specific function
18 float getTotalLength() {
19   return controlPoints[0].y;
20 }
21
22 float getStartSize() {
23   return controlPoints[0].z;
24 }
25
26 float getEndSize() {
27   return controlPoints[0].w;
28 }
29
30 vec4 getStartColor() {
31   return controlPoints[1];
32 }
33
34 vec4 getEndColor() {
35   return controlPoints[2];
36 }
37
38 vec3 getControlPoint(int index) {
39   return controlPoints[index+3].xyz;
40 }
41
42 // B-Spline specific function
43 float getKnot(int index) {
44   return controlPoints[index+3].w;
45 }
46
47 //
48 // curve computation code goes here
49 //
50
51 void main () {
52   // get parameter
53   float t = gl_Vertex.x;
54
55   // cache some values
56   nbControlPoints = getNbControlPoints();
57   totalLength = getTotalLength();
58
59   // compute curve point
60   vec3 curvePoint = computeCurvePoint(t);
61
62   // line curve rendering
63   gl_Position = gl_ModelViewProjectionMatrix * vec4(curvePoint, 1.0);
64
65   // uncomment the line below for quad curve rendering (through geometry shader)
66   //gl_Position = vec4(curvePoint, t);
67
68   // interpolate color
69   gl_FrontColor =  mix(getStartColor(), getEndColor(), t);
70
71   // interpolate size (for quad curve rendering)
72   size = mix(getStartSize(), getEndSize(), t);
73 }
Figure B.2: Squelette du vertex shader, en GLSL, interpolant les points d’une courbe
avec stockage des points de controˆle dans un tableau uniforme.
curvePointsArrayShader.cpp 1
1 #include <GL/glew.h>
2 #include <tulip/Coord.h>
3 #include <tulip/GlShaderProgram.h>
4 #include <vector>
5
6 // header file containing the source code of the
7 // shaders (stored in std::string)
8 #include "CurvesShaders.h"
9
10 const size_t nbCurveVertices = 200;
11 static std::vector<tlp::Coord> curveVertices;
12
13 // shader object
14 static tlp::GlShaderProgram *curveArrayVertexShader = NULL;
15
16 // external data describing the curves to render
17 //
18 // the curves data packed in a Vec4f array
19 extern std::vector<tlp::Vec4f> curvesData;
20 // the indexes of each curve data
21 extern std::vector<size_t> curveDataIdx;
22 // the size of the data array for each curve
23 extern std::vector<size_t> curveDataSize;
24 // the number of curves to render
25 extern size_t nbCurves;
26 // the alpha parameter for Catmull-Rom curves
27 extern float alpha;
28
29 void curvePointsArrayShaderRendering() {
30   
31     // curve vertices initialisation
32     if (curveVertices.empty) {
33       for (size_t i = 0 ; i < nbCurveVertices ; ++i) {
34         curveVertices.push_back(tlp::Coord(i/static_cast<float>(nbCurveVertices-1), 0, 0));
35       }
36     }
37   
38     glEnableClientState(GL_VERTEX_ARRAY);
39
40     glVertexPointer(3, GL_FLOAT, 3 * sizeof(float), &curveVertices[0]);
41   
42     // shader initialisation
43     if (curveArrayVertexShader == NULL) {
44         curveArrayVertexShader = new tlp::GlShaderProgram();
45         curveArrayVertexShader->addShaderFromSourceCode(Vertex, curvePointsArrayVertexShaderSrc);
46 // uncomment the line below for quad curve rendering
47         //curveArrayVertexShader->addGeometryShaderFromSourceCode(curveExtrusionGeometryShaderSrc,
GL_LINES_ADJACENCY, GL_TRIANGLE_STRIP);
48         curveArrayVertexShader->link();
49     }
50
51     curveArrayVertexShader->activate();
52     curveArrayVertexShader->setUniformFloat("alpha", alpha);
53     
54     // loop over all curves to render
55     for (size_t i = 0 ; i < nbCurves ; ++i) {
56 // send curve data to the shader
57         curveArrayVertexShader->setUniformVec4FloatArray("controlPoints", curveDataSize[i],
&curvesData[curveDataIdx[i]][0]);    
58 // line curve rendering
59         glDrawArrays(GL_LINE_STRIP, 0, nbCurveVertices);
60 // comment the above line and uncomment the one below for quad curve rendering
61         //glDrawArrays(GL_LINE_STRIP_ADJACENCY, 0, nbCurveVertices);
62     }
63     
64     curveArrayVertexShader->desactivate();
65     
66     glDisableClientState(GL_VERTEX_ARRAY);  
67 }
Figure B.3: Imple´mentation en C++ du code client OpenGL pour rendre des courbes
a` l’aide du vertex shader donne´ a` la Figure B.2
curvePointsTexture2D.glsl 1
1 #version 120
2 // texture 2D (=vec4 array) sampler from which control points
3 // will be read
4 uniform sampler2D controlPoints;
5
6 // the index of the beginning of the curve data
7 // in the texture
8 uniform int dataIdx;
9
10 // the width and height of the texture
11 uniform int textureSize;
12
13 // varying variable to transmit size data
14 // to geometry shader (for quad curve rendering)
15 varying float size;
16
17 // cache variables
18 int nbControlPoints = 0;
19 float totalLength = 0;
20
21 int getNbControlPoints() {
22   int col = dataIdx / textureSize;
23   int row = int(mod(dataIdx, textureSize));
24   return int(texture2D(controlPoints, vec2(float(row) / (float(textureSize) - 1.0), float(col) / (float(textureSize) - 1.0))).x);
25 }
26
27 // Catmull-Rom specific function
28 float getTotalLength() {
29   int col = dataIdx / textureSize;
30   int row = int(mod(dataIdx, textureSize));
31   return texture2D(controlPoints, vec2(float(row) / (float(textureSize) - 1.0), float(col) / (float(textureSize) - 1.0))).y;
32 }
33
34 float getStartSize() {
35   int col = dataIdx / textureSize;
36   int row = int(mod(dataIdx, textureSize));
37   return texture2D(controlPoints, vec2(float(row) / (float(textureSize) - 1.0), float(col) / (float(textureSize) - 1.0))).z;
38 }
39
40 float getEndSize() {
41   int col = dataIdx / textureSize;
42   int row = int(mod(dataIdx, textureSize));
43   return texture2D(controlPoints, vec2(float(row) / (float(textureSize) - 1.0), float(col) / (float(textureSize) - 1.0))).w;
44 }
45
46 vec4 getStartColor() {
47   int col = (dataIdx + 1) / textureSize;
48   int row = int(mod(dataIdx + 1, textureSize));
49   return texture2D(controlPoints, vec2(float(row) / (float(textureSize) - 1.0), float(col) / (float(textureSize) - 1.0)));
50 }
51
52 vec4 getEndColor() {
53   int col = (dataIdx + 2) / textureSize;
54   int row = int(mod(dataIdx + 2, textureSize));
55   return texture2D(controlPoints, vec2(float(row) / (float(textureSize) - 1.0), float(col) / (float(textureSize) - 1.0)));
56 }
57
58 vec3 getControlPoint(int index) {
59   int col = (dataIdx + 3 + index) / textureSize;
60   int row = int(mod(dataIdx + 3 + index, textureSize));
61   return texture2D(controlPoints, vec2(float(row) / (float(textureSize) - 1.0), float(col) / (float(textureSize) - 1.0))).xyz;
62 }
63
64 // B-Spline specific function
65 float getKnot(int index) {
66   int col = (dataIdx + 3 + index) / textureSize;
67   int row = int(mod(dataIdx + 3 + index, textureSize));
68   return texture2D(controlPoints, vec2(float(row) / (float(textureSize) - 1.0), float(col) / (float(textureSize) - 1.0))).w;
69 } 
70
71 //
72 // curve computation code goes here
73 //
74
75 void main () {
76   // get parameter
77   float t = gl_Vertex.x;
78
79   // cache some values
80   nbControlPoints = getNbControlPoints();
81   totalLength = getTotalLength();
82
83   // compute curve point
84   vec3 curvePoint = computeCurvePoint(t);
85
86   // line curve rendering
87   gl_Position = gl_ModelViewProjectionMatrix * vec4(curvePoint, 1.0);
88
89   // uncomment the line below for quad curve rendering (through geometry shader)
90   //gl_Position = vec4(curvePoint, t);
91
92   // interpolate color
93   gl_FrontColor =  mix(getStartColor(), getEndColor(), t);
94
95   // interpolate size (for quad curve rendering)
96   size = mix(getStartSize(), getEndSize(), t);
97 }
Figure B.4: Squelette du vertex shader, en GLSL, interpolant les points d’une courbe
avec stockage des points de controˆle dans une texture 2D.
curvePointsTexture2D.cpp 1
1 #include <GL/glew.h>
2 #include <tulip/Coord.h>
3 #include <tulip/GlShaderProgram.h>
4 #include <vector>
5
6 // header file containing the source code of the
7 // shaders (stored in std::string)
8 #include "CurvesShaders.h"
9
10 const size_t nbCurveVertices = 200;
11 static std::vector<tlp::Coord> curveVertices;
12
13 // shader object
14 static tlp::GlShaderProgram *curveTexture2DVertexShader = NULL;
15
16 // external data describing the curves to render
17 //
18 // the curves data packed in a Vec4f array
19 extern std::vector<tlp::Vec4f> curvesData;
20 // the indexes of each curve data
21 extern std::vector<size_t> curveDataIdx;
22 // the size of the data array for each curve
23 extern std::vector<size_t> curveDataSize;
24 // the number of curves to render
25 extern size_t nbCurves;
26 // the alpha parameter for Catmull-Rom curves
27 extern float alpha;
28
29 // OpenGL id of curves data texture
30 static GLuint controlPointsPackedTexId = 0;
31 // size of the curves data texture 
32 static size_t textureSize = 1024;
33
34 void curvePointsTexture2DShaderRendering() {
35   
36     // curve vertices initialisation
37     if (curveVertices.empty) {
38       for (size_t i = 0 ; i < nbCurveVertices ; ++i) {
39         curveVertices.push_back(tlp::Coord(i/static_cast<float>(nbCurveVertices-1), 0, 0));
40       }
41     }
42   
43     glEnableClientState(GL_VERTEX_ARRAY);
44
45     glVertexPointer(3, GL_FLOAT, 3 * sizeof(float), &curveVertices[0]);
46   
47     // shader initialisation
48     if (curveTexture2DVertexShader == NULL) {
49         curveTexture2DVertexShader = new tlp::GlShaderProgram();
50         curveTexture2DVertexShader->addShaderFromSourceCode(Vertex, curvePointsTexture2DVertexShaderSrc);
51 // uncomment the line below for quad curve rendering
52         //curveTexture2DVertexShader->addGeometryShaderFromSourceCode(curveExtrusionGeometryShaderSrc, GL_LINES_ADJACENCY,
GL_TRIANGLE_STRIP);
53         curveTexture2DVertexShader->link();
54     }
55
56     // curves data texture initialisation
57     if (controlPointsPackedTexId == 0) {
58         glGenTextures(1, &controlPointsPackedTexId);
59         glBindTexture(GL_TEXTURE_2D, controlPointsPackedTexId);
60         glTexParameteri(GL_TEXTURE_2D, GL_TEXTURE_WRAP_S, GL_CLAMP_TO_EDGE);
61         glTexParameteri(GL_TEXTURE_2D, GL_TEXTURE_WRAP_T, GL_CLAMP_TO_EDGE);
62         glTexParameteri(GL_TEXTURE_2D, GL_TEXTURE_MAG_FILTER, GL_NEAREST);
63         glTexParameteri(GL_TEXTURE_2D, GL_TEXTURE_MIN_FILTER, GL_NEAREST);
64         std::vector<tlp::Vec4f> curvesDataCp(curvesData);
65         if (curvesDataCp.size() < textureSize * textureSize) {
66             curvesDataCp.resize(textureSize * textureSize, tlp::Vec4f(0));
67         }
68         glTexImage2D(GL_TEXTURE_2D, 0, GL_RGBA32F, textureSize, textureSize, 0, GL_RGBA, GL_FLOAT, &curvesDataCp[0]);
69     }
70
71     curveTexture2DVertexShader->activate();
72     curveTexture2DVertexShader->setUniformTextureSampler("controlPoints", 0);
73     curveTexture2DVertexShader->setUniformInt("textureSize", textureSize);
74     curveTexture2DVertexShader->setUniformFloat("alpha", alpha);
75     // bind curves data texture
76     glActiveTexture(GL_TEXTURE0);
77     glBindTexture(GL_TEXTURE_2D, controlPointsPackedTexId);
78     // loop over all curves to render
79     for (size_t i = 0 ; i < nbCurves ; ++i) {
80 // send curve data index in texture to shader
81         curveTexture2DVertexShader->setUniformInt("dataIdx", curveDataIdx[i]);
82         // line curve rendering
83         glDrawArrays(GL_LINE_STRIP, 0, nbCurveVertices);
84 // comment the above line and uncomment the one below for quad curve rendering
85         //glDrawArrays(GL_LINE_STRIP_ADJACENCY, 0, nbCurveVertices);
86     }
87     curveTexture2DVertexShader->desactivate();
88      
89     glDisableClientState(GL_VERTEX_ARRAY);  
90 }
Figure B.5: Imple´mentation en C++ du code client OpenGL pour rendre des courbes
a` l’aide du vertex shader donne´ a` la Figure B.4
B.3 Imple´mentation avec stockage des points de controˆle
dans un texture buffer object
La dernie`re imple´mentation utilise des fonctionnalite´s plus e´volue´es de l’API OpenGL
(disponible sous forme d’extensions). Les donne´es des courbes a` rendre sont stocke´es dans
un texture buffer object, assimilable a` un grand tableau de vecteurs (a` 4 composantes)
a` une dimension indexable par des entiers depuis un shader. Les courbes sont ensuites
rendues par geometry instancing, technique permettant de rendre une meˆme ge´ome´trie
un grand nombre de fois en modifiant certains parame`tres depuis un vertex shader. Une
variable autoge´ne´re´ (gl_InstanceID) est alors accessible depuis le shader pour re´cupe´rer
le parame´trage associe´ a` une instance. Cette imple´mentation se re´ve`le plus efficace que la
pre´ce´dente, le temps d’acce`s d’un texture buffer object semblant eˆtre plus rapide que celui
d’une texture 2D.
La Figure B.6 pre´sente le squelette du code GLSL pour le vertex shader permettant
d’interpoler les points d’une courbe. Le code client OpenGL en C++ est quant a` lui donne´
a` la Figure B.7.
B.4 Geometry shader pour extruder une courbe
Nous proposons e´galement l’imple´mentation d’un geometry shader permettant d’extru-
der une courbe a` la vole´e afin de lui donner une e´paisseur. La courbe est alors rendue sous
la forme d’un maillage de triangles. Un geometry shader permet de ge´ne´rer de nouvelles
primitives a` partir de celles envoye´es au pipeline de rendu. Il est par exemple possible a`
partir d’une ligne de ge´ne´rer un ensemble de triangles. C’est cette fonctionnalite´ que nous
allons utiliser pour ge´ne´rer l’extrusion, via l’utilisation d’un type de primitive OpenGL
particulier (GL_LINES_ADJACENCY). Dans ce cas, le geometry shader rec¸oit 4 points succes-
sifs (calcule´s par un vertex shader) de la ligne couramment rendue, permettant de ge´ne´rer
un maillage polygonale dont le squelette est de´finie par la courbe. L’avantage de cette
technique est qu’elle permet d’e´viter de ge´ne´rer l’extrusion coˆte´ CPU, e´conomisant ainsi
du temps CPU et de la me´moire.
Le code source de ce geometry shader est donne´ a` la Figure B.8.
curvePointsTboInstancing.glsl 1
1 #version 120
2 #extension GL_EXT_draw_instanced : enable
3 #extension GL_EXT_gpu_shader4 : enable
4
5 // the texture buffer (=vec4 array) sampler from which
6 // control points will be read
7 uniform samplerBuffer controlPoints;
8
9 // varying variable to transmit size data
10 // to geometry shader (for quad curve rendering)
11 varying float size;
12
13 // cache variables
14 int dataIdx = 0;
15 int nbControlPoints = 0;
16 float totalLength = 0;
17
18 // function to get the index of the curve data in the texture buffer.
19 // indexes are packed in the beginning of the texture buffer
20 int getDataIdx() {
21   return int(texelFetchBuffer(controlPoints, gl_InstanceID/4)[int(mod(gl_InstanceID, 4))]);
22 }
23
24 int getNbControlPoints() {
25   return int(texelFetchBuffer(controlPoints, dataIdx).x);
26 }
27
28 // Catmull-Rom specific function
29 float getTotalLength() {
30   return texelFetchBuffer(controlPoints, dataIdx).y;
31 }
32
33 float getStartSize() {
34   return texelFetchBuffer(controlPoints, dataIdx).z;
35 }
36
37 float getEndSize() {
38   return texelFetchBuffer(controlPoints, dataIdx).w;
39 }
40
41 vec4 getStartColor() {
42   return texelFetchBuffer(controlPoints, dataIdx+1);
43 }
44
45 vec4 getEndColor() {
46   return texelFetchBuffer(controlPoints, dataIdx+2);
47 }
48
49 vec3 getControlPoint(int index) {
50   return texelFetchBuffer(controlPoints, dataIdx+3+index).xyz;
51 }
52
53 float getKnot(int index) {
54   return texelFetchBuffer(controlPoints, dataIdx+3+index).w;
55 } 
56
57 //
58 // curve computation code goes here
59 //
60
61 void main () {
62   // get parameter
63   float t = gl_Vertex.x;
64
65   // cache some values
66   dataIdx = getDataIdx();
67   nbControlPoints = getNbControlPoints();
68   totalLength = getTotalLength();
69
70   // compute curve point
71   vec3 curvePoint = computeCurvePoint(t);
72
73   // line curve rendering
74   gl_Position = gl_ModelViewProjectionMatrix * vec4(curvePoint, 1.0);
75
76   // uncomment the line below for quad curve rendering (through geometry shader)
77   //gl_Position = vec4(curvePoint, t);
78
79   // interpolate color
80   gl_FrontColor =  mix(getStartColor(), getEndColor(), t);
81
82   // interpolate size (for quad curve rendering)
83   size = mix(getStartSize(), getEndSize(), t);
84 }
85
Figure B.6: Squelette du vertex shader, en GLSL, interpolant les points d’une courbe
avec stockage des points de controˆle dans un texture buffer object et effectuant un
rendu de type geometry instancing.
curvePointsTboInstancing.cpp 1
1 #include <GL/glew.h>
2 #include <tulip/Coord.h>
3 #include <tulip/GlShaderProgram.h>
4 #include <vector>
5
6 // header file containing the source code of the
7 // shaders (stored in std::string)
8 #include "CurvesShaders.h"
9
10 // the number of points sampling a single curve
11 const size_t nbCurveVertices = 200;
12 static std::vector<tlp::Coord> curveVertices;
13
14 // shader object
15 static GlShaderProgram *curveTBOInstancingVertexShader = NULL;
16
17 // external data describing the curves to render
18 //
19 // the curves data packed in a Vec4f array
20 extern std::vector<tlp::Vec4f> curvesData;
21 // the indexes of each curve data
22 extern std::vector<size_t> curveDataIdx;
23 // the size of the data array for each curve
24 extern std::vector<size_t> curveDataSize;
25 // the number of curves to render
26 extern size_t nbCurves;
27 // the alpha parameter for Catmull-Rom curves
28 extern float alpha;
29
30 // OpenGL id of curves data texture buffer object
31 static GLuint cpTboId = 0;
32 // OpenGL id of curves data texture
33 static GLuint cpTboTex = 0;
34
35 void curvePointsTboInstancingShaderRendering() {
36   
37     // curve vertices initialisation
38     if (curveVertices.empty) {
39       for (size_t i = 0 ; i < nbCurveVertices ; ++i) {
40         curveVertices.push_back(tlp::Coord(i/static_cast<float>(nbCurveVertices-1), 0, 0));
41       }
42     }
43   
44     glEnableClientState(GL_VERTEX_ARRAY);
45
46     glVertexPointer(3, GL_FLOAT, 3 * sizeof(float), &curveVertices[0]);
47   
48     // shader initialisation
49     if (curveTBOInstancingVertexShader == NULL) {
50         curveTBOInstancingVertexShader = new GlShaderProgram();
51         curveTBOInstancingVertexShader->addShaderFromSourceCode(Vertex, curveTboInstancingVertexShaderSrc);
52 // uncomment the line below for quad curve rendering
53         // curveTBOInstancingVertexShader->addGeometryShaderFromSourceCode(curveExtrusionGeometryShaderSrc, GL_LINES_ADJACENCY,
GL_TRIANGLE_STRIP);
54         curveTBOInstancingVertexShader->link();
55     }
56
57     // texture buffer initialisation
58     if (cpTboId == 0) {
59 // pack indexes of each curve data in the beginning of the texture buffer
60         std::vector<tlp::Vec4f> curvesDataTbo;
61         if (curveDataIdx.size() > 3) {
62             for (size_t i = 0 ; i < curveDataIdx.size() ; i+=4) {
63                 curvesDataTbo.push_back(tlp::Vec4f(curveDataIdx[i], curveDataIdx[i+1], curveDataIdx[i+2], curveDataIdx[i+3]));
64             }
65         }
66         size_t r = curveDataIdx.size() % 4;
67         if (r > 0) {
68             tlp::Vec4f last;
69             for (size_t i = 0 ; i < r ; ++i) {
70                 last[i] = curveDataIdx[curveDataIdx.size() - (r-i)];
71             }
72             curvesDataTbo.push_back(last);
73         }
74         
75         // offset each index by the current size of the texture buffer
76         for (size_t i = 0 ; i < curvesDataTbo.size() ; ++i) {
77             for (size_t j = 0 ; j < 4 ; ++j) {
78                 curvesDataTbo[i][j] += curvesDataTbo.size();
79             }
80         }
81         
82         // concatenate curves data to the texture buffer
83         curvesDataTbo.insert(curvesDataTbo.end(), curvesData.begin(), curvesData.end());
84
85         glGenBuffers(1, &cpTboId);
86         glBindBuffer(GL_TEXTURE_BUFFER, cpTboId);
87         glBufferData(GL_TEXTURE_BUFFER, curvesDataTbo.size() * 4 * sizeof(float), &curvesDataTbo[0], GL_STATIC_DRAW);
88
89         glGenTextures(1, &cpTboTex);
90         glBindTexture(GL_TEXTURE_BUFFER, cpTboTex);
91         glTexBuffer(GL_TEXTURE_BUFFER, GL_RGBA32F, cpTboId);
92     }
93
94     curveTBOInstancingVertexShader->activate();
95     curveTBOInstancingVertexShader->setUniformTextureSampler("controlPoints", 0);
96     curveTBOInstancingVertexShader->setUniformFloat("alpha", alpha);
97
98     // bind the curve data texture buffer object
99     glActiveTexture(GL_TEXTURE0);
100     glBindTexture(GL_TEXTURE_BUFFER, cpTboTex);
101
102     // line curve instancing rendering
103     glDrawArraysInstanced(GL_LINE_STRIP, 0, nbCurveVertices, nbCurves);
104     // comment the above line and uncomment the one below for quad curve instancing rendering
105     //glDrawArraysInstanced(GL_LINE_STRIP_ADJACENCY, 0, nbCurveVertices, nbCurves);
106     
107     curveTBOInstancingVertexShader->desactivate();
108      
109     glDisableClientState(GL_VERTEX_ARRAY);  
110 }
Figure B.7: Imple´mentation en C++ du code client OpenGL pour rendre des courbes
a` l’aide du vertex shader donne´ a` la Figure B.6
curveExtrusion.glsl 1
1 #version 120
2 #extension GL_EXT_geometry_shader4 : enable
3
4 const float M_PI = 3.141592653589793238462643;
5
6 // size data received from the previously
7 // executed curve computation vertex shader
8 varying in float size[4];
9
10 void computeExtrusionAndEmitVertices(vec3 pBefore, vec3 pCurrent, vec3 pAfter, float size) {
11   vec3 u = pBefore - pCurrent;
12   vec3 v = pAfter - pCurrent;
13   vec3 xu = normalize(u);
14   vec3 xv = normalize(v);
15   vec3 bi_xu_xv = normalize(xu+xv);
16   float angle = M_PI - acos(dot(u,v)/(length(u)*length(v)));
17
18   // Nan check
19   if(angle != angle) {
20     angle = 0.0;
21   }
22
23   float newSize = size;
24
25   float cosA = cos(angle / 2.0);
26
27   bool parallel = false;
28
29   if (cosA > 1e-1) {
30     newSize = size / cosA;
31   }
32   
33   // workaround for numerically unstable cases
34   if (cosA < 1e-1 || angle < 1e-3) {
35     vec3 tmp = vec3(0.0);
36     tmp = normalize(pAfter - pCurrent);
37     bi_xu_xv = tmp;
38     bi_xu_xv.x = -tmp.y;
39     bi_xu_xv.y = tmp.x;
40     parallel = true;
41   } 
42
43   if (parallel || cross(xu, xv)[2] < 0.0) {
44     gl_Position = gl_ModelViewProjectionMatrix * vec4(pCurrent + bi_xu_xv * newSize, 1.0);
45     EmitVertex();
46     gl_Position = gl_ModelViewProjectionMatrix * vec4(pCurrent - bi_xu_xv * newSize, 1.0);
47     EmitVertex();
48   } else {
49     gl_Position = gl_ModelViewProjectionMatrix * vec4(pCurrent - bi_xu_xv * newSize, 1.0);
50     EmitVertex();
51     gl_Position = gl_ModelViewProjectionMatrix * vec4(pCurrent + bi_xu_xv * newSize, 1.0);
52     EmitVertex();
53   }
54 }
55
56 void main() {
57
58   if (gl_PositionIn[0].w == 0.0) {
59     gl_FrontColor = gl_FrontColorIn[0];
60     computeExtrusionAndEmitVertices(gl_PositionIn[0].xyz - (gl_PositionIn[1].xyz - gl_PositionIn[0].xyz),
gl_PositionIn[0].xyz, gl_PositionIn[1].xyz, size[0]);
61   }
62
63   gl_FrontColor = gl_FrontColorIn[1];
64   computeExtrusionAndEmitVertices(gl_PositionIn[0].xyz, gl_PositionIn[1].xyz, gl_PositionIn[2].xyz, size[1]);
65   gl_FrontColor = gl_FrontColorIn[2];
66   computeExtrusionAndEmitVertices(gl_PositionIn[1].xyz, gl_PositionIn[2].xyz, gl_PositionIn[3].xyz, size[2]);
67
68   if (gl_PositionIn[3].w == 1.0) {
69     gl_FrontColor = gl_FrontColorIn[3];
70     computeExtrusionAndEmitVertices(gl_PositionIn[2].xyz, gl_PositionIn[3].xyz, gl_PositionIn[3].xyz +
(gl_PositionIn[3].xyz - gl_PositionIn[2].xyz), size[3]);
71   }
72 } 
73
Figure B.8: Imple´mentation en GLSL du geometry shader permettant d’extruder
une courbe a` la vole´e pour lui donner de l’e´paisseur.
B.5 Imple´mentation des fonctions interpolant le point
d’une courbe
Cette section pre´sente les imple´mentations en GLSL des fonctions interpolant le point
d’une courbe.
B.5.1 Courbe de Be´zier
La Figure B.9 pre´sente le code source en GLSL de la fonction interpolant un point
d’une courbe de Be´zier.
bezier.glsl 1
1 vec3 computeCurvePoint(float t) {
2   if (t == 0.0) {
3     return getControlPoint(0);
4   } else if (t == 1.0) {
5     return getControlPoint(nbControlPoints - 1);
6   } else {
7     float r = float(nbControlPoints);
8     float curCoeff = 1.0;
9     float s = (1.0 - t);
10     float t2 = 1.0;
11     vec3 bezierPoint = vec3(0.0);
12     for (int i = 0 ; i < nbControlPoints ; ++i) { 
13       bezierPoint += (getControlPoint(i) * curCoeff * t2 * pow(s, float(nbControlPoints) - 1.0 - float(i)));
14       float c = float(i+1);
15       curCoeff = curCoeff * (r-c)/c;
16       t2 *= t;
17     }
18     return bezierPoint;
19   }
20 }
Figure B.9: Imple´mentation en GLSL de la fonction interpolant le point d’une courbe
de Be´zier.
B.5.2 Courbe B-Spline
La Figure B.10 pre´sente le code source en GLSL de la fonction optimise´e interpo-
lant un point d’une courbe B-Spline uniforme (i.e. l’ensemble des noeuds internes sont
uniformement espace´s).
La Figure B.11 pre´sente le code source en GLSL de la fonction interpolant un point
d’une courbe B-Spline. Dans cette version, les noeuds sont de´finis par l’utilisateur et lus
depuis le vertex shader.
B.5.3 Courbe de Catmull-Rom
La Figure B.12 pre´sente le code source en GLSL de la fonction interpolant un point
d’une courbe de Catmull-Rom C1 continue (compose´e de segments de Be´zier cubiques).
bspline_uniform.glsl 1
1 float clampVal(float val) {
2   return clamp(val, 0.0, 1.0);
3 }
4
5 vec3 computeCurvePoint(float t) {
6   const int curveDegree = 3;
7   float coeffs[curveDegree+1];
8   float stepKnots = 1.0 / float(nbControlPoints - curveDegree);
9   if (t == 0.0) {
10     return getControlPoint(0);
11   } else if (t == 1.0) {
12     return getControlPoint(nbControlPoints - 1);
13   } else {
14     int k = curveDegree;
15     float cpt = 0.0;
16     while (t > (cpt * stepKnots) && t >= ((cpt+1.0) * stepKnots)) {
17       ++k;
18       ++cpt;
19     }
20     float knotVal = cpt * stepKnots;
21     for (int i = 0 ; i <= curveDegree ; ++i) {
22       coeffs[i] = 0.0;
23     }
24     coeffs[curveDegree] = 1.0;
25     for (int i = 1 ; i <= curveDegree ; ++i) {
26       coeffs[curveDegree-i] = (clampVal(knotVal + stepKnots) - t) / (clampVal(knotVal + stepKnots) -
clampVal(knotVal + (-i+1) * stepKnots)) * coeffs[curveDegree-i+1];
27       int tabIdx = curveDegree-i+1;
28       for (int j = -i+1 ; j <= -1 ; ++j) {
29 coeffs[tabIdx] = ((t - clampVal(knotVal + j * stepKnots)) / (clampVal(knotVal + (j+i) * stepKnots) -
clampVal(knotVal + j * stepKnots))) * coeffs[tabIdx] + ((clampVal(knotVal + (j+i+1) * stepKnots) - t) /
(clampVal(knotVal + (j+i+1) * stepKnots) - clampVal(knotVal + (j+1) * stepKnots))) * coeffs[tabIdx+1];
30 ++tabIdx;
31       }
32       coeffs[curveDegree] = ((t - knotVal) / (clampVal(knotVal + i * stepKnots) - knotVal)) * coeffs[curveDegree];
33     }
34     int startIdx = k - curveDegree;
35     vec3 curvePoint = vec3(0.0);
36     for (int i = 0 ; i <= curveDegree ; ++i) {
37       curvePoint += coeffs[i] * getControlPoint(startIdx + i);
38     }
39     return curvePoint;
40   }
41 }
Figure B.10: Imple´mentation en GLSL de la fonction interpolant le point d’une
courbe B-Spline uniforme.
bspline_generic.glsl 1
1 vec3 computeCurvePoint(float t) {
2   const int curveDegree = 3;
3   float coeffs[curveDegree+1];
4   if (t == 0.0) {
5     return getControlPoint(0);
6   } else if (t >= 1.0) {
7     return getControlPoint(nbControlPoints - 1);
8   } else {
9     int k = curveDegree;
10     while (t >= getKnot(k) && t > getKnot(k+1)) {
11       ++k;
12     }
13     for (int i = 0 ; i <= curveDegree ; ++i) {
14       coeffs[i] = 0.0;
15     }
16     coeffs[curveDegree] = 1.0;
17     for (int i = 1 ; i <= curveDegree ; ++i) {
18       coeffs[curveDegree-i] = ((getKnot(k+1) - t) / (getKnot(k+1) - getKnot(k-i+1))) * coeffs[curveDegree-i+1];
19       int tabIdx = curveDegree-i+1;
20       for (int j = -i+1 ; j <= -1 ; ++j) {
21 coeffs[tabIdx] = ((t - getKnot(k+j)) / (getKnot(k+j+i) - getKnot(k+j))) * coeffs[tabIdx] +
((getKnot(k+j+i+1) - t) / (getKnot(k+j+i+1) - getKnot(k+j+1))) * coeffs[tabIdx+1];
22 ++tabIdx;
23       }
24       coeffs[curveDegree] = ((t - getKnot(k)) / (getKnot(k+i) - getKnot(k))) * coeffs[curveDegree];
25     }
26     int startIdx = k - curveDegree ;
27     vec3 curvePoint = vec3(0.0);
28     for (int i = 0 ; i <= curveDegree ; ++i) {
29       curvePoint += coeffs[i] * getControlPoint(startIdx + i);
30     }
31     return curvePoint;
32   }
33 }
Figure B.11: Imple´mentation en GLSL de la fonction interpolant le point d’une
courbe B-Spline ou` les noeuds sont de´finis par l’utilisateur.
catmull.glsl 1
1 uniform float alpha;
2
3 vec3 bezierControlPoints[4];
4
5 float parameter[2];
6
7 void computeBezierSegmentControlPoints(vec3 pBefore, vec3 pStart, vec3 pEnd, vec3 pAfter) {
8   bezierControlPoints[0] = pStart;
9   float d1 = distance(pBefore, pStart);
10   float d2 = distance(pStart, pEnd);
11   float d3 = distance(pEnd, pAfter);
12   float d1alpha = pow(d1, alpha);
13   float d12alpha = pow(d1, 2*alpha);
14   float d2alpha = pow(d2, alpha);
15   float d22alpha = pow(d2, 2*alpha);
16   float d3alpha = pow(d3, alpha);
17   float d32alpha = pow(d3, 2*alpha);
18   bezierControlPoints[1] = (d12alpha*pEnd-
d22alpha*pBefore+(2*d12alpha+3*d1alpha*d2alpha+d22alpha)*pStart)/(3*d1alpha*(d1alpha+d2alpha));
19   bezierControlPoints[2] = (d32alpha*pStart-
d22alpha*pAfter+(2*d32alpha+3*d3alpha*d2alpha+d22alpha)*pEnd)/(3*d3alpha*(d3alpha+d2alpha));
20   bezierControlPoints[3] = pEnd;
21 }
22
23 int computeSegmentIndex(float t) {
24   float dist = pow(distance(getControlPoint(0), getControlPoint(1)), alpha);
25   parameter[0] = 0.0;
26   parameter[1] = dist / totalLength;
27   if (t == 0.0) {
28     return 0;
29   } else if (t == 1.0)   {
30     return nbControlPoints - 2;
31   } else {
32     int i = 0;
33     while (t >= (dist / totalLength)) {
34       ++i;
35       parameter[0] = dist / totalLength;
36       dist += pow(distance(getControlPoint(i), getControlPoint(i+1)), alpha);
37     }
38     parameter[1] = dist / totalLength;
39     return i;
40   }
41 }
42
43 vec3 computeCurvePoint(float t) {
44   int i = computeSegmentIndex(t);
45   float localT = 0.0;
46   if (t == 1.0) {
47     localT = 1.0;
48   } else if (t != 0.0) {
49     localT = (t - parameter[0]) / (parameter[1] - parameter[0]);
50   }
51   if (i == 0) {
52     computeBezierSegmentControlPoints(getControlPoint(i) - (getControlPoint(i+1) - getControlPoint(i)),
getControlPoint(i), getControlPoint(i+1), getControlPoint(i+2));
53   } else if (i == nbControlPoints - 2) {
54     computeBezierSegmentControlPoints(getControlPoint(i-1), getControlPoint(i), getControlPoint(i+1),
getControlPoint(i+1) + (getControlPoint(i+1) - getControlPoint(i)));
55   } else {
56     computeBezierSegmentControlPoints(getControlPoint(i-1), getControlPoint(i), getControlPoint(i+1),
getControlPoint(i+2));
57   }
58   float t2 = localT * localT;
59   float t3 = t2 * localT;
60   float s = 1.0 - localT;
61   float s2 = s * s;
62   float s3 = s2 * s;
63   return (bezierControlPoints[0] * s3 + bezierControlPoints[1] * 3.0 * localT * s2 + bezierControlPoints[2] * 3.0
* t2 * s + bezierControlPoints[3] * t3);
64 }
Figure B.12: Imple´mentation en GLSL de la fonction interpolant le point d’une
courbe de Catmull-Rom C1 continue.
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Chapitre C
Marching Squares : un algo-
rithme d’extraction de contours
Cette annexe pre´sente le de´tail de l’algorithme Marching Squares, que nous avons
utilise´ pour ge´ne´rer des enveloppes concaves afin de mettre en exergue des sous-graphes
dans le contexte d’une visualisation globale d’un re´seau (voir section 7.2.1).
Cette algorithme permet de reconstruire des surfaces implicites (ou iso-surfaces ou
contours) dans un champ scalaire a` deux dimensions (un tableau rectangulaire contenant
des valeurs nume´riques). Le principe de fonctionnement est le meˆme que l’algorithme
Marching Cubes [131] sauf que l’algorithme travaille dans le plan. Des carre´s sont donc
utilise´s comme forme de base au lieu de cubes.
L’algorithme est tre`s simple a` comprendre. Il consiste a` exe´cuter une boucle et examiner
un carre´ de 4 cases du champ scalaire a` la fois. En fonction de la configuration de ce
carre´, de´pendant d’une valeur seuil dans le champ scalaire, un de´placement dans une
des 4 directions (gauche, droite, haut, bas) est effectue´. La Figure C.1 pre´sente les 16
configurations possibles, le code qui leur est associe´ ainsi que le de´placement qu’elles
engendrent. On commence donc par examiner le carre´ en haut a` gauche et on progresse
vers la droite jusqu’a` atteindre la frontie`re d’une iso-surface. A partir de la`, on regarde
la configuration du carre´ et on se de´place en fonction. De cette fac¸on, on va ”marcher” le
long du contour de la surface jusqu’a` revenir au point de de´part. La Figure C.2 illustre ce
fonctionnement.
L’imple´mentation comple`te de l’algorithme en pseudo-code est pre´sente´e dans les Al-
gorithmes 4, 5, 6 et 7.
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Algorithme 4 Algorithme Marching Squares : proce´dure principale
Entre´es:

- f : un champ scalaire a` deux dimensions
- w : largeur du champ scalaire
- h : hauteur du champ scalaire
- v : seuil de´terminant si une valeur de f est dans un contour ou non
Sorties: - une liste de contours/trous de´finis par une suite de coordonne´es dans f
1: contours = liste()
2: celluleVisite = tableau boole´en(w − 1, h− 1, faux)
3: Pour i de 0 a` h− 1 faire
4: Pour j de 0 a` w − 1 faire
5: Si celluleVisite[i][j] == vrai alors
6: Continuer
7: Fin Si
8: typeCellule = calculerTypeCellule(f , v, i, j)
9: Si modulo(typeCelulle, 15) != 0 alors
10: contours.ajouter(extraireContour(f , v, i, j, celluleVisite))
11: Fin Si
12: celluleVisite[i][j] = vrai
13: Fin Pour
14: Fin Pour
15: Retourner contours
Algorithme 5 Algorithme Marching Squares : fonction calculant le type d’une cellule
1: Fonction calculerTypeCellule(f , v, i, j)
2: type = 0
3: Si f [i][j] > v alors
4: type += 1
5: Fin Si
6: Si f [i+1][j] > v alors
7: type += 4
8: Fin Si
9: Si f [i+1][j+1] > v alors
10: type += 8
11: Fin Si
12: Si f [i][j+1] > v alors
13: type += 2
14: Fin Si
15: Retourner type
16: Fin Fonction
Algorithme 6 Algorithme Marching Squares : fonction extrayant un contour (partie 1)
1: Fonction extraireContour(f , v, i, j, celluleVisite)
2: Nord = (0, 1)
3: Sud = (0,−1)
4: Est = (1, 0)
5: Ouest = (−1, 0)
6: dir = Est
7: precDir = Est
8: arretMarche = faux
9: contour = liste()
10: posI = i
11: posJ = j
12: Tant que arretMarche == faux faire
13: type = calculerTypeCellule(f , v, posI, posJ)
14: Si type == 0 alors
15: dir = Est
16: Sinon Si type == 1 alors
17: dir = Ouest
18: Sinon Si type == 2 alors
19: dir = Sud
20: Sinon Si type == 3 alors
21: dir = Ouest
22: Sinon Si type == 4 alors
23: dir = Nord
24: Sinon Si type == 5 alors
25: dir = Nord
26: Sinon Si type == 6 alors
27: Si precDir == Ouest alors
28: dir = Nord
29: Sinon
30: dir = Sud
31: Fin Si
32: Sinon Si type == 7 alors
33: dir = Nord
34: Sinon Si type == 8 alors
35: dir = Est
Algorithme 7 Algorithme Marching Squares : fonction extrayant un contour (partie 2)
36: Sinon Si type == 9 alors
37: Si precDir == Sud alors
38: dir = Ouest
39: Sinon
40: dir = Est
41: Fin Si
42: Sinon Si type == 10 alors
43: dir = Sud
44: Sinon Si type == 11 alors
45: dir = Ouest
46: Sinon Si type == 12 alors
47: dir = Est
48: Sinon Si type == 13 alors
49: dir = Est
50: Sinon Si type == 14 alors
51: dir = Sud
52: Fin Si
53: celluleVisite[posI][posJ] = vrai
54: contour.ajouter((posI, posJ))
55: posI += dir[1]
56: posJ += dir[0]
57: precDir = dir
58: Si posI == i et posJ == j alors
59: arretMarche = vrai
60: Fin Si
61: Fin Tant que
62: Retourner contour
63: Fin Fonction
Figure C.1: Illustration des 16 configurations possibles pour l’algorithme Marching
Squares (source de l’image original : Wikipe´dia). Une case noire signifie que la valeur
dans le champ scalaire associe´ est supe´rieure a` un seuil. Les codes associe´s a` ces confi-
gurations (voir Algorithme 5) et les mouvements qu’elles engendrent sont e´galement
repre´sente´s.
Figure C.2: Illustration du fonctionnement de l’algorithme Marching Squares (source
de l’image : Wikipe´dia).
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Visualisation interactive de graphes : e´laboration et optimisation
d’algorithmes a` couˆts computationnels e´leve´s.
Résumé : Un graphe est un objet mathe´matique mode´lisant des relations sur un ensemble d’e´le´ments.
Il est utilise´ dans de nombreux domaines a` des fins de mode´lisation. La taille et la complexite´ des
graphes manipule´s de nos jours entraˆınent des besoins de visualisation afin de mieux les analyser. Dans
cette the`se, nous pre´sentons diffe´rents travaux en visualisation interactive de graphes qui s’attachent
a` exploiter les architectures de calcul paralle`le (CPU et GPU) disponibles sur les stations de travail
contemporaines.
Les contributions de cette the`se ont e´te´ divise´es en deux parties. La premie`re partie porte sur des pro-
ble´matiques de dessin de graphe. Un algorithme de regroupement d’areˆtes et une me´thode permettant
de dessiner un re´seau me´tabolique complet y sont pre´sente´s. La seconde partie pre´sente des techniques
d’infographie pour la visualisation interactive de graphes.
Mots-clés : Visualisation de graphes, regroupement d’areˆtes, bioinformatique, infographie.
Discipline : Informatique.
Interactive graph visualisation : elaboration and optimisation
of algorithms with high computationnal cost.
Abstract : A graph is a mathematical object used to model relations over a set of elements. It is
used in numerous fields for modeling purposes. The size and complexity of graphs manipulated today
call a need for visualization to better analyze them. In that thesis, we introduce different works in
interactive graph visualisation which aim at exploiting parallel computing architectures (CPU and
GPU) available on contemporary workstations.
The contributions of that thesis have been divided into two parts. The first part focuses on graph
drawing problems. An edge bundling algorithm and a method for drawing a complete metabolic
network are detailed. The second part introduces computer graphics techniques for interactive graph
visualisation.
Keywords : Graph visualization, edge bundling, bioinformatic, computer graphics.
Field : Computer Science.
