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Abstract
We investigate stability of a solution of a hybrid system in the sense that the graphs of solutions from nearby initial conditions
remain close and tend towards the graph of the given solution. In this manner, a small continuous-time mismatch is allowed
between the jump times of neighbouring solutions and the ‘peaking phenomenon’ is avoided. We provide conditions such that
this stability notion is implied by stability with respect to a specifically designed distance-like function. Hence, stability of
solutions in the graphical sense can be analysed with existing Lyapunov techniques.
1 Introduction
Hybrid systems feature both continuous evolution in
time and discrete events, and are valuable for the mod-
elling, analysis and control of many engineering appli-
cations, see [1, 2] and the references therein. While the
stability of stationary points and sets for hybrid systems
is relatively well understood, far less is known about the
stability of a given time-varying and jumping solution.
The stability of time-varying solutions to hybrid sys-
tems is challenging [2,3] as two nearby solutions typically
show ‘peaking behaviour’, i.e. they experience jumps at
close, but not identical, jump times and during this time-
mismatch interval, the state distance between both so-
lutions will generally not be small. To analyse stability
of a hybrid solution, set-stability techniques [4], ignoring
the state difference in this interval [3], or non-Euclidean
distance-like functions [5,6] have been proposed. The ap-
proaches in [3,4] seem to be hard to generalize, while sta-
bility with respect to non-Euclidean distance-like func-
tions is hard to interpret. Here, we investigate the sta-
bility of a single solution (in contrast to incremental sta-
bility [7, 8]) using closeness of the graphs of solutions.
We define stability of a given solution in graphical sense,
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which implies that the Euclidean distance between the
states of this solution and nearby solutions, when com-
pared at close continuous-time instances, tends towards
zero and, in addition, the difference between the contin-
uous times used in this comparison also tends to zero
when time evolves (a similar definition is used in [9]).
We prove that graphical stability is implied by stability
with respect to a well-designed non-Euclidean distance-
like function, cf. [5, 6]. This implication allows to prove
(asymptotic) stability in graphical sense using existing
Lyapunov-based techniques. For the first time, a graphi-
cal and intuitive notion of stability is provided for a given
solution that applies to a large class of hybrid systems
and can be analysed with existing techniques.
2 Hybrid system and stability definitions
Let (x, y) = [xT, yT]T for (x, y) ∈ Rn × Rm and for a
set-valued mapping F , dom F := {x ∈ Rn : F (x) 6= ∅}.
Given S1, S2 ⊂ Rn, S1 + S2 denotes {y1 + y2 : y1 ∈
S1, y2 ∈ S2} andBs denotes {x ∈ Rn : ‖x‖ ≤ s}, with ‖·
‖ the Euclidean norm. Let ρB1(x, y) := inf(u,v)∈B1 ‖(x−
u, y − v)‖ for B1 ⊂ Rn × Rn. We study hybrid systems
x˙ ∈ F (x), x ∈ C; x+ ∈ G(x),∈ D, (1)
as in [1] where we impose the hybrid basic conditions
(cf. [1]) given by:
Preprint submitted to Automatica
(A1) flow set C and jump set D are closed subsets of Rn
(A2) flow map F : Rn ⇒ Rn is outer semicontinuous
and locally bounded relative to C, C ⊂ dom F , and
F (x) is convex for each x ∈ C
(A3) jump map G : Rn ⇒ Rn is outer semicontinuous
and locally bounded relative to D, and D ⊂ dom G.
Let hybrid time domain, maximal solutions to (1) and
tangent cone at a point x ∈ Rn to a set B ⊆ Rn (de-
noted TB(x)) be defined as in [1]. We call solution φ
t-complete if sup
(t,j)∈dom φ t = ∞ and bounded when
‖φ(t, j)‖ ≤ R for all (t, j) ∈ dom φ and some R > 0.
Exploiting the Hausdorff distance between solution
graphs (see [9, 10]), we define graphical stability of a
solution as follows:
Definition 1 A t-complete solution φ? to system (1) is
stable in graphical sense if the following condition holds.
For any ε > 0, there exists δ() > 0 such that for any
maximal solution φ with ‖φ?(0, 0) − φ(0, 0)‖ < δ() it
holds that
(i) for all (t, j) ∈ dom φ?, there exists (t′, j′) ∈ dom φ
with |t− t′| < ε such that ‖φ?(t, j)− φ(t′, j′)‖ < ε,
(ii) for all (t′, j′) ∈ dom φ, there exists (t, j) ∈ dom φ?
with |t− t′| < ε such that ‖φ?(t, j)− φ(t′, j′)‖<ε.
The solution φ? is asymptotically stable in graphical
sense if, in addition, there exists r > 0 such that for
any ε > 0 and any maximal solution φ with ‖φ?(0, 0)−
φ(0, 0)‖ < r there exists T ≥ 0 for which the following
statements hold:
(iii) for all (t, j) ∈ dom φ? with t ≥ T , there exists
(t′, j′) ∈ dom φ with |t − t′| < ε such that ‖φ?(t, j) −
φ(t′, j′)‖<ε,
(iv) for all (t′, j′) ∈ dom φ with t′ ≥ T , there exists
(t, j′) ∈ dom φ? with |t − t′| < ε such that ‖φ?(t, j) −
φ(t′, j′)‖<ε. 2
Definition 1 prioritises continuous time over the jump
counter (in [8] and references therein, this is used for in-
cremental stability). Focussing on hybrid systems that
cannot exhibit consecutive jumps without flow, [5, Defi-
nition 1] yields the distance-like function ρA(x1, x2) with
A := {(x1, x2) ∈ (C ∪ D ∪ G(D))2 : x1 = x2 or
x2 ∈D∧x1 ∈ G(x2)orx1 ∈D∧x2 ∈ G(x1)
}
and by [8,
Lemma 1] the stability definition in [6] is equivalent to:
Definition 2 A t-complete solution φ? to system (1) is
stable with respect to ρA if the following conditions hold.
For any εw > 0, there exists δw(εw) > 0 such that for any
maximal solution φ with ρA(φ?(0, 0), φ(0, 0)) < δw(εw)
it holds that
(i) for all (t, j) ∈ dom φ?, there exists (t, j′) ∈ dom φ
such that ρA(φ?(t, j), φ(t, j′)) < εw, and
(ii) for all (t, j′) ∈ dom φ, there exists (t, j) ∈ dom φ?
such that ρA(φ?(t, j), φ(t, j′))<εw.
The solution φ? is asymptotically stable with re-
spect to ρA if, in addition, there exists rw > 0 such
that for any εw>0 and any maximal solutions φ with
ρA(φ?(0, 0), φ(0, 0))<rw there exists Tw≥0 for which it
holds that
(iii) for all (t, j) ∈ dom φ? with t ≥ Tw, there exists
(t, j′) ∈ dom φ such that ρA(φ?(t, j), φ(t, j′))<εw, and
(iv) for all (t, j′) ∈ dom φ with t′ ≥ Tw, there exists
(t, j′) ∈ dom φ? such that ρA(φ?(t, j), φ(t, j′))<εw. 2
3 Comparison of stability concepts
The following result allows to compare both definitions.
Theorem 1 Consider system (1) with a t-complete so-
lution φ? and let the following conditions hold:
(i) G(D)∩D = ∅, G(D) ⊂ C and G is single-valued and
proper;
(ii) ∀x ∈ C ∩D, F (x) ∩ TC(x) = ∅;
(iii) ∀x ∈ C ∩G(D), −F (x) ∩ TC(x) = ∅;
(iv) either D is bounded or φ? is bounded.
Then, for all ε > 0 there exists s > 0 such that for any
t-complete solution φ to (1) that satisfies the conditions:
(v) ‖φ?(0, 0)− φ(0, 0)‖ < s;
(vi) for all (t, j) ∈ dom φ?, there exists (t, ˜) ∈ dom φ
such that ρA(φ?(t, j), φ(t, ˜)) < s,
it holds that for any (t, j)∈dom φ?, there exists (t′, j′)∈
dom φ with |t−t′|<ε such that ‖φ?(t, j)−φ(t′, j′)‖<ε. 2
The existence of a solution φ verifying (v) and (vi) is
guaranteed by [1, Proposition 6.14] and that the con-
clusion of Theorem 1 coincides with (i) of Definition 1.
Condition (i) in this theorem restricts the possibility of
forward and backward jumps of the hybrid system (e.g.,
excluding Zeno-type solutions). With the definition of
the set A, this condition is essential to draw conclusions
on the difference between solutions φ and φ? when con-
dition (vi) holds. Condition (ii), combined with the fact
that F (x) is nonempty for x ∈ C, guarantees that so-
lutions that are close to the jump set, will indeed jump
in the near future (with a uniform bound on the jump
time mismatch). In particular, it ensures C ∩ D has
zero Lebesgue measure and in case D is a submanifold
with C located on one side of this manifold, (ii) enforces
transversal intersection of solutions with D. Condition
(iii) has a similar role for solutions backward in time
and also guarantees that solutions cannot enterG(D) by
flow. To infer compactness results for a bounded subset
of the jump set D including those points of D explored
by the solution φ?, condition (iv) is imposed. We now
formulate our main result below.
Theorem 2 Consider a t-complete solution φ? to sys-
tem (1), suppose that conditions (i)-(iv) of Theorem 1
hold. If the solution φ? is (asymptotically) stable with re-
spect to ρA (as in Definition 2), then it is (asymptoti-
cally) stable in graphical sense as in Definition 1. 2
Analysis of stability in graphical sense is facilitated by
Theorem 2, which states that this stability notion is im-
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plied by stability of the solution with respect to a specif-
ically constructed distance-like function. Hence, exist-
ing Lyapunov-based approaches as in [6] can be used to
prove asymptotic stability in graphical sense. An exam-
ple where Theorem 2 is used to prove stability in graph-
ical sense for a bouncing ball tracking problem can be
found in [11]. An open question is if the stability defini-
tions in graphical sense, or in terms of ρA, are equivalent.
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A Proofs of Theorems 1 and 2
Lemma 3 Consider system (1), suppose (ii) of Theo-
rem 1 holds and let K¯ > 0 be given. If D is bounded then
for all 2 > 0, there exists 1 > 0 such that for any t-
complete solution φ to (1) and any (t, j) ∈ dom φ such
that φ(t, j) ∈ (C ∩D) + B1 , there exists t′ ∈ [t, t + 2]
such that (t′, j) ∈ dom φ and φ(t′, j) ∈ C ∩ D. For un-
bounded D, such 1 and t
′ exist if φ(t, j) ∈ BK¯ . 2
PROOF. Let D̂ be given by D if it is bounded and
by D ∩ B2K¯ otherwise. Since D is closed by (A1), D̂
is compact. Since F is locally bounded by (A2) of the
hybrid basic assumptions, we can select γ > 0, F˜ > 1
such that ‖f‖ < F˜ for all f ∈ F (x) and x ∈ (C∩D̂)+Bγ .
Given 2 > 0, we show that 1 > 0 can be selected such
that for any solution φ and any hybrid time (t, j) ∈
dom φ such that φ(t, j) ∈ (C ∩D) + B1 , we have
‖φ(s, j)−φ(t, j)‖ ≤ |s−t|F˜ ≤ 2, for all (s, j) ∈ dom φ
with s ∈ [t, t+ min( γ
1+F˜
, 2
F˜
)). (A.1)
Namely, impose 0 < 1 < min(K¯,
γ
1+F˜
) and consider
a t-complete solution φ (with ‖φ(t, j)‖ ≤ K¯ if D is
unbounded due to the hypothesis of the lemma) and
(t, j) ∈ dom φ with φ(t, j) ∈ (C ∩ D) + B1 . Exploit-
ing 1 < K¯ and ‖y‖ > 2K¯ for all y ∈ D \ D̂ in case
D is unbounded, we find φ(t, j) ∈ (C ∩ D̂) + B1 . In-
troducing δt := min( γ
1+F˜
, 2
F˜
), we let s¯ ∈ [t, t + δt] be
the maximum scalar such that for all s ∈ [t, s¯], (s, j) ∈
dom φ and φ(s, j) ∈ {φ(t, j)} + Bγ−1 hold.We deduce
φ(s, j) ∈ (C ∩ D̂) +Bγ for s ∈ [t, s¯] and, hence, ‖f‖ < F˜
for all f ∈ F (φ(s, j)) and s ∈ [t, s¯]. By definition of the
solution, dφ(s,j)ds ∈ F (φ(s, j)) for almost all s ∈ [t, s¯],
such that ‖φ(s, j) − φ(t, j)‖ ≤ |s − t|F˜ , for s ∈ [t, s¯]
holds. This directly implies that for s ∈ [t, s¯], ‖φ(s, j)−
φ(t, j)‖ ≤ δtF˜ ≤ γ
1+F˜
F˜ = γ − γ
1+F˜
< γ − 1. Hence, we
find s¯ = min{t + δt,max(s ∈ R : (s, j) ∈ dom φ)} and
[t, s¯] coincides with {s ∈ [t, t + δt] : (s, j) ∈ dom φ}.
With s as above and |s− t| ≤ δt ≤ 2
F˜
, (A.1) is proven.
For the sake of contradiction, we now suppose:
S1: there exists 2 > 0 such that for all 1 ∈ (0, γ), there
exists a t-complete solution φ to system (1), with
φ(0, 0) ∈ (C ∩ D̂) + B1 , and φ(t′, 0) /∈ C ∩D for all
t′ ∈ [0,min( γ
1+F˜
, 2
F˜
)].
Let 2 > 0 be as in S1. We select 1 ∈ (0, γ) such that
(A.1) holds for any solution φ and hybrid time instant
(t, j) ∈ dom φ for which φ(t, j) ∈ C ∩ D̂ + B1 and
introduce δt′ := min( γ
1+F˜
, 2
F˜
, γ−1
F˜
). Select 01 = 1, a
sequence {i1}i∈{0,1,...} of strictly positive scalars such
that i1 < 
i−1
1 for all i ∈ {1, 2, . . .}, limi→∞ i1 = 0,
and a sequence {φi}i∈{1,2,...} of solutions to (1) with
φi : [0, δt′]× {0} → Rn, i ∈ {1, 2, . . .}, φi(0, 0) /∈ C ∩D
; φi(0, 0) ∈ (C ∩ D̂) + Bi1 and φi(t′, 0) ∈ ({φi(0, 0)} +B2)\(C∩D) for all t′ ∈ [0, δt′] (cf. S1). Introducing the
compact set K = (C ∪ D̂) ∩ (C ∩ D̂ + Bγ) we find with
(A.1) and δt′ ≤ γ−01
F˜
that for each solution φi, i ∈ N,
it holds that φi(t′, 0) ∈ K for t′ ∈ [0, δt′], where we ex-
ploited the bound ‖dφ(t,j)dt ‖ ≤ F¯ that holds in this time
interval. Hence, the elements of the sequence {φi}i∈N are
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contained in the bounded set of absolutely continuous
functions [0, δt′] × {0} → K. Consequently, there exists
a convergent subsequence within {φi}i∈N that graphi-
cally converges to a function φ : [0, δt′]× {0} → K with
φ(0, 0) ∈ C ∩ D̂ according to Theorem 5.7 in [1]. This
function φ is a solution to the hybrid system by sequen-
tial compactness of solutions to hybrid systems satisfy-
ing A1)-A3), cf. [1, Theorem 6.8 and Definition 6.2(a)].
However, the existence of such a solution is excluded by
item (ii) of Theorem 1 as no solutions to (1) can flow on
C ∩ D. Hence, S1 is contradicted and we have proven
the lemma for (t, j) = (0, 0). Time-invariance of (1) con-
cludes this proof. 2
Lemma 4 Consider a hybrid system (1) satisfying items
(i), (iii) of Theorem 1 and let K¯ ∈ R be given. If D is
bounded then for all 4 > 0, there exists 3 > 0 such
that for any solution φ to (1) and any (t, j) ∈ dom φ
such that φ(t, j) ∈ (C ∩ G(D)) + B3 , j ∈ {1, 2, . . .},
there exists t′ ∈ [t − 4, t] such that (t′, j) ∈ dom φ and
φ(t′, j) ∈ C ∩ G(D). For unbounded D, such 3 and t′
exist if φ(t, j) ∈ BK¯ . 2
PROOF. If j > 0, we observe that the flowing solution
segment of φ to (1) is characterised by the differential
inclusion x′ ∈ −F (x), x ∈ C as long as x 6∈ G(D) and
the direction of continuous time is reversed. Hence, we
deduce that the statement of Lemma 4 is proven by ap-
plication of Lemma 3 after replacing D with G(D). 2
PROOF of THEOREM 1. If the jump set D is un-
bounded (cf. (iv)) we construct K¯ > 0 that verifies Lem-
mas 3 and 4 and is such that ρA(φ?(t, j), φ(t, ˜)) in (vi)
can be written as the distance from a compact set when
both (iv) and (vi) hold for some s < K. For this purpose,
we select K¯ > 0 such that bothG−1(G(D)∩B2K)+BK ⊂
D ∩ BK¯ and (G(D ∩ B2K) + BK) ⊆ BK¯ hold. We define
D̂ = D ∩ BK¯ if D is unbounded and D̂ = D otherwise.
The set D̂ is closed by (A1), it is thus compact. In ad-
dition, ĜD := G(D̂) is compact by locally boundedness
and outer semi-continuity of G.
We introduce A01 = {(z1, z2) ∈ (C ∪ D)2 : z2 =
G(z1), z1 ∈ D̂} such that the set A01 is compact as G is
locally bounded and outer semi-continuous. Introducing
the symmetrical set A10 = {(z1, z2) ∈ (C ∪D)2 : z1 =
G(z2), z2 ∈ D̂}, compactness of this set follows from the
symmetry. From item (i) of Theorem 1, we concludeA01
and A10 are not intersecting. Furthermore, the intersec-
tion of A01 and A00 := {(z1, z2) ∈ (C ∪D)2 : z2 = z1}
is empty, as, for points (z1, z2) in this intersection, z1 =
z2 = G(z1) should hold, contradicting item (i); similarly,
we find A10 ∩ A00 = ∅. Since A00, A01, A10 are discon-
nected, closed and the latter two sets compact, there ex-
ists s¯ > 0 such that {(x, y) ∈ (C∪D)2 : ρA00(x, y) ≤ s¯},{(x, y) ∈ (C ∪ D)2 : ρA01(x, y) ≤ s¯} and {(x, y) ∈
(C ∪D)2 : ρA10(x, y) ≤ s¯} are mutually disconnected.
As D̂ and ĜD are compact and F is locally bounded by
(A2), there exist positive scalars r, F˜ such that F˜ >1 and
‖f‖≤ F˜ for all f ∈F (x) and x ∈ (D̂∪ĜD)+Br. Now, fix
ε > 0 as in Theorem 1 and take 1 as in Lemma 3 with
2 =
min(ε,2r)
2(1+F˜ )
and 3 as in Lemma 4 with 4 =
min(ε,2r)
2(1+F˜ )
,
where, if D is unbounded, K¯ is used.
Selecting s > 0 such that s < min
(
s¯, ε
2
√
2F˜
, r
F˜+1
,K,
1
2 minu∈D̂,w∈ĜD ‖u − w‖, 1, 3
)
(with K = ∞ if D is
bounded), we prove that condition (i) in Definition 1
holds. Considering any pair (φ?, φ) of t-complete so-
lutions to (1) satisfying (v),(vi) and selecting (t, j) ∈
dom φ? arbitrary, we find by (vi) that there exists (t, ˜) ∈
dom φ such that ρA(φ?(t, j), φ(t, ˜)) < s. Exploiting
strictness of this inequality and the infimum defining ρA,
this implies that there exists (z1, z2) ∈ A such that
‖(φ?(t, j)− z1, φ(t, ˜)− z2)‖ < s (A.2)
holds, with z1, z2 satisfying one of the following three
cases that are generated by the ‘or’ conditions in the
definition of A. We now construct (t′, j′) ∈ dom φ as in
the theorem.
Case 1: z1 = z2 ∈ C ∪ D. We directly ob-
serve (z1, z2) ∈ A00 and select (t′, j′) = (t, ˜). From
‖(φ?(t, j)− z1, φ(t, ˜)− z2)‖ ≥
min
z∈Rn
‖(φ?(t, j)− z, φ(t, ˜)− z)‖ = 1√
2
‖φ?(t, j)− φ(t, ˜)‖
and (A.2), we conclude ‖φ?(t, j) − φ(t, j′)‖ < √2s ≤ ε
since s < ε
2
√
2F˜
< ε√
2
. Hence, (t′, j′) satisfies the condi-
tions imposed in the theorem.
Case 2: z1 ∈ D, z2 = G(z1). Since φ(t, ˜) is close to
G(D), we will apply Lemma 4 to prove that φ experi-
enced a jump shortly before the time instant (t, ˜) and
select time (t′, j′) before this jump and show item (i) of
Definition 1 holds.
First, observe that z1 ∈ D̂ holds also in the case
where D is unbounded following (A.2) and (iv).
Hence, (z1, z2) ∈ A01 holds. To prove ˜ > 0 in
(A.2), suppose the contrary, i.e. ˜ = 0. Let t? ≤ t
denote the minimum continuous time such that
inf
z∈D̂ ‖(φ?(τ, j)− z, φ(τ, 0)−G(z))‖ < s for τ ∈ (t?, t]
and [t?, j] ∈ dom φ?. Continuity of hybrid arcs during
flow either implies (t?, j − 1) ∈ dom φ? or there exists
z?1 ∈ D̂ such that ‖(φ?(t?, j)−z1, φ(t?, 0)−G(z?1))‖ = s.
The first option implies φ(t?, j) ∈ G(D̂) such that
‖φ?(t?, j) − z‖ ≥ min
u∈D̂,w∈G(D̂) ‖u − w‖ > s, con-
tradicting inf
z∈D̂ ‖(φ?(τ, j) − z, φ(τ, 0) − G(z))‖ < s.
Otherwise, by design of s¯, we find
inf
z∈C∪D
‖(φ?(t?, j)− z, φ(t?, 0)− z)‖ > s¯ > s (A.3)
and infz∈D ‖(φ?(t?, j) − G(z), φ(t?, 0) − z)‖ > s¯ > s.
Again exploiting continuity of hybrid arcs during flow,
there cannot exist a hybrid time interval [τ?, t?) × {j},
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with τ? < t? and infz∈C∪D ‖(φ?(τ, j)−z, φ(τ, 0)−z)‖ <
s or infz∈D ‖(φ?(τ, j) − G(z), φ(τ, 0) − z)‖ < s for
τ ∈ [τ?, t?) and, since (vi) holds, the only remaining
option is (t?, j) = (0, 0), in which (v) contradicts (A.3).
A contradiction is found in every scenario and ˜ > 0.
Since (A.2) implies ‖φ(t, ˜) − G(z1)‖ ≤ s, s < K
and z1 ∈ D̂ has been obtained above, we find
φ(t, ˜) ∈ G(D ∩B2K) +BK , such that ‖φ(t, ˜)‖ < K¯ fol-
lows from the construction of K¯. As, in addition, φ(t, ˜) ∈
G(D)+Bs holds, s < 3 and 3 is selected as in Lemma 4
with 4 =
min(ε,2r)
2(1+F˜ )
, there exists t′ ∈ [t − min(ε,2r)
2(1+F˜ )
, t]
such that φ(t′, ˜) ∈ G(D). Similarly, we infer that
inf
z∈D̂ ‖(φ?(τ, j) − z, φ(τ, ˜) −G(z))‖ ≤ s for τ ∈ [t?, t]
and t? = max(t′,min{t ∈ R : (t, j) ∈ dom φ?}). Hence,
φ?(t?, j) ∈ D + Bs (A.4)
is obtained, which implies φ?(t?, j) /∈ G(D) and t? = t′.
From φ(t′, ˜) ∈ G(D), ˜ ≥ 1 and item (iii), we find
(t′, ˜− 1) ∈ dom φ. Since |t− t′| ≤ min(ε,2r)
2(1+F˜ )
< ε, we will
conclude this case and show that (t′, j′), with j′ = ˜−1,
satisfies ‖φ?(t, j)− φ(t′, j′)‖ < ε. We first prove
ρA00(φ
?(t′, j), φ(t′, ˜− 1)) ≤ ε2 (A.5)
holds by considering the case of t′ = 0 separately, fol-
lowed by the case in which t′ > 0. If t′ = 0, we use
φ?(t′, j) /∈ G(D) obtained above to deduce j = 0 and
φ(t′, ˜− 1) ∈ D to deduce ˜− 1 = 0 (since G(D) ∩D =
∅ by item (i)), such that ‖φ?(t′, j) − φ(t′, ˜ − 1)‖ =
‖φ?(0, 0)− φ(0, 0)‖ ≤ s by (v). As ρA00(x, y) ≤ ‖x− y‖
for all x, y ∈ C∪D and s ≤ ε2 , we obtain (A.5). If t′ > 0,
using items (i) and (iii) and the inclusion (t′, ˜ − 1) ∈
dom φ, we observe that there exists a time t′′ < t′ such
that for τ ∈ (t′′, t′), the equality
{ ∈ {0, 1, . . .} : (τ, ) ∈ dom φ} = {˜− 1} (A.6)
holds, i.e., no jumps of φ occur in the open continuous-
time interval (t′′, t′). From (A.4) we find that (τ, j) ∈
dom φ? holds for all τ ∈ (t′′′, t′), and some t′′′ ∈ [t′′, t′).
For τ ∈ (t′′′, t′), (vi) implies ρA(φ?(τ, j), φ(τ, ˜− 1))<s
for τ ∈ (t′′′, t′). Hence, for a sequence {τk}k∈N with τk ∈
(t′′′, t′) and limk→∞τk = t′ we find limk→∞ φ?(τk, j) ∈
D+Bs, limk→∞ φ(τk, ˜−1) ∈ D and limk→∞ ρA(φ?(τk, j),
φ(τk, ˜−1))≤s. For each sufficiently large k, ρA(φ?(τk, j),
φ(τk, ˜ − 1)) = ρA00(φ?(τk, j), φ(τk, ˜ − 1)). Namely, if
x1 ∈ D+Bs and x2 ∈ D, then ρA(x1, x2) ≤ s implies
ρA(x1, x2) = ρA00(x1, x2). By continuity of ρA00 and
continuity of the hybrid arcs for fixed j, ˜, we find
limk→∞ ρA00(φ
?(τk, j), φ(τk, ˜ − 1)) = ρA00(φ?(t′, j),
φ(t′, ˜ − 1)) ≤ s. With ρA00(φ?(t′, j), φ(t′, ˜ − 1)) ≥
1√
2
‖φ?(t′, j)−φ(t′, ˜− 1)‖ and s < ε
2
√
2F˜
, we find (A.5).
From ρA01(φ
?(t, j), φ(t, ˜)) = infz∈D ‖(φ?(t, j) −
z, φ(t, ˜) − G(z))‖ < s, we find φ?(t, j) ∈ D + Bs and,
since s ≤ r
F˜+1
and |t′ − t| ≤ min(ε,2r)
2(1+F˜ )
≤ r
F˜+1
, we obtain
φ˙?(τ, j) ≤ F˜ for τ ∈ [t′, t]. Exploiting |t′ − t| ≤ ε
2(1+F˜ )
and F˜
1+F˜
< 1, we get ‖φ?(t′, j)−φ?(t, j)‖ < |t′−t|F˜ ≤ ε2 .
With (A.5) and j′ = ˜−1, we find ‖φ?(t, j)−φ(t′, j′)‖ ≤
‖φ?(t, j) − φ?(t′, j)‖ + ‖φ?(t′, j) − φ(t′, j′)‖ < ε, such
that (t′, j′) satisfy the theorem conditions.
Case 3: z2 ∈ D, z1 = G(z2). Since φ(t, ˜) is close to
D, we will apply Lemma 3 to prove a jump of φ will
occur soon, and select (t′, j′) directly after this jump.
Subsequently, we conclude this case by showing that
item (i) of Definition 1 holds for this hybrid time instant.
For this purpose, first, we observe that z2 ∈ D̂ holds also
in the case where D is unbounded. Namely, as (A.2) im-
plies ‖φ?(s)−G(z2)‖ < s and s < K, we find with (iv)
that ‖G(z2)‖ < 2K. Hence, z2 ∈ G−1(D ∩ B2K) ⊆ BK¯
holds by construction of K¯ and (z1, z2) ∈ A10 is veri-
fied. Since ‖φ(t, ˜)− z2‖ < s < K follows from (A.2), we
find ‖φ(t, ˜)‖ < K¯ and φ(t, ˜) ∈ D + Bs. Since s < 1,
we can apply Lemma 3 and conclude there exists a time
t′ ∈ [t, t + min(ε,2r)
2(1+F˜ )
] such that φ(t′, ˜) ∈ D̂. With items
(i) and (ii), we find (τ, ˜ + 1) ∈ dom φ for τ ∈ [t′, t′′),
with some t′′ > t′. Reasoning analogously as in Case
2, we obtain (t′, j) ∈ dom φ?, φ?(t′, j) ∈ G(D) + Bs,
such that φ?(t′, j) /∈ D and, choosing t′′′ sufficiently
small, we find (τ, j) ∈ dom φ? for τ ∈ [t′, t′′′). Taking
a sequence {τk}k∈N with τk > t′ and limk→∞ τk =
t′, we find limk→∞ ρA00(φ
?(τk, j), φ(τk, ˜ + 1)) =
ρA00(φ
?(t′, j), φ(t′, ˜+ 1)) ≤ s. As s < ε
2
√
2F˜
and F˜ ≥ 1,
we find ‖φ?(t′, j)− φ(t′, ˜+ 1)‖ < ε2 .
From (A.2) and z2 ∈ D̂, we find φ?(t, j) ∈ G(D̂) + Bs
and, since s < r
F˜+1
, we obtain φ˙?(τ, j) ≤ F˜ for
τ ∈ [t, t′], since |t′ − t| < min(ε,2r)
2(1+F˜ )
< r
F˜+1
. We deduce
‖φ?(t′, j)−φ?(t, j)‖ < |t−t′|F˜ ≤ ε2 from |t−t′| ≤ ε2(1+F˜ ) .
Selecting j′ = ˜ + 1, we obtain ‖φ?(t, j) − φ(t′, j′)‖ ≤
‖φ?(t, j)− φ(t′, j)‖+ ‖φ?(t′, j)− φ(t′, j′)‖ ≤ ε, and the
conclusion of the theorem is verified.
As (t′, j′) has been constructed for all three cases and
arbitrary (t, j) ∈ dom φ?, the theorem is proven. 2
PROOF of THEOREM 2. We exploit items (i) and
(ii) of Definition 2 and Theorem 1 to conclude stability
in graphical sense as defined in Definition 1, and exploit
the combination of (iii), (iv) of Definition 2 and The-
orem 1 to conclude (asymptotic) stability in graphical
sense. Given a pair of solutions (φ?, φ), Theorem 1 only
provides statements for all (t, j) ∈ dom φ?, (see item (i)
of Definition 1). Statement (ii) of Definition 1 is attained
by another application of Theorem 1 for the solution
pair (φ?
′
, φ′), which we select as (φ, φ?). (Asymptotic)
stability of φ? with respect to ρA will be used to show
that (vi) of Theorem 1 holds for both solution pairs
(φ?, φ) and (φ?
′
, φ′).
Consider system (1) and solution φ? satisfying the
conditions of Theorem 2. We select K > 0 such that
either ‖φ?(t, j)‖ < K holds for all (t, j) ∈ dom φ? or
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‖x‖ < K for x ∈ D, cf. (iv) of Theorem 1. Exploiting
also item (i) in Theorem 1 and local boundedness of G
if D is unbounded, we can select a scalar K ′ such that
the combination of the inequality ρA(φ?(t, j), y) < K
for any y ∈ D and item (iv) of Theorem 1 implies
‖y‖ < K ′ for any (t, j) ∈ dom φ?. Let φ? be stable
with respect to ρA. To prove existence of a scalar δ > 0
for any ε > 0 (see Definition 1) such that (i) and (ii)
in Definition 1 hold, we first fix an arbitrary ε > 0.
By application of Theorem 1, we find a scalar s > 0
such that for any solution φ that satisfies (v)-(vi) of
Theorem 1, item (i) of Definition 1 holds. Consider-
ing the pair (φ?
′
, φ′) = (φ, φ?) of solutions, we apply
Theorem 1 and find s′ > 0 such that if φ satisfies (v)-
(vi), with s replaced by s′, for every (t′, j′) ∈ dom φ,
there exists a hybrid time (t, j) ∈ dom φ?, with
|t − t′| < ε, such that ‖φ?(t, j) − φ(t′, j′)‖ < ε. We
now select δ = δw(min(s, s
′,K)), with δw(·) given in
Definition 2, and consider an arbitary solution φ with
‖φ?(0, 0)− φ(0, 0)‖ < δ (cf. Definition 1) and will show
that conditions (i) and (ii) in Definition 1 hold. We note
that ρA(φ?(0, 0), φ(0, 0)) ≤ ‖φ?(0, 0) − φ(0, 0)‖ < δ ≤
δw(s) implies that item (i) of Definition 2 is verified with
εw = s. Hence, for the solution pair (φ
?, φ) with scalar
s, condition (v) of Theorem 1 holds and, by item (i) of
Definition 2, we conclude that (vi) of Theorem 1 holds.
As (iv) holds by assumption, we apply Theorem 1 and
conclude item (i) of Definition 1.
We note that ρA(φ?(0, 0), φ(0, 0)) ≤ ‖φ?(0, 0) −
φ(0, 0)‖ < δw(s′) implies that item (ii) of Definition 2 is
verified with εw = s
′. Hence, aiming to apply Theorem 1
with the solution pair (φ?′, φ′) = (φ, φ?) and scalar s′,
we observe that condition (v) holds and, by item (ii) of
Definition 2, we conclude that (vi) of Theorem 1 holds
(also for the pair (φ?′, φ′)). As (iv) of the same theorem
holds by assumption, we can apply Theorem 1 to con-
clude that item (i) of Definition 1 holds for the solution
pair (φ?′, φ′). As a direct consequence, item (ii) of Defi-
nition 1 holds for the solution pair (φ?, φ). Since we have
proven (i) and (ii) for this solution pair, and φ is selected
arbitrarily, the solution φ? is stable in graphical sense.
We now show asymptotic stability. Assume that φ? is
asymptotically stable with respect to ρA, let r = rw > 0
be as in Definition 2, and select ε > 0 arbitrarily. Given
ε, let s be as in Theorem 1 and let s′ be selected as above.
In addition, consider any φ with ‖φ?(0, 0)−φ(0, 0)‖ ≤ r.
Applying Lemma 3 with 2 = ε, we find some positive
scalar 1. Let s¯ > 0 be as in the proof of Theorem 1. We
now consider Definition 2 with εw = min(
s√
2
, s
′√
2
, 1, s¯),
and find that there exists a time Tw > 0 such that
items (iii) and (iv) of Definition 2 hold. In partic-
ular, this implies that there exist Jw, J
′
w such that
ρA(φ?(Tw, Jw), φ(Tw, J ′w)) < εw. With εw ≤ 1
and Lemma 3, we conclude that there exist hybrid
times (T, J) ∈ dom φ? and (T, J ′) ∈ dom φ, with
T ∈ [Tw, Tw + ε], such that ρA(φ?(T, J), φ(T, J ′)) =
ρA00(φ
?(T, J), φ(T, J ′)), where the design of s¯ and
εw ≤ s¯ are used. From ρA00(φ?(T, J), φ(T, J ′) < εw, we
conclude ‖φ?(T, J)− φ(T, J ′)‖ < min(s, s′).
Let (φ?s, φs) be constructed such that φ
?(T + t, J + j) =
φs(t, j) for all (t, j) ∈ dom φ?s and φ(T + t, J ′ + j) =
φs(t, j
′) for all (t, j′) ∈ dom φs. For (φ?s, φs) and (φs, φ?s),
all conditions of Theorem 1 hold, such that items (i),(ii)
of Definition 1 follow for (φ?s, φs) and (φs, φ
?
s). We con-
clude that the scalar T > 0 constructed above ensures
items (iii) and (iv) of Definition 1. Consequently, φ? is
asymptotically stable in graphical sense. 2
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