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Abstract
A common strategy for the dimensionality reduction of nonlinear partial dif-
ferential equations relies on the use of the proper orthogonal decomposition
(POD) to identify a reduced subspace and the Galerkin projection for evolv-
ing dynamics in this reduced space. However, advection-dominated PDEs
are represented poorly by this methodology since the process of truncation
discards important interactions between higher-order modes during time evo-
lution. In this study, we demonstrate that an encoding using convolutional
autoencoders (CAEs) followed by a reduced-space time evolution by recur-
rent neural networks overcomes this limitation effectively. We demonstrate
that a truncated system of only two latent-space dimensions can reproduce a
sharp advecting shock profile for the viscous Burgers equation with very low
viscosities, and a twelve-dimensional latent space can recreate the evolution
of the inviscid shallow water equations. Additionally, the proposed frame-
work is extended to a parametric reduced-order model by directly embedding
parametric information into the latent space to detect trends in system evo-
lution. Our results show that these advection-dominated systems are more
amenable to low-dimensional encoding and time evolution by a CAE and
recurrent neural network combination than the POD Galerkin technique.
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1. Introduction
High-fidelity simulations of systems characterized by nonlinear partial dif-
ferential equations (PDEs) represent large compute costs and are prohibitive
for decision-making tasks for many fast-query applications. In order to re-
duce costs, there has recently been significant interest in the reduced-order
modeling (ROM) of such systems [1, 2, 3, 4, 5, 6, 7]. As such, this field finds
extensive application in control [8, 9, 10, 11], multi-fidelity optimization [12],
uncertainty quantification [13, 14] and data-assimilation [15] among others.
However, ROMs are limited in how they handle nonlinear dependence and
perform poorly for complex physical phenomena, which are inherently mul-
tiscale in space and time [16, 17, 18, 19]. Researchers continue to search for
efficient and reliable ROM techniques for such transient nonlinear systems
[20, 21, 22, 23, 24, 6]. The identification of a reduced basis to ensure a com-
pressed representation that is minimally lossy is a core component of most
ROM development strategies (some examples include [25, 26, 27]). Once
this basis is identified, we need a cost-effective strategy for accurate nonlin-
ear dynamical system evolution to reproduce the full-order spatiotemporal
complexity of the problem in the reduced basis. For example, we could use
intrusive methods (which project the governing equations onto the reduced-
basis), as seen in [28, 29], which use a Galerkin projection or [1, 30, 31],
which use the Petrov-Galerkin method (see [32] for the comparison of these
two methods). Finally, reconstruction of the compressed representation is
required for full-order space post-processing and visualization. In this study,
we utilize convolutional autoencoders (CAE) and long short-term memory
neural networks (LSTM) [33] for parametric ROMs of advection-dominated
and inviscid systems. The former are used to identify reduced-representations
of the full-order fields and the latter are used for the temporal evolution of
these compressed representations. We note that, recently, LSTMs have be-
come popular for the non-intrusive characterization of dynamical systems
[34, 35, 36, 37, 38, 39] although most such studies perform latent space em-
bedding through the use of linear embeddings such as the proper orthogonal
decomposition (POD). Additionally, we propose a parametric extension of
the CAE-LSTM for exploring parametric search spaces through training on
multiple offline simulations. In contrast with studies outlined in [40], we
deploy our framework on problems requiring shock capturing mechanisms
as well as for fully inviscid system simulations. Ref. [41] also uses a con-
volutional autoencoder to nonlinearly embed states, but uses quasi-Newton
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methods to evolve in the latent space. We reduce computation by evolv-
ing with an LSTM network instead. An important difference with another
similar study outlined in [42] is that our framework allows for the explicit
embedding of control parameters such as viscosity or a parameterization of
the initial condition into the LSTM. This allows for the independent training
of our CAE and LSTM neural networks. A similar implementation has been
demonstrated in [43] where another neural network is used to link global pa-
rameters with the latent space representations. We simplify this by directly
embedding the parameters into the latent space.
Our forward models for the purpose of data generation and subsequent
testing are given by parametric partial differential equations. For the rest
of this article, we shall represent a generic partial differential equation using
the following notation:
q˙(x, t,p) +N [q(x, t,p)] + L[q(x, t,p); p] = 0, (x, t,p) ∈ Ω× T × P ,
(1)
where Ω ⊂ Rd, T = [0, T ],P ⊂ Rp, and N , L are non-linear and linear
operators, respectively. Our system is characterized by a solution field q :
Ω× T ×P → Rd and appropriately chosen initial and boundary conditions,
where d is the number of dependent variables of the PDE, and p is the
number of control parameters in the problem. We assume that our system
of equations can be solved in space-time on a discrete grid resulting in the
following system of parameterized ODEs:
q˙h(t,p) + Nh[qh(t,p)] + Lh[qh(t,p); p] = 0 (t,p) ∈ T × P , (2)
where qh : T × P → RNh is a discrete solution and Nh is the number
of spatial degrees of freedom. In this problem, our goal is to bypass the
solution of Equation 1 by constructing a compression manifold and a time
advancement technique on this manifold solely from training data. Such
ROMs hold great promise for characterizing the spatiotemporal dynamics of
systems for which observations may be available, but little knowledge of the
governing equations exist.
2. Proper orthogonal decomposition
In this section, we review the POD technique for the construction of a
reduced basis [44, 45]. The interested reader may also find an excellent ex-
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planation of POD and its relationship with other dimension-reduction tech-
niques in [46]. The POD procedure is tasked with identifying a space
Xf = span
{
ϑ1, . . . ,ϑf
}
, (3)
which approximates snapshots optimally with respect to the L2−norm. The
process of ϑ generation commences with the collection of snapshots in the
snapshot matrix
S = [ qˆ1h qˆ
2
h · · · qˆNsh ] ∈ RNh×Ns , (4)
where Ns is the number of snapshots, and qˆ
i
h : T × P → RNh corresponds
to an individual snapshot in time of the discrete solution domain with the
mean value removed, i.e.,
qˆih = q
i
h − q¯h,
q¯h =
1
Ns
Ns∑
i=1
qih.
(5)
with qh : P → RNh being the time-averaged solution field. Our POD bases
can then be extracted efficiently through the method of snapshots where we
solve the eigenvalue problem on the correlation matrix C = STS ∈ RNs×Ns .
Then
CW = ΛW, (6)
where Λ = diag {λ1, λ2, · · · , λNs} ∈ RNs×Ns is the diagonal matrix of eigen-
values and W ∈ RNs×Ns is the eigenvector matrix. Our POD basis matrix
can then be obtained by
ϑ = SW ∈ RNh×Ns . (7)
In practice a reduced basis ψ ∈ RNh×Nr is built by choosing the first Nr
columns of ϑ for the purpose of efficient ROMs, where Nr  Ns. This
reduced basis spans a space given by
Xr = span
{
ψ1, . . . ,ψNr
}
. (8)
The coefficients of this reduced basis (which capture the underlying temporal
effects) may be extracted as
A = ψTS ∈ RNr×Ns . (9)
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The POD approximation of our solution is then obtained via
Sˆ = [ q˜1h q˜
2
h · · · q˜Nsh ] ≈ ψA ∈ RNh×Ns , (10)
where q˜ih : T ×P → RNh corresponds to the POD approximation to qˆih. The
optimal nature of reconstruction may be understood by defining the relative
projection error ∑Ns
i=1 ‖qˆih − q˜ih‖2RNh∑Ns
i=1 ‖qˆih‖2RNh
=
∑Ns
i=Nr+1
λ2i∑Ns
i=1 λ
2
i
, (11)
which exhibits that with increasing retention of POD bases, increasing recon-
struction accuracy may be obtained. We remark that for dimension d > 1,
the solution variables may be stacked to obtain this set of bases that are
utilized for the reduction of each PDE within the coupled system. Another
approach may be to obtain reduced bases for each dependent variable within
the coupled system and evolve each PDE on a different manifold. Each
dependent variable is projected onto bases constructed from its snapshots
alone. This affects the computation of N for computing the updates for each
dimension in q. In practice, this operation manifests itself in the concatena-
tion of reduced bases to obtain one linear operation for reconstruction of all
field quantities.
2.1. The POD Galerkin projection
The orthogonal nature of the POD basis may be leveraged for a Galerkin
projection of each partial differential equation forming the coupled system
onto its corresponding reduced basis. We start by revisiting Equation (1)
written in the form of an evolution equation for fluctuation components i.e.,
˙ˆqh(x, t,p) +Nh[qˆh(x, t,p)] + Lh[qˆh(x, t,p); p] = 0, (12)
which can be expressed in the reduced basis as
ψq˙r(t,p) +Nh[ψqr(t,p)] + Lh[ψqr(t,p); p] = 0, (13)
where qr : T × P → RNr ,qr ∈ α corresponds to the temporal coefficients
at one time instant of the system evolution (i.e., equivalent to a particular
column of A). The orthogonal nature of the reduced basis can be leveraged
to obtain
q˙r(t,p) +Nr[qr(t,p)] + Lr[qr(t,p); p] = 0, (14)
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which we denote the POD Galerkin-projection formulation (POD-GP). Note
that we have assumed that the residuals generated by the truncated represen-
tation of the full-order model are orthogonal to the reduced basis. It will be
discussed and demonstrated later (in Section 5.1) that the absence of higher-
basis nonlinear interactions causes errors in the forward evolution of this
system of equations. Note that the POD-GP essentially consists of Nr cou-
pled ODEs and is solved by a standard fourth-order accurate Runge-Kutta
method. The reduced degrees of freedom lead to very efficient forward solves
of the problem even though accuracy is limited. Note that this transformed
problem has initial conditions given by
qr(t = 0) =
(
ψT qˆh(t = 0)
)
. (15)
3. Convolutional autoencoders
Autoencoders are neural networks that learn a new representation of the
input data, usually with lower dimensionality. The initial layers, called the
encoder, map the input x ∈ Rm to a new representation z ∈ Rk. The
remaining layers, called the decoder, map z back to Rm with the goal of
reconstructing x. The objective is to minimize the reconstruction error.
Autoencoders are unsupervised; the data x is given, but the representation
z must be learned.
More specifically, we use autoencoders that have some convolutional lay-
ers. In a convolutional layer, instead of learning a matrix that connects all
m neurons of layer’s input to all n neurons of the layer’s output, we learn
a set of filters. Each filter fi is convolved with patches of the layer’s input.
Suppose a 1-d convolutional layer has filters of length mfi . Then each of the
layer’s output neurons corresponding to filter fi is connected to a patch of
mfi of the layer’s input neurons. In particular, a 1-d convolution of filter f
and patch p is defined as f ∗p = ∑j fjpj (For neural networks, convolutions
are usually technically implemented as cross-correlations). Then, for a typ-
ical 1-d convolutional layer, the layer’s output neuron yij = ϕ(fi ∗ pj + Bi)
where ϕ is an activation function, and Bi are the entries of a bias term. As
j increases, patches are shifted by stride s. For example, a 1-d convolutional
layer with a filter f0 of length mf = 3 and stride s = 1 could be defined
so that y0j involves the convolution of f0 and inputs j − 1, j, and j + 1.
To calculate the convolution, it is common to add zeros around the inputs
to a layer, which is called zero padding. In the decoder, we use deconvolu-
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tional layers to return to the original dimension. These layers upsample with
nearest-neighbor interpolation.
Two-dimensional convolutions are defined similarly, but each filter and
each patch are two-dimensional. A 2-d convolution sums over both dimen-
sions, and patches are shifted both ways. For a typical 2-d convolutional
layer, the output neuron yijk = ϕ(fi ∗ pjk + Bi). Input data can also have a
“channel” dimension, such as RGB for images. The convolutional operator
sums over channel dimensions, but each patch contains all of the channels.
The filters remain the same size as patches, so they can have different weights
for different channels.
It is common to follow a convolutional layer with a pooling layer, which
outputs a sub-sampled version of the input. In this paper, we specifically
use max-pooling layers. Each output of a max-pooling layer is connected to
a patch of the input, and it returns the maximum value in the patch. We
provide the details of our convolutional autoencoders for each experiment in
Sections 5.1.1 and 5.2.1.
4. Recurrent neural networks
The LSTM network is a specialization of the recurrent neural network
and was introduced to consider time-delayed processes where events further
back in the past may potentially affect predictions for the current location in
the sequence. The basic equations of the LSTM in our context for an input
variable z are given by
input gate: Gi = ϕS ◦ FNci (z),
forget gate: Gf = ϕS ◦ FNcf (z),
output gate: Go = ϕS ◦ FNco (z),
internal state: st = Gf  st−1 +Gi 
(
ϕT ◦ FNcz (z)
)
,
output: ht = Go ◦ϕT (st) ,
(16)
where z is a fixed sequence of inputs comprising past history. Also, ϕS
and ϕL refer to tangent sigmoid and tangent hyperbolic activation functions
respectively, Nc is the number of hidden layer units in the LSTM network.
Note that Fn refers to a linear operation given by a matrix multiplication
and subsequent bias addition i.e,
Fn(x) = Wx+B, (17)
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where W ∈ Rn×m and B ∈ Rn for x ∈ Rm and where a  b refers to a
Hadamard product of two vectors. The LSTM implementation will be used
to advance z as a function of time, where z is the reduced-space representa-
tion learned by the CAE. The LSTM network’s primary utility is the ability
to control information flow through time with the use of the gating mecha-
nisms. A greater value of the forget gate (post sigmoidal activation), allows
for a greater preservation of past state information through the sequential
inference of the LSTM, whereas a smaller value suppresses the influence of
the past. Details of our LSTM deployments for the different experiments
utilized in this article are provided in Section 5.
5. Experiments
In the following, we introduce the two representative problems used to
assess the proposed framework. We demonstrate framework performance
for the viscous Burgers equation, which is characterized by an advecting
shock and the conservative inviscid shallow water equations with varying
initial conditions. While the first problem requires that our framework is
able to capture the advection of a shock profile accurately in time, the second
problem requires interpolation in initial condition space. These varying initial
conditions are given by different locations of a Gaussian blob at the starting
time.
5.1. Burgers
Our first problem is given by the one-dimensional viscous Burgers’ equa-
tion with periodic boundary conditions which can be represented as
u˙+ u
∂u
∂x
= ν
∂2u
∂x2
,
u(x, 0) = u0, x ∈ [0, L], u(0, t) = u(L, t) = 0.
(18)
It is well known that the above equation is capable of generating discontinu-
ous solutions even if initial conditions are smooth and ν is sufficiently small
due to advection-dominated behavior. We specifically consider the initial
condition
u(x, 0) =
x
1 +
√
1
t0
exp
(
Rex
2
4
) , (19)
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and we set L = 1 and maximum time tmax = 2. An analytical solution exists
and is given by
u(x, t) =
x
t+1
1 +
√
t+1
t0
exp
(
Re x
2
4t+4
) , (20)
where t0 = exp(Re/8) and Re = 1/ν.
5.1.1. Convolutional autoencoder
We proceed by detailing the architecture of our convolutional autoen-
coder for effective compression of the full-order solution field. Our method
is given by a one-dimensional convolutional framework which uses multi-
ple strided filters to obtain a low-dimensional representation of the solution
field. We detail the architecture through the schematic shown in Figure 1.
We utilize several pairs of convolutional and max-pooling layers to reduce
dimensionality of the input image to a size of solely two degrees of freedom
in the encoded space. Following this, the two-dimensional state is convolved
and upsampled several times to return to the dimensionality of the full-order
field. Each layer consists of rectified linear activations and utilizes a zero-
padding at the edges of the domain for the purpose of convolution. We note
that the dynamics studied in this test case are not critically affected by the
absence of accurate padding at the boundaries. Our network is trained by
using a standard mean-squared error loss with a batch size of 10, a learning
rate of 0.001 and the use of Adam for optimization. R2 values of 0.99 were
achieved for the reconstructed fields. Note that the choice of hyperparam-
eters for this architecture (i.e., the number of layers, channels, latent-space
dimension, learning rate and batch-size) were manually tuned to obtain the
current R2.
5.1.2. LSTM
In this section, we introduce architectural details of the LSTM used to
advance latent space representations obtained by the convolutional autoen-
coder for the Burgers problem. Note that we shall be outlining results from
two different LSTM architectures: one that is valid for only one choice of
ν and one that is valid for parametric interpolation. We observe that, in
general, the latter requires more complex models.
Our basic LSTM architecture for this test case is given by two cells that
are stacked on top of a windowed input of latent space representations . This
9
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Figure 1: A schematic of the one-dimensional CAE-LSTM for the viscous Burgers equa-
tion. The nonlinear autoencoder embeds the data into latent space, and then the recurrent
network can be used for time-series advancement.
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leads to a windowed-input advancement of dynamics with the output being
the prediction of the latent space representation at the next time step. This
prediction is then fed back into the framework in an autoregressive manner.
Our learning rate for the LSTM is the default 0.001, and we use the Adam
optimizer to train the weights and biases of the framework. As in the case of
the convolutional autoencoder, our cost function is the mean-squared error
between predictions and targets.
5.1.3. CAE-LSTM modeling
We assess the proposed framework on multiple datasets, each with a single
value of ν. In this set of tests, we attempt to characterize the accuracy of
the given framework for different physics ranging from more dissipative at
high values of viscosity to more advective at lower values. Error metrics and
latent space visualization are provided to evaluate if any trends emerge that
generalize in physics. We select four values of Re = 1000, 2000, 3000, 4000 to
assess the ability of our framework. For the purpose of comparison we also
provide results from the POD-Galerkin projection methodology. We note
that the LSTM hidden cells utilize 20 neurons for this case, and the batch
size is set to 64 samples.
Figure 2 shows the performance of CAE deployment for Re = 1000. This
parameter choice leads to viscous effects damping the shock profile as it is
advected in the positive x direction. The latent space consisting of two vari-
ables is seen to show a consistent trend in time which is repeated for other
parameters as well. We draw attention to the difference in magnitude of
the latent space variables at the final snapshot. It will be observed, empir-
ically, that this difference is correlated with the dominance of advection to
dissipation in the physics of the Burgers equation for this problem. Figure 3
shows similar results for a higher value of Re = 2000. We remark here that
the training for this particular case was completely independent of the other
values of Re. A good performance in capturing the (now sharper) shock
profile is observed. We also draw attention to the latent space representa-
tion’s evolution in time. The profile is very similar to the previous test case,
although the magnitudes of the representation seem to be different. This
could possibly be due to scaling through the biases of the CAE. Results in
Figure 4 for Re = 3000 and Figure 5 for Re = 4000 show similar behavior
in latent space trends as well, indicating that there may be a universality
in the compressed representation of this particular problem. This also has
implications for the generation of new advection-dissipation profiles. We also
11
Figure 2: Reconstruction ability of the convolutional autoencoder for initial condition
(left) and the final field (middle). Evolution of the latent space (right) for Re = 1000.
Figure 3: Reconstruction ability of the convolutional autoencoder for initial condition
(left) and the final field (middle). Evolution of the latent space (right) for Re = 2000.
observe that final time magnitudes of each dimension of the two-dimensional
compressed representations appear to be closer to each other with increasing
Re perhaps allowing for some interpretability of the latent space. We would
like to remind the reader that the different values of Re selected for assess-
ment essentially control the sharpness of the shock and have limited effect
on the location of the shock. A thorough investigation of interpretability,
however, is beyond the scope of this article. We note at this point that we
have not deployed any latent space model and these assessments are purely
related to the reconstruction and compressed representation ability of the
one-dimensional convolutional autoencoder. In the following, we incorporate
a latent space time-series model to obtain a 2 degree-of-freedom dynamical
model of the advecting shock profile.
We assess the ability of the proposed framework to mimic a standard
reduced-order model in the following. We first start with an assessment of
the POD-GP implementations at different values of Re as shown in Figure 6.
One can clearly observe that the linear nature of the encoded space leads to
12
Figure 4: Reconstruction ability of the convolutional autoencoder for initial condition
(left) and the final field (middle). Evolution of the latent space (right) for Re = 3000.
Figure 5: Reconstruction ability of the convolutional autoencoder for initial condition
(left) and the final field (middle). Evolution of the latent space (right) for Re = 4000.
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slow convergence of ROM representations to the shock profile. In addition,
we also observe high frequency instabilities as the number of retained POD
modes is increased for higher values of Re. This is due to the use of central
schemes in nonlinear term calculation in the Burgers’ equation which causes
Gibbs oscillations near the advecting discontinuity. This manifests itself
in a solution that fails to converge at Re = 4000 for 30 retained modes
and highlights a critical issue with the reduced-order modeling of advection
dominated problems. We note that each POD-GP deployment utilized basis
vectors from their respective full-order models. In comparison, we show
results from the CAE-LSTM implementation in Figure 7 which shows the
ability of the proposed framework to capture the sharp profile advection with
only two degrees of freedom. Figure 8 shows the prediction of the latent-space
model in comparison to the latent space representation by compressing the
true snapshots. We note that the evolution in the encoded space is recursive,
in that the outputs of the LSTM are fed back into the input layer through a
windowed input to obtain single time step output. We note that the window
is initialized with the true values of the first 10 time steps which implies that,
in practice, a short duration of the simulation must be deployed with a full-
order model following which the CAE-LSTM can take over non-intrusively.
We also note that research is underway to bypass this limitation by appending
ghost-points in time to the training data in latent space to mimic a burn-in
for the windowed input.
We perform assessments for the CAE-LSTM (as outlined for Re = 4000
above) for other parameter choices and outline error metrics (given by L2-
norms at the final time step) for the same in Table 1. These show the accuracy
of the framework when compared to the POD-GP method for different POD
mode retentions. In general, it is observed that when dynamics are more
advective, the CAE-LSTM displays lower errors due to the self-similarity in
the advecting shock profile. In comparison, the POD-GP method shows an
order of magnitude greater errors at a comparable compression of 2 modes
and displays trouble in dealing with strong advective physics for Re = 4000.
Also, the CAE-LSTM, while unable to match POD-GP accuracies at greater
mode retentions and lower Re, obtains an order of magnitude lower error
across different Re for the same latent space dimensions (two degrees of
freedom only). This establishes, empirically, that advective physics benefits
from nonlinear encoding in space and nonlinear modeling in time for effective
surrogates. We note that Table 1 is complementary to Figure 6. The reader
may note that while POD-GP shows greater oscillations even at high modal
14
(a) Re = 1000 (b) Re = 2000
(c) Re = 3000 (d) Re = 4000
Figure 6: A demonstration of the limitations of the POD-Galerkin methods for building
surrogates of advection dominated partial differential equations. Convergence to the true
solution is slow and often limited by numerical instability.
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(a) t = 0.5 (b) t = 1.0
(c) t = 1.5 (d) t = 2.0
Figure 7: Reduced-order modeling capability of the convolutional autoencoder for Re =
4000 showing evolution in physical space. We remind the reader that the system evolution
has been performed using an LSTM in latent space, and these images are reconstructed
from two degrees of freedom representations.
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Figure 8: Learning dynamics in latent space obtained using convolutional autoencoder for
Re = 4000
Re = 1000 Re = 2000 Re = 3000 Re = 4000
GP 2 modes 4.197e-3 5.558e-3 6.12e-3 6.418e-3
GP 5 modes 1.57e-3 7e-3 1.244e-2 1.65e-2
GP 10 modes 1.497e-4 5.047e-4 1.063e-3 1.525e-3
GP 20 modes 4.607e-5 1.679e-4 4.099e-4 7.336e-4
GP 30 modes 4.938e-5 1.102e-4 8.333e-5 NaN
CAE LSTM 4.181e-4 3.912e-4 1.409e-4 1.551e-4
Table 1: L2 − norm error metrics for the final time reconstructions of the CAE-LSTM
compared against POD-GP. We note that this table outlines results where the CAE-LSTM
and POD-GP deployments are trained anew for each Re. The CAE-LSTM error is lower
for comparable compression (two degrees of freedom).
coefficient retention, overall L2-error metrics are comparable (if not better) to
the proposed framework. This is elaborated in Figure 9 where it is observed
that the CAE results in noise in the reconstructed fields even if the oscillations
due to the POD-GP implementation are stabilized.
We now outline an extension to the CAE-LSTM for parametric inter-
polation. By training the framework for full-order datasets generated for
different Re, our framework can interpolate in a physical regime for quick
generation of full-order dynamics at novel parameter choices. We achieve
this by extending the state of the latent space dimension by another scalar
component which represents the viscosity. For the purpose of training, we
17
Figure 9: A direct comparison of the POD-GP and CAE-LSTM methods for Re = 4000
where one can observe noise in the ML predictions even if oscillations are stabilized.
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obtain snapshots from 19 different simulations (i.e., with uniformly varying
values of Re) and train a common CAE for all of the simulations. This lets
us obtain a sequence of latent space representations for each full-order model
concatenated with their respective viscosities. We then train an LSTM, also
common across all of the simulations, on these sequences in the same manner
as the previous experiments. Inferences can then be performed at a novel
parameter choice with ease.
Our parametric LSTM has a similar architecture to the one we used for
single-parameter data in the previous sections. The differences include 40
neurons in the hidden cells and a smaller batch size of 32. We remark that
the CAE is identical to the one used previously. The performance of the CAE
to reconstruct fields with varying dissipation on the shocked profiles is shown
in Figure 10. The latent space representation of 2 degrees of freedom is ex-
pressive enough to capture the difference in the sharpness of the discontinuity
for different viscosities. A parametric LSTM is then trained on these com-
pressed representations with results as shown in Figure 11, which are trends
reproduced appropriately by the parametric LSTM for parameters that were
not a part of the training data set. Finally, we outline the performance of a
surrogate parametric CAE-LSTM for reconstructing full-order dynamics for
a novel testing parameter in Figure 12 where an accurate adherence to the
true solution is obtained over time.
5.2. Shallow water equations
Our two-dimensional assessments utilize the inviscid shallow water equa-
tions which are a prototypical system of equations for geophysical flows. The
governing equations are hyperbolic in nature and are
∂(ρη)
∂t
+
∂(ρηu)
∂x
+
∂(ρηv)
∂y
= 0,
∂(ρηu)
∂t
+
∂
∂x
(
ρηu2 +
1
2
ρgη2
)
+
∂(ρηuv)
∂y
= 0,
∂(ρηv)
∂t
+
∂(ρηuv)
∂x
+
∂
∂y
(
ρηv2 +
1
2
ρgη2
)
= 0.
(21)
In the above set of equations, η corresponds to the total fluid column height,
and (u, v) is the fluid’s horizontal flow velocity, averaged across the vertical
column. Further g is acceleration due to gravity, and ρ is the fluid density,
which we fix at 1.0. The first equation captures the law of mass conservation
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(a) Re = 250 (b) Re = 450
(c) Re = 650 (d) Re = 850
(e) Re = 1050 (f) Re = 1250
Figure 10: The ability of a convolutional autoencoder to reconstruct fields sampled from
different parameters (Reynolds numbers) showing different sharpness in shock profiles. We
note that these snapshots are for parameters that were not included in the training dataset
and are obtained by evolving only in the latent space.
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Figure 11: The ability for the parametric LSTM to learn latent space trends for different
parameters that are not a part of the training data set.
whereas the second two denote the conservation of momentum. Our initial
conditions are given by
ρη(x, y, t = 0) = e
−
(
(x−x¯)2
2(5e+4)2
+
(y−y¯)2
2(5e+4)2
)
, (22)
ρηu(x, y, t = 0) = 0, (23)
ρηv(x, y, t = 0) = 0, (24)
while our two-dimensional domain is a square with periodic boundary condi-
tions. Our data generation process utilizes full-order solves of the above sys-
tem of equations until t = 0.2 with a time step of 0.001. Our full-order model
uses a 4th-order accurate Runge-Kutta temporal integration scheme and a
fifth-order accurate weighted essentially non-oscillatory scheme (WENO) [47]
for computing state reconstructions at cell faces. The Rusanov Reimann
solver is utilized for flux reconstruction after cell-face quantities are calcu-
lated. The reader is directed to [48] for greater discussion of the temporal
integration scheme and [49] for details on WENO and the Riemann solver
implementation in two-dimensional problems. For ease of notation we denote
ρη as q1, ρηu as q2 and ρηv as q3 in our subsequent discussions. We note
that the control parameters in the case of the shallow water equations are
given by x¯ and y¯ which control the initial location of the Gaussian pulse in
the domain. Our goal is to obtain a reduced-basis evolution of a new choice
for these control parameters given a priori snapshots from full-order forward
solves at pre-selected control parameter choices.
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(a) t = 0.2 (b) t = 0.4 (c) t = 0.6
(d) t = 0.8 (e) t = 1.0 (f) t = 1.2
(g) t = 1.4 (h) t = 1.6 (i) t = 1.8
Figure 12: An example ROM characterized by the CAE-LSTM compared to the full-order
solution. We note that this parameter was not a part of the training dataset for either the
CAE or the parametric LSTM.
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5.2.1. Convolutional autoencoder
For the nonlinear encoding of the shallow water equations, we utilize
a two-dimensional convolutional autoencoder detailed in the schematic in
Figure 13. We note that our three conserved variables are encoded using
three input and output channels in our autoencoder. We also note that the
training dataset given by our conserved variables were scaled to zero mean
and unit variance to ensure that losses due to inaccurate reconstruction were
weighted fairly across the different variables. We use an architecture that
is similar in configuration to the previous example given by the Burgers’
equation in that a bottlenecked framework ensures the compression of the
full-order field. Our reduced (or latent) space consists of 4 variables for each
of the 3 channels, leading to a latent dimensionality of 12. Our compression
thus transforms 64x64x3 fields to 4x3 latent space representations. Figure
14 shows the ability of the decoder to reconstruct from the latent space.
The fields were reconstructed with an accuracy of R2 = 0.94 indicating an
effective reconstruction.
5.2.2. LSTM
As outlined previously, our CAE is coupled with an LSTM that is condi-
tioned on the control parameters of the problem. In this set of experiments,
our control parameter affects the location of a Gaussian pulse applied to ρη
at t = 0. Our goal is to replicate trends of field evolution for a novel ini-
tial condition given examples of full-order forward solves to train from. Our
trained CAE is used to obtain spatiotemporally varying representations of
the field which are concatenated with parameter information to obtain time-
series training data that represents dynamics in a compressed representation.
Our LSTM architecture is given by 3 cells with 50 neurons in each cell. A
batch size of 64 is used with the default learning rate of 0.001 for the Adam
optimizer.
5.2.3. CAE-LSTM modeling
Figure 15 shows the ability of the LSTM module to reconstruct dynami-
cal trends in the latent space representations of the full-order fields. We note
that the reference truth for these curves has been obtained by projecting full-
order solutions for a testing control parameter that was not utilized during
training. One can observe that dynamical trends are replicated by the pa-
rameterized LSTM. However, extreme variations in the dynamics are missed,
particularly in the early stages of the system evolution. Evolutionary trends
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Channels with 
field variables
Strided 
convolutions
Flattened
Evolved in time
Reconstruction
Figure 13: A schematic of the two-dimensional CAE-LSTM for the shallow water equa-
tions. The nonlinear autoencoder embeds the data into latent space, and then the recur-
rent network can be used for time-series advancement of a flattened representation of the
multidimensional system.
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Figure 14: The reconstruction ability of the convolutional autoencoder for the conserved
variables in the shallow water equations. Note that this snapshot is from a validation
simulation starting from an unseen initial condition.
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towards the end of the dynamics suggest that the dissipation of energy in
the system by the numerical method is captured adequately. We also detail,
for the purpose of comparison, results from a conventional POD-GP deploy-
ment as shown in Figures 16, 17 and 18. We note here that the comparison
is skewed in favor of GP since the POD bases used for projection for this de-
ployment is obtained solely from the testing parameter snapshots. This how-
ever demonstrates the robustness of the proposed method where the severe
truncation of dynamics in POD space leads to inaccurate dynamical trends
by POD-GP. We note that the nonlinear term computation for this test case
was performed using a fifth-order WENO scheme just like its full-order coun-
terpart and thus is a memory and compute cost that the machine learned
model bypasses. The results from the POD-GP deployment display how the
amplitudes of the coefficients are misrepresented during the reduced-state
evolution. In particular, this leads to dissipative results as shown in Figure
19, where three-dimensional contours display that the POD-GP method has
very little correlation with the true field at the final time. In comparison,
the proposed methodology shows good agreement with the truth at the final
time. In addition, GP predictions are almost entirely uncorrelated from the
true fields, as shown in the contours provided in Figures 20, 21, 22 and 23.
6. Discussion and Conclusions
In this study, we propose using a recurrent convolutional autoencoder
framework for the reduced-order modeling of systems that are inherently ad-
vective and, therefore, high-dimensional. These systems suffer from the lim-
itations of slow convergence and instability in a linear reduced-basis space
given by the proper orthogonal decomposition and a Galerkin projection of
the governing equations onto this space. In contrast, we demonstrate that
the nonlinear embedding obtained by the convolutional autoencoder and the
equation-free dynamics characterization by the long short-term memory net-
work leads to stable reconstructions of high-dimensional physics in both space
and time. The proposed machine learning framework is also extended to a
parametric formulation where the low-dimensional embedding is concate-
nated with control parameter information to interpolate between full-order
sample points in the data generation phase. Our results indicate that the
proposed framework can be used for rapid exploration of a design space con-
ditioned on a set of control parameters. We note that the framework outlined
here utilizes a burn-in period for the LSTM framework that necessitates a
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(a) Mode 1 (b) Mode 2 (c) Mode 3
(d) Mode 4 (e) Mode 5 (f) Mode 6
(g) Mode 7 (h) Mode 8 (i) Mode 9
(j) Mode 10 (k) Mode 11 (l) Mode 12
Figure 15: Hidden space evolution of a testing dataset using a parametric LSTM. The
modes, here, indicate the individual degrees of freedom of a 12-dimensional latent space.27
Figure 16: Plots displaying the limitations of the POD-Galerkin methodology for inviscid
systems like the conservative shallow water equations. These are POD basis coefficients
for q1.
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Figure 17: Plots displaying the limitations of the POD-Galerkin methodology for inviscid
systems like the conservative shallow water equations. These are POD basis coefficients
for q2.
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Figure 18: Plots displaying the limitations of the POD-Galerkin methodology for inviscid
systems like the conservative shallow water equations. These are POD basis coefficients
for q3.
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(a) True q1 (b) True q2 (c) True q3
(d) Predicted q1 (e) Predicted q2 (f) Predicted q3
(g) Predicted q1 GP (h) Predicted q2 GP (i) Predicted q3 GP
Figure 19: A qualitative assessment of reconstructed dynamics using the Galerkin projec-
tion methodology for a test simulation. Note that the GP has been generated for POD
bases of the test simulation itself and its performance here is not truly parametric in
nature.
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Figure 20: Contour plots showing true, CAE-LSTM and GP obtained results for the three
conserved variables at time t = 0.05. This corresponds to one quarter of the simulation
completed. The CAE-LSTM is seen to capture full-order spatial structures accurately.
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Figure 21: Contour plots showing true, CAE-LSTM and GP obtained results for the three
conserved variables at time t = 0.1. This corresponds to half of the simulation completed.
The CAE-LSTM is seen to capture full-order spatial structures accurately.
33
Figure 22: Contour plots showing true, CAE-LSTM and GP obtained results for the three
conserved variables at time t = 0.15. This corresponds to about three quarters of the
simulation completed. The CAE-LSTM is seen to capture full-order spatial structures
accurately.
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Figure 23: Contour plots showing true, CAE-LSTM and GP obtained results for the
three conserved variables at time t = 0.2. This corresponds to the final time of the
simulation. The CAE-LSTM is seen to capture some portion of the full-order spatial
structures accurately even at the end of the simulation.
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short compute equal to less than 10% of the full-order compute. This is
necessary to utilize a windowed input to the LSTM network in an autore-
gressive manner. Results on test datasets show a good ability to recover
physical trends on unseen control parameter choices. We are currently ex-
tending the proposed framework by exploring couplings with active learning
formulations wherein we adaptively learn control parameters during training
in order to characterize parametric variations optimally. In addition, we are
also exploring data-augmentation strategies to preclude the initial compute
required for the initial LSTM window in latent space. The former will rely
on the generation of so-called ghost points to serve as a burn-in to the ROM
to preclude full-order information requirements. The final goal will be to
incorporate these surrogate models in design frameworks that may utilize
derivative-based or derivative-free optimization.
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