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In this Note, I show an algorithmic method to find the energy and, thus, the Hamiltonian of an
arbitrary electrical circuit based on the so-called incidence matrix and the circuit’s total power. This
method does not require to find any Lagrangian; instead, it is based on the concept of generalized
linear momenta for the kinetic and co-kinetic energy of a circuit. The method can account for
superconducting loops by a simple extension of Faraday-Henry-Neumann’s law. Auxiliary (i.e.,
parasitic) circuit elements are required to deal with circuits with an incomplete set of generalized
velocities resulting in an incomplete set of canonical coordinates. This method can be readily
automatized to obtain the Hamiltonian of arbitrarily complicated circuits. I also show how to
quantize the circuit associated with a resonator capacitively coupled with a qubit.
I. INTRODUCTION
The problem of finding the energy of an arbitrary
electrical circuit has been addressed by many authors
in the past century. The first article I am aware of is
by D.A. Wells in 1938 [1]; this article treats linear cir-
cuits. Over the next several decades, a large body of
work culminated with the theory of nonlinear circuits by
B.M. Maschke et al. in Ref. [2]. More recently, the devel-
opment of quantum computers based on superconducting
circuits has renewed the interest in this topic; the works
by Burkard et al. in Ref. [3] and by U. Vool and M.H. De-
voret in Ref. [4] explore similar approaches, although the
former follows a very rigorous method and the latter a
more practical one. Other works include the quantum
network theory by Yurke and Denker [5] as well as the
Foster representation method of Russer and Russer [6].
The aim of this Note is to describe the simplest method
an electrical engineer would follow to obtain the energy
and, then, the Hamiltonian of any circuit. This approach
requires only a basic knowledge of circuit theory as in
chapter one of Ref. [7], as well as a very limited knowledge
of classical mechanics as in chapter five of Refs. [8, 9]. I
have been using the method presented here for more than
a decade in summer schools and for my own research: I
want to share it here because I find it the most practical
approach among all those mentioned above.
In order to explain my method, I will describe three
examples: First, a parallel circuit with an inductor L,
a capacitor C, and a Josephson tunnel junction J , or
LCJ circuit {and the two limiting cases of a simple
LC resonator and the circuit of a transmon quantum
bit (qubit) [10]}; second, a DC superconducting quan-
tum interference device (SQUID) with DC current bias;
third, two LC parallel resonators coupled by means of
a third LC resonator (i.e., the “Vool-Devoret circuit”
∗ Corresponding author: matteo.mariantoni@uwaterloo.ca
revisited). Each of these examples allows me to intro-
duce the main concepts of the method: The derivation
of the incidence matrix from the circuit’s digraph, fol-
lowed by finding the circuit’s total power and, by time
integration, the instantaneous energy of the circuit; the
definition of generalized linear momenta for the kinetic
and co-kinetic (to be introduced below) energy of the cir-
cuit, allowing to obtain the Hamiltonian; the extension
of Faraday-Henry-Neumann’s law (simply Faraday’s law
in the English-speaking literature) to include supercon-
ducting loops; the concept of auxiliary circuit elements
to complete an incomplete set of generalized velocities
resulting in an incomplete set of canonical coordinates,
i.e., to generate a complete set of independent degrees of
freedom (DOF).
Additionally, I show the procedure to quantize the cir-
cuit associated with a resonator coupled with a qubit.
This is an important example as it leads to the Jaynes-
Cummings Hamiltonian, which is one of the foundations
of circuit quantum electrodynamics and superconducting
quantum computing.
In this Note, we indicate a potential difference (or volt-
age drop, or simply voltage) as v; a current as ı (without
a dot, not to get confused with time derivatives); a flux
as φ; a charge as q.
L C J
FIG. 1. An LCJ circuit.
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FIG. 2. Digraph of an LCJ circuit.
II. LCJ PARALLEL CIRCUIT
Figure 1 shows an LCJ circuit. The constitutive rela-
tion for the capacitor is
ı = C
d
dt
v = C
•
v , (1)
and for the inductor
v = L
d
dt
ı = L
•
ı . (2)
The physics of the Josephson tunnel junction is well
explained, e.g., in Ref. [11] and its constitutive relation
is given by
ı(φ) = Ic0 sin(kJφ) = Ic0 sin(ϕ) , (3)
where Ic0 is the junction’s critical current, kJ = 2pi/Φ0 is
the non-normalized Josephson constant, and ϕ is called
the gauge-invariant phase difference across the junction;
Φ0 = h/(2e) is the superconducting magnetic flux quan-
tum (h is Planck’s constant and e the electron charge).
From Faraday-Henry-Neumann’s law, the voltage
across the junction is given by
v =
•
φ =
•
ϕ
kJ
. (4)
Equation (4) is often referred to as the “second Josephson
equation,” whereas Eq. (3) is called the first Josephson
equation. I prefer to call Eq. (4) simply Faraday-Henry-
Neumann’s law because it is nothing more than that [12].
I call Eq. (3) simply the Josephson equation.
Figure 2 illustrates the simple digraph associated with
the physical circuit in Fig. 1 [7]. The digraph is com-
prised of two nodes, 1 and 2 , as well as three ori-
ented branches, 1, 2, and 3; we set 2 → datum, i.e.,
to a reference node experimentally realized by earthing
or grounding the circuit. The sign convention for the
oriented branches is that any branch entering a node is
given the value −1 and any branch exiting a node the
value 1; if a branch does not enter or exit a node, it is
given the value 0.
The branch currents (as well as charges), the branch
voltages (as well as fluxes), and the node-to-datum volt-
age are represented by the vectors
~ı =
ı1ı2
ı3
 ~q =
q1q2
q3

~v =
v1v2
v3
 ~φ =
φ1φ2
φ3

~e = [e1] .
(5a)
(5b)
(5c)
Following the sign convention for the digraph outlined
above, the incidence matrix for this digraph reads
Aa =
( 1 2 3
1 → −1 −1 −1
2 → 1 1 1
)
. (6)
The reduced incidence matrix A is obtained by striking
out the row in Aa associated with the datum, resulting
in
A =
[−1 −1 −1] . (7)
Kirchhoff’s current law (KCL) reads
A~ı = 0 , (8)
from which we obtain the constraint for the currents,
ı2 = −ı1 − ı3 . (9)
Kirchhoff’s voltage law (KVL) reads
~v = AT~e , (10)
where AT is the transpose of A, from which we obtain
the constraint for the voltages,
v1 = v2 = v3 = v (11)
(parallel circuit).
By means of Eq. (4), the constraints given by Eq. (11)
can be written as the system
d
dt
(φ− φ2) = 0
d
dt
(φ− φ3) = 0 .
(12a)
(12b)
From Eqs. (12a) and (12b) it follows thatφ = φ2 + φ
∼
φ = φ3 + φ
∼
,
(13a)
(13b)
3where φ
∼
and φ
∼
are constant flux offsets. These offsets may
result in DC currents in the equations of motion for the
circuit (as shown below). In particular, from Eq. (13b)
we find
φ3 = φ− φ
∼
. (14)
In the coordinates given by Eqs. (5a) and (5b), the
branch equations can be written as

ı1 =
•
q1 = C
•
v1
v2 =
•
φ2 = L
•
ı2 = −L (•ı1 + •ı3) = −L ( •q1 + •q3)
ı3 =
•
q3 = Ic0 sin(kJφ3) .
(15a)
(15b)
(15c)
Accounting for the constraints given by Eqs. (9), (11),
and (14) as well as for the branch Eqs. (15a), (15b), and
(15c), the circuit’s total power is
PLCJ = v1ı1 + v2ı2 + v3ı3
= v C
•
v + L(
•
ı1 +
•
ı3)(ı1 + ı3)
+ v Ic0 sin[kJ(φ− φ
∼
)] . (16)
The instantaneous energy of the circuit is then ob-
tained by time integration from the initial time τ = 0 to a
generic time τ = t. Expressing all coordinates in terms of
fluxes and charges and with the usual trick for a contin-
uous function f that αf
•
f = d(αf2/2)/dt (with α ∈ R),
the total instantaneous energy is
ELCJ(t) =
∫ τ=t
τ=0
dτ
d
dτ
[
1
2
C
•
φ2(τ)
]
+
d
dτ
{
1
2
L [
•
q1(τ) +
•
q3(τ)]
2
}
+
∫ τ=t
τ=0
dτ
•
φ(τ) Ic0 sin{kJ[φ(τ)− φ
∼
]}
=
1
2
C
•
φ2(t) +
1
2
L
[ •
q21(t) + 2
•
q1(t)
•
q3(t) +
•
q23(t)
]
− 1
2
C
•
φ2(0)− 1
2
L
[ •
q21(0) + 2
•
q1(0)
•
q3(0) +
•
q23(0)
]
− Ic0
kJ
cos{kJ[φ(t)− φ
∼
]}
+
Ic0
kJ
cos{kJ[φ(0)− φ
∼
]}
=
1
2
C
•
φ2(t) +
1
2
L
[ •
q21(t) + 2
•
q1(t)
•
q3(t) +
•
q23(t)
]
− EJ0 cos{kJ[φ(t)− φ
∼
]}
− KLCJ , (17)
where
EJ0 =
Ic0
kJ
=
Ic0Φ0
2pi
(18)
is called the Josephson energy and
KLCJ =
1
2
C
•
φ2(0)− 1
2
L
[ •
q21(0) + 2
•
q1(0)
•
q3(0) +
•
q23(0)
]
+
Ic0
kJ
cos{kJ[φ(0)− φ
∼
]} (19)
is a constant of integration.
Setting KLCJ = 0, defining
•
q1 =
•
q, using Eq. (15c)
with φ3 given by Eq. (14), and keeping all variables as
implicit time-dependent functions, Eq. (17) reads
ELCJ = 1
2
C
•
φ2 +
1
2
L
{
•
q2 + 2
•
qIc0 sin[kJ(φ− φ
∼
)] + I2c0 sin
2[kJ(φ− φ
∼
)]
}
− EJ0 cos[kJ(φ− φ
∼
)]
=
1
2
C
•
φ2 +
1
2
L
•
q2 + LIc0
•
q sin[kJ(φ− φ
∼
)] +
1
2
LI2c0 sin
2[kJ(φ− φ
∼
)]− EJ0 cos[kJ(φ− φ
∼
)] . (20)
The single DOF of this circuit is clearly associated with
the voltage v1 = v =
•
φ and the associated current ı1 =
ı =
•
q. In this case, the total energy obtained by direct in-
tegration of the power does not coincide with the circuit’s
Hamiltonian. In fact, the power integration results in a
function ELCJ(
•
φ,
•
q, φ), i.e., of mixed coordinates instead
of a function of either the canonical coordinates
(v =
•
φ, ı =
•
q) (21)
or
(
q =
∫
dτ ı, φ =
∫
dτ v
)
(22)
only.
In order to obtain the circuit’s Hamiltonian, we need
to express
•
φ and
•
q in terms of q and φ, respectively. If
4only terms such as 
EC = 1
2
C
•
φ2
EL = 1
2
L
•
q2 ,
(23a)
(23b)
were present, we could simply use the definitions of ca-
pacitance and inductance,
C =
q
•
φ
L =
φ
•
q
,
(24a)
(24b)
respectively, and write
EC =
•
q2
2C
EL =
•
φ2
2L
.
(25a)
(25b)
However, the presence of the term
LIc0
•
q sin[kJ(φ− φ
∼
)] (26)
complicates the procedure. In the following section, we
outline a general method to find the Hamiltonian of a cir-
cuit from the total energy obtained by integrating the cir-
cuit’s power. Then, we specialize that method to find the
Hamiltonian associated with the total energy of Eq. (20).
III. THE KINETIC AND CO-KINETIC
ENERGY TRANSFORMATION
Suppose that P is the total power of a given circuit. We
define ξk as the generalized coordinates of the circuit (in
fact, our argument would apply to any generic system, in-
cluding mechanical systems) and
•
ξk as the corresponding
generalized velocities (k ∈ N); we additionally define pk
as the conjugate momenta associated with ξk and
•
pk the
first time derivatives of the conjugate momenta [13]. By
integrating the total power of any arbitrary circuit we
obtain∫ τ=t
τ=0
dτ P(τ) = Etot[ξk(t),
•
ξk(t); pk(t),
•
pk(t); t] . (27)
In Eq. (27), the functional dependence from, e.g., a sub-
set of the generalized coordinates ξk, {ξ`}, or a subset
of the conjugate momenta pk, {pm}, can be an arbitrary
function (e.g., of trigonometric type; i.e., not a simple
polynomial), Etot(ξk 6=`, f(ξ`),
•
ξk; pk 6=m, f(pm),
•
pk; t); the
remaining variables, including the time derivatives, are
instead characterized by a polynomial functional depen-
dence.
Notably, in Eq. (27) the sets {ξk, •ξk} and {pk, •pk}
represent two distinguished sets of generalized coordi-
nates and their corresponding time derivatives, while, at
the same time, the variables pk are also the conjugate
momenta of the generalized coordinates ξk. Therefore,
{ξk, pk} is a set of canonical coordinates.
Due to the homogeneity of time [14], Eq. (27) does not
explicitly depend on the time t, i.e.,
Etot = Etot(ξk,
•
ξk; pk,
•
pk) , (28)
where the time dependence of all the variables in paren-
thesis is not explicitly shown to simplify the notation.
Equation (28) is not the system’s Hamiltonian, which
must be only a function either of the set of canonical
coordinates {ξk; pk} or of the set of canonical coordi-
nates { •ξk def= Ξk; •pk def= Pk}, but not a combination of
both sets. We additionally note that Eq. (28) could be
confused for the system’s Routhian [14], but it is not.
For example, the circuit studied in Sec. II is character-
ized by a total energy in the form of Eq. (28). For any
total energy of this type, the kinetic-energy terms are
all those containing time derivatives of first and second
order such as those reported in Table I.
In typical applications, mixed terms such as
•
ξ`
•
pm are
absent from Eq. (28). This is true even for relatively com-
plicated systems comprising Josephson tunnel junctions
[see, e.g., Eq. (20)] or, as we will show in Sec. V, for sys-
tems with multiple DOF. Qualitatively, this makes sense
because a Josephson tunnel junction is characterized by
a current that does not depend on the time derivative
of any generalized coordinate and purely inductive or ca-
pacitive elements (even when coupled) always simplify so
that their energy only contains either
•
ξ`- or
•
p`-terms.
In general, all the terms originating from a quadratic
form are kinetic-energy terms. In Eq. (20), the term
1
2
LI2c0 sin
2[kJ(φ− φ
∼
)] , (29)
which stems from a quadratic form is also a kinetic-
energy term, although it does not comprise any time-
derivative of the generalized coordinates or of their con-
jugate momenta (this term can easily, but erroneously be
confused for a potential energy term!).
Once all the kinetic-energy terms are identified, the
remaining terms in any total energy expressed as in
Eq. (28) are potential-energy terms (see Appendix A).
It is worth pointing out already at this stage that, when
analyzing any circuit, it is not necessary to identify the
TABLE I. First- and second-order time derivatives participat-
ing in a general kinetic-energy term (`,m ∈ N).
•
ξ`
•
p`
•
ξ`
•
ξm
•
ξ`
•
pm
•
p`
•
pm (
•
ξ`)2 (
•
p`)
2
5potential-energy terms and distinguish them from the
kinetic-energy terms. The general method we outline in
the following works regardless of any classification of the
energy terms in Eq. (28).
It is rare to encounter circuits where the kinetic-energy
terms are comprised of complicated functions of
•
ξk or
•
pk, or both (at least, I never encountered such a case);
typically, the kinetic-energy terms are second-order poly-
nomial functions and, sometimes, even simple homoge-
neous polynomials of degree two. Circuits characterized
by kinetic-energy terms with a non-polynomial functional
dependence must be linearized by means of, e.g., a Taylor
series expansion around a given operation (bias) point.
In Eq. (20), for example, the set of generalized veloc-
ities { •ξk} is characterized by one element only •ξ1 = •φ.
The kinetic energy associated with this generalized ve-
locity is
T (
•
φ) =
1
2
C
•
φ2 ; (30)
the set of generalized velocities { •pk}, instead, is char-
acterized by a 2-tuple (
•
p1 =
•
q1 =
•
q ,
•
p3 =
•
q3 =
Ic0 sin[kJ(φ − φ
∼
)]). The corresponding kinetic energy is
thus
T ∗( •q1,
•
q3) =
1
2
L(
•
q21 + 2
•
q1
•
q3 +
•
q23)
=
1
2
L
•
q2 + LIc0
•
q sin[kJ(φ− φ
∼
)]
+
1
2
LI2c0 sin
2[kJ(φ− φ
∼
)] , (31)
where we define T ∗ as the co-kinetic energy of the system.
In general, any term of the form
T (~ξ,
~•
ξ) =
Nξ∑
`,m=1
1
2
A`,m(~ξ, ~p)
•
ξ`
•
ξm
+
Nξ∑
`=1
B`(~ξ, ~p)
•
ξ` + C(~ξ, ~p) (32)
or
T ∗(~p, ~•p) =
Nξ∑
`,m=1
1
2
D`,m(~ξ, ~p)
•
p`
•
pm
+
Nξ∑
`=1
E`(~ξ, ~p)
•
p` + F (~ξ, ~p) (33)
is a kinetic energy term. In this two equations, ~ξ =
(ξ1, ξ2, . . . ξk, . . . ξNξ) and
~•
ξ = (
•
ξ1,
•
ξ2, . . .
•
ξk, . . .
•
ξNξ) are
two vectors (Nξ-tuples) the components of which are all
the Nξ generalized coordinates and generalized veloci-
ties, respectively. Similarly, ~p = (p1, p2, . . . pk, . . . pNξ)
and ~
•
p = (
•
p1,
•
p2, . . .
•
pk, . . .
•
pNξ) are two vectors the com-
ponents of which are all the Nξ conjugate momenta
(here interpreted as second set of generalized coordi-
nates) and their first time derivatives (here interpreted
as a second set of generalized velocities). Clearly,
since the components of ~p are the conjugate momenta
of the components of ~ξ, these two vectors must have
the same dimension Nξ (similarly for their derivatives).
The coefficients A`,m(~ξ, ~p), B`(~ξ, ~p), and C(~ξ, ~p) as well
as D`,m(~ξ, ~p), E`(~ξ, ~p), and F (~ξ, ~p) are functions of the
generalized coordinate vectors ~ξ and ~p, but not of their
time derivatives [all first time derivatives are supposed to
be quadratic terms, i.e., the terms multiplying A`,m(~ξ, ~p)
and D`,m(~ξ, ~p) or linear terms, i.e., the terms multiply-
ing B`(~ξ, ~p) and E`(~ξ, ~p) in Eqs. (32) and (33), respec-
tively].
As already noted, the kinetic energy T ∗(~p, ~•p) is a func-
tion of ~p, which is the conjugate momentum vector as-
sociated with the generalized coordinate vector ~ξ. For
this reason, we call T ∗(~p, ~•p) the co-kinetic energy associ-
ated with the kinetic energy T (~ξ,
~•
ξ). In absence of any
term ∝ •ξ` •pm the total kinetic energy of a general system
is given by the sum of Eqs. (32) and (33), i.e., of the
kinetic and co-kinetic energies,
Ttot(~ξ,
~•
ξ; ~p, ~
•
p) = T (~ξ,
~•
ξ) + T ∗(~p, ~•p) . (34)
Depending on the context, we use either the
vector notation ~ξ,
~•
ξ, ~p, and ~
•
p or the equivalent
index notation either as sets of indexed vari-
ables {ξk}, { •ξk}, . . . {ξk, •ξk}, {pk, •pk}, . . . {ξk, pk} or
simply as indexed variables ξk,
•
ξk, pk, and
•
pk.
The coefficients A`,m(~ξ, ~p), B`(~ξ, ~p), and C(~ξ, ~p) asso-
ciated with the kinetic energy T (~ξ,
~•
ξ) can be derived by
analogy with the kinetic energy of a mechanical system
described by the generalized coordinate vector ~ξ [8]
6T (~ξ,
~•
ξ) =
N∑
n=1
1
2
Mn ~vn • ~vn =
N∑
n=1
1
2
Mn
 Nξ∑
`=1
∂Pn(ξ
`; t)
∂ξ`
•
ξ` +
∂Pn(t)
∂t
 ·
 Nξ∑
m=1
∂Pn(ξ
m; t)
∂ξm
•
ξm +
∂Pn(t)
∂t

=
Nξ∑
`,m=1
1
2
A`,m(~ξ, ~p)
•
ξ`
•
ξm +
Nξ∑
`=1
B`(~ξ, ~p)
•
ξ` + C(~ξ, ~p) , (35)
where Mn is the inertial mass of the n-th particle of a
system of N ∈ N point-like particles, each with vector
velocity ~vn; the position in the three-dimensional Eu-
clidean space of a particle is given by the generic position
point Pn, which is a function of the Nξ generalized co-
ordinates ξk (which, e.g., can be Cartesian coordinates)
and time t, Pn(ξ
k; t). With `,m = 1, 2, . . . Nξ, the coeffi-
cients A`,m(~ξ, ~p), B`(~ξ, ~p), and C(~ξ, ~p) in this mechanical
analog are given by
A`,m(~ξ, ~p) =
N∑
n=1
Mn
∂Pn
∂ξ`
∂Pn
∂ξm
B`(~ξ, ~p) =
N∑
n=1
Mn
∂Pn
∂ξ`
∂Pn
∂t
C(~ξ, ~p) =
1
2
N∑
n=1
Mn
∂Pn
∂t
∂Pn
∂t
.
(36a)
(36b)
(36c)
Following a similar mechanical analogy, a comparable set
of equations can be derived for the coefficients D`,m(~ξ, ~p),
E`(~ξ, ~p), and F (~ξ, ~p) associated with the co-kinetic en-
ergy T ∗(~p, ~•p).
In the kinetic-energy expression of Eq. (35), the co-
efficients given by Eqs. (36a), (36b), and (36c) can de-
pend on the generalized coordinates ξk and pk [simi-
larly, the coefficients D`,m(~ξ, ~p), E`(~ξ, ~p), and F (~ξ, ~p) can
also depend on the same two sets of generalized coordi-
nates]. These coefficients can be arbitrary functions, e.g.,
trigonometric functions as in the example of Subsec. II;
remarkably, this fact has minimal consequences when at-
tempting to obtain the Hamiltonian of a circuit from its
total energy. In particular, no linearization methods are
required to deal with the coefficients A`,m(~ξ, ~p), B`(~ξ, ~p),
and C(~ξ, ~p) or D`,m(~ξ, ~p), E`(~ξ, ~p), and F (~ξ, ~p). As ex-
pected, the kinetic-energy terms depend on the first time
derivatives of the generalized coordinates,
•
ξk or
•
pk, only
linearly and quadratically. As already mentioned, the
analysis would require a linearization step in presence of
(rare) higher-order polynomial or non-polynomial func-
tions of the time derivatives of the generalized coordi-
nates.
A useful property of the coefficients A`,m(~ξ, ~p) and
D`,m(~ξ, ~p) is thatA`,m(
~ξ, ~p) = Am,`(~ξ, ~p)
D`,m(~ξ, ~p) = Dm,`(~ξ, ~p) .
(37a)
(37b)
This property can be readily proven from the definition
of Eq. (36a) [or a similar definition for Dm,`(~ξ, ~p)], and
the commutative property of the product of the partial
derivatives of Pn in that definition.
In classical mechanics, the linear momentum magni-
tude for the n-th particle of a mechanical system com-
prised of N particles is
d
dvn
(
1
2
Mnv
2
n
)
=
d
d
•
rn
(
1
2
Mn
•
r2n
)
= Mn
•
rn = Mnvn = pn , (38)
where rn is the magnitude of a position vector ~rn (from
an arbitrary origin) associated with Pn. Since the kinetic
energy of a circuit can be cast into that of a mechanical
system, as shown by Eq. (35), we can extend the con-
cept of linear momentum magnitude given by Eq. (38)
to that of generalized linear momentum pk for T (ξ
k,
•
ξk)
and generalized linear momentum ξk for T ∗(pk,
•
pk). As
a consequence,
∂
∂
•
ξk
Etot(ξk,
•
ξk; pk,
•
pk) =
∂
∂
•
ξk
T (ξk,
•
ξk) = pk
∂
∂
•
pk
Etot(ξk,
•
ξk; pk,
•
pk) =
∂
∂
•
pk
T ∗(pk,
•
pk) = ξ
k .
(39a)
(39b)
These expressions clearly show that it is not even nec-
essary to actually identify the kinetic– and co-kinetic–
energy terms in Eq. (28) to perform the derivatives with
respect to
•
ξk or
•
pk; the generalized linear momenta
are simply obtained by deriving the general expression
for Etot as found from circuit analysis.
In order to change from the two sets of generalized co-
ordinates and velocities {ξk, •ξk} and {pk, •pk} in Eq. (28)
to the set of canonical coordinates {ξk, pk} used in
the Hamiltonian, it is necessary to solve the system of
Eqs. (39a) and (39b). Using the general expression for
the kinetic energy T (~ξ,
~•
ξ) given by Eq. (35) and an analo-
gous expression for T ∗(~p, ~•p) and remembering Eqs. (37a)
and (37b), it can be readily shown that
∂
∂
•
ξk
T (ξk,
•
ξk) =
Nξ∑
`=1
Ak,`
•
ξk +Bk = pk
∂
∂
•
pk
T ∗(pk,
•
pk) =
Nξ∑
`=1
Dk,`
•
pk + Ek = ξ
k .
(40a)
(40b)
7This system of two linear, non-homogeneous alge-
braic equations can be re-written by bringing the
terms Bk(~ξ, ~p) and Ek(~ξ, ~p) to the right-hand side of
Eqs. (40a) and (40b), respectively,
Nξ∑
`=1
Ak,`(~ξ, ~p)
•
ξk = pk −Bk(~ξ, ~p)
Nξ∑
`=1
Dk,`(~ξ, ~p)
•
pk = ξ
k − Ek(~ξ, ~p) .
(41a)
(41b)
As in the case of mechanical Newtonian systems,
∂2
∂
•
ξk
•
ξ`
T = Ak,`(~ξ, ~p)
∂2
∂
•
pk
•
p`
T ∗ = Dk,`(~ξ, ~p)
(42a)
(42b)
are the elements of two definite positive matrices A(~ξ, ~p)
and D(~ξ, ~p), respectively. Thus, both these matrices are
characterized by a nonzero determinant,{
detA(~ξ, ~p) 6= 0
detD(~ξ, ~p) 6= 0 ,
(43a)
(43b)
which is a necessary and sufficient condition for the sys-
tem of Eqs. (41a) and (41b) to have a unique non-trivial
solution.
IV. THE HAMILTONIAN OF THE LCJ
CIRCUIT, FINALLY
In order to find the Hamiltonian of the LCJ circuit
studied in Sec. II, we first solve the system of Eqs. (39a)
and (39b) for the total energy of Eq. (20). This reads
∂
∂
•
φ
ELCJ = C
•
φ = q
∂
∂
•
q
ELCJ = L •q + LIc0 sin[kJ(φ− φ
∼
)] = φ .
(44a)
(44b)
This system is in the form of Eqs. (41a) and (41b),
with A(φ; q) = C, B(φ; q) = 0, D(φ; q) = L, and
E(φ; q) = LIc0 sin[kJ(φ − φ
∼
)]. By solving the system
with respect to
•
φ and
•
q, we obtain
•
φ =
q
C
•
q =
φ− LIc0 sin[kJ(φ− φ
∼
)]
L
.
(45a)
(45b)
We now substitute the results of Eqs. (45a) and (45b)
into Eq. (20) and obtain the Hamiltonian
HLCJ = q
2
2C
+
1
2
L
{φ− LIc0 sin[kJ(φ− φ
∼
)]}2
L2
+ LIc0
φ− LIc0 sin[kJ(φ− φ
∼
)]
L
sin[kJ(φ− φ
∼
)] +
1
2
LI2c0 sin
2[kJ(φ− φ
∼
)]
−EJ0 cos[kJ(φ− φ
∼
)]
=
q2
2C
+
φ2
2L
− EJ0 cos[kJ(φ− φ
∼
)] . (46)
Although in this case the Hamiltonian is fairly simple
and we could have guessed it without resorting to the
method introduced here, the simplicity of this example
helps to show the working principle of the method.
We can derive the equation of motion for this circuit
using the usual Hamilton equations,
∂
∂q
HLCJ = q
C
=
•
φ
∂
∂φ
HLCJ = φ
L
+ Ic0 sin[kJ(φ− φ
∼
)] = − •q .
(47a)
(47b)
Solving Eq. (47a) with respect to q, deriving the re-
sult with respect to time one time, and substituting this
derivative into Eq. (47b), we obtain the single second-
order differential equation
C
••
φ+
φ
L
+ Ic0 sin[kJ(φ− φ
∼
)] = 0 . (48)
A similar result can be found directly from Eq. (9),
ı1 + ı2 + ı3 = C
••
φ1 +
φ2
L
+ Ic0 sin(kJφ3)
= C
••
φ+
φ− φ˜
L
+ Ic0 sin[kJ(φ− φ
∼
)]
= 0 . (49)
It is worth noting that following this direct approach re-
sults in the extra term −φ˜/L, which corresponds to a DC
current. Since there are no DC current sources attached
8L CIb J3 J4
FIG. 3. LC circuit with DC current source and DC SQUID
in parallel.
to the LCJ circuit considered here, this term has to be
set to zero by assuming φ˜ = 0. This step is unnecessary
when using our method, which gives an equation of mo-
tion already without any DC current source (note that
the φ
∼
in the argument of the sine does not lead to any DC
current, as it can be shown from a simple trigonometric
identity).
A. LC Circuit with DC SQUID in Parallel
Consider the circuit of Fig. 3, first assuming the DC
current source with current Ib to be an open circuit. The
circuit elements highlighted in red indicate the parallel
connection of two identical Josephson tunnel junctions J3
and J4, each with a critical current Ic0 (the generaliza-
tion to the case of non-identical junctions is left to the
reader as an exercise). This parallel connection is called
a DC SQUID. Maintaining the same notation as in the
case of the LCJ circuit, we now have one more flux as-
sociated with J4, φ4.
In this case, 
d
dt
(φ− φ3) = 0
d
dt
(φ3 − φ4) = 0 .
(50a)
(50b)
However, this time we need to extend the conditions of
Eqs. (13a) and (13b) to account for the flux quantization
of a superconducting loop [15]. It follows that φ− φ3 = φ
∼
φ3 − φ4= kΦ0 ,
(51a)
(51b)
with k ∈ Z. The flux quantization condition of Eq. (51b)
is a special case of the condition following from Faraday-
Henry-Neumann’s law.
From Eq. (51b), it also follows that
φ3 + φ4
2
= φ3 − kΦ0
2
φ3 − φ4
2
= k
Φ0
2
.
(52a)
(52b)
Using simple trigonometric identities as well as
Eqs. (52a), (52b), and (51a), the energy of the
DC SQUID is given by
ESQUID(t) =
∫ τ=t
τ=0
dτ
•
φ(τ) Ic0 {sin[kJφ3(t)] + sin[kJφ4(t)]}
=
∫ φ(t)
φ(0)
dφ 2Ic0 sin
(
kJ
φ3 + φ4
2
)
· cos
(
kJ
φ3 − φ4
2
)
=
∫ φ(t)
φ(0)
dφ 2Ic0 sin
[
kJ
(
φ3 − kΦ0
2
)]
· cos
(
kJk
Φ0
2
)
=
∫ ϕ(t)/kJ
ϕ(0)/kJ
dϕ 2
Ic0
kJ
sin (ϕ3 − kpi) · cos (kpi)
=
∫ ϕ(t)/kJ
ϕ(0)/kJ
dϕ 2
Ic0
kJ
sinϕ3
=
∫ φ(t)
φ(0)
dφ 2Ic0 sin[kJ(φ− φ
∼
)]
= −2EJ0 cos[kJ(φ(t)− φ
∼
)] +KSQUID , (53)
where KSQUID is a constant of integration. From this
result, it is clear that the pair of junctions in the SQUID
can be treated as a single junction with twice the Joseph-
son energy of each junction.
Flux tunability can be included by coupling a current
source to the DC SQUID by means of the mutual induc-
tance between the SQUID loop and an external inductor
in series with the source.
9B. LCJ Circuit with Current Source
We now consider the circuit of Fig. 3 in presence of
the DC current source Ib. Since we can represent the
DC SQUID as an effective single Josephson junction, we
simply assume that the source is connected in parallel
with L, C, and a single J .
The energy generated by the DC source can easily be
found from
Eb(t) =
∫ τ=t
τ=0
dτ
•
φ(τ) Ib
= Ib
∫ φ(t)
φ(0)
dφ
= Ib [φ(t)− φ(0)] (54)
and can readily be added to the other terms in Eq. (17),
directly leading to the tilted-washboard potential (at
least in the case L→ +∞) [15].
C. Limiting Cases: LC Resonator and Transmon
Qubit
From Eq. (46) it is straightforward to show that by
choosing Ic0 = 0, we obtain the Hamiltonian of a simple
(linear) resonator, or harmonic oscillator,
HLC = q
2
2C
+
φ2
2L
. (55)
The same result is found by setting the Josephson tunnel
junction in Fig. 1 to an open circuit.
Similarly, by setting L → +∞ (and for a suitable
choice of the values of C and Ic0) in Eq. (46), we ob-
tain the Hamiltonian of a transmon qubit
Hq = q
2
2C
− EJ0 cos[kJ(φ− φ
∼
)] . (56)
The same result is found by setting the inductor in Fig. 1
to an open circuit. This circuit behaves as a nonlinear
resonator.
V. THE “VOOL-DEVORET CIRCUIT”
REVISITED
Figure 4 shows the famous example in the review arti-
cle by U. Vool and M.H. Devoret of Ref. [4]. This circuit
is comprised of a set of three capacitors, {C1, C3, C5},
and a set of three inductors, {L2, L4, L6}.
Figure 5 illustrates the digraph associated with the
physical circuit in Fig. 4. The digraph is comprised of
three nodes, 1 and 2 , and 3 , as well as six branches,
1, 2, 3, 4, 5, and 6; we set 3 → datum. The branches are
indicated by the letter b = 1, 2, . . . 6 and the nodes by the
letter n = 1, 2, and 3 [not to be confused with the number
of particles in the mechanical analogy of Eq. (35)].
C5
L4
C1 L2 L6
C3
FIG. 4. The “Vool-Devoret Circuit.”
The branch currents (as well as charges), the branch
voltages (as well as fluxes), and the node-to-datum volt-
ages are represented by the vectors
~ı =

ı1
ı2
ı3
ı4
ı5
ı6

~q =

q1
q2
q3
q4
q5
q6


~v =

v1
v2
v3
v4
v5
v6

~φ =

φ1
φ2
φ3
φ4
φ5
φ6


~e =
[
e1
e2
]
.
(57a)
(57b)
(57c)
The incidence matrix for this digraph reads
Aa =

1 2 3 4 5 6
1 → −1 −1 1 1 0 0
2 → 0 0 −1 −1 1 1
3 → 1 1 0 0 −1 −1
 . (58)
3
1 5
1 2
3
4
62
FIG. 5. Digraph of the “Vool-Devoret Circuit.”
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The reduced incidence matrix A is obtained by striking
out the row in Aa associated with the datum, resulting
in
A =
[−1 −1 1 1 0 0
0 0 −1 −1 1 1
]
. (59)
From KCL, Eq. (8), we obtain the constraint for the
currents,
{−ı1 − ı2 + ı3 + ı4 + 0 + 0 = 0
0 + 0− ı3 − ı4 + ı5 + ı6 = 0
(60a)
(60b)
From KVL, Eq. (10), we obtain the constraint for the
voltages, 
v1 = −e1
v2 = −e1
v3 = e1 − e2
v4 = e1 − e2
v5 = e2
v6 = e2 .
(61a)
(61b)
(61c)
(61d)
(61e)
(61f)
The constitutive relations for all the elements in the
circuit are 
ı1 = C1
•
v1
v2 = L2
•
ı2
ı3 = C3
•
v3
v4 = L4
•
ı4
ı5 = C5
•
v5
v6 = L6
•
ı6 .
(62a)
(62b)
(62c)
(62d)
(62e)
(62f)
In matrix form, these relations read

C1 0 0 0 0 0
0 0 0 0 0 0
0 0 C3 0 0 0
0 0 0 0 0 0
0 0 0 0 C5 0
0 0 0 0 0 0


•
v1
•
v2
•
v3
•
v4
•
v5
•
v6
+

0 0 0 0 0 0
0 −1 0 0 0 0
0 0 0 0 0 0
0 0 0 −1 0 0
0 0 0 0 0 0
0 0 0 0 0 −1


v1
v2
v3
v4
v5
v6
 (63)
+

0 0 0 0 0 0
0 L2 0 0 0 0
0 0 0 0 0 0
0 0 0 L4 0 0
0 0 0 0 0 0
0 0 0 0 0 L6


•
ı1
•
ı2
•
ı3
•
ı4
•
ı5
•
ı6
+

−1 0 0 0 0 0
0 0 0 0 0 0
0 0 −1 0 0 0
0 0 0 0 0 0
0 0 0 0 −1 0
0 0 0 0 0 0


ı1
ı2
ı3
ı4
ı5
ı6

= (M0D +M1)~v + (N0D +N1)~i = ~0 , (64)
where D is the differential operator d/dt and it is
straightforward to find M0, M1, N0, and N1 from the
one-to-one correspondence between Eqs. (63) and (64).
We can now combine together KCL, KVL, and the
branch equations in matrix form to obtain
11 0 0 A−AT 1 0
0 M0D +M1 N0D +N1
~e~v
~ı

=

0 0 0 0 0 0 0 0 −1 −1 1 1 0 0
0 0 0 0 0 0 0 0 0 0 −1 −1 1 1
1 0 1 0 0 0 0 0 0 0 0 0 0 0
1 0 0 1 0 0 0 0 0 0 0 0 0 0
−1 1 0 0 1 0 0 0 0 0 0 0 0 0
−1 1 0 0 0 1 0 0 0 0 0 0 0 0
0 −1 0 0 0 0 1 0 0 0 0 0 0 0
0 −1 0 0 0 0 0 1 0 0 0 0 0 0
0 0 C1D 0 0 0 0 0 −1 0 0 0 0 0
0 0 0 −1 0 0 0 0 0 L2D 0 0 0 0
0 0 0 0 C3D 0 0 0 0 0 −1 0 0 0
0 0 0 0 0 −1 0 0 0 0 0 L4D 0 0
0 0 0 0 0 0 C5D 0 0 0 0 0 −1 0
0 0 0 0 0 0 0 −1 0 0 0 0 0 L6D


e1
e2
v1
v2
v3
v6
v5
v6
i1
i2
i3
i4
i5
i6

= ~0 (65)
We can now find the total power associated with the
circuit,
PV D =
6∑
b=1
vbıb . (66)
Since we do not have any Josephson tunnel junction
in the circuit considered at present, the circuit’s total
instantaneous energy is derived by integrating PV D over
time and using the trick αf
•
f = d(αf2/2)/dt,
EV D = 1
2
C1v
2
1 +
1
2
C3v
2
3 +
1
2
C5v
2
5
+
1
2
L2ı
2
2 +
1
2
L4ı
2
4 +
1
2
L6ı
2
6 . (67)
By writing v3 = −v1 − v5 from Eqs. (61a), (61c), and
(61e), finding ı2 from Eq. (60a), expressing ı1 using
Eq. (62a), ı3 using Eq. (62c) and furthermore substitut-
ing
•
v3 with the constraint of Eq. (61c) where e1 and e2
are written in terms of v1 and v5 from Eqs. (61a) and
(61e), leaving ı4 as an independent coordinate, finding ı6
from Eq. (60b), and expressing ı5 using Eq. (62e), we
obtain
EV D = 1
2
C1v
2
1 +
1
2
C3(−v1 − v5)2 + 1
2
C5v
2
5
+
1
2
L2[−C1 •v1 + C3(−•v1 − •v5) + ı4]2
+
1
2
L4ı
2
4
+
1
2
L6[C3(−•v1 − •v5) + ı4 − C5 •v5]2 . (68)
By performing simple algebraic calculations and substi-
tuting
•
v1 = ı1/C1 and
•
v5 = ı5/C5 from Eqs. (62a) and
(62e), respectively, we finally find
EV D= 1
2
C1v
2
1 +
1
2
C3v
2
1 + C3v1v5 +
1
2
C3v
2
5 +
1
2
C5v
2
5
+
1
2
L2ı
2
1 + L2
C3
C1
ı21 + L2
C3
C5
ı1ı5 − L2ı1ı4 + 1
2
L2
C23
C21
ı21
+L2
C23
C1C5
ı1ı5 +
1
2
L2
C23
C25
ı25 − L2
C3
C1
ı1ı4 − L2C3
C5
ı4ı5 +
1
2
L2ı
2
4
+
1
2
L4ı
2
4
+
1
2
L6
C23
C21
ı21 + L6
C23
C1C5
ı1ı5 +
1
2
L6
C23
C25
ı25 − L6
C3
C1
ı1ı4 − L6C3
C5
ı4ı5
+L6
C3
C1
ı1ı5 + L6
C3
C5
ı25 +
1
2
L6ı
2
4 − L6ı4ı5 +
1
2
L6ı
2
5 , (69)
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where the terms colored in blue correspond to the energy
stored in the capacitive subnetwork of the circuit, or ki-
netic energy, and those colored in red to that stored in
the inductive subnetwork embedded within the capacitive
subnetwork, or co-kinetic energy. It is worth noting that
in a circuit such as that in Fig. 4 the inductive subnet-
work typically stems from a parasitic mutual inductance
between two capacitively coupled circuits, where the mu-
tual inductance can be cast into an equivalent T -network
of three inductances (see, e.g., page 456 in Ref. [7]), which
can finally be represented as the Π-network of induc-
tances L2, L4, and L6.
By inspecting all terms in Eq. (69), it appears evident
that we are in presence of an incomplete vector of gener-
alized velocities (we remind that any v =
•
φ or any ı =
•
q
is a generalized velocity). In fact, we have
~•
ξ = (
•
ξ1 =
•
φ1 = v1,
•
ξ2 = absent,
•
ξ3 =
•
φ5 = v5)
~•p = (
•
p1 =
•
q1 = ı1,
•
p2 =
•
q4 = ı4,
•
p3 =
•
q5 = ı5) .
(70a)
(70b)
As a consequence, if we were to use Eq. (69) when at-
tempting to solve the system of Eqs. (39a) and (39b), we
would obtain an incomplete set of canonical coordinates
{ξ1 = φ1, ξ2 = φ4, ξ3 = φ5; p1 = q1, p2 = absent, p3 = q5} .
(71)
In order to obtain a complete set of canonical coor-
dinates, we must introduce an auxiliary circuit element
in correspondence with the missing generalized veloc-
ity
•
ξ2 = v4. Since we are dealing with a missing voltage,
the natural choice is to add an auxiliary capacitor with
capacitance C˜4 in series with L4 (similarly, if we were
missing a current, we would add an auxiliary inductor;
whether an auxiliary element has to be added in series
or parallel depends on the specific case). This may seem
an artifact to make the method to work. However, as al-
ready pointed out but not explicitly explored in Ref. [4],
every inductor is inevitably characterized by a parasitic
capacitor and every capacitor by a parasitic inductor.
For example, consider a small-coil antenna used in
AM radios. The coil mostly forms an inductor, but if
we were not to account for the parasitic capacitor asso-
ciated with it, we would miss a natural resonance of the
antenna. This resonance can interfere with the operation
fo the antenna, which may become selective in the wrong
region of the frequency spectrum (e.g., away from the
carrier frequency of the radio station we intend to tune
in with). This issue is typically solved by connecting
the small-coil antenna with an ad hoc shunting capaci-
tor (much larger or smaller than the parasitic capacitor,
depending whether the shunt capacitor is connected in
parallel or series with the parasitic capacitor). Notably,
this is what we do when we build a transmon quibit: We
connect a Jospephson tunnel junction, which is charac-
terized by an intrinsic (“parasitic”) capacitor, in parallel
with a much larger capacitor effectively behaving as the
qubit capacitor!
Figure 6 shows the auxiliary circuit element C˜4 needed
in our example. The instantaneous energy associated
with this element is
Eaux = 1
2
C˜4v˜
2
4 , (72)
where v˜4 can easily be found from
− v3 = v4 + v˜4 (73)
(or, equivalently, by extending the digraph by including
the branch associated with C˜4 and proceeding with all the
usual steps, KCL, KVL, etc.). As before, by writing v3 =
−v1 − v5 from Eqs. (61a), (61c), and (61e), we find
v˜4 = v1 − v4 + v5 (74)
and, thus,
Eaux = 1
2
C˜4v
2
1 +
1
2
C˜4v
2
4 +
1
2
C˜4v
2
5
−C˜4v1v4 + C˜4v1v5 − C˜4v4v5 . (75)
The complete expression for the total instantaneous
energy of the entire circuit, including the auxiliary el-
ement, is therefore [written in terms of the generalized
velocities of Eqs. (70a) and (70b) and with
•
φ4 = v4]
C5C1 L6L2
C3
C˜4
v˜4
L4
v4
FIG. 6. The auxiliary circuit element for the “Vool-Devoret
Circuit.”
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EV D= 1
2
C1
•
φ21 +
1
2
C3
•
φ21 + C3
•
φ1
•
φ5 +
1
2
C3
•
φ25 +
1
2
C5
•
φ25
+
1
2
C˜4
•
φ21 +
1
2
C˜4
•
φ24 +
1
2
C˜4
•
φ25 − C˜4
•
φ1
•
φ4 + C˜4
•
φ1
•
φ5 − C˜4
•
φ4
•
φ5
+
1
2
L2
•
q21 + L2
C3
C1
•
q21 + L2
C3
C5
•
q1
•
q5 − L2 •q1 •q4 + 1
2
L2
C23
C21
•
q21
+L2
C23
C1C5
•
q1
•
q5 +
1
2
L2
C23
C25
•
q25 − L2
C3
C1
•
q1
•
q4 − L2C3
C5
•
q4
•
q5 +
1
2
L2
•
q24
+
1
2
L4
•
q24
+
1
2
L6
C23
C21
•
q21 + L6
C23
C1C5
•
q1
•
q5 +
1
2
L6
C23
C25
•
q25 − L6
C3
C1
•
q1
•
q4 − L6C3
C5
•
q4
+
•
q5 + L6
C3
C1
•
q1
•
q5 + L6
C3
C5
•
q25 +
1
2
L6
•
q24 − L6 •q4 •q5 +
1
2
L6
•
q25 . (76)
This equation contains a complete vector of generalized
velocities, both for the kinetic and for the co-kinetic en-
ergy, 
~•
ξ = (
•
ξ1 =
•
φ1,
•
ξ2 =
•
φ4,
•
ξ3 =
•
φ5) =
~•
φ
~•p = (
•
p1 =
•
q1,
•
p2 =
•
q4,
•
p3 =
•
q5) =
~•q .
(77a)
(77b)
We can now use Eq. (76) to solve the system of
Eqs. (39a) and (39b). We find,

(
C1 + C3 + C˜4
) •
φ1+(
−C˜4
) •
φ4+(
C3 + C˜4
) •
φ5 = q1
(
−C˜4
) •
φ1+(
−C˜4
) •
φ4+(
−C˜4
) •
φ5 = q4
(
C3 + C˜4
) •
φ1+(
−C˜4
) •
φ4+
(C3 + C5)
•
φ5 = q5
(78a)
(78b)
(78c)
for the kinetic energy and
14

(
L2 + 2L2
C3
C1
+ L2
C23
C21
+ L6
C23
C21
)
•
q1+(
−L2 − L2C3
C1
− L6C3
C1
)
•
q4+(
L2
C3
C5
+ L2
C23
C1C5
+ L6
C23
C1C5
+ L6
C3
C1
)
•
q5 = φ1
(
−L2 − L2C3
C1
− L6C3
C1
)
•
q1+(
L2 + L4 + L6
)
•
q4+(
−L2C3
C5
− L6C3
C5
− L6
)
•
q5 = φ4
(
L2
C3
C5
+ L2
C23
C1C5
+ L6
C23
C1C5
+ L6
C3
C1
)
•
q1+(
−L2C3
C5
− L6C3
C5
− L6
)
•
q4+(
L2
C23
C25
+ L6
C23
C25
+ 2L6
C3
C5
+ L6
)
•
q5 = φ5
(79a)
(79b)
(79c)
for the co-kinetic energy. The systems of Eqs. (78a) to
(78c) and of Eqs. (79a) to (79c) can be written in a more
compact fashion as
M1
•
φ1 +M2
•
φ4 +M3
•
φ5 = q1
M4
•
φ1 +M5
•
φ4 +M6
•
φ5 = q4
M7
•
φ1 +M8
•
φ4 +M9
•
φ5 = q5
(80a)
(80b)
(80c)
for the kinetic energy and
N1
•
q1 +N2
•
q4 +N3
•
q5 = φ1
N4
•
q1 +N5
•
q4 +N6
•
q5 = φ4
N7
•
q1 +N8
•
q4 +N9
•
q5 = φ5
(81a)
(81b)
(81c)
for the co-kinetic energy. The constants Mk and Nk
for k = 1, 2, . . . 9 can be readily obtained by compar-
ing the systems of Eqs. (80a) to (80c) and of Eqs. (81a)
to (81c) to those of Eqs. (78a) to (78c) and of Eqs. (79a)
to (79c), respectively.
By defining the two matrices
M =
M1 M2 M3M4 M5 M6
M7 M8 M9
 (82)
and
N =
N1 N2 N3N4 N5 N6
N7 N8 N9
 , (83)
the systems of Eqs. (80a) to (80c) and of Eqs. (81a) to
(81c) can be finally written as
M ~
•
φT = ~q T
N ~
•
q T = ~φT ,
(84a)
(84b)
where

~q = (q1, q4, q5)
~φ = (φ1, φ4, φ5) .
(85a)
(85b)
By solving the systems of Eqs. (84a) and (84b) with re-
spect to
~•
φ and ~
•
q by simple matrix inversion and inserting
the results into Eq. (76), we finally obtain the Hamil-
tonian HV D of the circuit for the canonical coordinate
vectors ~φ and ~q.
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VI. “SECOND QUANTIZATION” OF AN LC
RESONATOR COUPLED TO A TRANSMON
QUBIT
The circuit in Fig. 7 shows a simple LrCr resonator
coupled by means of a capacitor with capacitance Crq to
a transmon qubit with qubit capacitance Cq and critical
current Ic0. The digraph associated with this circuit is
displayed in Fig. 8. We leave all the details of the prob-
lem of finding the Hamiltonian of this circuit using the
incidence matrix method as an exercise to the reader.
Instead, we focus here on the final result and its quanti-
zation.
Before writing down the final result for the circuit
Hamiltonian and proceeding with its quantization, it is
worth performing an approximation that, without loos-
ing generality for the quantization procedure, it allows
us to greatly simplify the notation (the approximation
captures well many experimental implementations of this
circuit, an area of study sometimes called circuit quan-
tum electrodynamics). After realizing all the steps of the
incidence matrix method, we end up obtaining an induc-
tive energy of the form
T ∗ =
(
1
2
Lr + Lr
Crq
Cr
+
1
2
Lr
C2rq
C2r
)
ı21
+
(
Lr
Crq
Cq
+ Lr
C2rq
CrCq
)
ı1ı4
+
(
1
2
Lr
C2rq
C2q
)
ı24 , (86)
where ı1 and ı4 are the currents associated with
branches 1 and 4 in the digraph of Fig. 8. We approxi-
mate this energy by assuming that Crq  Cr, Cq (weak
coupling approximation); the inductive energy reduces to
T ∗ =
1
2
Lrı
2
1 . (87)
With this approximation, the circuit Hamiltonian be-
Crq
Lr Cr Cq Jq
FIG. 7. An LC resonator coupled to a transmon qubit.
1 5
1 2
3
3
42
FIG. 8. Digraph of an LC resonator coupled to a transmon
qubit.
comes
Hrq = φ
2
1
2Lr
+
1
detC
[
Cq + Crq
2
q21 + q1Crq q4 +
Cr + Crq
2
q24
]
− EJ0 cos[kJ(φ4)] , (88)
where φ1, φ4, q1, and q4 form a complete set of canonical
coordinates (we can set any φ
∼
phase in the cosine term
due to Faraday-Henry-Neumann’s law between Jq and
Cq to zero for simplicity; additionally, note that in this
case there is not a simple connection between φ1 and
φ4 because Jq and Cr are not in parallel as in the case
studied in Sec. II) and
C =
[
(Cr + Crq) Crq
Crq (Cq + Crq)
]
. (89)
We now follow a standard quantization procedure as,
e.g., in Ref. [16]. The classical canonical coordinates can
be promoted to quantum-mechanical operators as
(φ1, φ4)→
(
φˆ1, φˆ4
)
(q1, q4)→ (qˆ1, qˆ4) =
(
−j~ ∂
∂φˆ1
,−j~ ∂
∂φˆ4
)
,
(90a)
(90b)
where j2 = −1 and ~ = h/(2pi).
The quantum-mechanical Hamiltonian then reads
Hˆrq = φˆ
2
1
2Lr
+
1
detC
[
Cq + Crq
2
qˆ21 − j~qˆ1Crq
∂
∂φˆ4
− Cr + Crq
2
~2
∂2
∂φˆ24
]
− EJ0 cos[kJ(φˆ4)] . (91)
The Hamiltonian of Eq. (91) can be written as
Hˆrq = Hˆr + Hˆi + Hˆq , (92)
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where the resonator, interaction, and qubit Hamiltonian
are defined as
Hˆr = φˆ
2
1
2Lr
+
Cq + Crq
2 detC
qˆ21
Hˆi = −j~ Crq
detC
qˆ1
∂
∂φˆ4
Hˆq = −~2Cr + Crq
2 detC
∂2
∂φˆ24
− EJ0 cos[kJ(φˆ4)] .
(93a)
(93b)
(93c)
Under the weak coupling approximation we can treat
Hˆr and Hˆq separately, and consider Hˆi as a perturbative
interaction. Thus, Hˆr can be quantized using the stan-
dard creation and annihilation operators aˆ† and aˆ of a
simple quantum-mechanical harmonic oscillator,
Hˆr = hfr
(
aˆ†aˆ+
1
2
)
, (94)
where
fr =
1
2pi
√
LrC˜
, (95)
with C˜ = detC/(Cq + Crq) (as expected, C˜ = Cr
when Cq = 0).
By diagonalizing Hˆq we obtain a set of eigenstates
{|`〉} = {|g〉 , |e〉 , |f〉 , . . .} , (96)
where |g〉 is the energy ground state, |e〉 the energy first
excited state, and |f〉 the next excited state, etc. By defin-
ing the eigenfrequencies associated with these eigenstates
as f`, we have
Hˆq = h
∑
`
f` |`〉 〈`| . (97)
By imposing twice the completeness relation for the
set of eigenstates of Eq. (96) around Hˆi,
Hˆi =
∑
`,m
|`〉 〈`|
(
−j~ Crq
detC
qˆ1
∂
∂φˆ4
)
|m〉 〈m|
=
∑
`,m
|`〉 〈`|
(
−j~ Crq
detC
∂
∂φˆ4
)
|m〉 〈m| ⊗ qˆ1 , (98)
where qˆ1 = q0(aˆ
† + aˆ) and the zero-point charge is given
by q0 =
√
Cr hfr/2 [17]. By defining
g`,m = −j Crqq0
2pi detC
〈`|
(
∂
∂φˆ4
)
|m〉 (99)
as the coupling coefficients in unit hertz,
Hˆi = h
∑
`,m
g`,m |`〉 〈m| ⊗ (aˆ† + aˆ) . (100)
In some cases, it is possible to simplify the total
Hamiltonian of this circuit by making a two-level ap-
proximation, {|`〉} = {|g〉 , |e〉}, by neglecting the coef-
ficients ggg and gee, by offsetting the energy difference
between the energy ground and first excited state such
that fge = fe−fg = fq, and by assuming gge = geg = grq,
Hˆrq = hfq
2
(|e〉 〈e| − |g〉 〈g|)
+ hgge(|g〉 〈e|+ |e〉 〈g|)⊗ (aˆ† + aˆ)
+ hfr
(
aˆ†aˆ+
1
2
)
=
hfq
2
σˆz+hgrqσˆx⊗(aˆ†+aˆ)+hfr
(ˆ
a†aˆ+
1
2
)
,(101)
where σˆx and σˆz are the usual Pauli operators.
By performing a rotating wave approximation we fi-
nally find the Jaynes-Cummings Hamiltonian
HˆJC = hfq
2
σˆz + hgrq(σˆ
−aˆ† + σˆ+aˆ) + hfr
(
aˆ†aˆ+
1
2
)
,
(102)
where σˆ+ and σˆ− are the usual two-level raising and low-
ering operators.
VII. CONCLUSIONS
I find it rather interesting that when deriving the total
instantaneous energy of a circuit from its power written
using the incidence matrix, which is nothing by a neat
way to use KCL and KVL, we obtain a kinetic and a
co-kinetic energy term.
As for the “Vool-Devoret circuit,” I was not too sur-
prised to find three DOF. In fact, that circuit is basically
the series of three LC resonators and, thus, should com-
prise three modes, i.e., three DOF. It is worth noting that
when the effect of C3 and L4 is small compared to that of
the other circuit elements in the system, the circuit effec-
tively becomes two weakly coupled LC resonators and,
thus, with just two effective DOF.
The first time I realized that auxiliary (in real life, par-
asitic) circuit elements can be a key to find the Hamil-
tonian of a circuit is when a theorist back in 2012 asked
me: “How do you quantize a single capacitor C?” You
can not, unless you include the parasitic inductor Lp as-
sociated with it. Then the problem becomes that of a
simple harmonic oscillator as you are just dealing with
an LpC resonator. The next question was, “How can you
unveil the quantum-mechanical nature of a single capac-
itor?” Now, the resonance frequency of the capacitor-
with-parasitic-inductor resonator, f0 = 1/(2pi
√
LpC)
may be very high or very low. For example, if it is very
low you will need to cool it down to extremely low tem-
peratures to unveil its quantum-mechanical nature.
Sometimes, in real applications, the parasitic elements
result in resonance frequencies (modes) very far from all
the frequencies of interest for a certain experiment and,
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thus, do not effectively participate much in the system’s
dynamics of interest. This suggests that, in the method
discussed in this Note, we could effectively “eliminate”
their presence by means of a limiting process; this is a
topic that I am presently investigating in detail and will
eventually be added to the Note.
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Appendix A: Potential Energy
In Eq. (20), the potential energy associated with the
only element of the generalized coordinate set {ξk}, ξ = φ
is
U(φ) = −EJ0 cos[kJ(φ− φ
∼
)] . (A1)
More in general, any term that can be written as
U(~ξ) =
Nξ∑
k=1
f(ξk)
U(~p) =
Nξ∑
k=1
f(pk)
(A2a)
(A2b)
is a potential energy term.
Appendix B: Lagrangian
We do not need to find any Lagrangian with this
method. Although unnecessary, I will make a connec-
tion between the energy and Hamiltonian as found here
and their corresponding Lagrangian in a future appendix
to this note.
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