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TOPOLOGICAL INVARIANTS OF ANOSOV
REPRESENTATIONS
OLIVIER GUICHARD AND ANNA WIENHARD
Abstract. We define new topological invariants for Anosov representations
and study them in detail for maximal representations of the fundamental group
of a closed oriented surface Σ into the symplectic group Sp(2n,R). In particu-
lar we show that the invariants distinguish connected components of the space
of symplectic maximal representations other than Hitchin components. Since
the invariants behave naturally with respect to the action of the mapping class
group of Σ, we obtain from this the number of components of the quotient by
the mapping class group action.
For specific symplectic maximal representations we compute the invari-
ants explicitly. This allows us to construct nice model representations in all
connected components. The construction of model representations is of partic-
ular interest for Sp(4,R), because in this case there are −1− χ(Σ) connected
components in which all representations are Zariski dense and no model rep-
resentations were known so far. Finally, we use the model representations to
draw conclusions about the holonomy of symplectic maximal representations.
1. Introduction
Let Σ be a closed oriented connected surface of negative Euler characteristic, G
a connected Lie group. The obstruction to lifting a representation ρ : π1(Σ) → G
to the universal cover of G is a characteristic class of ρ which is an element of
H2(Σ;π1(G)) ∼= π1(G).
When G is compact it is a consequence of the famous paper of Atiyah and Bott
[3] that the connected components of
Hom(π1(Σ), G)/G
are in one-to-one correspondence with the elements of π1(G). When G is a complex
Lie group the analogous result has been conjectured by Goldman [22, p. 559] and
proved by Li [38, Theorem 0.1].
When G is a real non-compact Lie group, this correspondence between connected
components of Hom(π1(Σ), G)/G and elements of π1(G) fails to hold. Obviously
characteristic classes of representations still distinguish certain connected compo-
nents of Hom(π1(Σ), G)/G, but they are not sufficient to distinguish all connected
components.
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Examples 1. Here are some examples of this phenomenon:
(i) For n ≥ 3, the characteristic class of a representation of π1(Σ) into SL(n,R)
is an element of Z/2Z. But the space
Hom(π1(Σ), SL(n,R))/PGL(n,R)
has three connected components [31, Theorem B].
(ii) For representations of π1(Σ) into PSL(2,R) the Euler number does distin-
guish the 4g − 3 connected components [22, Theorem A]. For representations into
SL(2,R) the Euler number is not sufficient to distinguish connected components,
there are 22g+1 + 2g − 3 components, and in particular there are 22g components
of maximal (or minimal) Euler number, each of which corresponds to the choice of
a spin structure on Σ.
(iii) For representations of π1(Σ) into Sp(2n,R) the characteristic class which
generalizes the Euler number is an element of H2(Σ;π1(Sp(2n,R))) ∼= Z. It is
bounded in absolute value by n(g − 1). The subspace of representations where it
equals n(g − 1) is called the space of maximal representations. This subspace de-
composes into several connected components, 3×22g when n ≥ 3 [18, Theorem 8.7]
and (3 × 22g + 2g − 4) when n = 2 [24, Theorem, p. 824]. The space of maximal
representations and its connected components are discussed in detail in this article.
We introduce new topological invariants for representations ρ : π1(M) → G,
whenever ρ is an Anosov representation. Let us sketch the definition. Let M be
a compact manifold equipped with an Anosov flow that has an invariant volume
form. A representation ρ : π1(M)→ G is said to be a (G,H)-Anosov representation
if the associated G/H-bundle over M admits a section whose image is a hyperbolic
set for the induced flow on M˜ ×ρ G/H (see Section 2.1 for details). We call such a
section an Anosov section.
Theorem 2. Let ρ : π1(M) → G be a (G,H)-Anosov representation. Then the
Anosov section is unique and defines a canonical principal H-bundle overM . Hence
there is a well defined map
HomH-Anosov(π1(M), G) −→ BH(M),
where HomH-Anosov(π1(M), G) denotes the subspace of (G,H)-Anosov representa-
tions and BH(M) the set of gauge isomorphism classes of principal H-bundles over
M . This map is continuous and natural with respect to:
– taking covers of M ,
– certain morphisms of pairs (G,H)→ (G′, H ′) (see Lemmas 2.10 and 2.11).
As a consequence the topological type of the H-bundle canonically given by the
Anosov section gives rise to topological invariants of ρ. Some general properties of
the invariants associated with Anosov sections are discussed in Section 4.2.
1.1. Maximal representations into Sp(2n,R). Our main focus lies on maxi-
mal representations into Sp(2n,R). Maximal representations into Sp(2n,R) are
(Sp(2n,R),GL(n,R))-Anosov representations [10, Theorem 6.1]. More precisely,
with respect to some hyperbolic metric on Σ, the geodesic flow is an Anosov flow
on the unit tangent bundle T 1Σ and the Liouville form is invariant. The funda-
mental group π1(T 1Σ) is a central extension of π1(Σ), with natural projection π :
π1(T
1Σ) → π1(Σ). Let ρ : π1(Σ) → Sp(2n,R) be a maximal representation, then
the composition ρ ◦ π : π1(T 1Σ) → Sp(2n,R) is a (Sp(2n,R),GL(n,R))-Anosov
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representation. The topological invariants obtained by Theorem 2 are the character-
istic classes of a GL(n,R)-bundle over T 1Σ. We only consider the first and second
Stiefel-Whitney classes sw1(ρ ◦ π) ∈ H1(T 1Σ;F2) and sw2(ρ ◦ π) ∈ H2(T 1Σ;F2).
Theorem 3. Let ρ : π1(Σ) → Sp(2n,R) be a maximal representation. Then the
topological invariants sw1(ρ) = sw1(ρ◦π) ∈ H1(T 1Σ;F2) and sw2(ρ) = sw2(ρ◦π) ∈
H2(T 1Σ;F2) are subject to the following constraints:
(i) The image of
sw1 : Hommax(π1(Σ), G) −→ H1(T 1Σ;F2)
is contained in one coset of H1(Σ;F2).
– For n even, sw1(ρ) is in H
1(Σ;F2) ⊂ H1(T 1Σ;F2),
– for n odd, sw1(ρ) is in H
1(T 1Σ;F2)r H
1(Σ;F2).
(ii) The image of
sw2 : Hommax(π1(Σ), G) −→ H2(T 1Σ;F2)
lies in the image of H2(Σ;F2)→ H2(T 1Σ;F2).
Remark 1. The homomorphismH1(Σ;F2)→ H1(T 1Σ;F2) is induced by the natural
fibration T 1Σ→ Σ. The Gysin exact sequence (see Equation (B.2)) implies that it
is injective and that is image is of index 2.
In the case when n = 2, that is, for maximal representation ρ : π1(Σ)→ Sp(4,R),
let Hommax,sw1=0(π1(Σ), Sp(4,R)) denote the subspace of maximal representations
where the first Stiefel-Whitney class vanishes. This means that the GL(2,R)-bundle
over T 1Σ admits a reduction of the structure group to GL+(2,R), equivalently the
corresponding R2-vector bundle is orientable. A reduction of the structure group
to GL+(2,R) gives rise to an Euler class, but since an orientable bundle does
not have a canonical orientation this reduction is not canonical. To circumvent
this problem, we introduce an enhanced representation space, which involves the
choice of a nontrivial element γ ∈ π1(Σ). For pairs (ρ, L+) consisting of a maximal
representation with vanishing first Stiefel-Whitney class and an oriented Lagrangian
L+ ⊂ R4 which is fixed by ρ(γ), there is a well-defined Euler class (see Section 4.4).
Theorem 4. Let ρ : π1(Σ)→ Sp(4,R) be a maximal representation with sw1(ρ) =
0. Let γ ∈ π1(Σ) r {1} and L+ an oriented Lagrangian fixed by ρ(γ). Then the
Euler class eγ(ρ, L+) ∈ H2(T 1Σ;Z) lies in the image of H2(Σ;Z)→ H2(T 1Σ;Z).
For every possible topological invariant satisfying the above constraints we con-
struct explicit representations ρ : π1(Σ) → Sp(2n,R) realizing this invariant (see
Section 1.3 and Section 3 for the construction of the representations and Section 5
for the calculation of the invariants). From this we deduce a lower bound on the
connected components of the space Hommax(π1(Σ), Sp(2n,R)) of maximal repre-
sentations.
Proposition 5. Let Hommax(π1(Σ), Sp(2n,R)) be the space of maximal represen-
tations.
(i) If n ≥ 3 the space Hommax(π1(Σ), Sp(2n,R)) has at least 3×22g connected
components.
(ii) The space Hommax(π1(Σ), Sp(4,R)) has at least 3× 22g+2g− 4 connected
components.
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Our method (so far) only gives a lower bound on the number of connected com-
ponents. To obtain an exact count of the number of connected components using
the invariants defined here, a closer analysis for surfaces with boundary would be
necessary (see [22] for the case when n = 1).
Fortunately, the correspondence between representations and Higgs bundles al-
lows to use algebro-geometric methods to study the topology of Rep(π1(Σ), G) :=
Hom(π1(Σ), G)/G. These methods have been developed by Hitchin [30] and applied
to representations into Lie groups of Hermitian type in [7, 8, 18, 19, 24] leading to
the exact count mentioned above in Examples 1.(iii).
Combining Proposition 5 with this exact count we can conclude that the invari-
ants defined here distinguish connected components other than Hitchin components.
More precisely, let HomHitchin(π1(Σ), Sp(2n,R)) be the space of Hitchin rep-
resentations; by definition it is the union of the connected components of
Hom(π1(Σ), Sp(2n,R)) containing representations of the form φirr ◦ ι where ι :
π1(Σ) → SL(2,R) is a discrete embedding and φirr : SL(2,R) → Sp(2n,R) is the
irreducible representation of SL(2,R) of dimension 2n. Hitchin representations are
maximal representations.
Theorem 6. Let n ≥ 3. Then the topological invariants of Theorem 3 distinguish
connected components of Hommax rHomHitchin. More precisely,
Hommax(π1(Σ), Sp(2n,R))rHomHitchin(π1(Σ), Sp(2n,R))
sw1,sw2−−−−−→ H1(T 1Σ;F2)×H2(T 1Σ;F2)
induces a bijection from π0(HommaxrHomHitchin) to the set of pairs satisfying the
constraints of Theorem 3.
It is easy to see that, when n is even, the first Stiefel-Whitney class of a Hitchin
representation vanishes, i.e. one has the inclusion HomHitchin ⊂ Hommax,sw1=0.
Theorem 7. (i) The Euler class defines a map
Hommax,sw1=0(π1(Σ), Sp(4,R))rHomHitchin(π1(Σ), Sp(4,R)) −→ H2(T 1Σ;Z)
which induces a bijection from π0(Hommax,sw1=0 r HomHitchin) to the image of
H2(Σ;Z) in H2(T 1Σ;Z). In particular, the Euler class distinguishes connected com-
ponents in Hommax,sw1=0 rHomHitchin.
(ii) The components of Hommax r Hommax,sw1=0 are distinguished by the first
and second Stiefel-Whitney classes, i.e. the map
Hommax(π1(Σ), Sp(4,R))rHommax,sw1=0(π1(Σ), Sp(4,R))
sw1,sw2−−−−−→ (H1(Σ;F2)r {0})×H2(Σ;F2)
induces a bijection at the level of connected components.
Remark 2. Hitchin representations are not only (Sp(2n,R),GL(n,R))-Anosov rep-
resentations, but (Sp(2n,R), A)-Anosov representations, where A is the subgroup
of diagonal matrices [36, Theorems 4.1 and 4.2]. Applying Theorem 2 to the pair
(G,H) = (Sp(2n,R), A) one can define first Stiefel-Whitney classes swA1 (ρ) in
H1(T 1Σ;F2); similarly to the above discussion these invariants are shown to be-
long to H1(T 1Σ;F2) r H1(Σ;F2) and distinguish the 22g connected components
of HomHitchin(π1(Σ), Sp(2n,R)) (see Section 4.6.2). In Section 4.6.3 we discuss
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the case of the Hitchin component of a general split real simple Lie group (see
Theorem 4.20 and Theorem 4.21).
Remark 3. The existence of 22g Hitchin components is due to the center of
Sp(2n,R): they all project to the same component in Hom(π1(Σ),PSp(2n,R)).
For n odd, n ≥ 3, the abundance of non-Hitchin connected components in the
space of maximal representations is also explained by the center. However, for n
even, the abundance of non-Hitchin connected components pertains when we con-
sider representations into the adjoint group. A precise statement is the following
theorem (see Section 4.6.4).
Theorem 8. If n is odd and n ≥ 3, then the space Hommax(π1(Σ),PSp(2n,R))
has 3 connected components.
If n is even and n ≥ 4, then there are 22g + 2 connected components of
Hommax(π1(Σ),PSp(2n,R)) that lift to Sp(2n,R).
There are 22g +2g− 2 connected components of Hommax(π1(Σ),PSp(4,R)) that
lift to Sp(4,R).
This result gives lower bounds for the number of components of the space
Hommax(π1(Σ),PSp(2n,R)) when n is even.
Remark 4. According to [8, Section 7] the space Hommax(π1(Σ),PSp(4,R)) ∼=
Hommax(π1(Σ), SO◦(2, 3)) has 22g+1 + 4g − 5 connected components. In partic-
ular, there are 22g + 2g − 3 components that do not lift to Sp(4,R).
Maximal representations into covers of Sp(2n,R) are also Anosov, hence we
have the corresponding topological invariants. We describe their properties in Sec-
tion 4.6.4. We get in particular the following
Theorem 9. Let Sp(2n,R)(k) be the connected k-fold cover of Sp(2n,R). Then the
space Hommax(π1(Σ), Sp(2n,R)(k)) is nonempty if and only if χ(Σ) is a multiple
of k. In that case
Hommax(π1(Σ), Sp(2n,R)(k)) −→ Hommax(π1(Σ), Sp(2n,R))
is the trivial cover of degree k2g. In particular
#π0
(
Hommax(π1(Σ), Sp(2n,R)(k))
)
= k2g#π0
(
Hommax(π1(Σ), Sp(2n,R))
)
.
1.2. The action of the mapping class group. The first and second Stiefel-
Whitney classes of a maximal representation ρ do not change if ρ is conjugated by
an element Sp(2n,R). Thus, they give well defined functions:
(1.1) swi : Repmax(π1(Σ), Sp(2n,R)) −→ Hi(T 1Σ;F2).
The mapping class group Mod(Σ) acts by precomposition on Repmax; this action
is properly discontinuous [37, Theorem 1.0.2] [45, Theorem 1.1] and by Theorem 2
the map (1.1) is equivariant with respect to this action and the natural action of
Mod(Σ) on Hi(T 1Σ;F2).
For the Euler class eγ (see Theorem 4) there is a corresponding statement of
equivariance for the subgroup of Mod(Σ) fixing the homotopy class of γ.
This allows us to determine the number of connected components of the space
Repmax(π1(Σ), Sp(2n,R))/Mod(Σ).
Theorem 10. If n ≥ 3, the space Repmax(π1(Σ), Sp(2n,R))/Mod(Σ) has 6 con-
nected components.
The space Repmax(π1(Σ), Sp(4,R))/Mod(Σ) has 2g + 2 connected components.
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1.3. Model representations. Given two representations it is in general very dif-
ficult to determine whether they lie in the same connected component or not. The
invariants defined here can be computed rather explicitly and hence allow us to
decide in which connected component of Hommax(π1(Σ), Sp(2n,R)) a specific rep-
resentation lies in. This computability enables us to give particularly nice model
representations in all connected components.
An easy way to construct maximal representations ρ : π1(Σ)→ Sp(2n,R) is by
composing a discrete embedding π1(Σ) → SL(2,R) with a tight homomorphism
of SL(2,R) into Sp(2n,R) (see [13] for the notion of tight homomorphism; here
they can be characterized as the morphisms inducing multiplication by n at the
level of fundamental groups). The composition with the 2n-dimensional irreducible
representation of SL(2,R) into Sp(2n,R) is called an irreducible Fuchsian repre-
sentation. Hitchin representations are precisely deformations of such representa-
tions. The composition with the diagonal embedding of SL(2,R) into the subgroup
SL(2,R)n < Sp(2n,R) is called a diagonal Fuchsian representation. The centralizer
of the image of the diagonal embedding of SL(2,R) is isomorphic to O(n). Any rep-
resentation can be twisted by a representation into its centralizer, thus any diagonal
Fuchsian representation can be twisted by a representation π1(Σ) → O(n), defin-
ing a twisted diagonal representations. A representation obtained by one of these
constructions will be called a standard maximal representation (see Section 3.2).
Theorem 11. Let n ≥ 3. Then every maximal representation ρ : π1(Σ) →
Sp(2n,R) can be deformed to a standard maximal representation.
Corollary 12. Let n ≥ 3. Then any maximal representation ρ : π1(Σ) →
Sp(2n,R) can be deformed to a maximal representation whose image is contained
in a proper closed subgroup of Sp(2n,R).
Remark 5. This conclusion can also be obtained from [18, Section 5] because the
Higgs bundles for standard maximal representations can be described quite explic-
itly.
Our computations of the topological invariants in Section 5 give more precise
information on when a maximal representation can be deformed to an irreducible
Fuchsian or a diagonal Fuchsian representation:
Corollary 13. Let ρ : π1(Σ) → Sp(2n,R) be a maximal representation. Then ρ
can be deformed either to an irreducible Fuchsian representation or to a diagonal
Fuchsian representation if
(i) for n = 2m, m > 2, sw1(ρ) = 0 and sw2(ρ) = m
χ(Σ)
2 mod 2,
(ii) for n = 2m+ 1, sw2(ρ) = m
χ(Σ)
2 mod 2.
The case of Sp(4,R) is different as Theorem 11 and Corollary 12 do not hold
anymore. From the count of the connected components of Repmax(π1(Σ), Sp(4,R))
in [24], one can conclude that there are 2g−3 exceptional components not containing
any standard maximal representations.
To construct model representations in these components, we decompose Σ =
Σl ∪ Σr into two subsurfaces and define a representation of π1(Σ) by amalgama-
tion of an irreducible Fuchsian representation of π1(Σl) with a deformation of a
diagonal Fuchsian representation of π1(Σr). We call these representations hybrid
representations (see Section 3.3.1 for details).
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We compute the topological invariants of these representations explicitly. Al-
lowing the Euler characteristic of the subsurface Σl to vary between 3 − 2g and
−1, we obtain 2g − 3 hybrid representations which exhaust the 2g − 3 exceptional
components of the space of maximal representations into Sp(4,R). We conclude
Theorem 14. Every maximal representation ρ : π1(Σ)→ Sp(4,R) can be deformed
to a standard maximal representation or a hybrid representation.
Remark 6. To obtain Theorem 14 it is essential that we are able to compute the
topological invariants explicitly. Geometrically there is no obvious reason why dif-
ferent hybrid representations lie in different connected components. In particular,
our results on the topological invariants imply that similar constructions by amal-
gamation (see Section 3.3.3) give representations which can be deformed to twisted
diagonal representations.
From the computations of the topological invariants we also deduce the following
Theorem 15. Any representation in Hommax,sw1=0(π1(Σ), Sp(4,R)) with Euler
class not equal to (g − 1)[Σ] has Zariski dense image.
Remark 7. Here the class [Σ] ∈ H2(T 1Σ;Z) is the image of the orientation class
in H2(Σ;Z) under the natural map H2(Σ;Z)→ H2(T 1Σ;Z); it is a torsion class of
order 2g − 2 (see Appendix B.1).
Remark 8. A similar result is proved in [9, Th. 1.1.(3)] using the theory of Higgs
bundles.
1.4. Holonomies of maximal representations. A direct consequence of the fact
that maximal representations ρ : π1(Σ) → Sp(2n,R) are (Sp(2n,R),GL(n,R))-
Anosov representations is that the holonomy ρ(γ) is conjugate to an element of
GL(n,R) for every γ ∈ π1(Σ). More precisely ρ(γ) fixes two transverse Lagrangians,
one, Ls, being attractive, the other being repulsive. From this it follows that the
holonomy ρ(γ) is an element of GL(Ls) whose eigenvalues are strictly bigger than
one.
For representations in the Hitchin components we have moreover that ρ(γ) ∈
GL(Ls) is a regular semi-simple element [36, Prop. 3.4], [25, Prop. 8]. This does
not hold for other connected components of Hommax(π1(Σ), Sp(2n,R)). Using the
description of model representations in Theorem 11 and Theorem 14 we prove
Theorem 16. Let H be a connected component of
Repmax(π1(Σ), Sp(2n,R))r RepHitchin(π1(Σ), Sp(2n,R)),
and let γ ∈ π1(Σ) r {1} be an element corresponding to a simple closed curve. If
n = 2, the genus of Σ is 2 and γ is separating, we require that H is not the connected
component determined by sw1 = 0 and eγ = 0. Then there exist
(i) a representation ρ ∈ H such that the Jordan decomposition of ρ(γ) in
GL(Ls) ∼= GL(n,R) has a nontrivial parabolic component.
(ii) a representation ρ′ ∈ H such that the Jordan decomposition of ρ′(γ) in
GL(Ls) ∼= GL(n,R) has a nontrivial elliptic component.
1.5. Other maximal representations. Maximal representations ρ : π1(Σ) →
G can be defined whenever G is a Lie group of Hermitian type, and they are
always (G,H)-Anosov representations [14], where H is a specific subgroup of G
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(see Theorem 2.19). When G is not locally isomorphic to Sp(2n,R) there is no
analogue of Hitchin representations1 and we conjecture:
Conjecture 17. Let G be a simple Lie group of Hermitian type. If G is not locally
isomorphic to Sp(2n,R), then the topological invariants of Theorem 2 distinguish
connected components of Repmax(π1(Σ), G).
If the real rank of G is n, then there is an embedding of sl(2,R)n into g, and
it is unique up to conjugation. Thus, there is always a corresponding diagonal
embedding of L, a finite cover of PSL(2,R), into G, the centralizer of which is a
compact subgroup of G. In particular, one can always construct twisted diagonal
representations.
Conjecture 18. Let G be of Hermitian type. If G not locally isomorphic to
Sp(2n,R), then every maximal representation ρ : π1(Σ) → G can be deformed
to a twisted diagonal representation.
If Conjecture 18 holds the analogue of Theorem 16 will also hold.
1.6. Comparison with Higgs bundle invariants. We already mentioned that
the correspondence between (reductive) representations and Higgs bundles permits
to use algebro-geometric methods to study the structure of Rep(π1(Σ), G), and in
particular to count the number of connected components. Where these methods
have been applied to study representations into Lie groups of Hermitian type, see
[7, 8, 18, 19, 24], the authors associate special vector bundles to the Higgs bundles,
whose characteristic classes give additional invariants for maximal representations
π1(Σ)→ G; then they show that for any possible value of the invariants the corre-
sponding moduli space of Higgs bundles is non-empty and connected.
We conclude the introduction with several remarks concerning the relation be-
tween the topological invariants defined here and the invariants obtained via Higgs
bundles:
(i) The Higgs bundle approach has the feature that the L2-norm of the Higgs field
gives a Morse-Bott function on the moduli space, which allows to perform Morse
theory on the representation variety. In fact, for the symplectic structure on the
moduli space, this function is the Hamiltonian of a circle action, so that its critical
points are exactly the fixed points of this circle action. These fixed points are Higgs
bundles of a very special type, called “variations of Hodge structures”. Additional
information arising from this framework allows one to read off the index of the
critical submanifolds from the eigenvalues of the circle action on the tangent space
at a fixed point. This is used to give an exact count of the connected components in
many cases, as well as to obtain further important information about the topology
of the representation variety. For more details on this strategy we refer the reader
to Hitchin’s article [30] as well as to the series of papers [8, 18, 19, 24].
(ii) The invariants defined here can be computed for explicit representations;
this is very difficult for the Higgs bundle invariants. The computability is essential
in order to determine in which connected components specific representations lie.
This is of particular interest for the 2g−3 exceptional connected components when
n = 2, because in these connected components no explicit representations were
known before.
1Hitchin components can be defined for anyR-split semisimple Lie group (see [31, Theorem A])
and the only simple R-split Lie groups of Hermitian type are the symplectic groups.
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(iii) The Higgs bundle invariants depend on the choice of a complex structure X
on Σ and on the choice of a square-root K1/2 of the canonical bundle K = T 1,0∗X
(i.e. by [2, Prop. 3.2] such a square root corresponds to a spin structure on Σ which
is given by an element v in H1(T 1Σ;F2)rH1(Σ;F2), see [2, p. 55]). More precisely
the Higgs bundle corresponding to a representation into Sp(2n,R) is a pair (E,Φ)
of a holomorphic vector bundle E = V ⊕ V ∗ (V is of rank n) and Φ a holomorphic
one-form with coefficients in the endomorphisms of E of the form
Φ =
(
0 b
c 0
)
with b : V ∗ → V ⊗K and c : V → V ∗⊗K being symmetric [24, Eq. (2.6)]. For max-
imal representation c is an isomorphism [24, Prop. 3.2], hence V ⊗K−1/2 becomes
an O(n,C)-bundle over X whose Stiefel-Whitney classes w1(ρ, v) in H1(X,F2) and
w2(ρ, v) in H2(X,F2) (and sometimes Euler class e(ρ, v)) are the Higgs bundle
invariants. One can remove the dependency in the spin structure by considering
V as a O(n,C)-bundle over TΣ r {0}, the complement of the zero section. The
dependency in the complex structure can also be removed, because the invariants
take values in a discrete set and Teichmüller space is connected.
The Stiefel-Whitney classes defined here do not depend on any choices. In par-
ticular, they are equivariant under the action of the mapping class group of Σ and
behave naturally with respect to taking finite index subgroups of π1(Σ). They are
also natural with respect to tight homomorphisms.
For symplectic maximal representations there is a simple relation between the
invariants defined here and those defined using Higgs bundles, although they live
naturally in different cohomology groups.
Proposition 19. Let ρ : π1(Σ) → Sp(2n,R) be a maximal representation. Then,
for any choice of spin structure v, we have the following equality in Hi(T 1Σ;F2):
sw1(ρ) = w1(ρ, v) + nv
sw2(ρ) = w2(ρ, v) + sw1(ρ) ` v + (g − 1) mod 2.
When n = 2, the suspected relation is
e(ρ, v) = εe(ρ) + (g − 1)
in H2(T 1Σ;Z)tor, where ε depends on the choices of orientation involved in the
definition of e(ρ).
The existence of such relations is not surprising since the invariants arise from
the same compact Lie group (O(n,C)-bundles as well as GL(n,R)-bundles have,
up to isomorphism, a unique O(n,R)-reduction, and the invariants are in fact the
invariants of the underlying O(n,R)-bundle). Nevertheless, it would be interesting
to provide a general proof for these relations for all maximal representations. The
relations in Proposition 19 are obtained from case by case considerations for model
representations.
1.7. Structure of the paper. In Section 2 we recall the definition and proper-
ties of Anosov representations and of maximal representations. Examples of such
representations are discussed in Section 3. The topological invariants are defined
in Section 4 and computed for symplectic maximal representations in Section 5.
Section 6 discusses the action of the mapping class group; in Section 7 we derive
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consequences for the holonomy of symplectic maximal representations. In Ap-
pendix A we establish several important facts about positive curves and maximal
representations; in Appendix B we review some facts in cohomology, in particular
for the unit tangent bundle T 1Σ.
Acknowledgments. The discussions leading to this paper started during a
workshop on “Surface group representations” taking place at the American Insti-
tute for Mathematics in 2007. The authors thank the University of Chicago, the
Institut des Hautes Études Scientifiques and Princeton University for making mu-
tual intensive research visits possible.
2. Preliminaries
This section introduces the notations and definitions necessary for the rest of the
paper. Section 2.1 gives the definition of Anosov representations and their basic
properties, in particular the uniqueness of the Anosov section (Proposition 2.5).
Section 2.2 recalls the needed theory of maximal representations, especially that
they are Anosov (Theorem 2.19) and the gluing property (Theorem 2.20).
2.1. Anosov representations. Holonomy representations of locally homogeneous
geometric structures are very special. The Thurston-Ehresmann theorem [21,
p. 178] [6, Theorem 2.1] states that every deformation of such a representation
can be realized through deformations of the geometric structure. The concept of
Anosov structures, introduced by Labourie in [36, Section 2], gives a dynamical
generalization of this, which is more flexible, but for which it is still possible to
obtain enough rigidity of the associated representations.
2.1.1. Definition. Let
– M be a compact manifold with an Anosov flow φt,
– G a connected semisimple Lie group and (P s, Pu) a pair of opposite par-
abolic subgroups of G,
– H = P s ∩ Pu their intersection, and
– Fs = G/P s (resp. Fu = G/Pu) the flag variety associated with P s (resp.
Pu).
There is a unique openG-orbitX ⊂ Fs×Fu. We haveX = G/H and as open subset
of Fs × Fu it inherits two foliations Es and Eu whose corresponding distributions
are denoted by Es and Eu, i.e. (Es)(fs,fu) ∼= TfsFs and (Eu)(fs,fu) ∼= TfuFu.
Definition 2.1. A flat G-bundle P over (M,φt) is said to have an H-reduction σ
that is flat along flow lines if:
– σ is a section of P×G X ; i.e. σ :M → P×G X defines the H-reduction2
– the restriction of σ to every orbit of φt is locally constant with respect to
the induced flat structure on P×G X .
The two distributions Es and Eu on X are G-invariant and hence define dis-
tributions, again denoted Es and Eu, on P ×G X . These two distributions are
invariant by the flow, again denoted by φt, that is the lift of the flow on M by the
connection.
2For details on the bijective correspondence between H-reductions and sections of P×G G/H
we refer the reader to [42, Section 9.4].
TOPOLOGICAL INVARIANTS 11
To every section σ of P×GX we consider the two vector bundles σ∗Es and σ∗Eu
on M by pulling back to M the vector bundles Es and Eu. If furthermore σ is flat
along flow lines, so that it commutes with the flow, then these two vector bundles
σ∗Es and σ∗Eu are equipped with a natural flow.
Definition 2.2. A flat G-bundle P→M is said to be a (G,H)-Anosov bundle if:
(i) P admits an H-reduction σ that is flat along flow lines, and
(ii) the flow φt on σ∗Es (resp. σ∗Eu) is contracting (resp. dilating).
We call σ an Anosov section or an Anosov reduction of P.
By (ii) we mean that there exists a continuous family of norms (‖ · ‖m)m∈M on
σ∗Es (resp. σ∗Eu) and constants A, a > 0 such that for any e in (σ∗Es)m (resp.
(σ∗Eu)m) and for any t > 0 one has
‖φte‖φtm ≤ A exp(−at)‖e‖m (resp. ‖φ−te‖φ−tm ≤ A exp(−at)‖e‖m).
Since M is compact this definition does not depend on the norm ‖ · ‖ or the
parametrization of φt.
Definition 2.3. A representation π1(M)→ G is said to be (G,H)-Anosov (or H-
Anosov or simply Anosov) if the corresponding flat G-bundle P is a (G,H)-Anosov
bundle.
Remark 2.4. Note that the terminology for Anosov representations is not completely
uniform. A (G,H)-Anosov representation is sometimes called a (G,X )-Anosov
representation or an Anosov representation with respect to the parabolic subgroup
P s or Pu.
2.1.2. Properties. From now on we assume that the Anosov flow φt has an invariant
volume form. For the definition of topological invariants of Anosov representations
in Section 4 the following proposition will be crucial.
Proposition 2.5. Let P→M be an Anosov bundle, then there is a unique section
σ : M → P ×G X such that properties (i) and (ii) of Definition 2.2 hold. In
particular, a (G,H)-Anosov bundle admits a canonical H-reduction.
To prove Proposition 2.5 we will use the following classical fact.
Fact 2.6. Suppose that g ∈ G has a fixed point f s ∈ Fs and a fixed point fu ∈ Fu
such that
(i) f s and fu are in general position, i.e. (f s, fu) belongs to X ⊂ Fs × Fu;
and
(ii) the (linear) action of g on the tangent space TfsFs is contracting, the
action on TfuFu is expanding.
Then f s is the only attracting fixed point of g in Fs. Its attracting set is the set
of all flags that are in general position with fu, and fu is the only repelling fixed
point for g in Fu.
Proof of Proposition 2.5. Let σ be an Anosov section of the flat bundle P → M .
The flow φt on M is (by hypothesis) an Anosov flow that has an invariant volume
form. Because of the density of closed orbits in M [1, Theorem 3], it is sufficient
to show that the restriction of σ to any closed orbit γ is uniquely determined.
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We identify γ with Z\R and write the restriction of P to γ as P|γ = Z\(R×G)
where Z acts on R × G by n · (t, g) = (n + t, hnγg) for hγ ∈ G the holonomy of P
along γ.
Therefore, the restriction σ|γ is a section of Z\(R × X ). Since σ is locally
constant along γ there exists x = (f s, fu) in X such that the lift of σ|γ to R is
the map R → R × X , t 7→ (t, x). Hence f s and fu are hγ-invariant. Furthermore
the restrictions of σ∗Es (resp. σ∗Eu) to γ are in this case Z\(R × TfsFs) (resp.
Z\(R × TfuFu)) so that the contraction property of Definition 2.2.(ii) exactly
translates into the assumption of Fact 2.6. This implies the uniqueness of (f s, fu)
and hence the uniqueness of σ|γ . 
Remark 2.7. Without the assumption that the Anosov flow has an invariant volume
form, it is not always true that the periodic orbits are dense in M (see [17]). So
Proposition 2.5 may not hold in general.
From this uniqueness one deduces
Proposition 2.8. Let π :M ′ →M be a finite covering of M and let P→M be a
flat G-bundle over M .
Then the bundle π∗P over M ′ is H-Anosov if and only if P is H-Anosov. In that
case the Anosov H-reduction of π∗P is π∗PH the pullback of the Anosov reduction
of P.
Proof. If P is Anosov, then clearly π∗P is Anosov with reduction π∗PH .
Suppose now π∗P is Anosov with reduction P′H . We must prove that P
′
H is the
pullback of a bundle over M . It is enough to treat the case when M ′ is connected.
Since π1(M) is finitely generated, the finite index subgroup π1(M ′) is contained in
a finite index normal subgroup. Thus, up to taking a finite cover, we can suppose
that π1(M ′) < π1(M) is normal, i.e. that the finite covering M ′ → M is a Galois
covering with group S.
For any σ in S the two bundles P′H and σ
∗
P
′
H are Anosov reductions of π
∗
P.
Hence by the previous proposition 2.5, σ∗P′H = P
′
H ; the bundle P
′
H is S-invariant.
This means that P′H is the pullback π
∗
PH of a bundle over M . 
An important feature of Anosov representations is their stability under deforma-
tion.
Proposition 2.9. [36, Proposition 2.1] The set of (G,H)-Anosov representations is
open in Hom(π1(M), G). Moreover, the H-reduction given by the Anosov section
σ depends continuously on the representation.
2.1.3. Constructions. Some simple constructions allow to obtain new Anosov bun-
dles from old ones.
Lemma 2.10. (i) Let ρ : π1(M) → G be a (G,H)-Anosov representation,
where H = P s ∩ Pu for two opposite parabolic subgroups in G. Let Qs, Qu be
opposite parabolic subgroups in G such that P s < Qs and Pu < Qu. Then ρ is also
a (G,H ′)-Anosov representation, where H ′ = Qs ∩Qu.
(ii) Let P be a (G,H)-Anosov bundle over M with canonical H-reduction PH
and E a flat L-bundle over M . Then the fibered product P×E is a (G×L,H×L)-
Anosov bundle over M , whose canonical (H × L)-reduction is the fibered product
PH × E.
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(iii) Let G be a Lie group of real rank one and P an (G,H)-Anosov bundle over
M with canonical H-reduction PH ; H is the centralizer in G of a Cartan subgroup
A of G. Let f : G→ L be a homomorphism of Lie groups and N be the centralizer
in L of f(A).
Then P ×G L is an (L,N)-Anosov bundle and its canonical N -reduction is the
fibered product PH ×H N .
Points (i) and (ii) of this lemma are immediate; point (iii) results from [36,
Proposition 3.1]. For a more general version concerning Anosov representations
under embeddings of Lie groups G → L we refer to [27]. Anosov representations
are also stable under finite cover of Lie groups:
Lemma 2.11. Let π : G′ → G be a finite covering of Lie groups. Let H = P s∩Pu
be the intersection of two opposite parabolic subgroups of G and let H ′ = π−1(H).
Then a representation ρ : π1(M) → G′ is (G′, H ′)-Anosov if and only if π ◦ ρ
is (G,H)-Anosov. Furthermore is P′ and P are the flat principal bundles for ρ
and π ◦ ρ, then the two Anosov reductions are equal under the identification P′ ×G′
G′/H ′ = P′/H ′ ∼= P/H = P×G G/H.
This lemma is obvious since G′/H ′ ∼= G/H .
2.1.4. Definition in terms of the universal cover of M. A (G,H)-Anosov bundle
overM can be equivalently defined in terms of equivariant maps from the universal
cover of M to X ∼= G/H . Let M˜ be the universal cover of M . Then any flat
G-bundle P on M can be written as:
P = π1(M)\(M˜ ×G), γ · (m˜, g) = (γ · m˜, ρ(γ)g)
for some representation ρ : π1(M)→ G.
Let φt be the lift of the flow onM to M˜ . This flow lifts to φt(m˜, g) = (φt(m˜), g),
defining a flow on M˜ ×G.
An H-reduction σ is the same as a ρ-equivariant map
σ˜ : M˜ −→ G/H ∼= X .
The section σ is flat along flow lines if and only if the map σ˜ is φt-invariant.
The contraction property of the flow is now expressed as follows:
(i) There exists a continuous family (‖ · ‖m˜)m˜∈M˜ such that
– for all m˜, ‖ · ‖m˜ is a norm on (Es)σ˜(m˜) ⊂ Tσ˜(m˜)X ,
– and (‖ · ‖m˜)m˜∈M˜ is ρ-equivariant, i.e. for all m˜ in M˜ , γ in π1(M) and
e in (Es)σ˜(m˜) one has ‖ρ(γ) · e‖γ·m˜ = ‖e‖m˜.
(ii) The flow φt is contracting, i.e. there exist A, a > 0 such that for any t > 0
and m˜ in M˜ and e in (Es)σ˜(m˜) then
‖e‖φt·m˜ ≤ A exp(−at)‖e‖m˜.
(Note that this makes sense because σ˜(φt · m˜) = σ˜(m˜), and thus e
belongs to (Es)σ˜(φt·m˜)).
2.1.5. Specialization to T 1Σ. We restrict now to the case when M = T 1Σ is the
unit tangent bundle of a closed oriented connected surface Σ of negative Euler
characteristic and φt is the geodesic flow on T 1Σ with respect to some hyperbolic
metric on Σ.
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Let ∂π1(Σ) be the boundary at infinity of π1(Σ). Then ∂π1(Σ) is a topological
circle that comes with a natural orientation and an action of π1(Σ).
There is an equivariant identification
T 1Σ˜ ∼= ∂π1(Σ)(3+)
of the unit tangent bundle of Σ˜ with the set of positively oriented triples in ∂π1(Σ).
The orbit of the geodesic flow through the point (ts, t, tu) is
G(ts,t,tu) = G(ts,tu) = {(rs, r, ru) ∈ ∂π1(Σ)(3+) | rs = ts, ru = tu},
and the set of geodesic leaves is parametrized by ∂π1(Σ)(2) = ∂π1(Σ)2 r ∆, the
complement of the diagonal in ∂π1(Σ)2. (For more details we refer the reader to
[26, Section 1.1]).
Let π : T 1Σ→ Σ be the natural projection.
Definition 2.12. A flat G-bundle P over Σ is said to be Anosov if its pullback
π∗P over M = T 1Σ is Anosov.
A representation ρ : π1(Σ) → G is Anosov if the composition π1(T 1Σ) →
π1(Σ)
ρ−→ G is an Anosov representation.
Remark 2.13. Since the (unparametrized) geodesic flow can be described topologi-
cally in terms of triples of points in ∂π1(Σ), the definition of Anosov representations
does not depend on the choice of the hyperbolic metric on Σ.
Remark 2.14. Note that for a (G,H)-Anosov bundle P over Σ, the pullback π∗P
over T 1Σ admits a canonical H-reduction, but this H-reduction in general does not
come from a reduction of P. Indeed, the invariants defined in Section 4 also give
obstructions for this to happen.
Let ρ : π1(Σ) → G be an Anosov representation and P the corresponding flat
G-bundle over Σ. Using the description in Section 2.1.4 it follows that there exists
a ρ-equivariant map:
σ˜ : T 1Σ˜ −→ X ⊂ Fs ×Fu
which is invariant by the geodesic flow.
In particular we get a ρ-equivariant map
(ξs, ξu) : ∂π1(Σ)
(2) −→ Fs ×Fu.
In view of the contraction property of σ˜ (Definition 2.2.(ii)) it is easy to see
that ξs(ts, tu) (resp. ξu(ts, tu)) depends only of ts (resp. tu). Hence, we obtain
ρ-equivariant maps ξs : ∂π1(Σ)→ Fs, and ξu : ∂π1(Σ)→ Fu.
Corollary 2.15. Let ρ : π1(Σ)→ G be a (G,H)-Anosov representation. Then for
every γ ∈ π1(Σ) r {1} the image ρ(γ) is conjugate to an element in H, having a
unique pair of attracting/repelling fixed points (ξs(tsγ), ξ
u(tuγ)) ∈ Fs × Fu, where
(tsγ , t
u
γ) denotes the pair of attracting/repelling fixed points of γ in ∂π1(Σ).
Remark 2.16. In the situation when P s is conjugate to Pu, there is a natural
identification between Fs and Fu, and Proposition 2.5 implies the equality ξs = ξu.
In this case we denote the equivariant map simply by ξ : ∂π1(Σ)→ F .
2.2. Maximal representations.
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2.2.1. Definition and properties. Let G be an almost simple noncompact Lie group
of Hermitian type, i.e. the symmetric space associated with G is an irreducible
Hermitian symmetric space of noncompact type. Then π1(G) is a finite extension of
Z: π1(G)/π1(G)tor ∼= Z, and the obstruction class of ρ (see Introduction) projects to
a characteristic class τ(ρ) ∈ H2(Σ;π1(G)/π1(G)tor) ∼= Z, called the Toledo invariant
of the representation ρ. The Toledo invariant τ(ρ) is bounded in absolute value
|τ(ρ)| ≤ −C(G)χ(Σ),
where C(G) is an explicit constant depending only on G.
Definition 2.17. A representation ρ : π1(Σ)→ G is maximal if
τ(ρ) = −C(G)χ(Σ).
The space of maximal representation is denoted by Hommax(π1(Σ), G). It is a union
of connected components of Hom(π1(Σ), G).
Remark 2.18. In the definition of maximal representations we choose the positive
extremal value of the Toledo invariant. Yet, the Toledo number τ(ρ) ∈ Z depends
on the identification Z ∼= H2(Σ;Z) hence on the orientation of the surface. Thus
reversing the orientation changes the Toledo number to its opposite. Therefore the
space where the negative extremal value is achieved is isomorphic to the space of
maximal representations.
Maximal representations have been extensively studied in recent years [7, 8, 10,
11, 12, 29, 44, 45]. They enjoy several interesting properties, e.g. maximal repre-
sentations are discrete embeddings, but more importantly for our considerations is
the following
Theorem 2.19. [10, 14] A maximal representation ρ : π1(Σ) → G is an Anosov
representation. More precisely, ρ is a (G,H)-Anosov representation, where H < G
is the stabilizer of a pair of transverse points in the Shilov boundary of the symmetric
space associated with G.
The Toledo invariant can be defined for surface with boundary [12, Section 1.1],
extending the notion of maximal representation also to this case. In our con-
struction of maximal representations we make use of the following gluing theorem,
which follows from the additivity properties of the Toledo invariant established in
[12, Prop. 3.2].
Theorem 2.20. [12, Th. 1, Def. 2] Let Σ = Σ1 ∪γ Σ2 be the decomposition of
Σ along a simple closed curve and π1(Σ) = π1(Σ1) ∗〈γ〉 π1(Σ2) the corresponding
decomposition as amalgamated product. Let ρi : π1(Σi) → G be representations
which agree on γ, and let ρ = ρ1 ∗ ρ2 : π1(Σ)→ G the amalgamated representation.
If ρ1 and ρ2 are maximal, then ρ is maximal.
Conversely, if ρ is maximal, then ρ1 and ρ2 are maximal.
2.2.2. Maximal representations into Sp(2n,R). Let R2n be a symplectic vector
space and (ei)1≤i≤2n a symplectic basis, with respect to which the symplectic form
ω is given by the anti-symmetric matrix:
J =
(
0 Idn
−Idn 0
)
.
Let G = Sp(2n,R).
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Let Ls0 := Span(ei)1≤i≤n be a Lagrangian subspace and P
s < Sp(2n,R) be
the parabolic subgroup stabilizing Ls0. The stabilizer of the Lagrangian L
u
0 =
Span(ei)n<i≤2n is a parabolic subgroup Pu, it is opposite to P s. The subgroup
H = P s ∩ Pu is isomorphic to GL(n,R):
GL(n,R)
∼−→ H ⊂ G
A 7−→
(
A 0
0 tA−1
)
.
(Such isomorphisms are in one to one correspondence with symplectic bases
(ǫi)1≤i≤2n —i.e. ω(ǫi, ǫj) = ω(ei, ej) for all i, j— for which (ǫi)1≤i≤n is a basis
of Ls0). Note that P
u is conjugate to P s in G, so that the flag variety Fs is canoni-
cally isomorphic to Fu; we will denote this homogeneous space by L. The space L
is the Shilov boundary of the symmetric space associated with Sp(2n,R); it can be
realized as the space of Lagrangian subspaces in R2n and the homogeneous space
X ⊂ L× L is the space of pairs of transverse Lagrangians.
Let ρ : π1(Σ)→ Sp(2n,R) be a maximal representation and P the corresponding
flat principal Sp(2n,R)-bundle over T 1Σ and E the corresponding flat symplectic
R
2n-bundle over T 1Σ. Then ρ is an (Sp(2n,R),GL(n,R))-Anosov representation
(Theorem 2.19). The canonical GL(n,R)-reduction of P is equivalent to a continu-
ous splitting of E into two (non-flat) flow-invariant transverse Lagrangian subbun-
dles
E = Ls(ρ)⊕ Lu(ρ).
Notation 2.21. We call this splitting the Lagrangian reduction of the flat sym-
plectic Anosov R2n-bundle.
Remark 2.22. The symplectic form on Ls(ρ) ⊕ Lu(ρ) induces a duality Lu(ρ) ∼=
Ls(ρ)∗. As a result we will only consider Ls(ρ) when defining invariants for sym-
plectic maximal representations.
The Lagrangian reduction can be directly constructed from the continuous ρ-
equivariant curve ξ : ∂π1(Σ)→ L: for any triple v = (ts, t, tu) ∈ ∂π1(Σ)(3+) ∼= T 1Σ˜,
we set (Ls(ρ))v = ξ(ts) and (Lu(ρ))v = ξ(tu). This curve satisfies an additional
positivity property which we now describe.
Let (Ls, L, Lu) be a triple of pairwise transverse Lagrangians in R2n; then L can
be realized as the graph of FL ∈ Hom(Ls, Lu).
Definition 2.23. A triple (Ls, L, Lu) of pairwise transverse Lagrangians is called
positive if the quadratic form ω(·, FL(·)) on Ls is positive definite.
Definition 2.24. A curve ξ : ∂π1(Σ) → L from the boundary at infinity of
π1(Σ) to the space of Lagrangians is said to be positive, denoted by ξ > 0, if
for every positively oriented triple (ts, t, tu) in ∂π1(Σ)(3+) the triple of Lagrangians
(ξ(ts), ξ(t), ξ(tu)) is positive.
Important facts about the space of positive curves in L are established in Ap-
pendix A.1.
Theorem 2.25. [12, Theorem 8] Let ρ ∈ Hom(π1(Σ), Sp(2n,R)) be a maximal
representation and ξ : ∂π1(Σ)→ L the equivariant limit curve. Then ξ is a positive
curve.
As a consequence of Proposition 2.9 we have
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Fact 2.26. The positive limit curve ξ : ∂π1(Σ) → L depends continuously on the
representation.
In the following we will often switch between the three different viewpoints:
GL(n,R)-reduction of P, splitting E = Ls(ρ) ⊕ Lu(ρ) or (positive) equivariant
curve ξ : ∂π1(Σ)→ L.
3. Examples of representations
In this section we provide examples of Anosov and maximal representations.
In Section 3.1 we describe examples of Anosov representations. In Section 3.2
we construct maximal representations into Sp(2n,R) arising from embeddings of
subgroups. In Section 3.3 we construct other examples of maximal representations
based on Theorem 2.20. The maximal representations constructed in this section
will be considered throughout the paper.
3.1. Anosov representations. We give examples of Anosov representations. By
Proposition 2.9 every small deformation of one of these representations is again an
Anosov representation.
3.1.1. Hyperbolizations. Let Σ be a connected oriented closed hyperbolic surface
and M = T 1Σ its unit tangent bundle equipped with the geodesic flow φt. Hyper-
bolizations give rise to discrete embeddings π1(Σ)→ PSL(2,R) which are examples
of Anosov representations (see [36, Proposition 3.1]). More generally, a discrete em-
bedding of π1(Σ) into any finite cover L of PSL(2,R) is an Anosov representation.
Since PSL(2,R) has rank one there is no choice for the parabolic subgroup.
Later we will be interested in particular in Anosov bundles arising from discrete
embeddings ι : π1(Σ) → SL(2,R). In that case H ∼= GL(1,R) is the subgroup
of diagonal matrices and the H-reduction corresponds to a splitting of the flat
R
2-bundle over T 1Σ into two line bundles Ls(ι)⊕ Lu(ι).
3.1.2. Hitchin representations. A representation of π1(Σ) into a split real semisim-
ple Lie group G is said to be a Hitchin representation if it can be deformed into
a representation π1(Σ)
ι−→ L τ−→ G, where L is a finite cover of PSL(2,R) and
τ∗ : sl(2,R) → g is the principal sl(2,R) (see [31, Section 4] for more details),
and where the homomorphism ι : π1(Σ) → L is a discrete embedding. For the
special case when G = SL(n,R), Sp(2m,R) or SO(m,m + 1), the embedding
τ : SL(2,R)→ G is the n-dimensional irreducible representation of SL(2,R), where
n = 2m when G = Sp(2m,R) and n = 2m+1 when G = SO(m,m+1). Hitchin rep-
resentations are (G,H)-Anosov, whereH is the intersection of two opposite minimal
parabolic subgroups [36, Theorems 4.1, 4.2], [16, Theorem 1.15]. For G = SL(n,R),
Sp(2m,R) or SO(m,m+ 1), H is the subgroup of diagonal matrices, in particular,
the H-reduction corresponds to a splitting of the flat Rn-bundle over T 1Σ into n
line bundles.
3.1.3. Other examples.
(i) Any quasi-Fuchsian representation π1(Σ)→ PSL(2,C) is Anosov.
(ii) Embed SL(2,R) into PGL(3,R) as stabilizer of a point and consider the
representation ρ : π1(Σ) → SL(2,R) → PGL(3,R). Then small deformations of ρ
are (PGL(3,R), H)-Anosov where H is the subgroup of diagonal matrices. These
representations were studied in [5].
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(iii) Let G be a semisimple Lie group, G′ < G a rank one subgroup, Λ < G′
a cocompact torsionfree lattice and N = Λ\G′/K, where K < G′ is a maximal
compact subgroup. Let M = T 1N be the unit tangent bundle of N . Then the
composition π1(M)→ Λ→ G′ < G is a (G,H)-Anosov representation, where H is
the identity component of the centralizer in G of a real split Cartan subgroup in
G′ (compare with Lemma 2.10), see [36, Prop. 3.1].
(iv) In [4, 39] a notion of quasi-Fuchsian representations for a cocompact lat-
tice Λ < SO◦(1, n) into SO◦(2, n) is introduced, and it is shown that these quasi-
Fuchsian representations are Anosov representations.
3.2. Standard maximal representations. In this section we describe the con-
struction of several maximal representations
ρ : π1(Σ) −→ Sp(2n,R)
to which we will refer as standard representations. All these representations come
from homomorphisms of SL(2,R) into Sp(2n,R), possibly twisted by a represen-
tation of π1(Σ) into the centralizer of the image of SL(2,R) in Sp(2n,R). By
construction, the image of any such representation will be contained in a proper
closed Lie subgroup of Sp(2n,R).3
Let us fix a discrete embedding ι : π1(Σ)→ SL(2,R).
3.2.1. Irreducible Fuchsian representations. Consider V0 = R1[X,Y ] ∼= R2 the
space of homogeneous polynomials of degree one in the variables X and Y , en-
dowed with the symplectic form determined by
ω0(X,Y ) = 1.
The induced action of Sp(V0) on V = Sym
2n−1V0 ∼= R2n−1[X,Y ] ∼= R2n pre-
serves the symplectic form ωn = Sym
2n−1ω0, explicitly
ωn(Pk, Pl) = 0 if k + l 6= 2n− 1 and ωn(Pk, P2n−1−k) = (−1)
k
(2n− 1)! ,
where Pk = X2n−1−kY k/k!.
This defines the 2n-dimensional irreducible representation of Sp(V0) ∼= SL(2,R)
into Sp(V ) ∼= Sp(2n,R),
φirr : SL(2,R) −→ Sp(2n,R),
which, by precomposition with ι : π1(Σ) → SL(2,R), gives rise to an irreducible
Fuchsian representation
ρirr : π1(Σ) −→ SL(2,R) −→ Sp(2n,R).
Notation 3.1. For a line bundle L and a non-zero integer n, we use the notation
Ln for the line bundle that is the tensor product of n copies of L when n is positive
or of −n copies of L∗ if n is negative. By convention, L0 is the trivial line bundle.
The line bundles Ln and L−n are naturally dual to each other.
3More precisely, ρ(pi1(Σ)) will preserve a totally geodesic tight disk in the symmetric space
associated with Sp(2n,R) (the notion of tight disk is not used in this paper, the interested reader
is referred to [13]).
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Facts 3.2. (i) Let Ls(ι) be the line bundle over T 1Σ associated with the em-
bedding ι : π1(Σ)→ SL(2,R), and Eι, Eρirr the flat symplectic bundles over T 1Σ.
As Eρirr = Sym
2n−1Eι and Eι = Ls(ι)⊕Lu(ι) = Ls(ι)⊕Ls(ι)∗ = Ls(ι)⊕Ls(ι)−1,
the Lagrangian reduction Ls(ρirr) over T 1Σ associated with ρirr is
Ls(ρirr) = L
s(ι)2n−1 ⊕ Ls(ι)2n−3 ⊕ · · · ⊕ Ls(ι).
(ii) When n = 2, let us choose the symplectic identification (R3[X,Y ],−ω2) ∼=
(R4, ω) given by X3 = e1, X2Y = −e2/
√
3, Y 3 = −e3, XY 2 = −e4/
√
3 (ω was
defined in Section 2.2.2). With respect to this identification the irreducible repre-
sentation φirr : SL(2,R)→ Sp(4,R) is given by the following formula
φirr
(
a b
c d
)
=

a3 −√3a2b −b3 −√3ab2
−√3a2c 2abc+ a2d √3b2d 2abd+ b2c
−c3 √3c2d d3 √3cd2
−√3ac2 2acd+ bc2 √3bd2 2bcd+ ad2
 .
In particular φirr(diag(em, e−m)) = diag(e3m, em, e−3m, e−m).
This choice has been made so that (φirr)∗ : π1(SL(2,R))→ π1(Sp(4,R)) is the
multiplication by 2. Note that the more immediate identification (R3[X,Y ], ω2) ∼=
(R4, ω) given by X3 = e1, X2Y = −e2/
√
3, Y 3 = e3, XY
2 = e4/
√
3 would
produce the morphism SL(2,R) → Sp(4,R) which is the conjugate of φirr by
diag(1, 1,−1,−1) (this last element is not in Sp(4,R)); however this morphism
induces the multiplication by −2 at the level of fundamental groups.
3.2.2. Diagonal Fuchsian representations. Let
R
2n =W1 ⊕ · · · ⊕Wn
with Wi = Span(ei, en+i) be a symplectic splitting of R2n. Identifying Wi ∼= R2,
this splitting gives rise to an embedding
ψ : SL(2,R)n −→ Sp(W1)× · · · × Sp(Wn) ⊂ Sp(2n,R).
Precomposing with the diagonal embedding of SL(2,R)→ SL(2,R)n we obtain the
diagonal embedding
φ∆ : SL(2,R) −→ Sp(2n,R).
Precomposition with ι : π1(Σ)→ SL(2,R) gives rise to a diagonal Fuchsian repre-
sentation
ρ∆ : π1(Σ) −→ SL(2,R) −→ Sp(2n,R).
Facts 3.3. (i) Let Ls(ι) be the Lagrangian line bundle over T 1Σ associated with
ι : π1(Σ)→ SL(2,R), then the Lagrangian reduction Ls(ρ∆) of the flat symplectic
R
2n-bundle over T 1Σ associated with ρ∆ is given by
Ls(ρ∆) = L
s(ι)⊕ · · · ⊕ Ls(ι).
(ii) When n = 2 and with respect to the symplectic basis (ei)i=1,...,4 the map ψ
is given by the following formula
ψ
((
a b
c d
)
,
(
α β
γ δ
))
=

a 0 b 0
0 α 0 β
c 0 d 0
0 γ 0 δ
 .
This choice has been made so that, for the diagonal embedding φ∆, the map (φ∆)∗
is the multiplication by 2.
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3.2.3. Twisted diagonal representations. We now vary the construction of the pre-
vious subsection. For this note that the image φ∆(SL(2,R)) < Sp(2n,R) has a
fairly large centralizer, which is a compact subgroup of Sp(2n,R) isomorphic to
O(n).
Remark 3.4. For any maximal representation ρ : π1(Σ)→ Sp(2n,R) the centralizer
of ρ(π1(Σ)) is a subgroup of O(n). This is because the centralizer of ρ(π1(Σ)) fixes
pointwise the positive curve in the space of Lagrangians. In particular it will be
contained in the stabilizer of one positive triple of Lagrangians which is isomorphic
to O(n).
That the centralizer of φ∆(SL(2,R)) is precisely O(n) can be seen in the fol-
lowing way. Let (W, q) be an n-dimensional vector space equipped with a definite
quadratic form q and let again V0 = R2 with its standard symplectic form ω0. The
tensor product V0 ⊗W inherits the bilinear nondegenerate form ω0 ⊗ q which is
antisymmetric, so that we can choose a symplectic identification R2n ∼= V0 ⊗W .
This gives an embedding
SL(2,R)×O(n) ∼= Sp(V0)×O(W, q) φ∆−−→ Sp(2n,R),
which extends the morphism φ∆ defined above.
Now given ι : π1(Σ)→ SL(2,R) and a representation Θ : π1(Σ)→ O(n), we set
ρΘ = ι⊗Θ : π1(Σ) −→ Sp(2n,R)
γ 7−→ φ∆(ι(γ),Θ(γ)).
We will call such a representation a twisted diagonal representation.
Facts 3.5. (i) The flat bundle E over Σ associated with ρΘ : π1(Σ) →
Sp(2n,R) ∼= Sp(V0 ⊗W ) is of the form
E = E0 ⊗W,
where (with a slight abuse of notation)W is the flat n-plane bundle associated with
Θ and E0 the flat 2-plane bundle over Σ associated with ι.
(ii) Let Ls(ι) be the line bundle over T 1Σ associated with ι. Let W denote the
flat n-plane bundle over T 1Σ given by the pullback of W . Then the Lagrangian
reduction Ls(ρΘ) is the tensor product
Ls(ρΘ) = L
s(ι) ⊗W.
3.2.4. Standard representations for other groups. Let G be an almost simple Lie
group of Hermitian type of real rank n. Then there exists a unique (up to conju-
gation by G) embedding sl(2,R)n → g, which gives, at the level of Lie groups, a
finite-to-one morphism Ln → G where L is a finite cover of PSL(2,R). We call
the precomposition of such an embedding with the diagonal embedding L→ Ln a
diagonal embedding
φ∆ : L −→ G.
The centralizer of φ∆(L) in G is always a compact subgroup K ′ of G.
The composition ρ∆ = φ∆ ◦ ι : π1(Σ) → G is a maximal representation. Given
a representation Θ : π1(Σ) → K ′ we can again define a twisted diagonal represen-
tation
ρΘ : π1(Σ) −→ G
γ 7−→ ρ∆(γ) ·Θ(γ).
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Remark 3.6. In the general case the subgroup K ′ can be characterized as being the
intersection of a maximal compact subgroup K in G with the subgroup H < G,
which is the stabilizer of a pair of transverse points in the Shilov boundary of the
symmetric space associated with G. Equivalently, K ′ is the stabilizer in G of a
maximal triple of points in the Shilov boundary. (For the definition of maximal
triples see [12, Section 2.1.3]).
3.3. Amalgamated representations. Due to Theorem 2.20 we can construct
maximal representations of π1(Σ) by amalgamation of maximal representations of
the fundamental groups of subsurfaces.
Let Σ = Σl ∪γ Σr be a decomposition of Σ along a simple closed separating
oriented geodesic γ into two subsurfaces Σl, lying to the left of γ, and Σr, lying to
the right of γ. Then π1(Σ) is isomorphic to π1(Σl) ∗〈γ〉 π1(Σr), where we identify γ
with the element it defines in π1(Σ).
We will call a representation constructed by amalgamation of two representations
ρl : π1(Σl)→ G and ρr : π1(Σr)→ G with ρl(γ) = ρr(γ) an amalgamated represen-
tation ρ = ρl ∗ ρr : π1(Σ)→ G. By Theorem 2.20, the amalgamated representation
ρ is maximal if and only if ρl and ρr are maximal.4
3.3.1. Hybrid representations. In this section we describe the most important class
of maximal representations ρ : π1(Σ) → Sp(4,R) obtained via amalgamation. We
call these representation hybrid representations to distinguish them from general
amalgamated representations.
Let ι : π1(Σ) → SL(2,R) be a discrete embedding. The basic idea of the con-
struction of hybrid representations is to amalgamate the restriction to Σl of the
irreducible Fuchsian representation ρirr = φirr ◦ ι and the restriction to Σr of the
diagonal Fuchsian representation ρ∆ = φ∆ ◦ ι. This does not directly work because
the holonomies of ρirr and ρ∆ along γ do not agree, but a slight modification works.
Remark 3.7. This idea of using two different embeddings of SL(2,R) to construct
amalgamated representations was previously used in the paper [23] to construct
representations π1(Σ)→ PU(2, 1) of every possible Toledo number (see in particular
the concept of “hybrid surfaces” [23, Sec. 2.4]).
Assume that ι(γ) = diag(em, e−m) with m > 0. Set
ρl := φirr ◦ ι : π1(Σ)→ Sp(4,R),
with φirr defined in Facts 3.2.(ii). Then ρl(γ) = diag(e3m, em, e−3m, e−m).
Let (τ1,t)t∈[0,1] and (τ2,t)t∈[0,1] be continuous paths of discrete embeddings
π1(Σ)→ SL(2,R) such that τ1,0 = τ2,0 = ι, and, for all t ∈ [0, 1],
τ1,t(γ) =
(
el1,t
e−l1,t
)
and τ2,t(γ) =
(
el2,t
e−l2,t
)
,
where l1,t > 0 and l2,t > 0, l1,0 = l2,0 = m, l1,1 = 3m and l2,1 = m. The existence
of τi,t is a classical fact from hyperbolic geometry, for the reader’s convenience we
include the statement we are using in Lemma A.4. Set
ρr := ψ ◦ (τ1,1, τ2,1) : π1(Σ) −→ Sp(4,R),
4Note that it is important that the Toledo invariant for both ρl and ρr are of the same sign (and
also that the orientations of Σl and Σr —involved in the definition of the Toledo number— are
compatible with the orientation of Σ). Amalgamating a maximal representation with a minimal
representation does not give rise to a maximal representation.
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with ψ defined by Facts 3.3.(ii). Then ρr is a continuous deformation of φ∆ ◦ ι
which satisfies ρr(γ) = ρl(γ).
Definition 3.8. A hybrid representation is the amalgamated representation
ρ := ρl|π1(Σl) ∗ ρr|π1(Σr) : π1(Σ) = π1(Σl) ∗〈γ〉 π1(Σr) −→ Sp(4,R).
If χ(Σl) = k we call the representation a k-hybrid representation.
Since ρl|π1(Σl) and ρr|π1(Σr) are maximal representations, the representation ρ is
maximal (see Theorem 2.20).
Remark 3.9. The special choices for the embeddings φirr and ψ (Facts 3.2.(ii)
and 3.3.(ii)) will be important for the calculation of the Euler class of the Anosov
reduction of the hybrid representation. Obviously one can always change one of
this two embeddings by conjugation by an element of the centralizer of ρ(γ), i.e.
an element, which is of the form diag(a, b, a−1, b−1), these representations are also
maximal.
In order to keep track of this situation we define
Definition 3.10. Let γ be a loop5 on Σ and let ρl and ρr two representations of
π1(Σ) into Sp(4,R) with ρl(γ) = ρr(γ) and such that ρl is a Hitchin representation
and ρr is a maximal representation into SL(2,R)× SL(2,R) < Sp(4,R).
The pair (ρl, ρr) is said to be positively adjusted with respect to γ if there exists a
symplectic basis (ǫi)i=1,...,4 and continuous deformations (ρl,t)t∈[0,1] and (ρr,t)t∈[0,1]
such that:
– ρl,1 = ρl and ρr,1 = ρr,
– ρl,0 = φirr ◦ ι is an irreducible Fuchsian representation, ρr,0 = φ∆ ◦ ι is a
diagonal Fuchsian representation and for each t in [0, 1] ρr,t is a maximal
representation into SL(2,R)× SL(2,R) < Sp(4,R),
– for each t, ρl,t(γ) and ρr,t(γ) are diagonal in the base (ǫi).
The pair (ρl, ρr) is said to be negatively adjusted with respect to γ if the pair
(gρlg
−1, ρr) is positively adjusted where g is diagonal in the base (ǫi)i=1,...,4 with
eigenvalues of opposite signs, i.e. g = diag(a, b, a−1, b−1) with ab < 0.
Remark 3.11. In fact, it is not really necessary here that the representations ρl and
ρr are representations of π1(Σ), since only their restrictions to π1(Σl) or π1(Σr) are
considered.
Since a hybrid representation is maximal the associated flat symplectic R4-
bundle E admits a Lagrangian splitting E = Ls(ρ) ⊕ Lu(ρ). We are unable to
describe the Lagrangian bundles Ls(ρ) and Lu(ρ) explicitly as we did above for
standard maximal representations. Nevertheless, computing the topological in-
variants (see Section 5) we defined for Anosov representations, we will be able to
determine the topological type of Ls(ρ). The topological type will indeed only
depend on the Euler characteristic of Σl.
5The loop γ does not need to be separating or simple.
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3.3.2. Hybrid representations: general construction. In the construction above we
decompose Σ along one simple closed separating geodesic, so the Euler characteristic
of Σl will be odd. To obtain k-hybrid representations of π1(Σ) for all χ(Σ) + 1 ≤
k ≤ −1 we have to consider slightly more general decompositions of Σ, in particular
Σl or Σr might not be connected.
Let us fix some notation to describe this more general construction. Let Σ
be closed oriented surface of genus g and Σ1 ⊂ Σ be a subsurface with Euler
characteristic equal to k.
The (non-empty) boundary ∂Σ1 is the union of disjoint circles γd for d ∈ π0(∂Σ1).
We orient the circles so that, for each d, the subsurface Σ1 is on the left of γd. Write
the surface Σr ∂Σ1 as the union of its connected components:
Σr ∂Σ1 =
⋃
c∈π0(Σr∂Σ1)
Σc.
For any d in π0(∂Σ1) the curve γd bounds exactly 2 connected components of
Σ r ∂Σ1: one is included in Σ1 and denoted by Σl(d) with l(d) in π0(Σ1); the
other one is included in the complement of Σ1 and denoted by Σr(d) with r(d) in
π0(Σ r Σ1). Note that l(d) and r(d) are elements of π0(Σ r ∂Σ1). In particular,
l(d) might equal l(d′) for some d 6= d′; similarly for r(d) and r(d′).
We assume that
– The graph with vertex set π0(Σ r ∂Σ1) and edges given by the pairs
{(l(d), r(d))}d∈π0(∂Σ1) is a tree.
The fundamental group π1(Σ) can be described as the amalgamated product of
the groups π1(Σc), c in π0(Σ r ∂Σ1), over the groups π1(γd), d ∈ π0(∂Σ1). The
above assumption ensures that no HNN-extensions appear in this description.
With these notations, we can now define general k-hybrid representations. For
each c in π0(Σ1) we choose a representation
ρc : π1(Σ) −→ Sp(4,R)
belonging to one of the 22g Hitchin components. We set with a slight abuse of
notation ρc = ρc|π1(Σc) for each c in π0(Σ1).
For any d in π0(∂Σ1), ρl(d)(γd) (note that l(d) ∈ π0(Σ1)) is conjugate to a unique
element of the form
ρl(d)(γd) ∼= ǫ(d)

el1(d)
el2(d)
e−l1(d)
e−l2(d)
 ∈ Sp(4,R)
with ǫ(d) ∈ {±1}, l1(d) > l2(d) > 0.
The construction of ρc′ for c′ in π0(ΣrΣ1) now goes as follow. By Lemma A.4
one can choose a continuous path
τc′,t : π1(Σ) −→ SL(2,R), t ∈ [1, 2]
such that τc′,t : π1(Σ)→ SL(2,R) are discrete embeddings for all t ∈ [1, 2] and such
that, for any d in π0(∂Σc′) ⊂ π0(∂Σ1), (hence r(d) = c′) one has
τc′,i(γd) is conjugate to ǫ(d)
(
eli(d)
e−li(d)
)
, for i = 1, 2.
Set ρc′ = ψ ◦ (τc′,1, τc′,2) : π1(Σc′)→ Sp(4,R), where ψ is defined in Fact 3.3.(ii).
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In order to define the amalgamated representation, we need to choose elements
gc in Sp(4,R) for any c in π0(Σ r ∂Σ1) such that, for any d, gl(d)ρl(d)(γd)g
−1
l(d) =
gr(d)ρr(d)(γd)g
−1
r(d). As mentioned in Remark 3.9 these elements should be chosen
such that
– for any d in π0(∂Σ1) the pair of representations(
gl(d)ρl(d)g
−1
l(d), gr(d)ρr(d)g
−1
r(d)
)
is positively adjusted with respect to γd (Definition 3.10).
Such a family (gc) always exists by our hypothesis that the graph associated with
the decomposition of the surface Σ is a tree. One then constructs the k-hybrid
representation
ρ : π1(Σ) −→ Sp(4,R)
by amalgamation of the representations gl(d)ρl(d)g
−1
ld and gr(d)ρr(d)(γd)g
−1
r(d).
Remark 3.12. The hypothesis that the dual graph of Σr ∂Σ1 is a tree is necessary.
For example, if this graph has a double edge, one would try to construct a Hitchin
representation whose restriction to the disjoint union of two closed simple curves
γ1 and γ2 is contained in some SL(2,R) × SL(2,R) < Sp(4,R). However it is
not difficult to see that the restriction of a Hitchin representation to the subgroup
generated by γ1 and γ2 is irreducible and hence cannot be contained in SL(2,R)×
SL(2,R) < Sp(4,R).
3.3.3. Other amalgamated representations. Let us describe a variant of the con-
struction of hybrid representation. Assume that Σ is decomposed along a sim-
ple closed separating geodesic γ into two subsurfaces Σl and Σr as above. On
π1(Σl) we choose again the irreducible Fuchsian representation ρirr = φirr ◦ ι into
Sp(4,R), for the fundamental group of π1(Σr) we choose a maximal representation
into SL(2,R)×SL(2,R) ⊂ Sp(4,R)which agrees with the irreducible representation
along γ, but sends an element α ∈ π1(Σr) corresponding to a non-separating simple
closed geodesic to an element of SL(2,R) × SL(2,R) with eigenvalues of different
sign. The corresponding amalgamated representation will be maximal. However,
the first Stiefel-Whitney class of this representation is non-zero by Lemma 4.11.
Thus Theorem 7 implies that ρ can be deformed to a twisted diagonal representa-
tion.
Analogous constructions can be made to obtain maximal representations into
other Lie groupsG of Hermitian type. When G is not locally isomorphic to Sp(4,R),
we expect that all maximal representations can be deformed to twisted diagonal
representations.
4. Topological invariants
In this section we introduce the topological invariants for Anosov representa-
tions. First the uniqueness of the Anosov section is restated (Section 4.1). Some
general properties of obstruction classes for those Anosov sections are discussed
(Section 4.2). Then we define first and second Stiefel-Whitney classes for symplec-
tic maximal representations (Section 4.3). In Section 4.4 we focus on the special
case Sp(4,R) and define an Euler class considering a cover of the representation
space (enhanced representation space, Section 4.4.1). In Section 4.5 we prove a
priori constraints on the possible values for the invariants. Finally in Section 4.6
we define and calculate invariants for other Anosov representations.
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4.1. Uniqueness. Let us denote by HomH-Anosov(π1(M), G) the set of (G,H)-
Anosov representations and let BH(M) the set of gauge isomorphism classes of
H-bundles over M . Summarizing Proposition 2.5 and Proposition 2.9 we have
Proposition 4.1. For any pair (G,H), there is a well-defined locally constant map
HomH-Anosov(π1(M), G) −→ BH(M),
associating to an Anosov representation its Anosov H-reduction.
This map is natural with respect to taking finite covers of M and with respect to
the constructions described in Lemmas 2.10 and 2.11 and in Proposition 2.8.
In general BH(M) could be rather complicated, so instead of the whole space
of gauge isomorphism classes BH(M) we will consider the obstruction classes as-
sociated with the H-bundle as topological invariants of an Anosov representation,
i.e. the invariants are elements of the cohomology groups of M , possibly with local
coefficients.
Remark 4.2. The group H is the Levi component of P s, therefore P s and H are ho-
motopy equivalent. Thus BH = BP s , and instead of working with the H-reduction
we could equally well work with the corresponding P s-reduction (or similarly with
the Pu-reduction) of the flat G-bundle.
4.2. Characteristic classes. Obstruction theory (see [42, Part III]) associates
characteristic classes to fiber bundles; they measure the obstruction to constructing
sections of the bundles. In our special case, if PH is a principal H-bundle over M
we obtain a characteristic class
o1(PH) ∈ H1(M ;π0(H)ab),
with π0(H)ab the abelianization of π0(H). This class can be explicitly described
as follows: the associated principal π0(H)-bundle PH ×H π0(H) is necessarily
flat (since its structure group is discrete) and hence comes from a morphism
π1(M)→ π0(H). This later morphism defines o1(PH) a class in H1(M ;π0(H)ab) =
H1(π1(M);π0(H)
ab) ∼= Hom(π1(M), π0(H)ab).
Definition 4.3. The first obstruction class o1(ρ) of a (G,H)-Anosov representation
ρ : π1(M)→ G is the class o1(PH) of the Anosov reduction PH .
Remark 4.4. A more precise invariant would be the first obstruction morphism
σ1(ρ) in Rep(π1(M), π0(H)). In every case considered below π0(H) is abelian, so
that the obstruction morphism and the obstruction class are equal. This is not,
however, the general case.
In order to get a characteristic class of degree q+1 one need to consider bundles
whose fibers are q-connected ([42, Sec. 29]). We restrict here the discussion to q = 1.
A way to get a class in a second cohomology group is to consider the H/F -bundle
PH/F where F is a subgroup of H such that H/F is connected. We will define a
second cohomology class under the following
Condition 4.5. The group H is the semidirect product of its identity component
H0 and a discrete group F ; H = F ⋉H0.
In that situation F ∼= π0(H) and π1(H/F ) ∼= π1(H0). The obstruction o2(PH)
to finding a section of the bundle PH/F is a class in H2(M ;π1(H/F )) the second
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cohomology group ofM with coefficients in the π1(M)-module π1(H/F ) (for gener-
alities on cohomology with local coefficients see [28, Sec. 3.H] or [42, Sec. 31]). The
action of π1(M) on π1(H/F ) is the composition π1(M)→ π0(H)→ Aut(π1(H/F )).
Here is a way to construct this second obstruction class. Using Condition 4.5 it is
easy to construct a (noncentral) extension π1(H0) → H → H . The obstruction to
write the H-bundle PH as the reduction of a H-bundle is a class in H2(M ;π1(H0))
(cohomology with local coefficients since the extension is not central) and is the
second obstruction class o2(ρ).
The next two results describe the behavior of the first obstruction under covering
and when twisting by a representation into the center.
Proposition 4.6. Let π : G′ → G be a finite covering of Lie groups. Suppose that
a representation ρ : π1(M)→ G′ is H ′-Anosov.
Then the representation π ◦ ρ is H = π(H ′)-Anosov and under the natural map
H1(M,π0(H
′))→ H1(M,π0(H))
the class o1(π ◦ ρ) is the image of o1(ρ).
Proof. By Lemma 2.11 π ◦ ρ is H-Anosov with Anosov reduction PH′ ×H′ H where
PH′ is the Anosov reduction of ρ. Hence the morphism π1(M)→ π0(H)ab defining
o1(π◦ρ) is the composition π1(M)→ π0(H ′)ab → π0(H)ab of o1(ρ) with the natural
projection π0(H ′)ab → π0(H)ab. 
Proposition 4.7. Let ρ : π1(M) → G be a (G,H)-Anosov representation. Let Z
be the center of G and η : π1(M)→ Z a representation.
Then the representation η · ρ : π1(M)→ G, γ 7→ η(γ)ρ(γ) is (G,H)-Anosov and
its first obstruction class is
o1(η · ρ) = o1(ρ) + η
with η being the composition π1(M)→ Z → π0(H)ab.
Proof. The representation (η, ρ) : π1(M)→ Z×G is Anosov with Anosov reduction
Pη × PH , where PH is the Anosov reduction of ρ and Pη is the flat Z-bundle
associated with η. Hence, by Lemma 2.11, the representation η · ρ is Anosov with
reduction (Pη ×PH)/Z. Thus the obstruction morphism σ1(η · ρ) (see Remark 4.4)
is the composition of (η, σ1(ρ)) with the map Z × π0(H) → π0(H). The result for
the obstruction class follows from this description. 
A direct application of these propositions to the study of connected components
is the following result. To allow more flexibility we will work with a Galois covering
M →M with group Γ and consider representations of Γ. The group Γ is a quotient
of π1(M).
Proposition 4.8. Let π : G′ → G be a finite covering of connected Lie groups with
kernel W . Let H ′ < G′ be the intersection of two opposite parabolic subgroups and
H = π(H ′).
Let p : Hom(Γ, G′)→ Hom(Γ, G) be the map ρ 7→ π ◦ ρ and let C be a connected
subset of HomH-Anosov(Γ, G).
Suppose that the natural map H1(Γ;W ) ∼= Hom(Γ,W ) → H1(M ;π0(H ′)ab) ∼=
Hom(π1(M), π0(H
′)ab) is an injection then
– either p−1(C) is empty,
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– or p−1(C) is the union of |H1(Γ;W )| components, that are distinguished by
the first obstruction o1. The image of o1 : p
−1(C) → H1(M ;π0(H ′)ab) is
one coset for the subgroup H1(Γ;W ).
Proof. If p−1(C) is nonempty then by connectedness every representation in C lifts
to Hom(Γ, G′). Thus p−1(C)→ C is a finite covering. Note that the fiber containing
a representation ρ is precisely the set η · ρ for η : Γ→W . Hence this covering is of
degree |H1(Γ;W )|. So p−1(C) has at most that number of components.
Note also that p−1(C) is included in HomH′-Anosov(Γ, G′). Therefore the obstruc-
tion class defines a map
o1 : p
−1(C) −→ H1(M ;π0(H ′)ab).
Using Proposition 4.7, for any ρ in p−1(C) and any η in H1(Γ;W ) the two classes
o1(ρ) and o1(η · ρ) differ by the image of η in H1(M ;π0(H ′)ab). The image of o1 is
hence one orbit of H1(Γ;W ) in H1(M ;π0(H ′)ab). The hypothesis that H1(Γ;W ) in-
jects into H1(M ;π0(H ′)ab) insures then that the image of o1 has at least |H1(Γ;W )|
elements and hence p−1(C) has at least that number of components. 
The next lemma will provide an easy criterion for the hypothesis of the above
proposition to be satisfied.
Lemma 4.9. Let Σ be a closed oriented connected surface. Suppose that A → B
is an injective morphism of abelian group. Then the map
H1(Σ;A) −→ H1(T 1Σ;B)
is injective.
Proof. The map between the fundamental groups π1(T 1Σ) → π1(Σ) is surjective.
Together with the injectivity of A → B this implies the injectivity of H1(Σ;A) ∼=
Hom(π1(Σ), A)→ H1(T 1Σ;B) ∼= Hom(π1(T 1Σ), B). 
4.3. First and second Stiefel-Whitney classes. The inclusion
Hommax(π1(Σ), Sp(2n,R)) ⊂ HomGL(n,R)-Anosov(π1(Σ), Sp(2n,R)),
which is described in Section 2.2.2, allows us to apply Proposition 4.1 to associate
to a maximal representation into Sp(2n,R) the first and second Stiefel-Whitney
classes of a GL(n,R)-bundle over T 1Σ.
Proposition 4.10. Let G = Sp(2n,R) and Hommax(π1(Σ), G) the space of maxi-
mal representations. Then the obstruction classes of the Anosov GL(n,R)-reduction
give maps:
Hommax(π1(Σ), G)
sw1−−→ H1(T 1Σ;F2)
and Hommax(π1(Σ), G)
sw2−−→ H2(T 1Σ;F2).
The following geometric interpretation makes the first Stiefel-Whitney class
sw1(ρ) easy to compute. Recall that given a smooth closed curve γ on Σ, tak-
ing the velocity vector at every point defines a natural lift to a loop on T 1Σ; this
gives rise to a natural map π1(Σ)r {1} → H1(T 1Σ;Z), γ 7→ [γ].
Lemma 4.11. Let ρ : π1(Σ) → Sp(2n,R) be a maximal representation and ξ :
∂π1(Σ)→ L the equivariant limit curve. Then
sw1(ρ)([γ]) = sign(det ρ(γ)|ξ(tsγ)),
where tsγ ∈ ∂π1(Σ) is the attractive fixed point of γ and F2 is identified with {±1}.
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Proof. The first Stiefel-Whitney class sw1(ρ)([γ]) is the obstruction to the ori-
entability of the bundle Ls(ρ)|γ ∼= Z\(R×ξ(tsγ)) over γ ∼= Z\R. Thus, sw1(ρ)([γ]) =
1 if ρ(γ) ∈ GL(ξ(tsγ)) has positive determinant and sw1(ρ)([γ]) = −1 otherwise. 
4.4. An Euler class. For n = 2, the invariants obtained in Proposition 4.10 do
not allow to distinguish the connected components of
Hommax(π1(Σ), Sp(4,R))rHomHitchin(π1(Σ), Sp(4,R)).
In particular, the second Stiefel-Whitney class does not offer enough information
to distinguish the connected components of
Hommax,sw1=0(π1(Σ), Sp(4,R)).
The reason for this is that when sw1(ρ) = 0 the Lagrangian bundle Ls(ρ) is ori-
entable. There is an Euler class whose image in H2(T 1Σ;F2) is the second Stiefel-
Whitney class sw2(ρ). Since an orientable vector bundle has no canonical orienta-
tion, we need to introduce an enhanced representation space to obtain a well-defined
Euler class.
4.4.1. Enhanced representation spaces. Let ρ : π1(Σ) → Sp(4,R) be a maximal
representation. Let γ ∈ π1(Σ)r {1} and Ls(γ) ∈ L the attractive fixed Lagrangian
of ρ(γ). We denote by L+ the space of oriented Lagrangians and by π : L+ → L
the projection. Let
HomL,γ
max,sw1=0
(π1(Σ), Sp(4,R)) ={
(ρ, L) ∈ Hommax,sw1=0(π1(Σ), Sp(4,R))× L | L = Ls(γ)
}
and
Hom
L+,γ
max,sw1=0
(π1(Σ), Sp(4,R)) ={
(ρ, L+) ∈ Hommax,sw1=0(π1(Σ), Sp(4,R))× L+ | π(L+) = Ls(γ)
}
.
The map HomL+,γ
max,sw1=0
(π1(Σ), Sp(4,R)) → HomL,γmax,sw1=0(π1(Σ), Sp(4,R)) is a
2-fold cover.
The space HomL,γ
max,sw1=0
(π1(Σ), Sp(4,R)) is easily identified with the space
Hommax,sw1=0(π1(Σ), Sp(4,R)), we introduce it to emphasize the fact that ρ(γ)
has an attractive Lagrangian.
Lemma 4.12. The natural map
HomL,γ
max,sw1=0
(π1(Σ), Sp(4,R)) −→ L
(ρ, L) 7−→ L
is continuous.
This lemma follows immediately from the continuity of the eigenspace of a matrix
or from Proposition 2.9.
4.4.2. The Euler class. As a consequence of the following proposition for every
element (ρ, L+) in Hom
L+,γ
max,sw1=0
there is a natural associated oriented Lagrangian
bundle over T 1Σ.
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Proposition 4.13. Let ρ ∈ Hommax(π1(Σ), Sp(2n,R)) and let ξ : ∂π1(Σ)→ L be
the corresponding equivariant positive curve. Suppose that n is even. Then there
exists a continuous lift of ξ to L+.
Let ξ+ : ∂π1(Σ)→ L+ be one of the two continuous lifts of ξ. Then the map ξ+
is ρ-equivariant if and only if sw1(ρ) = 0. In this case the other lift of ξ is also
equivariant.
Proof. The fact that a continuous lift exists depends only on the homotopy class
of the curve ξ. Since the space of continuous and positive curves is connected (see
Proposition A.1), the existence of a lift can be checked for one specific maximal
representation. Considering a Fuchsian representation gives the restriction on n.
Let ξ+ be a continuous lift of ξ and denote by ξ′+ the other lift of the curve ξ.
Since ξ is equivariant, for any γ in π1(Σ), the following alternative holds:
γ · ξ+ = ξ+ or γ · ξ+ = ξ′+.
Furthermore, given any t in ∂π1(Σ), by connectedness one observes that
γ · ξ+ = ξ+ ⇐⇒ ξ+(γ · t) = ρ(γ) · ξ+(t).
Using this last equation for the attractive fixed point tsγ of γ in ∂π1(Σ), the equiv-
alence becomes
γ · ξ+ = ξ+ ⇐⇒ det ρ(γ)|ξ(tsγ) > 0.
Using now the equality sw1(ρ)([γ]) = sign(det ρ(γ)|ξ(tsγ )) (Lemma 4.11), the propo-
sition follows. 
Proposition 4.13 gives a natural way to lift the equivariant curve given any
element (ρ, L+) ∈ HomL+,γmax,sw1=0(π1(Σ), Sp(4,R)):
Definition 4.14. Let (ρ, L+) ∈ HomL+,γmax,sw1=0(π1(Σ), Sp(4,R)) and let ξ :
∂π1(Σ) → L be the ρ-equivariant curve. The lift (uniquely determined and equi-
variant) ξ+ of ξ such that
ξ+(t
s
γ) = L+
is called the canonical oriented equivariant curve for the pair (ρ, L+). Here tsγ ∈
∂π1(Σ) is the attractive fixed point of γ.
This canonical oriented equivariant curve defines a GL+(2,R)-reduction of the
GL(2,R)-Anosov reduction associated with ρ. It also induces a splitting of the flat
bundle E associated with ρ
E = Ls+(ρ)⊕ Lu+(ρ)
into two oriented Lagrangian subbundles. We call this splitting the oriented La-
grangian reduction of E.
Definition 4.15. The Euler class
eγ : Hom
L+,γ
max,sw1=0
(π1(Σ), Sp(4,R)) −→ H2(T 1Σ;Z)
(ρ, L+) 7−→ eγ(ρ, L+)
is the Euler class of the GL+(2,R)-reduction given by Definition 4.14.
The map eγ is continuous.
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4.4.3. Connected components. We consider now a subspace of HomL+,γ
max,sw1=0
by
fixing the oriented Lagrangian. Let L0+ ∈ L+ be an oriented Lagrangian; we set
Hom
L+,γ,L0+
max,sw1=0
(π1(Σ), Sp(4,R)) =
{(ρ, L+) ∈ HomL+,γmax,sw1=0(π1(Σ), Sp(4,R)) | L+ = L0+}.
Lemma 4.16. The natural map
Hom
L+,γ,L0+
max,sw1=0
(π1(Σ), Sp(4,R)) −→ Hommax,sw1=0(π1(Σ), Sp(4,R))/Sp(4,R)
is onto. Its fibers are connected.
Proof. Let ρ ∈ Hommax,sw1=0(π1(Σ), Sp(4,R)). Since the first Stiefel-Whitney
class of ρ vanishes, there exists an attracting oriented Lagrangian L+ for ρ(γ).
Let g ∈ Sp(4,R) such that g · L+ = L0+, then (gρg−1, L0+) belongs to
Hom
L+,γ,L0+
max,sw1=0
(π1(Σ), Sp(4,R)) and projects to [ρ].
Now, let (ρ, L0+) ∈ HomL+,γ,L0+max,sw1=0(π1(Σ), Sp(4,R)). Then the fiber of the pro-
jection containing (ρ, L0+) is isomorphic to the quotient:
{g ∈ Sp(4,R) | g · L0+ = L0+}/{z ∈ Z(ρ) | z · L0+ = L0+},
where Z(ρ) denotes the centralizer of ρ(π1(Σ)) in Sp(4,R). The group {g ∈
Sp(4,R) | g · L0+ = L0+} is connected. Thus the fiber is connected. 
Lemma 4.16 implies that HomL+,γ,L0+
max,sw1=0
(π1(Σ), Sp(4,R)) has as the same number
of connected components as Hommax,sw1=0(π1(Σ), Sp(4,R)).
Definition 4.17. Let γ ∈ π1(Σ) r {1} and L0+ ∈ L+. The relative Eu-
ler class eγ,L0+(ρ) ∈ H2(T 1Σ;Z) of the class of a maximal representation ρ ∈
Hommax,sw1=0(π1(Σ), Sp(4,R)) is defined as the Euler class of one (any) inverse
image of [ρ] in the space HomL+,γ,L0+
max,sw1=0
(π1(Σ), Sp(4,R)).
4.5. Constraints on invariants. Since the invariants are constructed from bun-
dles that are flat along geodesic leaves, one expects that not every cohomology class
can arise:
Proposition 4.18. Let G = Sp(2n,R). Then
(i) The image of sw1 : Hommax(π1(Σ), G) → H1(T 1Σ;F2) is contained in one
coset of H1(Σ;F2). More precisely:
– for n even, sw1(ρ) ∈ H1(Σ;F2) ⊂ H1(T 1Σ;F2),
– for n odd, sw1(ρ) ∈ H1(T 1Σ;F2)rH1(Σ;F2).
(ii) The image of sw2 : Hommax(π1(Σ), G) → H2(T 1Σ;F2) lies in the image of
H2(Σ;F2)→ H2(T 1Σ;F2).
(iii) Similarly, when n = 2, let γ ∈ π1(Σ) and L0+ ∈ L+, then the image
of eγ,L0+ : Hommax,sw1=0(π1(Σ), Sp(4,R)) → H2(T 1Σ;Z) lies in the image of
H2(Σ;Z)→ H2(T 1Σ;Z).
To prove this proposition we use the positivity of the equivariant curve ξ :
∂π1(Σ)→ L of a maximal representation ρ : π1(Σ)→ Sp(2n,R) (Definition 2.24).
Proof. For the first property, let x ∈ Σ and consider the exact sequence
H1(Σ;F2) −→ H1(T 1Σ;F2) fx−→ H1(T 1xΣ;F2).
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We need to check that the image of sw1(ρ) in H1(T 1xΣ;F2) ∼= F2 does not depend
on ρ, i.e. that the gauge isomorphism class of Ls(ρ)|T 1xΣ is independent of ρ.
Let x˜ ∈ Σ˜ be a lift of x so that T 1xΣ ∼= T 1x˜ Σ˜ ∼= ∂π1(Σ), where the last
map is given by the restriction of ∂π1(Σ)(3+) → ∂π1(Σ), (ts, t, tu) 7→ ts to
T 1x˜ Σ˜ ⊂ T 1Σ˜ ∼= ∂π1(Σ)(3+). The restriction of the flat G-bundle to T 1xΣ is triv-
ial, thus the restriction of the Anosov section σ to T 1xΣ can be regarded as a map
T 1xΣ→ X .
By Remark 4.2, we can work with the P s-reduction, i.e. we consider only the
first component of the map σ|T 1xΣ : T 1xΣ → L × L. With the above identification
T 1xΣ
∼= ∂π1(Σ) this map is exactly the equivariant limit curve ξ : ∂π1(Σ) → L.
Since the space of positive curves is connected (Proposition A.1), fx(sw1(ρ)) is
independent of ρ. The calculation for the diagonal Fuchsian representation (see
Section 5.2) gives the desired statement about sw1(ρ).
For the second statement, in view of Lemma B.5 it is sufficient to prove that for
any closed curve η ⊂ Σ the restriction of sw2(ρ) (or eγ,L0+(ρ)) to the torus T 1Σ|η
is zero.
For this we write the torus T 1Σ|η as the quotient of ∂π1(Σ) × R by 〈η〉 ∼= Z
where η · (θ, t) = (η ·θ, t+1). With this identification the flat bundle can be written
as 〈γ〉\(∂π1(Σ)×R×G) with γ · (θ, t, g) = (γ ·θ, t+1, Ag) and A ∈ H ∼= GL(n,R).
The section of the associated L-bundle lifts to ∂π1(Σ)×R:
∂π1(Σ)×R −→ L
(θ, t) 7−→ ξ(θ).
Since the space of pairs{
(A, ξ) | A ∈ H, ξ positive, continuous and A-equivariant}
has exactly two connected components given by the sign of detA (Proposition A.2),
we conclude that sw2(Ls(ρ)|T 1Σ|η) depends only on this sign, hence sw2(ρ) depends
only on sw1(ρ) (see Lemma 4.11). Calculations for the model representations show
that in fact sw2(Ls(ρ)|T 1Σ|η ) is always zero.
The proof for the Euler class proceeds along the same lines. 
In view of Proposition 4.18 we make the following
Definition 4.19. A pair
(α, β) ∈ H1(T 1Σ;F2)×H2(T 1Σ;F2)
is called n-admissible if
– n is even and α lies in the image of H1(Σ;F2) → H1(T 1Σ;F2) and β lies
in the image of H2(Σ;F2)→ H2(T 1Σ;F2).
– n is odd and α lies in H1(T 1Σ;F2)rH1(Σ;F2), and β lies in the image of
H2(Σ;F2)→ H2(T 1Σ;F2).
For n = 2, a class β ∈ H2(T 1Σ;Z) is called 2-admissible if β lies in the image of
H2(Σ;Z)→ H2(T 1Σ;Z).
4.6. Invariants for other Anosov representations.
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4.6.1. Maximal representations into SL(2,R). Let ι : π1(Σ)→ SL(2,R) = Sp(2,R)
be a maximal representation. The Anosov section associated with ρ gives a reduc-
tion of the structure group of the flat SL(2,R)-principal bundle P over T 1Σ to
GL(1,R). Considering the R2-bundle E associated with P, this reduction corre-
sponds to a Lagrangian subbundle L of E. As invariants we get the first Stiefel-
Whitney class of the line bundle L over T 1Σ,
sw1(ι) ∈ H1(T 1Σ;F2)rH1(Σ;F2).
This first Stiefel-Whitney class is precisely the spin structure on Σ which cor-
responds to the chosen lift of π1(Σ) ⊂ PSL(2,R) to SL(2,R). The invariant
sw1(ι) can take 22g different values, distinguishing the 22g connected components
of Hommax(π1(Σ), SL(2,R)).
4.6.2. The invariants for Hitchin representations into Sp(2n,R). Let ρ : π1(Σ)→
Sp(2n,R) be a Hitchin representation. Then ρ is indeed a (Sp(2n,R), A)-Anosov
representation, where A is the subgroup of diagonal matrices [36, Theorems 4.1,
4.2]. The reduction of the structure group of the flat Sp(2n,R)-principal bundle P
over T 1Σ to A corresponds to a splitting of the associated R2n-bundle E into the
sum of 2n isomorphic line bundles F1 ⊕ · · · ⊕ F2n. The first Stiefel-Whitney class
of the line bundle F1 gives an invariant
swA1 (ρ) ∈ H1(T 1Σ;F2),
which lies in H1(T 1Σ;F2) r H1(Σ;F2). This invariant distinguishes the 22g com-
ponents of HomHitchin(π1(Σ), Sp(2n,R)).
4.6.3. General Hitchin components. Let Gad a adjoint split real simple Lie group.
The principal subgroup is a distinguished σ : PSL(2,R) → Gad that generalizes
the n-dimensional irreducible PSL(2,R) in PSL(n,R). The Hitchin component
HomHitchin(π1(Σ), G
ad) for Gad is the component of Hom(π1(Σ), Gad) that con-
tains uniformizations π1(Σ)→ PSL(2,R) σ−→ Gad. We refer to Hitchin’s paper [31]
for details. Representations in HomHitchin(π1(Σ), Gad) are called Hitchin represen-
tations.
Applying the result [16, Theorem 1.15] one obtains that Hitchin representations
are H-Anosov where H is the Levi component of the Borel subgroup. In fact (by
connectedness) the Anosov reduction PH always admit a reduction to the finite
index subgroup H0. Extending slightly the terminology we will say that the repre-
sentations are H0-Anosov.
Now if G is a connected cover of Gad so that the center Z of G is a quo-
tient of π1(Gad): Z = π1(Gad)/π1(G), one can ask when Hitchin representa-
tions lift and how many components there are above the Hitchin component
HomHitchin(π1(Σ), G
ad). For this let us denote σ∗ : Z ∼= π1(PSL(2,R))→ π1(Gad)
the morphism induced by the injection of principal PSL(2,R). Applying Proposi-
tions 4.8 and 4.7 one gets
Theorem 4.20. Let π : G → Gad be a finite connected covering of a split
real adjoint simple Lie group with kerπ = Z and let p : Hom(π1(Σ), G) →
Hom(π1(Σ), G
ad) the induced map. The group π−1(H0) is (isomorphic to) the prod-
uct ZH0 = Z ×H0.
The Hitchin component H of Gad lifts if and only if σ∗(χ(Σ)) is in π1(G) <
π1(G
ad). Furthermore, in that case, HomHitchin(π1(Σ), G) = p
−1(H) is included in
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the space HomZH0-Anosov(π1(Σ), G) and the map
o1 : HomHitchin(π1(Σ), G) −→ H1(T 1Σ;π0(ZH0)) = H1(T 1Σ;Z)
induces a bijection between the components of HomHitchin(π1(Σ), G) and one orbit
of H1(Σ;Z). This orbit is the inverse image of σ∗(1) by the map H1(T 1Σ;Z) →
H1(T 1xΣ;Z)
∼= Z. In particular there are |Z|2g components.
Proof. The obstruction to lifting ρ : π1(Σ) → Gad to the cover G → Gad lies in
H2(Σ;π1(G
ad)/π1(G)) ∼= π1(Gad)/π1(G) and is the image of o(ρ) ∈ π1(Gad) the
obstruction to lifting ρ to the universal cover of Gad. For a representation π1(Σ)
ι−→
PSL(2,R)
σ−→ Gad the obstruction class o(σ ◦ ι) is the image by σ∗ : Z→ π1(Gad) of
the obstruction class o(ι) = χ(Σ), i.e. o(σ ◦ ι) = σ∗(χ(Σ)). This gives the condition
on σ∗(χ(Σ)).
By Proposition 4.8 and Lemma 4.9 the image of o1 in H1(T 1Σ;Z) is one coset
of the subgroup H1(Σ;Z). To determine this coset observe first that the sequence
0 → H1(Σ;Z) → H1(T 1Σ;Z) i
∗
−→ H1(T 1xΣ;Z) → 0 is exact, where i : T 1xΣ →
T 1Σ is the injection; this follows by example from the fact that the extension
π1(T
1Σ) → π1(Σ) is central with kernel generated by π1(T 1xΣ). Therefore it is
enough to determine i∗(o1(ρ)) for one particular representation ρ. Let thus chose
a representation ρ : π1(Σ) → G lifting a representation of the form σ ◦ ι where
ι : π1(Σ) → PSL(2,R) is a discrete embedding. The unit tangent bundle T 1Σ is
then identified with ι(π1(Σ))\PSL(2,R). The Anosov reduction associated with
σ ◦ ι is the equivariant map
PSL(2,R) −→ Gad/H0
g 7−→ σ(g)H0,
and the Anosov reduction for ρ is
PSL(2,R) −→ G/ZH0
g 7−→ π−1(σ(g)H0).
The image of o1(ρ) in H1(T 1xΣ;Z) is the holonomy of the corresponding principal
π0(ZH0) ∼= Z-bundle restricted to T 1xΣ ∼= PSO(2) ⊂ PSL(2,R). It is calculated
as follow: Let (gt)t∈[0,1] a loop generating π1(PSO(2)) = π1(PSL(2,R)) and let
(ht)t∈[0,1] be a continuous curve such that, for all t, ht belongs to π−1(σ(gt)H0).
Then h1h
−1
0 is in ZH0 and the sought for holonomy is the projection onto Z of this
element. However one can chose ht ∈ π−1(σ(gt)). For this choice h1h−10 is in Z and
is the image of the loop (σ(gt))t∈[0,1] under the natural map π1(Gad) → Z. Since
the loop (σ(gt)) represents precisely σ∗(1), the result follows. 
For classical split Lie groups the obstruction class obtained is the first Stiefel-
Whitney class sw1 of a line bundle. We have:
Theorem 4.21. For G the group SL(n,R), Sp(n,R), SO◦(n, n) or SO◦(n, n+1),
the map
sw1 : HomHitchin(π1(Σ), G) −→ H1(T 1Σ,F2)
induces a bijection between π0(HomHitchin) and H
1(T 1Σ,F2)rH
1(Σ,F2).
Furthermore, for any ρ in HomHitchin and any nontrivial γ in π1(Σ), sw1(ρ)([γ])
in F2 ∼= {±1} is the common sign of the eigenvalues of ρ(γ).
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4.6.4. Maximal representations into covers of Sp(2n,R). The discussion of Sec-
tion 4.2 can be used to analyze maximal representations into covers of Sp(2n,R).
Let Sp(2n,R)(k) be the k-fold connected cover of Sp(2n,R), i.e. it corre-
sponds to the subgroup kZ ⊂ Z ∼= π1(Sp(2n,R)). The kernel Zk of the pro-
jection π : Sp(2n,R)(k) → Sp(2n,R) is isomorphic to Z/kZ. The subgroups
H(k) = π
−1(GL(n,R)) and H+(k) = π
−1(GL+(n,R)) are k-fold covers of GL(n,R)
and GL+(n,R).
Lemma 4.22. The covers H+(k) → GL+(n,R) and H(k) → GL(n,R) are trivial.
The natural map
Zk −→ π0(H+(k))
is an isomorphism. The map Zk → π0(H(k)) is injective with image a subgroup
of index 2. The group π0(H(k)) is isomorphic to Z/2kZ when n is odd and to
Z/kZ× Z/2Z when n is even.
Proof. It is enough to do the calculation for H+(∞) the pullback of GL
+(n,R) in
the universal cover of Sp(2n,R). The identity component of H+(∞) is then the cover
of GL+(n,R) corresponding to the subgroup of π1(GL
+(n,R)) which is the kernel
of the map π1(GL
+(n,R)) → π1(Sp(2n,R)). Since this map is zero the identity
component of H+(∞) is isomorphic to GL
+(n,R) and the cover H+(∞) → GL+(n,R)
is the trivial cover. Hence π0(H
+
(∞)) is isomorphic to Z
∼= π1(Sp(2n,R)) the kernel
of S˜p(2n,R)→ Sp(2n,R).
Clearly π0(H(k))/π0(H
+
(k))
∼= π0(GL(n,R)) so π0(H+(k)) is the subgroup of index
2 in π0(H(k)). Determining the latter group is then easy. 
The characteristic classes for a (Sp(2n,R)(k), H(k))-Anosov representation ρ are
then the obstruction classes o1(ρ) in H1(T 1Σ, π0(H(k))) and o2(ρ) in H2(T 1Σ, π1(H(k)0)) ∼=
H2(T 1Σ,F2). They project to the first and second Stiefel-Whitney classes sw1(π◦ρ)
and sw2(π ◦ ρ) (in fact o2(ρ) = sw2(π ◦ ρ)). A pair (c1, c2) in H1(T 1Σ, π0(H(k)))×
H2(T 1Σ, π1(H(k)0)) is called n-admissible if it projects to a n-admissible pair in
H1(T 1Σ,F2)×H2(T 1Σ,F2) (Definition 4.19).
Theorem 4.23. The space Hommax(π1(Σ), Sp(2n,R)(k)) is nonempty if and only
if k divides n(g(Σ)− 1). In that case the map
(o1, o2) : π0
(
Hommax(π1(Σ), Sp(2n,R)(k))rHomHitchin(π1(Σ), Sp(2n,R)(k))
)
−→ H1(T 1Σ;π0(H(k)))×H2(T 1Σ;π1(H(k)0))
is the bijection onto the space of n-admissible pairs. The number of components of
maximal representations is then:
#πo(Hommax(π1(Σ), Sp(2n,R)(k))) =
{
(3× 22g + 2g(Σ)− 4)k2g −if n = 2,
3(2k)2g −if n > 2.
Proof. The obstruction to lifting a representation ρ : π1(Σ) → Sp(2n,R) to the
cover Sp(2n,R)(k) → Sp(2n,R) is the image of the Toledo number τ(ρ) by the
map Z ∼= H2(Σ;π1(Sp(2n;R))) → H2(Σ;Zk) ∼= Z/kZ. Hence ρ lifts if and only if
τ(ρ) is in kZ. Since maximal representations have Toledo number n(g − 1), this
gives the restriction on k.
Lemma 4.22 and Lemma 4.9 imply that the map H1(Σ;Zk)→ H1(T 1Σ;π0(H(k)))
is injective. The result follows then from Proposition 4.8. 
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It is sometimes possible to calculate the number of components of maximal
representations in PSp(2n,R). Note that
π1(PSp(2n,R)) =
{
Z −if n is odd,
Z× Z/2Z −if n is even,
and contains π1(Sp(2n,R)) as a subgroup of index 2. Moreover the bound for the
Toledo number τ(ρ) of a representation ρ : π1(Σ)→ PSp(2n,R) are
|τ(ρ)| ≤ 2n(g − 1) −if n is odd,
|τ(ρ)| ≤ n(g − 1) −if n is even.
Hence maximal representations π1(Σ)→ PSp(2n,R) always lift when n is odd. In
that case PGL(n,R) is connected and its fundamental group is
π1(PGL(n,R)) = Z/2Z.
Therefore, for a maximal representation ρ : π1(Σ) → PSp(2n,R) (with n odd),
only the second obstruction class o2(ρ) in H2(T 1Σ;F2) is relevant. Since ρ lifts to
ρ′ : π1(Σ)→ Sp(2n,R), o2(ρ) = sw2(ρ′) satisfies the conditions of Proposition 4.18:
o2(ρ) ∈ H2(Σ;F2).
Theorem 4.24. Let n be an odd integer, n ≥ 3.
Then the space Hommax(π1(Σ),PSp(2n,R)) has 3 connected components. Fur-
thermore o2 : π0
(
Hommax(π1(Σ),PSp(2n,R))rHomHitchin(π1(Σ),PSp(2n,R))
)→
H2(Σ;F2) is a bijection.
The proof is straightforward since Proposition 4.8 applies.
For the case when n is even, one gets
Proposition 4.25. Let n be an even integer, n ≥ 2.
Then the image of Hommax(π1(Σ), Sp(2n,R)) in Hom(π1(Σ),PSp(2n,R)) is the
union of
(i) 1+(2g−2)+(22g−1) connected components of Hommax(π1(Σ),PSp(2n,R))
when n = 2,
(ii) 1 + 2 + (22g − 1) components of Hommax(π1(Σ),PSp(2n,R)) when n > 2.
The above theorem and this proposition imply Theorem 8 of the introduction.
Proof. All the components of HomHitchin(π1(Σ), Sp(2n,R)) projects to the same
component in Hommax(π1(Σ),PSp(2n,R)). Let C be a connected component of
Hommax(π1(Σ), Sp(2n,R))rHomHitchin(π1(Σ), Sp(2n,R)). We need to understand
how many components are identified with C under the projection p, i.e. the number
of components of D = p−1(p(C)). Note that, denoting Z = {±Id} the center of
Sp(2n,R),
D = {η · ρ | ρ ∈ C, η ∈ Hom(π1(Σ, Z))}.
Let sw1 in H1(T 1Σ;F2) the first Stiefel-Whitney class of any representation in C.
We shall prove:
|π0(D)| = 2 −if sw1 6= 0
|π0(D)| = 1 −if sw1 = 0.
By Theorems 6 and 7 it is enough to show that, for any ρ ∈ C and η ∈
Hom(π1(Σ, Z)),
– sw1(η · ρ) = sw1(ρ).
– if sw1(ρ) = 0, sw2(η · ρ) = sw2(ρ) (or eγ(η · ρ) = eγ(ρ) when n = 2).
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– if sw1(ρ) 6= 0, there exists η′ such that sw2(η′ · ρ) 6= sw2(ρ).
If Dη is the flat line bundle associated with η, the Lagrangian reduction for η · ρ is
L(η · ρ) = Dη ⊗ L(ρ).
From Proposition B.6 the Stiefel-Whitney classes are
sw1(η · ρ) = sw1(ρ) + nsw1(Dη) = sw1(ρ)
since n is even, and
sw2(η · ρ) = sw2(ρ) + (n− 1)sw1(Dη) ` sw1(ρ) + n(n− 1)
2
sw1(Dη) ` sw1(Dη).
In the above equality every class is in the cohomology of Σ. Since the map
H1(Σ;F2) ⊗ H1(Σ;F2) → H2(Σ;F2) ∼= F2, a ⊗ b 7→ a ` b is a nondegenerate
antisymmetric form on H1(Σ;F2), one has sw1(Dη) ` sw1(Dη) = 0 and thus
sw2(η · ρ) = sw2(ρ) + sw1(Dη) ` sw1(ρ).
When sw1(ρ) = 0 this equality become sw2(η · ρ) = sw2(ρ). When sw1(ρ) 6= 0, by
nondegeneracy, there exists η′ with sw1(Dη′) ` sw1(ρ) 6= 0. Therefore sw2(η′ ·ρ) 6=
sw2(ρ). When n = 2 and sw1(ρ) is zero, the Euler classes eγ(η · ρ) and eγ(ρ) are
the Euler classes of the S1-bundles Sη·ρ and Sρ. The above formula for L(η · ρ)
implies that Sη·ρ = Sη ×S1 Sρ where Sη is the flat S1-bundle associated with η.
Therefore one has eγ(η · ρ) = e(Sη) + eγ(ρ). Since e(Sη) depends continuously on
η in Hom(π1(Σ), S1) ∼= (S1)2g, this Euler class is zero. 
5. Computations of the Invariants
In this section we calculate the invariants for the maximal representations in-
troduced in Section 3. First the computation is performed for standard maximal
representations (Sections 5.1, 5.2 and 5.3). In Section 5.4 we deduce Theorems 6
and 11 and Corollary 13 of the introduction. In Section 5.5 we calculate the invari-
ants for the hybrid representations defined in Section 3.3.1.
5.1. Irreducible Fuchsian representations. Let ι : π1(Σ) → SL(2,R) be a
discrete embedding and ρirr = φirr ◦ ι : π1(Σ)→ Sp(2n,R) an irreducible Fuchsian
representation. We observed in Fact 3.2.(i) that the Lagrangian reduction Ls(ρirr)
is given by
Ls(ρirr) = L
s(ι)2n−1 ⊕ Ls(ι)2n−3 ⊕ · · · ⊕ Ls(ι),
where Ls(ι) is the line bundle associated with ι.
Therefore, by the multiplicative properties of Stiefel-Whitney classes, the first
and second Stiefel-Whitney classes are given by
sw1(ρirr) = sw1(L
s(ρirr)) =
( n∑
i=1
(2i− 1))sw1(Ls(ι)) = nsw1(Ls(ι)),
and
sw2(ρirr) = sw2(L
s(ρirr)) =
n(n− 1)
2
sw1(L
s(ι)) ` sw1(L
s(ι))
=
n(n− 1)
2
(g − 1) mod 2,
where the last equality follows from the calculation for n = 2; in that case
sw1(L
s(ι)) ` sw1(L
s(ι)) = sw2(ρirr) = eγ(ρirr) mod 2 = (g − 1) mod 2 by
Proposition 5.10. Note that in particular sw1(ρirr) = 0 if n is even.
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5.2. Diagonal Fuchsian representations. Let ι : π1(Σ) → SL(2,R) be a dis-
crete embedding and ρ∆ = φ∆ ◦ ι : π1(Σ) → Sp(2n,R) a diagonal Fuchsian rep-
resentation. We observed in Facts 3.3.(i) that the Lagrangian reduction Ls(ρ∆) is
given by
Ls(ρ∆) = L
s(ι)⊕ · · · ⊕ Ls(ι),
where Ls(ι) is the line bundle associated with ι.
Therefore the first and second Stiefel-Whitney classes are given by
sw1(ρ∆) = sw1(L
s(ρ∆)) = nsw1(L
s(ι)),
and
sw2(ρ∆) = sw2(L
s(ρ∆)) =
n(n− 1)
2
sw1(L
s(ι)) ` sw1(L
s(ι))
=
n(n− 1)
2
(g − 1) mod 2.
Again, sw1(ρ∆) = 0 if n is even.
5.3. Twisted diagonal representations. The aim of this section is to prove the
Proposition 5.1. Let n ≥ 2. Let (α, β) ∈ H1(T 1Σ;F2) × H2(T 1Σ;F2) be an n-
admissible pair (see Definition 4.19). If n = 2 and α = 0 we suppose furthermore
that β = (g − 1) mod 2.
Then there exists a twisted diagonal representation
ρΘ : π1(Σ)→ Sp(2n,R)
such that sw1(ρΘ) = α and sw2(ρΘ) = β.
Remark 5.2. Note that when n = 2 twisted diagonal representations ρΘ with
sw1(ρΘ) = 0 will always have Euler class eγ,L0+(ρΘ) = (g − 1)[Σ] ∈ H2(T 1Σ;Z)
(Proposition 5.10) so that the second Stiefel-Whitney class is sw2(ρΘ) = g − 1
mod 2.
Let ι : π1(Σ) → SL(2,R) be a discrete embedding, Θ : π1(Σ) → O(n) an
orthogonal representation and ρΘ = ι ⊗ Θ : π1(Σ) → Sp(2n,R) the corresponding
twisted diagonal representation. By Fact 3.5.(ii) the Lagrangian reduction Ls(ρΘ)
is given by
Ls(ρΘ) = L
s(ι)⊗WΘ,
where Ls(ι) is the line bundle associated with ι and WΘ is the pullback to T 1Σ of
the flat n-plane bundle WΘ over Σ associated with Θ.
We have swi(WΘ) = π∗swi(WΘ), where π∗ : Hi(Σ;F2) → Hi(T 1Σ;F2) is in-
duced by the projection π : T 1Σ→ Σ.
Thus, to compute the invariants for twisted diagonal representations we will need
to study the first and second Stiefel-Whitney classes of orthogonal representations
Θ : π1(Σ) → O(n). For such a Θ denote by swi(Θ) = swi(WΘ) ∈ Hi(Σ;F2) the
Stiefel-Whitney classes. We first note
Lemma 5.3. Let m ≤ n and let φ : O(m)→ O(n) be the injection as the subgroup
fixing pointwise a (n−m)-dimensional subspace. Then for any Θ : π1(Σ)→ O(m)
and any i one has
swi(Θ) = swi(φ ◦Θ).
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5.3.1. The first Stiefel-Whitney class of an orthogonal representation. Let det :
O(n)→ {±1} be the determinant homomorphism. Then the homomorphism
det ◦Θ : π1(Σ) −→ {±1}
corresponds to the first Stiefel-Whitney class sw1(Θ) ∈ H1(Σ;F2) under the iden-
tification H1(Σ;F2) ∼= Hom(H1(Σ;Z),F2) ∼= Hom(π1(Σ), {±1}). In particular, the
first Stiefel-Whitney class is zero if the representation has image in SO(n).
Lemma 5.4. Let α ∈ H1(Σ;F2). Then, for any n ≥ 1, there exists a representation
Θα : π1(Σ)→ O(n) such that sw1(Θα) = α.
Proof. The result is obvious for n = 1 since det is then an isomorphism. For general
n apply Lemma 5.3. 
5.3.2. The second Stiefel-Whitney class of an orthogonal representation. Let Θ :
π1(Σ) → O(n) be an orthogonal representation. The second Stiefel-Whitney class
of Θ can be described as the obstruction to lifting the representation ρ to the
nontrivial double cover Pin(n):
1→ {±1} → Pin(n)→ O(n)→ 1.
This obstruction class lies in H2(Σ, {±1}) = {±1} ∼= F2 and can be explicitly
calculated via the following procedure. First, fix a standard presentation
π1(Σ) = 〈a1, b1, . . . , ag, bg |Πgi=1[ai, bi] = 1〉.
Second, since the extension Pin(n) → O(n) is central, the commutator map for
Pin(n) factors through O(n):
[·, ·]˜ : O(n)×O(n) −→ Pin(n).
The second Stiefel-Whitney class sw2(Θ) ∈ H2(Σ;F2) is given by
Πgi=1[Θ(ai),Θ(bi)]
˜∈ F2.
Lemma 5.5. Let α ∈ H1(Σ;F2) and β ∈ H2(Σ;F2).
– If α 6= 0 or β = 0 then, for any n ≥ 2, there exists a representation Θα,β :
π1(Σ)→ O(n) such that sw1(Θα,β) = α and sw2(Θα,β) = β.
– If α = 0 and β 6= 0 then, for any n ≥ 3, there exists a representation Θα,β
such that sw1(Θα,β) = α and sw2(Θα,β) = β.
Furthermore, in every case, Θα,β can be chosen to have finite image in O(n).
Similar statements may be found in [41, Sec. 4.2].
Remark 5.6. Note that for Θ in Hom(π1(Σ),O(2)) the equality sw1(Θ) = 0 auto-
matically implies sw2(Θ) = 0.
Proof. Since the mapping class group acts transitively on H1(Σ;F2) r {0} and
trivially on H2(Σ;F2) and in view of Lemma 5.3, we need to construct the following
representations:
(i) Θ : π1(Σ)→ O(1) with sw1(Θ) = 0 and sw2(Θ) = 0.
(ii) Θ : π1(Σ)→ O(1) with sw1(Θ) 6= 0 and sw2(Θ) = 0.
(iii) Θ : π1(Σ)→ O(2) with sw1(Θ) 6= 0 and sw2(Θ) 6= 0.
(iv) Θ : π1(Σ)→ O(3) with sw1(Θ) = 0 and sw2(Θ) 6= 0.
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By Lemma 5.4, the existence of representations required in (i) and (ii) is obvious.
For (iii) let us denote by eiθ elements of SO(2) and by R an element of O(2) r
SO(2). Then det(eiθ) = 1 and det(Reiθ) = −1.
We define the representation Θ : π1(Σ)→ O(2) by
Θ(a1) = R, Θ(b1) = e
iπ, and Θ(ai) = Θ(bi) = 1 for any i > 1.
The relation Πgi=1[Θ(ai),Θ(bi)] = 1 is obviously satisfied since e
iπ is central in O(2).
Clearly sw1(Θ) 6= 0.
The group Pin(2) is in this case isomorphic to O(2) and the restriction to SO(2)
of the cover O(2) ∼= Pin(2) → O(2) is SO(2) → SO(2), x 7→ x2, the image of R
being R. We can hence lift Θ(b1) to eiπ/2 and Θ(a1) to R. Then we have
sw2(Θ) = Π
g
i=1[Θ(ai),Θ(bi)]
˜= e−iπ = −1.
For (iv) we are looking for a representation Θ : π1(Σ)→ SO(3) (i.e. sw1(Θ) = 0)
which does not lift to Spin(3). Let us realize Spin(3) ∼= S3 as the quaternions
of norm one. The covering map Spin(3) → SO(3) is realized by the action by
conjugation on the space of imaginary quaternions.
Let us denote by {1, i, j, k} the standard basis of the quaternions. We define a
representation Θ : π1(Σ) → SO(3) by sending a1 to the projection in SO(3) of i,
b1 to the projection of j and all other generators of π1(Σ) to the trivial element.
Since [Θ(a1),Θ(b1)]˜= [i, j] = −1 this defines a homomorphism into SO(3) which
does not lift to Spin(3). 
5.3.3. Proof of Proposition 5.1. We have to show that we can realize all 22g different
choices for sw1(ρ) in the fixed coset of H1(T 1Σ;F2) and the 2 choices for sw2(ρ) in
the image of H2(Σ;F2) in H2(T 1Σ;F2).
Let ι : π1(Σ)→ SL(2,R) be the fixed discrete embedding, Θ : π1(Σ)→ O(n) an
orthogonal representation and ρΘ : π1(Σ) → Sp(2n,R) the corresponding twisted
diagonal representation.
The following formulas hold for the first and second Stiefel-Whitney classes [43,
Corollary 5.4] (Proposition B.6 provides a short proof for the reader’s convenience):
(5.7) sw1(ρΘ) = sw1(Ls(ι) ⊗W ) = nsw1(Ls(ι)) + sw1(W )
sw2(ρΘ) = sw2(L
s(ι) ⊗W ) = n(n− 1)
2
sw1(L
s(ι)) ` sw1(L
s(ι))
+ (n− 1)sw1(Ls(ι)) ` sw1(W ) + sw2(W ),
where W is the pullback to T 1Σ of the flat n-plane bundle over Σ associated with
Θ. Note that swi(W ) is the image of swi(Θ) under the natural map in cohomology.
Lemma 5.5 implies that by choosing different O(n)-representations for Θ we can
realize 22g×2 different choices for sw1(Θ) and sw2(Θ). Since nsw1(ι) is fixed, as we
vary sw1(W ) over the 22g distinct classes in the image of H1(Σ;F2) in H1(T 1Σ;F2)
we realize all possible 22g classes in the H1(Σ;F2)-coset in H1(T 1Σ;F2) deter-
mined by nsw1(ι). Similarly for any sw1(W ) we can realize the two possibilities for
sw2(W ), so we can realize the two possibilities for sw2 by an appropriately chosen
twisted diagonal maximal representation ρΘ : π1(Σ)→ Sp(2n,R).
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5.4. Consequences for maximal representations. Let us now derive some of
the results stated in the introduction.
Every representation in the Hitchin component is purely loxodromic [36,
Prop. 3.4], therefore twisted diagonal representations are never contained in Hitchin
components. Proposition 5.1 implies then that for n ≥ 3 the space
Hommax(π1(Σ), Sp(2n,R))rHomHitchin(π1(Σ), Sp(2n,R))
consists of at least 2×22g connected components. As the total number of connected
components of Hommax(π1(Σ), Sp(2n,R)), if n ≥ 3, is 3×22g [18, Theorem 8.7] and
as HomHitchin(π1(Σ), Sp(2n,R)) has 22g components, we conclude that the space
Hommax(π1(Σ), Sp(2n,R))rHomHitchin(π1(Σ), Sp(2n,R)) has 2× 22g components
and that the first and second Stiefel-Whitney classes of the Anosov bundle associ-
ated with the representation distinguish them; this proves Theorem 6. In the 22g
Hitchin components any representation can be deformed into an irreducible Fuch-
sian representation. The remaining 2 × 22g connected components all contain a
twisted diagonal representation. This gives Theorem 11 and Corollary 12 of the in-
troduction. Corollary 13 then follows directly from the computations in Section 5.1
and Section 5.2.
5.5. Hybrid representations. The goal of this section is to prove the following
Theorem 5.8. Let γ ∈ π1(Σ)r{1} and L0+ ∈ L+ an oriented Lagrangian subspace
of R4. Then the relative Euler class distinguishes the connected components of
Hommax,sw1=0(π1(Σ), Sp(4,R))rHomHitchin(π1(Σ), Sp(4,R)).
More precisely, given any l in Z/(2g − 2)Z ∼= H2(T 1Σ;Z)tor,
– if l 6= (g − 1) the set e−1γ,L0+({l}) is a connected component of the space
Hommax,sw1=0(π1(Σ), Sp(4,R)). Every representation in e
−1
γ,L0+
({l}) can
be deformed to a k-hybrid representation, where k = g− 1− l mod 2g− 2;
– the set e−1γ,L0+({g − 1}) is the union of the connected component of
Hommax,sw1=0(π1(Σ), Sp(4,R)) containing diagonal Fuchsian representa-
tions in Sp(4,R) and of the Hitchin components HomHitchin(π1(Σ), Sp(4,R)).
For simplicity we restrict the discussion to the case of k-hybrid representations
which are constructed from the decomposition of the surface Σ = Σl ∪ Σr along a
simple closed separating geodesic γ (see Section 3.3.1). The general computations
follow by a straightforward extension of this case.
The first step is to calculate the first Stiefel-Whitney class.
Proposition 5.9. Let ρ : π1(Σ)→ Sp(4,R) be a k-hybrid representation as defined
in Section 3.3.1, then
sw1(ρ) = 0.
Proof. By Proposition 4.18 we have sw1(ρ) ∈ H1(Σ;F2) ⊂ H1(T 1Σ;F2), thus it is
sufficient to show that sw1(ρ) is zero on a basis of the first homology group of Σ.
Let π1(Σ) = 〈a1, b1, . . . , ag, bg |Πgi=1[ai, bi] = 1〉 be a standard presentation, then
a1, b1, . . . , ag, bg form a basis of H1(Σ;F2). We can choose such a standard presenta-
tion of π1(Σ) with the property that for any element h of the generating set, either
h ∈ π1(Σl) or h ∈ π1(Σr), where the hybrid representation ρ was constructed with
respect to a decomposition Σ = Σl ∪ Σr. Then the sign of det(ρ(h)|Ls(h)), where
Ls(h) is the attracting Lagrangian for ρ(h), is positive for every element h in the
TOPOLOGICAL INVARIANTS 41
above generating set. This can be checked independently for the irreducible Fuch-
sian representation ρirr and (deformations of) the diagonal Fuchsian representation
ρ∆. In view of Lemma 4.11 this implies sw1(ρ) = 0. 
Proposition 5.10. Let Σ = Σl∪Σr and ρ = ρl ∗ρr : π1(Σ)→ Sp(4,R) be a hybrid
representation as defined in Section 3.3.1.
Let γ ∈ π1(∂Σl) and let (ǫi)i=1,...,4 one of the basis appearing in Definition 3.10.
Suppose that L0+ = 〈ǫ1, ǫ2〉 is an attracting fixed point for ρ(γ).
Then
eγ,L0+(ρ) = (g − 1− χ(Σl))[Σ] ∈ H2(T 1Σ;Z).
This proposition implies easily Theorem 5.8.
Remark 5.11. The result is valid also when Σl of Σr is empty.
Remark 5.12. If the pair (ρl, ρr) is negatively adjusted with respect to γ (Defini-
tion 3.10), then the Euler number is
eγ,L0+(ρ) = (g − 1 + χ(Σl))[Σ] ∈ H2(T 1Σ;Z).
5.5.1. Reduction to the group π̂1(Σ). Our strategy to prove Proposition 5.10 is to
change the representation ρ slightly.
We denote by π̂1(Σ) the group {±1} × π1(Σ); using the morphism ι : π1(Σ) →
SL(2,R) there is an embedding ι̂ : π̂1(Σ) → SL(2,R), with ι̂(−1) = −Id2 and
ι̂|π1(Σ) = ι. Observe that
ι̂
(
π̂1(Σ)
)\SL(2,R) ∼= ι(π1(Σ))\PSL(2,R) ∼= T 1Σ,
so that the group π̂1(Σ) is a quotient of the group π1(T 1Σ) and hence the notion of
Anosov representations and their invariants (see Section 2 and Section 4) are well
defined for π̂1(Σ).
Let ε : π̂1(Σ)→ {±1} be the projection onto the first factor; for any representa-
tion ρ : π1(Σ) → Sp(4,R) we define a representation ε⊗ ρ of π̂1(Σ) into Sp(4,R)
by setting ε⊗ ρ(x, γ) = ε(x)ρ(γ). The relations between the invariants of ρ and of
ε ⊗ ρ are discussed in Appendix A.3. In view of these relations Proposition 5.10
follows from:
Proposition 5.13. Let ρ, Σl, Σr, γ and L0+ be as in Proposition 5.10.
Then
eγ,L0+(ε⊗ ρ) = −χ(Σl)[Σ].
The rest of this section is devoted to the proof of this proposition.
5.5.2. Constructing sections. In order to calculate the Euler class for ε ⊗ ρ
we will construct a lift of eγ,L0+(ε ⊗ ρ) under the connecting homomorphism
H1(T 1Σ|γ ;Z) → H2(T 1Σ;Z) appearing in the Mayer-Vietoris sequence (Appen-
dix B.1) and then calculate this lift in H1(T 1Σ|γ ;Z) ∼= Z2. Such a lift can be
constructed from trivializations of the Lagrangian bundle.
Proposition 5.14. Let ρ, Σl, Σr, γ and L0+ be as in Proposition 5.10. Let
Ls+(ε ⊗ ρ) be the oriented Lagrangian reduction for the flat ε ⊗ ρ-flat bundle over
T 1Σ.
Then the restrictions of Ls+(ε⊗ ρ) to both T 1Σ|Σl and T 1Σ|Σr are trivial.
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This proposition is a consequence of the following three lemmas.
Lemma 5.15. Let ι : π1(Σ) → SL(2,R) be a maximal representation and let
φ : SL(2,R)→ Sp(4,R) be a homomorphism such that ρ = φ ◦ ι is maximal.
Then the oriented Lagrangian bundle Ls+(ε⊗ ρ) is trivial.
Proof. First we observe that ε⊗ ρ = φ ◦ ι̂ with ι̂ = ε⊗ ι. In this situation the map
defining the oriented Lagrangian bundle is the equivariant map
SL(2,R) −→ L+
g 7−→ φ(g) · L0+,
where L0+ is the attracting Lagrangian fixed by ρ(γ).
An equivariant map SL(2,R)→ Sp(4,R) that trivializes the corresponding bun-
dle is given simply by
g 7−→ φ(g)−1. 
Remark 5.16. (i) A trivialization of a symplectic bundle E = π1(M)\(M˜ ×R4)
is an isomorphism with the trivial bundle M × R4. At the level of the universal
cover this is the same as an isomorphism from M˜ ×R4 to M˜ ×R4 intertwining the
action of π1(M) by the representation ρ : π1(M)→ Sp(4,R) and the trivial action.
This is given by a map ϕ : M˜ → Sp(4,R) satisfying the equivariance equation:
ϕ(γ · m˜) = ϕ(m˜)ρ(γ)−1 for all γ in π1(M) and m˜ in M˜ .
(ii) Let L be a subbundle E or, what amounts to the same, an invariant sub-
bundle of M˜ ×R4, i.e. a ρ-equivariant map ζ : M˜ → Gr2(R4). The trivialization ϕ
induces furthermore a trivialization of L if the map m˜ 7→ ϕ(m˜) · ζ(m˜) is constant.
Lemma 5.17. Let ρ0 and ρ1 be two homotopic maximal representations. Then the
Lagrangian bundles Ls(ρ0) and L
s(ρ1) are homotopic and hence they are isomor-
phic.
If the first Stiefel-Whitney class sw1(ρ0) = sw1(ρ1) is zero, then the correspond-
ing oriented Lagrangian bundles are also isomorphic.
Proof. This is a consequence of the fact that the equivariant positive curve depends
continuously on the representation (Fact 2.26) and the fact that homotopic bundles
are isomorphic [42, p. 53]. 
Lemma 5.18. Let ρ and ρ′ be two maximal representations with zero first Stiefel-
Whitney class and such that ρ|π1Σ′ = ρ′|π1Σ′ for a subsurface Σ′ ⊂ Σ.
Then the two bundles Ls+(ε⊗ ρ) and Ls+(ε ⊗ ρ′) are homotopic when restricted
to T 1Σ|Σ′ .
Proof. Note that if Ls(ε⊗ρ) is homotopic to Ls(ε⊗ρ′) then Ls+(ε⊗ρ) is homotopic
to Ls+(ε ⊗ ρ′). Therefore it is sufficient to prove the result without considering
orientations. Let Dε be the flat line bundle associated with ε, so that Ls(ε⊗ ρ) =
Dε ⊗ Ls(ρ) and Ls(ε⊗ ρ′) = Dε ⊗ Ls(ρ′). Thus, we need to show that Ls(ρ)|M ′ is
homotopic to Ls(ρ′)|M ′ with M ′ = T 1Σ|Σ′ ⊂M = T 1Σ.
Let Σ˜′ be the universal cover of Σ′; it can be realized as a π1(Σ′)-invariant subset
of Σ˜. More precisely, under an identification Σ˜ ∼= H2 we can set Σ˜′ = Conv(Λπ1(Σ′))
the convex hull of the limit set Λπ1(Σ′) of π1(Σ
′) in the boundary ∂H2 of the
hyperbolic plane.
The manifoldM = T 1Σ˜ is a π1(Σ)-cover ofM and we setM
′
= T 1Σ˜|Σ˜′ ⊂ T 1Σ˜ =
M so that M ′ ∼= π1(Σ′)\M ′. When we identify the unit tangent bundle M with
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∂π1(Σ)
(3+), the set of positively oriented triples of ∂π1(Σ), we can identifyM
′
with
the subset of ∂π1(Σ)(3+) whose projection to Σ˜ belongs to Σ˜′.
The bundle Ls(ρ) is constructed via the ρ-equivariant map
∂π1(Σ)
(3+) p−→ ∂π1(Σ) ξ−→ L
(ts, t, tu) 7−→ ts 7−→ ξ(ts)
where ξ is the positive ρ-equivariant curve. Similarly Ls(ρ′) is constructed from
the positive ρ′-equivariant curve ξ′.
This means that the restriction Ls(ρ)|M ′ is constructed from the ρ|π1(Σ′)-
equivariant map
M
′ p|M′−−−→ ∂π1(Σ) ξ−→ L.
Conversely, any ρ|π1(Σ′)-equivariant continuous map ∂π1(Σ) → L defines a La-
grangian reduction of the symplectic R4-bundle over M ′. Hence we get a homo-
topy of the two bundles Ls(ρ)|M ′ and Ls(ρ′)|M ′ once we have a ρ|π1(Σ′)-equivariant
homotopy between the two maps
M
′ p|M′−−−→ ∂π1(Σ) ξ−→ L
M
′ p|M′−−−→ ∂π1(Σ) ξ
′
−→ L.
For this it is sufficient to construct a ρ|π1(Σ′)-equivariant homotopy between the
two positive maps ξ and ξ′. This is the content of the next lemma. 
Lemma 5.19. Let ρ : π1(Σ)→ Sp(4,R) be a maximal representation and let Σ′ be
a subsurface. Then the set
C = {ξ : ∂π1(Σ)→ L | ξ is positive, continuous and ρ|π1(Σ′)-equivariant}
is connected.
Proof. To simplify notation we assume that the boundary ∂Σ′ = γ consists of one
component. Note first that the restriction to the limit set Λπ1(Σ′) of any curve ξ in C
is completely determined by the action of π1(Σ′). The complement ∂π1(Σ)rΛπ1(Σ′)
is a countable union of open intervals, which are transitively exchanged by the action
of π1(Σ′). The interval (tuγ , t
s
γ), where t
u
γ and t
s
γ are the fixed points of γ in ∂π1(Σ),
is one such interval. The map ξ is completely determined by its restriction to this
interval.
Conversely given a positive ρ|〈γ〉-equivariant continuous curve β : (tuγ , tsγ)→ L+,
one obtains a continuous ρ|π1(Σ′)-equivariant positive curve ∂π1(Σ)rΛπ1(Σ′) → L,
which one shows to have a continuous extension ∂π1(Σ)→ L.
Thus the map:
C −→ {β : (tuγ , tsγ)→ L | β positive continuous and ρ|〈γ〉-equivariant}
ξ 7−→ ξ|(tuγ ,tsγ)
is a homeomorphism. By Proposition A.3, this space is connected. 
5.5.3. Calculating the Euler class. Proposition 5.14 gives precisely what is needed to
construct a lift of the Euler class eγ,L0+(ε⊗ρ) under the connecting homomorphism
H1(T 1Σ|γ ;Z)→ H2(T 1Σ;Z). We have (see Appendix B.1)
(5.20) H1(T 1Σ|γ ;Z) ∼= Hom(π1(T 1Σ|γ),Z) ∼= Z× Z.
44 OLIVIER GUICHARD AND ANNA WIENHARD
The last identification sends φ ∈ Hom(π1(T 1Σ|γ),Z) to (φ(T 1xΣ), φ(γ)), where the
two circles T 1xΣ and γ are naturally considered as loops in T
1Σ|γ .
Proposition 5.21. Let ρ, Σl, Σr, γ and L0+ be as in Proposition 5.10. Let
Ls+(ε⊗ ρ) be the oriented Lagrangian reduction for the flat ε⊗ ρ-bundle over T 1Σ.
Suppose that gl and gr are trivializations of the restrictions of L
s
+(ε⊗ ρ) to T 1Σ|Σl
and T 1Σ|Σr .
Then gl ◦ g−1r : T 1Σ|γ × R2 → T 1Σ|γ × R2 is a gauge transformation of the
trivial oriented R2-bundle over T 1Σ|γ and defines a map h : T 1Σ|γ → GL+(2,R).
Let h∗ ∈ Hom(π1(T 1Σ|γ), π1(GL+(2,R)) denote the map induced by h at the level
of fundamental groups.
(i) The image of h∗ ∈ Hom(π1(T 1Σ|γ), π1(GL+(2,R))) ∼= H1(T 1Σ|γ ;Z) un-
der the connection homomorphism H1(T 1Σ|γ ;Z)→ H2(T 1Σ;Z) is the Eu-
ler class: δ(h∗) = eγ,L0+(ε⊗ ρ).
(ii) Under the identification H1(T 1Σ;Z) ∼= Z × Z in (5.20), h∗ is equal to
(1, 0), up to the image of the map H1(T 1Σ|Σl ;Z) ⊕ H1(T 1Σ|Σr ;Z) →
H1(T 1Σ|γ ;Z).
Remark 5.22. The ambiguity given by the image of the map H1(T 1Σ|Σl ;Z) ⊕
H1(T 1Σ|Σr ;Z) → H1(T 1Σ|γ ;Z) accounts for changing the trivializations gl and
gr of the restrictions of Ls+(ε⊗ ρ) to T 1Σ|Σl and T 1Σ|Σr .
Proof of Proposition 5.13. With the notation of Proposition 5.21 δ(h∗) = eγ,L0+(ε⊗
ρ). Since h∗ is equal to (1, 0) in the identification (5.20), Proposition B.3 precisely
says that δ(h∗) = (2g(Σl)− 1)[Σ] = −χ(Σl)[Σ]. 
Proof of Proposition 5.21. By Proposition 5.14 the restrictions of Ls+(ε ⊗ ρ) to
T 1Σ|Σl and T 1Σ|Σr are indeed trivial.
The first statement δ(h∗) = eγ,L0+(ε ⊗ ρ) follows from the fact that the Euler
class is the obstruction to trivialize the oriented Lagrangian bundle Ls+(ε⊗ ρ) over
T 1Σ (see Proposition B.7).
For the second statement, let T 1xΣ and γ be the two generators of the fundamental
group of the 2-torus T 1Σ|γ . We have to show, identifying π1(GL+(2,R)) with Z,
that
h∗(T 1xΣ) = 1 and h∗(γ) = 0.
In both cases our strategy will be the same: we write the homotopy class we
want to calculate as a product of two homotopy classes, the first depending only on
the restriction to Σl and the second depending on the restriction to Σr. With this
we can deform the representations and the fiber bundles independently on Σl and
on Σr, without changing the homotopy classes we are considering. By construction
of the hybrid representations this means that we can reduce the calculation of
the homotopy class to the case when the representations are the restrictions of the
irreducible Fuchsian representation for Σl and the diagonal Fuchsian representation
for Σr.
We start by proving the second equality: h∗(γ) = 0.
We identify γ with Z\R so that the restriction of the symplectic bundle to
γ is identified with Z\(R × R4) where Z acts diagonally on R × R4, n · (t, v) =
(n+t, (Aγ)
nv), with Aγ = ρ(γ) being the diagonal element diag(elγ , ekγ , e−lγ , e−kγ ).
Furthermore, the restriction of the oriented Lagrangian reduction Ls+(ε⊗ ρ) to the
geodesic γ is flat and hence of the form Z\(R× L0+).
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A trivialization of the symplectic bundle over γ is given by an equivariant map
H : R→ Sp(4,R), i.e. H(t+1) = H(t)A−1γ (see Remark 5.16). Such a trivialization
induces a trivialization of the Lagrangian bundle Ls+(ε⊗ ρ)|γ if furthermore for all
t the element H(t) stabilizes L0+. We now provide a “canonical” trivialization in
our situation. For this let A = diag(el, ek, e−l, e−k) be a diagonal element and let
us denote by LA the Lagrangian bundle Z\(R×L0+) where n · (t, v) = (n+ t, Anv).
Then the continuous map
H(A, ·) : R −→ Sp(4,R), t 7−→ H(A, t) = diag(e−tl, e−tk, etl, etk)
provides a trivialization of LA.
The homotopy class h∗(γ) we are calculating comes from two trivializations
gl|γ , gr|γ : Ls+(ε⊗ ρ)|γ → γ × L0+, and
gl|γ ◦ (gr|γ)−1(t, v) = (t, h(γ(t))v),
for (t, v) ∈ γ × L0+.
With the trivialization H(Aγ , ·) of Ls+(ε⊗ ρ)|γ given above, we have
g⋆|γ ◦H(Aγ , ·)−1(t, v) = (t,M⋆(t)v), for ⋆ = l, r.
This means that in π1(GL
+(2,R)) = Z we have the equality
h∗(γ) = [Ml]− [Mr].
We now prove that both [Ml] and [Mr] are trivial.
By construction of the hybrid representation ρ = ρl ∗ρr in Section 3.3.1 we know
that Aγ = ρl(γ) = ρirr(γ) = φirr ◦ ι(γ), where ι : π1(Σ) → SL(2,R) is a discrete
embedding and φirr : SL(2,R) → Sp(4,R) is the irreducible representation. The
trivialization given in the proof of Lemma 5.15 and the formula for H(·, ·) imply
that Ml is (homotopic to) the constant map, thus [Ml] = 0.
To compute [Mr] = 0 we have to consider Aγ = ρr(γ) = ρr,1(γ), where
(ρr,s)s∈[0,1] is a continuous path of maximal representations with ρr,0 = ρ∆ = φ∆ ◦ ι
and, for all s, ρr,s(γ) is diagonal and where ι is as above and φ∆ : SL(2,R) →
Sp(4,R) is the diagonal embedding. Thus the family of changes of trivializations
gr,s ◦ H(ρr,s(γ), ·)−1, s ∈ [0, 1], provide a homotopy from the loop Mr = Mr,1 to
the loop Mr,0, which is the constant map. Therefore [Mr] = 0.
We now turn to the proof of the first equality: h∗(T 1xΣ) = 1.
In contrast to the previous calculation, here no equivariance properties are to be
satisfied, but the trivializations we choose will not be that natural.
We identify T 1xΣ with the group PSO(2), via T
1Σ˜ ∼= PSL(2,R), and iden-
tify it also with the boundary ∂π1(Σ), via the projection T 1Σ˜ ∼= ∂π1(Σ)(3+) →
∂π1(Σ), (t
s, t, tu) 7→ ts. We can suppose that under these identifications the attrac-
tive fixed point tsγ of γ is sent to [Id2] in PSO(2) whereas the repulsive fixed point
tuγ is sent to [J ] =
[(
0 −1
1 0
)]
.
Since we are working with the representation ε⊗ρ, the flat Sp(4,R)-bundle over
T 1xΣ
∼= PSO(2) is the quotient
SO(2)×{±1} Sp(4,R) = {±1}\(SO(2)× Sp(4,R))
of the trivial bundle over SO(2) by the group {±1}, where the action is given by
(−1) · (s, g) = (−s,−g).
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The oriented Lagrangian reduction Ls+(ε ⊗ ρ)|PSO(2) is given by the positive con-
tinuous curve associated with ρ:
SO(2)→ PSO(2) ∼= ∂π1(Σ) ξ+−→ L+
into the space of oriented Lagrangians.
A trivialization of the bundle SO(2) ×{±1} Sp(4,R) is then a {±1}-equivariant
map
g : SO(2) −→ Sp(4,R).
This trivialization induces furthermore a trivialization of the Lagrangian reduction
Ls+(ε⊗ ρ)|PSO(2) if for all α in SO(2)
g(α) · ξ+(α) = Ls0+.
We observe that
ξ+(Id2) = L
s
0+ and ξ+
(
0 −1
1 0
)
= ξ+(J) = L
u
0+,
where Ls0+ = 〈e1, e2〉 and Lu0+ = 〈e3, e4〉 with e1, . . . , e4 the standard symplectic
basis of R4.
Lemma 5.23. Let η : SO(2)→ L+ be a continuous, {±1}-invariant, positive curve.
Hence η defines a Lagrangian reduction Lη of the bundle SO(2)×{±1} Sp(4,R).
Suppose that
η(Id2) = L
s
0+ and η(J) = L
u
0+.
Then for all α, η(α) and φ∆(α) ·Lu0+ are transverse Lagrangians. This means that
there exists a unique symmetric 2 by 2 matrix M(α) such that:(
Id2 0
M(α) Id2
)
φ∆(α)
−1 · η(α) = Ls0+.
The map
βη : SO(2) −→ Sp(4,R), α 7−→
(
Id2 0
M(α) Id2
)
φ∆(α)
−1
is a trivialization of Lη.
Proof. The only point to prove is that η(α) and φ∆(α) ·Lu0+ are transverse. This is
immediate for α = ±Id2 and for α = ±J ; for other α, for example when (Id2, α, J)
is positively oriented, the positivity of the triples (Ls0+, η(α), L
u
0+) and (L
u
0+, φ∆(α)·
Lu0+, L
s
0+) implies that η(α) is the graph of f : L
u
0+ → Ls0+ with ω(·, f ·) positive
definite and that φ∆(α) · Lu0+ is the graph of g : Lu0+ → Ls0+ with ω(·, g·) negative
definite. Since ω(v, fv) = ω(v, gv) implies v = 0, the transversality of η(α) and
φ∆(α) · Lu0+ follows. 
Going back to the proof of Proposition 5.21, the trivializations βη enable us to
write h∗(T 1xΣ) as the difference:
h∗(T 1xΣ) = [Nl]− [Nr],
where, for ⋆ = l, r, N⋆ is defined as the change of trivializations g⋆|T 1xΣ ◦ β−1ξ+ .
Again Nl and Nr are in fact homotopic to the corresponding changes of trivial-
izations we obtain from the representations φirr ◦ι and φ∆ ◦ι respectively. It is then
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immediate that Nr is homotopic to the constant map and that Nl is homotopic to
the map
PSO(2) −→ Stab(Ls0+)
[α] 7−→
(
Id2 0
−M(α) Id2
)
φ∆(α)
−1φirr(α),
where M(α) is the only 2× 2 symmetric matrix such that this product belongs to
Stab(Ls0+). A direct calculation with the formulas given in Facts 3.2.(ii) and 3.3.(ii)
gives for α =
(
cos(θ) − sin(θ)
sin(θ) cos(θ)
)
(
Id2 0
−M(α) Id2
)
φ∆(α)
−1φirr(α) =
(
A(θ) ∗
0 tA(θ)−1
)
,
where
A(θ) =
4
3 + cos2(2θ)
(
cos(2θ) −
√
3
2 sin(2θ)√
3
2 sin(2θ) cos(2θ)
)
.
Hence a path in GL+(2,R) representing Nl is [0, π] → GL+(2,R), θ 7→ A(θ). It
follows that h∗(T 1xΣ) = 1. 
Remark 5.24. The calculation for negatively adjusted pairs would amount to con-
jugating the map h by diag(1, 1,−1,−1) hence to changing h∗ in −h∗. This leads
to the announced value for the Euler class (Remark 5.12).
Remark 5.25. The above computation of the Euler class for hybrid representations
hints towards a more general gluing formula for topological invariants of represen-
tations for surfaces with boundary.
5.6. Zariski density. Here we prove Theorem 15 of the introduction. First we
state a lemma describing the possible Zariski closures of maximal representations.
Lemma 5.26. Let ρ : π1(Σ) → Sp(4,R) be a maximal representation. Then the
identity component of the Zariski closure of ρ(π1(Σ)) is (up to conjugation)
– Sp(4,R),
– SL(2,R)× SL(2,R),
– the diagonal SL(2,R),
– SL(2,R)×{±1}SO(2), the product of the diagonal SL(2,R) and the identity
component of its centralizer,
– or the irreducible SL(2,R).
Remark 5.27. A similar statement can be found in [9, Prop. 4.8].
Proof. This proof uses basic terminology and concepts in the theory of Lie groups
as available in [35].
Let L be the identity component of the Zariski closure of ρ(π1(Σ)) and suppose
that L 6= G = Sp(4,R). Up to taking a finite cover one can suppose ρ(π1(Σ)) ⊂
L. The Toledo number τ(ρ) is the image under the map π1(L) → π1(G) = Z
of the obstruction class o(ρ) of ρ : π1(Σ) → L. The group L is the semidirect
product R⋉U of its unipotent radical U and a reductive group R < G. Since U is
contractible, π1(L) = π1(R) and the obstruction class o(ρR) of the representation
ρR : π1(Σ)→ R = L/U equals o(ρ).
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The reductive group R is the almost product of its center Z and a semisimple
group S, i.e. R = Z · S. Let Sc the product of the simple compact factors of S and
Snc the product of the noncompact ones so that S is the almost product of Snc and
Sc, i.e. S = Snc · Sc.
Again, up to taking a finite cover we can suppose that ρR lifts to a representation
(ρZ , ρnc, ρc) : π1(Σ) → Z × Snc × Sc and that Z is connected. Hence the Toledo
number τ(ρ) is the image of the obstruction (o(ρZ ), o(ρnc), o(ρc)) under the map
π1(Z)×π1(Snc)×π(Sc)→ π1(G) induced by the multiplication map Z×Snc×Sc →
G. Since Z is connected and abelian, Hom(π1(Σ), Z) ∼= Z2g is connected and
o(ρZ) = 0. Since π1(Sc) is finite, its image in π1(G) ∼= Z is {0}. These last remarks
imply that τ(ρ) is the image of o(ρnc) under π1(Snc)→ π1(G).
Since τ(ρnc) 6= 0 it follows that the abelian group π1(Snc) has a Z factor. The
real rank of Snc must be 1 or 2 since it is obviously bounded by the rank of G.
Suppose first that the rank of Snc is 1. The restriction on the fundamental
group and classification give that Snc is a cover of PU(1, n). Since the dimension
of g = sp(4,R) is 10 we have n ≤ 2. If the 8-dimensional Lie algebra su(1, 2) were
a subalgebra of the 10-dimensional Lie algebra g, this would give a su(1, 2)-module
of dimension 2 = 10 − 8 hence a morphism su(1, 2) → gl(2,R), this is impossible.
Hence snc ∼= su(1, 1) ∼= sl(2,R) and Snc is a finite cover of PSL(2,R).
Embeddings of sl(2,R) into g are in correspondence with sl(2,R)-modules of
dimension 4 together with an invariant symplectic form. Their list is the following6
(i) (V4, ω4), (V2, ω2)⊕ (V2, ω2)
(ii) (V2, ω2)⊕ V1 ⊕ V ∗1
(iii) V2 ⊕ V ∗2 , V1 ⊕ V ∗1 ⊕ V1 ⊕ V ∗1 .
Note that in any case there is a corresponding morphism SL(2,R) → G so that
(up to taking a finite cover of Σ) one can always suppose that Snc = SL(2,R).
The obstruction o(ρnc) is an integer bounded in absolute value by g− 1 by Milnor-
Wood inequality [40, Th. 1]. However in the above list, the modules in (i) induce
multiplication by 2 from π1(SL(2,R)) ∼= Z to π1(G) ∼= Z, the module in (ii) gives
the identity Z→ Z and the module in (iii) the zero map. Since τ(ρ) is 2(g− 1) this
shows that o(ρnc) = g − 1 and that the embedding Snc → G is induced by one of
the modules in (i).
It remains to analyze what l = Lie(L) could be. Clearly it is a sub-snc-module
of g so we first need to describe g as a sl(2,R)-module. In the first case of (i), one
easily find g = V3 ⊕ V7 = snc ⊕ V7 and hence l = r = snc and L is the irreducible
SL(2,R). In the second case of (i), g = V3 ⊕ V1 ⊕ V3 ⊕ V3 = snc ⊕ z ⊕ V3 ⊕ V3
where z ∼= so(2) is the centralizer of snc in g. In this case one easily sees that the
only nilpotent subalgebra invariant by snc is z, hence u = {0} and l = r. Since (by
construction) snc ⊂ r ⊂ snc ⊕ z there are only two possibilities for L: either the
diagonal SL(2,R) or the product of this SL(2,R) and the identity component of
its centralizer, i.e. L = SL(2,R)×{±1} SO(2).
We turn now to the case where Snc is of rank 2. If Snc were simple and a
proper subgroup of Sp(4,R) then it had to be isomorphic to SL(3,R). This would
imply that τ(ρ) = 0. Thus Snc is a product S1 × S2. Again by a dimension count
6Here Vn denote the irreducible sl(2,R)-module of dimension n, V2k has an invariant symplectic
form ω2k and for any vector space V , V ⊕ V ∗ has a natural symplectic form given by the pairing
between V and V ∗. Hence the two modules (V2, ω2)⊕ (V2, ω2) and V2 ⊕ V ∗2 although isomorphic
as sl(2,R)-modules are not isomorphic symplectic sl(2,R)-modules.
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s1 ∼= s2 ∼= sl(2,R). Since the centralizer of s1 in g is big, inspecting the above list (i)-
(iii) implies that the only possible structure of s1-module onR4 is (V2, ω2)⊕V1⊕V ∗1 .
The similar observation holds also for s2. Consequently the embedding s1 × s2 ⊂ g
is the embedding associated to a decomposition of R4 = V ⊕W into two symplectic
planes:
s1 × s2 ∼= sp(V )× sp(W ) ⊂ sp(V ⊕W ) ∼= g.
The decomposition of g as a snc-module is now g = snc ⊕ V ⊗W and the equality
l = snc follows. Hence L is the group SL(2,R)× SL(2,R) ⊂ G. 
Remark 5.28. As a corollary we find that L is always a reductive group of Hermitian
type, that its centralizer is compact and that the embedding L→ G is tight. This
is a special case of a general result for maximal representations [13, Theorem 4].
However this additional a priori knowledge on L would not have simplified the proof
of the lemma much. Certainly classification of Lie groups can be avoided.
Proof of Theorem 15. Let ρ in Hommax,sw1=0(π1(Σ), Sp(4,R)) be a representation
such that eγ(ρ) 6= g(Σ) − 1. If Σ′ → Σ is a k-fold cover and γ′ is the simple
curve above γ, then eγ′(ρ|π1(Σ′)) = keγ(ρ) and g(Σ′)− 1 = k(g(Σ)− 1) so that the
assumptions of the theorem are still satisfied for Σ′. Therefore, passing to a finite
cover, we can suppose that the Zariski closure L of ρ(π1(Σ)) is connected.
We now inspect the different possibilities for L given by Lemma 5.26. If L
is the irreducible or the diagonal SL(2,R) then, by Proposition 5.10, we would
have eγ(ρ) = g − 1. If L = SL(2,R) ×{±1} SO(2) then ρ could be deformed
to a representation ρ′ into the diagonal SL(2,R) and the Euler class would be
eγ(ρ) = eγ(ρ
′) = g − 1. If L = SL(2,R) × SL(2,R) then ρ = (ρ1, ρ2) is a pair
of maximal representations π1(Σ) → SL(2,R). Connectedness of the Teichmüller
space implies that ρ can be deformed to a representation ρ′ = (ρ′1, ε · ρ′1) with
ρ′1 : π1(Σ)→ SL(2,R) maximal and ε : π1(Σ)→ {±1}. Up to taking a cover, ρ′ is
a representation in the diagonal SL(2,R) and we would have eγ(ρ) = eγ(ρ′) = g−1.
Hence the only possibility is L = Sp(4,R) proving the Zariski density of ρ. 
6. Action of the mapping class group
This section gives the proof of Theorem 10 of the introduction, see Corollaries 6.3
and 6.5 below.
It is known that the action of the mapping class group Mod(Σ) on
Repmax(π1(Σ), Sp(2n,R)) = Hommax(π1(Σ), Sp(2n,R))/Sp(2n,R)
is properly discontinuous [37, Theorem 1.0.2] [45, Theorem 1.1]. Furthermore the
mapping class group acts naturally on Hi(T 1Σ;F2) and the maps
swi : Repmax(π1(Σ), Sp(2n,R)) −→ Hi(T 1Σ;F2)
are equivariant.
Therefore, understanding the action ofMod(Σ) on the subspaces of Hi(T 1Σ;F2)
where the Stiefel-Whitney classes take their values in, allows us to determine the
number of connected components of the quotient of Repmax(π1(Σ), Sp(2n,R)) by
Mod(Σ).
Lemma 6.1. Let A = Z or F2. The mapping class group of Σ acts trivially on the
image of H2(Σ;A) in H2(T 1Σ;A).
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Proof. This is immediate from the fact that Mod(Σ) preserves the image of
H2(Σ;A) in H2(T 1Σ;A) and acts trivially on H2(Σ;A). 
For H1(T 1Σ;F2) the picture is a bit more complicated.
Proposition 6.2. The action of the mapping class group on H1(T 1Σ;F2) preserves
the two cosets H1(Σ;F2) and H
1(T 1Σ;F2)rH
1(Σ;F2).
(i) On H1(Σ;F2) the action of the mapping class group has two orbits, {0}
and H1(Σ;F2)r {0}.
(ii) On H1(T 1Σ;F2) r H
1(Σ;F2) the action of the mapping class group has
two orbits.
Proof. It is obvious that the mapping class group of Σ preserves the two cosets
H1(Σ;F2) and H1(T 1Σ;F2)rH1(Σ;F2).
On H1(Σ;F2) ∼= F2g2 the mapping class group acts by symplectomorphisms and
it is a classical fact that it generates the whole group Sp(2n,F2) [15, Prop. 7.3].
This action has two orbits, 0 and F2g2 r {0}.
The action of the mapping class on the space of spin structures H1(T 1Σ;F2) r
H1(Σ;F2) has two orbits [34, Corollary 2]. 
Corollary 6.3. Let n ≥ 3. The space Repmax(π1(Σ), Sp(2n,R))/Mod(Σ) has 6
connected components.
Proof. Let us first consider the Hitchin components RepHitchin(π1(Σ), Sp(2n,R)).
This subset is invariant by the action ofMod(Σ). The 22g different Hitchin compo-
nents are indexed by elements swA1 ∈ H1(T 1Σ;F2)rH1(Σ;F2) (see Section 4.6.2).
The action of the mapping class group has 2 orbits on H1(T 1Σ;F2) r H1(Σ;F2).
Therefore the quotient RepHitchin(π1(Σ), Sp(2n,R))/Mod(Σ) has 2 connected com-
ponents.
The 2× 22g connected components of
Repmax(π1(Σ), Sp(2n,R))r RepHitchin(π1(Σ), Sp(2n,R))
are indexed by the first and second Stiefel-Whitney classes. The mapping class
group acts trivially on the image of H2(Σ;F2) in H2(T 1Σ;F2) and has two orbits
in the coset of H1(Σ;F2) in H1(T 1Σ;F2). This implies that it has 4 orbits in the
set of n-admissible pairs (Definition 4.19), hence the quotient(
Repmax(π1(Σ), Sp(2n,R))r RepHitchin(π1(Σ), Sp(2n,R))
)
/Mod(Σ)
has 4 connected components. 
6.1. The case of Sp(4,R). To define the Euler class of a representation ρ :
π1(Σ) → Sp(4,R) with sw1(ρ) = 0 we had to make several choices (see Sec-
tion 4.4). In particular, we fixed a nontrivial element γ ∈ π1(Σ) to define
the space HomL+,γ,L0+
max,sw1=0
(π1(Σ), Sp(4,R)) and the Euler class eγ,L0+ . Denoting
Repmax,sw1=0(π1(Σ), Sp(4,R)) the quotient of Hommax,sw1=0(π1(Σ), Sp(4,R)) by
the action of Sp(4,R), the equivariance of
eγ,L0+ : Repmax,sw1=0(π1(Σ), Sp(4,R)) −→ H2(T 1Σ;Z)
only holds for the subgroup Stab(γ) ⊂ Mod(Σ) of the mapping class group stabi-
lizing the homotopy class of γ.
This implies
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Proposition 6.4. Let C be a component of Repmax,sw1=0(π1(Σ), Sp(4,R)) r
RepHitchin(π1(Σ), Sp(4,R)). Then C is sent to itself by the action of the mapping
class group of Σ.
Proof. It is a classical fact that the mapping class group Mod(Σ) is generated
by Dehn twists along simple closed curves (see for example [33, Theorem 4.2.D]).
As a consequence Mod(Σ) is generated by {Stab(γ)}γ∈π1(Σ)r{1}. With this said
it is enough to show the invariance of C under Stab(γ). However we know that
Repmax,sw1=0 r RepHitchin is invariant under Mod(Σ) and that
eγ,L0+ : π0(Repmax,sw1=0(π1(Σ), Sp(4,R))r RepHitchin(π1(Σ), Sp(4,R)))
−→ H2(T 1Σ;Z)tor
is a bijection. The equivariance property of eγ,L0+ with respect to Stab(γ) implies
the claim. 
Corollary 6.5. The space Repmax(π1(Σ), Sp(4,R))/Mod(Σ) has 2g+2 connected
components.
Proof. Let us write Repmax(π1(Σ), Sp(4,R)) as a union of subspaces
Repmax(π1(Σ), Sp(4,R)) =
Repmax,sw1 6=0(π1(Σ), Sp(4,R))
⋃
RepHitchin(π1(Σ), Sp(4,R))
⋃
(
(Repmax,sw1=0(π1(Σ), Sp(4,R))r RepHitchin(π1(Σ), Sp(4,R))
)
.
The mapping class group preserves this decomposition. Since Mod(Σ) has two or-
bits on H1(T 1Σ;F2) r H1(Σ;F2), the space RepHitchin(π1(Σ), Sp(4,R))/Mod(Σ)
has 2 connected components. The mapping class group acts transitively on
H1(Σ;F2) r {0} and trivially on the image of H2(Σ;F2) ⊂ H2(T 1Σ;F2), thus the
space
Repmax,sw1 6=0(π1(Σ), Sp(4,R))
has 2 connected components. By Proposition 6.4 the mapping class group stabilizes
the others components. This gives a total of 2g + 2 connected components. 
7. Holonomy of maximal representations
In this section we prove Theorem 16 of the introduction.
Let ρ : π1(Σ) → Sp(2n,R) be a maximal representation. As already noted in
Corollary 2.15 for any nontrivial γ the element ρ(γ) is (conjugate to) an element of
GL(n,R) whose eigenvalues are in absolute value bigger than 1. For representations
in the Hitchin components, Corollary 2.15 implies moreover that ρ(γ) is semi-simple.
The following statement shows that we cannot expect anything similar for maximal
representations in general.
Theorem 7.1. Let H be a connected component of
Repmax(π1(Σ), Sp(2n,R))r RepHitchin(π1(Σ), Sp(2n,R)),
and let γ be an element in π1(Σ)r {1} corresponding to a simple curve.
If n = 2, the genus of Σ is 2 and γ is separating, we require that H is not the
connected component determined by sw1 = 0 and eγ = 0.
Then there exist
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(i) a representation ρ ∈ H such that the Jordan decomposition of ρ(γ) in
GL(n,R) has a nontrivial parabolic component.
(ii) a representation ρ′ ∈ H such that the Jordan decomposition of ρ′(γ) in
GL(n,R) has a nontrivial elliptic component.
We first establish some preliminary results towards the proof of the theorem.
Lemma 7.2. Let Σ be a surface with one boundary component γ = ∂Σ. Let G be
a semisimple Lie group and ρ0 : π1(Σ) → G a representation whose centralizer in
G is finite.
Then the differential of the map
Hom(π1(Σ), G)
τγ−→ G
ρ 7−→ ρ(γ)
at the point ρ0 is surjective.
Proof. One can always find a set {a1, . . . , ak, b1, . . . , bk} freely generating π1(Σ) and
such that γ = [a1, b1] · · · [ak, bk]. The result is then simply a reformulation of [20,
Proposition 3.7]. 
Lemma 7.3. Let γ be a simple closed separating curve on a closed surface Σ;
denote by Σ1 and Σ2 the components of Σ r γ. Let H be a component of
Hommax(π1(Σ), Sp(2n,R)) such that the conditions of Theorem 7.1 are satisfied.
Then there exists ρ in H such that
– ρ(γ) (considered as an element of GL(n,R) < Sp(2n,R)) is a multiple of
the identity,
– the restriction of ρ to π1(Σ1) (resp. π1(Σ2)) has finite centralizer.
Proof. By Theorem 11 and Theorem 14 we only need to prove that there are rep-
resentations satisfying the conclusions of the lemma in a neighborhood of a model
representation (i.e. a standard maximal representation or a hybrid representation).
First consider a diagonal Fuchsian representation ρ0 = φ∆ ◦ ι. There exist
deformations ι1,t, . . . , ιn,t (t ∈ [0, 1]) such that ιi,t(γ) = ι(γ) and ιi,0 = ι and, for
all t > 0, the representation ρt = (ι1,t, . . . , ιn,t) sends π1(Σ1) and π1(Σ2) into a
Zariski dense subgroup of SL(2,R)n < Sp(2n,R) (this construction was already
used in [12, Section 9]). As the centralizer of SL(2,R)n inside Sp(2n,R) is finite,
the statement of the lemma follows.
Now consider a twisted diagonal representation ρ0 = ι ⊗ Θ which cannot be
deformed to a diagonal Fuchsian representation. By Lemma 5.5 it is sufficient to
consider the case when Θ has finite image in O(2) < O(n) or in SO(3) < SO(n).
In the first case, the representation ρ0 takes values in Sp(4,R) × SL(2,R)n−2 <
Sp(2n,R); we write ρ0 = (ι ⊗ Θ, ι, . . . , ι). As above, we can find a deformation
ρt = (ι1,t ⊗ Θ, ι2,t, . . . , ιn−1,t) of ρ0 such that, for all t, ρt(γ) = ρ(γ) and, for
all t > 0, the Zariski closure of ρt(π1(Σ1)) contains φ∆(SL(2,R))× SL(2,R)n−2 <
Sp(4,R)×SL(2,R)n−2 < Sp(2n,R). The same is true for ρt(π1(Σ2)). This already
means that the centralizer of ρt(π1(Σ1)) is contained in O(2) < O(n) < Sp(2n,R);
it also implies that the image Θ(π1(Σ1)) is contained in the Zariski closure of
ρt(π1(Σ1)).
Suppose now that the image of π1(Σ1) by Θ is not contained in SO(2). Then
there exists a reflection R ∈ O(2) r SO(2) that belongs to the Zariski closure
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ρt(π1(Σ1))
Z
. Therefore the centralizer of ρt(π1(Σ1))
Z
(which equals the centralizer
of ρt(π1(Σ1))) will be contained in the centralizer of R in O(2) which is finite.
If the restriction of Θ to π1(Σ1) is contained in SO(2), we can suppose that this
restriction is the trivial representation. In this situation we write ρ0 as amalgamated
representation ρ0 = ρ1∗ρ2, where ρi = ρ0|π1(Σi). Then the restriction ofΘ to π1(Σ2)
is not contained in SO(2) (otherwise ρ0 would be in the same connected component
as a diagonal Fuchsian representation). We then deform ρ0 as an amalgamated
representation: ρ(1)t ∗ρ(2)t , where ρ(1)t is a deformation of ρ1 considered as a diagonal
Fuchsian representation (the first case we investigated) and ρ(2)t is a deformation
of the twisted diagonal representation ρ2. The centralizer of π1(Σ2) is finite by the
same argument as above.
The case when Θ is in SO(3) with finite image can be treated in a similar way and
is left to the reader (observe that, when Θ does not lift to Spin(3), the centralizer
of Θ is {±Id3}).
Let us now assume that n = 2 and and ρ0 is a hybrid representation in
Hommax,sw1=0(π1(Σ), Sp(4,R)) r HomHitchin(π1(Σ), Sp(4,R)). The definition of
a hybrid representation ρ involves the choice of a subsurface Σ′ in Σ, for whose fun-
damental group we choose an irreducible Fuchsian representation. Since we want
the holonomy around γ to be a multiple of the identity in GL(2,R) the curve γ
has to be contained in Σr Σ′ and not homotopic to a boundary component of Σ′.
This requires the Euler characteristic χ(Σ′) to be different from 3− 2g.
The way hybrid representations are constructed in Section 3.3, and with the
hypothesis on γ and Σ′, one can ensure that ρ(γ) is a multiple of the identity in
GL(2,R) < Sp(4,R) and that the Zariski closure ρ(π1(Σ1))
Z
(resp. ρ(π1(Σ2))
Z
)
contains SL(2,R)×SL(2,R) or an irreducible SL(2,R) in Sp(4,R). Therefore, the
hybrid representation ρ satisfies all the desired conclusions. Considering not only
hybrid representations constructed from positively adjusted pairs as in Section 3.3.1,
but also such constructed from negatively adjusted pairs (Definition 3.10) we get
representations with Euler class g − 1± χ(Σ′) ∈ Z/(2g − 2)Z (see Proposition 5.10
and Remark 5.12). Varying the subsurface Σ′, every Euler characteristic χ(Σ′)
different form 3− 2g can be attained, hence, when g > 2, by Theorem 7 we obtain
representations in any connected component of
Hommax,sw1=0(π1(Σ), Sp(4,R))rHomHitchin(π1(Σ), Sp(4,R)).
Only in the case when g = 2 the above construction does not give representations
with Euler class eγ = 0. 
Proof of Theorem 7.1. Suppose that γ is a separating curve and let ρ0 in H be a
representation satisfying the conclusions of Lemma 7.3. Let us denote by Σ1 and
Σ2 the components of Σr γ. We call σ1 and σ2 the two evaluation maps:
σi : Hom(π1(Σi), Sp(2n,R)) −→ Sp(2n,R)
ρ 7−→ ρ(γ).
The representation space for π1(Σ) is the fiber product of the representation space
for π1(Σ1) and π1(Σ2) over Sp(2n,R):
Hom(π1(Σ), Sp(2n,R)) ={
(ρ1, ρ2) ∈ Hom(π1(Σ2), Sp(2n,R))×Hom(π1(Σ2), Sp(2n,R)) | σ1(ρ1) = σ2(ρ2)
}
.
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By Lemma 7.2 the map σ1 (resp. σ2) is locally surjective in a neighborhood of
ρ0|π1(Σ1) (resp. ρ0|π1(Σ2)). This implies that the map
σ : Hom(π1(Σ), Sp(2n,R)) −→ Sp(2n,R)
ρ 7−→ ρ(γ)
is locally surjective in a neighborhood of ρ0. As σ(ρ0) = ρ0(γ) is a multiple of the
identity in GL(n,R) we obtain representations ρ and ρ′ in a neighborhood of ρ0
having the desired properties.
When γ is not separating, the proof follows a similar strategy. Let η a simple
closed curve separating on Σ such that Σr η = Σ1 ∪Σ2 with Σ1 a once punctured
torus containing γ. In H one finds easily a representation ρ0 such that ρ0(γ) is
a multiple of Idn in GL(n,R) and such that ρ0|π1(Σ2) satisfies the hypothesis of
Lemma 7.2. Therefore any small enough deformation of ρ0|π1(Σ1) can be extended
to a deformation of ρ0. Since γ can be made an element of a subset freely generating
the free group π1(Σ1), the result follows. 
Appendix A. Maximal representations
A.1. The space of positive curves. In this section we establish certain connect-
edness properties of the space of positive curves into the Lagrangian Grassmannian.
We will use the notation from Section 2.2: R2n is a symplectic vector space,
with symplectic basis (ei)i=1,...,2n; X ⊂ L × L is the space of pairwise transverse
Lagrangian subspaces of R2n, Ls0 = Span(ei)1≤i≤n, L
u
0 = Span(ei)n+1≤i≤2n are two
transverse Lagrangian subspaces of R2n, P s, Pu ⊂ Sp(2n,R) are their stabilizers.
The unipotent radical of P s is
Us =
{
us(M) =
(
Idn M
0 Idn
)
|M ∈M(n,R), tM =M
}
.
A Lagrangian L can be written as us(M) · Lu0 for some M if and only if L and
Ls0 are transverse, in which case M is uniquely determined by L. The triple of
Lagrangians (Ls0, L, L
u
0) is positive (Definition 2.23) if and only if the symmetric
matrix M such that L = us(M) · Lu0 is positive definite.
Recall that a curve ξ : S1 → L is said to be positive if it sends every positive
triple of S1 to a positive triple of Lagrangians.
Proposition A.1. The space P of continuous and positive curves from S1 to L
is connected. In fact, fixing two points xs 6= xu in S1, the fibers of the map
P −→ X ⊂ L× L
ξ 7−→ (ξ(xs), ξ(xu))
are contractible.
Proof. Consider the set
P0 = {ξ ∈ P | ξ(xs) = Ls0, ξ(xu) = Lu0}.
Since Sp(2n,R) acts transitively on X , it is enough to show that P0 is contractible.
For every ξ in P0 and every x 6= xs, ξ(x) and ξ(xs) are transverse, therefore we
can regard P0 as a subset of the space of maps from S1 r {xs} to Sym(n,R). It is
precisely the set of maps ξ˜ : S1 r {xs} → Sym(n,R) such that
– limx→xs us(ξ˜(x)) · Lu0 = Ls0
– ξ˜ is continuous
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– for all x > x′ the symmetric matrix ξ˜(x) − ξ˜(x′) is positive definite.
– ξ˜(xu) = 0.
This set of maps is a convex subset of the space of all maps from S1 r {xs} into
Sym(n,R) (this follows from the fact that the set of positive definite matrices is
convex). The contractibility of P0 follows. 
Proposition A.2. Let γ be a nontrivial element of π1(Σ). Then the space of pairs
Pγ = {(ρ, ξ) ∈ Hom(〈γ〉, Sp(2n,R))× P | ξ is ρ-equivariant}
has two connected components. If tsγ and t
u
γ are the fixed points of γ in ∂π1(Σ),
then the connected components are detected by which component of Stab(ξ(tsγ)) ∩
Stab(ξ(tuγ))
∼= GL(n,R) contains ρ(γ).
Proof. There are at least two connected components since the sign of det(ρ(γ)|ξ(tsγ ))
varies continuously.
It is sufficient to understand the connected components of the fibers of the map
φ : Pγ −→ X
(ρ, ξ) 7−→ (ξ(tsγ), ξ(tuγ)).
Again it is enough to calculate the components of Pγ0 := φ−1(Ls0, Lu0 ). The points tsγ
and tuγ divide the circle ∂π1(Σ) in two intervals Isu and Ius: they are chosen so that
x belongs to Isu (respectively Ius) if and only if the triple (tsγ , x, t
u
γ) (respectively
(tuγ , x, t
s
γ)) is positively oriented. These two intervals are homeomorphic to R and
isomorphisms are chosen so that the action of γ is conjugate to t 7→ t+ 1 on R.
It is not difficult to show that a curve ξ : ∂π1(Σ)→ L, such that ξ(tsγ) = Ls0 and
ξ(tuγ) = L
u
0 , is positive if and only if the following conditions are satisfied:
– for all x in Isu the triple (Ls0, ξ(x), L
u
0 ) is positive.
– for all x in Ius the triple (Lu0 , ξ(x), L
s
0) is positive.
– the restriction of ξ to Isu is positive (i.e. it sends positive triples to positive
triples).
– the restriction of ξ to Ius is positive.
Therefore we can consider the two intervals Isu and Ius separately. Using the
parametrization by symmetric matrices, it is sufficient to show that the set
S = {(A, ξ˜) ∈ GL(n,R)× C0(R, Sym>0(n,R)) |
ξ˜(t+ 1) = Aξ˜(t) tA, and ∀s < t, ξ˜(t)− ξ˜(s) > 0}
has two connected components that are distinguished by the sign of detA. (Note
that the ρ-equivariance of ξ guarantees that limt→∞ us(ξ˜(t)) · Lu0 = Ls0 and
limt→−∞ us(ξ˜(t)) · Lu0 = Ls0). Taking into account the natural action of GL(n,R)
on S reduces the question to determining the connected components of the subset
S0 := {(A, ξ˜) ∈ S | ξ˜(0) = Idn}. The map
S0 −→ GL(n,R)
(A, ξ˜) 7−→ A.
has convex, hence contractible fibers. Its image is{
A ∈ GL(n,R) | A tA− Idn ∈ Sym>0(n,R)
}
.
Using the Cartan decomposition of GL(n,R), it is easy to show that this set has
precisely two connected components given by the sign of detA. 
56 OLIVIER GUICHARD AND ANNA WIENHARD
Note that the proof gives the following
Proposition A.3. Let γ be a nontrivial element of π1(Σ) and ρ a representation
〈γ〉 → Sp(2n,R)). Then the space
Pρ = {ξ ∈ P | ξ is ρ-equivariant}
is connected.
A.2. Deforming maximal representations in SL(2,R). The following fact fol-
lows from classical Fricke-Klein theory using Fenchel-Nielsen coordinates.
Lemma A.4. Let (γi)i=1,...,k be a family of pairwise nonhomotopic simple closed
curves on Σ and denote by γi ∈ π1(Σ) the corresponding elements of the fun-
damental group. Let ι0 : π1(Σ) → SL(2,R) a discrete embedding with ι0(γi) =
εigi,0
(
eλi,0 0
0 e−λi,0
)
g−1i,0 , εi ∈ {±1}, λi,0 ∈ R r {0}, gi,0 ∈ SL(2,R). Let
(λi,t)t∈[0,1] be continuous paths in Rr {0}.
Then there exists a continuous path of discrete embeddings (ιt)t∈[0,1], and con-
tinuous paths gi,t such that for any t ∈ [0, 1], ιt(γi) = εigi,t
(
eλi,t 0
0 e−λi,t
)
g−1i,t .
A.3. Twisting representations. In this section we explain the strategy which we
used to calculate the topological invariants for maximal representations.
A.3.1. The group π̂1(Σ). We fix a discrete embedding of π1(Σ) into PSL(2,R):
π1(Σ) < PSL(2,R). Let π : SL(2,R)→ PSL(2,R) be the projection.
We set π̂1(Σ) = π−1(π1(Σ)) ⊂ SL(2,R). The group π̂1(Σ) is a two-to-one cover
of π1(Σ), which is isomorphic to {±1} × π1(Σ). The isomorphism can be chosen
so that it intertwines π with the second projection {±1} × π1(Σ) → π1(Σ). Any
choice of such an isomorphism amounts to choosing a lift of π1(Σ) < PSL(2,R) to
SL(2,R); such lifts are in one-to-one correspondence with spin-structures on Σ.
For the rest of this section we fix such an isomorphism π̂1(Σ) = {±1} × π1(Σ).
A.3.2. Maximal representation of π̂1(Σ).
Definition A.5. A representation ρ̂ : π̂1(Σ) = {±1}×π1(Σ)→ Sp(4,R) is said to
be maximal if the restriction ρ̂|π1(Σ) is maximal (see Definition 2.17).
The set of maximal representation is denoted by Hommax(π̂1(Σ), Sp(4,R)).
Let ρ̂ : π̂1(Σ)→ Sp(4,R) be a maximal representation and ε : π̂1(Σ)→ {±1} be
any representation, then the representation ε · ρ̂, defined by γ 7→ ε(γ)ρ̂(γ), is also
maximal.
If ρ : π1(Σ)→ Sp(4,R) is a maximal representation, then ρ̂ = ρ ◦ pr2 : π̂1(Σ)→
Sp(4,R) is a maximal representation, where pr2 : π̂1(Σ) = {±1} × π1(Σ)→ π1(Σ)
denotes the projection onto the second factor.
Since T 1Σ ∼= π̂1(Σ)\SL(2,R) the notion of Anosov representations and Anosov
reductions (see Section 2.1) can be easily extended to representation of π̂1(Σ). The
following lemma is an immediate consequence of Theorem 2.19.
Lemma A.6. Every maximal representation ρ̂ : π̂1(Σ)→ Sp(4,R) is Anosov.
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Similarly to the discussion in Section 4, the Anosov reduction leads to a map
Hommax(π̂1(Σ), Sp(4,R))
sw1−−→ H1(T 1Σ;F2)
Fixing a nontorsion element γ̂ of π̂1(Σ), we introduce the space
Hom
L+,γˆ
max,sw1=0
(π̂1(Σ), Sp(4,R))
of pairs (ρ, L+) consisting of a maximal representation ρ of π̂1(Σ) whose first Stiefel-
Whitney class is zero and an attracting oriented Lagrangian L+ for ρ(γ̂). For those
pairs, following the discussion in Section 4.4.2, we define an Euler class
Hom
L+,γˆ
max,sw1=0
(π̂1(Σ), Sp(4,R))
eγ̂−→ H1(T 1Σ;Z).
A.3.3. Relations between the invariants. In this section we describe the relations be-
tween topological invariants of maximal representations of π1(Σ) and π̂1(Σ). More
precisely:
– If ρ : π1(Σ) → Sp(4,R) is a maximal representation, we compare the
invariants of ρ and ρ̂ = ρ ◦ pr2.
– If ρ̂ : π̂1(Σ)→ Sp(4,R) is a maximal representation and ε : π̂1(Σ)→ {±1}
a homomorphism, we compare the invariants of ρ̂ and ε · ρ̂.
Lemma A.7. Let ρ be a maximal representation of π1(Σ) and let ρ̂ = ρ◦pr2. Then
sw1(ρ) = sw1(ρ̂).
When sw1(ρ) = 0, let γ be a nontrivial element of π1(Σ), γ̂ one of the two
elements of π̂1(Σ) projecting to γ and let L+ be an attracting oriented Lagrangian
for ρ(γ) = ρ̂(γ̂). Then
eγ(ρ, L+) = eγ̂(ρ̂, L+).
Proof. The (oriented) Lagrangian reductions associated with ρ and for ρ̂ are exactly
the same, hence their characteristic classes coincide. 
Lemma A.8. Let ρ̂ be a maximal representation of π̂1(Σ) and ε : π̂1(Σ) → {±1}
a representation. Then the first Stiefel-Whitney class of ρ̂ and ε · ρ̂ coincide:
sw1(ρ̂) = sw1(ε · ρ̂).
Proof. This lemma follows immediately from Proposition 4.7 since, in this case, the
map from Z = {±Id} to the group π0(GL(2,R)) is zero (−Id is in GL+(2,R)). 
Proposition A.9. Let ρ̂ : π̂1(Σ) → Sp(4,R) be a maximal representation with
sw1(ρ̂) = 0. Let γ̂ ∈ π̂1(Σ) be a nontorsion element and L+ an attracting oriented
Lagrangian for ρ̂(γ̂). Let ε : π̂1(Σ) → {±1} be a homomorphism. Then L+ is an
attracting oriented Lagrangian for (ε · ρ̂)(γ̂) and the Euler class (relative to γ̂) for
the pairs (ε · ρ̂, L+) and (ρ̂, L+) are
eγ̂(ε · ρ̂, L+) = eγ̂(ρ̂, L+) ∈ H2(T 1Σ;Z) if ε(−1) = 1,
and
eγ̂(ε · ρ̂, L+) = eγ̂(ρ̂, L+) + (g − 1)[Σ] ∈ H2(T 1Σ;Z) if ε(−1) = −1.
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Proof. Let L1 and L2 be the Lagrangian reductions associated with ρ̂ and ε · ρ̂.
Denote by L1+ and L2+ the corresponding oriented Lagrangian bundles determined
by the choice of γ̂ and L+. If Dε is the flat real line bundle over T 1Σ associated
with the representation ε, we have
L2+ = Dε ⊗ L1+.
(Because L1 has even dimension there is a canonical orientation on Dε⊗L1+, even
if Dε is neither oriented nor necessarily orientable)
Let S1 and S2 be the associated S1-bundles corresponding to L1+ and L2+ and let
Sε be the flat S1-bundle associated with the representation ε : π̂1(Σ)→ {±1} ⊂ S1,
then the above equality can be restated as
S2 = Sε ×S1 S1.
This implies for the Euler classes:
e(S2) = e(Sε) + e(S1).
Since e(S2) = eγ̂(ε · ρ̂) and e(S1) = eγ̂(ρ̂), the proposition will follow from the
following lemma. 
Lemma A.10. Let ε : π̂1(Σ)→ S1 be a representation and let Sε be the associated
flat S1-bundle. Then
e(Sε) = 0 if ε(−1) = 1,
and
e(Sε) = (g − 1)[Σ] if ε(−1) = −1.
Proof. First we note that e(Sε) varies continuously with ε. Hence e only depends on
the connected component of Hom(π̂1(Σ), S1) containing ε. Since Hom(π̂1(Σ), S1) =
Hom({±1} × π1(Σ), S1) = Hom({±1} × Z2g , S1) ∼= {±1} × (S1)2g, this space has
two connected components distinguished precisely by the value of ε(−1).
We only need to calculate the Euler class for two specific representations. The
first is the trivial representation for which the result is obvious. The second one is
the projection pr1 : π̂1(Σ) ∼= {±1} × π1(Σ)→ {±1} onto the first factor. Consider
the (non-flat) S1-bundle over the surface: π1(Σ)\SL(2,R) → π1(Σ)\H, its Euler
class is given by the Toledo number of the injection π1(Σ) → SL(2,R), which is
(g − 1). One checks that the S1-bundle Sε is the pullback of this S1-bundle by
the natural projection π̂1(Σ)\SL(2,R) ∼= T 1Σ → π1(Σ)\H ∼= Σ. This implies the
claim. 
Appendix B. Cohomology
B.1. The cohomology of T 1Σ. In this section we compute the cohomology of
the unit tangent bundle T 1Σ with Z and F2 coefficients and study the connecting
homomorphism in the Mayer-Vietoris sequence. The results are used in Section 4.5
and Section 5.5.
Proposition B.1. Let Σ be a closed, connected, oriented surface of genus g > 1.
The cohomology groups of T 1Σ with Z coefficients are:
– H0(T 1Σ;Z) = Z,
– H1(T 1Σ;Z) = Z2g,
– H2(T 1Σ;Z) = Z2g × Z/(2g − 2)Z,
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– H3(T 1Σ;Z) = Z.
The cohomology groups of T 1Σ with F2 coefficients are:
– H0(T 1Σ;F2) = F2,
– H1(T 1Σ;F2) = F
2g+1
2 ,
– H2(T 1Σ;F2) = F
2g+1
2 ,
– H3(T 1Σ;F2) = F2.
Proof. Let A be the ring Z or F2.
The unit tangent bundle T 1Σ→ Σ is a principal S1-bundle whose Euler class e
is (2− 2g) in Z ∼= H2(Σ;Z). The Gysin exact sequence with A-coefficients for this
bundle is
(B.2) 0 −→ H0(Σ;A) −→ H0(T 1Σ;A) −→ 0 −→ H1(Σ;A)
−→ H1(T 1Σ;A) −→ H0(Σ;A) `eA−−−→ H2(Σ;A) −→ H2(T 1Σ;A)
−→ H1(Σ;A) −→ 0 −→ H3(T 1Σ;A) −→ H2(Σ;A) −→ 0,
where eA is the image of e under the natural map H2(Σ;Z) → H2(Σ;A). The
conclusion for H0 and H3 follows immediately from this. When A is Z, H0(Σ;Z)
`e−−→
H2(Σ;Z) is injective and we get the exact sequences:
0 −→ Z2g −→ H1(T 1Σ;Z) −→ 0,
and
0 −→ Z/(2g − 2)Z −→ H2(T 1Σ;Z) −→ Z2g −→ 0.
From this the result for H1 and H2 follows easily. When A is F2, the connecting
map H0(Σ;A)
`eA−−−→ H2(Σ;A) is zero. 
The above proof gives a canonical isomorphism
H2(T 1Σ;Z)tor ∼= Z/(2g − 2)Z
between the torsion of H2(T 1Σ;Z) and Z/(2g − 2)Z. In particular, [Σ] is the
canonical generator of H2(T 1Σ;Z)tor.
Let γ be a simple closed oriented separating curve on the surface Σ, i.e. Σ r γ
has two connected components, Σl denotes the component on the left of γ and Σr
the component on the right (this uses the orientations of γ and Σ). This induces a
decomposition of the unit tangent bundle: T 1Σ is the union of T 1Σ|Σl and T 1Σ|Σr
identified along T 1Σ|γ . The Mayer-Vietoris sequence for this decomposition reads
as
0 −→ H0(T 1Σ;Z) −→ H0(T 1Σ|Σl ;Z)⊕H0(T 1Σ|Σr ;Z)
−→ H0(T 1Σ|γ ;Z) −→ H1(T 1Σ;Z) −→ H1(T 1Σ|Σl ;Z)⊕H1(T 1Σ|Σr ;Z)
−→ H1(T 1Σ|γ ;Z) −→ H2(T 1Σ;Z) −→ H2(T 1Σ|Σl ;Z)⊕H2(T 1Σ|Σr ;Z)
−→ H2(T 1Σ|γ ;Z) −→ H3(T 1Σ;Z) −→ 0.
This sequence can also be used to compute the cohomology of the unit tangent
bundle. We concentrate on the connecting morphism
δ : H1(T 1Σ|γ ;Z) −→ H2(T 1Σ;Z)
and its kernel.
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We realize γ as a C1 loop on Σ, it then has a natural lift to the unit tangent
bundle T 1Σ which we denote again by γ. This lift induces a trivialization T 1Σ|γ ∼=
S1 × γ and hence isomorphisms
H1(T 1Σ|γ ;Z) ∼= H1(S1;Z)⊕H1(γ;Z) ∼= Z⊕ Z.
The first identification is the map in cohomology corresponding to the projections
T 1Σ|γ → S1 and T 1Σ|γ → γ whereas the second identification involves the orien-
tations on S1 and γ (the orientation on S1 ∼= T 1xΣ is induced by the orientation on
Σ).
Proposition B.3. Let γ be an oriented closed simple separating geodesic on the
surface Σ.
Then the orientation class oγ ∈ H1(γ;Z) ∼= Z is sent to [Σ] by the connecting
homomorphism of the Mayer-Vietoris sequence:
H1(γ;Z) ⊂ H1(T 1Σ|γ ;Z) δ−→ H2(T 1Σ;Z).
The kernel of δ is generated by the elements:
(1, 1− 2g(Σl)) and (−1, 1− 2g(Σr)) ∈ Z× Z ∼= H1(T 1Σ|γ ;Z).
Proof. The connecting homomorphisms for the decompositions of the surface and
the unit tangent bundle fit in a commutative diagram:
H1(γ;Z)
δ
//

H2(Σ;Z)

H1(T 1Σ|γ ;Z) δ // H2(T 1Σ;Z).
So the first result follows from the equality δ(oγ) = oΣ, where oΣ is the orientation
class in H2(Σ;Z). This equality is easy to establish. In fact the Mayer-Vietoris
sequence for the surface:
H1(γ;Z) −→ H2(Σ;Z) −→ H2(Σl;Z)⊕H2(Σr;Z)
already shows that δ : H1(γ;Z)→ H2(Σ;Z) is surjective so that δ(oγ) = ±oΣ. The
sign conventions are precisely arranged so that δ(oγ) = oΣ.
Due to the exactness of the Mayer-Vietoris sequence the kernel of δ is the image
of
H1(T 1Σ|Σl ;Z)⊕H1(T 1Σ|Σr ;Z) −→ H1(T 1Σ|γ ;Z).
It is therefore enough to show that the image of
(B.4) H1(T 1Σ|Σl ;Z) −→ H1(T 1Σ|γ ;Z) ∼= Z⊕ Z
is generated by (1, 1−2g(Σl)). (The calculation for Σr is similar). The commutative
square
H1(Σl;Z)

// H1(γ;Z)

H1(T 1Σ|Σl ;Z) // H1(T 1Σ|γ ;Z)
implies that the composition H1(Σl;Z) ⊂ H1(T 1Σ|Σl ;Z) → H1(T 1Σ|γ ;Z) is zero,
because the map H1(Σl;Z) → H1(γ;Z) is zero as γ is a boundary in Σl. The
restriction T 1Σ|Σl is the trivial bundle S1 × Σl so that
H1(T 1Σ|Σl ;Z) ∼= H1(S1;Z)×H1(Σl;Z).
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This means that the image of the above map (B.4) has rank 1 and is the image of
Z ∼= H1(S1;Z) −→ H1(T 1Σ|γ ;Z) ∼= Z× Z.
The first component of this last map is the identity Z ∼= H1(S1;Z)→ H1(S1;Z) ∼= Z
so that the image of (B.4) is generated by (1, n) for some integer n. To calculate
this integer n let us consider the closed surface Σ1 = Σl ∪γD2 obtained by gluing a
disk along γ. The genus of Σ1 is g(Σ1) = g(Σl) and the two S1-bundles T 1Σ|Σl and
T 1Σ1|Σl are isomorphic. From the Mayer-Vietoris sequence for the decomposition
of T 1Σ1 we get
H1(T 1Σ|Σl ;Z)⊕H1(T 1Σ1|D2 ;Z) −→ H1(T 1Σ|γ ;Z) −→ H2(T 1Σ1;Z)
−→ H2(T 1Σ|Σl ;Z)⊕H2(T 1Σ1|D2 ;Z) −→ H2(T 1Σ|γ ;Z).
A small calculation shows that
Z ∼= H1(T 1Σ1|D2 ;Z)→ H1(T 1Σ|γ ;Z) ∼= Z× Z
sends 1 to (−1, 1). The exact sequence reduces to
0 −→ Z2/〈(1, n), (−1, 1)〉 −→ H2(T 1Σ1;Z) −→ Z2g(Σl) −→ 0.
This exact sequence implies that the torsion of H2(T 1Σ1;Z) is isomorphic to Z/(n+
1)Z. This torsion being isomorphic to Z/(2g(Σl)−2)Z by Proposition B.1 the value
of n is 1− 2g(Σl) or 2g(Σl)− 3.
Doubling Σl along γ to obtain a closed surface, a similar argument shows that
the torsion of the double of Σl is isomorphic to Z/(2n)Z. Thus the only possible
value for n is 1− 2g(Σl) because the genus of the double of Σl is 2g(Σl). 
Lemma B.5. Let {ηi} be curves in Σ whose images generate the homology group
H1(Σ;Z); we denote by fi : ηi → Σ the inclusion. With a slight abuse of notation
we write T 1Σ|ηi for the pulled back circle bundle f∗i T 1Σ and denote again by fi :
T 1Σ|ηi → T 1Σ the corresponding map.
Let c be a class in H2(T 1Σ;A) such that, for all i,
c|T 1Σ|ηi := f∗i (c) = 0.
Then c belongs to Im(H2(Σ;A)→ H2(T 1Σ;A)).
Proof. Using the Gysin exact sequence with A coefficients we only need to show
that the image a of c in H1(Σ;A) is zero. As {ηi} generate the homology it will be
the case if f∗i (a) = 0 for all i. Observe that the Gysin sequences for T
1Σ and for
T 1Σ|ηi fit in a commutative diagram
H2(T 1Σ;A) //

H1(Σ;A)

H2(T 1Σ|ηi ;A) // H1(ηi;A).
So the property follows from the hypothesis f∗i (c) = 0. 
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B.2. Stiefel-Whitney classes for tensor products.
Proposition B.6. Let L a line bundle and W a n-plane bundle over a (para-
compact) base B. Then the first and second Stiefel-Whitney classes of the tensor
product L⊗W are:
sw1(L⊗W ) = nsw1(L) + sw1(W )
sw2(L⊗W ) = n(n− 1)
2
sw1(L) ` sw1(L) + (n− 1)sw1(L) ` sw1(W ) + sw2(W ).
Proof. There exists f : B1 → B such that f∗W splits as the sum of n-line bundles
and f∗ : H∗(B)→ H∗(B1) is injective [32, Ch. 16, Prop. 5.2]. Hence, up to pulling
back, one can suppose that W is the sum of n line bundles L1, . . . , Ln. Let η the
first Stiefel-Whitney class of L and ηi the first Stiefel-Whitney class of Li. Then
the first Stiefel-Whitney class of L⊗ Li is η + ηi ([32, Ch. 16, Th. 3.4]).
Since the total Stiefel-Whitney class is multiplicative under sums of bundles
([32, Ch. 16, Sec. 3.1]) one finds the following formulas for the first and second
Stiefel-Whitney classes of W and L⊗W :
sw1(W ) =
∑
i=1,...,n
ηi, sw1(L⊗W ) =
∑
i=1,...,n
(η + ηi)
sw2(W ) =
∑
1≤i<j≤n
ηi ` ηj , sw2(L⊗W ) =
∑
1≤i<j≤n
(η + ηi) ` (η + ηj).
By expanding the sums, the claim follows. 
B.3. Euler class in Mayer-Vietoris sequence.
Proposition B.7. Let F be an oriented n-plane bundle over a base B. Suppose
that B = B1 ∪C B2 with F |B1 and F |B2 being trivial and that Mayer-Vietoris
sequences hold for this decomposition of B. Let h : C → GL+(n,R) be the change
of trivializations, k : C → Rn r {0} an orbital map associated with h and t in
Hn−1(Rn r {0};Z) the generator.
Then the Euler class of F is δ(k∗(t)) where δ : Hn−1(C;Z) → Hn(B,Z) is the
connecting morphism in the Mayer-Vietoris sequence and k∗ : Hn−1(Rnr{0};Z)→
Hn−1(C;Z) the map induced by k.
In particular the image of k∗(t) under the natural map from Hn−1(C;Z) to
Hom(Hn−1(C;Z),Z) is k∗ : Hn−1(C;Z)→ Hn−1(Rn r {0};Z) ∼= Z.
Proof. Below every cohomology group is understood with Z-coefficients.
Let F 0 the complement of the zero section in F . The Thom class u of F is the
unique class of Hn(F, F 0) such that u is sent to the generator in Hn(Fb, Fb r {0})
(Fb ∼= Rn is one fiber of F ) and the Euler class e is the image of u under the natural
map Hn(F, F 0) → Hn(F ) ∼= Hn(B) [32, Ch. 16, Sec. 7]. We should first construct
a class x in Hn−1(F |C) such that δ(x) = e in Hn(E) ∼= Hn(B) and then identify x
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with k∗(t). Consider the commutative diagram:
Hn−1(F |C)

Hn−1(F 0|B1)⊕Hn−1(F 0|B2)

// Hn−1(F 0|C)

Hn(F, F 0)

// Hn(F |B1 , F 0|B1)⊕Hn(F |B2 , F 0|B2)

// Hn(F |C , F 0|C)
Hn(F ) // Hn(F |B1)⊕Hn(F |B2).
The horizontal lines are Mayer-Vietoris exact sequences whereas the vertical lines
are exact sequences of pairs. Each of those sequences arises from a short ex-
act sequences of differential complexes7: 0 → (C∗(F ), d) → (C∗(F |B1), d) ⊕
(C∗(F |B2), d)→ (C∗(F |C), d)→ 0, etc. In the above diagram, consider the follow-
ing classes:
x
_

v1 ⊕ v2
_


// w
_

u
_


// u1 ⊕ u2
_


// 0
e  // 0⊕ 0.
The diagram is self-explanatory: u1 ⊕ u2 is the image of u and u1 and u2 are the
Thom classes of F |B1 and F |B2 . Since these bundles are trivial, the corresponding
Euler classes are zero and u1 and u2 lift to v1 ∈ Hn−1(F 0|B1) and v2 ∈ Hn−1(F 0|B2)
respectively. The class w in Hn−1(F 0|C) is the image of v1⊕ v2. It projects to 0 in
Hn(F |C , F 0|C). Hence it comes from a class x in Hn−1(F |C).
We claim that δ(x) ∈ Hn(F ) is the Euler class of F . Let V1 ∈ Cn−1(F 0|B1)
and V2 ∈ Cn−1(F 0|B2) represent v1 and v2. Let also V˜1 ∈ Cn−1(F |B1) and V˜2 ∈
Cn−1(F |B2) be cochains extending V1 and V2, i.e. V1 is the image of V˜1 under the
surjective map Cn−1(F |B1) → Cn−1(F 0|B1). Then U1 = dV˜1 and U2 = dV˜2 are
representatives of u1 and u2 and a representative of u is U = U1 ⊕ U2 where we
identify Cn(F, F 0) with its image in Cn(F |B1 , F 0|B1) ⊕ Cn(F |B2 , F 0|B2). Under
the injection Cn(F, F 0)→ Cn(F ) U represents the Euler class e.
A cochain representing w in Cn−1(F 0|C) is W = V2|C − V1|C (the map from
the complexes associated with B1, or B2, to the complexes associated with C are
simply denoted by A 7→ A|C). A cochain representing x in Cn−1(F |C) is then
X = V˜2|C − V˜1|C . Hence X is the image of V˜1 ⊕ V˜2 by the map Cn−1(F |B1) ⊕
Cn−1(F |B2)→ Cn−1(F |C). Thus the element dV˜1⊕dV˜2 in Cn(F |B1)⊕Cn(F |B2) lies
in the image of the injective map Cn(F )→ Cn(F |B1)⊕Cn(F |B2). By construction
of the connecting morphism, δ(x) is represented by dV˜1 ⊕ dV˜2 = U1 ⊕ U2 = U .
Therefore e and δ(x) are represented by the same cocycle, so they are equal. Note
that an obvious diagram chasing shows that δ(x) does not depend on the choice of
the lifts v1 and v2.
7In this proof, we should not use any particular realization of the complexes calculating the
cohomology. Rather we will only use the existence of such complexes.
64 OLIVIER GUICHARD AND ANNA WIENHARD
The trivializations can now be used to get an explicit cycle x. For this we note
that the trivialization φi : F |Bi → Bi ×Rn gives an isomorphism
φ∗i : H
∗(Bi ×Rn, Bi × (Rn r {0})) −→ H∗(F |Bi).
Note that
H∗+n(Bi ×Rn, Bi × (Rn r {0})) ∼= H∗(Bi)⊗Hn(Rn,Rn r {0}).
Under the isomorphism φ∗i , the class ui is the image of 1⊗ z, z being the generator
in Hn(Rn,Rn r {0}). The connecting homomorphism δ : Hn−1(Rn r {0}) →
Hn(Rn,Rnr{0}) is an isomorphism that sends t to z. The class vi lifting ui can be
chosen to be the image of 1⊗t by φ∗i . Hence vi is the image of t by φ∗i ◦p∗ = (p◦φi)∗
where p : Bi × (Rn r {0})→ (Rn r {0}) is the second projection. By definition of
h, for any f in F 0|C , one has the following equality p◦φ2(f) = (h◦π(f)) ·(p◦φ1(f))
where π : F 0 → B is the projection. The next lemma implies that w = v2|C − v1|C
is equal to (k ◦ π)∗(t). Since the map Hn−1(F |C) ∼= Hn−1(C) → Hn−1(F 0|C) is
precisely π∗, one can set x = k∗(t) for the lift of w. 
Lemma B.8. Let h : D → GL+(n,R) and φ : D → Rn r {0} be two continuous
maps. Denote by k : D → Rn r {0}, d 7→ h(d) · v0 an orbital application and by
h · φ the map d 7→ h(d) · φ(d).
Then the following equality holds:
(h · φ)∗ = k∗ + φ∗ : Hn−1(Rn r {0};Z) −→ Hn−1(D;Z).
Proof. Denote by o the map GL+(n,R) → Rn r {0}, g 7→ g · v0 and by ev the
map GL+(n,R) × (Rn r {0}) → Rn r {0}, (g, v) 7→ g · v. Hence k = o ◦ h and
h · φ = ev ◦ (h, φ). By the Künneth formula, the (n − 1)-cohomology group of
GL+(n,R)× (Rn r {0}) decomposes as
Hn−1(GL+(n,R)× (Rn r {0});Z) ∼= Hn−1(GL+(n,R);Z)⊕Hn−1(Rn r {0};Z).
and the map Hn−1(GL+(n,R);Z) ⊕ Hn−1((Rn r {0});Z) → Hn−1(GL+(n,R) ×
(Rnr {0});Z) is given by the two projections; its inverse is given by the inclusions
of GL+(n,R)× {v0} and {g0}× (Rn r {0}). In this decomposition ev∗ is the map
(o∗, Id) and (h, φ)∗ is h∗ + φ∗. Hence (h · φ)∗ = (h, φ)∗ ◦ ev∗ = h∗ ◦ o∗ + φ∗ =
k∗ + φ∗. 
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