In the multiple choice balls into bins problem, each ball is placed into the least loaded one out of d bins chosen independently and uniformly at random (i.u.r.). It is known that the maximum load after n balls are placed into n bins is ln ln n/ ln d + O(1).
INTRODUCTION
In the classic single choice balls-into-bins problem, n balls are sequentially placed into n bins by putting each ball into a bin chosen independently and uniformly at random (i.u.r.). It is well known that the maximum load is (1 + o(1)) ln n/ ln ln n with high probability. Azar et al. [1] showed that the maximum load is reduced to ln ln n/ ln d + O(1) in the d-choice process where each ball is placed into the least loaded among d bins chosen i.u.r. Since the multiple choice paradigm was introduced in 1990's, a number of variants of the load balancing process have been studied [8, 5, 7, 2, 4] .
In this paper, we consider the following questions. If we place 2 balls at a time into 2 least loaded out of 3 destina-Copyright is held by the author/owner(s). PODC'11, June 6-8, 2011, San Jose, California, USA. ACM 978-1-4503-0719-2/11/06. tion bins chosen i.u.r., is the system still balanced? More generally, if we place k < d balls into k least loaded bins among d possible destinations at a time, what is the maximum load of any bin? The problem we address here is not only interesting in its own right but also has applications to large scale distributed file systems.
Without loss of generality, we assume that n is a multiple of k and use n k to denote n/k. Our allocation process, denoted by A(k, d, n), consists of n k rounds, in each of which k < d balls are placed into k least loaded bins among d bins chosen i.u.r. and ties are broken randomly.
Main Results
Theorem 1. Let M (k, d, n) be the maximum load after n balls are placed into n bins using A(k, d, n) with 1 ≤ k < d. The following holds with probability
ii) In particular, when d → ∞ as n → ∞ and d − k d then
If k = 1, the maximum load resulting from (1) is ln ln n/ ln d+ O(1) which coincides with the well-known maximum load in the standard d-choice process. If d/(d − k) = O(1), then M(k,d,n) is ln ln / ln(d − k + 1) + O(1), same bound obtained from the standard (d − k + 1)-choice process. Observe that, even when k = Ω(ln n), a constant maximum load is achieved as long as d − k ≥ αd for some constant α > 0. A more interesting result is obtained from (2) with d = (ln n) Θ(1) and k = d − 1, in which the maximum load is still on O(ln ln n). In other words, if we place d − 1 balls into d randomly chosen bins except the fullest one in each round, the maximum load is only O(ln ln n) whp.
Applications
In many distributed file systems, data replication and partition have been widely used to provide reliability, availability, scalability, and load balancing. An important design consideration for such storage systems is to decide how many replicas/blocks of each file should be created and where to place them in the system.
The A(k, d, n) allocation scheme can be naturally applied to storage systems using consistent hashing such as Amazon's Dynamo [3] and Facebook's Cassandra [6] . When a new file is created, k copies (or blocks) of the file are placed into k least loaded among d servers chosen by d hash values. Parameter k can be determined considering the popularity or size of a file, fault tolerance, and file availability.
The A(k, d, n) process achieves load balance in a more effective way than the standard multiple choice allocation in terms of the cost of data insertion and search operations. Assume that d is suitably large (e.g., d = ln n) and k = αd with constant α > 0, the maximum load is ln ln n/ ln(d − k + 1) + O(1) as stated in Theorem 1. In order to achieve the same level of load balance, the standard multiple choice strategy requires d − k + 1 choices. In 
ANALYSIS
We use ν ≥i (r) to denote the number of bins loaded with at least i balls immediately after the r-th round is finished. As in [1] , we use induction to construct values βi such that, with high probability, ν ≥i (n k ) ≤ βi. Due to space limitations, we sketch the proof of Theorem 1 and discuss the main differences from [1] . First, k balls are placed at once in A(k, d, n), we need to deal with the dependencies among random variables that take values in the range {0, 1, ..., k}. Existing Chernoff-Hoeffding type bounds for bounded random variables, however, are no longer be sufficiently useful in our case. The following lemma provides a Chernoff-like bound which allows us to treat bounded random variables as binary (0/1) random variables when a certain condition is met. Lemma 1. Let Yr be independent random variables with pj = Pr(Yr = j) and k j=0 pj = 1. Suppose that there exists η > 1 for which p1 ≥ pjη j−1 holds for each j = 2, . . . , k. Then the following tail probability bounds hold. i) For δ > 0, we have
For a fixed value i and any r ≤ n k , define Xr,i as the number of balls placed into bins with load at least i in the rth round when ν ≥i (r − 1) ≤ βi. Then we can bound the probability distribution for Xr,i as follows.
Pr(Xr,i = j | X1,i, . . . , Xr−1,i) ≤ Another challenge in extending the analysis [1] to our case is that when d is large and k is close d, the sequence of βi decreases very slowly for large range of i values. We determine i * such that, for all i > i * , p1,i ≥ pj,i(2e) j−1 holds for j = 2, ..., k, and a sequence of {βi} i≥i * decreases doubly exponentially. Let Ei be the event that ν ≥i (n k ) ≤ βi. Using Lemma 1, we obtain k) ). Thus we choose i * to be the smallest i such that βi ≤ n 2g k,d in order to guarantee that βi+i * ≤ n 2 (d−k+1) i , for any i > 0. Since A(k, d, n) is majorized by the single choice process, βi is bounded above by Θ(n/i!). Thus we set i * to ln(d/(d−k)) ln ln(d/(d−k)) (1+ o(1)).
