The fixed-target MIPP experiment, Fermilab E907, was designed to measure the production of hadrons from the collisions of hadrons of momenta ranging from 5 to 120 GeV/c on a variety of nuclei. These data will generally improve the simulation of particle detectors and predictions of particle beam fluxes at accelerators. The spectrometer momentum resolution is between 3 and 4%, and particle identification is performed for particles ranging between 0.3 and 80 GeV/c using dE/dx, time-of-flight and Cherenkov radiation measurements. MIPP collected 1.42 × 10 6 events of 120 GeV Main Injector protons striking a target used in the NuMI facility at Fermilab. The data have been analyzed and we present here charged pion yields per proton-on-target determined in bins of longitudinal and transverse momentum between 0.5 and 80 GeV/c, with combined statistical and systematic relative uncertainties between 5 and 10%.
horn-focused beams of pions and kaons which result from proton-nucleus collisions in low-Z materials. At the Neutrinos at the Main Injector (NuMI) facility at Fermilab, hadron production uncertainties in Monte Carlo (MC) simulations generally dominate the uncertainties of the neutrino flux predictions at the level of 15-20%, and are a limiting factor in the neutrino and anti-neutrino crosssection measurements being done by many NuMI-based experiments [1] [2] [3] . One of the goals of the Main Injector Particle Production (MIPP) experiment was to measure the hadron production yield off of an actual NuMI target with 120 GeV/c protons from the Main Injector (MI) to within 5% in order to verify and validate the Monte Carlo calculations of the NuMI flux. Here we report a measurement of charged pion yield per 120 GeV/c proton-
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FIG. 1. Schematic view of the MIPP spectrometer.
on-target in approximately 120 bins of longitudinal and transverse momentum. The statistical and systematic uncertainties in most bins are between 5 and 10%.
II. THE MIPP SPECTROMETER
For the MIPP experiment, an open geometry 25 m long spectrometer was assembled with two dipole magnets for momentum determination, a 1.5 m long time-projection chamber [4] (TPC) located just downstream of the interaction region, and 3 drift chambers (DCs) and 2 multiwire proportional chambers (MWPCs) located further downstream for particle tracking. The TPC sits inside the most upstream dipole magnet, and targets are placed just upstream of the TPC. Three wire chambers [8] (BCs) positioned across 36 meters upstream of the target are used to track incident beam particles. A schematic of the spectrometer is shown in Fig. 1 .
The electric field used to drift ionization electrons produced in the MIPP TPC is aligned the MIPP was designed to provide particle identification (PID) with 2−3σ separation across the momentum range of a few hundred MeV/c to greater than 80 GeV/c using dE/dx information from the TPC (0.2-1.2 GeV/c), a plastic scintillatorbased time-of-flight (ToF) detector (0.5-2.5 GeV/c), a segmented gas Cherenkov detector [5] (2-20 GeV/c) and a gas ring imaging Cherenkov [6] (RICH) detector (4-80 GeV/c). Electromagnetic and hadronic calorimeters are used to measure forward-going neutrons and photons [7] .
The high multiplicities present in this data set complicate the use of the Cherenkov and ToF detectors, and this analysis relies on measurements from the TPC and RICH detectors. Measurements from the ToF detector are used to estimate backgrounds.
III. TARGET AND INCIDENT BEAM
The NuMI target used in this measurement was a spare target that was eventually used by the NuMI complex after the MIPP data run. The target was designed for operation in the low-energy configuration of the NuMI beamline and consists of a 90-cm long, 3-cm diameter aluminum vacuum can encompassing 47 2-cm thick graphite slabs, adding up to two nuclear interaction lengths of material. The downstream end of the tube was positioned 8 cm away from the upstream end of the TPC active volume.
The incident beam was 120 GeV/c protons, slowextracted directly from the MI. A pinhole collimator was used to reduce the incident MI proton beam flux by 8 orders of magnitude, such that the rate of incident beam pileup in the target over the 16 µs required to read out the TPC was reduced to a few percent.
In order to ensure that the incident beam was centered on the face of the target, a NuMI trigger detector consisting of three thin (λ L < 0.5%) overlapping pieces of plastic scintillator was mounted on the upstream face of the NuMI target. The light from each of the scintillator pieces was detected by a photomultiplier tube (PMT). The middle and most downstream pieces of scintillator had circular holes 2 mm and 6 mm in diameter, respectively, drilled in the center. A "2-mm" trigger was formed via a coincidence of a signal from the upstream beam counters with the signal from the upstream scintillator of the NuMI trigger and the absence of signals from the middle and downstream scintillators of the NuMI trigger. In a similar fashion, a second "6-mm" trigger was defined by a signal from the upstream and middle scintillators and the absence of a signal from the downstream scintillator. This second trigger was pre-scaled such that the profile of the beam of protons striking the NuMI target in the MIPP experiment matched the Gaussian profile of the 1 mm beam width observed in the NuMI beam facility. Incident beam pileup was reduced via a veto if two triggers fire within 1 µs of each other. Shown in Fig. 3 is the measured probability that an incoming beam proton interacts with the target material as a function of the position of the proton at the upstream face of the target. The data used to generate Fig. 3 were collected with a minimum bias trigger during the NuMI target commissioning period and are not used in this analysis. During this commissioning period the beam was randomly swept across the upstream face of the target and some regions of the target were exposed to more beam than others. As a result, the outlines of the aluminum vacuum tube, water cooling pipe holes and graphite slabs is non-uniform. The reconstructed positions of the incident beam particles on the upstream face of the target are measured using data from the BCs. The reconstruction of the incident beam trajectory uses the charge and time information recorded in the 4 1-mm pitch wire planes of each BC, resulting in 0.1 mm track position reconstruction resolution at the upstream face of the target. The data recorded during the target scan involved random beam positioning, and some regions of the upstream face of the target received different levels of beam exposure. The color/shade in Fig. 3 is determined from the normalized difference between the number of events with greater than 3 secondary tracks observed in the downstream spectrometer and the number of events with a single beam proton in the downstream spectrometer. Darker regions correspond to higher density materials, lighter regions to less dense materials. The graphite slabs located inside the NuMI target are clearly visible, with holes at the top and bottom where aluminum water cooling pipes, empty and exposed to air during data taking in the MIPP experiment, run along the length of the target. The outer aluminum tube containing the graphite and water cooling pipes is also visible. The graphite slabs were actually found to be rotated 3
• about the longitudinal axis; this rotation has been removed in Fig. 3 .
The cross-hairs in Fig. 3 represent the width and height of the graphite slabs. The positions of the crosshairs were determined by fitting the edges of the x-or y-projection of the plot. The measured width of the graphite slabs is 6.36 mm; the technical specification of the width of the slabs in the NuMI target is 6.4 mm.
The center of the 2-mm wide circle near the center of Fig. 3 represents the mean distribution of reconstructed incident beam positions on the face of the target for 2-mm triggered events. The beam center position is offset by 0.045 mm in the horizontal direction, and 0.174 mm in the vertical direction, from the center of the target.
IV. SIMULATION
MC simulations are used to determine event and track selection criteria and acceptance, track reconstruction and particle identification efficiency corrections in the analysis. Interactions of 120 GeV/c protons striking the NuMI target in the MIPP experiment are simulated using Fluka (v2005) [9] for event generation (e.g., 120 GeV/c proton interactions on the NuMI target) and GEANT3 [10] for particle trajectory tracking. The Fluka simulation generates primary, secondary, tertiary, etc. interactions of particles within the target and housing, and has a detailed geometric description of the NuMI target, the same geometry employed by the MINOS experiment. The simulated beam profile at the target has a full-width at half-maximum (FWHM) of 0.26 mm in the horizontal direction and 0.29 mm in the vertical direction centered on the upstream face of the target, which are the measured widths of the beam spot size on the NuMI target in the NuMI facility, and is within 10% of of the measured beam spot size on the NuMI target in the MIPP experiment. Fluka tracks each particle produced in the target until it reaches the surface of the target, which is the outer edge of the aluminum pipe encasing the graphite slabs of the target. The next stage of the MC generation is GEANT3, which uses the output of the Fluka simulation as input, and tracks each particle taking into account multiple scattering, energy loss and decays through a detailed geometric description of the MIPP spectrometer. GEANT "hits" are recorded in each detector volume until the particle either loses all energy or is well outside the volume of the MIPP spectrometer. The last stage of the MC simulation converts the GEANT hits to simulated digital signals, tuned to match data recorded in the experiment.
V. PARTICLE TRAJECTORY RECONSTRUCTION
The MIPP event reconstruction includes reconstruction of the trajectory of the primary beam particle using data from three wire chambers located upstream of the target, reconstruction of the secondary particles origi- • to display the plane-view of hits in two of the four planes of the downstream DCs. The blue circles represent DC hits in each view, and the red stars represent hits in each view that have been associated with a reconstructed track.
nating from the target, and matching the secondary particles to data recorded in specific channels in the ToF, Cherenkov, RICH, EMCal and HCal detectors. The secondary particle trajectories are reconstructed by merging reconstructed track segments from hits in the TPC detector with track segments formed from hits in the downstream DCs and PWCs. Fig. 4 shows an event display of NuMI target data recorded in the MIPP experiment. In the analysis of the NuMI target data, Monte Carlo simulation studies indicate that the momentum resolution is 3 − 5%, and the transverse momentum resolution is less than 20 MeV/c for all momenta. 
A. Particle Identification
The dE/dx is determined for every reconstructed track from TPC hits based on the charge recorded on 8 mm × 12 mm charge-sensitive pads in the readout-plane of the TPC. Time-dependent corrections, relevant on the order of hours to days, are applied to the data to account for monitored changes in water-vapor and oxygen contamination in the TPC gas. Tracks in this analysis had 20-90 associated TPC hits providing dE/dx resolutions between 15 and 25%.
Reconstructed tracks are matched to hits recorded in the ToF. Temperature-dependent and cross-talk corrections are applied to the ToF data, and improve the timing resolution of the detector from 1.2 ns to 0.4 ns. As a result, the ToF data provide π −p separation up to about 2 GeV/c. The recorded flight time, ∆t, in the ToF detector is converted to an invariant m 2 via
where p is the reconstructed momentum of the particle and ∆L is the reconstructed flight distance from the target to the ToF detector. Finite resolutions in ∆t and ∆L occasionally result in negative values of m 2 . Due to the high multiplicities of secondaries in the NuMI data set, approximately 50% of all ToF data recorded per event are a result of 2 or more particles passing through the same ToF bar. It is therefore impossible to disentangle these particles in the ToF data. The remaining 50% of the data from the ToF detector are used in conjunction with the dE/dx measurements as described in Section VI F.
Particles in the RICH detector produce light cones which are reflected to form a ring of light on an array of approximately 2300 1/2-inch PMTs. The high segmentation of the RICH detector allows multiple rings to be clearly distinguished and matched to reconstructed tracks. The efficiency of matching a reconstructed track to a reconstructed RICH ring is > 98%, and the high multiplicity of secondaries is not an issue for this detector. Fig. 6 is a scatter plot of the reconstructed RICH ring radius versus matched reconstructed particle momentum. The predicted bands for different particle types are drawn with dashed curves. Given a particle's momentum, p, the matched RICH ring radius is converted to an invariant m 2 assuming the small-angle approximation:
where n is the refractive index (1.00045 for the CO 2 used in the MIPP RICH detector), r is the reconstructed RICH ring radius and L is the length of the RICH radiator volume (990 cm).
VI. ANALYSIS
This analysis is a measurement of the pion yield off the NuMI target, N π (p z , p T ) per proton-on-target (POT). POT is defined as the number of reconstructed events that pass the event selection described in Section VI B, and includes events where the proton does not interact in the target. Yields are extracted from TPC dE/dx and RICH m 2 distributions. Corrections are applied to each measurement to account for spectrometer geometric acceptance, track reconstruction efficiency, PID detector geometric acceptance and PID detector efficiency:
In general, unless otherwise noted, the measurement and calculations of corrections to be applied to the data are done for positive and negative particles separately. Prompt muon production dominated by decays of charm mesons is known to be a 0.1% effect, thus we treat all muons as arising from pion decay and pion MC PID distributions include contributions from muons. MC studies confirm that this contribution is negligible in all (p z , p T ) bins in the analysis.
A. Momentum Calibration
A small (< 1%) correction, based on a comparison between reconstructed and true momenta of MC tracks, is applied to the reconstructed momenta of tracks through the MIPP spectrometer to account for energy loss and scattering, as well as biases introduced by the reconstruction algorithm. The overall momentum scale is calibrated using reconstructed primary beam protons that pass through the target and reconstructed K 0 S mass from pairs of oppositely charged tracks produced off the target. The primary beam momentum was found to agree with the expected 119.6 GeV/c from the MI. The invariant mass distribution of combinations of oppositely charged tracks in data showed a peak near the K 0 S above a flat background. A gaussian fit to this peak had a central value (0.85 ± 0.08)% lower than the PDG [11] value. The momenta of tracks that contribute to the K 0 S mass peak is peaked around 1 GeV/c. A linear interpolation between these two measurements, one at 1 GeV/c (0.85% offset) and the other at 120 GeV/c (0% offset) is used to correct for absolute momentum.
B. Event Selection
Event selection in this analysis is designed to reject events with multiple incident beam particles (protons) while requiring that the beam be centered on the NuMI target. We require exactly one reconstructed incident beam track from data recorded in the upstream beam wire chambers, a reconstructed beam track time that falls within the expected 18.9 ns-wide window from the accelerator RF bucket, and a reconstructed beam track position that falls within 0.648 cm of the center of the upstream face of the target. Because the time to drift ionization from tracks out of the TPC volume is 16 µs and the drift is in the vertical direction, particles traversing the center of the TPC many µs before [after] the event trigger will have shorter [longer] recorded times and therefore appear to be well below [above] the center of the TPC. Events with an excess of TPC tracks appearing at the top or bottom of the TPC were rejected, and MC studies, where no incident beam pileup is simulated, indicate the rejection of these events to have a negligible bias.
C. Track Selection
Track selection in this analysis, applied after event selection, is designed to reject tracks that are poorly reconstructed or do not originate from the target. We require all reconstructed tracks to be above a "goodness-of-fit" (GoF) parameter threshold, derived from the trajectory fit residuals. The GoF threshold was determined by a sharp cut-off in the GoF distribution seen in both data and MC. All tracks must have at least 8 TPC hits, although in practice tracks with momenta in the analysis bins have > 20 TPC hits. Finally, every track is required to have a trajectory that has a distance of closest approach (DoCA) to the target cylinder that is within 2 cm in r and within 5 cm in z. The resolution of the DoCA in r is 0.7 cm and 2.8 cm in z. No significant disagreement was found between the shapes of the distributions of the track selection criteria in data and MC.
D. Binning
The yields of secondary pions produced in the target are measured in bins of p z and p T chosen to keep the statistical uncertainty in each bin less than 5% while maintaining a bin width that exceeds the momentum resolution of the spectrometer by at least a factor of 4. A total of 150 bins are defined in this analysis; however due to limited statistics in some bins, positive [negative] pion yields are reported for 124 [119] bins covering 0.30 to 80 GeV/c and 6 bins from 0 to 2 GeV/c in p T .
E. Efficiency and Acceptance Corrections
Geometric acceptance and track reconstruction efficiency corrections are determined using MC simulations which have detailed descriptions of the target, spectrometer and detector geometries. The combined geometric acceptance of the spectrometer, track reconstruction efficiency and track selection efficiency is shown in Fig. 7(a) as a function of (p z , p T ). The geometric acceptance of the PID detectors is shown in Fig. 7(b) . The shade of the boxes indicates the scale of the effect, where 100% efficiency or acceptance is the darkest shade and the lightest shade represents 0%. Both plots show results for negative particles; positively charged particles have very similar efficiencies and acceptances. All tracks are required to have a reconstructed TPC track segment. The acceptance of the RICH requires tracks to traverse the spectrometer, which is limited to high momentum. This is reflected in the 100% acceptance of the TPC dE/dx PID and the much smaller RICH PID acceptance. The hashed bins have been excluded due to poor statistics.
F. TPC Measurements
Every reconstructed track has a corresponding measurement of TPC dE/dx . In any given slice of total momentum, the distribution of log( dE/dx ) for any particle type is nearly Gaussian, and the log 10 ( dE/dx ) distributions in narrow bins of (p z
where
is the Gaussian function for each particle type, y is the measured value of log 10 dE/dx , y i is the mean, σ i is the width, A π ± is the fit amplitude of the pion peak, and f eπ (f pπ ) is the amplitude ratio of the electron (proton) peak to the pion peak. One feature of the dE/dx distributions is that at higher momenta very large fractions of the proton peak fall under the pion peak and the fit to 6 peaks fails. However, in this range, the protons are clearly distinguished from pions and electrons in the ToF. Fig. 8 shows the reconstructed m Figs. 9(a) and 9(b) show two examples of fits to the dE/dx distributions for two bins, the former at lower momentum where the proton peak is clearly visible, and the latter at higher momentum where the proton peak falls mostly under the pion peak. In the latter case, the green curve is constrained from the ToF data as described above.
The initial pion yield in each (p z , p T ) bin is taken as the sum of the integrals of the fitted pion Gaussian peaks for the two independent data sets where ToF data are used in conjunction with TPC data, and where only TPC data are used. The uncertainty on the pion yield in each case is taken from the uncertainty in the fit parameters for the amplitude and width. However, it is clear that these fits are not perfect; the bottoms of Figs. 9(a) and 9(b) show the residuals of the fit (data -fit). We take into account the imperfection of the fit by adding the sum of the residuals in the range [−3σ π , 3σ π ] (the red lines in the figures), where σ π is the fitted width of the pion Gaussian peak, and the RMS of the residuals in these regions is taken as the uncertainty on this correction to the pion yield. These corrections are typically on the order of 10%, and typical uncertainties of the corrections are on the order of 10% thereby contributing less than 1% to the total pion yield uncertainty. All uncertainties are added in quadrature.
The TPC dE/dx data show no clear kaon peak, and so we do not attempt to fit for the kaon contribution in Eq. 4. A kaon contribution is estimated using MC to predict the π/K fraction in each bin; in most bins this contribution is well below 10%. The contribution is subtracted from the pion yield in each bin, and a 30% uncertainty, which is an estimate of the level of uncertainty in the MC prediction of the particle yields off the NuMI target, is attributed to the correction.
G. RICH Measurements
The RICH m 2 distributions are not well described by Gaussians; however, in general the e, π, K and p peaks in these distributions are quite well separated. Therefore we take a simple cut-and-count approach, where we count the number of tracks that fall within a range in m 2 that contains pions. In practice, however, there is contamination from non-pions, mostly electrons and positrons on the low-side tail of the pions, as well as some pion signal that sits under the electron peak, both of which must be taken into account. We assume that the shapes of the m 2 distributions for each particle are properly modeled in the MC. We then define three ranges, one main signal range and two side-band ranges. The data in the sidebands are used to normalize the backgrounds predicted by the MC in the signal region. Defining N i as the number of tracks within a range i,N i as the number of tracks inside the other two ranges, B i as the MC background estimate (number of non-pions) in range i andS i [B i ] as the MC signal [background] estimate inside the other two ranges, the pion yield is then where
and
The uncertainty on the number of pions is
where contains almost no background. In some cases, the MC predicts some small amount (few percent) of signal outside the ranges used to determine N (π). The predicted fraction of missing signal is added back to the measure N (π) from data, and a 30% uncertainty is attributed to this correction. Fig. 10 shows examples of data and MC RICH m 2 distributions; the window boundaries are defined by the vertical solid red lines, and the pion yield and uncertainty are displayed near the top of each in red. In most cases the RICH pion yield has uncertainties below 5%. The pion yield measurements depend very weakly on the exact positions of the sidebands.
H. Statistical and Background Systematic Uncertainties
The methods to determine the pion yields discussed above provide an uncertainty which combines statistical uncertainties and systematic uncertainties from backgrounds. The relative uncertainties as a function of (p z , p T ) are shown in Fig. 11 for the π + yields; the uncertainties are similar for the π − yields. In general, the combined uncertainty is a few percent for most bins of (p z , p T ) where a measurement is made; the hashed bins are those excluded from the results because either no measurement was made or the uncertainty on the measurement is greater than 20%.
I. Systematic Uncertainties
The momentum corrections discussed above are known to better than 10%. The systematic uncertainties due to a 10% uncertainty on the momentum corrections were calculated for each (p z , p T ) bin independently. The effect is typically less than 1%, with a few bins as large as 2.5%. Momentum resolution and reconstruction failures result in migrations of pions across bins of (p z , p T ). Since the bins used in the analysis are much larger than the momentum resolution, the net effect of pion migrations across bins is small. MC predictions imply this effect on the pion yield to be less than 4% across all bins, which we take as the systematic uncertainty. An additional systematic uncertainty of 1% is added to account for mismodeling of noise in the detectors which could result in discrepancies between the measured and predicted yields. We note that these systematic effects do not cancel in the ratio of negative to positive pion yields.
Differences between the data and MC distributions of the GoF and DoCA variables are used to determine the track selection cut systematic uncertainties. The GoF distributions agree to within 14% in the relevant range of GoF variable values. The GoF cuts were effectively varied by this ±14% in both data and MC and the impact on the measured pion yields determined in each (p z , p T ) bin.
The relative difference between the measured pion yields using these modified GoF cuts and the nominal GoF cut is typically less than 2%, with a few lower momentum bins as large as 6%. A similar approach was taken for the DoCA cuts. The data and MC DoCA distributions agree to within ±10%, and we find that modifying these cuts in both data and MC results in a systematic shift of the pion yields of less than 1% in nearly all bins, with a few lower momentum bins as large as 7%.
The uncertainty of the acceptance and efficiency corrections that are applied to the measured yields in each bin arises from MC statistics (< 1%), imperfections in the geometry model of the spectrometer (< 1%), imperfections in the modeling of the time-dependent performance of the tracking and PID detectors, and incorrect modeling of the particle yields in the MC.
The same time-dependency of thresholds used in the data collection, reconstruction and analysis was also applied to the reconstruction and analysis of the MC sim-ulation data. The time-dependent thresholds are known to within a few percent. We therefore assume a 2% uncertainty on all efficiencies in the pion yields due to imperfections in the modeling of the detectors in the MC. This uncertainty effectively cancels out in the ratio of the pion yields. Incorrect modeling of the particle yields in the MC results in improper modeling of the effect of overlapping secondary particles (pileup) in the tracking and PID detectors. In high multiplicity events, the track reconstruction algorithm may either combine or confuse hits from different particles. Pileup is the main cause of reconstruction and PID inefficiency; this effect can be as large as 30% at low momenta, and is the main reason why results are not reported here for many (p z , p T ) bins at lower momenta. For bins where the pileup effect is below 20%, MC events are re-weighted such that the multiplicity distribution (number of charged tracks coming off the surface of the target) in MC matches that of data, and the efficiencies are re-calculated. We assume a conservative estimate of the uncertainty on the re-weighting factor to be 20%, based on hand-scan studies that indicate the uncertainty on the measurement of event multiplicity is much less than 20%. We therefore take 20% of the relative difference between the efficiencies determined from the nominal and the re-weighted MC as the systematic uncertainty due to this effect. Typical relative uncertainties are a few percent, although some bins have uncertainties as high as 10%.
The systematic uncertainties in the pion yield measurement described above are added in quadrature and displayed as a function of (p z , p T ) in Fig. 12 for both positive and negative pions. Nearly all bins have systematic uncertainties between 4 and 5%.
J. Results
The measured N (π + )/POT and N (π − )/POT per (p z , p T ) bin, along with the combined statistical and systematic errors, are shown in Figs. 13(a) and 13(b) and Table I. The data points in the plots in Figs. 13(a) and 13(b) have been normalized by the width of the momentum bins. The uncertainties in the table are in units of percent. We see that in most of the bins, the measurements are systematics limited and nearly all measurements have uncertainties estimated below 10%. Fig. 13(c) shows the ratio, R, of π − /π + yields as a function of p z in slices of p T . Table I 
VII. SUMMARY
A measurement of π + and π − yields from 120 GeV/c protons incident on a NuMI low-energy target has been performed across 124 and 119 bins of (p z , p T ) bins respectively using data collected in the MIPP fixed-target experiment at Fermilab. Typical uncertainties on the measurements in each bin are a few percent. These data may be directly used to improve the calculation and the uncertainties on the calculation of the neutrino flux in the NuMI beam line.
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