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RESÜMO
Desenvolvemos, com o objetivo de comparação, a 
fundamentação teórica de duas formulações equivalentes 
das representações irredutíveis de SU(2) e S0(3). Uma de 
las leva o ponto de vista da Matemática Física e a outra 
baseia-se no estudo direto das propriedades dos homomor- 
fismos de SU(2) em SU(n+l) em relação à noção de produto 
tensorial.
-V-
ABSTRACT
We develop with the aim of comparison, a theo­
retical foundation of two equivalent formulations of 
the irreducible representations of SU(2) and SO(3). One 
of these takes the point of view of Mathematical Physics 
and the other one is based on the direct study of the 
properties of the homomorphisms from SU(2) into SU(n+l) 
in relation to the notion of the symmetric tensor pro­
duct.
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I- Preliminares
I.l- Exponencial de uma Matriz»
Seja a um operador linear sobre um espaço veto 
rial V com produto interno, de dimensão n.
A norma || A ]] de A é definida pela expressão
A max {I I Av I I} 
veV, v|-l
Definimos a norma de uma Matriz A=[a^j]do tipo
n X n por A A  , onde A e o operador li­
near determinado por A e uma base ortonormal
Definição de exp A.
A exponencial exp A de uma matriz n x n A é 
definida pela soma
oo A-*
exp A = I - — nr
onde A = (matriz identidade de ordem n). n
1.1.2- Teorema ([1], pãg 154)
Se A e B são matrizes n x n e B e  não singu
cs .
lar, então ,
exp (B A b“^)= B(exp A)B ^
1.1.3- Matriz triangular superior
Seja C uma matriz n x n. Dizemos que C=[c^j 
ê Cuma matriz triangular superior se Cj^ j= 0 para 
todo 1 < j < i < n .
1.1.4- Definição de Matriz. Semelhante
Uma matriz A, do tipo n x n, i semelhante à 
uma matriz C, do tipo n x n, se e s5 se existe
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uma matriz B, não singular, tal que C=BAB 
Denotamos isto por A = C.‘ c
1.1.5- Proposição ([l]/ pâg 155).
Seja A uma matriz complexa n x n com auto-va-■
lores À2 / ...f A^ .
Então A é semelhante à uma matriz triangular 
superior C (A = C) cujos elementos da diagonal 
saò n^*
1.1.6- Proposição ([!]/ pãg 156).
Seja A uma matriz n x n com auto-valores 
^2' ***' n^' ^ auto-valores
A. A„ A„„ 1 ^ 2  ne , e , ..., e
1.1.7- Proposição ([l]/ pSg 156).
+• y*A
det (exp A) = exp (tr A) = e 
Em particular, exp A é uma matriz não singular.
1.1.8- Funções Analíticas 
Definição 1:
Dizemos que uma função f(x,y) defin^ 
da em uma vizinhança de um ponto (Xq ,Yq) tem uma 
expansão em sirie de potências em um ponto 
Yq ) se existe uma série de.potências formal S(X, 
Y) cujo domínio de convergência não é vazio e 
tal que
f(x,y) = S(x-Xq , Y-Yq ) para |x -Xq | e 
Y~Yq I suficientemente pequenos (cf. [9], págs 
10 e 121).
Definição 2:
Uma função de valor real ou complexo 
f(x,Y) definida em um conjunto aberto D é denomj^ 
nada analítica em D, se para cada'ponto (Xq ,Yq ) 
e D, a função f(x,Y) tem uma ^expansão em série
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de potências no ponto (Xq,Yq), (cf. [9] ,pág 121).
1.1.9“ Definição de sêrie de potências Matricial
Definimos uma sêrie de potências matricial
por
f(A) = CjA^,
onde A ê uma matriz n x n, real ou complexa.
Propriedades:
1. exp(-A)exp(A)=E^,
para toda matriz A, do tipo n x n;
2. (exp A)™ = exp mA; m= 0,±1, ...
3. S,n (E^ + A) = ? (-1)^^^-^, paraliA|l<l;
4. exp [£n (Ej^ +A) ] = E^+A, „
5. í,n (exp A) = A,
A I I<1; 
A <í,n2.
I.l.lO- Teorema ( [1], pág 158) .
Seja o espaço de todas as matrizes n x n,
reais ou complexas, e seja o grupo de
as matrizes não singulares em L .
r'->
todas
Para Ç,6 > 0 sejam
{A e Ln A 
B-En
< í} f 
< 6 ).
A função exponencial A exp A transforma 
em G . Existem constantes positivas < 1 tal
que a vizinhança fi da matriz nula em L ê leva­
da biunivocamerite sobre a vizinhança «B da ma­
triz identidade E em G .n n
A aplicação A -> exp A, A e e sua inversa 
B £n B, B e © ,  são analíticas, isto ê, os 
elementos das matrizes exp A e í,n B são funções 
analíticas dos elementos das matrizes A e B, 
respectivamente.
Pelo teorema (I.l.lO) uma matriz B e G emn
uma vizinhança suficientemente próxima de En
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pode ser escrita de forma única na forma B=exp A, 
com A em uma vizinhança suficientemente próxima 
dc? matriz nula.
Seja t um parâmetro real ou complexo. Escreve 
mos A(t) para denotar uma matriz real ou comple­
xa do tipo n X n, cujas componentes A^^(t) são 
funções de t.
Se cada uma das componentes é derivãvel, dize 
mos que A(t) é derivãvel com derivada
A (t) = dA(t)/dt, cujas componentes são 
(t).
Se A(t) e B(t) são matrizes n x n, derivá- 
veis, então
(d/dt) [a A(t) + 6 B(t) | = a A(t) + 3 B(t),
(d/dt) [ A(t) B(t)] = A(t) B(t)+A(t) B(t) , 
para quaisquer a,3 reais ou complexos.
A derivada de exp (tA), com A uma matriz do 
tipo n X n constante, é dada por
(d/dt) exp (tA) = ^ ^ =
= A exp (tA) = [exp (tA)J A. 1.1.11
Se A(t) = Z, sendo Z a matriz nula, então a 
solução geral é A(t) = Aq , onde Aq i uma matriz 
constante.
1.1.12- Teorema (!l]/ pâg 159).
Se AB = BA então exp (A + B) = exp A x 
exp B. o "
2Seja o espaço de dimensão n de todas as
matrizes complexas do tipo n x n. Para A e L
2 2 ^definimos a transformaçao linear Ad A n x n
sobre L^, com relação a uma base de L^, por
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AdA (B) = [a , b] , 
onde [a , B] = Â B - B a .
Apresentaremos um exemplo de AdA no final ca 
pítulo II (estudo de U(2)).
Temos ainda que AdA'ê o operador nulo, se e só 
se A comuta com qualquer matriz B e L^.
Definimos (AdA)'^  por
(AdA)^ (B) = [a , [a , ...[A,B]1], m vezes.
1.2- Grupos de Lie
1.2.1- Definição de Grupo de Lie Local
Denotamos por F o corpo dos números reais íR ou 
dos números complexos d .
Seja F^ o espaço vetorial das n-uplas
g = (g^ , g^, ..., g^ )^ , g^  e F, e seja o vetor nulo
em F^ denotado por e =  (0, 0, ...,0).
Consideremos F^ munido da topologia usual. Va­
mos supor que V é um conjunto aberto em F^ conten 
do e .
Um grupo de Lie local S, de dimensão jn, em uma 
vizinhança V C F^ i determi„nado por uma .função 
ç(g,h) com as seguintes propriedades:
(1) ç(g,h) e F^ para todo g,h e V.
(2) ç(g,h) é uma função analítica de cada um dos 
seus 2n argumentos.
(3) Se ç(g,h) e V e ç(h,k) e V então 
ç(ç(g,h), k) = ç(g, ç(h,k)).
(4) ç(e,g) = ç(g,e) = g para todo g e V.
Denotamos ç(g,h) por gh.
Assim pela propriedade (3), conforme segue, va-
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le a lei associativa:
(gh)k = ç((gh),k) = ç(ç(g,h),k) = ç(g,ç(h,k)) =
= ç(g,(hk)) = g(hk).
Pela propriedade (4), existe um elemento neu­
tro e, ou seja,
eg = ç(e,g) = g = ç(g,e) = ge.
Dizemos que h e G é um elemento inverso de 
g e G se ç(g,h) = gh = ç(h,g) = hg = e .
A existência de um elemento inverso para cada 
g e V ê garantida pelas propriedades (2) e (4).
Um grupo de Lie é um grupo topolõgico tal que 
uma vizinhança dele ao redor da origem se compor­
ta, a menos de um homeomorfismQ como um grupo de 
Lie local, com a mesma operação do grupo.
Daqui em diante, ao falarmos em grupo devemos 
entender grupo de Lie local.
Um grupo de Lie Local não i necessariamente um 
grupo no sentido da álgebra moderna, já que os
axiomas do grupo são satisfeitos somente era uma 
vizinhança de e e V.
1.2.2- Definição de Grupo de Lie linear local
Seja W um conjunto abertò conexo no espaço 
contendo o vetor e.
Um grupo de Lie linear local G, de dimensão n, 
é um conjunto de matrizes não singulares m x m, 
A(g) = A(g^, g^r definidas para cada
g e W, tais que:
(1) A(e) = E (matriz identidade)m
(2) Os elementos da matriz A(g) são funções analí 
ticas dos parâmetros g^ ,^ • • • »9 ^^ e a apli­
cação g ->- A(g) é biunivoca.
(3) As n matrizes 3A(g)/3gj, j = 1, 2, ..., n,
são linearmente independentes para cada g e W
(estas matrizes geram um subespaço de dimensão
2n do espaço de dimensão m das matrizes mxm).
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(4) Existe uma vizinhança W  de e em , W ’ C W, 
com a seguinte propriedade: para cada par de 
n-uplas g,h em W  existe uma n-upla k em W 
satisfazendo A(g) A(h) = A{k), onde a opera­
ção do lado esquerdo, é o produto de matrizes.
1.2.2.1- Proposição ( [l]/ 164).
Cada grupo de Lie linear local define> um gru­
po de Lie local.
1.2.2.2- Definição de Grupo de Lie linear
Um grupo de Lie linear é um grupo topológico 
tal que uma vizinhança dele ao redor da origem 
se comporta, a menos de um homeomorfismo, como 
um grupo de Lie linear local, com a mesma opera­
ção do grupo.
1.3- Algebra de Lie
Seja G um grupo de Lie local definido numa vi­
zinhança V C F^. Uma curva analítica através da i- 
dentidade sobre G i uma função t g(t) = (g^(t), 
g2 (t), ..., g^ í^t) de uma vizinhança de 0 e F em V 
tal que g(0) = e, e as funções g^(t) sejam analí­
ticas em t.
0 vetor tangente a g(t) em e é o vetor
a = [dg(t)/dt] = (g^(0), g2 (0 ), .......... .
g^(0)) e F^.
Cada vetor em F^ ë o vetor tangente em e para
alguma curva analítica.
De fato, a curva at = (a,t, a^t, ...,a t) tem1  ^ n
o vetor tangente a = (a^ ,^ a 2 > ...,a^)-em e; assim
podemos identificar o conjunto de vetores tangentes 
com F^.
Em particular os vetores tangentes em e formam
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um espaço vetorial de dimensão n.
Para g,h e V temos gh = ç(g,h), onde ç i uma 
função vetorial analítica de seus 2n argumentos. As­
sim as componentes (gh)^ = (g,h) podem ser expres­
sas como séries de Taylor ,em g^  , h^  ^ sobre g = h = e .
Já que ç(e,g) = ç(g,e) = g temos
n
1.3.1- ç.(g,h) = g. + h . + Z p = h + r. (g,h) ,
 ^  ^  ^ 5,s=l ^
onde r^ consiste de todos os termos de ordem maior
que dois em g^ , h^  ^ e
3h^)Çj(g,h)
Examinemos agora a relação entre as curvas analí­
ticas através de e, e as operações de espaço veto­
rial sobre vetores tangentes.
Sejam g(t), h(t) curvas analíticas através de e, 
com vetores tangentes a, B, respectivamente. Então 
para quaisquer a,b e F,
k(t) = g(at) h(bt) = ç(g(at), h(b,t)) é também 
uma curva analítica através de e.
0 vetor tangente y = k(0) pode ser obtido dife­
renciando ambos os lados dé (1.3.1), que resulta em
0 sinal + refere-se a adição de vetores ,em f ’^.
Y = a a + b 6.
fe:
A curva e(t) = e tem vetor tangente 0 em ç, sen
do
0 = (0,0,..., O)
Seja a' o vetor tangente em e à curva analítica 
g ^(t). Jã que e(t) = g(t) g ^(t), segue-se que 
0 = a + a ' ,  ou a= - a ' .
Esses resultados usam somente os termos de primei^ 
ra ordem na expansão para ç(g,h).
Vamos introduzir agora uma operação sobre vetores 
tangentes em e que depende dos termos de segunda 
ordem.
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Cora g(t) e h(t) dados anteriormente, definimos o 
colchete comutador [a/B] de a e B como o vetor tan 
gente em e à curva
k(t) = g(t) h(x) g~^(T) h~^(x) , t = T .
Assim 
a, 6 d/d(T^)l g(T) h(x) g"^(x) h'^(x)
mais precisamente, [a , Bj é o coeficiente de x 
expansão da série de Taylor para k.
X = 0 ou 
2 na
1.3.4- Teorema ([1]/ 167).
r <• j < n ,
onde
C p  = C.j,Jls “ ^j,s£ {ver 1.3.2).
As propriedades básicas do comutador são dadas pe­
lo teorema que segue.
1.3.5- Teorema ( [1],pág 168). 
nSejam a,B e F a,b e F. Então
(1) [a, B] = - [B/a
(2) [aa + bB/y] "
(3) [[a,B]/Y] + [[y,«]/^] + [[^'Y]/Oi] = 6/ 
{igualdade de Jacobi).
^•3.6- Definição de álgebra de Lie
A álgebra de Lie L{G) de um grupo de Lie local G 
é o conjunto de todos os vetores tangentes em e, muni­
do das operações de produto por escalar, adição de 
vetores e produto comutador.
1.3.7- Definição de álgebra de Lie abstrata
Uma álgebra de Lie abstrata r, sobre F {corpo dos 
números reais ou complexos) ê um esçaço vetorial sobre
F, juntamente com um produto comutador [a , B] e ç de 
finido para todo a,B e C / tal que para todo a,B,Y£ Ç
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a,b, temos :
a,6] = ~[3/aJ
'aa + b3,Y^ = a [a,Y ] + b ,b ,y ]
[[a,3]/Y] + [[Y/al/3] + B,Y j/a] = 0
(1)
( 2 )
(3)
Seja G o grupo de Lie linear local, de dimensão n,
de matrizes inversiveis m x m, e seja A(t) = A(g(t)) ,
A(0) = E , uma curva analítica através da identidade, m
Podemos identificar o vetor tangente a em e com a 
matriz n
= (d/dt) A(g(t) 
n
= ï c a , 
i=l  ^ ^
A(g) g=e (0) =
1.3.8- onde c^ = d/d 9^ A(g) g=e
Assim identificamos o espaço tangente em e com o 
espaço de todas as matrizes , dadas em (1.3.8) .
Da definição de grupo de Lie linear local, temos 
que o conjunto ® line'armente independente e ge­
ra um subespaço de dimensão n do espaço de todas as 
matrizes m x m.
Muitas das propriedades vistas para grupo de Lie 
local são muito mais fáceis de serem verificadas para 
grupo de Lie linear local. Por exemplo., sejam A(t) e 
B(t) curvas analíticas em G com matrizes tangentes 
Q e © na identidade, respectivamente. Já que
(d/at)(A(t) B(t) = A(t) B(t) + A(t) B(t) e 
A(0) = B(0) = E^, segue-se que A(t) B(t) é uma cur
va analítica com matriz tangente + © em E .m
Com A(t) e B(t) dados acima definimos o comuta­
dor das matrizes tangentes fi , © por
ft,©] = (d/dt) [A(t ) B(t ) a “^ (t )
2 - - onde t = T , isto é, [í2,©] é a matriz tangente ã cur
va c(t) = A(t) B(t ) a  ^( t) B ^(t) na identidade.
b"^(t ) t=0
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1.3.9- Teorera ([l]/ pãg 169)
Sejam L(G) a álgebra de Lie de um grupo de Lie 
local G, e Sí ,© e L(G) . Então 
[S,©] = ííe - ©fi e L(G) .
1.4- Homomorfismos
1.4.1- Definição de homomorfismo de algebras de Lie abs­
tratas
Um homomorfismo entre duas algebras de Lie abs­
tratas ç e ç' i uma aplicação <j) : ç ->■ ç' tal 
que
(1) <j)(a a + b B) = a cj)(a) + b <})(B)
(2) (j) ( [a, 6]) = [c|5 (a) , (j) (3) ] , 
onde a,b e F , a,g e ç.
Se um homomorfismo (p é uma aplicação biunivoca 
de ç sobre ç' então (}> é chamado um isomorfismo.
1.4.2- Definição de homomorfismo de grupo de Lie local
Um homomorfismo analítico (local) de um grupo 
de Lie local G em um grupo de Lie local G' é uma 
aplicação y ; W -»• W ’ onde . y (g) é definido em uma 
vizinhança W d e  e e G e W ' é  uma vizinhança de 
e' e G' tal que
y(gh) = y(g) y (h) , g,h, gh e W , e
y é uma função analítica.
Se y é um homomorfismo biunívoco de uma vizi­
nhança de e e G sobre uma vizinhança de e' e G' 
tal que y  ^ ; W  ■> W é analítica, então ' y é de 
nominado um isomorfismo, e G- é isomõrfico (local-
■ mente) a G '.
Sejam G e G' grupos de Lie locais de dimen­
sões n e n ’ respectivamente, com correspondentes ãl, 
gebras de Lie L(G), L(G'). Se y é um homomorfismo 
analítico de G sobre G ’ veremos pelo teorema abaixo
-12-
*
que y induz um homomorfismo n de L(G) em L(G').
1.4.3- Teorema ( [l]/ pâg 179 ).
Um homomorfismo analítico u : G G' induz um
*
homomorfismo de álgebra de Lie y : L(G) L(G')
definido por
*
y (a) - (d/dt) y(g(t) t=0
onde g(t) i uma curva analítica em G com vetor tan-
*
gente a em e. y e um isomorfismo se y e um 
isomorfismo.
y nao depende da curva analítica escolhida.
1.4.4- Teorema ( [l]/ pág 180 ). °
Sejam G e G' grupos de Lie lineares locais, 
e p ; L(G) L(G') um homomorfismo de álgebra de 
Lie. Então existe um único homomorfismo analítico
*
local y de G era G' tal que y = p. Se p é um 
isomorfismo então y é um isomorfismo.
1.4.5- Corolário ( [l]f pág 181 ) .
Sejam G e G' grupos de Lie lineares locais. 
Então L(G) é isoraõrfico a L(G') se e s5 se G é iso 
mõrfico a G' .
Nota:
Se G e G' são grupos de Lie lineares con 
clui-se que L(G) é isomõrfico a L(G') se e somen 
te se G ê localmente isomõrfico a G'.
1.5- Grupos clássicos de Lie
Introduzimos aqui alguns dos ,grupos de Lie mais 
relevantes. Estes constituem exemplos das estruturas 
que estamos estudando, ou seja, grupos de Lie e gru­
pos de Lie locais lineares. Assim também exemplifica-
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remos as algebras de Lie correspondentes, isto é, os 
espaços tangentes nos elementos neutros respectivos. 
Indicaremos as dimensões destes grupos como grupos 
complexos e/ou reais.
1.5.1- Definição de grupo real e/ou complexo
Um grupo G é denominado real (complexo) se G
i isomorfo a um subgrupo do grupo de automorfismos 
de íR^  ( O:^ ) .
1.5.2- GL(m,0:) = G  m
0 grupo, sob multiplicação, de matrizes não sin 
gulares m x m, sobre C é chamado de grupo linear 
geral GL(m,(T) e a álgebra de Lie deste grupo ,
gl (m, (E) , consiste de todas as matrizes da forma
fi = (d/dt) A(t) , A(0) = ,
onde A(t) é uma curva analítica em GL(m, (C) e Em
é a matriz identidade de ordem m.
Reciprocamente, se S é uma matriz m x m, en­
tão A(t) = exp t fi é uma curva analítica com matriz 
tangente íí,([4], cap 0) .
GL(m, d) é um grupo de Lie complexo de dimensão
2
m . Considerando os elementos de GL(m, d) como soma 
das partes real e imaginária, ele é um grupo de Lie 
real de dimensão 2m^.
1.5.3- SL(m, d) = SL(m)
Ê um subgrupo especial de GL(m, d), cujas matr_i 
zes têm determinante igual a 1 (um), ou seja,
SL(m, d) = {A e GL(m, d) [ det A = l}.
A álgebra de Lie de SL(m, d), denotada por
s£(m, d) , ê o espaço das matrizes tangentes íi, do 
tipo m X m, cujo traço ê nulo;
De fato det A = 1 , A e SL(m, d) ,
e exp íí = A , n, e s£(m, d) .
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Por (1.1.7) sabemos que
1 = det(exp S) = exp(trQ) . Isto implica que 
tr a = 0.
A dimensão do grupo de Lie complexo SL(m, <C)
2e (m - 1), ou em termos de partes real e imagina­
ria, temos SL(m, (C) como grupo de Lie real com di
2mensao 2 (m - 1) .
1.5.4- 0(m, (C) »= 0(m)
Ê o grupo das matrizes complexas A, do tipo 
m X m, tal que A^A = , ou seja,
0(m, C) = {A e GL(m, (E) | A^A = E }.m
A álgebra de Lie de 0 (m), denotada por o(m), é
o espaço de todas as matrizes anti-simétrÃcas do
tipo m X m. De fato, seja A(t), A(0) = E ,. uma
curva analítica em 0(m) com matriz tangente fi na
identidade. Diferenciando a expressão A^(t) A(t) =
= E e fazendo t=0 encontramos íí + = Z , ou m '
seja, é anti-simétrica.
A dimensão do grupo de Lie complexo 0(m, C) é
1 2—^ ( m  - m), enquanto que considerando as partes
real e imaginária, é um grupo de Lie real de dimen
~  2 ~  sao m - m.
1.5.5- SO(m, 0) = SO(m)
SO(m) = {A e 0(m) |. det A = 1}.
Sejam A e 0 (m) e e o (m). Como íí é
anti-simétrica, o tr é zero e
det A = exp(tr íí) =1.
Assim a álgebra de Lie de 0(m) é igual ã álge 
bra de Lie de SO(m).
1.5.6- U(m)
U(m) = {A e GL(m, G) 1 A = E^. .
U(m) é chamado o grupo unitário de todas as
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raatrizes unitarias, do tipo m x m .  trata-se de um
2grupo de Lie real com dimensão m .
Dado A e U(m) em uma vizinhança muito pequena 
de E^, podemos encontrar uma ünica matriz 9, sufici^ 
entemente próxima da matriz nula Z, tal que 
exp = A.
Seja u(m) a álgebra de Lie de U(m).
Se fí £ u(m), então é anti-hermitiana, ou
seja, = -fí , e a álgebra de Lie de U(m) ê o es
paço de todas as matrizes anti-hermitianas.
1.5.7- SU(m)
SU(m) = {A e U(m) | det A = 1}.
'oU(m), subgrupo de U(m), é um grupo de Lie real
2com dimensão m - 1.
A álgebra de Lie de SU(m), denotada por su(m), 
é constituída por todas as matrizes anti-hermitia 
nas de traço zero, já que det A = 1 e det A = det 
(exp fi) = exp (tr fi) , implicam tr 9, = 0, para 9. 
pertencente a uma vizinhança suficientemente próxi­
ma da matriz nula Z.
1.6- Medidas invariantes em grupos de Lie
Seja G um grupo de Lie real de dimensão n de ma 
trizes m x m .
Uma função complexa f(B) sobre G é continua em 
B e G se ela é continua nos parâmetros (g^, g2 /..., 
g^) em um sistema de coordenadas locais para G em B.
Se f é contínua com relação a um sistema de coor­
denadas locais em B, então f é contínua com relação a 
todos os sistemas de coordenadas.
Se f ê contínua em cada B e G, então f é contí 
nua sobre G.
Todo grupo de Lie é uma variedade diferenciável 
8]. Definimos integral sobre variedade diferenciável 
de acordo com [8
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Cons ideraremos agora élementos de volume infini­
tesimais com relação aos quais a integral associada 
sobre o grupo é invariante à esquerda, isto é,
f(BA) dA = f(A) dA , B e G ,
onde f i uma função contínua sobre G , tal que 
ambas as integrais convergem.
Em termos de coordenadas locais g = (g^ , 
g^) em A , dA = W(g) dg^ ... dg^ = W(g) dg , onde a 
função contínua W é chamada de função peso.
Se k = (k^ , k^, ... k^ ) é outro sistema de coor­
denadas locais em A , então 
dA = ÍÍ(k) dk^, .. .dkj^ , e
íí(k) = W(g (k) ) IdetO g^/9 k J I , onde o determinan­
te é o Jacobiano da transformação de coordenadas.
Veremos agora como construir uma medida invarian 
te à esquerda para um grupo de Lie linear real G de 
dimensão n.
Seja {c., 1 £ j £ n} uma base para o grupo 
J c
G. Introduziremos um produto interno sobre'L(G), com
relação ao qual a base escolhida é ortogonal.
Associamos a n-upla ot = ..., ct^ ) com
E a . c . e L(G) .
 ^ (1) Dados os vetores linearmente independentes a ,
..., em L(G), eles geram um paralelepípedo em
L(G) com volume
(i)
1.6.1- V = det(aj ) 0 .
A expressão 1.6.1 define um volume no espaço tan 
gente ao elemento identidade.
Seja A(t) uma curva analítica em G tal que
A(0) = A.
Chamaremos A(0) = S a matriz tangente de A(t) 
em A.
0 conjunto de todas as matrizes tangentes H quan 
do A(t) percorre todas as curvas analíticas através 
de A, forma um espaço vetorial T , chamado o espaço 
tangente em A.
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Se A(t) é uma curva analítica através de A, ou
seja, A(0) = A , então A ^A(t) é uma curva analítica
através de E .m
Assim
(d/dt) rA"^A(t)
ou = fi.
t-o
(j)
Seja ÍJj  ^ V  ""k’
Definiremos o volume V do paralelepípedo em TA A
gerado pelos n vetores 
= 9A/8gj(e) e por
V^(g) = Idet > 0.
A definição de medida invariante a esquerda d^ A^ 
sobre G é dada por
1.6.2- d^A = V^(g) dg^...dg^ , que independe do siste­
ma de coordenadas locais.
De fato, se k = (k^ , k^, ..., k^ ) é um outro
sistema de coordenadas locais em A , entao
3K.
V^(k) =
Assim
I A
det (E 9k det (■
£
Ü i
9k.
det(a^=>^) I .
dk
V^(k) dk^ ... dk^ = V^(g) | det ( 9g^/9k^)
1 ... dk^ = V^(g) dg^...dg^ = d^A.
De forma análoga calcula-se a medida invariante
ã direita d A = W (k) dk, ... dk„ , através de iT A i. n
A-l.3k
1.6.3- Definição de grupo compacto
Um grupo de matrizes m x m é compacto se ele 
é um subconjunto fechado e limitado do conjunto L 
de todas as matrizes m- x m.
m
-18-
1.6.4- Teorema ([!]/ 211).
Se G é um grupo de Lie linear compacto, então 
dj^ A = d^A.
Para um grupo de Lie linear compacto G escrevemos 
dA = dj^ A = d^A , onde a medida dA é invariante à di­
reita e â esquerda, e o volume de G i dado por
Vg = /g 1
1.7- Representações de grupos e derivadas de Lie
1.7.1- Representação de grupo
Seja V um espaço vetorial de dimensão finita so­
bre F e seja GL(V) o grupo de todas as transformações 
lineares não singulares de V sobre V.
Uma representação de um grupo G com espaço de re­
presentação V é um homomorfismo T: g T(g) de G em 
GL(V). A dimensão da representação i a dimensão de V.
Par::a g^ ,^ g2 , g, e e G , onde e é o elemento 
identidade, temos:
T(gj_) T(g2) = T(g^ g^) ;
T(g)”  ^= T(g"^) ;
T(e) = E , onde E é o operador identidade sobre V.
1.7.2- Representações matriciais
Uma representação matricial de dimensão n de G é 
um homomorfismo
T : g T(g) de G em GL(n, (C) .
Um homomorfismo T : A T (A) de G em GL (V) é cha 
mado um homomorfismo analítico se os elementos matri­
ciais T^j(A) em relação a uma base em V, são funções 
analíticas das coordenadas locais de A em G.
Se os elementos matriciais são funções analíticas 
em relação a uma base, então eles serão analíticos em
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relação a qualquer base.
Para cada fí e L(G) definimos o operador infini 
tesimal sobre V por
(d/dt) T(A(t)) I , 1.7.2.1
onde Â(t) e uma curva analítica em G com matriz tan­
gente na identidade.
não depende da curva analítica A(t).
Os operadores ^ formam uma álgebra de Lie, a 
qual é uma imagem homeomórfica de L(G).
1.7.3- Representação de uma álgebra de Lie
Uma representação de uma álgebra de Lie C com es­
paço de representação V é uma função p de ç no es 
paço de todos os operadores lineares sobre V, tal que 
para a,b e F e a, B e Ç temos:
(1) p{aa+bg) = a  p(a) + b  p(B);
(2)  p ( [ a , 3 ] )  = p(a)  p( B) ~p(B)  p(a)  = [ p ( a ) ,  p (B ) ]-
Os operadores fi = p(í5) definem uma representação 
de L(G) sobre V. Assim cada representação de G induz 
uma representação de L(G). '
1.7.4- Representação associada e subespaços invariantes
Uma representação T sobre um espaço vetorial V in 
duz uma representação associada de L(G) que denotare­
mos por p.
Se W é um subespaço de V, dizemos que W ê T inva 
riante se T(g)w e W para cada g e G e cada 
W £ W.
Dizemos que W é p-invariante se p(a)w e W pa­
ra cada w e W e cada a e L(G).
1.7.5- Representações redutíveis
Com a notação de 1.7.4 y diz-se T-redutível se 
existir um subespaço linear próprio W de V invariante
o
sob T. Caso contrário T diz-se irredutível. Analoga­
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mente V diz-se p-redutivel se existir um subespaço 
próprio W de V que é invariante sob p. Caso contrá­
rio p diz-se irredutível.
1.7.6- Teorema ( [1], pág 187) .
Seja T uma representação do grupo de Lie linear e 
conexo G sobre o espaço vetorial V, e seja p a re­
presentação associada de' L(G).
Vamos supor que W e um subespaço de V.
Então;
(1) W é T-invariante se e somente se ele é p-invarian 
te.
(2) W é T-irredutível se e somente se ele ê p-irredu 
tível.
1.7.7- Grupos de transformação de Lie local
Seja U um conjunto aberto conexo no espaço veto 
rial complexo de dimensão m, Qualquer x e U
pode ser designado por suas coordenadas x = (x^, x^, 
. .  ^ £ C. ’
Seja G um grupo de Lie local de dimensão n, de­
finido em uma vizinhança conexa de e - (0, 0, ...,0) 
em or^ .
Seja Q uma função que associa a cada par (x,g), 
onde X e ü , e g e G , um elemento 
Q(x,g) = xg e
Por definição Q age sobre a variedade diferen- 
ciável U como um grupo de transformação de Lie lo­
cal se Q satisfaz as seguintes propriedades;
(1) xg é analítica nas n + m coordenadas de x e g;
(2) xe = x , para todo x e U;
(3) se xg e U então (xg)h = x(gh), para g, h, 
gh e G .
Seja exp at , a e L(G), um subgrupo a um parâme 
tro de G. Para x^ e U , com x*^ fixado, chamamos a 
curva x(t) = x^ exp at e U a trajetória de x® sob 
exp at. Vemos que x(t) está bem definida para valores
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suficientemente pequenos.de 1t|.
A função vetorial x(t) pode ser representada por 
uma série de Taylor em t em relação a t=0:
t=0x^(t) = X? + t(9Q^/9t) (x^ , exp at)
0 ^ 0 ou x.(t) =x. + t E  P..(x)a. + ... ,
1 1 iD 3
cora 1 i / onde
Pij(x®) = OQ,/3g.) (x“,g) ^
e Q “ (Q-i / Qo^ •••/ Q ) •i z m
Assim, x(0) é tangente ã trajetória de exp at
através de x^.
Se f (x) é analítica em uma vizinhança de x^, defi^  
nimos as funções analíticas (exp at)f por
(exp at)f] (x) = f(x exp at) para a e L(G) e 
valores convenientemente pequenos de |t|.
Mais geralmente, seja 0 o espaço de todas as
~ -r ‘ X Q
funções analíticas f em uma vizinhança de x , onde a 
vizinhança pode variar com a função.
Definimos os operadores T(g) ': 0 -*• Ü 0 por" X j X
'T(g) f] (x) = f (xg) , x £ , g e G . 1.7.9
Para um dado f £ 0 , o lado direito estará
^ - 0 bem definido para x suficientemente proximo de x e
g suficientemente próximo de e.
Jã que G é um grupo de transformação local "te­
mos que
T(g^, ^2 ') f] (x) =.f(x(g^ g^)) =
= {t (g^ ) [T (g^ ) f] } (x) .
Assim T(g^ g^) = T(g^) Tíg^) para g^, g^ £ G.
Os operadores T(g) definem uma representação lo­
cal de G sobre o espaço vetorial de dimensão infinita 
0. Em analogia com (I. 7.2.1) podemos definir os ope 
radores infinitesimais correspondentes a esta repre­
sentação, conforme segue.
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1.7.10- Definição de derivada de Lie
A derivada de Lie L^f de uma função analítica 
f e 0 ê dada por
L^f(x) = (d/dt) f(xg(t)) , onde
g(t) é uma curva analítica em G com vetor tangente a 
no ponto e.
Um cálculo direto conduz a 
m n
L f (x) =  ^  ^ ( 9f (x)/3x. ) P . . (x) a . , onde P . (x) é 
“ i=l j=l 1 iD 3 iD
dado por (1.7.8). Em outras palavras temos 
m n
L = E Z P..(x) aO/3x.).
“ i=l j=l  ^ ^
Está claro desta expressão que L^ depende somente
de a; não da particular curva g(t).
1.7.11- Representação multiplicadora
Seja G \im grupo de transformação de Lie local 
agindo sobre uma vizinhança U C , x*^ e U.
Seja o conjunto de todas as funções analíti­
cas em uma vizinhança de x^.
Uma representação multiplicadora (local) T de G 
sobre 'H com multiplicador v , consiste de todas as 
aplicações T(g) de ^ sobre ^ definidas para
g e G e f e por
T(g)f] (x) = v(x, g) f(xg).
Aqui v(x, g) é uma função escalar de x e g, a- 
nalítica, tal que:
(1) v(x, e) = 1 ;
(2) v(x, g^ g^) = v(x, g^) v(x, g^).
1.7.12- Derivada de Lie generalizada
A derivada de Lie generalizada D^f de f sob o 
grupo a um parâmetro exp at i a função analítica
Dç^ f(x) = d/dt [T(exp at)f] (x)
Para v e 1 a derivada de Lie generalizada é a deriva­
da ordinária de Lie L^ .^
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1.7.13- Teorema (fl]/ pág 192 ) .
0 conjunto de todas as derivadas de Lie de um
grupo de transformação de Lie local G forma uma
álgebra de Lie a qual é uma imagem homomõrfica de 
L(G). De fato
N a c  + bB) = '
^[c,e] "-B = t v  ^ b1 '
onde a,B e L(G) , a,b e d.
1.7.14- Teorema ( [l] , pág 198).
As derivadas de Lie generalizadas de uma repre­
sentação multiplicadora local formam uma álgebra de 
Lie sob as operações de adição de derivadas e colche 
te comutador de Lie
[d , Dnl = d D„ - D„ d .a a 6 6 a
Esta álgebra é uma imagem homomõrfica de L(G).
D^ + D, „ = aD + bD„ ; D,- „ i = [D , D^'. 
aa bB a B a, B  ^ a ' B-'
1.7.15- Ação um grupo em uma representação
Um grupo de Lie G age efetivamente em uma repre 
sentação multiplicadora local T se L(G) é isomõrfica 
à álgebra das derivadas-de Lie generalizadas.
1.7.16- Teorema ([l]/ P^g 199).
m
Sejam D. = E P.^(x) (9/3x.) + P .(x) , j = 1, 2, 
J i=i  ^ J
..., n operadores diferenciais linearmente indepen­
dentes definidos e analíticos em um conjunto aberto
u c a " ' .
Se existem constantes c^ j^  tal que
' '’kl = ' 1 1  l,j 1  n
então os Dj formam uma base para uma álgebra de Lie 
a qual e a álgebra das derivadas de Lie generalizadas 
de uma representação multiplicadora local efetiva T.
A ação do grupo G é obtida pela integração das
o,
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equaçoes
n
X . (t) = E P . . (x (t) ) a . ,
1 j=l J
0 ”(d/dt) S,n v(x ,exp at) = E a. P.(x(t)), onde
j =1
x(0) = X , v(x , e) ?= 1 , x(t) = X exp at , 
e 1 < i < m.
1.7.17- Média de uma função sobre um grupo
Seja G um grupo de Lie linear compacto e seja 
f uma função complexa contínua sobre G.
Definimos a média de f sobre G , denotada por 
íív(f(A)) , onde A e G , por
fiv(f(A)) = ^  /g fCA) àA = f(A) ÔA ,
-1 ^  -onde 6A = V_ dA e a medida invariante normalizada. G
Então
fiv (f(BA)) = /_ f(BA) ÔA * f(A) 6A = íív(f(A)) 
fiv(f(AB)) = í2v(f(A)) , 9v(l) = /„ 6A = 1 , B e G.
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II- Estudo de U(2) e sua álgebra de Lie
Passaremos ao estudo do grupo de Lie ü(2) e sua álge­
bra de Lie, ou seja, o espaço de todas as matrizes anti- 
hermitianas, do tipo dois por dois.
U(2) = {A e GL(2 , (E) A^ A = E^}.
0 i' "0 -1‘ 'i 0' 0 0'
i 0 ' ^2 = 1 0 0 0_ ' ^4 = 0 i
Para a álgebra de Lie u(2) = L(U(2)), de dimensão 4, 
escolhemos como base o conjunto das matrizes:
^1 =
Efetivamente, trata-se de um conjunto de vetores li­
nearmente independente, ou seja.
se
então
IR.
0 i^ 0 -1' "i 0' 0 0' 0 0'
a' + b' + c' + d' =r
i 0 1 0 0 0 0 i 0 0
e somente se a ' = b ' = c ' = d ' = 0 .
e = a'l^ + b'l^ + c'l^ + d'l^
Se fí pertence à álgebra de Lie de U{2)
a',b',c',d' e
Então
“c'i -b' + a'i
b' + a'i d'i .
Definimos A pertencente ao grupo de Lie U(2) por
A = ,exp(al^) exp(bl2) exp (cl^) exp(dl^).
Vamos calcular a matriz exp(alj^) utilizando defini­
ções, teoremas e proposições do capítulo I (I.l.l a 
1.1.6).
al.Assim e '1 = exp al^ = exp
ai
ai 0 
. 2Como det(al^ - XI) = A - a'^ i'^ , os auto-valores de
al^ são A^ = ai
Então C =
ai 0 
0 -ai
= -ai.
é semelhante à matriz
'0 ai’ e^^ 0
^^1 = ai 0
e exp C =
0 e"^^
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Mas C é semelhante a al^ ou seja,
-1C = B(al^) B 
b “  ^C B = al^.
(B nao si-ngular) e
-1Como exp (alj^ ) = B (exp C) B, temos apos alguns caj. 
culos,
exp(al^) =
1 (e“ - e-“ )
e-“ )-
1 , ai, -ai. -^(e + e )
De forma análoga calcula-se as demais exponenciais, 
que resultam em;
exp (bl2) =
L 2
i , bi -bi. -T^(e - 0 )
1 - bi, -bi, -T--(e + e )
exp(cl2) =
e^^ o' 'i o'
, exp(dl^) = di0 1 10 e
Desta forma, se A pertence ao grupo de Lie U(2), en-
tao
A  =  e x p ( a l ^ ) e x p ( b l 2 ) e x p (C l ). e x p  ( d l  )
^  [ - 1 1
1
^ 1 2 '
1 ^ 2 1 a 2 2  ,
o n d e  a^^^ =  -
4
;(i + i) ( e ^ H e - ^ > ) +  (1 - i ) ( e ^ ^ +
- x i
e
^ 1 2  =  ■ 4 + i) (e""^- e - ^ ^ ) + (1 - i ) ( e ^ " - e - ^ i
e ^ i
A [d + i ) ( e ^ " - e ' ^ ^ ) + (1 - i ) ( e ^ i -
- x i
e
Cl
[(1 + i) (e^^+ e"^^) + (1 - i) (e^^+22 4
onde x = a + b , j = a - b  , a,b,c,d e IR.
Para íí e L(U(2)) define-se a transformação linear 
Ad íí em L(U(2) ) por
Ad fi(©) = ÍÍ£-'.BÍ2 , onde fiiB-fifí = [íí,©] i o col­
chete comutador.
A matriz Ad íí com relação ã base de L(U(2)) é do t_i
2 2 _ , po 4 x 4  (2 x 2 ) e a  transf ormaçao Ad Sí e nula se e
-27-
somente se ela comuta com toda matriz B e L(U(2)).
Vamos calcular Ad através de sua ação na base
^4 ' considerando-se cada matriz da base como 
uma das colunas da matriz 4 x 4 ,  conforme podemos obser 
var na segunda matriz de II.1.
^11 ^ 2 ^13 ^14
^21 ^22 ^23 ^24
^31 ^32 ^33 : ^34
^41 ^42 ^43 ^44
Seja Ad I^ =
Sabemos que
Ad 1,(1,) . 1,1, - 1,1, =
Ad I,(I,) = 1,1^ - 1,1, ='1 
Então
■4^1
0 0
0 0 
2i 0
0 -
0
-1
0
•2i
1
0
-1
0
'^ 11 ^12 ^13 ^ 4' 0 0 i 0 0 2i 0 0
^21 ^22 ^23 /24 i 1 0 0 0 0 -1 1
^31 ^32 ^3 3 ^34 i -1 0 0 0 0 1 -1
-^ 41 ^42 ^ 3 ^44- 0 0 0 i 0 -2i 0 0
II.1
o que implica em
Ad I^ =
“0 2i 0 0' ‘0 -i/2 -i/2 0' 0 i -i 0'
0 0 -1 1 0 1/2 -1/2 0 i 0 0 -i
0 0 1 -1 “i 0 0 0
—
-i 0 0 i
0 -2i 0 0 0 0 0 -i 0 -i i 0
De forma análoga calculamos Ad I , Ad I^, Ad I., que
sao:
- 2 8 -
" 0 - 1 - 1 0 ' ' 0 0 0 0 '
1 i / 2 0 0 0 - i 0 0
A d  I 2  =
1 0 0 - 1
A d  I 3  =
0 0 i 0
0 1 1 0 0 0 0 0
A d  =
0 0 0 0
0 i . 0 0
0 0 - i 0
0 0 0 0
O s  c o m u t a d o r e s  d a  á l g e b r a - d e  L i e  d e  U ( 2 )  s ã o ;
LI1 .I4] = Ad
1 2 , 1 3 ]  =  A d  1 2 ( 1 3 )
, 1 2 , 1 4 ]  =  A d  1 2 ( 1 4 )
1 3 , 1 4 ]  =  A d  1 3 ( 1 4 )
' 2 i 0
0 - 2 i
2 ( 1 3
0 1 ‘
- 1 0
- ^ 2
0 ' - 1 '
1 0
^ 2
0 i ‘
i 0 ,
^ 1
0 - i
- i 0
- ^ 1
0 0 '
0
0 0
•
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III- Os grupos de rotação 50(3) e SU(2)
III.1- S0(3)
Como caso particular de 1.5.5 temos S0(3, !R)=S0(3). 
Ê o grupo de Lie, de todas as matrizes reais 3 x 3  tais 
que A^A = e det A = 1.
A álgebra de Lie so(3) de S0(3) é constituída de
todas as matrizes reais 
As matrizes
fí tais que 9. = -íí.
0 0 0' 0 0 1 '0 -1 0'
0 0 -1 ' ^2 = 0 0 0 ^3 = 1 0 0
0 1 0 -1 0 0 0 0 0
são linearmente independentes e formam uma base para a 
álgebra de Lie so(3).
Se e so(3) então *^ '^ 3'
'í", 0', e íR.
As relações de comutação dos vetores da base são;
= II I2 - I2 = I3 
= I2 I3 - I3 l 2 = III.1.1
iJ = ^3 ^1 II I3 = I2
Um elemento A do grupo de Lie S0(3) é dado por 
A = exp 'i'1^ . exp 0I2 . exp $ 1 3 / onde Y, 6 , $ e IR.
Vamos calcular exp $13 da mesma forma que foi calcu 
lado o elemento genérico de u(2).
-X 0
det ( $1 - - xl) = $ -X 0 = - 3 *2-X - í X =
0 0 -X <. (x + <í>i)
Assim:
'0 - $ 0' 0 0 0‘
$13 = $ 0 0 0 $i 0 = c.
0 0 0 0 0 - $i
Mas ($1^)3 = BC B não singular.
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Passamos a calcular os elementos de B, isto é os
valores a, b. • •• ! h, j1 na relação seguinte
0 -$ 0' a b C a b c a 0 0 0'
$ 0 0 d e f = d e f '■0 ii 0
0 0 0 .g h j. g h j 0 0 -$i
ou se^a
-d$ -e$ -f $■ 0 b$i -c<î>i
a$ b$ c $ = G e<I>i -f $i
G 0 0 0 h $i -j$i
então = d = h = . j = 
Se b = 1 então e = -i ;
0 .
se c = 1 então f = i.
1
-i
G
Seja B =
Calculando sua inversa, temos
B-1
■ 0 0 
1/2 i/2 
1/2 -i/2
Mas exp " B(exp C)b
expiil^) =
donde
'G 1 1 ^ 1 0  G ■ G G l'
G -i i G e G 1/2 i/2 G
1 0 G G 0 e~^^ 1/2 -i/2 0
e-^i) i/2 (e""- e-^^) G"
1/2 (e^S e"^i) G
G 1
fi -$i
M a s  1 / 2 ( e  +  e  )  =  1 / 2 (  c o s $  +  i  s e n $  +  c o s ( - $ )  +  
+  i  s e n  ( -  $ )  =  c o s  $  ;
i / 2 ( e ^ ^ -  e  =  i / 2 ( c o s $ +  i  s e n $  -  c o s ( - $ )
-  i  s e n ( - $ ) )  =  -  s e n  $  ;
i/2 (-e^ +^ e = i/2 (-cos^ - i sen$ + cos(-$) + 
+ i sen(-$) = sen $ .
o -31-
Temos então expCíI^) =
cos <P 
sen $ 
0
-sen $ 
cos $
0
De forma análoga calcula-se’ as demais exponenciais, 
obtendo-se:
1 0 0 COS0 0 sen0
exp('l'I^ ) = 0 cos'}' -sen'i' exp(012)= 0 1 0
0 sen'F cos'1' -sen0 0 COS0
Assim se A e S0{3) então
A =
1 0  0 
0 cos'1' -sen'!' 
0 senf cos'!'
cos 6 
0
-sen0
0
1
0
senô
0
cos6
cos -sen $ 0 
sen $ cos $ 0 
0 0 1
■^11 ^12 ^ 13'
=s
^21 ^22 ,^23 /
onde
-^31
^32 ^ 33-
^11 ~ COS0 COS $ ; ^12
= -COS0 sen$ ; a^2 = sen0 7
^21 ~ sen*}* senB cos $+ cos'1' sen f ;
22 - sen'F sen0 sení> + cos'i' cosi
a22 = -sen'1' cos0 ;
a^ j^  = -cos'i' senB cos$ + senY sen 'í' ;
^32 ~ cosf sen0 sen $ + sen'}' cos í> ;
a^^ = cos'i' COS0
Nota;
Fazendo 0. = $ = 0 obtemos um subgrupo a um parâme 
tro de S0(3), formado pelas rotações em torjio do eixo 
de x.
Fazendo ' l ' = $ = 0 , o u  '{' = 0 = 0 temos dois ou­
tros subgrupos a um parâmetro de S0(3), sendo eles res­
pectivamente, as rotações em torno dos eixos de y e z.
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III.2- SU(2)
SU(2) é um grupo de Lie real a três parâmetros
formados por todas as matrizes complexas A , do tipo 
2 x 2 ,  tais que A^ A = e det A = 1.
Uma base para a álgebra de Lie su(2) de SU(2) é 
a seguinte:
0 i/2" 0 -1/2 i/2 0
.i/2 0 ■ , J2 = 1/2 0 , J3 = 0 -i/2
As relações de comutação desta álgebra são idênti 
cas ãs da álgebra de Lie so{3) , ou seja
Pl 9 = '^ 1 >^ 2 - >^2 -^ 1 =^ >^ 3
[^ 2 9 "3-1 = ^^2 ^3 - '^3 ‘^2 == ^1 III
[J3 9 = ^3 ^1 - ^1 ^3 == ^2 •
Se fi e su (2) então = a'J + b'J,, + c*J3 9
onde ci' , 1 c' e IR.
0 i/2l 0 -1/2 i/2 0"
9 = a'
i/2 0
+ b' 1/2 0 + c' 0 -i/2
c • i/2 -b'+a'i.
2
ÍX3 X2 + ixi
— b'+a'i -c' i — •ÍX3.
9
L 2 2 - X2 '
onde x^ = - X2 ' ^2
í
> ' ^3
c '
2
•
Um elemento genérico do grupo de Lie SU(2) é
por A = exp aJ^ . exp b^2 . exp CJ3 *
Como exp cJ^ é uma matriz diagonal, 
(1.1.5) temos
usando
exp cJ^ =
-eCi/2 0
-ci/2LQ e
Vamos então calcular exp(aJ^) e exp(bJ2). 
Temos
-X
det(aJj^ - xl) = ax
ai
2
- X
=  ( X  -
ai , - , ai , 
-:r~) (x + — T-) •
-33-
Entao
aJ^ =
'0 ai - ai 02 2
ai 0 0 -aiL 2 2
= C .
Como aJ- = C entao existe B nao singular tal 
-1que aJ, = B C B
-1
Determinando B , obtemos exp aJ^ = B(expC)B
ai
1 1‘ e 2 0 1/2 1/2
ai
1 -i. 0 e 2 1/2 -1/2
l/2(e®^/2 ^ 3-ai/2)
1/2 (eai/2 e-ai/2)
cos(a/2) i sen(a/2)
i sen(a/2) cos(a/2)
Analogamente calculamos exp bJ^ =
1/2 1/2(8^^/^ - e
l/2(e*^^/2 _ ^-bi/2^ ,l/2(e^i/2 ^ ^-bi/2
0 elemento genérico do grupo de Lie SU(2) 
por A = exp aJ^  ^ . exp bJ^ • exp cJ^« =
1 / 2
l/0 (g(a+b+c)i/2 _ (a+b-c)i/2j
1/2 ( e i / 2  _ (a+b+c)i/2j 
1/2 (g(a+b+c)i/2 _ (a+b+c)i/2^
é dado
=  1/2
_ x,i -x„i X i
~e + e e - e a 6'
Xii “^2^ X i -X i
e - e e + e -6 a
a = 1/2(cos x^ + COS X2) + i(sen x^ - sen x^) 
B = l/2(-cos x^+ COS X2 ) + i(sen x^ + sen X2 )
a+b+c
^2 ”
a+b-c
o -34-
III.3- Relação de homomorfismo entre SU(2) e S0(3)
Seja G um grupo de Lie linear local (definido 
1 .2 .2) .
- Para B e G , fixo, a aplicação (A) = BABD
A e G , é um automorfismo interno de G.
em
-1
- Para B e G fixo, o automorfismo interno deB
G induz um automorfismo y_ na álgebra deD
L(G) de G dado por
Lie
yg(ÍJ) = (d/dt) yg(exp tfi) = (d/dt) B(exp tfí)
B = B(exp tíí) 9. B
= B(exp 0Í2) Í2B~^  = BfíB~^ .
-1
t=0
De III.1.1 e III.2.1 concluímos que SU(2) e SO (3) 
têm as mesmas relações de comutação, e portanto so(3) e 
su(2) são álgebras de Lie isomõrficas.
Então SO(3) e SU(2) são localmente isomõrficos.
Vejamos agora um automorfismo da álgebra de Lie
su(2) que vai nos permitir induzir uma relação de homo­
morfismo R entre SU(2) e S0(3), sendo esta uma rela 
ção de isomorfismo local.
Consideremos o automorfismo de su(2) dado por
y^ (fí) = ©
Sejam fí =
asía"^ , onde A e SU(2); fí,© e su(2)
Í X3 - X 2+ix^
, ©  =
^ ^ 3 -yj-Myi'
X2+iXj^ - Í X3 -lyj.
A =
a^ i^ +ib^  . a2+ib2 
-a2+ib2 a^ -ibj^ j
J )
Temos I a I + |6| = 1  ou
onde a^‘+ib^ = a ; a2+ib2 = 3 .
2 2 2 2 
a^ + b^ + a2 + b2 = 1.
-1Expandindo a relaçao B = AfiA obtemos
-yj+iyi' a^+ib^ a2+ib2 ÍX3 -X2+lx^^
.Y2+iyi -lys. -a^+ib^ X 2+ix^ “ÍX3
a i - l b i - a j - l b j -
_ h l ^ 2 ' , onde
a j - i b j a^+ib^
> 2 1 * ^ 2 2
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2 2 2 ?
^11 ~  ^^ ^1^3"’^ 2^ 3'*’^ 1^3~^2^3'^^^1^2^l'^^^1^2^2''^^2^1^2'^
+2bib2X^) ;
2 2 2 2 
^22 ~  ^^ ~^1^3'’^ 2^3'"^1^3'^^2^3''^^1^2^l''^^1^2^2'^^^2^1^2~
-2bjb^x^) - - bj^ j^ ;
‘>12 = <^ l=‘2-"®2=‘2-‘’^ 2 - ‘’2=‘2'^2®l'"l^r2®l‘’2^3“^®2‘’l’‘3'
2 2 2 2 
-2a2b2^-^) +  ^(^i^i“^2^1~^1^1'''^2^1”^^1^2^3''^^1^1^2~
-2a2b2X2+2b^b2X^) ;
2 2 2 2 
^21 ~ ^~^1^2”*^ 2^ 2''’^ 1^ 2''’^ 2^2~^^1^1^1’^^^ 1^ 2^ 3'*'^ 2^^ 1^ 3'''
2 2 2 2 
+ 2a2b2^1^ ■*■ i (aiXi-a2X^-b^x^+b2X^-2a^aTX2-2a^b^X2-
-2a2b2X2+2b^b2X^) = -b^2 * '
Da igualdade de matrizes temos:
Yl = (a^-a^-b^+b^) x^ + (-2a^b^-2a2b2) X2 +
+ (~2aia2+2b^b2) x^ = R(A)^^ x^ + R(A)^2 ^2
+ R(A) 12 ^3 '•
Yj = (Za^b^-2a2b2) + (aj+a^-bj-b^) +
+ (-2aib2~2a2b^) x^ = R(A)2i + ^^^^22 ^2 '*'
+ R(A)23 x ^
Yo = (23ta^+2b^b^) x^  + (2a^b^-2a^bT) x^ + (a^-a^+1 2 '12' 1 2 2 1'
2 2
+bi“b2) x^ = RÍA)^! ^2. '*’ ^(•^^32 ^2 R(A)^3 x^
Entao
para j = 1, 2, 3.
Veremos que estes R(A)jj^ definem um homomorfismo de 
grupos
R : SU(2) -> S0(3) , que ao elemento
A =
ai+lbi
-a2+ib2
a2+ib2
a^-ib^j
faz corresponder o elemento
R(A) =
r 2 2 ,2^ , 2 a,"a^“b,+b^
2aibi-2a2b2
-.aj^b^-Za^b^
2 2 ,2 ,2 
ai+a2-bi-b2
-2aia2+2bib2
-2aib2-2a2bi
2 2 2 2
2 a la  2'^'2b ib 2 ^^1^2~^^2^1 ^1~^2^^1~^2
De fato = (AB)fi(AB)"^ = (AB)e(B"^A~^) =
= A yg(íí)A~^ = y^(yg(fi)) = y^ .
Portanto R(AB) = R(A),R(B) , o que implicará em R 
ser um homomorfismo.
Sendo R(A).R(A)^ = e det(R(A)) = 1 então
as matrizes R(A), do tipo 3 x 3 ,  pertencem ao grupo 
S0(3). Então R é um homomorfismo de SU(2) em S0(3) ; 
mas R(A) = R(-A) ; ainda mais R(A) = E^ se e somente 
se A = -E^ , ou seja, exatamente dois elementos de 
SU(2) são levados em cada elemento de S0(3).
Vamos verificar que R i um epimorfismo, ou seja, 
um homomorfismo sobrejetivo.
2 2 2
Sabemos que tr Sí = tr © = 0 e yi'*'y2'^ 3^ ~ ® ~
= det(AfiA~^) = det A . det Q . det A~^ = det ü = xj+
2 2 2 +X2+X2 = q onde q e IR.
As matrizes hermitianas " ií2 ■ e i© têm os mesmos 
auto-valores, sendo eles ~iq 5 logo estas matrizes são 
semelhantes, e existe uma matriz unitária B tal que 
© = BííB . Mas I det b| = 1 , o que implica que
B = e^®. A , onde det B = e^^®, e A e SU(2).
Assim A R(A) é um epimorfismo em S0(3).
SU(2)______ R(epimorfismo) .  ^S0(3)
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f
onde K = núcleo de Sü(2) = {+E2 , “^2  ^ *
Pelo teorema do isomorfismo ([6] , pág 59) existe 
uma aplicação f tal que f(A') e S0(3) para todo 
A' e SU(2)/K , tal que f é um homomorfismo bijetoij 
isto i, um isomorfismo.
Logo S0(3) i isomõrfico a SU(2)/K.
Como -A está distante de E2 quando A está próxi 
mo de E2 então R(A) é uma aplicação localmente isomõr- 
fica.
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Do ponto de vista tópolõgico SU(2)é homeomórfico à 
esfera unitária , e S0(3)é homeomórfico ao espaço
projetivo de cada diâmetro em ”S^.
III.4- Volume de SU(2) e S0(3)
Os ângulos de Euler ('í>,6 , 'i') formam um sistema de 
coordenadas convenientes para SU(2) (1 , pág 225). 
Seja ACí*, 0, V) = (exp «ÍJ^ ) (exp 6J^) (exp 'FJ^ ) =
.el(t+4>)/2_ e sen a B'
III.4.1 = z. i('{'-$)/2 0 
1 e ‘ . sen
z
-i($+'F)/2 0 e . cos -y- -3 ã
Tomando os ângulos de Euler no domínio
0 < < 2tt 0 < < ÏÏ - 2 tt < Ÿ < 2 tt e seguin
do a teoria apresentada em (1.6), passemos ao cálculo 
do volume de SU(2), que é compacto ([l], pág 211), da­
do por
VSU(2) SU (2) dA .
Temos
,-l 9a ^cos t)
1 i¥ e sen
1 -in'— e sen 
i •cos 0
= (sen f sen 0)J2^ + (cos 'F sen 0)J2 +(cos 0)J3 •
,-l 9A
80
i/2 e
i/2 e
= (cos 'F)J^-(sen 'i')J2 ‘
-1 9A i/2
0
0
- 1/2
= j3 •
dA = V- ($, 0, '!') dí d0 d'F =
sen ¥ sen 0 cos sen 0 COS 0'
= det cos -sen Ÿ 0 d$ d0 â'V =
0 0 1
= sen 0 d$ d0 d'F .
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Então Vgy(2) == ^SU(2)^^ =
= / g s e n e  de = 16 TT^.
Como R(A) = R(-A), então dois conjuntos diferentes de 
ângulos de Euler determinam a mesma matriz rotação.
Se A é dado através dos ângulos de Euler (cf. III. 
.4.1), então
R(A) =
cos$ cos'F -sen$ sen'F cosB 
sen$ cosf +cosi> sen'i' cos0 
senY senB
-cos$ senT -sen$ cos'1' cosB 
-sen$ sen'F +cos$ cosH' cosG 
cos$ sen©
sen$ sen0 
-cos$ sen0 
COS0
e R( (A($ ,0 ,»F ) ) = R(A($ ,0 ,'F±2it ) )
Mas SU(2) é localmente isomõrfico a S0(3); então 
suas medidas invariantes são iguais e
' ^S0(3)=®"6 '5* ■»'*' = /^<5T/^dt/;sen6de =
-  fl 2- o 7T r
OU seja, a metade do volume de SU(2). Acontece que 
SU (2) 63 um duplo recobrimento de SO(3) de forma que 
dA é o mesmo para ambos, mas o volume calculado para 
SU(2) é o dobro do volume calculado para SO(3).
III.5-SL(2) - Complexificação de SU(2)
'a b
SL(2) = SL(2,C) = g = com det g = 1
c d
e s£(2) é a álgebra de Lie de SL(2). 
Sejam os elementos
_  + 0 -1‘ 0 0 3 1/2 0'I = , 1“ = , I =
0 0 -1 0^ 0 1/2
que definem uma base para s£(2) com as seguintes re-
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lações de comutação:
r 3 ± 1 -f i r +  ^ 3
[ I . I ] = - I r - 21 .
Complexificação de su(2)
/•N,
Seja G uma álgebra de Lie real de dimensão n. A 
complexificação G de G i a álgebra de Lie complexa 
de dimensão n, consistindo de todas as com.binações 1^ 
neares complexas de elementos da álgebra real G.
Veremos agora que s£(2) = s£(2,(T) é uma complexi- 
ficação de su(2):
J^+iJ^ =
0 -1/2 ' 0 i/2 0 -1
+ i = - I
1/2 0 i/2 0 0 0
0 1/2 ' ' 0 i/2 0 0
= + i
-1/2 0 i/2 0 -1 0
+
= I
-ÍJ3 = -i
i/2
0
0
-i/2
1/2
0
0
- 1/2
onde =
0 i/2 
i/2 0
0
1/2
- 1/2
0
i/2
0
0
-i/2
foram definidas em (III.2),
constituem uma base para su(2).
Como I^, I , I formam uma base para a álgebra de 
Lie sX(2) , vemos que ela é uma complexificação de
su(2), de dimensão 3, como pretendíamos.
Assim su(2) ^ s 2,(2) e su(2) é uma forma realO
de s £(2) .
III.6-Representações irredutíveis de SU(2) e S0(3)
Uma representação T de su(2) em um espaço 
rial V induz uma representação de s Sl{2) , ou 
de acordo com o visto na secção anterior
T(I*) = -T(J2) + iT(J^) T(I ) = -iT(J.
veto- 
seja ,
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Calculando-se as representações irredutíveis de 
s£(2), encontra-se as representações irredutíveis de 
su(2) e através da exponenciação obtêm-se as repre­
sentações irredutíveis de SU(2).
Vamos verificar que SL(2) age efetivamente em uma 
representação multiplicadora.
Seja £ (G) a álgebra de Lie formada pelas deriva­
das de Lie > definidas em 1.7,11.
Observemos que a L é um homomorfismo de
. a
L(G) sobre £ (G). Se esta aplicação é um isomorfismo, 
isto é, dim L(G) = dim £ (G) então G age efetivamente 
como um grupo de transformação.
Jã vimos uma base para a álgebra de Lie s£(2) e 
vamos agora considerar os operadores que seguem, agin 
do numa vizinhança de 0 e (E.
III.6.1 = -2uz + z^(d/dz)
£ = -u + z (d/dz) .
Verifica-se a seguinte relação de comutação 
(1.7.17)
por
£ f (z) = £^(£‘^ f (z)) - £^ (£ f (z) ) =
= (-U + z d/dz) (-2uz f(z) + z d/dz f(z))
- (-2uz + z^ d/dz) (-U f(z) + z d/dz f (z)) -
'= (-U + z d/dz) (-2uz f (z) + z f  (z) ) -
- (-2uz + z^ d/dz)(-U f(z) + z
- u z^ f'(z) - 2u z f(z) - 2u z.^ f'(z) +
2z^ f' (z) + z^ f' ' (z) - 2 u^z
f ' (z) ) = 2 u 
2
z f(z) -
f (z) + 2u z'
+ uz
2
f  (z) - z^ f'(z) - z^ f'(z) = -2u z f(z)
f '(z) + 
+
+ z d/dz f(z) = £ f(z).
rv3 ^-1[£ , £ ] = - £ 7 [£ , £ ]
Analogamente calculamos os demais colchetes comu­
tadores e obtemos:
O. -L
= 2 £^.
Logo estes operadores geram uma álgebra de Lie i- 
somõrfica a sí,(2) e são as derivadas de Lie general_i 
zadas (1.7.12) correspondentes a uma representação 
multiplicadora local de SL(2) sobre CE.
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Usando-se o teorema 1.7.16 e integrando-se as equa 
ções obtêm-se a ação dos subgrupos a um parâmetro:
exp t I , exp bl^ , exp cl , que são dadas por
T(exp Tl^) f‘ (z°) = e f(z° e^) ; „
T(exp bl'^ ) f 
0
, 0, ,, , 0, 2u  ^ , [z ) = (1 - bz ) f (■
bz < 1 1 - bz
T(exp cl ) f (z*^ ) = f(z^- c) ,
Vejamos que a representação multiplicadora 
T(g) ê dada por uma expressão do tipo:
T(g) f] (z) = [T(exp b'l‘‘) T(exp c'I~) .
. T(exp T ’I^ ) f] (z) - (exp u - t ')(1 - b'z)^^ ,
local
-F f z (exp T ' ) (1 + c ' b '
• ^  1 - b'
. (bz + d) 2^
) - c ' exp T V
III.6.2
onde g =
b
d
Assim se g = e SL(2) entao
zg = (az + c)/(bz + d)
0
v(z,g) = (bz + d) 2u .
T(g) f](z) = (bz + d)^^ f(c^-T-§)
(cf 1.7.11) , 
para gbz + d
vizinhança próxima de e.
Este elemento g pode ser escrito por
g = (exp b'l"^ ) (exp c'I ) (exp x '.I^ ) =
exp
(exp —
-c' exp 
1
-T ’) (1 + b'c’) 1 .-b exp - -rr-T
exp -
-1 b' - -b/d ' = -cd
em uma
onde
o que
justifica III.6.2.
Os operadores em III.6.1 são as derivadas de Lie 
generalizadas, conforme apresentação que segue
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£^f(z) = d/db T(exp bl'^ ) f(z)
+ z ^ d/dz f (z);
£~ f(z) = d/dc T(exp Cl ) f(z)
f(z) = d/dx T(expTl^) f(z)
c=0
T=0
b=0
^ -2uz f(z)
= - d/dz f(z); 
-u f(z)
+ z d/dz f (z) ;
A ação destes operadores no espaço de dimensão 
2u+l dos polinómios de ordem 2u, define a represen­
tação da álgebra de Lie de sí(2) .
Seja o espaço vetorial de dimensão (2u+l)
constituído dos polinómios:
2u .
= jio
Escolhendo como base h^(z) = z^, j=0,l,...,2u ,
temos a seguinte ação
É^’ h. = (^ -ü+z d/dz) = -uz^ + jzz-J = -UZ-" + jz^ =J-
= (j-u) z^  = (j-ü) h^;
3“! -i h III.6.3
+ jz
- (j-2u) h .j + 1-
@©tâ. S<gií3> é ia®a representação irredutível de
que induz uma representaçao irredusl.ií.2)- S’Oht.B 
tívfffil ê@ su(2) .
K»co«.t.raremos. taittóm' as representações irredutl- 
¥©.i-g de SÜC2)i induzidas pelas representações de 
á^ld'f2ií rfSStringindo os operadores T(A)para AeSU(2).
A =
a
T(À) f ' (Z) ss (655 + ã)^^ f(02__I_J) f e V (u)
3z + a
Estas representações de SU(2) de dimensão (2u+l) são
r>
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irredutíveis já que as representações da álgebra de 
Lie associada são também irredutíveis.
Mas se TC-E^) = E, onde E é o operador identida­
de, então T é chamada de representação inteira e de­
fine uma representação irredutível de SO(3).
Em nosso caso temos:
-^2
-1 0
0 -1
T(-E2) f ](z) = (O.z-l)^"" ." (-D^'^fiz),
■ ou T(-E2) = (-1) E.
Para u = 0 ,  1, 2, ... as representações irredut^ 
veis são inteiras e definem as representações irredu 
tíveis de S0(3) (comparar com a observação final do 
capítulo IV).
Para u = 1/2, 3/2, 5/2, ... são representações 
meias inteiras que duplicam as representações irredu 
tíveis de S0(3), constituindo as restantes represen­
tações irredutíveis de SU(2).
III.6.4- Teorema ( fl|» pág 213)
Seja T uma representação contínua do grupo de 
Lie linear compacto G, no espaço V de dimensão fini­
ta, com produto interno. Então T é equivalente a uma 
representação unitária em V.
Vamos denotar as representações de dimensão 
(2u+l) de SU(2) por Como SU(2) é compacto va­
mos ver que existe um produto interno (-,-) sobre o 
espaço vetorial V^^^ , com relação ao qual as repre­
sentações são unitárias.
Seja <-,-> um produto interno em V^^^ .
Vamos definir (-,-) por
(f,h) = ^ <T(A) f, T(A) h> dA =
^SU(2)
= fiv fT(A)f, T(A)hl - (T(A) f ,T(A)h) ,
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onde A e SU(2) e f,h e (1.7.1-8).
Seja £j^ tal que exp tEj^  = T(exp tJj^ ) onde Jj^
forma a base para su(2), (III.2).
Substituindo no produto interne aciraa, diferenci 
ando corn relação a t e  fazendo t = 0 temos
{£^ f, h) = -(f, £j^ h) k = 1, 2, 3;
OU
<  ' -‘=k '
isto é, OS operadores são anti-hermitianos, ou 
seja, os operadores i£j^  são herraitianos,
Com as relações que seguem
■3 '
^2 + i£l ; £^ = í£3 ;
(£-)* = ; (E+)
* _  o * 
= £ ; (£ )
(£^  h^. = (h.. £3 hk) ;
(E"^  hj, = (h.. £~ '•
(£" h.. = (h., £ + h^) ;
e ainda por (III.6. 3) temos que
(hj, h^) - 0 se j k
,+
Verificamos com estas duas últimas afirmações 
que 08 vetores da base . (z) = z^  , são mutuamente 
ortogonais, e.a relação que existe entre as normas 
dos vetores da base é
2 2 = (j + 1) llh.|
Vamos agora ortonormalizar o produto interno es­
colhendo arbitrariamente ||h 
se ortonormal { f^} para
0 Escolhemos uma ba-
V (u) , onde f (z) m
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Os vetores da base serao classificados pelos au-
to-valores m=j-u de f , com relação a £ .m 2
Vamos normalizar ~  ^ ^0 = (2u) 1 e
h. - (2u-j) ! j:
D
(-Z
u+m
hj (z) -,1/2 ,-,1/2 ' com m =
= -u, -u+1.
(u-m)1(u+m)1 
, u-1, u, formam uma base ortonor -
(u)mal para V
Segue ainda de (III. 6.3) que
£ f = (-U + z d/dz) m
Izlà
u+m
(u-m) I (u+m) '. 1/2
-u(-Z)
u+m
(u-m) (u+m) 1 1/2
+ z (u+m") (-z) .^(-1)
[ - U - Z(u+m)(-z) ] (-z) 
(u-m) I (u+m) I “I
(u-m):(u+m)1
u+m ,m -z,
1/2
u+m
(u-m)1(u+m)I 1/2
m
De forma análoga calculamos os demais e obtemos
£ f == r (u-m+l) (u+m)m L
1/2
-  1/2
•m+1 '
"m-1
(u)Os elementos da matriz da representaçao D com 
relação ã base ortonormal são
(A) = (T(A)f , f ) ounm m n
T(A)f^ (z) m-
u •,u„ t ;:^ (a ) f (z) , L nm nn=-u
onde -u < m < u .
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Seja A =
a 3
-6 a
«
2u f 1^— -3m gz + a
Então g(A,z) = |t (A) (z)
,az - B<u+m 
— :— =/
(u-m)1(u+m)I
/ n , \ U.—1U / õ \ U+Ul U
= ÍM_±_a)----B ^
i/2 ___ .. nm
-,u-ma]___
(u - m) (u + m) l n=-u
1/ 2'
(u-n):(u+n)1,ll/2 •
A ação de £^f , E'^ f , £ f já definem a álgebra 
(u) m ' m ' m
de Lie D , mas utilizando as duas expressões da i- 
gualdade anterior e igualando as potências em z obte­
mos a relação que existe com a teoria das funções espe 
ciais, conforme segue
t)J^ (A) = nm
(u+m)I(u-n)I 
(u+n)1(u-m);
1/2 u+n -m-n -^ m-n' a  a 6
2 (-u-n,m-u;m-n+l;-
r (m-n+i; 
1 j 2 ,
a III.6.4.1
onde r (z) = ^ m  nl ---] , r (z + 1) = z T (z) ,
n+1
n = 0 ,  1, 2, ... é a  funçao'gama
2 Fj^  (n+l,-n; 1; 1/2 (1-cos" 6 )) é a função hipergeométrica, 
ou seja,
r, , , , T , ab , a(a+l)b(b+l) 2
2 F^(a,b;c;x) = 1 + + ■i.2c(c+l) ^ +
a(a+l)(a+2)b(b+l)b+2) 3 ,
1.2 .3 .c(c+l) (c+2) ^ ■ ’ ' ’
Se a,b,c são reais, então a série converge para 
-1 < x < 1 , desde que c-(a+b) > -1 ;
e 2 F^(a,b;c;x) é a solução da equação diferencial 
hipergeométrica x(x - l)y'' + {c-(a+b+1)x}y ' - aby = 0
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IV- Homomorfismos de SU(2) em SU(n+l)
Neste capítulo estamos apresentando, como principal 
contribuição deste trabalho, uma relação de homomorfis 
mo entre SU(2) e SU(n+l), seguido de uma regra práti 
ca que nos permite identificar, de forma bastante ace^ 
sível, um elemento do grupo especial unitário SU(n+l); 
com n = 2, 3, . . . conhecendo-se-' apenas um elemento de 
SU(2).
IV.1- Algebra dos quatérnios
A álgebra IH dos quatérnios é uma álgebra de dimen 
são 4 sobre !R, com uma base composta de quatro ele­
mentos 1, i, j, k, cuja tabela de multiplicação ê 
dada pelas seguintes fórmulas:
.2 .2 ,2 1 = 3  - k =-l ,
ij = -ji , ik = -ki , jk = -kj
ij = k , jk = i , ki = j .
Se q é um quatêrnio então q é expresso como combi­
nação linear de 1, i, j, k, ou seja,
q = Sq + a^i + a^j + a^k , aQ,a^,a2 ,a^ e R , e
0 conjungado de q , denominado q é expresso por
q = aQ - a^i - a^j - a^k .
Todo quatêrnio pode ser escrito na forma 
q = (Sq + a^i) + (a2 + a^i) j , ou
q = a + 6j , onde j^ = -1 , ij = -ji , a,6 e C.
Observemos em particular que E possui a estrutura
4do espaço vetorial real R , com a basç padrao obti­
da pelas seguintes identificações:
1 E (1,0,0,0), i E (0,1,0,0) ; j 5 (0,0,1,0) e
k E (0,0,0,1). Também H possui a estrutura do espaço 
vetorial complexo com a base obtida pelas seguintes 
identificações: 1 E (1,0) e j e (0,1). Como todo qua- 
térnio pode ser escrito na forma a + 3j , onde a,B 
são complexos (a = a + bi , 6 = c + di) , denotaremoF-
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K por C ® Cj . A esfera unitária S ( H) = S((E ® (E^ )
de vetores unitários de O, na norma padrão, coincide
3 4com a esfera S de iR . Esta esfera constitui um gru­
po de Lie com a operação usual de produto quaterniô- 
nico.
IV.2- Determinaçao dos homomorfismos
Apresentaremos outra forma de se obter as repre­
sentações irredutíveis de SU(2), já apresentadas ante 
riormente neste trabalho (III.6.4.1).
A primeira seguiu as definições e teoremas de
1], sendo apresentada em 2.13 de [l|, pág 230, ou em
III.6.4.1 do presente trabalho.
a B‘ ' 1^1 ^21
Seja A =
.-3 a -^ 12 ■^ 2^2
grupo SU(2), ou seja. uma matriz e
Então 'f envia a+Bj e S ( H)
um elemento do
.al unitária.
((C ® (E . ) = , 
(IV.1)
na matriz especial unitária
A =
a
-B a
A representação complexa padrao de SU(2) é por
definição o monomorfismo de inclusão
2 2 : SU(2) Aut (E . Denotaremos por (E = © (D^
a soma direta de duas cópias complexas e
Temos quatro homomorfismo:
^ij = ^ para i,j = 1,2 , de modo que
[4.,(A)](z ,,Z2) = =
2 2
= ( E  a.TZ. , Z a.„z.).. , il 1 . i2 1 1=1 1=1
Veremos que as representações complexas irredutí 
veis, de dimensão n + 1 , de SU(2) estão determina 
das, a menos de constantes complexas, por homomorfis­
mos de SU(2) em SU(n + 1) .
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De acordo com [].2] , pág 168, o anel das representa 
ções complexas K(SU(2)) é um anel de polinómios gera­
do pela representação complexa (j)
Seja F-, Sü(2) SU(2f a aplicação identidade.
Disto decorre que'a potência n-tésima de em
K(SU(2)) é única. Esta potência n-ésima ê uma represen
tação (f)^ : SU (2) Aut que, como veremos, se
fatoriza na forma:
F
Sü(2) n SU(n+l) Aut dn+1
Teremos um diagrama comutativo
SU 2 )
Aut C‘
n SU(n+1)
n+1
K,£Íl,2, . . . ,n?í^'^K'^j
,n nonde C == © !D , que e a soma direta de linhas com 
K=0 ^
plexas D^..i\
n__K K
Seja B H H (E2 o produto tensorial ( [11
secção 3.2) de n - K cópias de por K copias
de CE^  •
n n n-K KSeja 0 (C, © CE„) = © (a" Œ, k s (i:„) a poten- i ^
cia tensorial simétrica ([ll|, secçao 3).
Identificamos D comK
a potência tensorial simétrica a(Œ^ © €2) 
identificada com
n^K KŒ, H E! Œ„ de modo que
fi n fique
,n n(E = © ID 
K=0 K
-y
Œ*' e
Se F^ estiver representada nas bases canônicas de
(como forarft sugeridas anteriormente), pela
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matriz M(A) = {Uj^ (^A) 0 £ K,£ £ n} , entao se
comportaria como um homomorfismo de
n-Kem K
Sabemos por ([li], 2,2) que existe uma aplicaçao
n-£  ^ n-5,_ £■ , ,■ ■ s Œ^ îa ® (T^  r tal que sen-linear t
n — C
'i'
x (E^
n-K K K
n-linear qualquer, então existirá uma única aplicação 
Uj^  ^ : eP  ^ ®2 ® ^ ^  , tal que o
diagrama seguinte comuta.
X Œ 2 K£
n-ü
!S^Œ2
(IV.2,1)
A forma geral de u^ ^^  que se pode obter do diagrama 
anterior, a partir de homomorfismos elementares a^^ de 
, ou seja, a,6,-^,ã , é a seguinte: 
se (K,£) é um par de.indices com 0 £ K,£ £ n, tal que 
n-K-£> 0 e K-£ £ 0, então a sua-posição, no arranjo 
dos índices por filas e colunas, fica indicada no tri­
ângulo seguinte:
Neste caso u deve ser multiplicaçao pelo número
X\ X/
complexo
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uK,£
a 6 
-3 a h=0
^ n-K-£ — ,K-£, — ,£-h.
 ^ ^ a (-3 ) (aa) (-B3) ,
para certas constantes , C ,i\ ^ X, ^ n •
Para os outros três triângulos do arranjo de sub- 
Indices a forma desta aplicação n-linear é como segue:
uKrl'
a J „ n-K-£ „K-£, £-h, h
Z . . a B (aa) (-BB)
h=0
uK,£
a
-B
uK,£
l
= l „ n-K-£ , K-£ , -, £-h, „ttn h. . (a) (B) (aa) (-BB) ;
h=0
a B‘\
a
!
 ^ , n-K-£ -5-xK-£, — , £-h , q-õn h
= E C , (a) (-B) (aa) (-BB) .
h=0
Daí ficam induzidos, de acordo com IV.2.1, os homo-
morfismos elementares u^ que darão lugar ãs entradas
/ 3c
^ da matriz representativa do homomorfismo F^.
IV.3- Teorema
A representação complexa irredutível c|)^ de dimen­
são n+1 é determinada por um"homomorfismo de grupos
>- Sü(n+1). dado pela matrizF^ : SU(2)
F^(a+6j) =
a
-B a
\
os u^ n sao determinados da seguinte forma: 
K  ^ 36
/n '1/2 ' n '-1/2
seja CK, £ \KJ \ I .
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r = n - K - £  , s = K - £  ; então para cada par 
(K,£) para o qual r,s > 0, esta bem definida a ex­
pressão
a 2 ( £ -h )
Então
Ur £ a ( 3 ) d^^ ,
IV.3.1
Prova:
entao
URo(a+3j) Crqq n-K ,_.Ka (3 )
Como
n
E
K=0
uKO
rbrO 2
= 1 , ou seja 
n-1-^ 1 0_n
temos que C^qq = C^^^ = 1 ,
e (c ) ^ =  - - - - - -^^KOO^ (n-K)1 k :
n \
. K
, ou cKO
n' 1/2
. K
Sejam a 3^ ' a b
/ e SU(2) ,
a -ib a
a 3' a b aa - 3 b a b + 3 a
-ÏÏ ã
•
-b a -3 a - a b -g^ b-t^  ã
Como ê um homomorfismo de grupos temos que
F ^ ( f ( a + 3 j )  f ( a + b j ) )  =  F ^ ( f  ( ( « a  - 3 b )  + ( a b  + 3a) j)
= F^ (f (a + 3 j ) ) (f (a + bj ) ) , isto é,
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n
^Kh ^  ^ Bj ) (a + bj ) ) ) = E (T (a+Bj ) ) (f (a+bj ) ),
£•=0 K£ £h
onde K indica a linha e h a coluna. 
Para h=0 temos:
n
Uj^ q (Í ((aa - Bb) + '(ab + Ba)j)) = 'Z u^ ^ f (a+0j)u ^ ^  (r(a+bj) =
n
£=0 K£ £0
^ f .n•^/l^^l/2. n-£r:£Z u T (a+BD) ( J a b .
£=0 ^
Mas Uj^ p(f ((aa - Bb) + (ab + Ba)j)) =
,n,l/2 , oT:^ n-K K(j^) (aa - Bb) (Ba + a b)
Substituindo esta igualdade na antecedente temos:
(í!) (aa - Bb) ^ (la + ã b) ^  = Z u ff’ (a+Bj ) ) .
^ £=0
,n. 1/2 n-£ ^£
* £ *
Desenvolvendo os binômios, somatório e simplificando 
os termos, encontramos
UR£(f (a+Bj)) = (J)^^^ a""(-B)^ .
h=0
2(£-h) 2. h
Com C
a ---- (- B ) .
_ ,n.l/2 ,n.-l/2
K£ (£) r=n-K-£ s=K-£
então para r,s > 0  fica bem definida a expressão
d = C E )K£ “-kí h ' 'l-h' a
2(í-h) g 2,h
Além disso
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o que determina completamente : SU(2) SU(n+l).
Compondo esta com a representação * de SU(n+l) em
n+1 ^Aut C , de acordo com (IV.2.1) obtemos a representa
ção procurada.
IV.4- Exemplos
Vamos calcular os elementos u^^ , em que r,s > 0 
e os demais serão calculados pelas três últimas igual­
dades de IV.3.1.
Vejamos os elementos detalhados de
SU (2) SU(3)
F 2 (a+33 ) - ^ 2
a
a
= {uK£ 0 < K,£ < n} =
^00 ^01 ^02
^10 ^11 ^12
^20 ^21 ^^ 22-
Somente os elementos da região hachuriada possuem 
r,s > 0 (triângulo I). Substituindo-se os valores cor­
respondentes dos elementos nas fórmulas do teoremaIV.3, 
obtêm-se;
u
K=£ =0 n=2 r=2
00 ■' d =c (2)(°)2^°^ 00 00^0^ 0^^
_ 2 , 0 . _ 2 
Uoo a ( B) dpQ a
(- B
2, 0
s = 0
- 1
u10
K=1 £=0 n=2 r=l. , s =1
K=1 ,  ^= 1 , n=2 , r=s=^ 0
2a
u11 a -  3
B
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u20
K=2 , £=0 , n-2 , r=0 , s=2 
,^20" ' '
' ^ O l  ^ ^ K £  ^ 1 0  ' ^ £ k  ^ 0 1  “  ^ ^ K £  a  6
^02 ^^K£ ^20 ' ^£k ^02 “  ^ ^K£ ®
^K£ ^00
u22 -;ou
u^^=u22 (n-K)(n-£)
^21 '^^ K£ ^10 ' ^^ 21 ^^ (n-£) (n-K) “  ^ ^K£
Portanto F^ía+Bj) =
a
-/2 ccB 
^2
/2 áB
- / 2  a  B
B I /2 a
- 2
a
De forma análoga podemos calcular F^í F^,... , F^,.. 
Vejamos os elementos de F^ e F^(matrizes comple­
tas) e a seguir F(- e F^ (triângulo I) .
b D
3
a / 3 a ^ B / 3 a
F 2 ( a + B j )  = - / 3 a ^ B
2 ■? 
a (  a  - 2  B “ ) B ( 2  a  B
v ^ a B " ^ B ( 2  a  B  ^) ã (  | a 1 ^ - 2 1 B
B ^
/ 3  ã  B ^ - / 3  ã ^ B
 ) / 3  a B
—9
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(a+Bj)=
a
-/4a^B 
/6aã^ 
-/4 3^
/ 4 a  3 .
a^( a '-3
- / V 2 a 3 ( 2
(3 a
~/4 a
-2 3 )
/6a“B^
/ 3 7 2 a B ( 2
I 2 2ar-2 B
a |6
-  v/ 3 7 2  a  3 (2 
/6
a
■ + 6| )
'-2
/ 4 a 3 '
B^{3 2 _a ')
» ^ 3 7 2  a B  ( 2  l a l  - 2  I B r  )
a^(
2 ^a -3
- / 4  a  3
r  ■
/4 -a 3^ 
/5 ã^B^
/4 a^ I
-4
a
F^ tt 46 j) =
a
- / 5 a ^ B
3-;r2
/IÕa-^ 3
2-7^3
- / T Õ a  3 
/ 5
7t5
a3^
a^( a ' - 4
- / 2 a ^ 3 ( 2  
/^al^ (3 
6 ^  (4
a
a
2a B
-3
- 2  B 
2)
- B ( 3
a I - 6  
4
a
a - 6 l a r  l B | + l 3 l  )
Fg(a+3j) =
5õ
-/572a^ 6(2|ar-4lsr) ( | a T-S | a T ! 3 1 ^ 6 1 6 T)
- /6 a
.-rSaV . .................
/TÕ/ic"!^ (3 Ia I ^-3 1 6 I -/4/3aB (3 | a |'’-9 1 a ] |Bl +3l6l ) 
. ■ T 5 a ^ 6 ^  - / 5 7 2 a ^ - ^ ( 4 | a l ^ - 2 | 6 | ^  6 ^  ( 6  | a  1' ’ - 8  | a  | ^  1 B | | B | ^
B«
As matrizes representativas de F^ , F^ e F^, assim como 
de todos os F2^ , juntamente com III. 3, produzem homomor 
fismos de S0(3) em Aut (C ^ .
Estes homomorfismos dão as representações complexas ir­
redutíveis de S0(3),
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V- Conclusão: Equivalência de III.6.4.1 e IV.3.1
Vamos mostrar que as duas formas (III. 6 .4.1) e
(IV.3.1), para obtenção das representações irredutíveis 
de Sü(2), são equivalentes.
De III.6 .4.1 temos:
T^^(A) = nm
(u+m)I(u-n); 
(u+n)I(u-m) 1
1/2 u+n —u-m -õm-n' o____o____6___
r (m-n+l)
. 2^^(-u-n,m-u;m-n+l;-I B/a 1 ) ,
onde u > m,n > -u ,
P ía b-c-x) - 1 + X + a(a+l) b(b+l) 22^l(a,b'C,x) - 1 + x + ic(c+l) +
para c ^ <ò, -1 , -2 , ...
(a ) estará bem determinada no "triângulo hachuriadonm
da matriz que segue
De IV.3.1 obteremos toda a matriz através dos elemen 
tos do triângulo hachuriado
Veremos então a equivalência para o triângulo em que 
r,s ^ 0 , com r=n-K-£ , s=K-£ , onde n é o Indi
ce do homomorfismo e K,£ representam os elementos da
linha e coluna, respectivamente.
Vamos desenvolver IV,3.1 utilizando
a
como elemento genérico de SU(2).
.1,n, 1/2 .n,-1/2 n-K-JI-5- K - / n - K , ,  K , 
“Kt=<K> <í> “ e íh=ü
a 2 (ít-h),'(-
£I  ( n - £ )  I
Kl(n-K)1 nl
1/2
an-K •7tK-£ - ,n-K, ,KB
0
a 2 £ +
o
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n - K  K
^  1  ^4-1^
(n-£) : 
,k : (n-K) 1
a
,.1/2
2 1) (- I g|2) ^ +("^ 2 )^ (5^-9) a
n-K-£ -tK-£ fKla
a 21
B 2)^..
k :
a
2(£-l)
a
(- 
2 (£-2 )
2 1^  (n-K)(n-K-l>
£:(K-£)i ^ (£-1) : (K-£+i) :
k :
(- ß ^)^ + ...
( £-2),l (K-£-2) 1 
1/2
k : 2£f „.,1.^1__  +
Lík- Î
(n-K)£ a
- £: (n-£) : - 
Kl (n-K) : -
2 (£-1 )
n - K - £ - õ K - £a ß
II (K £) 1 (K-£+l) :
(n-K)(n-K-l) £(£-1) 2(£-2) 
(K-£+2) ! a
L(n-K)1£I 
2 £
a (n-K)£
(K-£)'. (K-£+l) : a ß +
2(£-2) „ 4 . 1 (n-•£) IKIa ß • • •  ^(n-•K) : £I
a (n-K)£
|a
2£
a "2 ß 2(K-£) ! (K-£+l) : P
(K-£+2)1 
n-K-£-^K-£
a 'ß
a
21 -4
a ß
, (n-K)(n-K-1)£(£-1) 
(K-£+2)I
(n-£) IK! - n-K-£ ^K-£
a ß<- (n-K) : £1
(n-K)£ £-£ „ / 2 , (n-K) (n-K-1)£(£-1) 
i-(K-£) I (K-£+l) 1 P/“
a a ß/a
(K-£+2) I
£-£ „ , 4 T -(n-£)IKl n-K-£ £-£ -K-£
(n-K)1£!- a a
(n-K)£ 
(K-£+l) 1
ß/a
(n-K)(n-k-1)£(£-1) 
(K-£+2) :
ß/a
r ( n - £ ) I K I - n - K - £ ^ K - £  
L (n-K)u;i “ “ »
v.l L(K-£)1 (k -£+ d :
(n-K) (n-K+1)£(£-1) 
(K-£+2) 1 ß/a
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Vamos desenvolver III. 6". 4.1, identificando
u com n/2 -
n com ( n/2)- K ,
m com 
áveis de
( n/2)- 
III.6
£ , 
.4.1
onde u,n,m do lado esquerdo são vari- 
, enquanto que n,K,£ do lado direito
são variáveis de IV.3.1.
Utilizaremos o mesmo elemento genérico de SU(2), 
seja.
a -6
a
. Para adequaçao de IV.3.1 ã III.6.4.1
a . B
conveniente usar esta matriz em vez da matriz 
da em V.
-B a
ou
usa
■ (Ç-K) (^-£)
(A) =
1/2
n-K -I -^-£+K P
-  -- ---------- . „F (-n+K,-£;-£+K+l;-lB/a| ) =
r(^ - £ - 5 +K+1) 2 1
r (n-&) LKI 
• (n-K) iJi!
1/2 ^n-K -S, õ-íl+K
a B
+
r(K-£,+i)
(-n+K) (~n+K+l) (-£) ,( —£+1) 
1 (-£+K+l) (-£+K+2)
1+ (-n+K)(-£) l(-£+K+l) • B/a +
B/a' +
-0  ^.T.. 1/2 n-K -£ --£+Kr(n-£)IKI 
- (n-K) :£!J
(n-K) (£)
a a" B- 
(K-£) ;
1 - 1 (K-£+l)
■ V . .1/2
B/a + (n-K) (n-K-1)£(£-1) 1 (K-£+l) (K-£+2) B/a
r (n-£) '.Kl-,
L (n-K) I£l-
n(n-K-l)(£)(£-1) 
(K-£+2) :
n-K -£ -K-£ r 1 
a a- B
3/a
_______ (n-K)(£)
K-£) I (K-£+l) :
V.2
3/a +
Comparando V.l com V.2 verificamos a equivalência, con­
forme pretendíamos mostrar.
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V.3- Exemplo
Mostraremos o caso das matrizes 3 x 3  , ou seja.
F2 : SU(2) SU(3)
a - B ‘
Seja A = , A e SU(2) .
_B a
Aplicando III.6.4.1 encontraremos
T'^11- T10 T1-1
^01 T ■ - ^00 ■ . T0-1
-^-11 T-10 T-1-1-
^11(A) =
21 „,1/2 2 -0 ^00 !  ^ a a B
r(i ) 2F^(-2,0;1;- 6/a ) = a
^00(A) =
1 : i:.l/2alãl«°
1 :  i : ^
(-1)(-1) 
1.1
r( i )  
2
B/a
2 F ^ ( - 1 , - 1 ; 1 ; -
a
B/a
ro; 21
01 2 H
1/2 ^0 -2 ^0a a
r(i ) 2F^ (0,-2; 1;-| B/a T )  = a .
, ,  1 / 2 '  1  - 02 \ 1 1 '  a a B "
1 : 0 : r(2)  2 F^, (-1,0;2;- B/a ).=/2 a B-
0,1/2 0 -0 ^2 [2: 21-] ' a a B
01 01 r (3 ) 2 " iF, (0',0;3;- B/a ) =
^2
T , , 1/2 ^0 -1 ^1
rpl /7\^  — a a B
-10^^^ 01 11- r(2) ^F^(0,-1;2 ;-|B/a I ) a B
Obtivemos a matriz
a
/2aB
6^
a I - 
/2 a B a
= B
Como B e SU(3) , B B = E^ e det B = 1.
Mediante alguns cálculos determina-se a parte superior
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de B .
Se aplicarmos o teorema (IV.3) determinamos
(a-ßj)=F2,
-b ;\
- 2 a = -/2 aß 6^ ■a
/2 a I al^-le ^ -/2 aß
ß a 1 /2 a 3 -2a
= B,
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