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Abstract
We show that bisplit graphs can be recognized in O(n2) time. The previous best bound of O(mn) for the problem appeared in a
recently published article [A. Brandstädt, P.L. Hammer, V.B. Le, V.V. Lozin, Bisplit graphs, Discrete Math. 299 (2005) 11–32] in
this journal.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
In [2] Brandstädt et al. deﬁne an undirected graph G = (V ,E) to be bisplit if V can be partitioned into stable
sets X, Y, and Z such that Y ∪ Z induces a complete bipartite graph; we refer to such a partition (X, Y, Z) as a
bisplit of G. Thus, the class of bisplit graphs lies between the classes of bipartite graphs (2-colorable graphs) and
3-colorable graphs. Using the complex linear time algorithm [4] for transitive orientation as a subroutine, Brandstädt
et al. give an O(mn) time algorithm [2] to recognize bisplit graphs. We note that an O(n3) time algorithm for the
problem is implicit in the proof of a theorem in [3]. We present an O(n2) algorithm for the recognition of bisplit
graphs. Our algorithm avoids the use of transitive orientation. As a generalization of bisplit graphs, Brandstädt et al.
deﬁne a graph G to be k-bisplit if it has a stable set X such that the subgraph induced in G by V \X has at most
k connected components and each such component is a complete bipartite graph. For every ﬁxed k1, they show
[2] that the recognition of k-bisplit graphs can be done in polynomial time. When k = 1, i.e., for the case of bis-
plit graphs, this algorithm solves m instances of the 2-satisﬁability problem, where each instance involves O(n2)
clauses, resulting in an O(mn2) algorithm; here m and n refer to the number of edges and number of vertices in
the graph, respectively. Instead, we essentially show that it is sufﬁcient to solve 3 instances of the 2-satisﬁability
problem with each instance involving O(n2) clauses, to obtain an O(n2) time algorithm for the recognition of bisplit
graphs.
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2. The algorithm
Let G= (V ,E) with |V |=n and |E|=m be the graph given as input. For a subset S ⊆ V , we use G[S] to refer to the
subgraph induced by S in G. For a vertex v, N(v) denotes the set of neighbors of v and N(v) denotes V −N(v)− {v}.
If G is bipartite, then we are done; so, we assume otherwise.When G is not bipartite, the standard recognition algorithm
for bipartite graphs that uses breadth ﬁrst search can easily be augmented (see [2]) to produce either a triangle of G or
an induced cycle of G with (2k + 1)5 vertices. In [2] it is observed that every bisplit graph is a comparability graph;
also, it is well known that an induced cycle on (2k + 1)5 vertices is not a comparability graph. Therefore, if we did
not ﬁnd a triangle of G, then G is not a bisplit graph. So, assume that the triangle on the set T ={a, b, c} of vertices was
found. As the sets Y and Z of a bisplit are interchangeable, it is then clear that G is a bisplit graph if and only if there
exists a bisplit (X, Y, Z) such that a ∈ X, b ∈ Y , and c ∈ Z, or b ∈ X, a ∈ Y , and c ∈ Z, or c ∈ X, a ∈ Y , and b ∈ Z.
Next, we show that whether G admits a bisplit (X, Y, Z) such that a ∈ X, b ∈ Y , and c ∈ Z can be determined, and
if so, a bisplit can also be constructed in O(n2) time. It will then follow that bisplit graphs can be recognized in O(n2)
time. At any point in time, we maintain a partial bisplit (X, Y, Z) for an induced subgraph of G. If G indeed admits a
bisplit as desired, then the partial bisplit will be grown into a bisplit of G.
We start by placing a in X, b in Y, and c in Z. Then, we partition V − T as follows: BC = {v ∈ V − T | v /∈N(b)
and v /∈N(c)}, BC = {v ∈ V − T | v /∈N(b) and v ∈ N(c)}, BC = {v ∈ V − T | v ∈ N(b) and v /∈N(c)}, and
BC = {v ∈ V − T | v ∈ N(b) and v ∈ N(c)}. Clearly, if G had a bisplit (X, Y, Z) with a ∈ X, b ∈ Y , and c ∈ Z,
then (BC ∪ BC) ⊆ X, BC ⊆ (X ∪ Y ), and BC ⊆ (X ∪ Z). So, we place the vertices of BC ∪ BC in X. We process
the vertices that get placed in X ∪ Y ∪ Z, including a, b, and c, one by one and reﬁne the set BC ∪ BC as follows:
for a vertex v placed in X, we move every w ∈ (N(v) ∩ BC) to Y as no such vertex w can be in X; similarly, we move
vertices in N(v) ∩ BC to Z. For a vertex w placed in Y, for similar reasons, we move vertices in N(w) ∩ BC to X and
we move vertices in N(w) ∩ BC to X. Finally, for a vertex w placed in Z, we move vertices in N(w) ∩ BC to X and
we move vertices in N(w) ∩ BC to X. Thus, we repeatedly reﬁne BC ∪ BC by moving vertices from it to X ∪ Y ∪ Z.
When every vertex thus placed in X ∪ Y ∪Z has been processed once, and hence no more such movements of vertices
are possible, we test if (X, Y, Z) is a bisplit for G[X ∪ Y ∪Z]. If not, then G cannot admit a bisplit (X, Y, Z) such that
a ∈ X, b ∈ Y , and c ∈ Z. Observe that, at this point, for a vertex v ∈ BC, v is not adjacent to any vertex in X ∪ Y ;
also, v is adjacent to every vertex in Z. Similarly, for a vertex v ∈ BC, v is not adjacent to any vertex in X ∪Z and v is
adjacent to every vertex inY. Next, we show how the vertices of BC ∪BC can be added to X,Y, and Z to get the desired
bisplit, should one exist. We do this by constructing an instance F of 2-satisﬁability problem such that a desired bisplit
exists if and only if F is satisﬁable.
For each vertex v ∈ (BC ∪ BC), we introduce a variable xv . The idea is that for a vertex v ∈ BC, if xv is set to
true in a satisfying assignment for F, then v will be added to X; otherwise, v will be added to Y. Similarly, for a vertex
v ∈ BC, if xv is set to true in a satisfying assignment for F, then v will be added to X; otherwise, v will be added to Z.
The clauses then merely capture the constraints needed on a bisplit of G[BC ∪ BC] ensuring that BC ⊆ (X ∪ Y ) and
BC ⊆ (X ∪ Z).
To ensure that X andY are stable sets, for vw ∈ E such that v ∈ BC and w ∈ BC, we add the clauses (xv ∨ xw) and
(xv ∨ xw) to F. To ensure that X and Z are stable sets, for vw ∈ E such that v ∈ BC and w ∈ BC, we add the clauses
(xv ∨ xw) and (xv ∨ xw) to F. To ensure that X is a stable set, for vw ∈ E such that v ∈ BC and w ∈ BC, we add
the clause (xv ∨ xw) to F. To ensure that Y ∪ Z induces a complete bipartite graph, for vw /∈E such that v ∈ BC and
w ∈ BC, we add the clause (xv ∨ xw) to F.
It is easily seen that if F is not satisﬁable, then G[BC ∪ BC] does not admit a bisplit such that BC ⊆ (X ∪ Y ) and
BC ⊆ (X∪Z); therefore, G does not admit a desired bisplit either. On the other hand, if F is satisﬁable, then it is easily
veriﬁed that adding every vertex v ∈ (BC ∪ BC) to one of X, Y, and Z according to the truth value of the variable xv
indeed results in a bisplit (X, Y, Z) of G such that a ∈ X, b ∈ Y , and c ∈ Z. Finally, as the number of clauses in F is
O(n2) and as whether F is satisﬁable can be tested in time proportional to the size of F [1], this subproblem and hence
the entire algorithm runs in O(n2) time.
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