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Chapter 1
Introduction
Today computing devices are so common than it is not strange for one person to own
several of them, from personal computers and smartphones up to smart watches and tness
trackers. However, early computers started as shared devices due to their high costs and
exclusivity, so trained people used terminals as an interface to execute computing jobs in
a centralized machine. Later on, computers became more accessible to the general public,
but the concept of shared resources still remained. Even if it was not obvious to the regular
user anymore, operating systems started to be designed with a time-sharing approach for
scheduling processes in the CPU.
At the same time, computing machines stated to get interconnected, and the evolution
of these computer networks followed with new concepts like computing as a utility. The
idea of sharing resources through the network was born and it was even proposed to oer
this analogously to the electricity service. Even though some research was done at the time
in order to explore the time and energy benets of remote execution, the technology was
not mature enough to transform computing into a public service in an economically viable
manner.
As mentioned at the beginning of this chapter, computing devices have become a pervasive technology, especially with the increasing number of smartphone users. Computer
networks have more reach and capacity due to advances in the telecommunication infrastructure, and at the same time, the economies of scale allow to group thousands of computing devices in one geographical location to create powerful data centers and oer their
resources as cloud computing. All of this progress is a key enabler to make computation as
a utility protable, and regarding the technical side, computation ooading is the concept
1

that makes this paradigm so attractive.
Computation ooading consists in allowing resource constrained computers, such as
smartphones and other mobile devices, to use the network for the remote execution of
resource intensive computing tasks in powerful computers, like the data centers at the cloud
or even smaller servers located near the user, i.e. cloudlets. However, deciding whether to
ooad or not is not a trivial problem, and it depends in several variables related to the
environment conditions, the computing devices involved in the process, and the nature of
the task to be remotely executed. Furthermore, it comprises the optimal solution to some
questions, like how to partition the application and where to execute the tasks.
The computation ooading decision problem has been widely studied, resulting in a
big set of literature. Several frameworks have been proposed, most of which are focused
on solving one or more of the related questions to ooading. Some authors propose new
techniques for partitioning an application, while others come up with novel infrastructure
design or organizations to facilitate remote execution. Other work relates to algorithms to
decide whether to ooad or not based on network or runtime predictions. However, there
is not a lot of work regarding the low level details of the computation ooading systems.
One of these problems is how the particular implementation of remote execution affects the ooading decision. Some work has been previously done at the Communication
Networks Laboratory at the University of Texas at El Paso, where the system parameters
were related to the computing job parameters, giving a good insight into the design of
ooading systems with the objective of reducing completion time. This resulted in an
inequality that indicates when ooading is convenient, but it needed to be further studied.
The present thesis work stats by analyzing this inequality in order to discover uncovered
low level factors that might impact the computation ooading decision.
It was found that the data marshalling time has a big impact regarding the communication time, which ultimately can shift the execution location of a particular computing
task when ooading. Furthermore, this is an important and unavoidable part of remote
execution that is often overlooked. Literature shows that some authors are aware of it but
2

they do not further discuss the issue, others just neglect it, and most of the time is not
even mentioned.
This is an important problem because it indeed aects the ooading decision. After
nding this uncovered factor in the inequality, several experiments on a real testbed were
carried on with the objective of nding out how the marshalling implementation impacts
the ooading decision. In particular, it was compared the method of using the JSON
format, through two dierent python libraries, against sending the raw data through the
network as a stream of bits. The results where quantied according to a set of metrics
that measure how many times the ooading decision is favorable for each test case, how
much the completion time is reduced if data marshalling is optimized, what fraction of the
total completion time corresponds to the marshalling of data, and what are the penalties
for each marshalling method in case the ooading decision is wrongly taken.
Regarding the organization of this thesis, Chapter 2 is a literature survey about the
background related to computation ooading. We rst describe the concept of computing
as a utility, making reference to the work where this concept was originally proposed,
and how it relates to cloud computing. We briey present the service models for cloud
computing and the current vendors that oer this service. This chapter also describes
how the paradigm of a centralized data center is being replaced by the cloudlets and fog
computing concept, which propose a solution to the low latency requirements for some
applications. Computation ooading is presented as a key enabler for mobile cloud and
mobile edge computing in order to benet from the remote resources described before.
Finally, the seminal work related to computation ooading is presented, as well as the
architecture for recent computation ooading frameworks.
In Chapter 3 the focus lays over the computation ooading decision, and a survey is
presented based on a thoroughly analysis of the related literature. A two level taxonomy
is proposed, where the rs layer consists in the four questions regarding the ooading
decision: When is it convenient to ooad?; What should be ooaded?; Where should
we ooad; and How to ooad?. As a second layer, we present the ooading decisions
3

objectives, the units of work in which an application can be partitioned for ooading, the
location of the computing resources where the task is going to be ooaded, and current
used methods for moving the data from one host to another. By the end of the chapter
the inequality for reducing completion time is presented along with a reformulation, and
a novel analysis regarding the ooading decision is proposed, where the uncovered factors
are presented.
We start Chapter 4 by describing the testbed designed specically to execute the ofoading experiments, starting with the description of the basic requirements and design
objectives and an explanation on how the hardware was congured for achieving these objectives. We discuss about the tools used to congure and instrument the testbed, and the
HTTP API with python for the software implementation of the system. Then we explain
how the experiments were designed and which variables were taken into account and modied in order to create several test cases. Finally, the experiments results are thoroughly
explained and several metrics are dened in order to compare three dierent methods for
data marshalling. We clearly show here the manner in which this uncovered factor impacts
the ooading decision.
To conclude, Chapter 5 presents the nal observations and wraps up our work and
contributions to the ooading decision problem. We also discuss about possible future
work to extend this research following this path.

4

Chapter 2
Background
2.1 Computing as a utility
A public utility is a service provided to users by organizations that manage and maintain
the infrastructure required for the particular service. For example, an electric company
manages power plants and distribution networks, the infrastructure, and provides electricity
to people, the service. In another example, telecommunication companies manage switching
devices and transmission channels, the infrastructure, and provide telephony to the users,
the service.
Analogously to the electricity or the mobile telephony in the examples mentioned above,
computing as a utility is the service provided to the user in form of computing resources,
like processing power and storage, through the communication networks.

2.1.1 Denition and history
Computing as a utility is a key component of cloud computing, which is the technology
and business model that oers this service to the public in general.
Google was the pioneer in applying this computer model to business operations, when
it deployed thousands of commodity computers clustered together in dierent locations
instead of using a few really powerful and specialized machines for its data centers [1].
This was a ground-breaking strategy that benets from the economics of scale, in the sense
that large data centers are located in places where energy is cheap, and the per unit cost of
hardware, software, data center operations, and network bandwidth decreases as the volume

5

Figure 2.1:

Computing as a utility enables users to benet from elastic resources. For example, a service provider

company can request/release computing servers to/from the cloud as the number of users demanding its services varies over
time. This would considerably cut infrastructure expenses while providing good QoS to users without wasting idle resources.

increases. Additionally, as the utilization of the infrastructure increases, opportunity costs
are not incurred by idle resources.
Cloud computing oers users the ability to buy as much computing capacity as required
and pay only for the resources they use. Cloud computing provides the appearance of
innite resources, and enables the deployment of web services while mitigating the overprovisioning or under-provisioning due to an incorrect projection of the demand. Vaquero,
et. al. proposed a comprehensive denition of cloud computing, as "a large pool of easyto-use virtualized resources that can be dynamically scaled based on the load, which allows
optimizing resource utilization. It is oered as a pay-per-use product guaranteed by SLAs
to assure a minimum quality of service" [2].
Despite the wide adoption of cloud computing, some open challenges are presented
in [3] related to the availability of services, API standardization, security, auditability,
virtualization technology, scalability, distributed systems debugging, licensing, and data
transfer costs.
The idea of providing computation as a utility is closely related with the origins of timesharing operating systems at the MIT. During a lecture in 1961 about the trend of time6

Figure 2.2:

Cloud computing users can buy virtually unlimited computing resources from data centers usually located

in faraway locations and accessed through the internet. This computing model is convenient for invoking remote execution if
latency is not a problem, as data has to traverse many hops in the network.

sharing computers, i.e. computers that serve many users through console terminals, John
McCarthy [4] coined the concept of computing as a utility. He envisaged future computers
organized to provide their services to subscribers connected through telephone lines on a
pay-per-use basis. This concept inspired Fernando Corbato to develop the Compatible
Time Sharing System, CTSS, operating system in order to make a computer available to
several users at the same time, so interaction would increase in a cost eective manner [5].
Also inspired by McCarthy, in 1963 Fano presented MACS, an experimental computing
utility based on CTSS and deployed at MIT. Some years later, in 1977, Madnick described
the hardware and software requirements for an information utility system, where specialized
computers provide storage and processing power to personal computers [6].
After studying the concept of computing as a utility, the problem of delivering this
service to the user was still remaining. Then, in 1998, the concept of grid was born when
Foster and Kesselman dened it as "A hardware and software infrastructure that provides
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dependable, consistent, pervasive, and inexpensive access to high-end computational capabilities" [7]. Later, two key technologies enabled the commercialization of computing as a
utility through cloud computing: progress in communication networks, delivering cheaper
and more reliable data transmission at high bandwidth rates; and the virtualization technologies capable of providing the required isolation, and aggregation to share computing
resources. Finally, economics of scale enabled a viable business model, when Amazon made
available its cloud to the general public in 2007.
Cloud computing consists of the client and data centers connected through a communication network, normally the Internet. The data center is created by clustering thousands of
commodity servers and managing them through virtualization technology and middleware.
The client acts as a thin computer that demands the powerful resources from a remote and
centralized data center, see Figure 2.2. There is a layer of tools and frameworks to provide
a development environment, and another layer oers services to users in the form of web
applications.

2.1.2 Service models and service providers
Service models available through cloud computing are closely related with the architecture described previously, and can be classied into three categories based on the level of
abstraction provided, see Figure 2.3:
• Infrastructure-as-a-Service, IaaS: This is the lower level of abstraction, and it is re-

lated to the virtualization and middleware layers of the data center. Infrastructure
providers manage the physical resources, and oer to the user virtual processing hardware, network, or storage on demand. This model is useful for those who need to
design their own system infrastructure.
• Platform-as-a-Service, PaaS: It is related with the tools and frameworks layer of the

cloud architecture. In this case, a software development platform is provided on top
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Figure 2.3:

Service models provided by the cloud can be classied according to the level of abstraction oered to the

user. Software-as-a-service is intended for users that consume the nal application or service. Platform-as-a-service provides
the programming environment to deploy services, so users are usually app developers. Infrastructure-as-a-service gives the
user, i.e. system administrators, more control by oering the virtual resources needed to host their own platforms.

of the infrastructure, so the demand for resources is transparent and the user only
has to worry for developing web applications that can be deployed.
• Software-as-a-Service, SaaS: It is the highest layer of abstraction. Software is hosted

in a data center and oered to the end user as web applications, like word processors
or image editors, which provide an alternative to running applications locally.
The services provided by Amazon, Microsoft and Google exemplify the service models
just discussed. The Elastic Compute Cloud, EC2, is infrastructure provided by Amazon
that oers complete control over resizable computing resources in the cloud, and allows the
user to create or delete virtual server instances in minutes [8]. Microsoft oers the Azure
App Service, a self-managed platform to develop and deploy elastic applications, taking
away the infrastructure maintenance and conguration burden from the user [9]. Finally,
Google provides Software-as-a-Service through G Suite, a set of web applications including
text and spreadsheet editors, e-mail, data storage, calendars, and instant messaging tools
to enhance productivity at enterprises [10].
9

2.2 Departure from the centralized data center
As mentioned before, computing as a utility allows the user to purchase on-demand virtually
innite resources by relying on a centralized data center. However, a remote data center
presents some disadvantages, and one of them in particular, high latency and jitter, had
caused the reassessment of the cloud computing architecture. Packet switching networks
experience large queueing delays during congestion at peak hours. The probability of large
queueing delays increases as the number of hops traversed increases. Centralized data
centers are usually located hundreds of kilometers away from the devices requesting their
services, over many network hops, so low delay cannot be guaranteed. As a result, delaysensitive applications like virtual and augmented reality, autonomous driving, AI, and IoT
cannot prot from the cloud benets. To address this issue, a new paradigm of computing
as a utility has been proposed, where the computing resources are being pushed towards
the network edge to reduce the number of network hops traversed and subsequently reduce
delay.

2.2.1 Cloudlets and fog computing
Cloudlets, proposed by Satyanarayanan et al. in 2009 [11], are the rst approach to push
computing resources to the edge. Cloudlets result in decentralized mini-clusters running
virtual machines, like geographically dispersed data centers in a box, with high bandwidth
wireless LAN connectivity [12]. Cloudlets are located at one hop away from the end user,
which reduces delay and enables near real-time interaction with the applications. These
resources might be provided by the ISP hosting the infrastructure in the access network, by
private businesses looking to give a better service to their clients, by public organizations
deploying the resources in light posts around the city, or even by home owners buying a
cloudlet for their own local area network. Verbelen et al. went a step ahead and proposed
an architecture where ad hoc discovery enables devices in a network to share resources
among each other [13].
10

Figure 2.4:

Fog computing provides low latency by oering nearby computing resources to the user. Instead of commu-

nicating to the cloud through the Internet, local devices can use cloudlets located at one hop away in the network. These
cloudlets might be small clusters of computers located along the ISP infrastructure or even server computers at home. Besides
cloudlets, local devices might create ad-hoc networks to share idle computing power among them.

Fog computing, proposed by CISCO in 2012 [14], is another paradigm for pushing
computing resources to the edge. Instead of replacing the centralized data center, it adds
a layer of low latency computing power between end users and these data centers. This
concept is a generalization of the cloudlet paradigm, and is mainly designed to handle
the IoT and big data computation requirements, where thousands of sensors must rely on
edge computing to process their data [15] [16]. Besides machine virtualization, two key
enablers of fog computing are Software Dened Networks, SDN, and Network Functions
Virtualization, NFV [17].
The Central Oce Re-architected as a Datacenter (CORD) project is a good example of
cloud computing at the edge. This open source project aims to bring data center economies
and cloud agility to the edge of operator networks, or telecommunication oces, by using
commodity servers and switches, disaggregated access technologies, and open source soft11

ware [18].

2.2.2 Mobile cloud computing and computation ooading
Mobile devices such as smartphones have become ubiquitous, to the point that they are
competing against desktop and laptop computers for the market and popularity. However,
these devices are falling short compared to their tethered counterparts, as they lack the
capacity to execute compute-intensive applications. Despite steady progress in hardware
and network technology, mobile devices are limited by their size and portability constraints,
so the amount of resources like computation capacity, storage, bandwidth, and energy is
small.
Developers face a big challenge when designing complex mobile applications, e.g., video
capture and editing, nancial analysis, video games, navigation, speech recognition, virtual and augmented reality. As a result, they are looking at edge and cloud computing
technologies as means to extend the capabilities of resource-constrained devices. These
computational paradigms are called mobile edge computing, MEC, and mobile cloud computing, MCC, and they provide the abstractions needed to take advantage of the remote
computing and storage capacity. Resource hungry applications are executed remotely in order to decrease power consumption and/or execution time at the mobile device. It is worth
emphasizing that the purpose of mobile cloud computing is to enhance user experience, so
in this case bandwidth cost, latency, and energy are more crucial than in traditional cloud
computing. Finally, other important features to consider are context awareness, privacy
and security, cross-platform compatibility, location of the remote resources, and complexity
[19].
Computation ooading is the technique that enables mobile cloud/edge computing,
and consists in the remote execution of a resource intensive computing job. However, it is
not limited to just mobile devices, so any slow machine could potentially benet from the
cloud resources by implementing this technique. Furthermore, the concept of computation
ooading has been widely discussed since 1998, when job migrations for execution at static
12

Figure 2.5:

Completion time of a computing job composed by several tasks can be signicantly decreased if the correct

set of computing tasks is chosen for remote invocation. Time spent by sending data to powerful servers accessed through the
network and back to the client can be compensated by the time saved when executing resource intensive tasks remotely.

computing devices where proposed with the objective of reducing power consumption on
mobile devices [20] [21].
In order to get a real benet from computation ooading, if the objective is reducing
completion time, the remote execution speedup must overpass the overhead time generated
by the data transmission between the local and remote hosts. The main idea is to ooad
the task only when the sum of the data transmission and remote execution time is less than
the local execution time, see Figure 2.5.
Computation ooading can be implemented in dierent ways. Regarding what to
ooad, an application could be statically divided by tasks, considered a ne-grain partitioning, during development. Moreover, the entire application could be executed in a clone
of the mobile device hosted at the cloud, which takes away some of the burden from the
developer. Finally, dynamic partitioning allows to automatically divide the program at
runtime and to decide which part to ooad.
Khan, et. al. [19] present a survey on mobile cloud application ooading models
13

between 2008 and 2012, focusing on those where the remote resources are geographically
static. These models were classied based on their nal objective as follows:
• Performance based models, where the resource demanding computations are ooaded

into the cloud, so its execution is faster than on the local device.
• Energy based models, which reduce computation overhead on local devices by using

the cloud for execution, and it leads to energy savings on mobile devices.
• Constraint based models, where tasks that could not be executed on the mobile

device, due to their high computing requirements, are instead processed in the cloud.
• Multi-objective models, which incorporate some of the previous objectives at the

same time, while tradeos are made based on the priority for each objective.
The mobile cloud architecture is also discussed based on how the mobile devices access
the remote resources. Besides providing a classication of the literature based on the
application models, they conclude that more security and standardization is required, as
well as accurate mathematical models to take the correct ooading decision, which is
actually part of the objective of this thesis.
Concerning the ooading decision, developers usually design programs to either run at
the local device, or remotely as a client/server application. This approach lacks exibility
because the execution location is hardcoded at the development stage, so it cannot be
customized for every type of device using all kinds of network congurations. This implies
that remote execution could work perfectly for a given mobile device, but at the same time,
it could be prejudicial for another with dierent specications or located in a dierent
environment. To overcome this situation, the mobile cloud architecture must be able to
decide whether ooading is actually convenient or not, based on the runtime environment,
the network, and the user's objectives.
However, taking the decision to ooad is not trivial, as it depends on many factors like
the following:
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• Number of users, which could cause network congestion or a high computing load on

the remote server.
• Network conditions, like the quality of the transmission channel, the number of hops

between the hosts, the available bandwidth, and the latency.
• Host's specications, for example the CPU speed and architecture, or the amount of

memory.
• Ooading system implementation, which includes the remote invocation methods

used and the level of partitioning performed.
• Type of the applications to ooad, as they dier in the data-to-computing ratio, or

arithmetic intensity.
• Cloud services provided, regarding the availability, the location, and the computing

power of the resources.
Moreover, this decision becomes more complex with mobile edge computing, as there
are many resources available for remote execution. As a result, the computation ooading
decision becomes an M-ary problem, instead of the binary problem regarding whether to
ooad or not.

2.3 Computation ooading frameworks
After proposing the concept of computation ooading as a mean to benet from the remote
resource's computing power, it did not take long to develop systems that actually implement
this paradigm. Some of the most relevant computation ooading frameworks are presented
in this section, focusing on their architectural design and implementation.
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2.3.1 Seminal frameworks
One of the seminal frameworks was Spectra, presented in 2002 by Flinn et al. [22], which
chooses the most convenient location, local or remote, to execute a computing job. They
use the concept of delity, a measure of quality unique to each specic application, and
they balance that parameter along with energy and performance in order to decide the
execution location. Spectra is intended for applications of at least one second long runtime,
so they could really benet from ooading. These applications consist of several operations,
some of which can be executed remotely via Remote Procedure Calls (RPCs). Hence, the
partitioning level are these operations and the developer must choose possible execution
combinations.
Spectra framework's architecture, Figure 2.6, is composed of a client, which executes
an application in one of the servers taken from a conguration le manually created. This
server can be located either at the local machine, running along with the client, or at a
remote computer waiting for jobs. Several monitors at the client are constantly measuring
the number of executed CPU cycles, as shown by Linux /proc, network conditions, i.e. the
number of transmitted/received bytes and the number of RPC calls made, battery status,
and information about the accessed les. Monitors at the server keep track of executed
CPU cycles and les information, and they are polled each time an RPC call is made from
the client. The resulting information is transferred to the predictors at the client, which
creates a linear regression based on previous executions, giving more weight to the most
recent ones, so future executions of the same application are forecasted. An RPC for a
specic operation is called once the client has all the needed information to decide where to
execute the job. The CODA le system is used to share les between hosts, and the local
machine has the buer for performance purposes. Files are reintegrated from the buer
to the le system on the background or at any time that reintegration is triggered after
making an RPC.
Another seminal ooading framework is Chroma, developed in 2003 by Balan et al. [23]
at the Carnegie Mellon University in collaboration with Intel Research Pittsburgh, the same
16

Figure 2.6:

The client executes an RPC to the most convenient server, either at the local or the remote machine, based

on predictions computed from environmental data sampled by the monitors. The hosts communicate through the distributed
le system CODA, which provides the client a buer to store used les while reintegrating them at the background.

institutions that created Spectra. As a result, these two frameworks share some implementation, and their architecture is similar as well. The granularity is at the operation-level,
dened descriptively by the developer, and the applications must be at least one second
long in terms of runtime. In this case, the combinations of RPC calls are dened as tactics, i.e. the possible ways an application can be executed eectively, and they depend
on the resource requirements and the delity. It was assumed that the application code
is already located at the server, besides being at the client, and that the environment is
variable regarding network conditions, server location, and server CPU load. Finally, the
marked-up application API is mapped to the Chroma API, which adapts execution based
on resource monitoring, providing seamless execution from the user's point of view and
a minimal burden to the developer, all of this while achieving close to optimal ooading
decisions.
Later in 2005, Su and Flinn, from the group that developed Spectra, proposed Slingshot
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Figure 2.7:

Slingshot consists in a proxy capable of discovering surrogate machines at hotspots. An application is

replicated by the director, as requested by the proxy, and always executed at a trusted remote server several hops away in the
network. The user might decide to replicate the application at the one-hop-away surrogate as well in order to reduce latency.
Execution data is cached at the surrogate in order to improve future invocations.

[24], an ooading framework with the objective of reducing completion time for mobile
applications. This work is relevant because the authors implement an idea similar to the
cloudlet that was conceived a few years later. They proposed deploying remote servers
along with wireless access points at public places like airports, coee shops, or book stores,
so mobile users could ooad resource intensive computations at hosts located one-hop
away. Avoiding the core network with this technique would reduce the latency, while taking
advantage of the bandwidth between the local device and the hotspot. Besides using the
close computing resources, dened as surrogates, Slingshot ooads the application to a
trusted home server owned by the user in order to avoid a single point of failure.
Despite the innovative concept, applications are not partitioned, but they are always
replicated on remote machines while the client is just rendering the GUI. These replicas are
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sent to all of the servers, including the home server, which are running virtual machines in
order to avoid installing dependencies. As a result, the application is executed many times
in parallel, and the client considers the rst response as the output. Data consistency is
checked when the remaining responses arrive.
Slingshot's architecture is shown in Figure 2.7. The proxy at the local host discovers
possible servers at hotspots, creates/destroys replicas, and manages communication. It
always creates a replica at the home server when an application is executed, and the user
might decide creating a replica at the hotspot too, in case interactivity is desired. The
directors at the remote host and at the surrogates create or destroy replicas based on the
proxy's requests. The home server stores at the database the application to execute, its
virtual machine image, its memory image, and registers. This remote host's state is sent
to the surrogate when a replica is requested there. At the same time, the surrogate uses
the service cache to store chunks of data that might be later used.

2.3.2 Recent frameworks
MAUI is an ooading framework created in 2010 by Cuervo et al.[25], with the objective
of reducing smartphone energy consumption. MAUI ooads applications written for the
Microsoft .NET Common Language Runtime (CLR), which provides a runtime environment independent of the host's architecture, similar to Java's virtual machine. Developers
also benet from the meta-data annotations feature supported by .NET CLR, so they can
mark up the code by adding attributes that specify which methods and/or classes should
be considered for ooading. This characteristic enables a method level partitioning. Applications have to be located at the server, which can get them directly from the client
machine, or download them from a cloud server. The state of the application running at
the client has to be sent to the server too, including the object's member variables, the
states of static classes, and public static member variables. This data has to be serialized
before communications, and MAUI developers are aware of the incurred overhead. However, they leave the optimization of this overhead for future work, and they do not study
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Figure 2.8:

MAUI uses the two proxies to handle communication when a computing job is remotely invoked. Execution

location is determined by the decision engine at the remote host, based on information measured with the monitor modules.
The MAUI coordinator is in charge of authentication and resource allocation.

how it impacts the ooading decision.
The MAUI architecture is presented in Figure 2.8. It consists of two proxies located
at each end host that handle the transmission of control signals and data based on the
ooading decision taken. The proxies facilitate the serialization/deserialization of application states. The decision engine chooses the execution location of the application, and this
decision is processed at the remote host to reduce energy consumption. The client only
executes a user interface to the decision engine running at the server, so measured data
can be transferred. Monitors at both hosts are in charge of sampling the smartphone state,
the application runtime characteristics, and the network conditions. The smartphone is
characterized beforehand with the purpose of modeling energy consumption as a function
of executed CPU cycles, by using a linear regression for prediction. They also monitor
the application energy consumption and predict future values based on past invocations.
Network conditions are measured from the information sent through RPC calls, or sending
10 Kb of data in the case that no calls have previously been made, and calculating latency,
available bandwidth, and packet loss. Finally, the MAUI coordinator module at the remote
host handles user authentication and resource allocation.
In 2011, Chun et al. presented CloneCloud [26], an innovative framework that provides
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seamless ooading not only to the user, but also to the developer. This is the rst system
where partitioning is automatically done at the binary application, by positioning a set
of migration and reintegration points, so there is no need to manually annotate or even
access the source code. Granularity is at the thread level, but methods are the actual
computing jobs delimited by the partitioning points. Threads are sent to the remote host
for execution when reaching a migration point and the resulting state is merged back at the
reintegration point. This is a novel approach that enables having a thread running at the
local device, and another at the remote host at the same time. Hence, the GUI might be
active to maintain interactivity, while a resource intensive thread is being executed at the
cloud. However, local threads are blocked if they need information from ooaded threads.
The CloneCloud architecture is illustrated in Figure 2.9, and the specic functions of
each of the modules are presented below:
• Runtime: Loads from the partitions database a pre-computed partitioning strategy,

based on the network state and available resources, containing the migration/reintegration points.
• Manager: Collects the thread state from the migrator and transfers it to the corre-

sponding host. It is located outside the VM to manipulate native processes too.
• Migrator: Suspends a thread at a migration point and packages its state by col-

lecting related stack frames, heap objects and register contents. It also un-packages
the received state and load it into the reintegration point before resuming the local
process.
• Static Analyzer: Places the partitioning points at the application. It is not allowed

to annotate methods from the core system libraries, nor native methods, i.e. only
application methods at the VM-level are legal.
• Proler: This module is invoked several times using random input at dierent ma-

chines in order to measure execution and energy costs based on the amount of data
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Figure 2.9:

CloneCloud ooads threads of execution to a remote host through the migrator and based on the partitions

loaded by the runtime module from the database. Partitions are created by the solver from data acquired through the
proler and the static analyzer. The manager handles application state transmissions and the related communications. This
framework runs on top of a Dalvik Virtual Machine to deal with ISA heterogeneity.

transferred, the serialization/deserialization time, the CPU activity, and the network
state. An execution tree is created for each case and annotated with the computed
costs.
• Solver: Uses integer linear programming to solve the optimization problem dened by

the proler with the goal of minimizing execution costs. It nds a possible partition
strategy and stores it at the database.
This ooading framework uses a Dalvik VM, similar to the Java VM or the .NET
CLR discussed previously, to solve the Instruction Set Architecture (ISA) heterogeneity
problem. It was modied for optimizing the application execution traces needed to compute
the ooading costs. The static analysis was implemented on Java by using JChord, and
processes states were captured with the hprof tool.
Computation ooading frameworks development continued, and in 2012 several more
architectures were proposed. Thinkair [27] provides method-level computation ooading
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at a local system clone running on a remote virtual machine. This approach provides good
scaling abilities by automatically creating more clones based on the computational requirements. The SAMI framework [28] is focused on the infrastructure related to computation
ooading. It consists of a model based on an ISA independent service application layer, an
arbitrator layer to schedule the resources, and a multi-tier infrastructure layer composed by
resources at the cloud, at network operators, and at network operator's authorized dealers.
COCA [29] implements the Aspect-oriented programming paradigm in order to automatically modify the source code of an application and recompile it as a module that can be
ooaded. However, the developer must choose which functions or objects will be ooaded
beforehand, based on a proling report.
Other frameworks targeted to Android mobile devices, for example MACS [30], which
follows an approach based on services that can be ooaded to the cloud through a proxy
in the client. Remote service calls look just as regular local function calls for the developer,
as remote invocation is handled by the proxy. Cuckoo [31] is another framework intended
for Android devices, and integrated with the Eclipse development environment, with a
customizable objective to improve either energy usage or completion time. It oers an
easy to use programming model by letting the developer create services as usual, and the
framework generates code that can be executed at any remote server that runs a Java VM.
As successors of the concept rst implemented in Slingshot, some frameworks are based
on the cloudlet paradigm for computation ooading. Cloudlets [12] was developed with
the objective of enabling computation ooading in environments where the Internet might
be down, losing access to the cloud. Its architecture is based on cloudlets located near to
the mobile device and connected to the cloud if a link to the Internet is available. Mobile
devices can discover these cloudlets and execute their applications remotely via virtual
machine synthesis. Meanwhile, Soyata et al. propose MOCHA [32], a system where the
computation is rst ooaded to the cloudlet resources, which decide whether to execute
the job or send it to the cloud. In contrast to the frameworks discussed so far, the objective
of MOCHA is optimizing the Quality of Service in terms of latency and price.
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All of the frameworks presented above share one particular characteristic in common,
they have a decision component that chooses whether to execute a computing job locally
or at a remote server, whose correctness directly impacts the performance and utility of
the framework. Hence, in the next chapter we present a thorough analysis of the ooading
decision.

24

Chapter 3
Computation Ooading Decisions
3.1 Introduction
The implementation of computation ooading involves asking the four questions illustrated
in Figure 3.1:
•

What should be ooaded? This relates to dividing the application at dierent
levels of granularity, depending on the actual implementation of the ooading system.
For example, an application can be completely paused at runtime based on convenient
points and resumed at a virtual machine hosted in the cloud to continue execution,
something similar to migrating a process from one core of the CPU to another. In
other cases, some functions cannot be executed remotely because they use hardware
from the local machine, for example a GPS sensor or a camera, so only a set of
functions are called in the remote host. This is the partitioning problem, which can
be approached by transferring complete VM images, containers, processes, objects or
methods/functions.

•

When is ooading benecial? This is one of the most important questions
regarding the computation ooading decision, and a lot of research has been done to
address this problem. It consists in deciding whether to ooad or not based on a set
of objectives, which could be reducing execution time, shifting energy consumption
to a remote machine, or a combination of both in terms of a balance or a tradeo.
Answering this question is basically being aware of the conditions, regarding the
systems and environment parameters, when the remote execution overhead, due to
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data transfer and processing costs, is smaller than the total gains of executing some
computing job in a powerful machine. An inequality considering those conditions
can be formulated, but measuring, predicting, or even being aware of all the factors
involved is not trivial.
•

Where is the appropriate ooading location? This is all about deciding where
to ooad the application/tasks based on the actual resources available for remote
execution. There are some options proposed in the literature, for example a powerful
data center located many hops away in the cloud, a cloudlet server located one hop
away, or nearby but unreliable peer devices. Choosing any of the options entails a
tradeo between latency, computational power, security, reliability, among others. It
is also worth noticing that this question is tightly related to the "when", especially
if the local device is considered as a possible location.

•

How to ooad? This last question is closely related to the frameworks, as it consists
in the techniques and implementations used to enable computation ooading. In this
work, the focus is the way data is transmitted to/from hosts, so the literature can
be classied accordingly: mirroring, when the data is already located in all of the
hosts and the ooading framework only manages synchronization to keep it updated;
marshalling, consisting in transferring the required input/output data every time a
computing job is remotely executed.

26

Figure 3.1:

The four computation ooading questions are illustrated in a general architecture for ooading. In 1, the

application is partitioned into several tasks, some of which are going to be ooaded, corresponding to the what question.
In 2, the ooading decision is taken depending on several environmental and system variables, in order to decide when to
ooad subject to a set of objectives. In 3, the compute intensive task is executed at remote resources, which could be small
servers close to the user, or even in data centers remotely located. Hence, where to execute should be decided. Finally, in
4 is shown the general ooading framework, which is actually how computation ooading is implemented, including the
system architecture, the programming environments, and the techniques used for handling data and remote communication.

The marrow of this thesis is related mostly to the "how" and "when", because it is explored the way that the actual implementation of an inequality's factor aects the ooading
decision, i.e. the "when".
The literature reviewed was classied based on the characteristics previously described,
and a general taxonomy can be observed in Figure 3.2.
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Figure 3.2:

Literature can be classied based on the four ooading questions in a rst level. As a second level, the

categories are based on the approaches that each surveyed work proposes to solve these questions. The categories are based
on the ooading objectives, the unit of task that is being remotely executed, the type of computing resources, and the way
data transmission is handled by the ooading system.

3.2 When is ooading benecial?
In this section, the literature is classied based on the computation ooading goals, and it
is also described how this decision is approached. Figure 3.3 shows the taxonomy for the
"when" question.

3.2.1 Reducing energy consumption
Shifting energy consumption from the client to the server is one of the main purposes of
computation ooading, especially when the client is a mobile device. Some frameworks
accomplish this objective even if the decision is simple, for example Cloudlets [12], where the
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overlays of all the appropriate applications for ooading are sent to the proximity servers,
so the decision is already made under the assumption that the remote servers will provide
energy savings. Another framework addressing this issue is MAUI [25], whose ooading
objective is to save energy, and the decision depends on client energy consumption, program
methods resource requirements and running time, and network conditions regarding latency,
bandwidth and packet loss. The decision engine running on the server nds a partitioning
combination that minimizes energy consumption in the client subject to latency constraints,
where latency should not be 5% greater compared to local execution time. This is an integer
linear programming optimization problem based on the monitor input data.
The optimization problem takes into account applications as a whole instead of each
individual operation at a time, as energy consumption might be improved when ooading
several operations even if a local view would tell otherwise. Additionally, the formulation
of this problem consists in maximizing energy savings at the local device, computed as
the dierence between the energy needed to execute the application locally and the energy
to transfer the data through the network. The remote and local execution times plus the
time to transfer the corresponding application state has to lay within a specic time limit,
depending on the application latency requirements.
Another energy focused approach is the one proposed by Magurawalage, et. al. [33],
where the ooading decision objective is to reduce energy consumption of the mobile
device as long as the execution time does not exceed a hard timing deadline related with
the quality of experience required by the application. The ratios of reduction in time and
energy between the local and remote execution are used for the algorithm to decide if the
job will be executed locally or ooaded to either a clone or a cloudlet. The model for
execution is given by dividing the number if instructions over the CPU speed in MIPS,
while the model for communication is expressed as the data to be transmitted over the
bandwidth. The energy is given by the power consumption and the execution time, as well
as the network interface energy used for transmitting the data packets.
As energy is so important for mobile devices such as smartphones, some analysis has
29

been made regarding computation ooading in mobile networks. For example, Zhang,
et. al. [34] analyze the ooading decision considering a wireless channel described by a
probabilistic model and an energy-optimal execution decision policy that minimizes energy
consumption on the local device is derived. On remote execution, energy consumption can
be reduced by running the application at slower CPU frequencies, but it has to be fast
enough to meet the execution deadline. Regarding cloud execution, energy consumption of
the local device can be optimized by changing the data rate at each time frame based on
the stochastic channel, so fewer bits equals more eciency but also more delay.
Finally, Guo, et. al. [35] presented eDors, a resource scheduling policy that provides
energy-eciency dynamic ooading. A set of mobile devices partition their applications
into tasks and they use either 3G or WiFi access points to ooad them. For transmission,
it is considered the link bandwidth scaled by the transmission power, the channel gain, and
the thermal noise power. The computation model is a function of the input data size and
the required CPU cycles to complete the task. Local execution energy can be modied by
adjusting the clock frequency employing the DVFS technique. The transmission energy is
a function of the power and the transmission time. The decision problem is formulated
as an optimization problem to provide the optimal ooading selection policy, frequency
control policy, and power allocation policy.
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Figure 3.3:

For the when question, the literature can be classied according to the objective. There are three objectives

shown in the taxonomy diagram: shift energy consumption, looking to save energy of the local device at the expense of the
remote machine; reduce execution time, looking to gain speed performance in the application; and a combination of both
objectives, in order to achieve a balance or a trade-o between them.

3.2.2 Reducing execution time
Reducing execution time is the most common goal for computation ooading, and it is
actually the objective studied in this thesis. This was also the main purpose of the seminal
computation ooading work, like in the case of Spectra [22], a framework where the decision
is taken dynamically during runtime. A heuristics solver nds the best case among all
the possible RPC combinations that maximizes the quality perceived by the user based
on completion time, energy usage, or delity. The completion time for an application is
composed by the execution time of local and remote operations, the data transmission
time, and the time used by cache misses and consistency check. Furthermore, execution
time is based on the operation's predicted number of cycles and CPU's cycles per second.
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Transmission time is based on predicted transmitted and received bytes over the available
bandwidth. Even though the paper describes what variables are considered for prediction,
it does not show how the decision is computed, besides mentioning that a heuristic approach
is used.
Each Spectra monitor provides a prediction of future resource availability in each server
before remote execution. CPU prediction is estimated measuring the number of cycles used
by other processes and assuming they will be constant, so the available number of cycles for
the ooaded operation can be inferred when CPU speed is known. Bandwidth prediction
is passively obtained based on the data transferred when sending an RPC, getting latency
from small transfers and throughput from larger ones. Finally, the battery monitor returns
the importance of energy conservation based on the client's amount of battery remaining.
Regarding Chroma [23], its default objective is to maximize the delity over latency
metric, no matter the amount of energy spent. This objective can be seen as a QoS
constraint, as those are the metrics perceived by the user. Chroma makes the ooading
decision during runtime through the solver module , and it is based is based on three
guidelines: the user's high level preferences, where is chosen the particular tradeo between
features like completion time, energy consumption, or delity; the resource monitoring that
is constantly getting samples about memory usage, available CPU and bandwidth, latency,
cache, and battery levels; and the resource prediction, which is updated by using the
historical monitoring data and machine learning. Finally, Slingshot [24] is another seminal
framework whose objective is to reduce completion time. In this case, the application is
always executed remotely at the trusted home server, and the user decides whether to
replicate the application in hotspots or not. They were planning to automate this decision
with a heuristics approach based on network performance measurements.
Later, Wolski, et. al. [36] present a methodology to address the ooading problem based
on bandwidth predictions. They state that decisions are depend on the local execution
time, the remote execution time, and the data transfer time. The rst two variables are
assumed to be known by the scheduler, as well as the data size to be transmitted. However,
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bandwidth is modeled as a random variable, so the ooading decision becomes a Bayesian
problem. The probabilistic model for the bandwidth was found empirically by estimating
its distribution from a set of samples.
In the case of MOCHA [32], the computation intensive tasks are ooaded to increase
response time, and two approaches are proposed. The rst one is a xed method that
consists in distributing the tasks among all servers. The other one is a greedy method that
ooads the task into the server that would nish it rst based on the measured round trip
times. Both methods are compared, and the greedy one improves execution time up to 40%
compared to the xed one. Hence, the knowledge of the latency beforehand provides better
performance, and the static nature of cloudlets enables the estimation of these latencies.
The ooading decision is not further discussed, besides the fact that it depends on latencies
between hosts. Another framework, COCA [29], has a proler that measures execution time
and memory footprint of each method composing the application. This data is written into
a report for the user, who can emulate remote execution through the framework, based
on the available bandwidth and the report. Finally, the user can select which methods to
ooad after inspecting all the provided data. The authors argue that several partitioning
methods could be integrated into the framework, so the decision could be automated. The
only overhead mentioned is related to the aspect's generator plugin, and it is neglected.
In the case of SAMI [28], the approach taken is targeted towards the infrastructure
design, so the ooading decision is embedded in the middle layer of the system, i.e. the
arbitrator layer, and it is not very complex. A resource scheduler allocates services to run
either in the cloud if they are not delay sensitive or in the mobile network operator (MNO),
infrastructure if latency matters and they require high amounts of computation. Infrastructure at MNO authorized dealers becomes the ooading target if low latency and small
computational power is required. Even if the decision analysis is simple, performance is
constantly monitored during runtime. The performance and computation analysis modules
measure server's load, communication latency, and service's resources demand. Hence, the
scheduler moves services based on the new conditions in order to keep a balance in the
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infrastructure as a whole.
Finally, COSMOS [37] is another framework whose main objective is to enable computation ooading on mobile devices to improve completion time with a low cost. The
ooading decision is made each time an individual task is instantiated, and it is found
benecial only when the local completion time is longer than the ooading response time.
An optimization problem is formulated including all the computational jobs, whose objective is to maximize the individual speedup of each one. It is considered the initial time a
task is created, the required CPU cycles, the input/output data size, network delays, and
execution time on the virtual machine. The local execution time is estimated based on the
CPU cycles ant the mobile device's clock frequency. Another key element in the ooading
decision is how tasks are scheduled among servers, which is approached by periodically
sampling the number of requests and server's load in order to estimate the required VM
instances and tasks location.

3.2.3 Reducing both
The two previously described objectives are sometimes combined, like in the case of CloneCloud
[26], a framework that makes the ooading decision by dening an integer linear programming optimization problem. The objective is to nd a binary vector that decides where to
execute each method of an application while minimizing the summation of all the method
invocation costs for a given execution. For the execution time model, invocation cost of a
method is composed by their particular computation cost plus migration cost. The former
is experimentally computed by executing an application several times with random data in
order to create execution trees showing the execution time of each method, i.e. the computation cost, and the amount of input/output data generated. The migration cost is the
time it takes to suspend and resume a thread plus the time spent capturing and sending a
state.
Regarding the energy consumption, it was used a rather simple experimental model that
describes energy spent as a function of three variables: the CPU state, whether it is idle
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or executing a method; the network state, idle or transmitting/receiving; and whether the
screen is on or o. The optimization problem is subject to some constraints: methods that
share a native state must be executed in the same host; methods called by an ooaded
method cannot be ooaded; and methods that use resources from the local device, i.e.
cameras or other sensors, cannot be ooaded.
The ooading decision in the Thinkair framework [27] is taken by the execution controller based on environmental data measured with prolers for hardware, software and
network. If a method has been executed before, then the ooading decision is also based
on the historical execution time and energy consumption of that particular method. The
hardware proler monitors the state of the CPU, the screen, and the WiFi and 3G interfaces related to power consumption. The software proler measures the ooadable methods
during runtime to get the execution and CPU time, the number of instructions and method
executed, and the allocated memory size. The network proler measures the number of
packets, the data rates, and estimates the perceived network bandwidth by measuring
round trip times and transmitted/received data size.
Some other work in this category is MACS [30], who is capable of dynamically adapting
to changes during runtime. The manager module in this framework is constantly getting
data from a set of prolers and solving an optimization problem to decide if executing
some service remotely is convenient or not. The prolers sample the application execution
and the environment in order to get the memory consumption on the local device, and the
size of the binary, for each ooadable service, plus the data transferred requirements of
the related services. The optimization problem objective is to minimize the weighted sum
of three costs: the transfer cost if the service is ooaded, regarding the service code and
each related services data transfer; or if the service is executed locally, the memory cost
consisting in the footprint size, and the CPU cost based on code size and CPU instructions
executed. The sum is weighted based on the desired balance between energy consumption,
memory usage, and execution time, which are directly related to the problem constraints.
The authors use integer linear programming on the mobile device to get the partitioning
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vector result.
The creators of the Cuckoo [31] framework were mostly focused on designing an ofoading architecture for Android devices, so the implementation of the ooading decision
was rather simple. Every method call is intercepted at the proxy, where the decision is
made based on heuristics and context information. However, the heuristics technique only
consists in always choosing remote execution, while the context information depends on the
resources reachability. In the case of the Serendipity framework [38], the available nodes
for remote computation create and transmit metadata containing their execution speed,
energy models, and the computing jobs proles. This information is used to scheduling
the tasks allocation among the nodes with the objective of reducing completion time and
energy consumption.
Finally, Chen [39] proposes an interesting solution to the ooading problem based on
a game theoretic approach, where ooading is viewed as strategic interactions between
mobile devices to achieve a mutually satisfactory solution in terms of battery life and
latency weighted by the user. The decision for a particular user is dened as benecial if
ooading does not produce more overhead than local execution, so an optimization problem
was formulated to maximize the total number of benecial cloud users. Nash equilibrium
is reached when no user can reduce its overhead by unilaterally changing its ooading
strategy.

3.3 What to ooad? - The partitioning problem
The literature classication based on the type of computational job ooaded is described
in this section. Figure 3.4 shows the taxonomy for the "what" question.

3.3.1 Virtual machine
Some approaches for remote execution consist in having a virtual machine hosted in the
cloud and synchronized whit the client, so processes execution can be locally paused and
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remotely resumed. Heterogeneity is abstracted, but the data overhead to transmit can
become signicant. Slingshot [24] uses this approach by executing intensive parts of applications as services in a virtual machine at the remote servers, so usually only the graphical
interface is executed in the client. Each replica is composed by the image of the VM, its
memory image, and its registers.
In the case of CloneCloud [26], the solver automatically decides how to partition an
application binary by bounding the methods to be ooaded with migration/re-integration
points. These computational jobs are executed in a clone of the mobile device running
in an application layer virtual machine as described in Chapter 2. Even if methods are
ooaded, the clone of the mobile devices implies extra data transmission, so this framework
is classied in the VM section of the taxonomy. Another example is the Cloudlets framework
[12], which takes advantage of virtual machine synthesis, so the servers have a VM and the
clients have an overlay, i.e. the dierence between the original VM and that same VM with
an intensive application installed.

3.3.2 Container
This category is included in the taxonomy because containers provide another option for
virtualization, and the overhead is smaller than in the case of virtual machines. To the
best of our knowledge, there is not a computation ooading system that implements this
technique yet, but this could change in the future.
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Figure 3.4:

For the what question, the literature can be classied according to the computational task remotely executed.

This can be a virtual machine including the application along with the environment where it is running; a container, which
provides an alternative lightweight technique for virtualization; a process that can include the whole application; an object,
composed by resource intensive methods and data; or a method or function call, which encapsulate specic intensive sections
of the application.

3.3.3 Process
Processes are other computational task unit for partitioning an application. This is the
case with Mocha [32], a framework where applications are partitioned in computation tasks
composed by a set of functions, so each task could be described as a sub process of the
application that will be executed remotely. In Sami [28], applications are implemented
as services by the developer and registered in a database. Resources are allocated by
a scheduler based on the nature of the application. Some basic services can be merged
together in order to create composed services that provide new functionality. Finally,
Serendipity [38] decomposes its computational jobs into three sub-processing stages; two
of them are for processing the input/output data, and one is composed by N parallel sub38

processes to be remotely executed. The output of the task is sent back using routing
protocols through the master coordinator module.

3.3.4 Object
One of the reviewed frameworks sends objects for remote execution. COCA [29] automatically looks for the dependent Java classes and translates the application's source code into
AspectJ code, a plugin to dene aspects, which provides a functionality view to sets of
functions. Even if this system needs the application source code, it does not modify it.
The developer selects which functions or objects to ooad.

3.3.5 Method or function call
The most common unit of partitioning are methods or function calls. In Chroma, [23] the
application is partitioned at the operations level, where operations are the specic units
of computational work of an application, i.e. functions. These operations can be executed
locally or remotely, and their possible combinations of execution dene a partitioning tactic. In the case of Spectra [22], developers must specify possible methods to ooad, and
the framework automatically partitions the program in order to get an optimal execution
strategy, similarly to Chroma. MAUI [25] also ooads methods, and only the state related
to those methods is transmitted. Monitoring is made during runtime, so partitioning is
dynamic. Only the methods marked by the developer are considered for ooading.
Thinkair [27] considers methods annotated by the developer for remote execution on
virtual machines, and it can even take advantage of multiple VM images to achieve parallel
execution. In this case, the VM only abstracts architecture dierences instead of hosting a
clone that requires synchronization, so the ooaded computational jobs are still methods.
In MACS [30], an application is partitioned into a set of functions that are not allowed
to be ooaded and other set of functions encapsulated as Android services that can be
ooaded. The MACS middleware handles the remote execution, so the ooading of these
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computational intensive services is transparent from the client's point of view. Similarly to
MACS, resource intensive applications in Cuckoo [31] are implemented as services, while
the interactive sections are kept as Android activities. The developer implements these
services locally, and the framework creates the ooadable version. Finally, COSMOS [37]
partitions applications with migration and reintegration points placed at the boundaries
of resource intensive methods, in a similar way that CloneCloud and MAUI do it. These
methods can be chosen for remote execution in the COSMOS server hosted in a virtual
machine. Java reection is used to mark up the application code and enable the ooading.

3.4 Where is the appropriate ooading location?
In this section, the literature is classied according to the type of resources where the
computational jobs are remotely executed. Figure 3.5 shows the corresponding taxonomy.

3.4.1 Peers
Closely related to the fog computing paradigm, computation ooading can be implemented
by using an ad-hoc network approach. The Serendipity [38] ooading system benets from
mobile devices, i.e. peers, close to the client device. These peers are assumed to be
trustworthy and cooperative. Three scenarios are discussed for tasks allocation: A greedy
algorithm is used when nodes connections can be predicted and the time and number
of tasks to execute is known, so completion time of each task is minimized; when only
connections can be predicted, tasks are scheduled opportunistically among nodes; nally, if
connections are unpredictable, the tasks are allocated in the node where each individually
task can reduce its completion time.
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Figure 3.5:

For the where question, the literature can be classied according to the location of the computational

resources where the intensive tasks are remotely executed. This can be peers, located close together and sharing resources
among themselves; small servers located one-hop away from the client device, like at the ISP infrastructure or even at light
posts around the street; or powerful data centers with virtually unlimited resources, but located many hops away from the
user.

3.4.2 Cloudlet
Computation ooading can also benet from small servers even as close as peers, but with
more computational resources and a more reliable connectivity. The Chroma framework
[23] was designed with the objective of using powerful servers to improve latency, but it is
able to choose between several machines or even execute the same operation in parallel at
dierent servers too. Besides, the evaluation was conducted in proximity machines without
mentioning any multiple-hops emulation, so the jobs where executed in the equivalent of
cloudlet at that time. Just like Chroma, Spectra [22] can also choose a server from a le
listing all the possible locations. A snapshot of the resource availability in each server is
constantly saved and used when making the ooading decision. The overhead added by
the framework is non neglectable, but it is not further discussed.
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In the case of Slingshot [24], the computing jobs are always replicated in the home server
located several hops away, and more replicas can be instantiated in surrogate machines
located one hop away. One important characteristic of this architecture is the failure
handling, which ensures that the application state can be obtained from the local client
and home server even if all of the surrogate machines fail. In this case, the performance
would be as if the surrogates had never been there, so there is not really a penalty. In
MOCHA [32], a client is connected to the cloud via proximity servers acting as cloudlets,
which make the partitioning decision and distribute the processes among themselves and
the available servers based on the resources availability and latency.
Regarding SAMI [28], services can be executed either in the cloud, when low latency
is not a requirement, or at mobile network operator's infrastructure closer to the user.
Depending on the computing power requirements, the closer servers could be located at
the own operator's facilities or at any authorized dealer. Simanta, et. al. [12] present an
architecture targeted to ooad in proximity servers located one hop away from the client.
Magurawalage, et. al. [33] presented an architecture based on Thinkair, but a cloudlet
layer is added between the data center and the mobile device. This cloudlet consists in a
virtual machine running in a server close to the access point, which hosts a clone of the
mobile device so applications can be ooaded through a connection with less latency and
higher available bandwidth. Finally, Chen, et. al. [39] proposed to use as a remote server
the powerful telecom infrastructure located between the edge of radio access networks and
the core network. This paradigm would allow a fast and low-latency connection thanks to
the cloudlets accessed via WiFi at one hop away.

3.4.3 Data center
Some ooading systems prot from powerful and scalable computation at data centers.
In MAUI [25], methods are ooaded to a single server, which has a modied version of
the running application. Tests were run in a local machine, but an NDIS driver was used
to emulate queuing delays and provide a variable RTT. Hence, this work can be classied
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in the data center category. The CloneCloud [26] system is optimized for the network
connection to the cloud and the computing capabilities of the big data centers, where
the virtual machines are hosed. In the case of Thinkair [27], migration to the cloud is
a key design goal of this framework, and it is proposed with the objective of improving
execution time and energy consumption of the mobile device. Virtualization is used to
handle heterogeneity, so any private or commercial cloud can be used. Besides, this enables
scalability by instantiating more virtual machines as needed.
MACS [30] framework's services are executed in the cloud, which installs the appropriate
services and handles ooading requests. The MACS server is coded in Java, so the cloud
resources must be able to run a Java VM, abstracting architectural heterogeneity. The
COCA [29] server is aimed to be running in a cloud from a service provider like Amazon
EC2, and waiting for execution requests from a smartphone. This server has a built-in
database of classes that the client might want to ooad, and it loads the classes from a
jar le dynamically during runtime. Regarding Cuckoo [31], services are ooaded to any
commercial or private cloud capable of running Java applications, where the Cuckoo server
is executed. Before execution, services must be installed in the server and the remote
machine has to be registered at the smartphone manually.
Finally, COSMOS [37] oers a particular approach to computation ooading provisioning based on the fact that mobile devices need fast response times to intermittent ooading
requests, but commercial data centers usually take too much to instantiate new virtual machines during a minimal leasing time considerably bigger than a single tasks execution time.
The architecture of this system consists in a master server hosted in a VM in the cloud
that receives computation ooading requests from several mobile devices. Afterwards, it
manages VM instantiation and tasks allocation based on the amount of requests in order
to increase the cloud instances utilization. This design enables a good business model for
oering ooading services to mobile devices at a low cost, for both the users and providers.
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3.5 How to ooad?
This section describes the literature with a focus on how data is transmitted when ooading. The actual architectures and their implementation are described in Chapter 2. Figure
3.6 shows the taxonomy for this question.

3.5.1 Mirroring
Some ooading architectures require having the applications in all possible execution locations, or constantly updating the state of instances running remotely. In the case of
Chroma [23], as mentioned in Chapter 2, the application code has to be located in all
hosts, both in the clients and possible servers, before remote execution. Chroma makes the
ooading decision during runtime through the solver module, which does not account for
the own framework overhead, small but non neglectable, causing unexpected latencies. The
Slingshot's [24] surrogate machines obtain VM images from a database in the home server
that stores the application services. The memory image and registers are compressed for
reducing storage and network costs, and then they are stored in the services database so
the client can get the results back.
The creators of MAUI [25] use XML for serializing/deserializing data, and they are
aware of the overhead caused by the large memory footprint. Hence, they mention the
intention of creating their own binary data serializer. To further optimize the data transfer
process, the authors send application state deltas instead of the whole state. As mentioned
in Chapter 2, the server must get the application before remote execution, either sent
from the client or downloaded from the cloud. In CloneCloud [26], when an application
reaches a partitioning point during runtime, its thread is suspended and the current state
is transferred to the synchronized clone running in the VM. Execution is resumed there,
and the state is sent back once the re-integration point is reached, so it can be merged
into the original thread. The authors are aware too about the serialization/deserialization
overhead included in the migration cost, but they do not mention any impact it has over
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the ooading decision.

Figure 3.6:

For the how question, the literature can be classied according to the way computation ooading is

implemented. Several systems architecture was already presented in Chapter 2, so this taxonomy is focused on the techniques
used for transmitting the data between hosts. The two categories are mirroring, when the ooading framework manages
synchronization between code and data already located in the hosts to keep it updated; and marshalling, consisting in
transferring the required input/output data every time a computing job is remotely executed.

Concerning MOCHA [32], data is captured by mobile devices and sent to a cloudlet for
preprocessing, then this cloudlet partitions the application and distributes it among itself
and several servers based on estimated RTTs. The results can be sent back to the user
directly from the cloud or through the cloudlet. Finally, the Cloudlets system [12] need
to have a base VM in order to execute the application. The evaluation showed that the
VM overlay transmission through HTTP and its decompression in the server consume most
of the completion time, due to the size of the transmitted data. It is proposed that this
overhead might be compensated by using a greater bandwidth.
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3.5.2 Marshalling
Other frameworks send only the required input/output data required for executing the
computational job. In the case of Thinkair [27], after the ooading decision is taken,
the modules described in Chapter 2 handle the required request, which consist in the
computation intensive method, the required parameters and data, and a possible request
for extra power in order to allocate more VMs. The authors take into account serialization
overhead during transmission, as they are aware that it aects the ooading decision.
However, they do not measure the extent of this variable, nor do they talk about the
actual implementation in the system. In MACS [30], a proxy handles the requests created
through Android inter process communication. The service code and required les are sent
to the cloud before execution if it does not have it already cached; otherwise, the service
is executed in the cloud and the results are sent back to the client through the proxy. The
authors are aware that the framework adds a time overhead, and they divide it between
the package ooading time, the decision making time, and a residual overhead. However,
it is not further discussed. They also highlight the fact that ooading is more useful as
more computation is needed.
With respect to Cuckoo [29], the client sends an execution request to the server, so the
appropriate class is loaded from the database and the function is executed. Finally, the
results are sent back to the mobile device. The authors are aware of the communication
when transferring the function request and the data needed, and conclude that the performance is acceptable on WiFi and 3G networks unless latency on 3G gets poor due to
congestion. Cuckoo [31] services are sent during runtime through a proxy if the ooading
decision selects remote execution. The authors are aware that the communication involved
when ooading causes a time and energy overhead, but they do not discuss further and
propose an analysis as future work.
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3.6 Our contribution
Based on the literature survey presented above, we can notice that there is a gap regarding
the low level details of the computation ooading implementations. Current work focuses
on the high level functionality of the system, and techniques to achieve a better application
partitioning, monitors, predictors, optimization problem solutions, among others. Some
authors are aware that either the framework's required computations, or data transmission
through the network incurs in a time overhead which is sometimes even neglected.
The main contribution of this work is in basically a description of the way the "how"
question aects the "when" question. A set of experiments were run over a physical ooading test bed in order to uncover hidden low level factors that aect the ooading decision.
It was discovered that the data marshalling/un-marshalling has a signicant impact on the
decision, especially when the solution lies close to the border between local and remote
execution. Matrix operations with dierent input sizes were used to run the experiments,
and the completion times of these jobs were compared by using two dierent methods of
data serialization: Json vs Raw data.

3.6.1 Previous work on ooading decision for reducing completion
time
This research is a continuation of the work done by Melendez, et. al. [40], where an
inequality for ooading decisions is deduced by following an analytical approach, that
relates the performance specications of an ooading system with the arithmetic intensity
of a computational job. This expression can be used to ascertain which jobs benet from
ooading in a particular system, or in a similar way, which system is required for a given
type of applications to benet from ooading.
The completion time is composed by the client computation time when the job is executed locally, and by the server computation time plus the communication time when
ooading. Equation 3.1 shows the inequality proposed in [40] based on a per-hop model
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for communication time where I is the input data in bits, O is the output data in bits, β
is the queueing delay in sec at hop j , γ is the rate of the transmission channel in bits/sec
at hop j , and N is the size of the last packet on the packet train in bits. Processing and
propagation delays are neglected. For the computation time model, C is the size of the
job in instructions, e is the local execution rate in instructions/sec, and E is the remote
execution rate.
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Assuming that the network is uncongested, and after manipulating the inequality to
separate the system parameters from the job parameters, Equation 3.1 can be rewritten as
Equation 3.2 where Γ is the transmission rate at the bottleneck link and F is the sum of
the input and output bits.
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The left side of Equation 3.2 represents the system parameters, while the right side
shows the job parameters. By following a dimensional analysis, it can be observed that the
inequality compares bits/instructions, which is the inverse of the arithmetic intensity.

3.6.2 Reformulating the ooading decision inequality
In the present work, the original inequality was analytically analyzed in order to rene the
mathematical model. The variable representing the job size was separated to distinguish
the client and the server machines, given that the number of instructions executed depends
on the architecture design of the particular computing resource. As a result, the local-to48

remote computational job ratio showed in Equation 3.3 was dened, where c is the size of
the job at the client and C is the size of the job at the server, both in instructions.
k=

c
C

(3.3)

Equation 3.1 and 3.2 can be rewritten incorporating this ratio k, as Equations 3.4 and
3.5 show respectively.
"
#
h 
X
c
I +O
C
N
>
+
+
β(j) +
e
E min{γ(j), ∀j } j=1
γ(j)


Γ

k
1
−
e E


>

F
C

(3.4)

(3.5)

For the remaining of this work, the experimental analysis is based in the reformulated
inequality in Equation 3.5, and its main objective is to uncover hidden factors in a lower
layer of abstraction. This level of detail provides a better understanding of how each
variable aects the computation ooading decision; as a result, the design of an ooading
system can be optimized by focusing on the performance of those factors. A testbed had
to be built in order to conduct the aforesaid experiments, and it is described in the next
chapter.

3.6.3 Describing the ooading decision process
The hidden factor found was the marshalling and un-marshalling of the transmitted data,
which was previously included in the communication time. In certain cases, the time
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overhead incurred by preparing the data for transmission/reception plays an important
role in the ooading decision.
After subdividing the communication time for taking this new factor into consideration,
the computation ooading process was analyzed more deeply by looking at the data ow
through the pipeline. The schematic of this process can be observed in Figure 3.7, where
each of the stages are explained below and related to the system implementation:

Figure 3.7:

Computation ooading allows choosing the best execution location for a computational job, either locally
or remotely. However, the execution process is not the same for either case. Besides data transmission, remote execution
involves a few more execution stages compared to local execution: Encode the input data, decode it in the server, and then
repeat this process when the output is ready to be sent back to the client. Each of these stages adds a time overhead that
aects the ooading decision, so its actual implementation does indeed matter.

•

Generate input: A squared numpy array of size M is always randomly generated
in the client side. This is the representation of the matrix used as input for the
computations.

•

Encode data: On remote execution, the client creates a python list containing the
operation parameters and the input matrices converted to lists. This list of lists is
then serialized so it can be injected into the network for transmission. This stage is
not present on local execution.
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•

Decode data: The transmitted data is received by the server as an http POST
request, whose content is de-serialized and converted back to the list of lists mentioned
above. This stage is not present on local execution.

•

Function call:

The function corresponding to the particular operation is called

by the client/server, depending on the local/remote execution decision. The function
receives one or more numpy arrays as arguments, and it returns a list containing the
resulting output matrices as numpy arrays.
•

Encode data:

If the operation was executed in the server, the output matrices

must be sent back. In this stage, the resulting list is iterated through each numpy
array, which is converted to a list. The list of lists is serialized and sent as an http
response to the client. This stage is not present on local execution.
•

Decode data: The client receives the data and de-serializes it, getting a python
list containing the resulting matrices as lists. Then, this list is iterated to convert
each result to a numpy array again. This stage is not present on local execution.

•

Get output:

This is the nal stage, where the client has already the results of

the given operation and can proceed to use them for any purpose. The format of
the results is always a list of numpy arrays, independently of the location of the call
function stage were the operation was computed.
The particular denition of the stages allows separating the computation related data
marshalling/un-marshalling from the data transmission time, a network related process.
Furthermore, the ooading decision can change by optimizing this uncovered factor, especially when the remote completion time lies close to the local completion time.
Chapter 4 presents the analysis of the specic experiments that led to discovering how
data marshalling/un-marshalling aects the computation ooading decision.
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Chapter 4
Experimental Results and Analysis
4.1 Experimental testbed
The main objective of this thesis was to uncover hidden factors in the computation ooading inequality that relates system's performance characteristics with the computational
jobs requirements, and to describe how these factors aect the ooading decision. The
proposed research goal necessarily implies experimentation in a physical system, because
we are looking for low level factors beyond the existing mathematical models that would
be used in simulations.
An experimental testbed was designed with the help of the research assistant Gerardo
Cano at the communication networks laboratory. This system emulates a multi-hop network between two hosts, see Figure 4.1, which provides the infrastructure required for
ooading computational jobs. In the case of local execution, the completion time is equal
to the client runtime, while in remote execution, it is the server runtime plus the communication time.
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Figure 4.1:

Multi-hop computation ooading system.

The testbed has to meet three important constraints:
1. The client computer has to be signicantly slower than the server, so there is a time
speedup on remote execution.
2. The bandwidth of the network has to be variable, in order to observe the ooading
decision with dierent communication times.
3. The computational job has to be variable in size, in terms of instructions executed
as well as the data moved through the network.
In addition, the system should have the ability to simulate multiple hops in the network,
in case we want to consider a congested network in the future.
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4.1.1 Testbed hardware
The testbed consists in two computers acting as hosts and an iBase network appliance to
emulate the network devices. All of these machines run Linux, and they are interconnected
through Fast Ethernet:
• Server computer: Intel i3-2120 CPU at 3.30 GHz, 4 Gb of RAM, running 64-bit

Ubuntu 16.04 LTS
• Client computer: Intel Pentium 4 CPU at 2.80 GHz, 512 Mb of RAM, running 32-bit

Kubuntu 16.04 LTS
• iBase network appliance: Intel Core 2 Duo E7500 CPU at 2.93 GHz, 8 Gb of RAM,

running 64-bit CentOS 7
It is important to note that the iBase is a computer with six network interface cards congured as a software Ethernet bridge. This approach reduces the hardware requirements,
i.e. the number of switches needed, while providing the exibility to modify network parameters such as bandwidth and latency. The testbed hardware architecture is shown in
Figure 4.2, illustrating how the network devices are replaced by the iBase network appliance, which emulates the multi-hop network. Note that there is a connection from the iBase
to the internet, so the system could be accessed remotely through SSH, adding exibility to
the system interface. The iBase conguration consists rst in creating a bridge, and then
setting up a set of rules for trac control.
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Figure 4.2:

Network diagram of the testbed architecture.

The bridge was created with Open vSwitch (OVS), a virtual switch designed to enable
programmatic network automation [41]. A bridge allows connecting two or more Ethernet
network interfaces together by forwarding packets based on the MAC address, so its functionality is independent of network layer protocols and above. The iBase conguration was
automated by a bash script, and it consisted in creating a virtual bridge for two of its six
Ethernet interfaces, in order to establish the physical connection between the computing
devices. The current IP addresses of the network interfaces was removed, then the virtual
bridge was created, the interfaces were added, and a static IP was assigned to the Ethernet
interfaces, as well as the bridge for managing purposes. Another NIC was used to access
the internet, and its IP was congured dynamically with DHCP.
Trac control is the management of trac ows and packets received and transmitted
on a network device through a set of queuing systems and mechanisms. One relevant
element of trac control is shaping, which consists in delaying packets in a queue before
transmission to meet a desired output rate. This mechanism is useful for implementing
bandwidth control solutions while providing the ability to control the latency of packets,
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moreover, shapers can smooth out bursty trac. We used the Hierarchical Token Bucket
queuing discipline (HTB), an algorithm that manages the queue of a network device by
generating tokens at a desired rate, and only dequeuing packets or bytes if a token is
available inside a xed sized bucket [42].
The tc binary is the Linux tool used for conguring the Kernel structures required to
support trac control, and it is found in the iproute2 package. This tool is used in the
iBase network interfaces, eth1 and eth2, to limit the bandwidth between the client and
server computers. A bash script was used to automate the trac control rules setup, and
it consisted in the following steps:
1. Remove any possible existing policy from the interfaces.
2. Create a queuing discipline of type HTB for each network interface.
3. Add a class to the queuing disciplines so the transmission rate can be adjusted.
4. Create a queuing discipline of type netem in case we want to add latency for emulating
network hops.

4.1.2 Testbed software
The software architecture for the computation ooading system consisted in a Python
script running in the client computer, which can remotely execute intensive computational
jobs in the server through HTTP requests, as shown in Figure 4.3.
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Figure 4.3:

Software architecture of the testbed ooading framework.

The granularity of this system is at the function-level, so when the client ooads the
task, the input parameters have to be encapsulated as a message along with extra data
indicating the function to execute. The client sends an HTTP request, through the Python
Requests library [43], to an Apache server running in the remote machine. This server is
congured to execute Python scripts through the Common Gateway Interface (CGI), so the
appropriate script decodes the received message and executes the requested operation to
send the results back. The server machine already has the script for managing the requests,
as well as the same Python module that the client is using for calling the functions.
The implementation of the message encapsulation is one of the key elements in this
work, and three dierent methods are explored:
1. Using the JSON format with the Python json module
2. Using the JSON format with the Python ujson module
3. Using a string of bytes created with RAW data
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4.1.3 Testbed instrumentation
The iPerf3 utility was used to validate the testbed architecture, i.e. to make sure that we
actually get the available bandwidth congured with the Linux trac control. This tool
measures the bandwidth and the quality of a network link by sending data through TCP.
An instance of the program runs in one host as a server waiting for a connection, and
another instance is executed in the other host as a client that will request the connection.
The stream of data is transmitted during a number of seconds specied in the parameters,
so the throughput can be derived.
The Python scripts located in the hosts machines were instrumented with probes to
measure the execution time of particular blocks of instructions, based on the stages discussed in Figure 3.7. The probes are implemented with the Python timeit module, which
measures wall-clock time, so the load on the hosts will aect the elapsed time. The location
of the probes at the client and the server can be observed in the pseudo-code below:
Start_Probe0 ( )

−>

Total e l a p s e d time
Generate_Random_Input_Data ( )

Start_Probe1 ( ) −> C l i e n t Encoding Time
Encode_Data ( )
Prepare_Message ( )
Stop_Probe1 ( )
Start_Probe2 ( ) −> POST Time
Send_POST_Request ( )
Stop_Probe2 ( )
Start_Probe3 ( ) −> C l i e n t Decoding Time
Receive_Message ( )
Decode_Results ( )
Stop_Probe3 ( )
Start_Probe4 ( ) −> C l i e n t Data D e a l l o c a t i o n
Deallocate_Data ( )
Stop_Probe4 ( )
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Stop_Probe0 ( )
Write_Measured_Times ( )

Location of the time probes at the client Python script

Receive_Request ( )
Start_Probe5 ( ) −> s t d I n Read
Read_Message_From_STDIN ( )
Stop_Probe5 ( )
Start_Probe6 ( ) −> S e r v e r Decoding Time
Decode_Message ( )
Stop_Probe6 ( )

Start_Probe7 ( ) −> S e r v e r Execution Time
Execute_Intensive_Function ( )
Stop_Probe7 ( )

Start_Probe8 ( ) −> S e r v e r Encoding Time
Encode_Results ( )
Send_Message ( )
Stop_Probe8 ( )
Start_Probe9 ( ) −> S e r v e r Data D e a l l o c a t i o n
Deallocate_Data ( )
Stop_Probe9 ( )
Write_Measured_Times ( )

Location of the time probes at the server Python script
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4.2 Experimental design
The experiments consisted of a series of test cases based on Equation 3.5 and dened by
dierent combinations of variables. The bandwidth, the number of instructions per job,
and the sum of input and output bits moved through the network were dierent for each
case, while the local and remote execution rates remained constant.
We conducted experiments to measure the completion time when ooading under different conditions, while keeping a clear subdivision of the stages that compose the total
time. The focus of this research was the marshalling time, which is the sum of the communication time and the data encoding/decoding times. The remote completion time was
compared to the local completion time to determine whether ooading is benecial, and
how the marshalling implementation, i.e. JSON vs RAW data, impacts the ooading decision. Algorithm 1 shows the decision algorithm.

Algorithm 1: Computation ooading decision
for i = all operations do
if remote completion[i] < local completion[i] then
ooad[i] = 1;

else
ooad[i] = 0;

end
end

4.2.1 Experiment variables denition
It was desirable to execute intensive computational jobs in terms of the number of instructions executed per bit of data moved through the network, i.e. the arithmetic intensity.
Squared matrix operations have this important characteristic, so several Python matrix
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functions were used to act as the computational jobs. Twelve dierent operations were initially proposed, and after removing redundancy due to similar computational requirements,
three operations, represented by the set O, were chosen for carry out the experiments:

O = {Inversion, N aturalLogarithm, M ultiplication}

These operations receive two Numpy arrays as input parameters and return a list of
Numpy arrays with the particular operation results. If O = {Inversion}, the result is the inverse matrix of each input matrix; if O = {Natural Logarithm}, the result a matrix containing the element-wise natural logarithm of each input matrix; and if O = {Multiplication},
the result is the dot product of the two input matrices.
By choosing a dierent element of the set O, it is possible to change the value of the
variable C , instructions count, in the inequality. Moreover, the variable F , input/output
data size, was changed along with C by choosing a dierent size for the squared matrix, in
terms of number of rows and represented by the set M :

M = {400, 500, 600, 700, 800, 900, 1000, 1100, 1200}

Regarding the variable data link bandwidth, Γ, the data rates in Mbit/s from the set
R, dened below, were congured with the Linux tc utility:

R = {10, 20, 40, 60, 80, 100}

In the case described by Equation 3.4, the number of hops can be simulated by conguring a variable delay via the trac control tool. We have the option of setting up a delay
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based on the emulated number of hops multiplied by the average ping RTT from server to
client when no delay policy is used, or even by having a queuing model. However, it was
assumed an uncongested network with negligible propagation and processing delays besides
the ones inherently caused by our proposed testbed.

4.2.2 Local and no-operation experiments
Before the actual ooading experiments discussed above, two special experiments were
conducted to get a better understanding of the system via a performance baseline for the
set of experiments.
The rst experiment, no-operation, was designed to measure the time overhead caused
by the testbed implementation. This experiment consisted of reducing the computation
and communication variable's impact to a minimum when ooading, so remote execution
was called but no operation was executed. The test data went through all the stages in
the pipeline related to remote execution, but only one byte of information was transmitted
to the server, which encoded and sent the message back as soon as it was received and
decoded. This process was automatically repeated 500 times at 100 and 10 Mbps with
a Python script, and the average of all recorded times was considered as the framework
overhead. This overhead is considered as part of the completion time components discussed
later.
The objective of the local execution experiment was to measure local completion time,
which gives us a baseline to compute whether ooading is convenient or not. This experiment consisted of executing 300 times each case dened by the possible combinations of
the sets O and M , automated with a Python script. The average time for each case is
considered as the local completion time of that particular case.
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4.2.3 Remote execution experiments
The possible combinations of the sets O, R, and M , resulted in several test cases for remote
execution, whose completion time varies from some milliseconds up to more than a minute.
Each case was executed 40 times each for JSON, uJSON, and RAW methods for encoding
the data. The iterations through the sets O and M were automated with a Python script,
but each bandwidth in the set R was manually congured on the iBase and validated with
iPerf3 before each batch of experiments.
In order to have statistical signicance between the three serialization methods, the
95% condence interval of the total remote completion time was computed and compared
in each case. For each method, the marshalling-to-completion time ratio is computed, and
the ooading decision vectors are compared. This provides good measurable insight into
how the encoding method aects the ooading decision.
The experimental data was illustrated with bar graphs, which provide a general view
of the local and remote execution process under dierent conditions; however we can get
a more detailed insight into how the three marshalling methods compare to each other
by further analyzing the data obtained. As a result, four more comparison features were
dened:

Marshalling-to-Completion time ratio: This feature measures the proportion of
the marshalling stage, i.e. all the encoding/decoding times plus the communication time
including the stdin reading, compared to the total completion time.

Ooading decision vectors: These are binary vectors that represent whether it is
convenient to ooad, a 0 value, or not, a 1 value, for each of the possible execution cases. If
we look at the experiment's plots, each bar corresponds to one case, so they can be tagged
from left to right with the numbers 1 through 18. This would produce 18-element vectors
for each possible matrix size with every marshalling method. Moreover, the sum of the
elements indicates how many times remote execution is benecial, which allows comparing
the three marshalling methods.

Alternative method-to-JSON ratio: This feature shows the proportion between
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the completion time of either the uJSON or RAW methods compared to JSON.

Wrong decision penalties: This is an important measurement that indicates the time
penalty when we take the wrong ooading decision. It is dened as the dierence between
the remote and local completion times. This is another way of setting the marshalling
methods further apart from each other, for example, if the sum of the ooading decision
vectors elements for a given matrice's size is the same regarding the three methods, then
the one with the minimum penalty is the more convenient. It implies that even if the
ooading decision is not accurate for some reason, some marshalling methods will incur in
less time penalty.

Cumulative penalty vector: This metric is computed from the wrong decision penalties, and it is useful for illustration purposes, as it is compact to visualize while conveying
enough information for comparing each marshalling method. In general, this is a 3-element
vector for each matrice's size case, where each element represents the summation of the
wrong decision penalties along all bandwidths of a particular operation using the JSON,
uJSON, or RAW marshalling methods: P enalty = [JSON, uJSON, RAW ].

4.3 Experimental results
The results presented in this section cover the range of cases where the relation between
the data moved through the network and the amount of instructions executed in the server
goes from the point where remote execution is denitely not convenient up to the case
where it is clearly worth to ooad the computational job. More importantly, the remote
completion time for some cases is located near to the border of the ooading decision, i.e.
close to the local completion time, so small changes in the measured times can overturn
the benets of remote execution.
The remote completion time was subdivided based on the time probes discussed above,
and it is composed by the subdivisions illustrated in Figure 4.4. The plots presented in
the following subsections follow the same distribution, and they show the bars for each of
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the bandwidths of the set R and operations of the set O. It is important to note that the
ooading of an operation at certain bandwidth is benecial only when the bar representing
that specic bandwidth lays under the dotted line depicting the client execution time.

Figure 4.4:

The completion time for each test case is subdivided based on the probes instrumented among the ooading
code to dierentiate one component from another. All stages were measured except for the communication time, which was
inferred from the POST request time and the time it take the server to process all of its stages.

4.3.1 General results
Some of the experimental results can be fairly generalized when O = {Inversion, Natural
Logarithm} due to the nature of the operation's arithmetic intensity, i.e. the low computation requirements in relation to the data moved through the network. In general for O
= {Inversion, Natural Logarithm} the arithmetic intensity is small, so the Marshalling-toCompletion time ratio for all cases is around the 90%−99%. For that same set of operations,
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Table 4.1:
Case
JSON
uJSON
RAW

1
100%
55%
38%

General alternative method-to-JSON ratio for the natural logarithm and inverse operations.
2
100%
52%
34%

3
100%
48%
29%

4
100%
45%
26%

5
100%
43%
24%

6
100%
42%
23%

7
100%
62%
45%

8
100%
58%
40%

9
100%
54%
34%

10
100%
51%
31%

11
100%
49%
28%

12
100%
47%
27%

the ooading vectors are equal to zero, all of this independently of the bandwidth and the
matrice's size.
The Alternative method-to-JSON ratio is rather constant for O = {Inversion, Natural
Logarithm} independently of the size, but it changes based on the particular bandwidth, as
show in Table 4.1. This shows how the alternative methods are faster than JSON, especially
RAW data, which can be as low as one fourth on the completion time when using JSON.
For O = {Multiplication} the results are more sparse and particular characteristics
based on the matrice's size can be observed. A brief summary of these results are described
in the remaining of this section.

4.3.2 400x400 matrices
Figures 4.5 through 4.7 illustrate the experiment results for M = {400} using JSON, uJSON, and RAW data for marshalling. These are the set of cases with the smallest computing
resources requirements due to the matrix dimensions, and it is possible to conrm this by
looking how the remote completion time is above the local execution time for practically
all cases, which means that ooading is not worth it. Even then, the remote completion
times are closer to the decision border when using RAW data.
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Figure 4.5:

Completion times for all test cases corresponding to the 400x400 matrices when using JSON for data

marshalling.
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Figure 4.6:

Completion times for all test cases corresponding to the 400x400 matrices when using uJSON for data

marshalling.

For the last case of the multiplication, notice that the client execution time is near or
above the decoding/encoding times, which means that by reducing these components the
ooading decision may shift. This assumption is indeed conrmed by looking at the RAW
data results for the same case, where the ooading time is just below the client execution
time because the marshalling method was optimized. Moreover, the condence intervals
are small and do not show any overlap between the three methods, which means that they
are statistically dierent.
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Table 4.2:
Case
JSON
uJSON
RAW

Figure 4.7:

Marshalling-to-Completion time ratio for 400x400 matrices.
13
97.11%
95.01%
93.81%

14
95.20%
91.61%
88.93%

15
93.18%
87.67%
82.29%

16
92.00%
85.28%
77.76%

17
91.06%
83.71%
74.78%

18
90.56%
82.75%
72.47%

Completion times for all test cases corresponding to the 400x400 matrices when using RAW data marshalling.

The Marshalling-to-Completion time ratio for multiplication shows how the JSON and
uJSON results are similar than the cases corresponding to the other operations. However,
the RAW data method starts to show lower values as the bandwidth increases. This means
that the marshalling time is taking considerably less time in relation to the total completion
time, as shown in Table 4.2.
The ooading vectors for O = {Multiplication}, and the sum of its elements that
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Table 4.3:
Case
JSON
uJSON
RAW

Alternative method-to-JSON ratio for 400x400 matrices.
13
100%
78%
63%

14
100%
76%
57%

15
100%
74%
51%

16
100%
72%
48%

17
100%
71%
46%

18
100%
72%
45%

represents the number of times ooading is benecial, are the following:
JSON = [0, 0, 0, 0, 0, 0] = 0
uJSON = [0, 0, 0, 0, 0, 0] = 0
RAW = [0, 0, 0, 0, 0, 1] = 1

It is possible to see that, even at this low computation requirements, the RAW data method
for marshalling already has one case where ooading is convenient, whereas the other
methods benet from local execution.
Even if the total time reduction when comparing an alternative method to JSON for
multiplication is not as signicant as in the case of the other operations, Table 4.3 shows
that the RAW method cuts down in half the time compared to JSON.
The cumulative penalty vector for O = {M ultiplication} in this case is: P enalty =
[5.55, 3.67, 2.21]. It is possible to observe how even at this small matrice's size the time
penalty when making the wrong decision indicate that the RAW data method is more
convenient, as the number is smaller.

4.3.3 500x500 matrices
Figures 4.8 through 4.10 show the results for M = {500}. In this case the completion
time starts to grow, but the computing requirements are is still low compared to the
experiments below. However, it is possible to notice how the encoding/decoding times take
a considerable proportion when using JSON, while these times are lower when using uJSON
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and barely noticeable when using RAW data. The condence intervals are still very small
and they do not overlap.

Figure 4.8:

Completion times for all test cases corresponding to the 500x500 matrices when using JSON for data

marshalling.
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Figure 4.9:

Completion times for all test cases corresponding to the 500x500 matrices when using uJSON for data

marshalling.

Figure 4.10:

Completion times for all test cases corresponding to the 500x500 matrices when using RAW data marshalling.
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Table 4.4:
Case
JSON
uJSON
RAW

Marshalling-to-Completion time ratio for 500x500 matrices.
13
95.28%
93.52%
92.75%

Table 4.5:
Case
JSON
uJSON
RAW

14
92.08%
88.90%
86.84%

15
88.84%
83.80%
78.68%

16
86.61%
80.46%
72.69%

17
85.09%
78.53%
68.47%

18
84.27%
76.90%
65.60%

Alternative method-to-JSON ratio for 500x500 matrices.
13
100%
78%
62%

14
100%
76%
56%

15
100%
74%
50%

16
100%
73%
46%

17
100%
72%
44%

18
100%
71%
42%

The Marshalling-to-Completion time ratios in Table 4.4 show that the uJSON method
starts to fall below 80% for the highest bandwidths, which means that the communication
penalty when ooading is starting to decrease.
The ooading vectors for O = {Multiplication} are the following:
JSON = [0, 0, 0, 0, 0, 0] = 0
uJSON = [0, 0, 0, 0, 0, 0] = 0
RAW = [0, 0, 1, 1, 1, 1] = 4

This shows that it is not convenient to ooad yet when using JSON or uJSON, but the
RAW data method already chooses remote execution for four out of six cases.
Table 4.5 shows that the time saved by using alternative methods remains similar to the
case discussed above, as there is not a big dierence between the resource requirements.
The cumulative penalty vector for O = {M ultiplication} in this case is: P enalty =
[7.17, 4.27, 1.71]. It can be observed that the penalties dierences between methods start
to be wider apart.
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4.3.4 600x600 matrices
The results for M = {600} are shown in Figures 4.11 through 4.13, where it is noticed how
the execution time increases even more. This increase is more noticeable when using JSON
and uJSON, and could be caused by the underlying implementations of these methods that
put more load on the CPU. The condence intervals capture this unknown behavior, but
the statistical dierence between the methods is maintained.

Figure 4.11:

Completion times for all test cases corresponding to the 600x600 matrices when using JSON for data

marshalling.
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Figure 4.12:

Completion times for all test cases corresponding to the 600x600 matrices when using uJSON for data

marshalling.

Figure 4.13:

Completion times for all test cases corresponding to the 600x600 matrices when using RAW data marshalling.
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Table 4.6:
Case
JSON
uJSON
RAW

Marshalling-to-Completion time ratio for 600x600 matrices.
13
88.52%
85.12%
91.89%

Table 4.7:
Case
JSON
uJSON
RAW

14
85.36%
76.68%
85.28%

15
69.98%
66.40%
75.71%

16
68.56%
60.45%
68.96%

17
68.78%
56.42%
64.19%

18
67.32%
58.04%
60.39%

Alternative method-to-JSON ratio for 600x600 matrices.
13
100%
80%
58%

14
100%
80%
52%

15
100%
73%
41%

16
100%
76%
38%

17
100%
80%
36%

18
100%
74%
35%

The Marshalling-to-Completion time ratios in Table 4.6 start to get lower, as the execution time is increasing.
The ooading vectors for O = {Multiplication} are the following:
JSON = [0, 0, 0, 0, 0, 0] = 0
uJSON = [0, 0, 0, 0, 0, 1] = 1
RAW = [0, 0, 1, 1, 1, 1] = 4

It is convenient to ooad one case on the uJSON method, but there are still no advantages
for remote execution when using JSON. The RAW data method remains at four cases for
ooading.
Table 4.7 shows that the time saved by using alternative methods starts to increase for
the RAW data cases using high bandwidth.
The cumulative penalty vector for O = {M ultiplication} in this case is: P enalty =
[10.27, 6.06, 0.16]. The dierence between penalties is bigger, giving the RAW method a
clear advantage over the others.
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4.3.5 700x700 matrices
Figures 4.14 through 4.16 cover the case when M = {700}. These results are similar to
the ones from the previous case, still showing no overlap between condence intervals.
The total completion time increased, but the general insights are the same that the ones
discussed above. The JSON method nally has some cases where ooading is convenient,
however one of them is really closed to the decision boundary.

Figure 4.14:

Completion times for all test cases corresponding to the 700x700 matrices when using JSON for data

marshalling.
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Figure 4.15:

Completion times for all test cases corresponding to the 700x700 matrices when using uJSON for data

marshalling.

Figure 4.16:

Completion times for all test cases corresponding to the 700x700 matrices when using RAW data marshalling.
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Table 4.8:
Case
JSON
uJSON
RAW

Marshalling-to-Completion time ratio for 700x700 matrices.
13
90.43%
88.48%
89.82%

Table 4.9:
Case
JSON
uJSON
RAW

14
84.01%
81.06%
81.35%

15
78.11%
72.26%
70.32%

16
71.49%
69.67%
62.47%

17
70.91%
63.89%
56.62%

18
70.46%
63.04%
52.94%

Alternative method-to-JSON ratio for 700x700 matrices.
13
100%
79%
61%

14
100%
77%
55%

15
100%
75%
48%

16
100%
69%
43%

17
100%
72%
42%

18
100%
71%
41%

The Marshalling-to-Completion time ratios in Table 4.8 show that the execution time
takes a bigger share of the total completion time.
The ooading vectors for O = {Multiplication} are the following:
JSON = [0, 0, 0, 0, 1, 1] = 2
uJSON = [0, 0, 1, 1, 1, 1] = 4
RAW = [0, 1, 1, 1, 1, 1] = 4

All of the methods have more cases where ooading is convenient, but RAW data still have
the advantage.
Table 4.9 shows that the time saved by using alternative methods keeps decreasing for
uJSON, but the RAW method stops and even increase a small amount compared to the
previous case.
The cumulative penalty vector for O = {M ultiplication} in this case is: P enalty =
[9.46, 3.25, -2.55]. The dierence between penalties is getting smaller this time, and the
negative number at the RAW data results is due to the fact that there are more cases that
are convenient to ooad now. This implies that the penalties for local execution when it
is not convenient are bigger than the penalties for wrongly ooading.
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4.3.6 800x800 matrices
Figures 4.17 through 4.19 illustrate the results when M = {800}. In this case the execution
time when using RAW data for multiplication increased with respect to the other methods
and it shows more variance. Besides, the encoding time starts to grow while the stdin
time decrease in the same amount for the inverse operation. Some conjectures that might
explain this behavior are that the program is starting the decoding portion even if the data
has not completely been read from the standard input for the latter observation; regarding the former, the problem may be the CPU or memory usage caused by the particular
implementation of the marshalling method.
In this case the condence intervals between uJSON and RAW data are overlapped,
but it is attributed to the variances of the execution time. Even then, they do not overlap
between JSON and RAW data.

Figure 4.17:

Completion times for all test cases corresponding to the 800x800 matrices when using JSON for data

marshalling.
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Figure 4.18:

Completion times for all test cases corresponding to the 800x800 matrices when using uJSON for data

marshalling.

Figure 4.19:

Completion times for all test cases corresponding to the 800x800 matrices when using RAW data marshalling.
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Table 4.10:
Case
JSON
uJSON
RAW

Marshalling-to-Completion time ratio for 800x800 matrices.

13
89.36%
87.23%
73.76%

Table 4.11:

14
83.72%
79.03%
58.70%

15
77.17%
70.37%
41.84%

16
73.22%
63.64%
37.77%

17
69.77%
60.40%
30.03%

18
68.21%
58.37%
28.21%

Alternative method-to-JSON ratio for 800x800 matrices.

Case
JSON
uJSON
RAW

13
100%
79%
74%

14
100%
78%
76%

15
100%
76%
80%

16
100%
76%
72%

17
100%
74%
76%

18
100%
74%
73%

The Marshalling-to-Completion time ratios in Table 4.10 show that the marshalling
time starts to get signicantly lower for the alternative methods, going up to half and one
fourth of the total completion time for uJSON and RAW data, respectively.
The ooading vectors for O = {Multiplication} are the following:
JSON = [0, 0, 1, 1, 1, 1] = 4
uJSON = [0, 0, 1, 1, 1, 1] = 4
RAW = [0, 0, 1, 1, 1, 1] = 4

In this case the ooading decision vector is the same for all methods, but it is still possible
to dierentiate their performance based on the other metrics. The cumulative penalty
vector for O = {M ultiplication} in this case is: P enalty = [7.18, -0.29, -1.02]. This
shows that RAW data is still the most convenient method in case the ooading decision is
incorrectly taken.
Table 4.11 shows that the time saved by using alternative methods increases for RAW
data up to the point where it becomes similar to uJSON. This is due to the remote execution
time behavior discussed above.
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4.3.7 900x900 matrices
Figures 4.20 through 4.22 show the results for M = {900}, where total completion time
increased but the insights from the previous case still apply. The abnormal behavior still
continued to show, but even then the RAW data method resulted to be the more convenient.
The condence intervals are still very small for the JSON and uJSON methods.

Figure 4.20:

Completion times for all test cases corresponding to the 900x900 matrices when using JSON for data

marshalling.
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Figure 4.21:

Completion times for all test cases corresponding to the 900x900 matrices when using uJSON for data

marshalling.

Figure 4.22:

Completion times for all test cases corresponding to the 900x900 matrices when using RAW data marshalling.
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Table 4.12:
Case
JSON
uJSON
RAW

Marshalling-to-Completion time ratio for 900x900 matrices.

13
89.53%
86.71%
75.04%

Table 4.13:
Case
JSON
uJSON
RAW

14
83.27%
78.60%
62.01%

15
75.84%
68.32%
38.37%

16
71.77%
62.85%
34.22%

17
69.46%
59.12%
29.38%

18
67.63%
56.65%
28.56%

Alternative method-to-JSON ratio for 900x900 matrices.
13
100%
80%
73%

14
100%
78%
72%

15
100%
77%
86%

16
100%
75%
78%

17
100%
76%
77%

18
100%
75%
71%

The Marshalling-to-Completion time ratios are shown in Table 4.12, and Table 4.13
shows that the time saved by using alternative methods is still similar between uJSON and
RAW data.
The ooading vectors for O = {Multiplication} are the following:
JSON = [0, 0, 1, 1, 1, 1] = 4
uJSON = [0, 1, 1, 1, 1, 1] = 5
RAW = [0, 1, 1, 1, 1, 1] = 5

This vectors shows that the alternative methods overpassed again the JSON method. The
cumulative penalty vector distinguishes the alternative methods and it gives the advantage
to RAW data: P enalty = [3.61, -5.68, -6.50].

4.3.8 1000x1000 matrices
The results for M = {1000} are shown in Figures 4.23 through 4.25, which are similar to
the observations when M = {900}. The variations in RAW data are still present, but the
completion time in general is still the smallest one. The condence intervals between RAW
data and JSON do not overlap, so both methods are statistically dierent.
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Figure 4.23:

Completion times for all test cases corresponding to the 1000x1000 matrices when using JSON for data

marshalling.
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Figure 4.24:

Completion times for all test cases corresponding to the 1000x1000 matrices when using uJSON for data

marshalling.

87

Table 4.14:
Case
JSON
uJSON
RAW

Figure 4.25:

Marshalling-to-Completion time ratio for 1000x1000 matrices.
13
89.30%
86.71%
80.32%

14
82.93%
78.28%
72.50%

15
75.58%
68.46%
54.62%

16
71.36%
62.66%
48.48%

17
68.66%
58.60%
41.35%

18
67.03%
56.55%
33.62%

Completion times for all test cases corresponding to the 1000x1000 matrices when using RAW data

marshalling.

The Marshalling-to-Completion time ratios are shown in Table 4.14, and the proportion
of the alternative methods compared to JSON can be observed in Table 4.15.
Regarding the ooading vectors, they stay constant in comparison to the previous case:
JSON = [0, 0, 1, 1, 1, 1] = 4
uJSON = [0, 1, 1, 1, 1, 1] = 5
RAW = [0, 1, 1, 1, 1, 1] = 5
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Table 4.15:
Case
JSON
uJSON
RAW

Alternative method-to-JSON ratio for 1000x1000 matrices.
13
100%
80%
68%

14
100%
78%
61%

15
100%
76%
60%

16
100%
75%
54%

17
100%
75%
54%

18
100%
74%
58%

The cumulative penalty vector breaks the tie between the RAW data and uJSON methods, and we can notice that the dierences start to grow again: P enalty = [-4.85, -16.45,
-24.79].

4.3.9 1100x1100 matrices
Figures 4.26 through 4.28 illustrate the results when M = {1100}. The anomalies regarding
remote execution when using the RAW data method continue to show, but the plots display
how the encoding/decoding times are still small compared to the other methods. As a result,
the Marshalling-to-Completion time ratios shown in Table 4.16 are signicantly lower for
the alternative methods, especially for RAW data.
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Figure 4.26:

Completion times for all test cases corresponding to the 1100x1100 matrices when using JSON for data

marshalling.
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Figure 4.27:

Completion times for all test cases corresponding to the 1100x1100 matrices when using uJSON for data

marshalling.
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Table 4.16:
Case
JSON
uJSON
RAW

Figure 4.28:

Marshalling-to-Completion time ratio for 1100x1100 matrices.
13
88.27%
85.55%
72.51%

14
81.39%
76.37%
58.97%

15
73.73%
65.86%
41.88%

16
69.20%
59.81%
33.75%

17
66.72%
55.64%
28.35%

18
64.55%
53.60%
24.36%

Completion times for all test cases corresponding to the 1100x1100 matrices when using RAW data

marshalling.

The ooading vectors are one more time equal for all of the methods:
JSON = [0, 1, 1, 1, 1, 1] = 5
uJSON = [0, 1, 1, 1, 1, 1] = 5
RAW = [0, 1, 1, 1, 1, 1] = 5

However, even if ooading is benecial for the same cases among JSON, uJSON and
RAW data, the cumulative penalty vector shows which method is more convenient to use
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Table 4.17:
Case
JSON
uJSON
RAW

Alternative method-to-JSON ratio for 1100x1100 matrices.
13
100%
80%
74%

14
100%
78%
74%

15
100%
77%
76%

16
100%
76%
75%

17
100%
76%
76%

18
100%
75%
77%

in case of a wrong decision: P enalty = [-12.62, -26.55, -28.67]. This is the case even if
Table 4.15 sometimes shows more reduction when using uJSON, which is also inuenced
by the higher remote execution time when using RAW data.

4.3.10 1200x1200 matrices
Finally, Figures 4.29 through 4.31 shows the case when M = {1200}, where the remote
execution time when using RAW data starts to acquire normal values again, even if the
condence intervals are bigger in comparison to the other methods. Moreover, this intervals
do not overlap any more with the uJSON case, so statistical dierence is assured once again
for uJSON versus RAW.
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Figure 4.29:

Completion times for all test cases corresponding to the 1200x1200 matrices when using JSON for data

marshalling.
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Figure 4.30:

Completion times for all test cases corresponding to the 1200x1200 matrices when using uJSON for data

marshalling.
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Table 4.18:
Case
JSON
uJSON
RAW

Figure 4.31:

Marshalling-to-Completion time ratio for 1200x1200 matrices.
13
87.19%
83.94%
80.87%

14
79.66%
74.31%
67.17%

15
71.52%
63.19%
49.18%

16
67.00%
56.97%
43.01%

17
64.13%
52.86%
37.91%

18
62.34%
50.44%
26.80%

Completion times for all test cases corresponding to the 1200x1200 matrices when using RAW data

marshalling.

The Marshalling-to-Completion time ratios in Table 4.18 show that the proportion
between execution time and marshalling time is shifted in almost all of the RAW data
cases, so the communication overhead was successfully reduced to the point where it is
even smaller than the remote execution time.
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Table 4.19:
Case
JSON
uJSON
RAW

Alternative method-to-JSON ratio for 1200x1200 matrices.
13
100%
80%
66%

14
100%
79%
63%

15
100%
78%
63%

16
100%
77%
57%

17
100%
77%
54%

18
100%
77%
67%

The ooading vectors for O = {Multiplication} are the following:
JSON = [0, 1, 1, 1, 1, 1] = 5
uJSON = [0, 1, 1, 1, 1, 1] = 5
RAW = [1, 1, 1, 1, 1, 1] = 6

In this case, it is always convenient to ooad if we are using RAW data, and the other two
methods are close behind regarding the ooading decision.
Table 4.19 shows that the dierence between the time saved by using RAW data in
comparison to uJSON starts to get bigger again, showing that the former method is more
convenient in terms of this performance metric. The cumulative penalty vector only conrms the benets of using RAW data over JSON or even uJSON P enalty = [-29.28, -45.72,
-58.66].

97

Chapter 5
Conclusions and Future Work
After a rigorous analysis of the literature, a problem regarding the low level details of the
computation ooading decision was identied. We realized that the current decision models
consider some variables in a coarse manner, which might aect the ooading system eectiveness. In this thesis we proposed an analysis of the ooading decision to experimentally
uncover these factors and measure their impact on the ooading decision.
The ooading process was analyzed and dissected into the basic stages needed to perform remote execution. We proposed that the stage normally considered as communication
time could be further divided into the encoding and decoding stages, both at the server and
the client sides. These stages in addition to the time the data takes to traverse the network,
the true communication time, compose the marshalling time. Our hypothesis was that using
dierent methods for encoding/decoding the data could result in a performance improvement to the system that impacts the ooading decision. A simple ooading testbed was
designed to conduct the set of experiments and sample the necessary time measurements
using JSON, uJSON, and RAW data for marshalling.
Some metrics were dened to provide a clear comparison framework based on the completion time ratios of alternative methods versus JSON, the number of cases when ooading
is benecial, and the time penalty if the incorrect ooading decision is taken. In general,
we observed that remote execution is favored more times when using RAW data compared
to the other methods. However, when the matrices, used as computational jobs, started
to increase in size, the other marshalling method caught up with RAW data. Even in this
case, the time penalty of the latter method is smaller when a wrong ooading decision is
taken. Overall, our hypothesis resulted to be true, as we demonstrated how the ooading
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decision is aected by the marshalling implementation, which provides a good insight to
ooading systems design.
The results obtained are general in the sense that they apply for a wide range of ofoading systems, so possible future work along this path is the design of a marshalling
method optimized for a particular system, for example an ad-hoc network when using
fog-computing. We could also take a resource scheduling approach and use the updated
ooading inequality to formulate optimization problems when having several possible remote execution locations. Finally, another research path is the design of predictors for each
factor in the inequality.
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