Abstract. Let N Cp (X) denote the number of C p Galois extensions of Q with absolute discriminant ≤ X. A well-known theorem of Wright [1] implies that when p is prime,
Introduction
Here we investigate the distribution of cyclic C p Galois extensions of Q by studying the asymptotic behavior of N Cp (X), the number of C p Galois extensions of Q with absolute discriminant ≤ X. In [1] , Wright proves a general theorem, which in the case of C p says that N Cp (X) = c(p)X
, where c(p) is a given non-zero constant. We refine Wright's work, and assuming the Generalized Riemann Hypothesis, we obtain the following theorem. where R p (x) ∈ R[x] has degree ⌊p(p − 2)/3⌋ − 1.
Remark. We assume the Generalized Riemann Hypothesis for the Riemann zeta-function and Dirichlet L-functions L(s, χ) for characters of conductor p.
Unconditionally, we obtain the following weaker result.
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They formulated this speculation based on extensive numerical calculations. We note that Theorem 1.1 confirms this speculation. Specifically, based on data from [3] and [4] , the best fit linear regression model for the graph log 10 X versus log 10 (N C 3 (X) − c(3)X 1/2 ) is log 10 (N C 3 (X) − c(3)X 1/2 ) = −0.98962297 + 0.16233864 log 10 X. Note that the slope of the model is very close to 1 6 . The actual data and the best fit model are shown in the following graph. log 10 X In the graph above, the parameters for the horizontal and vertical axes are log 10 X and log 10 (N C 3 (X) − c(3)X 1/2 ), respectively, and the scatterplot is based on the data for X = 10 i , i = 1, 2, · · · , 25.
In Section 2 we recall Wright's work, and in Section 3 we prove Theorems 1.1 and 1.2.
Preliminaries
To obtain asymptotics for N Cp (X), it is standard to study the poles of an associated Dirichlet series on the positive real line. For a given abelian Galois group G, this series is defined by
In [1] , Wright uses class field theory to understand this Dirichlet series in terms of the product of conductors of characters on the idelé class group of the base field. Specifically, let C(n) be the group of characters χ on the idelé class group of Q satisfying χ n = 1,
where Φ(−) is the absolute norm of the conductor of the character. We define the following series:
Wright [1] reformulates D G (s) as follows. 
In the above expression, φ(G) is the number of automorphisms of G .
By using this fact, we can compute the Dirichlet series explicitly for a given abelian Galois group G. In particular, when G = C p , we have the following. Proposition 2.2. For an odd prime p, we have
Proof. It is well known that the idelé class group of Q is given by the following:
Since the idelé class group of Q is a cartesian product of the completion at each prime, F Cp (s) is in fact an Euler product. Therefore, F Cp (s) can be determined by investigating the conductor of characters on Z q whose p-th power is a trivial character. First, consider the case p ∤ (q − 1), p = q. Since the multiplicative group (Z/qZ) × is the cyclic group of order q − 1, for any y ∈ Z we can find x ∈ (Z/qZ) × such that x p ≡ y(mod q). Thus, by Hensel's lemma, every element of Z q is a p-th power of some element in Z q . For any character χ in C(p), the conductor of χ on Z q is 1.
On the other hand, if p | (q − 1), then there are a restricted number of elements in (Z/qZ) × which are p-th powers. Also, by Hensel's lemma, if an element in Z q is a p-th power in (Z/qZ) × , then it is also a p-th power in Z q . Therefore, Z q /Z p q ∼ = C p , and from this we can conclude that there are p characters in C(p) when restricted to Z q , and that every nontrivial character has a conductor q.
Finally, if p = q, consider f y (x) = x p − y for any y ∈ Z p . By Hensel's lemma, if we find a p-th root of y(mod p 3 ), we can find a p-th root of y in Z p . In particular, if
2 . Therefore, we have
Note that µ(C p ) = −1 and µ(1) = 1. Therefore, using Proposition 2.1, the conclusion follows. . Our main strategy is to meromorphically extend D Cp (s) to the larger region, and find all poles and their multiplicities.
We claim that this information about the poles of D Cp (s) gives the asymptotic expansion. More explicitly, suppose that D Cp (s) meromorphically extends to the region Re(s) > ρ > 0 with poles α 1 , α 2 , · · · , α k with multiplicity m 1 , m 2 , · · · , m k respectively. Then we claim
for real polynomials P i of degree m i − 1 determined by coefficients of Laurent series at α i . To prove this, we first apply the Perron's formula
where c is real number greater than any α i . Now as D Cp (s) has poles α 1 , · · · , α k with multiplicities m 1 , · · · , m k respectively, it has the Laurent expansion
where g(s) is analytic. As we substitute it to the Perron's formula, integration of poles contributes to the main asymptotic terms X α i P i (log X), as residue calculus shows that 1 2πi c+i∞ c−i∞
where P k−1,α (x) is a real polynomial of degree k − 1 with coefficients depending on α. For the analytic remainder term g(s), applying the Delange's Tauberian theorem (Theorem 15 in II.7 of [5] ) to the case when residue term is zero establishes that the term coming from g(s) is O(X ρ+ǫ ). So, the problem of finding asymptotics for N Cp (s) is completely reduced to the problem of locating the poles of D Cp (s) in its meromorphic continuation. According to the Wright's work [1] , D Cp (s) extends to the region Re(s) > . Under the GRH assumption, it can be shown that there are two poles at s = , with multiplicities 1 and ⌊p(p − 2)/3⌋, respectively. With the equation (4), this gives the asymptotics
where R p is a polynomial with degree ⌊p(p − 2)/3⌋ − 1. Without the GRH assumption, we can only determine poles up to the region Re(s) > , and there is only one single pole at s = . Also, it has a factorization of form P 1 (s)P 2 (s)P 3 (s) · analytic and nonvanishing part on Re((p − 1)s) > 1 4 , where
In the expression above, χ (χ 0 , resp.) denotes any Dirichlet character (the trivial character, resp.) mod p. The product
only appears when p ≡ 1(mod 3) and α is an order 3 element in (Z/pZ) × .
The general strategy for the proof follows from earlier work of Cohn [2] . We begin by establishing several propositions and lemmas which will be used to prove Proposition 3.1.
Let q i be any prime congruent to i (mod p), and let
be the product over all such primes. For 1 ≤ i ≤ p − 1, let Q i (s) be defined as follows:
The following proposition suggests a factorization of the Euler product in D Cp (s), which enables a meromorphic continuation over its region of convergence.
Proposition 3.2. For an odd prime p, the product q≡1(mod p)
can be factored as
· analytic and nonvanishing on Re(s) > 1 4(p − 1) .
Proposition 3.2 is a consequence of the following lemma, after plugging q −(p−1)s into x.
Lemma 3.1. For sufficiently small x, we have
Proof. The lemma immediately follows from the polynomial expansion
and the expression
Before proving the next lemma, we recall a general fact for Dirichlet characters with a prime conductor. Dirichlet characters with conductor p correspond to homomorphisms (Z/pZ) × → C, and we know (Z/pZ) × ≃ C p−1 . Therefore, there is a bijective correspondence between the Dirichlet characters with conductor p and primitive (p − 1)-th roots of unity. Given a primitive root g ∈ (Z/pZ) × and a primitive (p − 1)-th root of unity ω p−1 , the Dirichlet characters mod p can be labeled χ 0 , χ 1 , · · · , χ p−2 , where χ i (g) = ω × . The product Q 1 (s) has the following factorization:
where the product
is over all nontrivial Dirichlet characters χ with conductor p.
Proof. The above equation can be rewritten as
Note that, for any Dirichlet character χ with conductor p, L(s, χ) can be expressed as the following Euler product:
To prove the lemma, it is enough to show that
, so the left side of (6) can be written as follows:
Note that ω l p−1 is a primitive e-th root of unity, with e = (p − 1)/ gcd(l, p − 1). Therefore, we have
and we have
Since e is equal to the order of g l in (Z/pZ) × , it follows that
This is (6).
Proposition 3.3. For an odd prime p, the product
can be factored as 
Since the product
is analytic and nonvanishing on the region
, we only need to prove that the right side of (7) with i = 1, p − 1 is analytic and nonvanishing on the same region. To prove this, it is sufficient to show that, for any i = 1, p − 1 and for any q i , the following holds:
By expanding the left side of (8), we know that
Therefore, it is enough to show that the sum χ(−1)=−1 χ(i) vanishes when i = 1, p − 1. This comes from the orthogonality of Dirichlet characters, which gives
Proposition 3.4. Let p be a prime ≡ 1(mod 3), and 1 ≤ a, b ≤ p − 1 be the two distinct integers of order 3 mod p. Then the product
L(s, χ) · analytic and nonvanishing on Re(s) > 1 2 .
Proof. The proof is similar to that of Proposition 3.3. First, the following equation is true:
For i = 1, the product on the right side of the above equation is
. On the other hand, for i = a, χ(a) is equal to either ω 3 or ω −1 in the product on the right side of (9). Thus the desired product for the case i = a is
The same argument can be applied to the case i = b. We claim that all the other products on the right side of (9) are analytic and do not vanish on the region Re(s) > . If we prove
holds for any i = 1, a, b, then the right side of (9) with i = 1, a, b is well-defined and does not vanish on the desired region, proving the proposition. By expanding the product, we know that
Therefore, it is enough to show that the sum
χ(i) vanishes when i = 1, a, b. This comes from the orthogonality of Dirichlet characters, which gives
3.2. Proof of Proposition 3.1.
Proof. Define t as (p − 1)s, for the sake of brevity. Proposition 3.2 implies that the following factorization holds:
· analytic and nonvanishing on Re(t) > 1 4 .
We divide the problem into two cases.
3.2.1. Case 1: p = 3 or p ≡ 2(mod 3). Lemma 3.2 implies that
The equation (10) holds, since the products Q i (ord p (i)t) with ord p (i) ≥ 4 are convergent on the region Re(t) > . By plugging 2t and 3t into s, Lemma 3.2 implies the following equations:
· analytic and nonvanishing on Re(t) > 1 4 , (11)
On the other hand, from Proposition 3.3, we obtain
L(2t, χ) · analytic and nonvanishing on Re(t) > 1 4 . (13) Proposition 3.1 follows by multiplying all the equations (10), (11), (12), (13). Specifically, P 1 (s) appears at (10), P 2 (s) appears at (11) and (13), and P 3 (s) appears at (12).
Case 2: p ≡ 1(mod 3). Let a, b be the two distinct elements in (Z/pZ)
× whose orders are 3. The differences from the previous case are that Q a , Q b terms appear in (10) and the following new equation should be deduced from Proposition 3.4:
L(3t, χ) · analytic and nonvanishing on Re(t) > 1 4 .
Multiplying all the equations would imply Proposition 3.1 as well. In this case, P 3 (s) also appears at (14). Note that the factors P 2 (s) and P 3 (s) are analytic and nonvanishing on the region Re(s) > . Therefore, both are analytic on the region Re(s) > + ε, which implies that the factor P 2 (s) does not contribute to any poles in the region Re(s) > +ε. Note that L(3(p−1)s, χ) is analytic on the same region, implying that P 3 (s) itself has a pole at s = . This proves Theorem 1.1.
