This paper presents a method for utilizing Data Envelopment Analysis (DEA) with sparse input and output data using fuzzy clustering concepts. DEA, a methodology to assess relative technical efficiency of production units is susceptible to missing data, thus, creating a need to supplement sparse data in a reliable and accurate manner. The approach presented is based on a modified fuzzy c-means clustering using Optimal Completion Strategy (OCS) algorithm. This particular algorithm is sensitive to the initial values chosen to substitute missing values and also to the selected number of clusters. Therefore, this paper proposes an approach to estimate the missing values using the OCS algorithm, while considering the issue of initial values and cluster size. This approach is demonstrated on a real and complete dataset of 22 rural clinics in the State of Kansas, assuming varying levels of missing data. Results show the effect of the clustering based approach on the data recovered considering the amount and type of missing data. Moreover, the paper shows the effect that the recovered data has on the DEA scores.
Introduction
DEA is a linear programming model, which measures the relative technical efficiency of decision making units by calculating the ratio of weighted sum of its outputs to its inputs (Charnes et al., 1978) .
Decision Making Units (DMUs) can be defined as any production unit, in any for-profit or non-profit organizations, which consumes inputs and produces outputs. The DEA model is run times by changing the objective function each time to determine the best set of weights which maximize the efficiency of the DMU under evaluation, while the weights should remain feasible for all the other DMUs. DEA not only measures efficiency but also the amount of inefficiencies associated with each DMU by comparing inefficient DMUs against efficient DMUs. By solving the DEA model one can also obtain projection scores which represent the required increase in output or decrease in input for a DMU to be fully efficient.
DEA is widely recognized as an effective method for measuring the relative efficiency of DMUs using a set of multiple inputs and multiple outputs. Extension of this particular methodology and its application to vast number of fields since its inception is presented in the works of Seiford (1997) and Emrouznejad et al., (2008) .
The area of health care operations is very suitable for DEA analysis since clinics (or any health providing organization) are easily defined as DMUs in the DEA context. The DEA analysis can accurately show the efficient aspects of the clinics as well as areas that need improvements. This work is based on a DEA analysis of clinics in Kansas that serve the rural and medically underserved population.
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One of the early findings of this research was that due to a lack of reporting standards each clinic may collect or report a different set of data items. Thus, when conducting a DEA analysis, it is common to find that some data items are not collected or collected inappropriately, creating the issue of missing data.
The application of DEA analysis in health care started as one of the earliest application domain.
Analysis performed on American institutions include analysis of hospitals in Wisconsin (Nunamaker, 1983) , inefficiencies in clinics (Sherman, 1984) , physician efficiency (Ozcan, 1998) attributes. However, we found that a large amount of data was sporadically missing since each clinic collected a different subset of the data. In this study we reduced the data analyzed to 13 parameters that deemed essential for the DEA study and then developed the methodology presented herein to replace the missing data. This paper explores a solution approach towards generating the missing data based on fuzzy clustering. Moreover, the paper demonstrates the sensitivity of this approach to the initialization process and to the cluster sizes chosen. The paper then shows the effect of this approach on the data recovered as well as on the DEA results. This contribution can help researchers improve the accuracy of the DEA analysis by generating the missing values more accurately, and also by understanding the effect of this approach on the DEA scores. This paper is structured as follows: Section 2 provides a background and literature review of DEA and clustering approaches. Section 3 presents approaches for clustering with missing data, and section 4 presents experimental results on the effect of the initial values as well as cluster sizes on the accuracy of the data recovered. Section 5 demonstrates the data generation approach using the actual clinical data 3 with various patterns of missing values. Section 6 shows the effect of the data recovery strategy on the DEA analysis. Section 7 provides summary and conclusions.
Background
This section presents an introduction to basic DEA models, literature review of existing methods to handle missing values in DEA, and as well as an introduction to clustering approaches and the basic clustering algorithms. with no change of outputs, whereas output oriented models aim at maximizing the outputs with no increase of inputs (Cooper et al., 2000) . CCR model is based on constant returns to scale (CRS). The basic formulations of CCR input and CCR output models are shown in Table 1 . .
Introduction to DEA models
(1) 
DEA with Missing Data
The classical assumption of DEA is availability of numerical data for each input and output, with the data assumed to be positive for all DMUs (Cooper et al., 2000) . This particular assumption limits the applicability of the DEA methodology to real world problems which contain missing values either due to human errors or technical problems.
In order to allow DEA analysis with missing data, minimal data requirements were defined. These requirements state that at least one DMU should have a complete set of inputs and outputs and each DMU should have at least one input and one output (Fare and Grosskopf, 2002) . The accuracy of the results depends on the quality and quantity of the data. The difficulty of replacing missing data values is due to the fact that, unlike statistical analysis, DEA is based on a single set of data for each attribute.
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The problem of missing data is well recognized in the DEA literature and therefore various approaches for mitigating this issue have been discussed. One such approach is the exclusion of DMUs with missing data from the DEA analysis (Kuosmanen, 2002 The methodology presented in this paper is based on a modified fuzzy c-means clustering algorithm using optimal completion strategy (OCS) ). This is a tri-level alternating approach that replaces missing values by satisfying the objective function of the fuzzy c-means algorithm.
In addition, this method is sensitive to the initial values chosen to replace the missing values and also to the number of clusters to be chosen. To summarize, this paper proposes a methodology for estimating missing values while avoiding the drawbacks of the methods discussed above. Then, the best recovered missing values using the modified clustering algorithm serve as the source for the DEA analysis. This approach is demonstrated on a real and complete dataset of 22 rural clinics in the State of Kansas, assuming varying levels of missing data (10% to 40%) with different distributions. The results show that the DEA scores generated with the replacement data points are within 90% of the actual values that would have been generated with the complete data set. 6
Data Clustering
Clustering is the process of classifying data items into specific groups or clusters based on the degree of similarity between the data items. Similarity measure and coefficients play an important role in cluster analysis, since they quantify the similarity or dissimilarity between any two data items. Clustering also holds the assumption for availability of complete numerical data. Dealing with missing values in clustering is discussed in section 3. More details regarding the clustering methodology, models, and applications can be found in Gan et al. (2007) . Cluster analysis has been applied to many fields such as health care systems (Congdon, 1997) , (Chacon and Luci, 2003) and marketing (Ray et al., 2005 ) among many others. This section also presents the terminology that will be used throughout this paper. The interpretation of the similarity between the data items generally depends on the distance between them. Some of the common distance measures are Euclidean Distance, Manhattan Distance, Maximum Distance, Minkowski Distance, Mahalanobis Distance, and Average Distance. Most of these distance functions can be derived from Minkowski Distance, which can be stated as follows to obtain the distance between two observations X and Y.
Notations
The Euclidean distance, Manhattan distance, and maximum distance are three specific cases of the Minkowski distance, where the Manhattan distance is defined by r = 1, Euclidean distance by r = 2, and Maximum distance is calculated using r = ∞.
Clustering algorithms can be broadly classified into hard clustering (crisp) and fuzzy clustering. Hard clustering assumes that each observation belongs to only one particular cluster group. Fuzzy clustering 7 allows each observation to belong to more than one cluster with a certain membership value. Table 2 presents the conditions for hard clustering and fuzzy clustering (Gan et al., 2007) . 
Hard clustering algorithms can be further classified into Partitional and Hierarchical clustering algorithms, with Hierarchical approaches consisting of Divisive and Agglomerative approaches.
Hierarchical Clustering Algorithms
Hierarchical clustering algorithms are the most commonly used and can be divided into agglomerative and divisive approaches. Agglomerative clustering is a bottom up approach that starts with every single object in its own single cluster, and then repeatedly merges the closest pair of clusters according to some similarity criteria until all of the data points join a single cluster. Divisive clustering or top-down approach starts with all the objects in one cluster and repeatedly splits large clusters into smaller ones. 
Partitional Clustering Algorithms
Unlike the hierarchical clustering algorithms, partitional algorithms aim at classifying the clusters at once and are based on a criterion function. The algorithm proceeds by trying to optimize the criterion function which is generally a measure of dissimilarity and thus tries to assign the cluster groups. KMeans clustering by MacQueen (1967) is a common example of partitional clustering algorithms, with a fixed number of clusters known a priori. The advantage of this methodology is its ease of implementation and efficiency, while its disadvantage is the difficulty in determining the number of clusters a priori.
Fuzzy C Mean Clustering
Fuzzy C-Means (FCM) is a method of clustering which allows each entity to belong to two or more clusters. This method (developed by Dunn in 1973 and improved by Bezdek in 1981) is frequently used in pattern recognition. It is based on minimization of the following objective function:
The FCM allows each entity represented by an attribute vector to belong to every cluster with a fuzzy truth value (between 0 and 1). Following are the steps of the Fuzzy C-Mean Clustering algorithm (Bezdek, 1981) :
Step 1: Fix c (2 ≤ c < ) and select a value for m(1 < < ∞). Initialize U (r) such that condition (6) is satisfied. Each step in the algorithm will be labeled as where r = 0, 1, 2……..
Step 2: Calculate fuzzy cluster centers v k r for each step using U (r) and (7)
Step 3: Update the initial membership function from U (r) to U (r+1) using k r and (8)
Step 4: If the difference between the updated and the original membership matrix i.e., �U (r+1) − U (r) � < then STOP; otherwise set r = r + 1 and return to step 2.
Note that the FCM algorithm has been somewhat generalized; and some algorithms initialize (0) and check for � (r+1) − (r) � < .
Clustering with Missing Data
Generally methods dealing with missing data can be classified into two major approaches ( Few common clustering methods, based on the fuzzy C-Means algorithm which belong to the prereplacing approach, are used to replace missing values as discussed below.
Whole Data Strategy (WDS)
This 
Partial Distance Strategy (PDS)
This approach is more applicable for cases with large data sets. It is based on scaling the calculated partial distance by the quantity of data items used. Thus it reduces the influence of incomplete data values on the distance calculated.
Using this approach, the partial distance (squared Euclidean) is calculated using all available values and then scaled by reciprocal of the proportion of components used. The general formula for partial distance is given by:
The partial distance strategy algorithm is obtained by making two important modifications to the FCM algorithm: (1) calculate for incomplete data according to equation (9), and (2) replace the new cluster centers with the old centers multiplied by where is zero for corresponding missing values.
Here represents the ℎ attribute value of the center of cluster k.
This algorithm also holds all convergence properties of Fuzzy C-Mean clustering ).
Optimal Completion Strategy Algorithm (OCS)
OCS algorithm is an extension of the The first four steps of the OCS algorithm are the same as those of the FCM clustering algorithm. The additional step of the OCS algorithm is as follows:
Step 5:
Calculate missing values for the iteration r+1 using equation (11) . Place the calculated missing values into the dataset and proceed to the next iteration until the condition in step 4 (of FCM) is satisfied.
Nearest Prototype Strategy (NPS)
This algorithm is a simple modification to the OCS algorithm. Here the missing values of an incomplete data item are substituted by the corresponding values of the cluster center to which the data point has highest membership degree ).
In the NPS approach the additional step (Step 5) of OCS algorithm which estimates the missing values is replaced by the equation (12) . Theoretical convergence properties of this method have not yet been proved.
Fuzzy C-Means Algorithm for Incomplete Data based on Cluster Dispersion (FCMCD)
This algorithm which considers the clusters' different sizes is also an extension of FCM for incomplete data (Himmelspach and Conrad, 2010) . General clustering approaches for missing values work well for uniformly distributed datasets. The OCS algorithm estimates missing values based on distances between data object and cluster centers, hence marginal data objects can be falsely assigned to larger clusters. FCMCD updates the membership function * taking cluster dispersion into account by using squared dispersion. Squared dispersion, * 2 of a cluster is defined as squared average distance of data objects to their cluster centers, as shown in equation (13) . 'f' represents the attribute values of the corresponding observation. The difference between calculating the FCMCD and the OCS is in finding the squared dispersion values * 2 as follows:
The FCMCD algorithm can be obtained by modifying step 3 of FCM algorithm in the following way:
Step 3': The only difference between OCS and FCMCD is the process of updating the membership function, where the later takes the cluster dispersion into account. Updating the membership function of the ℎ observation to cluster k, * , using cluster dispersion is defined as:
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In order to calculate a new set of cluster centers ′ use equation 7 and estimate missing values using equation 15 . For more details of FCMCD refer to Himmelspach and Conrad (2010) . Note that convergence properties of this particular method are not discussed.
Effect of Initial Values and Cluster Size on OCS
The previous section discussed important algorithms for handling missing values in clustering. OCS algorithm seems to produce a better set of results since the convergence properties of this algorithm are Since it is difficult to determine the optimal number of clusters, we experimented with 2 to 7 clusters, considering n=8 (1 < < ) objects which possess complete data. The OCS algorithm is applied to the three different datasets, obtained by replacing the missing values, using different number of clusters. The recovered values obtained using the OCS algorithm for different number of clusters is compared to the original values using the Mean Absolute Percent Error (MAPE), as shown in Table 5 . The results demonstrate the influence of the initial values as well as the number of clusters on the missing values generated using the OCS approach. The results show that the missing values are best estimated using the Average Ratio Method (ARM) with 5 clusters (50% of the total number of data objects, n=10). Thus we suggest the use of Average Ratio Method (ARM) to estimate the initial values prior to the application of the OCS algorithm. There is no good way to determine the optimal number of clusters which can produce the best estimates of the missing values. Thus determination of the number of clusters is left to the choice of the user. Based on these results, it is apparent that choosing the number of clusters as 40 to 60% of total number of objects in the dataset yields the best results.
Using the OCS Algorithm for Data Recovery
This section presents an application of the Optimal Completion Strategy algorithm using a real and complete dataset. The data is taken from a research project which aims at determining the productivity of 14 41 clinics in Kansas with 225 attributes, with the intention of improving the clinic's quality and revenue.
Since most clinics did not have complete data sets, the data was reduced to 22 clinics with seven attributes, consisting of four input and three output variables. Table 6 shows the list of these inputs and outputs. Nurses full time employee
The normalized and complete dataset is presented in Table 7 . and Mean Absolute Deviation (MAD) and the best number of clusters for each case. 
Results and Discussions
The results in Table 8 show that missing values that are close to the entity's average were estimated more accurately than the data missing at random, or data of extreme values, especially as more data is missing.
In the case of randomly missing values, the MAPE is increasing as expected as the percentage of missing values increases as shown in Figure 1 . 
Data Recovery Effects on DEA Results
In the previous section various quantities of data were assumed missing starting from 10% to 40% under 10 different cases. (Note that the actual complete dataset of the 22 KAMU clinics with 3 inputs and 4 outputs was shown in Table 7 .) The initial set of missing values was estimated using the Average Ratio Method and the final set of missing values was generated using the OCS algorithm. Hence for the DEA analysis we have a total of 11 different datasets including 10 generated and one real and complete dataset.
The efficiency scores of the clinics based on the CCR Input oriented model are shown in Table 9 .
The Table shows the actual efficiency of each clinic using the complete data set. In addition, this Table   also shows the calculated efficiency with the recovered data using the 10 schemes described in section 5.
Then the difference between the "assumed" efficiency and the "real" (with actual data) is calculated using again the Mean Absolute Percentage Error (MAPE) and Mean Absolute Deviation (MAD). 
DEA Results and Discussions
The results from Table 9 show that generally the efficiency scores deviate from the real ones as more data is missing, as shown in 
Conclusions
This paper provides a brief introduction to the DEA methodology, literature review of DEA in healthcare, literature review of approaches of handling missing data using DEA, a comprehensive review of clustering approaches, and approaches of handling missing values in clustering applications. In particular, the paper focuses on a methodology for conducting DEA analysis when some of the necessary input or output parameters are missing. The approach presented is to replace the missing values based on the data generated by a modified Fuzzy C-Means clustering approach enhanced by the Optimal Completion Strategy (OCS). The two major factors that could greatly affect the results are initializing the missing values at the beginning of the clustering approach, and choosing the number of clusters. The influence of these two factors on the recovered missing values is illustrated using a short example dataset.
The results suggest that the most effective approach is to use the Average Ratio Method to replace the initial missing values, and to select about 50% of the total number of objects in the dataset as the number of clusters. These two recommendations are also validated using a real and complete dataset of 22
clinics.
The missing data recovery using the OCS algorithm was tested using the complete data set of the 22 clinics, with varying levels of assumed missing values, ranging from 10% to 40%. In this study, a total of The clustering methodology generates the missing values to be used in the DEA analysis. The methodology developed here assigns the best set of recovered missing values back into the data set.
The DEA analysis performed here analyzed 22 KAMU clinics with 7 attributes, three of which are inputs and 4 are outputs, with varying levels of missing values. In this study we compared the actual efficiency scores of the clinics, calculated with the original and complete data set against the data generated using the OCS approach. The results show that the efficiency scores are fairly insensitive to the missing data -either due to a sufficiently good recovery of the data, or due to the averaging effect of the DEA. Even when a large amount of data is missing, the DEA results are still almost always within 0.1 of the correct efficiency score.
In conclusion, this paper provides an effective and practical approach for replacing missing values needed for a DEA analysis. This approach is robust since the data recovered and the DEA scores generated are insensitive to the quantity of data missing! However, when extreme data is missing, especially low input and high output values, the DEA analysis tends to underestimate the efficiencies as expected.
