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Abstract
In this work, we apply Adomian decomposition method for solving nonlinear derivative-
dependent doubly singular boundary value problems: (py′)′ = qf(x, y, y′). This
method is based on the modification of ADM and new two-fold integral operator.
The approximate solution is obtained in the form of series with easily determinable
components. The effectiveness of the proposed approach is examined by considering
three examples and numerical results are compared with known results.
Keyword: Doubly Singular Problems; Adomian Decomposition Method; Adomian Poly-
nomials; Two-Point Boundary Value Problems; Derivative Dependent.
1 Introduction
Singular boundary value problems for ordinary differential equations arise very frequently
in many branches of applied mathematics and physics such as gas dynamics, chemical
reactions, nuclear physics, atomic structures, atomic calculations, and study of positive
radial solutions of nonlinear elliptic equations and physiological studies [1–4]. Consider
the following class of nonlinear singular boundary value problems
(p(x)y′(x))′ = q(x)f(x, y(x), y′(x)), 0 < x ≤ 1, (1.1)
with boundary conditions
y(0) = η1, α1y(1) + β1y
′(1) = γ1, (1.2)
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where α1 > 0, β1 ≥ 0, γ1 and η1 are any finite constants. The condition p(0) = 0
characterizes that the problem (1.1) is singular and if q(x) is allowed to be discontinuous
at x = 0 then the problem (1.1) is called doubly singular [5].
The study of singular boundary value problems has attracted the attention of several
researchers [5, 6]. In [6], for continuous q(x) and in [5], for q(x) not necessarily continuous
at x = 0 the existence as well as uniqueness of solution of equation (1.1) was discussed.
The main difficulty of problem (1.1) is that the singularity behavior occurs at x = 0. The
establish of existence and uniqueness of solution of the singular problems (1.1)-(1.2) is
presented in [7].
Finding the solution of nonlinear SBVP (1.1), most of the methods designed for nonsin-
gular boundary value problems suffer from a loss of accuracy or may even fail to converge
[8], because of the singular behavior at x = 0. However, the finite difference method can
be used to solve linear singular two point BVPs, but it may be difficult to solve nonlin-
ear singular two-point boundary value problems. Moreover, the finite difference method
requires some major modifications that include the use of some root-finding technique
while solving nonlinear singular two-point BVPs.
In [9], the author has discussed existence and uniqueness of solutions of singular equa-
tion y′′ = f(x, y, y′) and presented variable mesh methods for numerically solving such
problems. The higher order finite difference and cubic spline methods are carried out
in [10, 11] for the singular BVP y′′ + (k/x)y′ = r(x) − q(x)y, where k is any constant.
Recently, some newly developed approximate methods have also been employed to solve
special case of SBVPs (1.1). For example, Adomian decomposition method [12–14], the
Homotopy perturbation method [15], homotopy analysis method [16] and variational it-
eration method [17, 18].
1.1 Standard Adomian decomposition method
Adomian decomposition method has received a lot of attention because it allows solution
of both linear and nonlinear ordinary differential, partial differential and integral equa-
tions. Adomian [19] asserted that the ADM provides an efficient and computationally
worthy method for generating approximate series solution for the large class of functional
equations. According to standard ADM equation (1.1) can be rewritten as
Ly = Ny, (1.3)
where L ≡ d
2
dx2
is linear derivative operator; Ny = −p′/py′ + q/pf(x, y, y′) represents the
nonlinear term. The inverse operator of L is defined as
L−1(·) =
x∫
0
x∫
0
(·)dxdx. (1.4)
Operating the inverse linear operator L−1(·) on both the sides of (1.3), we obtain
y = y(0) + xy′(0) + L−1Ny (1.5)
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Next, we decompose the solution y and the nonlinear function Ny by an infinite series as
y =
∞∑
n=0
yn, Ny =
∞∑
n=0
An (1.6)
where An are Adomian polynomials that can be constructed for various classes of non-
linear functions with the formula given by Adomian and Rach [20]
An =
1
n!
dn
dλn
[
N
(
∞∑
k=0
ykλ
k
)]
λ=0
, n = 0, 1, 2, ... (1.7)
Substituting the series (1.6) into (1.5), we obtain
∞∑
n=0
yn = y(0) + xy
′(0) + L−1
∞∑
n=0
An. (1.8)
From the equation (1.8), the ADM admits the following recursive scheme
y0 = y(0) + xy
′(0),
yk+1 = L
−1Ak, k ≥ 0.
}
(1.9)
that will lead to the complete determination of components yn and hence the n-term
truncated is abstained as
ψn(x) =
n−1∑
m=0
ym(x), (1.10)
The ADM has been applied to solve nonlinear boundary value problems for ordinary
differential equations by many researchers [12–14, 21–27]. Solving nonlinear boundary
value problems using standard ADM or modified ADM is always a computationally in-
volved task as it requires the computation of undetermined coefficients in a sequence of
nonlinear algebraic equations which increases the computational work, (see [12, 23–25]).
In order to avoid solving such nonlinear algebraic equations for nonlinear two-point
boundary value problems with derivative dependent source function, we use ADM which
does not require any addition computational work for unknown constant based on the
work [27–32].
2 Modified Adomian decomposition method
In this section, we apply improved ADM based on two-fold integral operator for solving
nonlinear singular boundary value problems. We rewrite equation (1.1) as:
Ly(x) = q(x)f(x, y, y′), (2.1)
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where Ly(x) ≡ (p(x)y′(x))′ is the linear differential operator to be inverted. Two-fold
integral operator L−1(·) regarded as the inverse operator of L(.) is proposed as
L−1(·) ≡
x∫
0
1
p(s)
1∫
s
(·)dxds. (2.2)
We operate L−1(·) on the left hand side of (2.1) and use y(0) = η1 yields
L−1[(p(x)y′(x))′] =
x∫
0
1
p(s)
1∫
s
(p(x)y′(x))′dxds =
x∫
0
1
p(s)
(p(1)y′(1)− p(s)y′(s))ds,
= c1
x∫
0
1
p(s)
ds− y(x) + η1 = c1
x∫
0
1
p(s)
ds− y(x) + η1. (2.3)
We again operate L−1(.) on both sides of (2.1) and use (2.3), gives
y(x) = η + c1
x∫
0
1
p(s)
ds−
x∫
0
1
p(s)
1∫
s
q(x)f(x, y, y′)dxds. (2.4)
For simplicity, we set
h(x) =
x∫
0
1
p(s)
ds, [L−1(.)]x=1 =
1∫
0
1
p(s)
1∫
s
(.)dxds, h′(1) =
1
p(1)
.
Then the equation (2.4) may be written as
y(x) = η1 + c1h− [L
−1qf(x, y, y′)]. (2.5)
To eliminate c1 from (2.5), we impose α1y(1) + β1y
′(1) = γ1, and we obtain
c1 =
(γ1 − α1η)
α1h(1) + β1h′(1)
+
α1
α1h(1) + β1h′(1)
[
L−1qf(x, y, y′)
]
x=1
. (2.6)
Substituting the value of c1 into (2.5), we obtain
y(x) = η1 +
(γ1 − α1η1)h
α1h(1) + β1h′(1)
+
α1h
α1h(1) + β1h′(1)
[
L−1qf(x, y, y′)
]
x=1
−
[
L−1qf(x, y, y′)
]
.
(2.7)
Substituting the series defined in (1.6) into (2.7) gives
∞∑
n=0
yn = η1 +
(γ1 − α1η1)h
α1h(1) + β1h′(1)
+
α1h
α1h(1) + β1h′(1)
[
L−1q
∞∑
n=0
An
]
x=1
−
[
L−1q
∞∑
n=0
An
]
.
(2.8)
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Comparing the both sides of (2.8), we have
y0 = η1,
y1 =
(γ1 − α1η)h
α1h(1) + β1h′(1)
+
α1h
α1h(1) + β1h′(1)
[
L−1qA0
]
x=1
−
[
L−1qA0
]
,
...
yn+1 =
α1h(x)
α1h(1) + bh′(1)
[
L−1qAn
]
x=1
−
[
L−1qAn
]
, n ≥ 1.


(2.9)
The recursive scheme (2.9) gives the complete determination of solution components yn
of solution y and hence the approximate series solution ψn can be obtained as
ψn =
n−1∑
m=0
ym. (2.10)
3 Numerical illustrations and discussions
In order to demonstrate the effectiveness and efficaciously of the proposed method, we
have considered three complicated nonlinear singular examples. All the numerical results
obtained by proposed ADM are compared with known results. Now, we denote error
functions as En(x) = |ψn(x)− y(x)| and the maximum absolute errors as
En = max
0<x≤1
En(x). (3.1)
Example 3.1. Consider the nonlinear boundary value problem
(xαy′)′ = βxα+β−2ey
(
− xy′ − α− β + 1), 0 < x ≤ 1,
y(0) = ln 1
4
y(1) = ln 1
5
,
}
(3.2)
with exact solution y(x) = ln( 1
4+xβ
).
Applying (2.9) to the equation (3.2), with α1 = 1, β1 = 0, γ1 = − ln(5) and η = − ln(4),
we have
y0 = − ln(4),
y1 = (ln 4− ln 5)x
1−α + x1−α
1∫
0
x−α
1∫
x
xα+β−2A0dxdx−
x∫
0
x−α
1∫
x
xα+β−2A0dxdx,
yn+1 = x
1−α
1∫
0
x−α
1∫
x
xα+β−2Andxdx−
x∫
0
x−α
1∫
x
xα+β−2Andxdx, n ≥ 1.


(3.3)
The Adomian polynomials for f(x, y, y′) = −β
(
xeyy′ + ey(α + β − 1)) with y0 = − ln(4)
are obtained as:
A0 = −βe
y0
(
xy′0 + (α + β − 1)
)
A1 = −βe
y0
(
xy′1 + y1(α + β − 1)
)
,
A2 = −βe
y0
(
xy′2 + y1y
′
1) + (y2 + y
2
1/2)(α− β + 1)
)
,
A3 = −βe
y
(
x (y′3 + y
′
2y1 + y
′
1 (y
2
1/2 + y2)) + (y3 + y1y2 + y
3
1/6) (α+ β − 1)
)
,
. . .


(3.4)
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For α = 0.5, β = 1: Using (3.3) and (3.4), we obtain
y0 = −1.38629436,
y1 = 0.0268564x
0.5 − 0.25x,
y2 = −0.0267739x
0.5 − 0.00447607x1.5 + 0.03125x2,
y3 = −0.0003279x
0.5 + 0.0044623x1.5 − 0.000045079x2 + 0.00111902x2.5 − 0.0052083x3,
y4 = 0.00025327x
0.5 + 0.0000546545x1.5 + 0.0000898816x2 − 0.0011159x2.5
+ 0.0000212874x3 − 0.0002797x3.5 + 0.000976563x4,
. . .
For α = 0.5, β = 3.5: Using (3.3) and (3.4), we obtain
y0 = −1.38629436,
y1 = 0.+ 0.0268564x
0.5 − 0.25x3.5,
y2 = 0.− 0.0253752x
0.5 − 0.00587485x4 + 0.03125x7,
y3 = −0.00174107x
0.5 + 0.00555081x4 − 0.000070123x4.5 + 0.00146871x7.5 − 0.00520833x10.5,
y4 = 0.000230726x
0.5 + 0.000380859x4 + 0.000132511x4.5 − 5.6497931825× 10−7x5
− 0.0013877x7.5 + 0.0000347878x8 − 0.000367178x11 + 0.000976563x14,
. . .
The maximum absolute error E(n) for n = 5, 8, and 10 are listed in Table 1 and 2 for
different values of α and β.
Table 1 Maximum error of Example 3.1, when β = 1.
α E(5) E(8) E(10)
0.25 1.11205×10−5 2.30301×10−8 3.54171×10−10
0.5 1.52386×10−5 2.68725×10−8 6.11240×10−10
0.75 1.62907×10−5 4.91114×10−8 9.22449×10−10
Table 2 Maximum error of Example 3.1, when β = 3.5.
α E(5) E(8) E(10)
0.25 1.50942×10−5 5.61969×10−8 1.12729×10−9
0.5 1.58204×10−5 6.53078×10−8 1.32773×10−9
0.75 2.91795×10−5 6.92627×10−8 1.38617×10−9
Example 3.2. Consider the nonlinear singular boundary value problem
(xαy′)′ = xα−1ey
(
− xy′ − α), 0 < x ≤ 1,
y(0) = ln 1
2
, y(1) = ln 1
3
,
}
(3.5)
and exact solution is y(x) = ln( 1
2+x
).
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Applying (2.9) to the equation to the equation (3.5), with α1 = 1, β1 = 0, γ1 = − ln 3
and η1 = − ln 2, we obtain
y0 = − ln 2,
y1 = (ln 2− ln 3)x
1−α + x1−α
1∫
0
x−α
1∫
x
xα−1A0dxdx−
x∫
0
x−α
1∫
x
xα−1A0dxdx,
yn+1 = x
1−α
1∫
0
x−α
1∫
x
xα−1Andxdx−
x∫
0
x−α
1∫
x
xα−1Andxdx, n ≥ 1.


(3.6)
The Adomian polynomials for f(x, y, y′) = −
(
xeyy′+eyα) with y0 = − ln(2) are obtained
as
A0 = −e
y0
(
xy′0 + α
)
A1 = −e
y0
(
xy′1 + y1α
)
,
A2 = −e
y0
(
xy′2 + y1y
′
1) + (y2 + y
2
1/2)α
)
,
A3 = −e
y0
(
x (y′3 + y
′
2y1 + y
′
1 (y
2
1/2 + y2)) + (y3 + y1y2 + y
3
1/6)α
)
,
. . .


(3.7)
For α = 0.5: Using (3.6) and (3.7), we obtain
y0 = −0.693147,
y1 = 0.0945349x
0.5 − 0.5x,
y2 = −0.0934884x
0.5 − 0.0315116x1.5 + 0.125x2,
y3 = −0.00413483x
0.5 + 0.0311628x1.5 − 0.00111711x2 + 0.0157558x2.5 − 0.0416667x3,
y4 = 0.00321966x
0.5 + 0.00137828x1.5 + 0.00220948x2 − 0.0156096x2.5 + 0.00105504x3
− 0.00787791x3.5 + 0.015625x4,
. . .
For different values of α, the maximum absolute error E(n), for n = 5, 8 and 10, are given
in Table 3. It can be noted that when n increases the maximum error decreases.
Table 3 Maximum error of Example 3.2
α E(5) E(8) E(10)
0.25 8.25847×10−5 8.22973×10−7 3.94246×10−8
0.5 8.41014×10−5 1.68118×10−6 4.29665×10−8
0.75 3.17953×10−5 8.27238×10−6 6.58700×10−8
Example 3.3. Consider the singular boundary value problem
(xαy′)′ = βxα+β−2 (xy′ + y(α+ β − 1)) , 0 < x ≤ 1,
y(0) = 1 and y(1) = e,
}
(3.8)
with exact solution y(x) = ex
β
.
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Applying (2.9) to the equation to the equation (3.8), with α1 = 1, β1 = 0, γ1 = e and
d = η1, we obtain
y0 = 1,
y1 = (e− 1)x
1−α + x1−α
1∫
0
x−α
1∫
x
xα+β−2A0dxdx−
x∫
0
x−α
1∫
x
xα+β−2A0dxdx,
yn+1 = x
1−α
1∫
0
x−α
1∫
x
xα+β−2Andxdx−
x∫
0
x−α
1∫
x
xα+β−2Andxdx, n ≥ 1,


(3.9)
where An = β (xy
′
n + yn(α + β − 1)) .
For α = 0.5, β = 1: Using (3.9), we obtain
y0 = 1,
y1 = 0.718282x
0.5 + x,
y2 = −0.978855x
0.5 + 0.478855x1.5 + 0.5x2,
y3 = 0.294361x
0.5 − 0.65257x1.5 + 0.191542x2.5 + 0.166667x3,
y4 = −0.0316058x
0.5 + 0.196241x1.5 − 0.261028x2.5 + 0.0547262x3.5 + 0.0416667x4,
. . .
For α = 0.5, β = 2.5: Using (3.9), we obtain
y0 = 1,
y1 = 0.718282x
0.5 + x2.5,
y2 = −1.09857x
0.5 + 0.598568x3 + 0.5x5,
y3 = 0.47673x
0.5 − 0.915473x3 + 0.272076x5.5 + 0.166667x7.5,
y4 = −0.107842x
0.5 + 0.397275x3 − 0.416124x5.5 + 0.0850239x8 + 0.0416667x10,
. . .
The maximum absolute error for different values of α and β in Table4 and Table 5.
Table 4 Maximum error of Example 3.3,when β = 1
α E(5) E(8) E(10)
0.25 9.47534×10−5 9.45679×10−7 2.28700×10−9
0.5 6.54946×10−5 6.83854×10−7 1.04295×10−8
0.75 8.17721×10−5 1.08101×10−6 1.18947×10−8
Table 5 Maximum error of Example 3.3,when β = 2.5
α E(5) E(8) E(10)
0.25 8.48845×10−4 5.11258×10−6 3.01254×10−8
0.5 9.99777×10−4 5.94699×10−6 3.44033×10−8
0.75 2.97716×10−4 1.53819×10−6 1.19534×10−8
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4 Conclusion
The Adomian decomposition method has been used for solving a class of nonlinear singu-
lar boundary value problems with derivative dependent source function, i.e., f(x, y, y′).
The main advantage of the approach is that it provides a direct scheme for solving the
doubly singular boundary value problems. The method provides a reliable technique
which requires less work compared to standard Adomian decomposition method. The
numerical results of the examples are presented and only a few terms are required to
obtain accurate solutions. By comparing the results with other existing methods, it has
been proved that ADM is a more powerful method for solving doubly singular boundary
value problems.
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