Abstract. The local order of the binary alloy CuZr differs between the crystal (B2 phase) and the metallic glass (MG). In the B2 phase, both Cu and Zr reside in the center of polyhedra whose surfaces are composed of six tetragons and eight hexagons. In the glass, many different polyhedra occur with a large fraction of five-edged faces. However, little has been known hitherto about the local order in the interfacial region between glass and crystal. Using embedded-atom potential based molecular-dynamics simulations, we find it differs markedly from that in the glass. For example, distinctly fewer pentagons occur on the surfaces of Voronoi polyhedra in the interface than on those in the MG. Moreover, there is an increased variety of polyhedra allowing the interface to be more densely packed than the MG. Details of the polyhedra distribution and consequently various interfacial properties depend on the orientation of the crystals and to some degree also on the thermal history of the sample. For the investigated surfaces we find that the interfacial energy is the smallest and the crystallization activation energy highest for the closest-packed crystalline surface. This result can be rationalized by the argument that the lattice spacing of the closest-packed surface is most commensurate with the wavelength associated with the density pair correlation function of the disordered system. In practice, our result implies that the reinforcement of MGs is longest-lived for nanocrystals with close-packed surfaces.
Introduction
Bulk metallic glasses (BMGs) have attracted great attention from both scientists and engineers in the past decades [1, 2, 3, 4, 5] . Their superior strength and hardness combined with an excellent resistance to corrosion and wear make them promising candidates for advanced structural applications. However, the brittleness of BMGs under ambient conditions limits their current use [1, 6, 7] .To improve the situation, great efforts have been devoted to understanding the origin of their brittleness as well as to improving their ductility. It is now accepted that the macroscopic brittleness of BMGs originates from highly localized, heterogeneous deformations via the formation of shear bands [8] . The ductility of MG can be improved by introducing second-phase particles either ex situ [9, 10] or in situ [11, 12, 13, 14] into the MG matrix so as to hinder the propagation or homogenize the nucleation of shear bands.
As in other composites, one should expect the interface between embedded particles and the matrix to play a critical role for the macroscopic mechanical properties. Nevertheless, little is known about the interface between crystallites and the disordered, glassy matrix, This concerns in particular its microstructure, which is difficult to measure experimentally, because locating the interfaces remains a challenge. While atomistic computer simulations allow one to observe the (interfacial) microstructure directly -given sufficiently accurate potentials -most studies have so far focused on bulk systems, on interfaces between two glass regions [8, 15] , or, the analysis was focused on the mesoscale interfacial morphology [16, 17] , coarse-grained properties (density and elasticity) [18] , or mechanical behavior [19, 20] rather than on the atomic-scale structure. Another aspect not yet investigated is the relevance of the orientation of the crystallites for the atomic-scale structure and its effect on interfacial properties. The objective of this study is to fill these gaps by providing a characterization of the interfacial atomic structure and by quantifying the dependence of some selected interfacial properties on the surface orientation of the crystal.
In this work, we report classical molecular-dynamics simulations of the interfaces between glassy and B2-phase Cu 50 Zr 50 , or simply, CuZr. The choice for this material is predominantly motivated by the following reasons: First, CuZr is a generic MG, which is well characterized, including its atomic-scale structure. Second, B2-phase CuZr crystallites have successfully been employed as reinforcements. Third, accurate potentials are readily available for this alloy making it possible to run simulations of sufficient size. To characterize local order, we use primarily the concept of radical Voronoi tessellation [21, 22, 23] , which can be roughly described as a generalized construction of Wigner-Seitz cells. A resulting Voronoi polyhedron can be indexed by how many faces with a given number of edges live on its surface. This information is then used to rationalize how different crystal orientations can lead to different interfacial properties. We investigate width and roughness of the interface, as well as density oscillations near the crystal surfaces, but mainly focus on the interfacial energy and the crystallization activation energy. The latter is an important property primarily for in-situ precipitated nanocrystals, whose size can grow, sometimes to an unwanted large extend, upon heating or deformation [24, 25, 26, 27] .
The remaining parts of this work are organized as follows: Section 2 describes the details of the models and the adopted simulation procedures as well as the characterization methods. Section 3.1 discusses the atomic structure of the interfaces, and section 3.2 presents the interfacial energies determined, while section 3.3 analyzes the crystallization kinetics of the interfaces. Finally, a summary is presented in Section 4.
Simulation details and characterization methods
Interactions between atoms were modeled with the embedded atom method (EAM) potential [28] . The parametrization by Cheng et al. [29, 30] for Cu-Zr alloys was chosen, because it successfully resolved the atomic structure of binary Cu-Zr and ternary Cu-ZrAl MGs [29] . Molecular-dynamics (MD) simulations were carried out with the LAMMPS simulation package [31, 32] . Periodic boundary conditions were imposed in all three directions. The N pT ensemble was used [33, 34, 35] , with damping constants of 2 ps and 20 ps for the thermostat and barostat, respectively. A time step of 2 fs was adopted.
Initial configurations consisted of an orthogonal supercell of perfect B2 CuZr crystal, with the desired crystalline planes, namely (100), (110), or (111), being parallel to the xy plane. The size of the as-set simulation box was around 55 × 55 × 110Å
3 , containing about 20, 000 atoms in total. The system was first equilibrated under 300 K and 1 bar for 2 ns, and then divided into two parts of roughly equal size along the z direction. The temperature of one part was maintained at 300 K, while the other part was firstly heated up to 2, 000 K (which is far above the melting point of ∼ 1, 200 K for B2 CuZr) at a rate of 10 11 K/s, maintained for 2 ns, and then quenched down to 300 K at a rate of 10 11 K/s. The glass transition temperature of Cu 50 Zr 50 at this cooling rate was determined to be T g (10 11 K/s) ≈ 736 K, below which the specific heat is strongly reduced. For half the cooling rate, we found a slightly reduced value of T g (5×10 10 ) K/s ≈ 727 K. Incidentally, as a comparison, values of ∼ 670 K were reported experimentally at a cooling rate several orders of magnitude lower than the simulated ones [36, 37] ; the agreement between experimental result and simulation data provides further confirmation on the reliability of the employed potential and adopted simulation procedure. The whole system was then annealed at 300 K until the potential energy leveled off. This generally lasted 10 to 20 ns. During the whole procedure the pressure of the system was monitored at 1 bar with a Berendsen barostat [35] .
The quenched configurations were heated back up from 300 K at a rate of 10 10 K/s to a desired temperature, say 400 K, annealed for ∼50 ns at each temperature and then measurements were conducted in the following 20 ns. The procedure was followed by a second quench from 600 K to 300 K at a rate of 10 10 K/s. Configurations during the second quench were stored at a step of 50 K which were relaxed at the corresponding temperature for at least 10 ns and measurements were taken over another 10 ns.
Three different amorphous-crystal interface (ACI) models with (100), (110), and (111) surfaces of B2 CuZr being parallel to the interface respectively were considered. Fig. 1 illustrates a composite model containing a crystalline slab of around 50Å in thickness sandwiched by amorphous slabs of about the same size. Due to the periodic boundary conditions, our simulation cell contains only one crystalline and one amorphous slab but two interfaces. The reliability of the interaction potential and that of the procedure to generate the amorphous phase are justified in Fig. 2 by a rather satisfactory agreement between the experimentally measured [38] and the MDsimulation based extended X-ray absorption fine structure (EXAFS) spectra. A quantitative description of an interface including estimates for its location and width requires a suitable local order parameter (LOP), ϕ, to distinguish the local environment for a specific atom. To this end, several expressions have been proposed [40, 41, 42, 43] . For our work, we adopted an LOP similar to that employed by Hoyt et al. [43] with which they identified the solid-liquid interface in pure nickel. It measures the minimal root-mean-square-deviation (RMSD) of atoms -adjacent to a central atom -from ideal lattice positions of a reference lattice, which is defined on-the-fly for each central atom [43] . Specifically,
where N is the number of neighbors for the central atom -in the present case of B2 CuZr, we chose N = 14 to include the first two nearest-neighbor shells. ⃗ r i is the vector pointing from the central atom to its ith neighbor, while ⃗ r 0 i is the corresponding lattice vector of the local reference crystal. The orientation of the reference crystal associated with a given atomic site is optimized through a minimization algorithm following that proposed by Kabsch [44] . A small LOP indicates a local structure similar to that of the B2 crystal, while a large value implies a large deviation from it. The LOP is roughly [38] indicated by (black) points with MD-based spectra (T = 300 K). The latter were obtained with the FEFF9 code [39] via an average over 500 configurations that were randomly chosen over the observation phase of a simulation. For each absorber, scattering from atoms up to the second nearest neighbors based on Voronoi tessellation was taken into account by path expansion [39] . Full (red) and broken (blue) lines are based on the equilibrated bulk Cu 50 Zr 50 configurations at 300 K from the first and the second quench, respectively. linearly dependent on temperature for a classical crystal, but even close to melting it takes lower values than in the amorphous phase at any temperature. To state orders of magnitude, the typical mean LOP in the amorphous phase at room temperature (ϕ a ≈ 1.8Å -precise numbers depend weakly on the thermal history) turns out more than ten times the mean LOP (ϕ c ≈ 0.16Å) in the crystal. As a consequence, it suffices to average over a few dozen atoms in order to obtain a meaningful, coarse-grained LOP. This allows us to bin our samples into thin segments of ∼ 0.25Å, while still producing a relatively smooth dependence of the coarse-grained LOP across the microscopically resolved interface. Unfortunately, this approach fails to provide information on whether a volume element contains predominantly a mixture of atoms in glass-like and crystalline-like coordination environments or "truly interfacial" atoms with bonding characteristics distinct from both glass and crystal.
The Voronoi tessellation method provides a means to characterize the local atomic packing topology [15, 21, 22, 23] . A central atom is assigned a polyhedral space that consists of all points in space being closer to the central atom than to any other atom. In the radical tessellation [23] used in this work, the distance to an atom is expressed in units of a size associated with this atom. Each Voronoi polyhedron and corresponding central atom can then be labelled by a set of indices ⟨n 3 , n 4 , n 5 , n 6 ⟩, where n i denotes the number of i-edged faces of the polyhedron surrounding a central atom. For example, the Voronoi index for atoms in a B2 crystalline phase under low temperature is always ⟨0, 6, 0, 8⟩, as the Voronoi polyhedron surrounding each atom has 6 tetragons and 8 hexagons. ⟨0, 0, 12, 0⟩, representing an icosahedron cluster, is an abundant polyhedron in some amorphous alloys [45, 46] . The Voronoi index can therefore serve as a fingerprint characterizing the local topology of an atom as well as the local cluster containing the central atom and its neighbors. In order to reduce the errors introduced by thermal fluctuations, faces with very small areas and edges with very short lengths are ignored when labelling the Voronoi indices in this work.
Results and discussion

Interfacial structure
A first analysis of local order in our CuZr model is presented in Fig. 1 . It shows an interface between the amorphous phase and the (110) surface of a B2 crystal. Owing to the color coding of atoms according to their LOPs, the crystalline domain can be readily located in Fig. 1 . A sharp transition from the crystalline to the disordered phase with an interface can be seen. The (apparent) interface does not seem to have roughness beyond one or at most two (110) planes for the system size investigated here. While the absence of interfacial roughness is potentially related to the initially sharp transitions between hot and cool regions in our samples, we did not observe significant roughening when temperature was increased sufficiently much to allow for crystal growth at rates accessible for MD simulation. We therefore conclude that capillary waves do not play an important role at the scales investigated here.
In order to quantify location and width of an amorphous-crystalline interface, we analyse the coarse-grained LOP, ϕ(z), as a function of the coordinate z normal to the interface. As is seen from Fig. 3 , ϕ(z) shows clear plateaus in the amorphous and crystalline phase, one can write the expectation value of ϕ(z) as
where S(z) is a switching function taking the values zero in the bulk glass and one in the crystal. Moreover, ϕ a and ϕ c are the average LOP for the bulk glass and the pure crystal, respectively. As demonstrated in Fig. 3 , S(z) can be approximated quite accurately with
where the adjustable parameters z 1 and z 2 give the location of the interface, while W LOP is a first measure for the interfacial width. From the fits shown in Fig. 3 , one would deduce very small interfacial widths barely exceeding the corresponding crystalline interlayer spacings. Values are listed in Table 1 together with other interfacial and bulk properties. Our estimates for the interfacial widths are similar to those by Kokotin et al. [18] who studied Cu 47.5 Zr 47.5 Al 5 rather than Cu 50 Zr 50 . They found widths of approximately 0.3 nm by exploiting an apparent density reduction of the interphase compared to the bulk glass. (Here, we use the term "interphase" to describe the state of material in the thin zone between MG and crystal.) However, their analysis was based on a multi-faceted nano-crystal embedded into an amorphous environment. Such a geometry makes it difficult to observe subtleties of extended interfaces. For example, density oscillations, which one would expect for a high-density fluid or glass near a confining wall, remain unnoticed. Moreover, the presence of many edges can induce a reduction of density of the interphase compared to our geometry. This is why the dip in density between the crystalline and the bulk amorphous region might have been caused by the particular set-up rather than be an intrinsic property of the interphase.
In order to investigate to what degree density-based and LOP-based estimates for the interfacial width agree, we computed a coarse-grained density ρ(z) using similar bins as for the calculation of ϕ(z). The density profiles, which are shown in Fig. 4 , were fitted again with a hyperbolic switching function. This time, the cosine fluctuations needed to be incorporated leading to the following fitting function for the left interface:
where ρ A and ρ C are the average atomic densities in the amorphous and crystalline part, respectively. The interlayer spacings in the crystal are denoted by d. They are 1.64, 2.32, and 0.95Å for ACI (100), (110), and (111), respectively, in accordance with the respective distances in bulk B2 CuZr. Thus, the remaining (fitting) parameters are ∆ρ, which is the fluctuation amplitude in density profile, the approximate location of the interface z 0 , a phase shift φ, and a new estimate W ρ for the width of the interface between crystalline and non-crystalline domains. Numerical results for W ρ are included in Table 1 . Several points are worth discussing in relation to the density oscillations and the results for W ρ : (1) It is not meaningful to ascertain an average density of the interface from Eq. (4), because ∆ρ is much larger than the density difference between the various phases. We return to the analysis of atomic volume (and thus density) in the context of the Voronoi tessellations. (2) The density oscillations of the crystal penetrate into the disordered phase and they do this with a decay length exceeding the LOP-based estimate for the interfacial width. More importantly, W LOP and W ρ are not linearly related. As can be seen in Table 1 , the difference between W ρ and W LOP is almost a factor of three for the (110) orientation, while it is approximately 1.3 for the other two studied interfaces. This is a quite significant orientation dependence. (3) Highdensity simple fluids, including binary mixtures, show pair correlation functions whose asymptotic decay is given by a single, complex correlation length that is a temperature- dependent, intrinsic property of the bulk fluid. Thus, for our system of interest, the effect of confining walls cannot be cast in terms of simple geometric constraints, as is frequently done in the analysis of the glass transition in confinement [47] . However, our observation of crystal orientation-dependent density profiles in the fluid, was to be expected, as we next discuss.
It is well-known that density oscillations of the solid can induce layering oscillations within an adjacent liquid with a periodicity of the solid interlayer spacing. For example, layering similar to that shown in Fig. 4 has been found for solid-liquid interfaces of related substances [48, 49, 50, 51, 52] and observed experimentally in an interface between crystalline Pd 3 Si and amorphous Pd 80 Si 20 [53] . If the periodicity of the density oscillation in the crystal is close to the natural periodicity of the liquid, the oscillations will survive a farther distance into the liquid than for large deviations [48, 54] . Thus, the layering can be interpreted in terms of "a density oscillation resonance."
The concept of density oscillation resonance for liquid-crystal interfaces are consistent with our results for orientation dependence of the density correlation length W ρ . The natural periodicity of the liquid, d l , is given by the inverse of the first peak position of the liquid structure factor, 2π/Q 0 . For Cu 50 Zr 50 metallic glass, which can be seen as a supercooled liquid, it is located at Q 0 = 2.65Å −1 corresponding to a natural periodicity of d l = 2π/Q 0 ≃ 2.37Å. Thus, the 2.32Å interlayer spacing for (110) layers of B2 CuZr is only 2% smaller than d l . As a consequence, density oscillations decay less quickly away from a (110) surface than for orientations with less favorable spacings. In our case, d (100) = 1.64Å is reduced with respect to d l by 31% and d (111) = 0.95Å by 60%. For the (111) interface, one can barely see any imprint of the crystalline density oscillation into the disordered part. It even seems as if there is an interference effect in the profiles, potentially induced by the interphase trying to find a compromise between picking up the density oscillation from the bulk and imposing its own preferred layering, which it would adopt in front of a perfectly-flat, "mathematical" wall.
To test this last hypothesis we refitted the density profile for the (111) interface by including a wavelet to the density profile such that adjacent extrema of the wavelet are spaced by d l , i.e., we added
to the density function described in Eq. (4). Here, the prefactor ρ 0 l and the phase term 2πx l /d l are adjustable parameters, while I(z) is an interfacial switching function, which will be introduced further below in Eq. (8) . For d l , the experimental value is used without adjustment. Fig. 5 reveals that the added wavelet allows one to reproduce many features of the seemingly erratic behavior of the (111) density profile.
In summary of the above discussion, one may state that the (110) orientation, having the largest-spaced layers and the most dense-packed surfaces, accommodates the MG the best in the sense that it allows the disordered system to develop the density oscillation that it intrinsically "wants" to have. This should imply that this orientation is energetically or thermodynamically the most stable one. The closerspaced the layers and thus the less-dense the surfaces, the more the disordered system needs to find a compromise between its intrinsic and the externally-imposed density oscillations. This should mean a reduced stability. However, since W LOP and W ρ are orientation-dependent, and moreover, both LOP and density have little contrast between the interphase and the MG, one needs additional criteria to identify a meaningful interfacial width.
Compared to the local-order parameter or the coarse-grained density, the tessellation analysis gives more insight into local symmetry and bonding. To illustrate different local geometries, we show selected Voronoi polyhedra representative for the MG (a), the interphase (b-e), and the crystal (f) in Fig. 6 . In the two bulk phases, MG and crystal, the Voronoi-polyhedra distributions are well defined, at least given the thermodynamic reference point. Almost every polyhedron in the crystal is ⟨0, 6, 0, 8⟩, unless in the vicinity of a defect or for a brief moment in time due to a large thermal fluctuation. In the case of the MG, the thermal history can and does influence details in the Voronoi distribution function. However, despite certain subtleties, we find -in agreement with a careful, combined numerical and experimental study by Li et al. [55] that the MG always has a relatively large number of Voronoi polyhedra with five-edged faces. To estimate the points beyond which the system can be classified as bulk MG, we need a second order parameter, i.e., one that is sensitive to the structural differences in the MG and the interphase. In analogy to the switching function S(z) for the crystal, we define a "MG weight function", which takes the value one within the MG and zero, or at least close to zero, outside of it:
Note that G(z) is not simply the complimentary of S(z): the parameters z 1,2 and w in Eq. (7) characterize the boundary of the MG, while they relate to the crystalline boundary in Eq. (3). However, we still need an observable, such as the LOP in Eq. (2), to identify a MG domain. We explored several possibilities, including the number of fiveedges faces per atom, but found it best to count the relative number of Voronoi polyhedra that almost exclusively occur in the MG. These were Cu centered ⟨0, 2, 8, 2⟩, ⟨0, 2, 8, 1⟩, ⟨0, 0, 12, 0⟩, and Zr centered ⟨0, 2, 8, 5⟩, ⟨0, 1, 10, 4⟩. To also base the analysis of local order in the crystal onto tessellations, we counted the relative number of ⟨0, 6, 0, 8⟩ polyhedra. This is the new order parameter used to identify structures being locally similar to that of the B2 crystal. In Fig. 7(a) , we demonstrate for a (110) ACI that the MG-sensitive order parameter decreases before the B2-crystal-sensitive parameter starts to pick up, and vice versa. In addition, Fig. 7(b) reveals that certain Voronoi polyhedra only occur with non-negligible likelihood outside the bulk MG and the crystal. This means that the interphase between MG and B2 has its own structural characteristics. Nevertheless, it does not appear meaningful to define an independent "interphase order parameter", at least based on Voronoi tessellations, because the interphase is a gradient structure. We therefore define the interphase as a lack of both MG and B2 order, and thus introduce the interphase weight function as
As can be seen in Fig. 7(b) , I(z) correlates with an increased occurrence of certain Voronoi polyhedra. The width W V over which they can be seen is quite accurately twice the full width at half maximum (FWHM) of the I(z) peak. This is why we chose the latter as the measure for the Voronoi-based width W V of the interfacial domain. Analyses similar to that shown in Fig. 7 were conducted for the (100) and (111) ACIs. Characteristics resembled those of the (110) ACI, for example, ⟨0, 5, 2, 6⟩ polyhedra centered on interfacial Cu and ⟨0, 4, 4, 6⟩ polyhedra on interfacial Zr, are most abundant besides ⟨0, 6, 0, 8⟩, as is evidenced in Fig. 8 . The distributions depend only slightly on the orientation of the crystals. In most cases, the relative differences between the populations are less than 1% in absolute or 10% in relative numbers.
Only few tessellations deviate from this rule, e.g., the ⟨0, 4, 4, 6⟩ polyhedra seem to be particularly abundant for the (110) ACI. Given the similarity of the Voronoi tessellation distributions for different orientations, one would expect only a small dependence of the energy density in the different interphases, in particular as the energy depends primarily on local properties in the EAM model. So far, we presented analyses of samples that had been produced by quenching liquid Cu 50 Zr 50 from the melt to ambient temperature. The employed rates were orders of magnitude larger than in experiment so that the produced kinetically-trapped, metastable states risk to have different characteristics from those relevant to experiment. Thus, despite the nice similarity of experimental and MD-based EXAFS structure factors in Fig. 2 , we would like to produce further (self-consistent) evidence in this work that structural relaxation does not alter the trends reported in this study so far. Towards this end, we anneal the systems at elevated temperature, which speeds up structural relaxation to an extent that it can be observed on time scales accessible to MD, and then quench it back down as described in the method section. Selected results are presented in Fig. 9 . Fig. 9 reveals that annealing indeed changes the fractions of Voronoi polyhedra populations in the interfacial region. However, this happens such that the relative changes are similar for all three investigated ACIs. For example, the number of ⟨0, 5, 2, 6⟩ polyhedra increases by a little more than 1% (in total, not relative) for each ACI, while that of ⟨0, 3, 6, 4⟩ decreases by a similar amount. Other polyhedra fractions, not shown explicitly, show analogous behavior. When quenching the system back down to 300 K, the fractions of the different polyhedra assume similar values as during heating. It therefore seems as though the interfacial structure is predominantly a function of temperature and surprisingly insensitive to the thermal history. The bulk glass shows similar trends, although increases in the fraction of the ⟨0, 0, 12, 0⟩ appear to be irreversible in the glass.
We complete this section with a short discussion of the interphase density including a characterization of some frequently-occurring Voronoi polyhedra. The density, or alternatively, the mean volume of atoms in the interphase, see Table 1 , was determined by averaging the Voronoi volume associated with each atom type. In contrast to other properties, we find almost no dependence on the orientation of the crystalline surface. For all three ACIs, the average volume per atom in the interface turns out to be in between that of the crystal and that in the bulk glass. The alloy achieves a high packing at the interface and the smooth transition between B2 and MG by forming defective B2 polyhedra. Specifically, the alloy attempts to have more four and/or six-edges faces on the crystalline side (depending on the surface termination) while having more five-edged faces on the glassy side. This can be done with rather dense polyhedra. For example, the Cu-centered ⟨0, 5, 2, 6⟩ polyhedron, which is particulary frequent in the (110) ACI, only has one neighbor less than the B2 motif ⟨0, 6, 0, 8⟩. Its average volume of 13.07Å 3 is relatively small compared to 13.14Å
3 of all Cu atoms in the interfacial region of ACI (110). The frequent interfacial Zr-centered ⟨0, 4, 4, 6⟩ can also be derived from the highdensity ⟨0, 6, 0, 8⟩, i.e., by introducing substitutional rearrangement of nearest-neighbor atoms. This leads again to a rather small volume of 22.15Å 3 , which is smaller than the radical-Voronoi tessellation based average volume for Zr in the MG of 22.76Å
3 . Given that different crystal surfaces have different terminations, it seems obvious that the interfacial structures need to be orientation dependent. However, given the similarity of the Voronoi tessellation distribution and average volume per atom for different ACIs, the effect could be small. The influence of the crystal orientation on thermodynamic and kinetic properties is investigated in the next two sections.
Interfacial energy
The interfacial energy (γ) is the excess free energy due to the presence/creation of an interface separating two coexisting phases at equilibrium. The larger γ, the less strong are the bonds between the two phases. Therefore, the interfacial energy is an important parameter for the stability of an interface, which is why it is of great concern in the development and application of composite materials. In theory, the difference in Gibbs free energy under constant pressure includes an internal energy contribution, an entropic and a volumetric contribution. The latter two terms are generally small for hard condensed matter systems at ambient conditions. Since entropic contributions are notoriously difficult to ascertain (in particular those contributions going beyond vibrational entropy), we approximate the interfacial potential energy by the mean interfacial energy. In practice, γ can be evaluated mathematically as the excess potential energy of a system containing an interface compared to a weighted sum of the two constituent phases [56, 57] :
where E is the total energy of a sample containing an interface, N c and N a are the number of crystalline and amorphous atoms in the sample, e c and e a are the average atomic potential energy in pure crystalline or pure amorphous phase, respectively, and A is the interfacial area. In our case, A corresponds to twice the cross-sectional area of the simulation cell, as we have two interfaces in the (minimum image of our) simulation cell. Obviously, the evaluation of γ requires the determination of N c and N a , i.e., we need to identify the crystallographic environment for each atom. This is non-trivial in the present case, as atoms cannot always be unambiguously associated with either phase, all the atoms in the interphase have bonding characteristics distinct from both B2 and MG. Despite of this difficulty, we explored different schemes to obtain welldefined and meaningful values for N c and N a . All schemes lead to similar results. The analysis presented here was based on labeling atoms as crystalline if their average local LOP was less than the threshold value of ϕ * LOP = 0.56Å. This particular choice is motivated by the observation that the distribution histograms of LOP for all ACIs have two distinct peaks, which corresponds to the bulk crystalline and glassy region respectively, and a threshold of ϕ * LOP = 0.56Å will separate these two peaks reasonably well in all situations considered in this work. In contrast to N c and N a , the terms e c and e a are straightforward to evaluate by averaging the respective energies per atom for bulk systems. In case of the MG, the bulk system must have undergone the same thermal history as that of the glass region of the ACI.
With the just-described procedure, we evaluate the interfacial energies for ACI (100), (110), and (111) at room temperature to be 190, 165, and 172 mJ/m 2 , respectively. Choosing different criteria for the estimate of N c shifts our numerical values by O(10 mJ/m 2 ), but differences between the crystal orientations remain well below 2 mJ/m 2 . To provide a single characteristic surface energy, we employ an averaging scheme proposed by Davidchack et al. [58] , γ 0 = (10γ 100 +16γ 110 +9γ 111 )/35, which yields γ 0 = 174 mJ/m 2 . This value is of the same order as that proposed for a (Cu)crystal-(Cu/Zr)amorphous interface by Huang et al. [59] , who arrived at a value of 202 mJ/m 2 but twice as large as similar estimates for glass-glass interfacial energies in Cu 64 Zr 36 . Our result for γ 0 is also consistent with an empirical observation for solid-liquid interfacial energies γ sl postulated by Turnbull [60] . He found that the dimensionless coefficient α = γ sl /(Lρ 2/3 ) varies little for different materials, e.g., it typically lies between 0.27 and 0.36 for BCC metals [61, 62, 63] . Here, L is the latent heat and ρ the atomic number density in the solid. Although the structure relaxation in the interface model is far from being finished yet, variation in the interfacial energy is expected with further annealing of the interface, it is however of interest to compare the present result to the Turnbull equation by interpreting the amorphous phase in the present study as a supercooled liquid. Our Turnbull coefficient turns out to be α = 0.31, which is well within the range of values reported for BCC metals. These two comparisons suggest that our interfacial energies are reliable, although the entropic and volumetric contributions to γ are neglected. However, in comparison to crystal-liquid interfaces [63] , we find a relatively large orientation dependence, i.e., the relative differences between γ 100 on one side and γ 110 and γ 111 on the other side exceeds 10%. This is one order of magnitude larger than differences for BCC crystal-liquid interfaces [63] .
As in the case of structural changes, we need to investigate to what extent the results for the interfacial energy change upon heating and subsequent annealing. Results are reported in Fig. 10 . One sees that the interfacial energies decrease as temperature increases, while the orientation dependence of the interfacial energies is maintained. Interestingly, the relative changes between 300 K and 500 K are of order 10%. This is similar to that observed in the Voronoi tessellation populations. It is tempting to argue that this correlation is not fortuitous: The higher temperature increases the atomic mobilities allowing them to perform structural relaxations (reflected in altered Voronoi tessellation distributions), which enhance the locking between MG and crystal surfaces. When the temperature exceeds 500 K, crystallization starts to set in. This induces a small drift in N c , which in turn makes it difficult to determine a well-defined γ with sufficient accuracy. 
Crystallization kinetics
Metallic glasses are non-equilibrium materials and therefore change their structure with time. The structural relaxation can even lead to crystallization when the system is annealed sufficiently long. The higher the temperature, the less time it takes for crystallization to occur, at least for temperatures below the recrystallization temperature. On the time scales accessible to MD, crystallization can be observed when heating the ACI models to temperature above 500 K. The presence of a crystalline nucleus turns the crystallization process into a migration of the interface. Upon annealing at the elevated temperatures, the number of atoms identified as in the B2 phase increases continuously: atoms previously associated with the interphase become associated with the B2 phase and atoms initially belonging to the MG start becoming interfacial atoms, etc. The migration of the interface can be readily monitored with any of the parameters introduced in the last section resulting in essentially indistinguishable results for the crystallization rate v. The latter is defined as the number of atoms transformed from amorphous to crystal per unit time and cross-section area. As shown in Fig. 11 , v follows an Arrhenius law
where v 0 is a prefactor, which is approximated as independent of temperature, Q is the crystallization activation energy, while R and T are the gas constant and the annealing temperature, respectively. (111), respectively. Thus, the (110) ACI is the most stable interface, at least at small temperatures and the (100) ACI appears to have the smallest activation energy. The difference between Q 110 and Q 100 is similar in magnitude and opposite in sign to the differences in surface energies γ 110 and γ 100 . Such a correlation can be explained with the argument that a well-relaxed interphase needs more energy to reach the transition state, from where it can descend into the crystalline ordering. However, the phenomenological concept relating relaxation to free-volume cannot be employed in the present context, as all three ACI models have essentially identical mean volume per atom.
A possible explanation for why the closest-packed surface yields the most stable interface is that the (110) layers are separated by a distance that is almost identical with the period d l of the density oscillations in liquid CuZr. The interphase can thus pick up the density oscillations from the crystal and simultaneously those of the disordered phase. For the intermediately close-packed (100) surface, the crystal density oscillations are still imprinted into the interphase, but the spacing differs from d l by a substantial amount. The distance between (111) layers, the least closed-packed investigated here, is so small that there are barely density oscillations extending from the crystal into the interphase. Instead, the interphase shows density modulations that can be interpreted as intrinsic fluid modulations. These modulations may be energetically favorable, which would explain why the (111) interface is more stable than (100). It might be interesting to test these hypotheses by extending density-functional theories formulated for a hardsphere melt-solid interface [64] to systems of higher complexity, such as CuZr.
Our results on the activation energy agree reasonably well with the experimental result by Lad et al.. They found Q = 132 kJ/mol for Cu 50 Zr 50 metallic glass [65] . Also the orientation dependence is consistent with previous results. Shi et al. once revealed that the crystal growth rate along the [100] direction is greater than that along the [110] direction when compressing a Cu 50 Zr 50 composite containing B2 nano-crystals [66] .
Conclusions
In this work, we studied structure, energetics, and kinetics of nominally flat interfaces between amorphous Cu 50 Zr 50 and B2 structured crystalline CuZr. Most investigated properties had an ascertainable dependence on the orientation of the crystalline surfaces including interfacial energy and the rate of crystallization. For example, we found that the interface with the closest-packed surface, namely (110) produced the most stable interface with the lowest surface (internal) energy and the lowest rate of crystallization at small temperature. However, the least closed-packed surface (111) turned out more stable than the (100) surface with intermediate packing. Thus, one cannot simply conclude that the stability of the interface correlates with the close-packing of the surface even if the origin of differences in surface energy must certainly be related to structural differences between different materials of identical chemical stoichiometry.
Our simulations revealed that the atomic-scale structure of the interphase between the MG and the B2 phase had its own characteristics. For example, some structural motifs, as characterized by Voronoi tessellations, occur with much higher probability in the interphase than in the MG or the crystal. The width W V over which the structural motifs in the interphase differ from those in the MG or the crystal extends over roughly 8 to 9Å. However, W V does not correlate very well with surface or activation energies. W V is largest (by 10%) and almost identical for (111) and (100). However, the interfacial and activation energies are similar for (111) and (110) but O(10%) less than those for (100). Moreover, there is no unique measure for the interfacial width. Depending on the investigated property (depth with which density oscillations penetrate from the crystal into the disordered phase, local order parameter measuring the similarity to local bonding in the crystal) different interfacial widths are obtained that show no obvious correlation to each other or interfacial and activation energies. We thus can still not answer the question why there is no systematic trend with the close-packing of a surface and the stability of the interface.
