This paper proposes a probabilistic power flow model that takes into account spatially correlated power sources and loads. It is particularly appropriate to assess the impact of intermittent generators, such as wind power ones, on a power network. The proposed model is solved using an extended point estimate method that accounts for dependencies among the input random variables, i.e., loads and power sources.
Introduction

Motivation and problem description
The probabilistic power flow (PPF) is an efficacious tool to assess the performance of a power network over most of its working conditions, [1, 2] .
Using appropriate descriptions of the input random variables, i.e., active and reactive power demand distribution functions at load buses and, active and reactive power generation distribution functions at generation buses, it is possible to characterize the distribution functions of output random variables such as voltage magnitudes, line flows, etc. The PPF is a relevant planning tool as it allows assessing network functioning over a variety of working conditions in a computationally efficient manner. It is widely used for network planning studies.
Demands and generation sources are considered generally independent from a statistical viewpoint, which results in simple algorithms to solve the PPF. However, demands at different locations throughout a power network are statistically dependent and non-dispatchable sources are dependent too.
Renewable sources, which are essentially intermittent and random, are increasingly relevant in the operation of current electric energy systems, [3, 4] .
Moreover, these sources are spatially correlated within a given geographical area in a very significant manner, as they are influenced often by the same physical phenomena, e.g., wind levels, [5] .
Thus, there is a clear need to enhance current PPF solution algorithms to include an appropriate treatment of the dependencies of the input variables.
This need motivates the work reported in this paper.
Procedure
We focus on two types of dependent input variables for the PPF. On the one hand, loads, whose correlations are explicitly considered in the methodology proposed. On the other hand, wind power sources, whose spatial correlations are also explicitly taken into account. For the sake of simplicity, other intermittent sources, such as PV plants, are not explicitly considered. Similarly, the availability of conventional production units, such as thermal power plants, is neither modeled. However, note that the uncertainty models pertaining to these sources can be easily incorporated into the methodology proposed in this paper.
We propose a solution technique for the PPF based on an extended pointestimate method. The traditional point-estimate method is extended to consider dependencies among the input random variables. Dependencies are taken into account using suitable linear transformations. Particularly, an orthogonal transformation, which is computationally efficient, is used to transform the set of dependent input random variables into a set of independent ones, which can be processed readily via point-estimate methods.
Obtained results are then transformed back to the original space. In a general mathematical framework, the use of an orthogonal transformation to deal with correlated random variables via point estimates was first proposed by Harr [6] . The proposed technique is validated by comparing it with a cumbersome Monte Carlo procedure, which is fed with statistically dependent samples. The generation of such samples is not straightforward and constitutes a spinoff contribution of this paper. A method to produce correlated samples from a set of normally distributed random variables modeling load uncertainties in power systems can be found in [7] . Nonetheless, in this paper such a method is extended to make it applicable to a much broader set of marginal distributions apart from the Gaussian one.
Literature review
The probabilistic power flow problem was first introduced by Borkowska in 1974, [1] . Since then, a number of different methodologies have been proposed in the technical literature to solve it in an efficient and accurate manner.
Broadly speaking, these methodologies can be classified into the four groups listed in Table 1 .
Point-estimate methods [6, [16] [17] [18] [19] fit into the family of approximate techniques. Su [20] was the first to tackle the probabilistic power flow problem by applying a point-estimate method. Specifically, he used the 2m scheme de-veloped by Hong in [18] . Subsequently, Morales and Pérez-Ruiz [21] pointed out the inadequate performance exhibited by this method if the number of input random variables is large, and advocated the use of an alternative 2m + 1 scheme to overcome such a limitation. However, both Su [20] and Morales and Pérez-Ruiz [21] sidestepped the problem of how to deal with correlated input variables, a gap that this paper is intended to fill.
Contributions
The contributions of this paper are fourfold:
1. To formulate and characterize a probabilistic power flow considering statistical dependencies among its input random variables, i.e., power sources and loads.
2. To exhaustively describe an algorithm enabling the application of pointestimate methods to solve the problem in point 1) above.
3. To provide a generalized procedure for the generation of the statistically dependent samples from input random variables required to solve the problem in point 1) via Monte Carlo Simulation.
4. To compare comprehensively the solution methods in points 2) and 3).
Paper organization
The rest of this paper is organized as follows. Section 2 reviews the PPF, 2 Probabilistic power flow
Overview
The power flow problem consists in determining the steady-state operating conditions of a power system. In more detail, given the load demanded at consumption buses and the power supplied by generating units, the aim is to obtain the voltages (magnitude and angle) at all system nodes and the active and reactive power flowing through every network branch. 
Solution method
In order to solve the probabilistic power flow problem, we use the 2m + 1 point-estimate method developed in [18] . This method shows an appropriate performance in the comprehensive comparison carried out in [21] .
The aim of any point-estimate method is to compute the moments of each random variable z i that is function F i of m input random variables, i.e.,
For this purpose, just commonly available information on the random behavior of input variables p l , l = 1, . . . , m, is required, in particular, their first few statistical moments. This feature turns point-estimate methods into useful tools for statistical analysis in applications where an accurate characterization of the input random variables is arduous.
The 2m + 1 point-estimate method used in this paper concentrates the statistical information provided by the first four central moments of each input random variable p l , namely, its mean, variance, and coefficients of skewness and kurtosis, into three points often referred to as concentrations.
More precisely, each point or concentration is a pair (p l,k , w l,k ), k = 1, 2, 3, made up of a location p l,k at which function F i (·) is to be evaluated and a weighting factor w l,k measuring the impact of this evaluation on the random behavior of output variable z i .
Locations and weights
According to the 2m + 1 concentration scheme, each input random variable p l gives rise to three locations p l,k , with k = 1, 2 and 3, expressed as:
where ξ l,k is the standard location, and µ p l and σ p l (input data) are the mean and standard deviation of p l . Standard locations ξ l,k are given by, [18, 20] :
Input parameters λ p l ,3 and λ p l ,4 are, respectively, the third and fourth standardized central moments of p l , also known as coefficients of skewness and kurtosis.
Each location p l,k is coupled with a weighting factor w l,k computed as, [18, 20] :
with m being the number of input random variables involved.
Estimation of means and standard deviations
For each concentration (p l,k , w l,k ), function F (·) is evaluated at the point consisting of the location p l,k and the means of the m − 1 remaining input variables. If we denote the solution vector of such an evaluation as Z(l, k), then its i-th component is calculated as follows:
By using weighting factors w l,k and Z i (l, k) values, the j-th raw moment of the output random variable z i can be estimated as, [18, 20] :
where E[·] stands for the expectation operator. Therefore, approximations of the mean and the standard deviation of z i , denoted by µ z i and σ z i , respec-tively, can be easily obtained from (8) as follows:
Note that the number of evaluations of function F (·) to be performed is equal to 3m. However, it can be inferred from expression (4) that the third location of every input random variable p l coincides with its mean, i.e.,
As a result, m of these 3m evaluations are to be carried out at the same point (µ p 1 , µ p 2 , . . . , µ p l , . . . , µ pm ). Being so, it is possible, and computationally advantageous, to run just one evaluation of F (·) at that point as long as the associated weight is updated to the value w 0 given by:
This is the reason why this concentration scheme is referred to as 2m + 1 point-estimate method despite the fact that it actually makes use of three points per input variable.
We refer the reader to references [18] and [21] for a complete review on
Hong's point-estimate methods. Likewise, references [20] and [21] provide a detailed description of the algorithm to be run for the application of these methods.
Monte Carlo method
The Monte Carlo method is a well-known computational technique to characterize the random behavior of a physical system by simulating the uncertain nature of its inputs. This technique has been used in the technical literature to solve the probabilistic power flow problem (see, for instance, [15] ). Since the underlying algorithm is based on a repeated random sampling, the associated computational burden is usually high. In this sense, point-estimate methods constitute a much more efficient solution approach, [20, 21] .
In this paper, the Monte-Carlo method fed with statistically dependent samples is employed as a benchmark to test and validate the results provided by the 2m + 1 point-estimate scheme.
Uncertainty characterization
In this paper, two sources of uncertainty are considered, namely, the wind power production and the power consumed at load buses. For the sake of simplicity, we focus the power flow analysis on those variables susceptible of being strongly dependent, and consequently, we treat conventional generation plants (e.g., thermal units) as deterministic. The incorporation of generation forced outages into the PPF problem is straightforward under a point-estimate or Monte Carlo approach (see, e.g., [21] ).
The amount and quality of the statistical information required to characterize these sources of uncertainty is different depending on the method, point estimate or Monte Carlo, used to tackle a probabilistic power flow analysis.
In this respect, point-estimate techniques solely require the first few statistical moments of the input random variables. Specifically, the 2m + 1 scheme just needs the means, standard deviations, and skewness and kurtosis coefficients of such variables. These parameters are generally easy to estimate accurately from historical records. In contrast, the application of the Monte
Carlo method necessitates the knowledge of the whole probability distributions of input variables, information that, at least, is hard to get in a precise manner.
In order to use the Monte Carlo technique as a benchmark, we generate samples from Weibull distributions modeling wind speed uncertainty at wind farms, which are subsequently converted into power production by using the power curve of the considered turbine model. This transformation is valid on the assumption that the characteristics of the wind are the same all over the wind plant at each instant. In addition, we also assume that all the turbines comprising wind farms are available. Note that we need to resort to these assumptions due to the lack of public data on the power production of particular wind farms. On the other hand, Normal distributions are used to simulate the active and reactive power consumed at load buses as in [20, 21] .
Managing spatial correlations
An appropriate modeling of the wind power generation requires recognizing the likely spatial correlation existing among wind sites. This correlation can have a significant impact on the reliability and security of power systems [22, 23] , an impact that a probabilistic power flow analysis should reflect. Likewise, correlation among loads in power systems is apparent and needs to be taken into account. For this purpose, an enhanced 2m + 1 pointestimate method capable of managing the spatial correlations among loads and among intermittent sources is introduced in this paper. This improvement is achieved through an orthogonal (rotational) transformation that allows us to convert the set of correlated input variables into an uncorrelated one. Equations (2)-(6) are then applied to this uncorrelated set of input variables, thus obtaining the transformed concentrations. Finally, these concentrations are untransformed, and from this point on, the rest of the algorithm runs conventionally as described in [21] . The above process is described in detail below.
Orthogonal transformation
Let us consider m random variables:
with a mean vector µ p :
and a variance-covariance matrix C p :
Superscript T denotes the transpose of a matrix.
In addition, input variables p are further characterized by a matrix of skewness coefficients λ 3 :
and a matrix of kurtosis coefficients λ 4 :
where diag stands for the operator that yields a diagonal matrix of the elements specified in brackets. Therefore, the non-diagonal elements of matrices λ 3 and λ 4 are assumed to be nil, or equivalently, the crossed moments of an order higher than two are disregarded.
Matrix C p is symmetric by definition. As a result, there always exists a matrix B of an orthogonal transformation through which the set p of correlated variables can be transformed into a new set q of uncorrelated ones as follows:
According to this transformation, the variance-covariance matrix C q of the new set q of input variables is equal to the m-dimensional identity matrix I.
In most engineering applications, matrix C p , besides being symmetric, is also positive definite, and as such, can be decomposed through the computationally advantageous Cholesky decomposition, which avoids the calculation of eigenvalues and eigenvectors. The Cholesky decomposition can be stated
where L is an inferior triangular matrix whose inverse turns out to be the orthogonal matrix B required for transformation (13), i.e., B = L −1 , as shown below.
The variance-covariance matrix C q can be computed as
where cov(·, ·) stands for the covariance operator.
By using the Cholesky decomposition (14) , equation (15) yields:
On the other hand, the transformed vector q satisfies the following properties:
1. It has a mean vector µ q computed as:
2. It has a variance-covariance matrix C q equal to the identity matrix:
3. It can be easily shown that the coefficients of skewness and kurtosis of its component variables q l are given by equations (18) and (19), respectively, under the assumption that the crossed moments of an order higher than two are zero.
Scalar L lr represents the element located at the l-th row and r-th column of the matrix L resulting from the Cholesky decomposition (14).
Point-estimate for correlated input variables
The algorithm to solve the probabilistic power flow problem with correlated input variables by means of the 2m + 1 point-estimate method is as follows:
1. Given the variance-covariance matrix C p of the input random variables, obtain the matrix B of the orthogonal transformation (13) by using the Cholesky decomposition (14).
Transform the first four central moments of the input variables as stated in equations (16)-(19).
3. Compute the concentrations (q l,k , w l,k ) defining the 2m + 1 scheme in the transformed space according to equations (2)-(6).
4. Construct the 2m+1 transformed points in the form (µ q 1 , . . . , q l,k , . . . , µ qm ).
5. Take the points defined in step 4 above to the original space by applying the inverse transformation of (13), i.e., p = B −1 q.
6. Solve a deterministic power flow problem for each one of the points resulting from step 5). This steps yields the solution vectors Z(l, k).
7. Estimate the means and standard deviations of output random variables z i as expressed in (9) and (11).
The Monte Carlo method for correlated input variables
Dealing with correlated input variables in the Monte Carlo method entails the generation of vectors of random numbers preserving both the correlation and the marginal distributions of such variables. To this end, we propose a procedure based on a normal transformation through which these vectors of random numbers are obtained from samples of correlated standard normal distributions. The crux of the matter lies then in the determination of the correlation matrix characterizing these standard normal distributions.
We provide below the theoretical guidelines required to build the suggested procedure.
We can standardize the vector of input random variables p as follows:
where
, . . . , σ 2 pm ). In consequence, the new set p ′ of input variables has a zero mean vector and a variance-covariance matrix C p ′ :
with −1 ≤ ρ lr ≤ 1, l = 1, . . . , m, and r = 1, . . . , m. Matrix C p ′ is also known as the correlation coefficient matrix of the original set of input variables p, and as such, is renamed as R p hereinafter, i.e., R p = C p ′ . In the context of this paper, the non-diagonal elements ρ lr (l = r) of matrix R p constitute a non-dimensional measure of the spatial interrelations existing among wind sites or among loads. 
where H p l is the cumulative distribution function (CDF) of the input variable 
The m-dimensional normal vector y is characterized by a correlation coefficient matrix R y with the following structure:
It is possible to establish a multiplicative factor G relating each correlation coefficient ρ ′ lr in R y to its corresponding counterpart ρ lr in R p , i.e.:
In fact, factor G(·) is a function of the correlation coefficient ρ lr itself, the type of probability distributions associated with the correlated variables p l and p r , and the parameters determining such distributions. Reference [24] provides mathematical expressions to compute the value of G for a number of probability distributions.
Note that R y and R p are the two sides of the same coin, i.e., R y is the transform of R p through (20) , and conversely, R p is the transform of R y by (21) . This means that every sample of standard normal distributions correlated according to R y is transformed into a sample of p by using (21) .
Therefore, once the correlation matrix R y has been obtained by applying the transform (22) to the elements ρ lr of the input matrix R p , the problem boils down to generating samples from a set of m standard normal variables that are precisely correlated in accordance with R y . However, this is a simple task to accomplish by means of the orthogonal transformation studied in Section 3.1. Specifically, we can use this transformation to produce such samples from a vector w of independent standard normal variables.
Therefore, the algorithm to solve the probabilistic power flow problem with correlated input variables via the Monte Carlo method is as follows:
1. Given the marginal distributions of input variables p l and their associated correlation matrix R p , build matrix R y by using (22) . The value of G for each conversion ρ lr → ρ ′ lr can be obtained from the expressions provided in [24] . In particular, if p l and p r follow both Weibull distributions, factor G is given by:
where γ l and γ r are, respectively, the coefficients of variation of p l and p r , i.e., γ l = σp l µp l and γ r = σp r µp r . According to [24] , the maximum error incurred by using expression (23) above is below 2.6% with respect to the exact conversion provided that 0.1 ≤ γ l , γ r ≤ 0.5.
If p l and p r are normally distributed, the value of G is equal to 1.
2. Apply the Cholesky decomposition to R y in order to obtain an orthogonal matrix B such that w = By, with w being a vector of independent standard normal variables.
3. Generate a sample w s = (w 1,s , . . . , w l,s , . . . , w m,s ) of independent standard normal variables. This is a common function included in most commercially available software for statistical analysis.
4. Correlate, according to R y , the sample w s produced in step 3) above by reversing the orthogonal transformation, that is: y s = B −1 w s . (21) to y s so as to finally obtain the sample p s of the original vector p of correlated input variables. This step is graphically represented by the bold path in Fig. 1 and is mathematically expressed as:
Apply transformation
As indicated by the direction of the arrows in this figure, the cumulative probability of the standard normal sample y l,s is first computed. The inverse cumulative distribution function of input variable p l is then evaluated for this probability, thus obtaining the target sample p l,s .
6. Solve a deterministic power flow problem for the sample vector p s obtained in 5). 
24-bus case study
Results from a test case based on the IEEE 24-bus Reliability Test System [25] are presented in this section. This system consists of 24 buses, 38 lines, 32 generating units, and 17 loads. The active power consumed by each load is assumed to be normally distributed with means equal to the values provided in Table 5 of [25] , and standard deviations of 5 % with respect to such mean values (i.e., with coefficients of variation, CV, equal to 5%). The reactive power consumption of each load is such that its power factor is kept constant. Load power factors can be also computed from the bus load data provided in the aforementioned table.
We distinguish two regions in the 24-bus system, namely, the northern region, which is made of nodes 1-10, and the southern one, comprising buses 11-24. Loads situated within the same area are correlated with a correlation coefficient of 0.9. This correlation drops up to 0.5 for loads in different regions.
Two 299-MW wind farms having 130 2.3-MW commercial wind generators each (model Nordex N90/230 with a hub height of 80 m) are located at bus 7. The same Weibull distribution, with scale and shape parameters, α and β, equal to 9 and 2.025, respectively, is used to model wind speed at both sites. Both wind farms are correlated with a correlation coefficient of 0.9. The power curve of the considered turbine model can be found in the manufacturer data base and is provided in [26] .
For the sake of simplicity and without loss of generality, we assume that wind plants and loads are uncorrelated.
The characteristics listed above for the 24-bus case study apply integrally hereinafter, unless explicitly stated otherwise.
Performance appraisal
The accuracy and efficiency of the proposed point-estimate methodology to handle correlated input variables is assessed by comparing the obtained results with those provided by the Monte Carlo method with 15,000 samples.
This number of samples is sufficiently high to yield estimates for means and standard deviations with a degree of precision (coefficient of variation of estimates expressed in percentage) below 0.9 and 1.3 %, respectively. Table 2 : Average relative errors (%). 24-bus case study. CV = 5% Table 3 : Average relative errors (%). 24-bus case study. CV = 10% LAB on a Intel Pentium 1.60-GHz PC with 1 GB RAM. MATPOWER [27] has been employed to solve the deterministic power flow problems.
In order to appraise the impact of the uncertainty level on the performance of the proposed PEM, Table 3 
Impact of wind site correlations
Next, we present some results to illustrate how the correlation level between wind farms has a remarkable influence on system conditions. In order to offer a general overview of such influence, we define two indices, namely, the Voltage Profile Variability (VPV) and the Transmission System Available Margin (TSAM):
where N B , N L , S k , and S max k are, respectively, the number of system buses, the number of transmission lines, the apparent power flow magnitude in line k, and the transmission capacity limit of line k.
The VPV measures how far the bus voltages are from the flat profile, while the TSAM quantifies the room available in the network to accommodate additional power injections.
In Figs. 3 and 4 , the evolution of the standard deviations of indices VPV and TSAM are represented, respectively, as the correlation coefficient between wind sites increases. We should point out that, for a correlation coefficient between 0.10 and 0.17, the standard deviation of the VPV is so small that Equations (9)- (11) yield a non-real number for the estimate of this parameter due to the estimation errors associated with the proposed PEM.
In such cases, the estimated value of the standard deviation of the VPV is considered to be zero. In general, lower/higher correlations among wind sites translate into a lower/higher variability of the total wind power injected into the network.
118-bus case study
In this section, the probabilistic power flow problem is solved for the IEEE 118-bus test system [28] with the only purpose of assessing how an increase in the number of uncertain variables affects the performance of the proposed PEM. This system comprises 186 transmission lines, 54 generating units, and 99 loads. We distinguish four areas covering nodes 1-31, 32-58, 59-92, and 94-118. The active power consumed by each load is modeled as a normally distributed random variable with a mean equal to the value provided in [28] and a coefficient of variation of 5%. As in the 24-bus case study above, the reactive power consumption of each load is such that its power factor is kept constant. Moreover, loads are correlated with a correlation coefficient equal to 0.9 if they are placed within the same area, and equal to 0.5 otherwise.
For comparative purposes, wind speed uncertainty is described by the same Weibull distribution used in the previous 24-bus case study, irrespective of the wind farm location. Likewise, the same wind turbine model is considered.
Two variants of the 118-bus case study are examined, namely: It should be pointed out that, in these two variants, the wind power penetration level is kept around the 20% of the average total system demand, which represents a percentage similar to that considered in the 24-bus case study. Table 5 shows the average relative errors of the mean and standard deviation estimates provided by the proposed PEM. In this case, 50,000 samples for the Monte Carlo simulation are used in order to guarantee stable results.
Note that these errors are of the same order of magnitude as those figuring in Table 2 for the 24-bus case study. Therefore, the number of uncertain input variables does not have, by itself, a clear impact on the performance of the extended 2m+1 PEM, which is in accordance with the results provided in [21] . Notwithstanding this, observe that the estimations errors pertaining to the variant 2 of the 118-bus case study, characterized by a higher number of wind farms, are, in general, greater than those of variant 1. This is mainly due to the discrete nature of the power generated by a wind plant.
Consequently, the growth of the number of wind farms does have a negative, although small, effect on the accuracy of the estimates yielded by the considered PEM.
Conclusions
This paper considers a probabilistic power flow and models loads and wind sources as correlated random variables. If a point-estimate method is used, the consideration of these dependencies requires a significantly modified solution algorithm. If, on the other hand, a Monte Carlo simulation procedure is used, an algorithm needs to be devised to generate properly correlated samples. This paper provides both a point-estimate solution algorithm that allows treating correlated random variables and an algorithm to generate correlated samples.
Results from simulations allow deriving the relevant conclusions below:
1. The proposed point-estimate method handles properly correlations and presents high computational efficiency.
2. The uncertainty level affecting the probabilistic power flow problem, measured by the coefficients of variation of the input random variables, has a significant impact on the performance of the extended 2m + 1 PEM in such a way that larger variations usually lead to larger estimation errors. In contrast, the effect of the number of input random variables on the PEM performance is comparatively small and mostly caused by the number of wind farms in the power system under consideration. Lastly, the extended point-estimate method described in this paper enables the use of the probabilistic power flow as an efficacious power system analysis tool to address long-term studies such as transmission expansion
