INTRODUCTION
============

Over the past decade, the field of quantum biology has seen an enormous increase in activity, with detailed studies of phenomena ranging from the primary processes in vision and photosynthesis to avian navigation ([@R1], [@R2]). In principle, the study of quantum effects in complex biological systems has a history stretching back to the early years of quantum mechanics ([@R3]); however, only recently has it truly taken center stage as a scientifically testable concept. While the overall discussion has wide-ranging ramifications, for the purposes of this Review, we will focus on the subfield where the debate is most amenable to direct experimental tests of purported quantum effects---photosynthetic light harvesting.

In femtosecond multidimensional spectroscopy of several pigment-protein complexes (PPCs), we find what has been widely considered the experimental signature of nontrivial quantum effects in light harvesting: oscillatory signals---the spectroscopic characteristic of "quantum coherence." These signals, or rather their interpretation with the associated claims of a direct link to the system's "quantumness" ([@R4]), have drawn enormous attention, much of it from scientists outside the immediate community of photosynthetic light harvesting ([@R5]). While significant efforts have been spent on interpreting these weak signals, the overall debate has raised important questions of a general nature ([@R6]). What is uniquely "quantum" in biology? What "nontrivial quantum effects" can be considered as the origin of observable biological phenomena?

While addressing these questions has been extremely productive in terms of stimulating experimental and theoretical work, it has seemingly moved the discussion in photosynthesis away from actual biological function. The strong focus on coherence, specifically, has then led to a distorted view of natural photosynthesis. We identify two underlying assumptions in recent discussions: First, it occurs in both specialist and nonspecialist literature that coherence and quantumness are taken as equivalent terms and crucial to photosynthetic function (see the "Theoretical considerations: Coherence and quantumness" section for further discussion). Second, the narrow focus on the initial femtosecond dynamics draws attention away from the fact that light harvesting is, to a large extent, ruled by processes on time scales of tens of picoseconds ([@R7]--[@R9]). Thus, the efficiency bottlenecks are not found in the subpicosecond intraprotein relaxation, but rather in the orders-of-magnitude slower processes, such as intercomplex energy transfer and subsequent energy transduction steps in the form of electron transfer at the reaction center as discussed in the "Collective excitations and energy migration in light-harvesting systems" section below ([@R10], [@R11]).

While it is crucial that rate-limiting processes are kept in mind, the main goal of this Review is to critically assess the persistence and role of quantum coherence in photosynthetic light harvesting. In more general terms, we believe that there is a deep understanding to be gained in tackling the emergence of the essentially classical world of biology from its quantized molecular origins. To collectively make progress in this interdisciplinary field, however, we find that having well-defined terminology and transparent definitions of fundamental concepts is of great importance. In this regard, we outline here what we consider the most useful picture of photoexcitation and energy migration in multipigment systems such as PPCs. We will then clarify the terms "coherence" and quantumness in the context of ultrafast spectroscopy of molecular systems, meanwhile posing suggestions for a transparent use of these terms. Following these definitions \[see also ([@R6])\], we analyze recent work on coherence in PPCs. Although we believe that our observations here generalize to a wide range of PPCs, we pay special attention to the Fenna-Matthews-Olson (FMO) protein, a light-harvesting complex from green sulfur bacteria, which has taken on an exemplary role in quantum biology.

Collective excitations and energy migration in light-harvesting systems
-----------------------------------------------------------------------

In essence, photosynthetic antennae are collections of pigments, such as (bacterio)chlorophylls and carotenoids, usually held in close proximity by a protein scaffold. The coupling between the pigments results in redistribution of transition energies and oscillator strengths, and when interacting with light, the pigments can no longer act as independent units. Because of this correlation between pigments, it is customary to describe transport within PPCs in terms of collective excitations---called "excitons" when vibrational-electronic mixing is weak---whose wave functions depend on the specifics of the coupling but generally extend over more than one pigment ([@R12]).

While the spectral observables of PPCs can be calculated in any basis of quantum mechanical states---for example, using the individual pigments (site basis) or otherwise---an excitonic description is desirable, because excitons represent the stationary eigenstates of the system. It is the signals from these states that are observed, e.g., in an optical absorption spectrum, and they are distinctly different from those associated with the isolated pigments.

In [Fig. 1](#F1){ref-type="fig"}, we depict how the tuning of pigment energies and their coupling result in the formation of delocalized excitons, whose spatial structure is used to direct energy transfer in the FMO complex. This excitonic level-to-level transfer has recently been fully mapped out ([@R13]) with the help of two-dimensional electronic spectroscopy (2DES) ([@R14]). More specifically, electrostatic interactions with the protein and solvent environment tune local pigment excitation energies (termed site energies) ([@R15]--[@R18]), and interaction between these energetically varying local states results in a ladder of excitonic states, where the higher energy states are localized toward the peripheral antenna complexes, while lower energy excitons are close to the photosynthetic reaction center ([@R19]--[@R21]). The protein and solvent environment not only act to tune the energy of the collective excitations but also play an essential function as the thermal bath into which excess energy can be dissipated. This efficient dissipation of excess energy, enabled by coupling between the excitons and vibrations ([@R21]--[@R25]), is crucial for fast and efficient energy transfer among the excitonic states.

![Excitation energy transfer and decay of coherences in the FMO protein.\
(**A**) Illustration of the excitation energy transfer in the FMO protein of green sulfur bacteria. The eight BChl *a* pigments of the monomeric subunit of the trimeric FMO protein are oriented as depicted. The excitation energy enters from the baseplate at the top and is transferred to the reaction center complex at the bottom. The blue, green, and red surroundings of the pigments indicate high-, intermediate-, and low-energy exciton states, respectively, to which the respective pigments contribute, as analyzed in detail in (D). (**B**) Time-dependent population of the exciton states \[same color code as in (A)\], assuming that the initial state is created by incoherent exciton transfer from the baseplate (section S5). (**C**) Time-dependent populations of local excited states, illustrated at four different times by illuminating the pigments accordingly. In addition, the exciton states are included as surroundings of pigments that appear and fade away according to the populations of these states in (B). (**D**) Analysis of the spatial extent of the different exciton states, using the density of exciton states *d~M~*(ω), eq. S20, shown in the top part, where the same color code is used for the different exciton states as in (A) to (D) and the exciton states pigment distribution functions *d~m~*(ω), eq. S21, shown in the lower three parts. (**E**) Interexciton coherences (left part) and their damping function (right part). (**F**) Damping functions of the optical coherences. In both (E) and (F), the coherences are initiated by assuming a δ-pulse excitation at time zero, and the quantum mechanical treatment of nuclear motion (red lines; eqs. S26, S27, S30, and S31) is compared with a classical treatment; see eqs. S33, S34, and S37, black lines. These calculations, as well as the calculations of the population transfer (B and C) were carried out for room temperature (300 K). The lower parts of figures S4, S6, and S8 show the population transfer obtained for a classical treatment of the nuclear motion, which fails to thermalize correctly. Two movies illustrating the spatial energy transfer as in (C) are available in the Supplementary Materials.](aaz4888-F1){#F1}

We must emphasize here that the warm, wet, and disordered environment of pigments in biological systems is far from the situation found in strongly coupled highly ordered solid-state systems, where excitations can be delocalized over the whole crystal. The interpigment coupling strength is often on the same order of magnitude as the interaction with the environment (bath), which, in combination with static disorder, results in a tendency to localize the excitation over a small number of pigments even in strongly coupled antenna complexes (e.g., order three to five pigments for LH1 and LH2) ([@R26], [@R27]).

Theoretical considerations: Coherence and quantumness
-----------------------------------------------------

In the recent literature, there are extended discussions of quantumness of energy transfer and its importance, e.g., for the robustness or efficiency of photosynthetic processes. It is increasingly common to see an equivalence being made between coherence and "nontrivial" quantum effects. However, coherence is not at all uniquely quantum but is also a well-known property of classical systems, e.g., for the motion of a pendulum or the propagation of electromagnetic waves ([@R28], [@R29]), in which a well-defined phase relationship is maintained. As the existence of coherence by itself does not imply quantumness, its use as a descriptive term in discussions of "quantum coherent energy transport" calls for specification ([@R6]). However, the precise meaning of the term coherence is often left ambiguous, resulting in difficulty in discerning exactly what underlying physical phenomena are being discussed. In the interest of clarity, we provide a functional definition of coherence in the context of the observables in ultrafast spectroscopy as described in the following ([@R6]). It is interesting to realize that the issue of the relationships and subtle differences between coherences, "correlations," and "intermolecular couplings," as well as fundamental issues about how to treat the thermal equilibration of a quantum subsystem coupled to an environment (see below) also arose in great detail in the development of nuclear magnetic resonance a few decades ago, while considering coherent superpositions of spins on molecules separated by micrometers or millimeters in solution ([@R30], [@R31]). Moreover, it had been clarified that a classical bath does not lead to a proper thermalization at low temperature ([@R30], [@R31]).

Technically, the term coherence is used to denote off-diagonal elements in any density matrix. As the physical meaning of these off-diagonal matrix elements is completely dependent on the choice of basis (e.g., site or excitonic basis), however, we find this general definition too broad to be useful. Here, we thus prefer a more restrictive terminology, which essentially corresponds to the common use in recent ultrafast spectroscopy literature.

This problem of the definition of terms is well illustrated by the difficulties in communication between the experimental and theoretical communities. Specifically, we mean the difficulties arising when coherence is introduced as off-diagonal elements of the density matrix in the basis of localized pigment states. These coherences "appear" as oscillations in the site basis in theoretical simulations (fig. S5 shows an example of strongly damped oscillations in site basis coherences); however, the physical interpretation is simply that there is some degree of spatial delocalization of the excitations in the system ([@R6], [@R32]). This information is useful when thinking about spatial relationships and degrees of localization of the excitons. However, there are only time-dependent (oscillatory) spectroscopic signals associated with these coherences whenever it is possible to selectively photoexcite isolated pigments in a coupled system. While careful tailoring of the laser pulse amplitude and phase may allow one (for a small number of systems) to create the necessary linear superposition of system eigenstates to achieve this, this approach is obviously confined to highly specialized laboratory settings.

We find a more useful definition of coherence, and the one most closely associated with the meaning of the term in recent experimental literature, to be the off-diagonal elements in the density matrix in the basis of system eigenstates (i.e., corresponding to the excitonic basis in the absence of vibronic mixing). The physical interpretation of these elements is a measure of the degree to which the (light-induced) state of the molecular system corresponds to a linear superposition of different eigenstates (e.g., excitons) of the system. These superpositions, when excited by short laser pulses, are nonstationary, evolving in time as damped oscillations with a frequency corresponding to the energy difference between the involved eigenstates.

In the context of dynamics, it is useful to make a further distinction: We refer to the specific superposition of ground and excited states as optical coherences. The evolution of optical coherence determines the transition frequencies and homogeneous linewidth of the absorption spectrum. In optical 2D experiments, it appears during the coherence times *t*~1~ and *t*~3~ (see [Figs. 2](#F2){ref-type="fig"} and [3](#F3){ref-type="fig"} for details). Optical coherence provides information on the system-bath interactions relevant to electronic decoherence but has no simple relationship to energy transfer, which is a meaningful concept in the site basis. However, the two are not completely unrelated either, as our analytical estimate below will show.

![What is a 2D spectrum?\
(**A**) In 2DES ([@R14]), a sequence of three laser pulses interacts with the sample, causing emission of a signal that is recorded as a function of the three time delays. For a given "population time" *t*~2~, the Fourier transform of the signal with respect to the *t*~1~ and *t*~3~ delays provides the respective excitation and detection frequency axes of the 2D spectrum. (**B**) Simple quantum two-level model for the energy levels of a photosynthetic pigment, giving rise to an inhomogeneously broadened absorption spectrum. In photosynthetic complexes, the protein environment tunes the electronic energy gap, and small conformational differences among proteins probed in an ensemble measurement cause shifts of energy gaps, broadening the absorption from its inherent homogeneous width. (**C**) A 2D spectrum recorded at *t*~2~ = 0 separates homogeneous and inhomogeneous broadening, which are manifest as the antidiagonal and diagonal widths, respectively. (**D**) At later times (*t*~2~ \> 0), dynamical interactions between the pigment and protein environment lead to energy gap fluctuations that broaden the antidiagonal width in a process termed spectral diffusion. The 2D spectrum contains both absorptive and refractive responses of the system; however, usually only the real part of the 2D spectrum is presented, corresponding to the absorptive part.](aaz4888-F2){#F2}

![What can we learn from 2D spectra?\
2D spectra have rich information about electronic structure and dynamics ([@R14]). Photosynthetic complexes contain light-absorbing pigments that are held in place by a protein scaffold that controls their relative distance and orientation, determining their coupling. In (**A**), we consider a common case of two weakly coupled pigments a and b. (**B**) At *t*~2~ = 0, the 2D spectrum displays peaks along the diagonal that reveal the inhomogeneously broadened peaks at ω~a~ and ω~b~, corresponding to absorption by pigments a and b, respectively. (**C**) At later times, if pigments a and b are sufficiently close in space and favorably oriented, then energy transfer may occur between them, with higher probability that energy flows "downhill" from the higher energy state of pigment b to pigment a. The energy transfer process leads to the formation of a cross-peak in the 2D spectrum. Recording 2D spectra as a function of population time *t*~2~ enables the mapping of energy transfer pathways and time scales. In (**D**), we consider the case of two strongly coupled photosynthetic pigments. The strong coupling mixes the energy levels of the individual pigments, leading to excitons in which excitations are delocalized across the coupled pigments. Excitonic coupling between transitions is revealed by cross-peaks in the *t*~2~ = 0, so-called correlation spectrum. Besides the population relaxation between two excitonic states, observed as growing of the lower cross peak, coherence is manifest as *t*~2~-dependent oscillations as shown in (**E**). The distribution of the oscillating signals on 2D maps can provide important insight into the physical origin of the coherence as discussed in [Fig. 4](#F4){ref-type="fig"}.](aaz4888-F3){#F3}

The coherences interpreted to be directly related to energy transfer correspond to superpositions of different excited states. These superpositions are nonstationary and evolve during the population time *t*~2~, e.g., between the pump and probe pulses in a transient absorption experiment. While superpositions between any set of system eigenstates (e.g., excitonic and vibronic) can be generated with the appropriate optical pulses, in particular, superpositions of excitonic states have been considered as important in the context of energy transfer. In the literature, these have been referred to as electronic or excitonic coherences. Here, we will refer to these specific coherences as interexciton coherences. Just as optical coherences, they evolve as damped oscillations in accordance with the energy differences between the involved system eigenstates. A number of factors, including the strength of the interaction with the bath, the exciton wave function overlap, and the lifetime of the involved states, determine the dephasing time of these interexciton coherences. As the strength of coupling to the bath influences the dephasing of both optical and interexcitonic coherences, fast-decaying optical coherence (observed as broad homogeneous line shapes) also indicates fast interexcitonic coherence decay. The specific relationship to make this connection depends on the degree of exciton localization and the bath dynamics and is detailed below.

The brief summary above provides what we consider a practical and useful definition of coherence as used in ultrafast spectroscopy studies. Note that these observations are valid both for classical and quantum representations, and the association of coherence in PPCs with classical oscillators turns out to be remarkably accurate (vide infra). The question remains, however: Where do we find quantumness in biology? Obviously, at the length scale of atoms, the world is governed by the wave properties of matter. The classical observables of biology are only concepts derived from this "true" quantum reality ([@R33]). But what truly quantum effects remain prominent in the classical, macroscopic world of biological systems, where much of the quantum mechanical "strangeness" is erased?

This question can be addressed by simplifying complex calculations and developing analytical theory to provide physical insight into quantum and classical aspects of the problem. The approach requires making controlled approximations to quantum complexity by introducing classical or semiclassical treatments in such a way as to preserve the fundamental bedrock of reality. These approximation methods can then be used to address the question of what quantum characteristics are essential to explain a particular phenomenon. A useful approach partitions the degrees of freedom of the full problem into those of the system of interest, and the rest involved in describing its surroundings, or the bath. The latter is typically formed by the protein scaffold and the solvent, which hosts the entire complex. There is a long history of mixing different types of models for these subsystems together with classical ([@R34]), quasiclassical ([@R35]), semiclassical ([@R36]--[@R39]), and fully quantum mechanical ([@R40]--[@R45]) descriptions of their dynamics, particularly in the context of how the spectrum of the system, and its relaxation and dissipation after excitation, can be influenced by the environment ([@R46], [@R47]). Such a mapping can even be made exact ([@R37], [@R48]). In the context of light harvesting, it has become apparent that electronic excitation may be described entirely by classical models ([@R49]) and that the coherent and incoherent regimes are common for both quantum and classical descriptions of their dynamics ([@R50]). Furthermore, it has been shown ([@R29], [@R47], [@R51]) that the excitons in PPCs can be treated as a set of classical oscillators, so even here, the strictly quantum nature of biology appears hidden. With the above qualification about mixing quantum and classical descriptions of the dynamics, it may be counterintuitive that a quantum description is most useful for the description of the bath dynamics---and in the coupling between the system and this bath ([@R29], [@R52]).

To capture the relevant dynamics, we built the simplest approach that yields an analytical theory (outlined in the Supplementary Materials) on an approximate quantum dynamical description of the system interacting with a classical dynamical model for the bath. This approach gives an analytic result, and we shall use it for illustrative purposes. The critical observation in this quantum system/classical bath description of the dynamics is that it fails to capture thermalization of the system ([@R29], [@R52]--[@R54]). In simple words, in a world where the behavior of electrons is governed by the fundamental equations of quantum mechanics and that of the nuclei by classical physics, there would be no preferential "downhill" energy flow, strongly impairing the macroscopic function of these complexes (figs. S4, S6, and S8). This relaxation process by coupling to bath modes is ultimately responsible for the directed transport of excitation energy ([Fig. 1, A and C](#F1){ref-type="fig"}), the central function of these light-harvesting complexes. In contrast to the population of exciton states, which fail to correctly thermalize, the interexciton coherences can be well described by using a classical description of nuclear motion ([Fig. 1E](#F1){ref-type="fig"}). Both the mixed quantum-classical and fully quantum descriptions agree that dephasing of interexciton coherences typically results in sub--100-fs decay times at room temperature. This is substantially shorter than intercomplex energy transfer times and hence cannot play any functional role.

Since the short lifetime of interexciton coherences is in the focus of this Review, in the following, we provide its theoretical foundation and possible functional implication with the above considerations by properly treating the bath interaction. The good agreement between the fully quantum mechanical and the mixed quantum-classical damping of interexciton coherences, discussed above, allows us to use the simple mixed quantum-classical expression, derived in the Supplementary Materials (sections S4 and S6), to reliably capture the general behavior. In this classical environment limit and within the Frenkel exciton model, the decay of interexciton coherence ρ*~MN~* between the *M*th and *N*th exciton states is given as $\Gamma_{MN}(t) = \text{exp}( - (\tau_{M}^{- 1} + \tau_{N}^{- 1})t)\text{exp}\left( - \kappa_{MN}\frac{E_{\lambda}k_{B}T}{\hslash^{2}}t^{2} \right)$, where the first factor contains the dephasing constants τ*~M~* and τ*~N~* that equal twice the lifetimes of the exciton states ∣*M*〉 and ∣*N*〉, which are determined by exciton relaxation (eq. S18). In the second factor, termed pure dephasing, *E*~λ~ is the reorganization energy of the pigment's local transition energy fluctuations, and $\kappa_{MN} = \sum\limits_{m}{({\mid c_{m}^{(M)} \mid}^{2} - {\mid c_{m}^{(N)} \mid}^{2})}^{2}$ contains the probabilities ${\mid c_{m}^{(M)} \mid}^{2}$ and ${\mid c_{m}^{(N)} \mid}^{2}$ of the *m*th pigment being excited in exciton states ∣*M*〉 and ∣*N*〉. The inverse of κ*~MN~* is a measure for the intrinsic correlation in the fluctuations of the *M*th and *N*th exciton energies. For any two excited states, which delocalize exactly the same way over the same pigments, κ*~MN~* becomes zero, and the correlation is perfect. For the optical coherence ρ~*M*0~ (0 denotes the global ground state), the damping function reduces to $\Gamma_{M0}(t) = \text{exp}( - t/\tau_{M})\text{exp}\left( - \Lambda_{M}\frac{E_{\lambda}k_{B}T}{\hslash^{2}}t^{2} \right)$, where the inverse participation ratio $\Lambda_{M} = \sum\limits_{m}{\mid c_{m}^{(M)} \mid}^{4}$ quantifies the delocalization of the *M*th exciton state. In the limit of localized electronic states, we have Λ*~M~* = 1 and κ*~MN~* = 2, there is no lifetime dephasing ($\tau_{M}^{- 1} = 0$; see eq. S18, because of zero spatial overlap between excited states). In this case, the interexciton coherences decay faster than the optical coherences. For completely delocalized excited states, κ*~MN~* becomes zero, and we have Λ*~M~* = 1/*N*~P~, with the number of pigments *N*~p~. Thus, the pure dephasing does not affect interexciton coherences, whereas its effect on optical coherences is suppressed. In this case, it is likely that the lifetime dephasing, which is enhanced for strong spatial overlap of exciton states (eq. S19), will dominate the dephasing of both types of coherences. If so, there is a general trend that the interexciton coherences for delocalized states (and within the Frenkel exciton model) will also decay faster than the optical coherences. We note that these arguments rely on several approximations, most notably, a secular approximation (justified for the FMO complex in fig. S2), which we use here to illustrate the central issue of coherence lifetimes. To achieve a more accurate description of reality, more refined and numerically exact tools might have to be used ([@R42], [@R55]--[@R58]). In addition, alternative quantifiers of quantumness on the basis of energy current operators can be applied ([@R42]).

For the FMO protein, the calculated dephasing times of interexciton and optical coherences are in the range of 50 and 75 fs, respectively ([Fig. 1, E and F](#F1){ref-type="fig"}), significantly shorter than the lifetimes of the exciton states ([Fig. 1B](#F1){ref-type="fig"}), showing the dominance of pure dephasing processes. This result reflects the partial localization of excited states and their modest spatial overlap in this system ([Fig. 1D](#F1){ref-type="fig"}).

With the expected extremely fast decoherence, it is appropriate to consider an alternative mechanism (beyond the spatial overlap of excitons) that could lead to long-lived interexciton coherences: correlations in site energy fluctuations of different pigments. This correlation has not been included in the theoretical considerations above. A number of studies have advocated such "environmental protection of excitonic coherence" as the source of long-lived oscillations in 2D spectra ([@R59]--[@R61]). However, no quantum mechanics/molecular mechanics based dynamic studies of the FMO protein could identify correlations in site energy fluctuations ([@R22], [@R25]). In a normal mode analysis of the FMO spectral density, correlations were found but only at very low vibrational frequencies ([@R23]). These correlations were calculated to have practically no influence on the populations of exciton states. Moreover, while artificially introducing these correlations for higher-frequency components of the spectral density can lead to protection of interexciton coherences, they will, at the same time, markedly hamper exciton relaxation and, thereby, the spatial transfer of excitation energy. Hence, it has to be concluded that correlations in site energy fluctuations, which would allow for long-lived interexciton coherences are detrimental for the light-harvesting function ([@R23]). Whether coherence is actually generated under natural excitation conditions (i.e., by sunlight) is still a heavily debated topic ([@R62]--[@R64]), with some works dismissing the idea of coherence under sunlight ([@R62], [@R63]), while others follow an early suggestion of representing sunlight by a series of ultrashort bursts ([@R65]). We would like to point out that, in a secular approximation (justified for the FMO protein; see fig. S2), the evolution of interexciton coherences is independent of the evolution of populations, obviously excluding a direct functional influence of these coherences.

From a structural point of view, it is the inhomogeneous charge distribution in the FMO protein that, on one hand, leads to varying site energies of the pigments and, on the other hand, gives rise to different local exciton-vibrational coupling constants, suppressing correlations in site energy fluctuations. The first effect is used to direct the excitation energy toward the reaction center, the second effect leads to an efficient dissipation of the excess energy of excitons. Both lead to the observation of a fast decay of interexciton coherences in femtosecond spectroscopy experiments. As the electrostatic tuning of site energies by the protein environment is used by many photosynthetic PPCs, e.g., those of higher plants ([@R9], [@R66]), we think that the mechanisms analyzed above for the FMO protein are quite general.

In the following, we will investigate how coherence manifests itself in experimental spectra---oscillatory features in specific spectral regions---and critically evaluate the interpretation of these experimental observables for the representative FMO case. We will point out that the interpretation of these oscillations as originating from superpositions of exciton states (rather than from vibrations) is incorrect and needs to be revised on the basis of several experimental and theoretical studies ([@R39], [@R67]--[@R69]).

Experimental considerations: Coherence in ultrafast spectroscopy
----------------------------------------------------------------

When experimentally addressing nonstationary coherences, it is important to understand how these coherences, appearing as oscillating signals and referred to here as "quantum beats" (QBs), are excited. Fundamentally, observation of QBs requires a laser spectrum broad enough to cover transitions of all the states involved in the coherence, in other words, the laser must contain the resonance frequencies of all involved oscillators. In addition, the laser pulses have to be equal or shorter than the period of the QBs to provide the required time resolution. As laser excitation creates superpositions of any states with allowed transition dipole moments, care has to be exercised to distinguish coherences associated with excitons. For example, if a laser spectrum covers two states in a vibrational progression, either in the ground or in the excited electronic state, the induced signal is due to concerted motion of a nuclear mode in the molecules, i.e., the observation of vibrational coherence. Conversely, in the case of two electronic (or exciton) states, a well-defined phase relation will be initiated---electronic (or interexcitonic) coherence ([@R70]). In between these limiting cases arises the general situation of superpositions of states with mixed vibrational-electronic character, which defines vibronic coherence---a field of significant current interest ([@R71]). As both electronic ([@R72]) and purely vibrational coherences ([@R73]--[@R75]) modulate ultrafast spectra in the form of periodic oscillations, the need to distinguish between them is obvious. As discussed previously ([@R76], [@R77]), the assignment of long-lived small-amplitude QBs in several photosynthetic systems to interexciton coherences based solely on their frequencies and sometimes phase ([@R78]--[@R80]) is insufficient.

Further complications in assignment arise because of disorder and spectral congestion. 2DES (see [Figs. 2](#F2){ref-type="fig"} and [3](#F3){ref-type="fig"}) was initially introduced to remove inhomogeneous broadening with the hope to directly observe interexciton couplings and fully resolve the energy transfer pathways ([@R81], [@R82]). However, this hope has not been generally realized. Severe spectral congestion for multipigment systems often leads to overlap of oscillatory signals, with strongly distorted features due to interference effects. Given the number of possible spectral features in PPCs, their assignment is far from trivial even in the well-resolved 2DES experiment.

Studies of photosynthetic excitons
----------------------------------

We reiterate that the core of the initial argument for significant involvement of interexciton coherence---or any coherence---in photosynthetic systems was the observation of long-lived oscillations in electronic 2D spectra ([@R4]). These were interpreted to originate from linear superpositions of excitonic states, exhibiting dephasing times of several hundred femtoseconds or more. This was taken to imply a connection to energy transfer dynamics. While these experiments were fundamental to the development of quantum biology as a field, it is important to recognize that coherence dynamics has a much longer history than this recent explosion of interest might suggest. The first such observation was made already in 1991 by Vos *et al*. ([@R83]) in a low-temperature study of the purple bacteria reaction center. Here, however, the authors assigned the QBs to vibrational wave packet motion on the excited state ([@R84]). In another early study, Chachisvilis *et al*. ([@R85]) came to a similar conclusion in their study of the core light-harvesting complexes (LH1 and LH2) of purple bacteria: The observed QBs were caused by vibrations. The first observation of interexciton coherences contributing to the signals of PPCs was made by Savikhin *et al*. ([@R86]), who, in 1997, observed oscillations in the pump-probe anisotropy of the FMO complex at 19 K. The fast dephasing of \~200 fs agreed well with naïve expectations for dephasing of interexciton coherence in a biological system at low temperatures and suggested that this dephasing of coherences in biological conditions should be too fast to contribute significantly to the light-harvesting function. It thus came as a substantial surprise when, a decade later, oscillatory signals persisting for \>600 fs ([@R4]) in the same complex at 77 K were reported and assigned to long-lived interexciton coherences. Not only did this proposal imply that decoherence was much slower than allowed by a realistic physical model at the time but also that the extremely successful paradigm of energy transfer in light-harvesting systems, based on incoherent transport of energy between partially-localized exciton states, would have to be revised. Similar spectral signatures---small-amplitude oscillations---were reported in other organisms ([@R79], [@R80], [@R87], [@R88]), leading to speculations that long-lived interexciton coherence was ubiquitous in natural photosynthesis, i.e., nature had discovered a design principle to exploit quantum coherences to direct biological functions.

While these studies have led to enormous interest in coherent phenomena, realistically, the experimental basis for the excitonic interpretation suffered from a selective view of the 2D spectra. In particular, for practical signal-to-noise reasons, these studies largely relied on kinetic traces extracted from only a very limited---typically one or two---areas of the 2D spectra. As we show in [Fig. 4](#F4){ref-type="fig"}, coherence signals are often complex and difficult to reliably identify ([@R67]), calling for a more holistic interpretation of the entire 2D dataset. In the presence of vibronic mixing of electronic and vibrational states---which seems to be the case in many photosynthetic complexes---coherence signals are very much entangled, and an oscillation map analysis ([Fig. 4](#F4){ref-type="fig"}) is indispensable ([@R89]). To outline a basic framework for the interpretation of QBs in 2D spectra and to provide readers with some basic tools to qualitatively assess 2D experiments on QBs, we schematically show their analysis in two relevant model systems in [Fig. 4](#F4){ref-type="fig"}.

![Assigning QBs to physical processes.\
Coherences of different physical origin---vibrational or excitonic---lead to different characteristic patterns in the so-called oscillation maps. The characteristics of these signals---such as frequency, pump dependence, and detection dependence---provide unique identifiers, at least in idealized systems. Comparing the complicated signals from these systems to model systems proves very helpful. In (**A**), simple and useful model systems are the displaced oscillator (top) featuring ground- and excited-state vibrations and the excitonic dimer (bottom), where excited-state splitting is induced by coupling between pigments. (**B**) Even these simple models may yield virtually indistinguishable 2D spectra, with coherence manifested as QBs in the signal amplitude at specific spectral coordinates. When following these beats along the population time *t*~2~, one can observe periodic modulations of the real (RE; absorption) and imaginary (IM; dispersion) parts of the signal (black/gray and green/light green, respectively). a.u., arbitrary units. (**C**) Successful assignment of oscillatory signals to physical phenomena requires simultaneous analysis of beats in the entire 2D map, yielding oscillation maps after complex Fourier transformation (FT). These oscillation maps are most insightful when retrieved separately for rephasing (photon-echo) and nonrephasing responses. We here sketch rephasing data of a system with three closely spaced, but distinguishable, coherences: an excited state vibrational wave packet (top left), a Raman-active ground-state vibrational mode (top right), and an excitonic coherence (bottom). The oscillation maps show unique patterns, allowing unambiguous identification of coherences.](aaz4888-F4){#F4}

Present status of experiments: Revisiting FMO
---------------------------------------------

In the debate on the importance of quantum coherences in photosynthesis, the FMO complex has again taken center stage because of its exemplar status in quantum biology. Here, we outline several recent studies of this complex, each reaching the same conclusion: The observed long-lived QBs are inconsistent with interexciton coherence. Instead, these oscillations mostly show characteristics of Raman-active vibrational modes on the electronic ground-state surface, unrelated to the energy transfer process.

The collaborative work of the Miller, Thorwart, and Cogdell groups, Duan *et al*. ([@R90]), addressed the question of whether the oscillatory signals were observable on functionally relevant time scales at biologically relevant temperatures. In contrast to the earlier studies, mostly performed at cryogenic temperatures \[with a notable study at \~4°C (277 K) ([@R88])\], the authors found no low-frequency QBs with dephasing times beyond 60 fs. On the basis of the observed time scales for energy transfer within the exciton manifold, this work demonstrated that interexciton coherence cannot contribute meaningfully to energy transfer dynamics at physiological temperatures. The correct picture for energy transport involves incoherent relaxation between exciton states, downhill in energy. Since these exciton states are partially localized, this relaxation corresponds to a hopping between different spatial regions of the complex, giving the transport a direction ([Fig. 1](#F1){ref-type="fig"}).

The Scholes and Blankenship groups, Maiuri *et al*. ([@R91]), came to a similar conclusion in a study at cryogenic temperatures. They took an approach relying on the direct correspondence between the energy gap between excitonic levels and the frequency of the interexciton QB signal. By altering the energy gaps in the excitonic structure using genetic engineering, one would expect the frequency of the observed oscillation should change. In contrast, the authors' observations for a series of transient absorption experiments on FMO mutants with radically different excitonic splittings were that the QB frequencies were essentially unchanged. While this mutation-based approach is difficult to implement as a general analysis strategy for all light harvesters, for FMO, it provided unambiguous evidence for vibrational rather than interexciton coherence.

Last, the Zigmantas, Knoester, and Jansen groups, Thyrhaug *et al*. ([@R92]), investigated the wild-type FMO complex at cryogenic temperatures using polarization-controlled 2DES. They relied on pattern analysis ([Fig. 4](#F4){ref-type="fig"}) to identify the QBs corresponding to specific types of coherences. This approach has been validated in studies on isolated bacteriochlorophyll a pigments ([@R93]). Again, the authors concluded that the long-lived QBs in the FMO protein were predominantly originating from Raman-active ground-state vibrations, with some contribution from excited state vibrational coherences. While electronic coherences were also identified, these were found ([@R92]) to be fully damped within 240 fs---in agreement with the earlier work of Savikhin *et al*. ([@R86]). Note that, through the use of polarization-controlled spectroscopy, it was possible to identify vibronically mixed excited states in the complex.

Individually and collectively, these studies demonstrate that the long-lived QBs in the FMO protein---one of the most heavily studied PPCs---are vibrational in origin. Thus, the interpretation of long-lived QBs in the FMO protein, as characteristics of interexciton coherence posed in 2007 ([@R4]) and in several subsequent studies ([@R79], [@R80], [@R87], [@R88]), has been replaced by a well-founded vibrational picture.

The working paradigm of an energy gradient and spatial proximity guided incoherent exciton transport, rather than the "wave-like" dynamics implied by the interexciton coherence picture, has been reestablished as the framework of choice in photosynthetic light harvesting. Is this conclusion reached for the FMO complex generic? We believe, yes, as the general mechanism of variable site energies directing the energy automatically leads to partial localization of the exciton states, with spatially uncorrelated bath fluctuations over these sites. Correspondingly, the loss of interexciton coherence is rapid under ambient conditions. Other ubiquitous natural photoactive complexes such as the Light-Harvesting Complex II ([@R94]) or the reaction center of the Photosystem II ([@R95]) show similarly fast electronic decoherence rates.

We must note that the world of photosynthetic light harvesting still remains interesting, as recent work has shown that much more complicated dynamics may appear when vibrations and electronic energy gaps are in resonance. These resonances lead to inseparability of nuclear and electronic degrees of freedom ([@R96], [@R97]), which some theoretical work has suggested may affect energy transfer ([@R98]). These resonances have also been reported in photosynthetic reaction centers ([@R89], [@R99], [@R100]). Yet, the character of a quantum state, which is initially strongly vibronic in nature, changes over time in a nontrivial way when the electronic and vibrational sectors are exposed to different dephasing and relaxation channels on very different time scales. The amplitude of the antiresonant vibrational mode of two coupled monomers can be enhanced by a strong coupling to a long-lived coherent electronic state when the latter evolves without ([@R96]) or under weak ([@R101]) electronic dephasing. However, the fast electronic dephasing, which appears to be general for light-harvesting systems, destroys coherence in the electronic sector faster than the vibrational period. Consequently, the vibrational coherence in the sector of the antiresonant vibrational mode, under realistic conditions, remains unaffected in this limit of short-lived electronic coherences ([@R102]). In this respect, we believe that considerable care must be taken in interpreting the resulting spectral signatures of vibronic coherences---and, in particular, when attempting to place this physics in the context of biological function. The rich spectroscopic information obtainable by 2DES should provide essential input for models of these complex situations, and these models will be an important next step for testing the putative functional significance of electronic-vibrational resonances for photosynthetic function. We hope that forthcoming studies will ultimately improve both our understanding of nature's remarkable photosynthetic processes and our ability to mimic nature's best "ideas" in artificial light-harvesting materials.

CONCLUSIONS
===========

In summary, we have revisited the quantum aspects of photosynthetic light harvesting. It has become clear from basic considerations that there is no equivalence between quantumness of the processes and coherences observed in femtosecond spectroscopy experiments. Even the very fundamental question if nonstationary coherences in photosynthetic systems can be excited by sunlight still awaits full clarification ([@R62]--[@R64], [@R103]). Whatever the state preparation is, the dynamics will be governed by the associated couplings of the system and its interaction with the bath. Furthermore, the claims of the persistence of these coherences in femtosecond experiments have been critically reevaluated. In particular, detailed analysis of the exemplar system in quantum biology---the FMO complex---shows unambiguously the absence of long-lived interexciton coherence on relevant time scales in this system, both at cryogenic and physiological temperatures. Instead, it has become clear that the long-lived oscillating signals originate from vibrational modes predominantly on the electronic ground state. More advanced data analysis and theoretical treatments using realistic parametrization of the bath are needed for clear identification of coherence signals. The extensive discussion of earlier assignment of these spectral signatures, propagating in the community for a decade, underlines this need.

The major positive outcome is the improvement of theoretical and experimental methods that have led to a deeper understanding of the system-bath interactions responsible for decoherence and dissipation in biological systems. Nature does not engineer the bath to avoid decoherence to direct functional processes; such an approach almost certainly would not be robust. Nature, rather than trying to avoid dissipation, specifically exploits it together with the engineering of site energies and excitonic coupling to direct energy transport. The role of thermodynamic parameters in driving biological functions is well appreciated on other levels. Here, we see that this principle applies even to the energy transfer processes involved in photosynthesis that occur on the fastest possible time scales. The basic physics behind thermalization is used to impose direction. This simple concept, mastered by nature over all relevant time and spatial dimensions, is truly a marvel of biology.

METHODS
=======

Time-local density matrix theory in the representation of exciton states (see the Supplementary Materials for details) is applied using a Markov and a secular approximation for the off-diagonal elements of the exciton-vibrational coupling ([@R104]) for the description of optical line shapes (section S3), the decay of optical and interexciton coherences (section S4), and exciton relaxation (sections S3 to S5). The parameters of the Frenkel exciton Hamiltonian of the FMO protein (section S2) are taken from a quantum chemical/electrostatic study ([@R17]) (site energies and excitonic couplings; see table S1) and from an analysis of fluorescence line-narrowing and temperature-dependent absorption spectra (spectral density of exciton-vibrational coupling) ([@R105]). These parameters, which are tested against linear optical spectra (fig. S3), are used in calculations of exciton relaxation initiated by incoherent transfer from the baseplate ([Fig. 1, B and C](#F1){ref-type="fig"}, section S5, and figs. S6 to S8) and in the calculations of the decay of interexciton ([Fig. 1E](#F1){ref-type="fig"}) and optical ([Fig. 1F](#F1){ref-type="fig"}) coherences initiated by a δ-pulse excitation (section S4). The classical limit of the nuclear motion (black lines in [Fig. 1, E and F](#F1){ref-type="fig"}; and figs. S4, S6, and S8) is obtained by solving Hamilton's equations of motion for the nuclei and performing an average over Boltzmann-distributed initial coordinates and momenta in the calculation of the energy gap correlation function of the pigments, which enters the damping function of coherences and the rate constant (section S6).
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