Abstract Cooperative spectrum sensing can improve sensing reliability, compared with single node spectrum sensing. In addition, Eigenvalue-based spectrum sensing has also drawn a great attention due to its performance improvement over the energy detection method in which the more smoothing factor, the better performance is achieved. However, the more smoothing factor in Eignevalue-based spectrum sensing requires the more sensing time. Furthermore, more reporting time in cooperative sensing will be required as the number of nodes increases. Subsequently, we in this paper propose an Eigenvalue and superposition-based spectrum sensing where the reporting time is utilized so as to increase the number of smoothing factors for autocorrelation calculation. Simulation result demonstrates that the proposed scheme has better detection probability in both local as well as global detection while requiring less sensing time as compared with conventional Eigenvalue-based detection scheme.
Ⅰ. Introduction
Cognitive Radio (CR) [1] [2] [15] as a revolutionary intelligent technology can maximize the utilization of the frequency resources by allowing secondary users to access the spectrum bands allocated to Primary Users when they are idle temporally. Energy detection scheme can be used by a single Cognitive Radio User (CRU) for idle spectrum. However, it can not deal with the hidden terminal problem [3] [16] which arises due to multi-path fading and shadow effect, which results in severe performance degradation. Recently, cooperative spectrum sensing scheme was proposed to overcome the hidden terminal problem in single node sensing [4] [5][6] [7] . To implement conventional cooperative spectrum sensing, each CRU makes a local decision and those decisions are reported to a fusion center to make a final decision according to some fusion rules (e.g. OR, AND, Half voting, Majority rule etc).
However, more reporting data are required for each CRU to report its local decision to a fusion center as the number of cooperative user's increases.
Subsequently, more reporting time will be required.
As the energy detection relies on knowledge of noise power, inaccurate estimation of the noise power will lead to high probability of false alarm as well as miss detection [8] . Recently, many papers have investigated the application of Eigenvalue-based spectrum sensing which outperforms energy detection methods [9] [10] . In
Eigenvalue-based spectrum sensing, covariance matrix of the received signal was used for spectrum detection.
In [11] , T. Ratnarajah et. al. performed asymptotic analysis of exact decision thresholds for maximum Eigenvalue detector (MED) and maximum-minimum Eigenvalue (MME) detector. They also pointed out that MED has better spectrum detection probability.
In this paper, we propose a minimum-maximum Eigenvalue and superposition-based cooperative detection method. The performance of Eigenvalue-based cooperative detection depends on smoothing factors.
The larger smoothing factor will result in the better sensing performance. However, it will cause larger sensing time. Thus, to achieve better performance within given sensing time, in this paper a superposition approach [12] is applied to the Eigenvalue-based cooperative detection method. In the proposed scheme, a CRU will utilize other CRUs' report time for sensing more samples. Thus, a significant detection performance improvement can be achieved without extra spectrum sensing time. With the best of our acknowledge, the application of the superposition approach to Eigenvalue-based spectrum sensing is not considered in other literatures so far.
Remaining of the paper is structured as follows. In
Section II, we introduce the minimum-maximum
Eigenvalue-based detector. In Section III, we propose the Eigenvalue and superposition-based cooperative spectrum sensing scheme. In Section IV, simulation results are shown, and conclusion of the paper is drawn in Section V.
Ⅱ. System Model
For secondary user    ⋯ , the spectrum sensing is a binary hypothesis test that can be formulated as follows [13] [14] :
where  and   is the sample index and total number of samples respectively, For the time series   , the following two probabilities are concerned in spectrum sensing:
•Probability of detection   which defines, at hypothesis   , the probability of the sensing algorithm having detected the presence of the primary signal, and
•Probability of false alarm   , which defines, at hypothesis   , the probability of the sensing algorithm identifying the presence of the primary signal.
Let us consider  consecutive smoothing factor. We can define the following matrix for   hypothesis:
and also we can define the following matrix for   hypothesis:
The statistical covariance matrices of the signal and noise can be defined as
where
, the superscript   stands for transpose, and   stands for expectation operation. We can verify the covariance matrix   under the two hypotheses that 
where    ,    ,     and    .
Proposed Eigenvalue and Superposition Based Spectrum Sensing
We propose the following signal detection procedure according to smoothing factor and covariance matrix:
•Select appropriate smoothing factors  and calculate the sample covariance matrix for the fixed samples.
•Determine the minimum Eigenvalue    and maximum Eigenvalue    from the sample covariance matrix and calculate their ratio,
•Compare    with the threshold value  If      then the signal is present; otherwise, it is absent.
Cooperative Spectrum Sensing Based on Superposition
In the proposed Eigenvalue-based spectrum sensing, 
Similarly, for     idle reporting time of previous CRUs utilized by      to   CRU for computational and reporting purpose is as:
Therefore, from above three equations it is obvious that the proposed system utilizes reporting time of previous CRU's for increasing number of smoothing factors. Thus, the required time of the proposed system can be calculated:
Ⅳ. Simulation Results
In this section, we evaluate the required normalized time for different number of smoothing factors. From Moreover, it is assumed that the signal is independent and identically distributed and the channel is under
Additive White Gaussian Noise (AWGN). We have tested 10000 trials. Under such condition, the ROC curves illustrated in Fig. 4 shows that conventional energy detection has the lowest sensing probability of detection whereas the Eigenvalue-based detection has the highest probability of detection. Moreover, the more the smoothing factor, the better the probability of detection. 
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