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Abstract
Successful treatment of tumors with motion-adaptive radiotherapy requires accurate pre-
diction of respiratory motion, ideally with a prediction horizon larger than the latency in
radio-therapy system. Accurate prediction of respiratory motion is however non-trivial task
due to the presence of irregularities and intra-trace variabilities, such as baseline drift and
temporal changes in fundamental frequency pattern etc. In this paper, to enhance the pre-
diction of the respiratory motion traces, we propose a stacked regression ensemble framework
that integrates heterogeneous respiratory motion prediction algorithms. We further address
two crucial issues for developing a successful ensemble framework: 1) selection of appropri-
ate prediction methods to ensemble (level-0 methods) among the best existing prediction
methods; and 2) finding a suitable generalization approach that can successfully exploit the
relative advantages of the chosen level-0 methods. The efficacy of the developed ensemble
framework is assessed with real respiratory motion traces acquired from 31 patients undergo-
ing treatment. Results show that the developed ensemble framework improves the prediction
performance significantly compared to the best existing methods.
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1. Introduction
Radiotherapy is a therapeutic alternative for patients whom are diagnosed with inopera-
ble tumor or who can not to go through surgery due to various complications [1, 2]. Tumor
movement due to respiration is one of the most challenging problems in robotic radiotherapy
especially when dealing with tumors in the lungs. In Wilbert et al. [1], with correlation
analysis, it was shown that movement of external body can be a good predictor of the tu-
mor movement that was calculated using computed tomography. In the current commercial
systems, such as CyberKnife and VERO, there is however an inevitable time delay of 70ms
- 400ms between the actual movement of tumor and the movement obtained from the cor-
relation model. Furthermore, this delay is device dependent and mainly due to image data
acquisition, processing and mechanical limitations of the radiotherapy systems [9, 2]. To
overcome this time delay and hence the positioning error, prediction of tumor movemen-
t with a prediction horizon equivalent to the radiotherapy system latency was proposed
[1, 13]. Accurate prediction of tumor motion is however challenging because the respiratory
motion traces are often subject to irregularities and intra-trace variabilities such as baseline,
frequency, and temporal changes in their fundamental pattern [14, 18].
Over the last two decades, several signal processing techniques have been developed to
predict the respiratory motion [1, 2, 7, 8, 9, 13, 32]. Univariate prediction approaches include
methods based on state-space modeling with adaptive algorithms such as least mean squares
(LMS) [13] or extended Kalman filtering (EKF) [4], or wavelet-based multi-scale regression
(wLMS) [5] and methods based on machine learning techniques such as support vector ma-
chines (SVM) [30] or accurate-online SVM (SVRPred) [6] or artificial neural networks (ANN)
[19], or ensemble learning [32] have been developed. Recently, to further enhance the predic-
tion performance, multi-variate prediction approaches based on Bayesian inference [10, 11]
and Gaussian processes [12] have been developed. A hybrid method was formulated by cas-
cading EKF and SVM focused on the prediction horizons between 200ms and 600ms which
are relevant to image-guided radiotherapy [15]. A comparative analysis of these algorithms
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with latencies of the VERO and the CyberKnife systems was provided in [9, 10]. Results
showed that, at large prediction horizons, machine learning techniques provided better pre-
diction performance for most of the traces compared to state-space modeling methods albeit
exhaustive training on large data sets.
Each respiratory motion prediction method has a signal model formulated to represent
certain degree of the underlying true respiratory phenomenon. The signal model is solely
based on the accumulated prior knowledge which is gained by either stochastic state-space
modeling [3, 4] or heuristic machine learning techniques [10, 19]. By the virtue of its subject-
dependent and non-stationary nature, accumulated prior knowledge does not represent the
whole evolution of the respiratory motion because irregularities and intra-trace variabilities
lead to temporal variations. Consequently, no prediction method can be superior than other
methods for all subjects [20]. A comparison analysis conducted among all the prediction
methods on the data acquired from 31 subjects supports this hypothesis [9, 15].
Motivated by these observations and to enhance the respiratory motion prediction per-
formance, we propose an ensemble learning framework based on stacked regression [28].
Ensemble learning is one of the innovative ideas from the machine learning community and
has been a successful technique in classification and time series forecasting [21, 22, 26, 27, 28].
Stacked regression is a way of integrating multiple prediction models to enhance the predic-
tion performance [22, 26]. It has been shown that stacked regression significantly reduces
the modeling errors and its variance when compared to the methods choose to ensemble
[23, 27, 28]. Based on the bias-variance trade-off analysis for ensemble methods [21, 31], we
hypothesized that ensemble of the best existing respiratory motion prediction methods can
enhance the prediction performance.
A necessary and sufficient condition to design a successful ensemble learning framework
for respiratory motion prediction is “the prediction methods chosen to ensemble (referred
as level-0 methods in Breiman et al. [22]) should be accurate and diverse” [26, 27, 28].
Based on the techniques proposed in Breiman et al. [22] we identified level-0 methods
from the pool of the best existing respiratory motion prediction methods. To exploit the
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relative advantages of these level-0 methods and to ensemble, we employed machine learning
techniques. We validated the proposed ensemble learning approaches with a comprehensive
analysis conducted for four prediction horizon with publicly available respiratory motion
database recorded from 31 patients [9, 29]. The chosen prediction horizons were well in-line
with the latencies of commercially available systems.
2. Methods and Materials
2.1. Ensemble Learning: Stacked Regression
The proposed ensemble learning framework for respiratory motion prediction comprises
of training stage and testing stage, as shown in Figure 1.
Training data 
Formulation of
level-1 data set
Ensemble intergration: 
formulation of a 
nonlinear map with 
level-1 generalizer to 
integrate level-1 data 
Formulation of 
level-1 data set 
Ensemble intergration: 
Integrate level-1 data of
the new instant with the 
obtained nonlinear 
map while training 
nal h-samples ahead 
prediction 
Ensemble pruning:
selection of level-0 
methods 
Testing data
(for every instant)
Ensemble learning: 
h-samples ahead 
prediction with 
level-0 methods 
Ensemble learning: 
h-samples ahead 
prediction with 
level-0 methods 
Training stage 
Testing stage
Figure 1: Schematic diagram: Framework of proposed ensemble learning approach for res-
piratory motion prediction.
1) Training stage: The three phases namely ensemble pruning, ensemble learning, and
integration form core part in the training stage. In the ensemble pruning stage, the pre-
diction methods that are employed as the level-0 methods, will be selected from the pool
of existing respiratory motion prediction methods. To this end, diversity measures, such
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as correlation and mutual information, are employed to identify the diverse and accurate
prediction methods (the pruning procedure is detailed in the following sub-section). In the
ensemble learning phase, the chosen level-0 methods are trained independently on a dataset
L to perform multi-step prediction: L = {sk, sk+h}Nk=1 with sk = [sk, sk−1, · · · , sk−n] as the
input vector (the value of n depends on the prediction algorithm), sk+h as the output vector,
and N as the number of training samples. Finally, in the ensemble integration phase, for
each sample sk in L, let sˆ1k+h, sˆ2k+h, · · · , sˆPk+h denote h-samples ahead predicted values com-
puted with the level-0 prediction methods (P represents number of level-0 methods chosen).
Consequently for L, the data set formulated by assembling the predicted values of level-0
prediction methods is named as level-1 data, T = {sk+h, [sˆ1k+h sˆ2k+h · · · sˆPk+h]}Nk=1. To de-
rive a nonlinear map (F) which can effectively integrate the level-1 data, machine learning
techniques are employed as a level-1 generalizer.
b) Testing stage: In this stage, for every new instant si, level-1 data is formulated by
assembling the h−samples ahead predicted values obtained from level-0 methods, that is
(sˆ1i+h, sˆ
2
i+h, · · · , sˆPi+h). With the formulated level-1 data and the identified nonlinear map F ,
the final h- samples ahead prediction for the corresponding instant will be computed, that
is sˆi+h = F(sˆ1i+h, sˆ2i+h, · · · , sˆPi+h).
2.1.1. Ensemble pruning
The success of an ensemble of prediction methods relies highly upon the diversity among
the individual prediction methods. Diversity is defined as the degree of disagreement among
the individual prediction methods [27]. According to the bias-variance trade-off analysis,
an ensemble method that comprises of level-0 methods with much disagreement is more
likely to attain a good final generalization performance [31, 27]. Thus, in this work, to
identify appropriate level-0 methods for respiratory motion prediction, we formulated a pool
of best respiratory motion prediction methods. According to [4] and [9], LCM-EKF and
wLMS methods provide better performance for most of the traces compared to other existing
respiratory motion prediction methods such as kernel density estimation (KDE) [17], ANN
[19] and SVM [30, 9]. Accordingly, we formulated a pool of methods with LCM-EKF,
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autoregressive moving average model with fading memory Kalman filter (ARMA-FMKF),
wLMS, normalized least mean squares (nLMS) and multi-step linear method (MULIN).
To assess the diversity between two prediction algorithms, we employed the diversity
measures proposed in [27, 28]: correlation coefficient (ρ) and mutual information (I). Let,
sˆM1 = [sˆM11 , sˆ
M1
2 , · · · , sˆM1N ] and sˆM2 = [sˆM21 , sˆM22 , · · · , sˆM2N ] represent N -dimensional output
vectors of two respiratory motion prediction algorithms M1 and M2.
Definition 1. The correlation coefficient (ρ) between sˆM1 and sˆM2 is defined as:
ρ =
∑N
i=1(sˆ
M1
i − µsˆM1)(sˆM2i − µsˆM2)√∑N
i=1(sˆ
M1
i − µsˆM1)2
∑N
i=1(sˆ
M2
i − µsˆM2)2
.
where µsˆM1 =
1
N
∑N
i=1 sˆ
M1
i and µsˆM2 =
1
N
∑N
i=1 sˆ
M2
i represent the averages of sˆ
M1 and sˆM2.
The diversity of two predictors is inversely proportional to the correlation between them.
As such, two prediction methods with low correlation coefficient between them are preferred
over those with high correlation coefficient.
Definition 2. The mutual information between sˆM1 and sˆM2 is defined as:
I(sˆM1; sˆM2) = H(sˆM1) +H(sˆM2)−H(sˆM1; sˆM2)
where H(sˆM1) and H(sˆM2) are the entropies of sˆM1 and sˆM2 respectively and H(sˆM1; sˆM2)
represents the joint differential of sˆM1 and sˆM2. If sˆM1 and sˆM2 are Gaussian random
variables with variances σ2M1 and σ
2
M2 then H(sˆ
M∗) = 1
2
[1 + log(2piσ2M∗)] and H(sˆ
M1; sˆM2) =
1 + log(2pi) + 1
2
log(σ2M1σ
2
M2(1− ρ2)).
Diversity measures obtained for the chosen five best prediction methods are provided in
Figure 2. To assess the diversity measures, a 5× 5 matrix is constructed such that the ijth
element of the matrix represents the diversity measure (correlation or mutual information)
between the ith and jth prediction methods. To construct the matrix, we performed 8
samples ahead prediction with all the methods on the respiratory motion database of 304
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traces (described in Section II-B) and the parameters are initialized as provided in Table
1. In Figure 2(a) correlation obtained for all possible combinations between two prediction
methods are plotted. In Figure 2(b), the other measure mutual information is plotted.
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Figure 2: Diversity measures between level-0 methods a) Correlation b) Mutual information.
Correlation analysis showed that LCM-EKF & wLMS, LCM-EKF & ARMA-FMKF, and
LCM-EKF & nLMS are the pairs with minimized correlation coefficients, as shown in figure
2. As aforementioned, diversity is inversely proportional to correlation, consequently these
four methods are appropriate methods to ensemble. However, Figure 2 further revealed that
nLMS is largely correlated with both wLMS and ARMA-FMKF. We therefore concluded that
LCM-EKF, ARMA-FMKF, and wLMSshould serve as most appropriate level-0 methods.
2.1.2. Ensemble learning with level-0 prediction methods
Brief descriptions of level-0 methods employed in this work are provided here. For more
details the interested reader is referred to [4, 9, 32].
a) Local circular motion with extended Kalman filter (LCM-EKF) [4]
To capture the temporal evolution of the respiratory motion, the LCM method models
the respiratory motion as a one-dimensional projection of a circular motion in the x-y plane.
The evolution of position x(k) is the projection of the planar circular motion onto the x-axis.
The y-axis is an auxiliary axis augmented to define the circular motion. Furthermore, the
LCM method includes the angular velocity of the circular motion as a part of the system
states to effectively capture the temporal evolution. The state-space model of the LCM
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model can be given as:
x(k + 1) = f(x(k)) + ν(k) (1)
s(k) = x(k) + ω(k) (2)
where x(k) = [x(k) x˙(k) y˙(k) Ω(k)] and x(k), x˙(k), y(k), y˙(k) represent the position and
the velocity along the x-axis and y-axis respectively; Ω(k) represents the angular velocity,
and f(·) represents the state evolution function which is
f(x(k)) =

1
sin Ω(k)T
Ω(k)
−1− cos Ω(k)T
Ω(k)
0
0 cos Ω(k)T − sin Ω(k)T 0
0 sin Ω(k)T cos Ω(k)T 0
0 0 0 1

x(k),
ν(k) represents the process noise and ω(k) represents the measurement noise. Co-variance
matrices for both noise variables are modeled as derived in Hong et al. [4]
Multi-step prediction of the respiratory motion with LCM can be given as:
sˆLCMk+h = xˆ(k) +
sin Ωˆ(k)hT
Ωˆ(k)
ˆ˙x(k)− 1− cos Ωˆ(k)hT
Ωˆ(k)
ˆ˙y(k)
where sˆLCMk+h represents the h-samples ahead predicted value computed with LCM-EKF. In
[4, 15], a first-order EKF was employed to update the LCM parameters iteratively.
b) Autoregressive moving average with fading-memory Kalman filter (ARMA-FMKF)
ARMA model characterizes the temporal evolution of the respiratory motion by employ-
ing a random walk model for regression coefficients [33]. The state-space model of an ARMA
system of order (p, q) can be expressed with:
w(k + 1) = w(k) + η(k) (3)
s(k) = wT (k) Φ(k) + ε(k) (4)
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where w = [w1 · · ·wp w1 · · ·wq]T represents the weights (regression coefficients), Φ(k) =[
s(k − 1) · · · s(k − p) e(k − 1) · · · e(k − q)]T represents delayed inputs, e(k) represents
the prediction error, η(k) represents state noise and εn represents measurement noise. The
prediction error e(k) can be computed with as e(k) = s(k)−sˆ(k). Furthermore, η(k) and ε(k)
are statistically independent and are modeled with zero-mean white-noise with covariances
E[η(k)ηT (n)] = Q = σ2η × I and E[ε(k)εT (k)] = R1 = σ2ε (if k = n) respectively [33]; where
I represents identity matrix.
Multi-step prediction with ARMA model can be obtained as:
sˆARMAk+h = Φˆ(k + h)
T wˆ(k + h)
where sˆARMAk+h represents the h-samples ahead prediction obtained with ARMA model, wˆ(k+
h) = w(k) (the weights vector remains constant for k to (k + h) samples) and Φˆ(k + l) =
[sˆ(k − l − 1) · · · sˆ(k − l − p) e(k − 1) · · · e(k − q)]T ; l = 1, 2, · · · , h (the input vector Φˆ(k)
is updated iteratively).
Multi-step prediction model for ARMA performs under the assumption that the signal is
stationary in a given prediction horizon. However, for respiratory motion prediction at large
prediction horizons this assumption does not hold necessarily. In order to reduce the effect
of prior measurements on the state vector, a fading-memory Kalman filter (FMKF) was
employed. In FMKF, the covariance matrix is multiplied by a forgetting factor λ to increase
the state vector variance and hence decrease its influence on the ARMA coefficients.
c) Wavelet-based multi-scale auto-regression (wLMS) [5]
Respiratory motion prediction with wLMS is carried out in two stages. In the first stage
a` trous wavelet is employed to decompose the signal into J + 1 scales. In the second stage,
with the decomposed scales, multi-scale auto regression is formulated to perform multi-step
prediction [5, 9].
The decomposition of respiratory motion signal into J + 1 scales with a` trous wavelet
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can be described as follows:
sk = cJ,k +
J∑
i=1
Wi,k
where Wi,k = ci,k − ci+1,k; ci+1,k = 12(ci,k−2j + ci,k); c0,k = sk represent the wavelet scales
and cJ,k represents the smoothed signal.
The adaptive multi-scale auto-regression model formulated with the decomposed wavelet
scales, can be given as:
sˆwLMSk+h = ω
T
J+1,kc˜
M
J,k +
J∑
i=1
ωTi,kW˜
M
i,k
where W˜Mi,k = [Wi,k, · · · ,Wi,k−Mi+1]; CMJ,k = [cJ,k, · · · , cJ,k−MJ+1+1]; M represents the signal
history and ωj,k represents the weights vectors. In general, multi-step prediction is based on
the information from the signal history M . It is however possible that the information not
available in the signal history can influence the prediction. To include this information, the
following weights update was proposed [9] :
ωj,k+1 = (1− µ)ωj,k + µ(W˜Mi,k)−1sk; µ ∈ [0, 1]
where µ is an exponential averaging parameter.
2.1.3. Ensemble Integration with level-1 generalization method
For respiratory motion prediction, LS-SVM and ANN were chosen as the level-1 gen-
eralization algorithm to learn the prediction error dynamics of LCM-EKF, ARMA-FMKF
and wLMS (level-0 methods). These level-1 generalization methods formulate a nonlinear
map to reduce the ensemble generalization error and consequently improve the prediction
performance.
The final prediction model for h-samples ahead with ensemble framework can be given
as:
sˆk+h = F(sˆLCMk+h , sˆARMAk+h , sˆwLMSk+h )
where F represents the nonlinear map learnt by the LS-SVM or ANN while offline training
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on the level-1 data set T = {si, ti}Ni=1 with si = [sˆLCMk+h , sˆARMAk+h , sˆwLMSk+h ] as input vector and
ti = sk+h as the corresponding output.
The ensemble framework prediction model with LS-SVM as the level-1 generalizer method
and T the level-1 data can be given as:
sˆk+h = FLSSVM(sˆLCMk+h , sˆARMAk+h , sˆwLMSk+h )
=
∑N
i=1 αiK(si, sk) + b; k = N + 1, · · · , l.
where α = [α1, α2, · · · , αN ] represents the Lagrangian multipliers, K denotes a radial bias
function (RBF) kernel, and b represents the bias.
Hereafter, for sake of easy notations, the ensemble framework formulated with three
level-0 methods and LS-SVM as level-1 generalizer is named as Ensemble-LSSVM(LCM,
ARMA, wLMS). If level-1 generalizer is ANN then the ensemble framework is named as
Ensemble-ANN(LCM, ARMA, wLMS)
2.2. Respiratory Motion Traces Database
The respiratory motion database employed in this paper was recorded from 31 patients
during the radioactive therapy with CyberKnife at Georgetown university hospital. The
database contains 304 motion traces in total. To track the respiratory motion and hence
the tumor movement, three passive markers were placed on the patients’ chest and abdomen
areas. Each marker provided three-dimensional (3D) traces corresponding to the abdomen
movement. The traces were acquired by using the Synchrony respiratory motion tracking
by (Accuracy, Inc). The principal components obtained with principal component analysis
(PCA) from the 3D motion traces of a marker were considered as the motion trace of the
corresponding marker [9]. Thereby, three traces were acquired from three markers, namely
m1, m2 and m3 for each fraction. The sampling frequency was 26 Hz. For more information
on the recording procedure and pre-processing of the motion traces, see [9] and [29].
In Ernst et al. [9] it was reported that the performance of a prediction algorithm over
the PCA-processed traces gives a plausible estimate of its prediction performance for three-
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dimensional traces. In this work, we thus evaluated and analyzed the advantages of the pro-
posed ensemble framework to the existing best prediction methods over the PCA-processed
traces. The proposed ensemble framework however can be applied to the three axes in
parallel to perform the prediction in three-dimensional space.
2.3. Performance Indices
To quantify the prediction performance of methods whilst comparison analysis, we em-
ployed the root mean square error (RMSE) and the relative RMSE (Rel.RMSE) metrics.
Definition 3. RMSE can be defined as
RMSE(sˆk, sk) =
√√√√ 1
Ns
Ns∑
k=1
||sˆk − sk||2
where Ns is the number of samples, sk is the actual signal at instant k and sˆk is the predicted
signal.
Definition 4. Rel.RMSE can be defined as
Rel.RMSE(sˆKh , s) = (1−
RMSE(sˆKh − s)
RMSE(s˘h − s) )× 100
where s represents actual signal, sˆh represents h-samples ahead predicted value with method
K, and s˘h represents predicted signal with no prediction method. In the ‘no prediction’ case,
the current position measurement will be employed as the predicted position measurement for
the desired horizon i.e, for instance h-samples ahead prediction can be given as s˘h = sˆk+h =
sk. Thus, RMSE(s˘h − s) represents the upper bound of the prediction error.
We computed mean and standard deviation for each performance index to highlight the
robustness of the proposed ensemble learning over the irregularities. For completeness, we
also performed a paired Student’s t-test and reported the p-values to highlight the sta-
tistical significance in improvement of prediction performance with the proposed ensemble
approaches when compared with the best existing respiratory motion prediction methods.
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3. Results
In this section, the optimal parameter selection for the proposed method is described.
We the reported a comprehensive performance analysis of the proposed ensemble framework
at four prediction horizons.
3.1. Optimal Parameter Selection
Level-0 Methods
The initialization of LCM-EKF and wLMS are documented in Hong et al. [4] and Ernst
et al. [9] respectively. For ARMA-FMKF model, the Akaike information criterion (AIC)
[37] identified ARMA(16, 1) as the optimal order for the respiration motion traces. Table 1
reports all parameters for level-0 algorithms.
Table 1: Optimal initialization values for level-0 methods
Method Model parameters
LCM-EKF [4] q1 = q2 = 0.1, q3 = 10
−4,
q4 = 10
−5, R = 10−4,
P0 = 10
−2 × I
ARMA-FMKF [32] p = 16, q = 1, R1 = 10
−2,
Q = 10−2I, P0 = 10−2I
wLMS [5] j = 3 µ = 0.0204, M = 200
nLMS [9] µ = 0.0204, n = 10
MULIN [9] l = 1, µ = 0.5
Ensemble Framework
The performance of LS-SVM is influenced by the number of training samples N and the
hyper-parameters i.e., regularization constant C, and RBF kernel variance σ:
a) Number of training samples (N)
In general N determines the learning and generalization capability of LS-SVM. Further-
more, N helps level-1 generalizer exploit the underlying relationship between level-0 methods
by formulating a nonlinear map. Thus, to identify the optimal initialization for N , we con-
ducted a study on the whole database for various values of N and obtained the corresponding
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Table 2: Summary of trace-wise performance analysis for all methods at all prediction horizon-
s [∗The figures for Ensemble∗(·) represents figures for both Ensemble-LSSVM(·) and Ensemble-
ANN(·) as Ensemble-LSSVM(·) ( Ensemble-ANN(·))]
Methods
RMSE (mm)
Rel.RMSE
Mean SD
(a) Prediction horizon: 77ms (2 samples)
No prediction 0.257 0.151 –
ARMA-FMKF [32] 0.165 0.121 38.42%
LCM-EKF [4] 0.159 0.105 39.38%
wLMS [5] 0.135 0.089 47.47%
SVRpred [6] 0.193 0.140 24.91%
Ensemble∗(LCM, ARMA) 0.151 (0.157) 0.139 (0.116) 41.08% ( 38.91 %)
Ensemble∗(LCM, wLMS) 0.206 (0.171) 0.149 (0.134) 21.31% ( 33.46 %)
Ensemble∗(wLMS, ARMA) 0.185 (0.158) 0.131 (0.129) 29.62% (38.52 %)
Ensemble∗(LCM, ARMA, wLMS) 0.120 (0.145) 0.095 (0.109) 53.31% ( 43.59 %)
(b) Prediction horizon: 115ms (3 samples)
No prediction 0.381 0.225 –
ARMA-FMKF [32] 0.243 0.182 37.58%
LCM-EKF [4] 0.217 0.144 43.31%
wLMS [5] 0.191 0.128 49.86%
SVRpred [6] 0.221 0.161 41.99%
Ensemble∗(LCM, ARMA) 0.208 (0.209) 0.204 (0.147) 48.25% ( 46.31%)
Ensemble∗(LCM, wLMS) 0.215 (0.218) 0.176 (0.165) 43.56% ( 43.25%)
Ensemble∗(wLMS, ARMA) 0.227 (0.201) 0.167 (0.143) 41.52% ( 48.64 %)
Ensemble∗(LCM, ARMA, wLMS) 0.171 (0.179) 0.156 (0.131) 55.24 % ( 53.01%)
(c) Prediction horizon: 154ms (4 samples)
No prediction 0.484 0.291 –
ARMA-FMKF [32] 0.339 0.253 33.86%
LCM-EKF [4] 0.278 0.184 44.35%
wLMS [5] 0.253 0.165 47.72%
SVRpred [6] 0.288 0.191 37.21%
Ensemble∗(LCM, FMKF) 0.266 (0.264) 0.221 (0.179) 48.99% ( 48.52%)
Ensemble∗(LCM, wLMS) 0.292 (0.269) 0.199 (0.196) 41.93% ( 46.46%)
Ensemble∗(wLMS, FMKF) 0.283 (0.249) 0.202 (0.17) 45.32% ( 51.55%)
Ensemble∗(LCM, FMKF, wLMS) 0.232 (0.238) 0.187 (0.161) 52.01% (50.82%)
(d) Prediction horizon: 308ms (8 samples)
No prediction 0.905 0.541 –
ARMA-FMKF [32] 0.863 0.638 11.38%
LCM-EKF [4] 0.545 0.351 42.41%
wLMS [5] 0.517 0.316 44.71%
SVRpred [6] 0.508 0.317 45.66%
Ensemble∗(LCM, ARMA) 0.526 (0.503) 0.371 (0.306) 41.87% ( 44.41%)
Ensemble∗(LCM, wLMS) 0.519 (0.479) 0.332 (0.309) 42.65% ( 49.81%)
Ensemble∗(wLMS, ARMA) 0.599 (0.467) 0.471 (0.286) 39.25% ( 48.39%)
Ensemble∗(LCM, ARMA, wLMS) 0.442 (0.464) 0.275 (0.323) 51.11% ( 49.83%)
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average RMSE for prediction horizon of 308ms (8 samples). Results show that N = 1000
provides an optimal trade-odd between the prediction error (RMSE) and the computational
complexity (number of operations) as shown in Fig. 3.
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Figure 3: Parameter selection for level-1 generalizer of Ensemble-LSSVM (LCM, FMK-
F,wLMS).
Hyper-parameters selection (C, σ2)
To identify the optimal initialization of LS-SVM hyper-parameters and then to train, each
trace was divided into two parts: 1) training samples (including the validation set) and 2)
testing samples. The initial 1100 samples of each trace were considered as the training data
set. The nonlinear map with level-1 method was then estimated by a 10-fold cross validation
(90% for training and 10% for validation) based on a stacked generalization procedure to
combine the level-0 methods. A grid search was conducted with a wide range of values
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(0 ≤ C ≤ 1000 and 0.1 ≤ σ2 ≤ 20). The search was conducted for each subject and each
marker independently. Results for a typical subject (marker m1) is provided in Figure 3(b).
The region with lowest RMSE (shown in blue) is the desired region. One can pick any set
of values for C and σ2 from this region.
ANN being the ensemble learning algorithm, the parameters that require optimal ini-
tialization were: number of hidden layers hn and the learning rate of the back-propagation
algorithm. Optimal initialization was carried out with a grid search conducted on the first
5 breathing cycles in each respiratory motion trace (N = 1000) with wide range of values
(2 ≤ hn ≤ 10 and 10−4 ≤ σ2 ≤ 50−1). The parameter selection was both subject-and
marker-specific.
We followed the same approach to identify the optimal initialization for level-1 generalizers
of ensemble methods formulated with two level-0 methods.
3.2. Performance analysis
Predictions were performed at four prediction horizon lengths: 77ms (2 samples), 115ms
(3 samples), 154ms (4 samples) and 308ms (8 samples). These lengths were selected consid-
ering the typical latencies of commercial robotic radiotherapy systems: ∼ 77ms in VERO
systems [2], ∼ 115ms in CyberKnife [13], ∼ 170ms in Tomotherapy [38] and latencies up to
several hundred milliseconds for typical couch or multi-leaf collimator (MLC) tracking de-
vices [13, 9]. A comparative analysis was then carried out among 1) no prediction, 2) level-0
methods (LCM-EKF, ARMA-FMKF, and wLMS), and 3) Ensemble methods: Ensemble-
LSSVM (LCM, ARMA, wLMS), Ensemble-ANN(LCM, ARMA, wLMS). For completeness,
we performed the comparative analysis with ensemble methods formulated by two level-0
methods: Ensemble-LSSVM (LCM, ARMA), Ensemble-LSSVM(ARMA, wLMS), Ensemble-
LSSVM(LCM, wLSM) and its counterparts with ANN.
3.2.1. Performance comparison of Ensemble-LSSVM and Ensemble-ANN
The level-0 methods parameters are optimally initialized with the values provided in
Table 1. Trace-wise analysis was performed for all ensemble methods and tabulated the
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Figure 4: Scatter plots for RMSE of Ensemble-LSSVM(LCM, FMKF, wLMS) against RMSE
of Ensemble-ANN(LCM, FMKF, wLMS): a) for prediction horizon of 77ms; b) for prediction
horizon of 115ms; c) for prediction horizon of 154ms; and d) for prediction horizon of 308ms.
aforementioned statistics for prediction error in Table 2. This statistical analysis showed that
for all traces, irrespective of prediction horizon, Ensemble-LSSVM(LCM, FMKF, wLMS)
yields the least prediction error compared to other variants of the proposed ensemble learning
methods. For instance, at the prediction horizon 115ms Ensemble-LSSVM(LCM, FMKF,
wLMS) reduces the prediction error by 5% compared to RMSE of Ensemble-ANN(LCM,
FMKF, wLMS). For all prediction horizons, the same trend was observed for RMSE and
Rel.RMSE (Table. 2).
To further highlight the reduction in prediction error with Ensemble-LSSVM(LCM,
FMKF, wLMS) compared to Ensemble-ANN(LCM, FMKF, wLMS), scatter plots for trace-
wise RMSE of Ensemble-LSSVM(LCM, FMKF, wLMS) against RMSE of Ensemble-ANN(LCM,
FMKF, wLMS) for all prediction horizons are shown in Figure 4. If the marker lies above the
diagonal line, it denotes that for that particular subject Ensemble-LSSVM(LCM, FMKF,
wLMS) is providing less prediction error compared to Ensemble-ANN(LCM, FMKF, wLMS).
For most of the subjects the Ensemble-LSSVM(LCM, FMKF, wLMS) provided less predic-
tion error compared to its counterpart, as shown in Figure 4. Furthermore, with the increase
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in prediction horizon, the number of makers residing above the diagonal line increases. For
completeness, we report that prediction performances of all ensemble methods formulated
with two level-0 methods are comparable or less than the prediction performance of ensem-
ble methods formulated with three level-0 methods. The null hypothesis was rejected with
strong evidence p < 10−1 (paired Student’s t-test) for all prediction horizons. The results
hence confirm that the proposed ensemble learning approaches reduce the prediction error
significantly by adapting to the intra-trace variabilities.
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Figure 5: Prediction performance of the Ensemble-LSSVM(LCM, ARMA, wLMS) method
on a typical respiratory motion trace for prediction horizon of 8 samples
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Figure 6: Comparison analysis on a typical respiratory motion trace for prediction horizon
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3.2.2. Performance comparison of ensemble learning approaches with existing methods
The prediction performance of Ensemble-LSSVM(LCM, ARMA, wLMS) for prediction
horizon of 8 samples (308ms) on an example respiratory motion trace is shown in Figure
5. To underscore the improvement in prediction performance compared to level-0 methods,
comparison between the prediction error obtained with each level-0 method to the prediction
error obtained with ensemble method for the above example trace is shown in Figure 6. From
Figure 5 and Figure 6, we concluded that the ensemble method improves the prediction
performance compared to chosen level-0 methods.
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Figure 7: Scatter plots for RMSE of Ensemble-LSSVM(LCM, FMKF, wLMS) against RMSE
of level-0 methods (LCM-EKF, ARMA-FMKF, and wLMS) in a) at prediction horizon of
77ms in b) at prediction horizon of 115ms in c) at prediction horizon of 154ms and in d) at
prediction horizon of 308ms.
Scatter plots for trace-wise RMSE of Ensemble-LSSVM(LCM, FMKF, wLMS) against
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RMSE of LCM-EKF, RMSE of wLMS and RMSE of ARMA-FMKF highlights the reduction
in prediction error with ensemble learning when compared to the level-0 methods, shown in
Fig. 7. RMSE obtained with Ensemble-LSSVM(LCM, FMKF, wLMS) is set as reference
for this analysis. In these scatter plots, if any marker lies above the diagonal line, it denotes
that Ensemble-LSSVM(LCM, FMKF, wLMS) provides less prediction error compared to
the corresponding method. Scatter plots show that for most of the subjects, the proposed
ensemble learning method provides less prediction error compared to the level-0 methods.
The statistics provided in Table 2 show that for all prediction horizons Ensemble-LSSVM
(LCM, FMKF, wLMS) yields less prediction error compared to its level-0 methods. For
instance, at prediction horizon 308ms, Ensemble-LSSVM(LCM, FMKF, wLMS) betters the
prediction performance by 40%, 9%, 7% and 6% compared to no prediction, ARMA-FMKF,
LCM-EKF, wLMS and SVRpred respectively. For all prediction horizons the same trend
was observed. To confirm the statistical significance of reduction in prediction error with
the employment of Ensemble-LSSVM(LCM, FMKF, wLMS) compared to other ensemble
approaches, paired Student’s t-tests with Bon-ferroni correction for multiple comparisons
were performed. For all combinations and for all prediction horizons, the null hypothesis
was rejected with p < 10−2.
4. Discussions
Respiratory motion prediction with the horizon of system latencies was proposed to
reduce the tumor positioning error in motion-adaptive radiotherapy. In this work, we devel-
oped an ensemble learning framework based on stacked regression to enhance the respiratory
motion prediction capabilities and hence reduce the positioning error. A trade-off between
bias and variance of MSE was required to determine the model complexity. By increasing
the learning model complexity, variance of the model increases whereas the bias steadily
decreases and vice versa. However, with ensemble learning techniques, the variance of the
MSE is reduced without affecting the bias and model complexity. Consequently, ensemble
method provided better prediction performance than level-0 methods. This supports the
hypothesis of ensemble to improve the respiratory motion prediction performance.
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Based on the diversity measures, we chose LCM-EKF, ARMA-FMKF, and wLMS as
the level-0 methods and LS-SVM as level-1 generalizer. Each level-0 method has a unique
signal model to predict respiratory motion. The LCM-EKF method characterizes the res-
piratory motion as a circular motion in augmented delayed axis (refer to equations (1) and
(2)). To update the LCM model parameters according to the evolution of circular path an
adaptive algorithm first-order EKF was employed. The ARMA model is a stochastic mod-
eling technique and is solely based on the signal history (refer to equations (3) and (4)). To
adaptively update the ARMA model, we employed FMKF. The wLMS replaces the signal
history in ARMA model with the decomposed wavelet scales (refer to equations (6) and (7)).
Furthermore, this model updates its weights based on the variations in the signal history
(decomposed wavelet scales) rather than the error signal. With these chosen three diverse
level-0 methods, we developed variants for the ensemble framework. Analysis conducted
on the respiratory motion data base (304 traces) showed that for a 115ms prediction hori-
zon our developed ensemble method (Ensemble-LSSVM (ARMA, LCM, wLMS)) improved
the prediction performance (Rel.RMSE) by 55%, 18%, 12%, 13%, and 6% compared to
no prediction, ARMA-FMKF, LCM-EKF, SVRpred, and wLMS methods respectively.
Computational complexity is one of the parameters that determines the efficacy of a
method in real-time implementations. In the proposed ensemble framework, the training
of level-0 methods is ideal for parallel computation because the chosen methods are diverse
and independent to each other. Furthermore, the level-1 generalizer (LS-SVM or ANN) is
trained off-line to identify the nonlinear map that can ensemble the level-0 methods. A
trained LS-SVM or ANN can be implemented in real-time applications.
If CLCM , CARMA, and, CwLMS are the computational complexities of chosen level-0 meth-
ods which are feasible for real-time implementation and CLSSVM = O(N) is the computa-
tional complexity of the LS-SVM for generalizing the level-0 methods, then the total compu-
tational complexity of proposed ensemble modeling is Ce = max(CLCM , CARMA, CwLMS) +
CLSSVM . For the proposed ensemble approach it is Ce = CwLMS + CLSSVM . Consequently,
the proposed ensemble learning method is feasible for real-time respiratory motion predic-
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tion.
In the context of respiratory motion prediction with ensemble learning, selection of ac-
curate and diverse level-0 methods and level-1 generalizer is vital. We chose possibly less
computationally complex yet diverse state-space modeling methods as level-0 methods. One
can select machine learning techniques such as ANN or SVM as potential level-0 method(s)
too. However, these techniques require computationally expensive re-training procedure to
update the algorithm parameters according to the available new database at regular inter-
vals. Recently in [10, 12], probabilistic approaches based multi-variate prediction and gating
of radiation beam were proposed for motion-adaptive radiotherapy. In this work, we limited
our scope to uni-variate prediction. The ensemble framework based on online re-trained ma-
chine learning techniques and probabilistic approaches as level-0 methods will be discussed
elsewhere.
5. Conclusions
To enhance the performance of respiratory motion traces prediction, an ensemble learning
framework is proposed in this paper. We addressed two crucial issues for successful imple-
mentation of ensemble learning (stacked regression) for respiratory motion prediction: first,
identification of LCM-EKF, wLMS and ARMA-FMKF as the appropriate level-0 methods;
second, selection of LS-SVM as the level-1 generalizer to accurately ensemble the level-0
methods. Eight variants of ensemble methods were developed for respiratory motion pre-
diction. To evaluate the performance of proposed methods, analysis was conducted on a
database collected form 31 patients. The analysis was performed for four prediction horizon-
s 77ms, 115ms, 154ms, and 308ms that are in line with the commercially available robotic
radiotherapy devices. Results showed that the Ensemble-LSSVM(LCM, wLMS, FMKF) al-
gorithm provides most accurate prediction of respiratory motion traces for all prediction
horizons. The improvement in prediction performance obtained with other variants of en-
semble learning algorithm further supports our hypothesis that the ensemble of best existing
prediction methods yields even more accurate respiratory motion prediction.
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