Abstract. We consider a class of hybrid nonlinear optimal control problems having a discontinuous dynamics ruled by a partition of the state space. For this class of problem, some hybrid versions of the usual Pontryagin Maximum Principle are known. We introduce general regularization procedures, parameterized by a small parameter, smoothing the previous hybrid problems to standard smooth optimal control problems, for which we can apply the usual Pontryagin Maximum Principle. We investigate the question of the convergence of the resulting extremals as the regularization parameter tends to zero. Under some general assumptions, we prove that smoothing regularization procedures converge, in the sense that the solution of the regularized problem (as well as its extremal lift) converges to the solution of the initial hybrid problem. To illustrate our convergence result, we apply our approach to the minimal time low-thrust coplanar orbit transfer with eclipse constraint.
1. Introduction and main results.
1.1. Hybrid optimal control. Let m and n be positive integers. In what follows, t ∈ IR denotes the time variable, and we consider a time dependent partition of IR n ,
where A is a countable set, and the subsets X α (t) are disjoint and open with a piecewise C 1 boundary. For every α ∈ A, let f α : IR × IR n × IR m → IR n and f 0 α : IR × IR n × IR m → IR be continuous mappings, that are C 1 with respect to their second variable. For every t ∈ IR, every x ∈ IR n and every u ∈ Ω, define f (t, x, u) = f α (t, x, u) and f 0 (t, x, u) = f 0 α (t, x, u) whenever x ∈ X α (t). Let Ω be a measurable subset of IR m . Consider the hybrid control systeṁ x(t) = f (t, x(t), u(t)), (1.1) where the control u(·) belongs to the class of measurable functions with values in Ω. The control system (1.1) is said to be control-affine in the case where the dynamics f is affine with respect to the control variable; that is, for every α ∈ A there exists m + 1 vector fields f α,0 , . . . , f α,m of class C 1 on IR n such that
where u = (u 1 , . . . , u m ). Control-affine systems are of particular interest in many applications. Let M 0 and M 1 be two compact subsets of IR n . Assume that M 1 is reachable from M 0 for the control system (1.1), in the sense that there exist a time t f > 0 and a control u(·) ∈ L ∞ ([0, t f ], Ω), such that the trajectory x(·), solution of (1.1) with x(0) ∈ M 0 , satisfies x(t f ) ∈ M 1 . Consider the optimal control problem (denoted in short (HOCP) in what follows) of steering the control system (1.1) from M 0 to M 1 , and minimizing the cost function C(t f , u(·)) = t f 0 f 0 (t, x(t), u(t))dt.
( 1.2)
The final time t f may be fixed or not.
In [7] this kind of hybrid optimal control problem is called an optimal control problem on stratified domains, and existence of optimal control and Cauchy uniqueness results are derived using a suitable modification of usual Fillippov's arguments so as to handle the discontinuities of the dynamics and of the cost function. Note that, in that reference, the definition of stratified problem requires to define the dynamics restricted to the boundary of some domain, however we do not focus on that point here since we make an assumption of transversal crossing throughout our article (see Definition 1.1 further). Another slight difference with the framework of [7] is that our decomposition of IR n is assumed to be time dependent and our time horizon is finite, however the existence and uniqueness results of [7] are easily extended to our context.
From now on, assume that (HOCP) has a solution (x(·), u(·)) defined on [0, t f ], with u(·) ∈ L ∞ ([0, t f ], Ω). For usual (smooth) optimal control problems, a well known numerical method to compute the optimal trajectory, called shooting method, consists in combining the necessary conditions derived from the Pontryagin Maximum Principle (PMP, see [27] ) with a Newton method (see e.g. [35] ). Let us recall how this approach has been generalized to the hybrid framework. First, the PMP has been extended to a very general hybrid context in many references (see [6, 13, 16, 28, 32, 36] and references therein) with different proof approaches and presentations. It is however not our aim to consider hybrid control systems in their full generality and our (HOCP) is a specific hybrid optimal control problem in the sense that the state and control spaces do not vary and the change of dynamics (1.1) is ruled by the state position and is not directly controlled. In our case, all the versions of the Hybrid Maximum Principle (denoted in short HMP) derived in the aforementioned references are equivalent and we recall hereafter a statement of the HMP applied to the optimal solution (x(·), u(·)) of (HOCP).
According to the HMP, there exist p 0 0 and a piecewise absolutely continuous mapping p(·) : [0, t f ] → IR n called adjoint vector, with (p(·), p 0 ) = (0, 0), such that the so-called extremal (x(·), p(·), p 0 , u(·)) is solution oḟ
x(t) = ∂H ∂p (t, x(t), p(t), p 0 , u(t)),ṗ(t) = − ∂H ∂x (t, x(t), p(t), p 0 , u(t)), (
for almost every t ∈ [0, t f ], where the Hamiltonian is defined by H(t, x, p, p 0 , u) = p, f (t, x, u) + p 0 f 0 (t, x, u), and the maximization condition H(t, x(t), p(t), p 0 , u(t)) = max v∈Ω H(t, x(t), p(t), p 0 , v) (1. 4) holds almost everywhere on [0, t f ]. Moreover, if the final time t f is free, then max v∈Ω H(t f , x(t f ), p(t f ), p 0 , v) = 0. In addition, for every time t c such that the trajectory x(·) passes from the domain X α (t c ) to some domain X β (t c ), a certain jump condition holds for the adjoint vector at the time t c under some appropriate transversality condition. To make it explicit, we introduce hereafter the notion of a regular crossing time. Definition 1.1. A regular crossing time of the trajectory x(·), solution of (1.1) and associated with the control u(·), is a time t c satisfying the following assumptions:
1. there exist exactly two elements α and β of A such that the point x(t c ) belongs to the adherence of the domains X α (t c ) and X β (t c ); 2. there exists η > 0 such that x(t) ∈ X α (t) for t ∈ (t c − η, t c ) and x(t) ∈ X β (t)
for t ∈ (t c , t c + η); 3. the boundary between the domains X α (t) and X β (t) can be written as {x ∈ IR n | F (t, x) = 0} in a neighborhood of x(t c ) and for t close to t c , with a function F : IR × IR n → IR of class C 1 ; 4. the control u(·) is left-and right-continuous at t c ; 5. ∂ x F (t c , x(t c )), f α (t c , x(t c ), u(t − c )) + ∂ t F (t c , x(t c )) = 0; 6. ∂ x F (t c , x(t c )), f β (t c , x(t c ), u(t + c )) + ∂ t F (t c , x(t c )) = 0. The two last items of this definition represent a transversality crossing condition. Using this definition, the following jump condition holds at every regular crossing time:
Here, the short notation
. The upperscript + (resp. −) denotes the right (resp. left) limit. Remark 1.2. In the particular case where the partition of IR n into the domains X α (α ∈ A) does not depend on time, the Hamiltonian remains continuous at each boundary crossing, that is, in short,
Moreover, in that case, the two last items of Definition (1.1) mean that the left limitẋ(t − c ) and right limitẋ(t + c ) are transverse to ∂X α (t c ), as illustrated on Figure  1 .1. This transversality crossing assumption is crucial in our work. It discards the situations where the trajectory x(·) crosses a boundary between three domains or more, or hits tangentially a boundary of a domain. The extremal (x(·), p(·), p 0 , u 1 (·)) is said normal whenever p 0 = 0, and in that case it is usual to normalize the adjoint vector so that p 0 = −1; otherwise it is said abnormal.
As in the smooth case, it is then possible to derive from the HMP a (multiple) shooting method and we refer the reader e.g. to [12, 28, 32, 39] for some examples of applications. In those references, the examples are however academic and the computations can either be made by hand or the control structure (and hence the sequence of dynamics) can be established beforehand. Recall that the shooting methods are usually refered to as indirect methods, since they are based on the preliminary use of theoretical necessary conditions (PMP or HMP). On the opposite, direct numerical methods consist in discretizing directly the optimal control problem so as to reduce it, after discretization, to some finite dimensional nonlinear optimization problem with constraints, the dimension being as larger as the discretization is finer. Direct methods can be developed as well for solving (HOCP) by approximating it by a nonlinear programming problem (see [31] for a survey), however it is well known that such an approach cannot yield in general the degree of accuracy provided by an indirect (shooting) method. This remark is particularly relevant for problems stemming from aeronautics, such as the problem that we present in this article. The main flaw of the indirect numerical approach is that shooting methods are known to be possibly hard to initialize because they rely on a Newton like algorithm. In the hybrid context, it will be even harder to initialize because a multiple shooting has to be used to take into account the jump conditions (1.5) of the adjoint vector due to the crossings. Moreover, (1.5) is an implicit equation, because the computation of f β (t The method that we propose in this article consists in regularizing (HOCP) into a smooth optimal control problem, parameterized by ε > 0 and denoted (OCP) ε , with the idea that, on the one hand (OCP) ε can be expected to be easier to solve by a numerical shooting method than (HOCP), and on the other hand nice convergence properties can be expected as ε tends to zero.
The article is structured as follows. General regularization procedures are defined in Section 1.2. They are used to smooth the hybrid problem under consideration into a family of usual smooth optimal control problems parametrized by a kind of penalization parameter ε, and for which the PMP can be applied. Our main results, stated in Section 1.3, assert the convergence of the solution of (OCP) ε to the solution of (HOCP) (as well as their respective extremal lifts) as ε tends to zero, under appropriate assumptions whose relevance is discussed in a series of remarks. Section 2 is then devoted to the proof of the main results. Finally, we illustrate in Section 3 our convergence result with a nonacademic application: the minimal time low-thrust coplanar orbit transfer around the Earth with eclipse constraint.
Regularization procedure.
We first define a concept of C 1 regularization of the extended hybrid dynamics (f, f 0 ).
is called a C 1 regularization of the extended hybrid dynamics (f, f 0 ) whenever the following properties are satisfied:
• for every t ∈ IR, every α ∈ A, every x ∈ X α (t), and every u ∈ Ω, there holds
Let us provide an example of C 1 regularization.
Example 1.4. Examples of a regularization inside a domain X α (·) are classical; for instance consider a convolution process. Let nowt ∈ IR andx be a point belonging to the boundary of exactly two domains X α (t) and X β (t), for some α, β ∈ A. Let V be a neighborhood ofx in IR n , d(·, ·) be a distance in IR n , and
In other words, b ε is a kind of Heaviside function. For every t ∈ IR, every x ∈ V and every u ∈ Ω, define
This yields a local regularization on V . It is then easy to define a similar regularization for points belonging to the boundary of three domains or more. Then, to make it global it suffices to use for instance a partition of unit. Let (f ε , f 0ε ) ε>0 be a C 1 regularization of the extended hybrid dynamics (f, f 0 ). Fix R > 0 sufficiently large. Consider the optimal control problem (denoted in short (OCP) ε in what follows) of steering the control systeṁ 8) and minimizing the cost function
If the final time t f of (HOCP) is fixed, then we set t ε f = t f . If the final time t f of (HOCP) is free, then the final time t ε f of (OCP) ε is free as well; however for the problem (OCP) ε to be well defined we have to bound t ε f , and for instance we impose that 0 t ε f t f + 10. The additional constraint (1.8) is necessary to derive an existence result for (OCP) ε . Adding such a constraint is a classical fact in any penalization procedure. If R is chosen large enough, then, under the assumptions of our main result below, the constraint (1.8) is actually not active and hence R plays no further role. In particular it does not affect the numerical process resulting from our main result (see also Remark 1.9 further).
For this regularized optimal control problem (OCP) ε , anticipating the fact that the constraint (1.8) will (a posteriori) not be active, the usual PMP implies that every optimal solution (
0ε is a nonpositive real number, and
Moreover, if the final time is free then the maximized Hamiltonian is equal to 0 at t ε f . Convergence properties of the solutions of (OCP) ε towards solutions of (HOCP) can be expected under appropriate assumptions. In particular, the convergence of the associated adjoint vectors, although quite difficult to prove, can be expected. This is the object of the next section, containing the main results of that paper. 
are convex, for every t ∈ IR, every x ∈ IR n , every α ∈ A, and every ε > 0; (H 6 ) the C 1 regularization is such that every optimal control u ε (·) of (OCP) ε is continuous, for every ε > 0. Theorem 1.5. Under the above the assumptions, there exists ε 0 > 0 such that, for every ε ∈ (0, ε 0 ), the problem (OCP) ε has at least one solution (
) be such a normal extremal lift. Then, as ε tends to 0, 
, secondly, that the maximization condition (1.4) can be made explicit so that u(t) = ϕ(t, x(t), p(t)) for almost every t ∈ [0, t f ], and thirdly, that the (measurable) functions ϕ ε (·, ·, ·) and ϕ(·, ·, ·) are such that ϕ ε (t, x, p) converges to ϕ(t, x, p) as ε tends to 0 for almost every (t, x, p) ∈ IR × IR n × IR n , then it follows immediately from the theorem that u ε (·) 1 If t ε f < t f , then we consider any continuous extension of x ε (·) on [0, t f ]. The same remark holds forẋ ε (·), p ε (·) and u ε (·) in the next items.
2 It means that converges to u(·) as ε tends to 0 for the strong topology of L 1 . This is the case e.g. when considering the minimal time problem or a quadratic criterion for control-affine systems.
Theorem 1.5 applies in particular to control-affine systems; notice that, in this case, f α (t, x, ·) and ∂fα ∂x (t, x, ·) are convex in u. However we still make Assumption (H 5 ) and consider control-affine systems with a general nonlinear cost. For such systems, we have the following additional result. Theorem 1.7. In the case of a control-affine system, under Assumptions (H 1 ), (H 2 ), (H 3 ), (H 4 ), (H 5 ), and the following one (instead of (H 6 )):
is an extremal point of Ω; the conclusion of Theorem 1.5 holds and, in addition, u ε (·) converges to u(·) for the strong topology of L 1 .
Remark 1.8. As mentioned previously, if the final time t f of (HOCP) is fixed, then t ε f = t f , for every ε > 0. Remark 1.9. As explained in the previous paragraph, we stress on the fact that the real number R is necessary to derive an existence result for (OCP) ε , but plays no role in the further analysis and in the numerical process. Since it is assumed that the solution of (HOCP) is unique, it is possible to choose, for instance,
Remark 1.10. The assumptions (H 2 ) and (H 3 ) on the uniqueness of the solution of (HOCP) and on the uniqueness of its extremal lift are related to the differentiability properties of the value function (see for instance [3, 11] , and see [9, 29, 30, 34] for results on the size of the set where the value function is differentiable).
These assumptions can be weakened as follows. If we replace Assumptions (H 2 ) and (H 3 ) with the assumption "every extremal lift of every solution of (HOCP) is normal", then the conclusion of Theorems 1.5 and 1.7 still holds, except that the convergence properties must be written in terms of closure points. More precisely, there exists ε 0 > 0 such that, for every ε ∈ (0, ε 0 ), the problem (OCP) ε has at least one solution (x ε (·), u ε (·)), every extremal lift of which is normal. For every ε ∈ (0, ε 0 ),
(for the topologies considered in the statement of the theorems) can be written as
The additional statement of Theorem 1.7 holds as well with an obvious adaptation in terms of closure points (see also Remark 2.8 in the proof ).
Remark 1.11. It is well known that, since the PMP is only a necessary condition for optimality, the application of a shooting method to (OCP) ε may only lead to an extremal solution that is not necessarily optimal. However, we have the following result (the proof of which follows from the main lines of the proof of our main results), slightly more general than Theorems 1.5 and 1.7. Assume that there is no abnormal extremal solution of the Hybrid Maximum Principle applied to (HOCP). Then, every extremal lift of every solution of (OCP) ε is normal, for ε > 0 small enough. Moreover, as in Remark 1.10, every closure point of a family of such extremal solutions is a normal extremal solution of (HOCP) (for the evident topologies).
Remark 1.12. Theorems 1.5 and 1.7 do not result from a sensitivity analysis. Indeed, we do not assume any second order sufficient condition. Usual stability and sensitivity approaches (see e.g. [14, 19, 21, 23, 25, 26] and references therein) permit to derive, under second order sufficient conditions assumptions, properties of Lipschitz continuous or differentiable dependence of the optimal solution and its extremal lift with respect to some parameters, for general optimal control problems. Our main results cannot be derived from such results. Our assumptions are weaker, but note that the conclusion is weaker too, since we do not prove that the solutions of (OCP) ε depend in a differentiable way on the parameter ε. Our results are rather of topological nature.
2. Proof of the main results. Our strategy of proof is the following. First, we recall the main steps of a proof of the Hybrid Maximum Principle (HMP) using needle-like variations, which are needed to derive our main result. Notice that there exists a simple proof of the HMP due to [13] , that consists in reducing the problem to a usual optimal control problem with mixed initial and final conditions, and then applying the usual PMP. This simple approach is unfortunately not adapted to our problem since the regularization of the jump conditions of the HMP implies a quite difficult asymptotic study of Dirac type effects. The proof of the HMP based on needle-like variations is hence more adapted, however is more intricate than in the usual case. Indeed, when crossing the boundary of a domain, variation vectors have a jump. For the regularized problem, this turns into a difficulty of recovering, at the limit, this jump condition. In the proof of our main results, the derivation of weak convergence properties is easy and standard, using classical convexity arguments. The difficulty point is to derive a strong convergence property for the adjoint vector as well as for the control functions. To this aim, using the geometric interpretation of optimality, we derive convergence results for the Pontryagin cones, within the hybrid optimal control context. The general strategy of the proof is quite similar to the one developed in [33] , however the proofs of the intermediate results are far more intricate due to the hybrid framework and the nonlinear features of the dynamics.
Preliminaries, Hybrid Maximum Principle.
In this subsection, we recall the main steps of a proof of the HMP using needle-like variations.
Consider (HOCP), and introduce the instantaneous cost function x 0 (·), defined on [0, t f ] and solution ofẋ
n+1 is defined byx = (x, x 0 ), and the extended dynamics bỹ
, solution of (2.1) associated to u and such thatx(0) =x 0 = (x 0 , 0), is well defined on [0, t f ], and the extended end-point mappingẼ is then defined bỹ E(x 0 , t f , u(·)) =x(t f ). The set of admissible controls on [0, t f ] is denoted Ux 0 ,t f ,IR m , and the set of admissible controls on [0, t f ] taking their values in Ω is denoted Ux 0,tf ,Ω . The set Ux 0,tf ,IR m , endowed with the standard topology of
For every t 0, define the extended accessible setÃ Ω (x 0 , t) as the image of the mappingẼ(x 0 , t, ·) : Ux 0,t,Ω → IR n+1 , with the agreementÃ Ω (x 0 , 0) = {x 0 }. Let (x(·), u(·)) be a solution of (HOCP) defined on [0, t f ]. Then the pointx(t f ) belongs to the boundary of the setÃ Ω (x 0 , t f ). This geometric property is at the basis of the proof of the Maximum Principle.
We next recall the concepts of needle-like variations and of Pontryagin cone, adapted to the hybrid context, which will be of crucial importance in order to prove our main result, and which also permit to derive a proof of the HMP.
In what follows, we assume that the optimal trajectory x(·) satisfies the transversality assumption (H 4 ).
The control u π1 (·) takes its values in Ω. It is not difficult to prove that, if η > 0 is small enough, then the control u π1 (·) is admissible, i.e., the trajectoryx π1 (·), solution of (2.1) with the control u π1 (·), starting fromx π1 (0) =x 0 , is well defined on [0, t f ]. Moreover,x π1 (·) converges uniformly tox(·) on [0, t f ] whenever η tends to 0.
Recall that t 1 is a Lebesgue point of the function t →f α (t,
and that almost every point of [0, t f ] is a Lebesgue point.
Let t 1 be a Lebesgue point on [0, t f ), let η > 0 small enough, and u π1 (·) be a needle-like variation of u(·), with π 1 = {t 1 , η, u 1 }. For every t t 1 , as long as the trajectory x(·) remains in X α (·), the variation vectorṽ π1 (·) (not depending on η) is defined as the solution of the Cauchy probleṁ
Then, it is not difficult to prove that
(see e.g. [27] for details). In particular, this formula means the following. For t 1 and u 1 fixed, denotex α (t, η) =x π1 (t); then η →x α (·, η) is differentiable at 0, and
Let us now explain how this definition of variation vector must be adapted in order to take into account the change of dynamics whenever x(·) leaves the domain X α (·). For t 1 and u 1 fixed, let t(η) denote the first time at which x α (t(η), η) ∈ ∂X α (t(η)). Recall that, by Assumption (H 4 ), t c = t(0) is a regular crossing time. Assume that x(·) passes from X α (·) into X β (·). In a neighborhood of x(t c ), the boundary ∂X α (t c ) can be written as {x | F (t c , x) = 0}, where F is a C 1 function on IR n+1 . The function (t, η) → x α (t, η) can be extended for t t(η), prolongating the trajectory x α (·) in the domain X β (·) with the dynamics f α (hence, x α (·) differs from the true trajectory for t t(η)). With these notations, the crossing time t(η) is characterized by the equality F (t(η), x α (t(η), η)) = 0, which holds for every η 0 small enough. Using the transversality crossing assumption (H 4 ), we infer that the function η → t(η) is derivable at η = 0, and
where the upperscript − stands for the left limit, and hence
Note again that the assumption (H 4 ) implies that the denominator of the above expression does not vanish.
We seek an extension of the definition of the variation vector, based on (2.4) so as to keep the validity of the expansion (2.3). Let us express the jump that is generated by the crossing. To this aim, we use the usual transport property of differential equations for the end-point mapping.
, and
for every η > 0 small enough. On every piece, the end-point mapping is differentiable, and hence, since η → t(η) is derivable, we can derivate the above equality with respect to η, and take η = 0. Since one has in mind of keeping the formula (2.3), this yields
Then, letting δ tend to 0 leads toṽ π1 (t
that we denote, in short, using (2.5),
We conclude that variation vectors of the hybrid control system (2.1) are defined by (2.2) as long as the trajectory remains in the domain X α (·), and satisfy the jump condition (2.6) whenever the trajectory crosses a boundary (with a regular transverse crossing). With that definition, the variation formula (2.3) still holds.
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Remark 2.1. At the crossing time t c , the following remarkable identity holds:
Note that, for every γ > 0, the variation {t 1 , γη, u 1 } generates the variation vector γṽ π1 (·). It follows that the set of variation vectors at time t is a cone.
Definition 2.2. For every t ∈ (0, t f ], the first Pontryagin coneK(t) ⊂ IR n+1 at x(t) for the extended system is defined as the smallest closed convex cone containing all variation vectorsṽ π1 (t 1 ) for all Lebesgue points t 1 such that 0 < t 1 < t. The first Pontryagin cone K(t) ⊂ IR n at x(t) for the initial system is defined similarly, considering the initial dynamics f instead of the extended dynamicsf . Obviously, K(t) is the projection on IR n ofK(t). An immediate iteration leads to the following result, as in the usual case. Let t 1 < t 2 < · · · < t k be Lebesgue points of the function t →f (t,x(t), u(t)) on (0, t f ), and u 1 , . . . , u k be points of Ω. Assume that all points x(t i ) do not belong to the boundary of any domain X α (·) (note that, due to Assumption (H 4 ), the set of such times is of full Lebesgue measure). Let η 1 , . . . , η p be small enough positive real numbers. Consider the variations π i = {t i , η i , u i }, and denote byṽ πi (·) the associated variation vectors, defined as above. Define the variation
Letx π (·) be the solution of (2.1) associated with to the control u π (·) on [0, t f ] and such thatx π (0) =x 0 . Then,
The first Pontryagin cone serves as an estimate of the accessible setÃ Ω (x 0 , t) in a neighborhood ofx(t). When dealing with a free final time problem, we have to introduce time variations, and we rather consider the accessible setÃ Ω (x 0 ) defined as the union of allÃ Ω (x 0 , s) over all s 0. Assume first thatx(·) is differentiable 4 at time t f . Let δ ∈ IR small enough; then, with the above notations,
(2.10)
Define the coneK 1 (t f ) as the smallest closed convex cone containingK(t f ) and the vectors ±f (t f ,x(t f ), u(t f )). Similarly, the cone K 1 (t f ) is defined as the smallest closed convex cone containing K(t f ) and the vectors ±f (t f , x(t f ), u(t f )). Ifx(·) is not differentiable at time t f , then the above construction is slightly modified, by replacingf (t f ,x(t f ), u(t f )) with any closure point of the corresponding difference quotient in an obvious way.
Conic implicit function theorem.
We next provide a conic implicit function theorem, useful to derive a proof of the maximum principle.
Lemma 2.3. Let C ⊂ IR m be a convex subset of IR m with nonempty interior, of vertex 0, and F : C → IR n be a Lipschitzian mapping such that F (0) = 0 and F is differentiable in the sense of Gâteaux at 0. Assume that dF (0).Cone(C) = IR n , where Cone(C) stands for the (convex) cone generated by elements of C. Then 0 belongs to the interior of F (V ∩ C), for every neighborhood V of 0 in IR m . This lemma is proved in [1] under slightly weaker assumptions and used to derive a proof of the usual Pontryagin Maximum Principle. The proof given in [1] relies on the Brouwer fixed point theorem. In the present article, we will need a version of that lemma with an additional continuous dependence on parameters. This new version is provided in Appendix (Section 4). It is however not possible to derive this parameter version from the Brouwer fixed point theorem (see Remark 4.4 for more explanations), and the proof that we provide relies on the usual Banach fixed point theorem. The assumptions of our lemma are however needed to be slightly stronger than in [1] .
Lagrange multipliers and Hybrid Maximum Principle.
We next restrict the end-point mapping to time and needle-like variations. Assume that the final time t f is free 5 . Let k be a positive integer. Set
Let t 1 < · · · < t k be Lebesgue points of the function t →f (t,x(t), u(t)) on (0, t f ), and u 1 , . . . , u k be points of Ω. Let V be a small neighborhood of 0 in IR k . Define the mapping G :
where π is the variation π = {t 1 , . . . , t k , η 1 , . . . , η k , u 1 , . . . , u k } and |δ| is small enough so that t k < t f +δ. If V is small enough, then G is well defined; moreover this mapping is clearly Lipschitzian, and
, and then Lemma 2.3 would imply that the pointx(t f ) belongs to the interior of the accessible setÃ Ω (x 0 ), which would contradict the optimality of x(·). Therefore the convex coneK 1 (t f ) is not equal to IR n+1 . As a consequence, there existsψ ∈ IR n+1 \ {0} called Lagrange multiplier such that ψ ,ṽ(t f ) 0 for every variation vectorṽ(t f ) ∈K(t f ) and ψ ,f (t f ,x(t f ), u(t f )) = 0 (at least wheneverx(·) is differentiable at time t f ; otherwise replacef (t f ,x(t f ), u(t f )) with any closure point of the corresponding difference quotient).
These inequalities then permit to derive (as in the usual way, see [27] ) the statement of the HMP presented in the first section. The relation with the above Lagrange multiplierψ = (ψ, ψ 0 ) is that the adjoint vector p can be constructed so that
In particular, the Lagrange multiplier ψ is unique (up to a multiplicative scalar) if and only if the trajectory x(·) admits a unique extremal lift (up to a multiplicative scalar). If p 0 < 0 the extremal is said normal, and in this case, since the Lagrange multiplier is defined up to a multiplicative scalar, it is usual to normalize it so that p 0 = −1. If p 0 = 0 the extremal is called abnormal. n such that ψ, v 0 for every v ∈ K(t f ) (and moreover max w∈Ω ψ, f (t f , x(t f ), w) = 0 whenever t f is free). In that case, one has p(t f ) = ψ, up to a multiplicative scalar.
The following lemma easily follows from the above considerations. Lemma 2.5. Assume that, in the optimal control problem, the final time t f is free. For the optimal trajectory x(·), the following statements are equivalent:
• The trajectory x(·) has a unique extremal lift (x(·), p(·), p 0 , u(·)) (up to a multiplicative scalar), which is moreover normal, i.e., p 0 < 0;
If the final time is fixed, then the above statement holds providedK 1 (t f ) is replaced withK(t f ), and K 1 (t f ) is replaced with K(t f ). This important lemma permits to translate the assumptions of our main result into geometric considerations.
2.2.
Proof of Theorems 1.5 an 1.7. From now on, assume that Assumptions (H 1 ), (H 2 ), (H 3 ), (H 4 ), (H 5 ), (H 6 ) hold (with (H 6 ) possibly replaced with (H 6 ) in the case of a control-affine system). We denote the end-point mapping for the extended regularized system byẼ(ε, x 0 , t, u ε (·)) =x ε (t), wherex ε (·) is the solution of the extended regularized systeṁ
. By extension, the end-point mapping for the hybrid system corresponds to ε = 0, that isẼ(0, x 0 , t, u(·)) =x(t), wherẽ x(·) is the solution of (2.1) associated with the control u(·) and such thatx(0) =x 0 . It will be also denotedẼ(x 0 , t, u(·)) =Ẽ(0, x 0 , t, u(·)) =x(t).
In the sequel, we denote by (x(·), u(·)) the (unique) solution of (HOCP). We assume that the final time t f of (HOCP) is free (the case of a fixed final time is similar, but simpler); as explained previously, we impose (for instance) 0 t ε f t f + 10. The proof of Theorems 1.5 and 1.7 follows from the succession of results below. Proposition 2.6 provides an existence result for solution (OCP) ε , as well as first convergence properties. Proposition 2.10 and lemma 2.12 allow us to prove the existence of variation vectors of (OCP) ε that converge to variation vector of (HOCP). Proposition 2.14 proves the normality of the extremal lifts of (OCP) ε and the boundness of its adjoint vectors. With all those ingredients we are then able to prove the theorems.
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Proposition 2.6. There exists ε 0 > 0 such that, for every ε ∈ (0, ε 0 ), the problem (OCP) ε admits at least one solution (
for the weak star topology of L ∞ , as ε tends to 0. In the specific case of a control-affine system, under Assumption (H 6 ) instead of (H 6 ), the following additional convergence property holds:
as ε tends to 0, for the strong topology.
Remark 2.7. In particular,ẋ ε (·) converges toẋ(·) in L ∞ for the weak star topology, as ε tends to 0.
Proof. Knowing that the constrained minimization problem (HOCP) has a solution, let us first prove that the problem (OCP) ε has at least one solution, for every ε > 0 small enough. We use a similar reasoning as in Section 2.1.3. Let k be a positive integer, ε 0 and t 1 < · · · < t k be Lebesgue points of the function t → f ε (t, x ε (t), u ε (t)). Let u 1 , . . . , u k be points of Ω and V be a neighborhood of 0 in IR k+2 . Consider the variation π = {t 1 , . . . , t k , η 1 , . . . , η k , u 1 , . . . , u k } of the control u(·), and define the associated mapping Γ :
From Assumption (H 3 ), the unique extremal lift of x(·) is normal, hence it follows from Lemma 2.5 that K 1 (t f ) = IR n . Therefore, there exist a real number δ, an integer k and a variation π = {t 1 , . . . , t k , η 1 , . . . , η k , u 1 , . . . , u k } such that the associated mapping Γ satisfies
The conic implicit function theorem with parameters, Theorem 4.1 of the Appendix (Section 4), implies that there exist ε 0 > 0, such that for every ε ∈ [0, ε 0 ), there exist δ ε ∈ IR and a variation π ε = {t 
, Ω). The existence of an optimal control steering the regularized system from M 0 to M 1 is then a standard fact to derive, using the convexity assumptions (H 5 ) on the extended velocities, the compactness of M 0 and M 1 , and the additional compactness assumption (1.8) (see e.g. [10] for such existence results).
Let us now prove the convergence properties. Although the reasoning is also quite straightforward, we include however a proof since the result does not follow directly from standard results, due to the fact that the dynamics depends on the parameter ε. Let (ε k ) k∈IN be an arbitrary sequence of positive real numbers converging to 0 as k tends to +∞. Since t ε k f ∈ [0, t f + 10], the sequence (t ε k f ) k∈IN converges, up to a subsequence, to some T ∈ [0, t f +10]. Since M 0 and M 1 are compact, and
For every integer k and almost every t ∈ [0, t 
, Ω) such thatx(·) is solution of the control system (1.1), associated with the controlū(·). Note that, using Assumptions (H 1 ) and (H 5 ), g k (t) ∈ V ε k (t, x ε k (t)), for every integer k and almost every t ∈ [0, t
Ω} is a compact and convex subset of IR n . To prove the statement, let us first prove that g(t) ∈ V (t,x(t)) for almost every t ∈ [0, T ], where V (t,x(t)) = {f (t,x(t), u) | u ∈ Ω}. Note that V (t,x(t)) is a compact and convex subset of IR n . It follows from the definition of a C 1 regularization (Definition 1.1) and from the convexity assumptions that the sequence of compact convex subsets (V ε k (t, x ε k (t))) k∈IN converges (in the usual sense of Hausdorff) to V (t,x(t)) for almost every t. For every δ 0, set
where V δ (t, x(t)) is the compact convex set consisting of the points of IR n that are at a distance of V (t, x(t)) less than or equal to δ. It is not difficult to see that, for every δ 0, V δ is a closed convex subset of L 2 ([0, T ], IR n ) for the strong topology, and thus as well for the weak topology. Let δ > 0 arbitrary. Note that g k (·) ∈ V δ whenever k is large enough. Since the sequence (g k (·)) k∈IN converges up to a subsequence to g(·) for the weak star topology of L ∞ , it converges as well up to a subsequence to g(·) for the weak topology of L 2 . Using the closedness of V δ for this topology, we infer that g(·) ∈ V δ . Since δ > 0 is arbitrary, it follows that g(·) ∈ V 0 , that is, for almost every t ∈ [0, T ] there existsū(t) ∈ Ω such that g(t) = f (t,x(t),ū(t)). The fact that the functionū(·) can be chosen to be measurable on [0, T ] follows form a standard measurable selection lemma (see e.g. [22, Lemma 3A page 161]).
Repeating all previous arguments for the extended systems (replacing x with x and x ε withx ε ) permits to show as well that
, Ω) steering the regularized system (1.7) from M 0 to M 1 . It then follows in particular that C(T,ū) C(t f , u), and from the uniqueness assumption (H 2 ), we infer that
Similarly, using the convexity assumption (H 5 ), the previous argumentation can be developed to derive convergence properties for the sequence
. Hence, at this step, we have proved that, up to a subsequence, (t
∞ for the weak star topology, as k tends to +∞. Let us now investigate the convergence of the sequence (u ε k (·)) k∈IN in the specific case of a control-affine system and under Assumption (H 6 ) instead of (H 6 ). For a control-affine system, we infer from the above convergence properties that the sequence (u ε k (·)) k∈IN converges up to a subsequence to u(·) for the weak star topology of L ∞ , and thus as well for the weak topology of L 2 . Besides, from Assumption (H 6 ), u(t) is an extremal point of Ω, for almost every t ∈ [0, t f ]. It then follows from [38, Corollary 1] that u ε k (·) converges strongly (up to a subsequence) to u(·) in L 1 . To conclude, we have shown that (t f , x(·),ẋ(·)) (resp. (t f , x(·), u(·)) for the specific case of a control-affine system under Assumption (H 6 )) is the unique closure point (for the topologies used above) of the sequence (t
, where (ε k ) k∈IN is any sequence of positive real numbers converging to 0, and therefore the convergence holds as well for the whole family
Remark 2.8. If one does not assume the uniqueness of the optimal solution of (HOCP), then the previous proof implies that the following statement still holds: every closure point of the family (t ε f , x ε (·),ẋ ε (·), p ε (·)) 0<ε<ε0 (for the topologies considered above) can be written as (T,x(·),ẋ(·),p(·)), wherex(·) is solution of (1.1)
is another possible solution of (HOCP) defined on [0, T ], having as a normal extremal lift the 4-tuple (x(·),p(·), −1,ū(·)). Furthermore, for a controlaffine system under Assumption (H 6 ), the family (u ε (·)) 0<ε<ε0 has the closure point
, Ω) for the strong topology. In other words, every closure point of a family of solutions of (OCP) ε is a solution of (HOCP).
Remark 2.9. The solution of (OCP) ε is not necessarily unique. However all results that follow do not depend on the specific choice of a solution.
In the sequel, let (x ε (·), u ε (·)) be a solution of (OCP) ε defined on [0, t ε f ], for every ε ∈ (0, ε 0 ). Since x ε (·) converges uniformly to x(·), if we choose R > 0 large enough (see Remark 1.9) then the state constraint (1.8) is not active in (OCP) ε , as announced in Section 1.2. It then follows from the usual Pontryagin Maximum Principle applied to that x ε (·) is the projection of an extremal (x ε (·), p ε (·), p 0ε , u ε (·)) satisfying (1.10) and (1.11).
In order to derive convergence properties for the adjoint vector, we come back to the geometric interpretation of the proof of the PMP or HMP in terms of Pontryagin cones, as explained formerly. In what follows, we use the Pontryagin cones K(t), K 1 (t),K(t),K 1 (t) along the trajectory x(·) solution of (HOCP), introduced in the previous subsection. Similarly, for every ε > 0, we denote by K ε (t), K ε 1 (t),K ε (t), K ε 1 (t) the Pontryagin cones along the trajectory x ε (·). The following result states nice convergence properties for the Pontryagin cones.
Proposition 2.10. For everyṽ ∈K(t f ), for every ε > 0, there existsṽ ε ∈ K ε (t ε f ) such thatṽ ε converges toṽ as ε tends to 0.
Proof. By construction ofK(t f ), it suffices to prove the lemma for a single needlelike variation. Assume thatṽ =ṽ π (t f ), where the variation vectorṽ π (·) is the solution on [t 1 , t f ] of the Cauchy probleṁ
as long as x(t) ∈ X α (t), where t 1 is a Lebesgue point of [0, t f ), u 1 ∈ Ω, and the needle-like variation π = {t 1 , η, u 1 } of the control u(·) is defined by
When x(·) crosses (transversally) the boundary of X α (·), the variation vectorṽ π (·) satisfies the jump condition (2.6).
In order to define a needle-like variation of the regularized control u ε (·), we first need the following technical lemma. Lemma 2.11. For almost every t ∈ (0, t f ), there exists a family (t ε ) ε>0 of points
, u(t)) as ε → 0, and such that t ε is a Lebesgue point of the function t →f ε (t,x ε (t), u ε (t)). Proof. [Proof of Lemma 2.11] Set h ε (t) =f ε (t,x ε (t), u ε (t)) and h(t) =f (t,x(t), u(t), and denote h ε (t) = (h ε 1 (t), . . . , h ε k+1 (t)) and h(t) = (h 1 (t) , . . . , h k+1 (t)) their coordinates in IR n+1 . Let us prove that, for almost every t ∈ (0, t f ), for every β > 0 and every α > 0 (small enough so that t + α < t f ), there exists γ > 0 such that, for every ε ∈ (0, γ), there exists t ε ∈ [t, t + α] such that h ε (t ε ) − h(t) β (here, · denotes a norm in IR n+1 ). The proof goes by contradiction. Assume that there exists a measurable subset A of (0, t f ) of positive measure such that, for every t ∈ A, there exist β > 0 and α > 0 such that, for every integer k, there exist ε k ∈ (0, 1/k) and i ∈ {1, . . . , n + 1} such that, for every s ∈ [t, t + α], there holds
(2.14)
We distinguish between two cases, depending on whether Assumption (H 6 ) or Assumption (H 6 ) holds. We first assume that Assumption (H 6 ) holds, that is, u ε (·) is continuous for every ε > 0. This implies that h ε (·) is continuous as well, for every ε > 0. It follows from the proof of the previous proposition that the family (h ε (·)) 0<ε<ε0 converges to h(·) in L ∞ for the weak star topology, and hence its restriction to interval converges as well to the corresponding restriction of h(·). Since h ε k i (·) is continuous, we infer from (2.14) that either h
. This inequality contradicts the weak convergence of the restriction to [t, t + α] of h ε k i (·) towards the restriction to [t, t + α] of h i (·). In the second case, under Assumption (H 6 ) instead of (H 6 ) (and for a controlaffine system), we have proved previously that the family (u ε (·)) 0<ε<ε0 converges to u(·) for the strong topology of L 1 . Therefore, up to a subsequence the sequence (u ε k (·)) k∈IN converges almost everywhere to u(·). We infer that the sequence (h ε k i (·)) k∈IN converges almost everywhere, up to a subsequence, to h i (·) This raises a contradiction with (2.14).
From Lemma 2.11, for every ε > 0 small enough, there exists t 
(2.15)
) converges tof (t 1 ,x(t 1 ), u(t 1 )), it follows thatṽ π ε (t 6 Note that t ε 1 is a Lebesgue point of the function t →f ε (t, x ε (t), u ε (t)). 17
of L ∞ , as ε tends to 0. Therefore,ṽ ε π ε (·) converges uniformly toṽ π (·) as long as x(t) ∈ X α (t) (see e.g. [37] for this kind of standard argument).
Note that Lemma 2.11 was used here to initialize the needle-like variation u ε π ε (·) of the regularized control u ε (·). The difficulty was that u ε π ε (·) cannot be initialized at the time t 1 in general, since we do not know whether the simple convergence of f ε (t 1 ,x ε (t 1 ), u ε (t 1 )) tof (t 1 ,x(t 1 ), u(t 1 )) holds or not, as ε tends to 0. This was the first main difficulty of the proof of Proposition 2.10 (already present in [33] but however easier to overcome in that reference).
The second main difficulty occurs when x(·) crosses ∂X α (·), since the variation vectorṽ π (·) has a jump (2.6) at the crossing time t c . Our aim is to prove that, at the limit, we recover this jump forṽ π ε (·). Let us first prove the following technical lemma.
Lemma 2.12. The function q(·) defined by
is continuous in a neighborhood of the crossing time t c . For every ε ∈ (0, ε 0 ), define
we assume that ψ ε k is a unit vector for every integer k. Then, up to a subsequence, the sequence (ψ ε k ) k∈IN converges to some unit vector ψ ∈ IR n . In order to pass to the limit, we need the following easy lemma. Proof. For every ε > 0, let u ε ∈ C such that M (ε) = g(ε, u ε ), and let u ∈ C such that M = g(0, u). Note that u ε does not necessarily converge to u, however we will prove that M (ε) tends to M , as ε tends to 0. Let u 0 ∈ C be a closure point of the family (u ε ) ε>0 . Then, by definition of M , one has g(0, u 0 ) M. On the other hand, since g is continuous, g(ε, u) tends to g(0, u) = M as ε tends to 0. By definition, g(ε, u) M (ε) = g(ε, u ε ) for every ε > 0. Therefore, passing to the limit, one gets M g(0, u 0 ). It follows that M = g(0, u 0 ). We have thus proved that the (bounded) family (M (ε)) ε>0 of real numbers has a unique closure point, which is M . The conclusion follows.
Using Proposition 2.6, Lemma 2.15, and Proposition 2.10, passing to the limit we infer that ψ, v 0 for every v ∈ K(t f ) and that M = max w∈Ω ψ, f (t f , x(t f ), w) = 0. It then follows from Remark 2.4 that the trajectory x(·) has an abnormal extremal lift. This contradicts Assumption (H 3 ).
is constant and this yields Equation (2.19) at the time t. Passing to the limit, we get
(2.21)
In order to prove thatp(t) = p(t), we first need to derive the following lemma, which is an extension to the hybrid context of the well known result that we used formerly. Lemma 2.18. Denotingp(t) = (p(t), −1), the function t → p(t),ṽ π (t) is constant on [0, t f ], for every variation vectorṽ π (·).
Proof. [Proof of Lemma 2.18] It is easy to see that the derivative of the function t → p(t),ṽ π (t) is equal to 0 everywhere, using the differential equations satisfied bỹ p(·) andṽ π (·). Besides, this function is clearly continuous outside the crossing times. Hence, to prove the statement it suffices to see that the function remains continuous at crossing times. But this follows straightforwardly from a simple computation using the jump conditions (1.5) and (2.6).
It follows from this lemma that
, and hence, we infer from 2.21 that p(t), v π (t) = p(t), v π (t) . Since this equality holds for every variation vector, and since K 1 (t) = IR n (this follows from Assumption (H 3 ) and Lemma 2.5), it follows thatp(t) = p(t). This ends the proof of the theorems.
Remark 2.19. In the proof above, it is possible to replace Assumptions (H 2 ) and (H 3 ) with the weaker assumption that every extremal lift of every solution of (HOCP) is normal. In that case, using the same arguments, we prove that every closure point of the family (t 3. Application to the minimal time low-thrust coplanar orbit transfer with eclipse constraint.
3.1. Problem statement. We focus on the coplanar orbit transfer of a satellite around the Earth. The satellite is modeled as a mass point and is assumed to evolve in a central gravitational field. We neglect the gravitational perturbations such as the Earth oblateness. The satellite follows the two-dimensional controlled Kepler equation
where q(t) ∈ IR 2 denotes the cartesian coordinates of the satellite in an inertial geocentric reference frame, r(t) = q(t) is the distance to the Earth's center, T (t) ∈ B(0, T max ) ⊂ IR 2 is the thrust, T max is the maximal allowed thrust and m(t) is the mass, µ stands for the Earth gravitational constant and β is a coefficient depending on the thruster characteristics.
The objective is to realize a minimal time orbit transfer, for instance from a low or/and highly eccentric initial orbit to a geostationary final one. The controllability aspects of that problem were studied in [4, 5, 8, 18] .
We are interested in low-thrust engines, that is with maximum thrust T max small when compared with the mass of the satellite. Thus, the orbit transfer will require a lot of revolutions and the cartesian coordinates are not well suited. Indeed, the evolution of those coordinates is large when compared to the small evolution of the 22 orbit shape. We use the set x = (P, e x , e y , L) of Gauss coordinates defined by e x = e cos(ω), e y = sin(ω), L = ω + ν, where P is the semi-latus rectum of the osculating ellipsis, e the eccentricity, ν the true anomaly and ω the argument of perigee. The osculating ellipsis is the ellipsis the satellite would follow if it were subject to no other forces than the central gravitational field. In those coordinates, the cartesian position q and velocityq are given by
where W = 1+e x cos L+e y sin L. In addition to this change of coordinates, we express the thrust T in the moving reference frame (q/ q , s), where s is the unit projection ofq on the orthogonal of q. We also rewrite the control as T (·) = T max u(·), where u(·) takes its values in the closed unit ballB(0, 1) of IR 2 . The equations of motion can then be rewritten aṡ
where the vector fields f 0 , f 1 and f 2 are defined by
We denote by y = (x, m) the full state, and its dynamic will be written asẏ(t) = f (y(t), u(t)).
With no additional constraints, this optimal control problem has already been widely studied (see for instance [4, 5, 8] ). We propose here to add a constraint and use the constrained problem to illustrate the convergence properties of our regularization approach.
The low-thrust orbit transfer is achieved thanks to electro-ionic thrusters that in practice cannot operate without any source of power. If this source of power is simply the sun, then the satellite is not actuated while standing in the shadow cone of the Earth. Considering the distance Sun-Earth and Earth-satellite, we can assume the shadow cone of the Earth to be a half cylinder (see Figure 3 This problem has already been studied in [15] with a regularization approach but without the present theoretical background regarding convergence and hybrid necessary conditions.
Denote by Ω c (t) the inclination of the shadow cone in the geocentric inertial reference frame. The frontier between light and shadow is given by the zeros of the function F r E defined by expected, the minimal time t ε f of (OCP) ε converges to t f as ε tends to 0. We report on Table 3 .2 several numerical results illustrating the convergence of the state, adjoint vector, and control. It is important to notice on this table that it is not the magnitude of the differences but rather their decrease that illustrates the convergence. Graphic 
0.8857 0.9435 0.8762 0.4272 Table 3 .2 Component-wise · ∞-difference between x ε (·) and x(·) (restricted to [0, t ε f ]), difference between initial adjoint vectors, and averaged L 1 -difference of controls for Tmax = 0.1 N .
evidence of the convergence properties of p ε (·) and u ε (·) is illustrated on Figure 3 .3 for T max = 60 N . The reason for choosing such a large value of T max is that the orbit transfer exhibits only one passage in the Earth's shadow cone, and the result is therefore more visible on the figure. Furthermore, we use the large value ε = 0.9 so as to observe clearly the continuity of p ε (·). On this figure, we observe that p ε (·) already mimics the behavior of p(·). Moreover, the adjoint vector of the hybrid problem has the expected jump. 
Appendix: conic implicit function theorem with parameters.
Recall that a mapping f : C → F , where F is a Banach space and C is a subset of a normed vector space E, is said strictly differentiable at some point x 0 ∈ C whenever there exists a linear continuous mapping from E into F , denoted df (x 0 ) or ∂f ∂x (x 0 ) (and called differential of f at x 0 ), such that f (y) − f (x) = df (x 0 ).(y − x) + y − x ε(x, y), for all x, y ∈ C, where ε(x, y) tends to 0 as x − x 0 + y − x 0 tends to 0.
Note that, if f is C 1 then it is strictly differentiable at every point, for every subset C.
The notion of strict differentiability permits to derive a conic version of the implicit function theorem, useful in this paper. Hereafter we add moreover a dependence to some parameter.
Theorem 4.1. Consider a mapping
satisfying the following assumptions:
• F (0, 0) = 0;
• F is continuous;
• for every ε 0, F is strictly differentiable with respect to x at 0, and Clearly, W is of dimension n, and, since (v i − v) = e i for every i ∈ {1, . . . , n}, the point (iii) follows.
Applying this lemma to = ∂F ∂x (0, 0) yields the existence of a nontrivial vector v ∈ (0, +∞) m such that (v) = 0, and the existence of a n-dimensional subspace W of IR m such that |W : W → IR n is an isomorphism. There holds Φ(0, 0, 0) = 0, and, for every ε 0 and all y, u 1 , u 2 ∈ IR n , one has Φ(ε, y, u 1 ) − Φ(ε, y, u 2 ) = u 1 − u 2 + F (ε, |W is close to the identity whenever ε is small enough. Therefore, there exist k ∈ (0, 1) and ε 0 > 0 such that, for every ε ∈ [0, ε 0 ], for every y ∈ IR n , the mapping u → Φ(ε, y, u) is a k-Lipschitzian on IR n (since k < 1 it is a contraction). Lemma 4.3. If δ, ε and y are small enough, then the mapping u → Φ(ε, y, u) maps U δ into itself.
Proof. First of all, we claim that Now, choose δ small enough so that η. Then, for every u ∈ U δ , one has u δ η, and thus the inequality (4.2) holds for every u ∈ U δ . Choose y small enough so that y δ 3
−1 |W
. Then, for every u ∈ U δ , using (4. . Using (4.1), it follows that Φ(ε, y, u) ∈ U δ . The lemma is proved. Using Lemma 4.3, the theorem then follows from the application of the usual Banach fixed point theorem to the contraction mapping u → Φ(ε, y, u) with parameters (ε, y).
Remark 4.4. We stress on that the notion of strict differentiability is crucial here to derive such a conic version of the implicit function theorem with parameters. It permits to derive a proof using the standard Banach fixed point theorem, which is well adapted to the case of parameters, contrarily to (e.g.) the Brouwer fixed point theorem that would not permit to derive a continuous section as in the statement of Theorem 4.1. In our article, getting such a continuous section is important in our proofs; topological arguments would not suffice.
