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Abstract
Suppose you can color n biased coins with n colors, all coins having the
same bias. It is forbidden to color both sides of a coin with the same color,
but all other colors are allowed. Let X be the number of different colors
after a toss of the coins. We present a method to obtain an upper bound
on a median of X . Our method is based on the analysis of the probability
distribution of the number of vertices with even in-degree in graphs whose
edges are given random orientations. Our analysis applies to the distribu-
tion of the number of vertices with odd degree in random sub-graphs of
fixed graphs. It turns out that there are parity restrictions on the random
variables that are under consideration. Hence, in order to present our re-
sult, we introduce a class of Bernoulli random variables whose total num-
ber of successes is of fixed parity and are closely related to Poisson trials
conditional on the event that their outcomes have fixed parity.
1 Introduction
The main motivation behind this work is the following problem that arose
in the analysis of a network coloring game (see [12]). Suppose you can color
n biased coins with n colors, all coins having the same bias. It is forbidden
to color both sides of a coin with the same color, but all other colors are al-
lowed. Let X be the number of different colors after a toss of the coins. In
what way should you color the coins in order to maximize the median of
X? What about upper bounds on the median of X? In this paper we focus
on the second question. In previous work (see [12]) we presented a method
to obtain upper bounds on the median of X in the case of fair coins. In this
work we extend this method to the case of biased coins. Our analysis is
heavily based on the following model.
Suppose that G = (V,E) is a connected graph on n vertices and m > n − 1
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edges. For every edge e ∈ E call arbitrarily one of its endpoints head and the
other endpoint tail, and consider the model in which each edge is getting
a random orientation, independently and is either oriented towards its tail
with probability p or oriented towards its head with probability 1 − p. The
case in which all edges are oriented equiprobably towards one of the two
possible directions has been well studied (see for example [2],[5],[10]). Let
EG be the number of vertices of even in-degree after assigning a random
orientation on the edges of G. In [12] we computed the distribution of EG
in the case where p equals 12 . In this paperwe study the distribution ofEG in
the general case where p ∈ (0, 1). We present a method to estimate the prob-
ability distribution of EG from below, in the sense of stochastic orderings.
It turns out that EG has the same parity asm− n, i.e., EG = m − n mod 2,
a fact that imposes parity restrictions on the number of vertices with even
in-degree.
Our method applies to the distribution of the number of vertices with odd
degree, On,p(G), in random sub-graphs of a fixed graph, G, on n vertices
in which we either erase an edge with probability 1 − p or keep it with
probability p, independently for all edges. Again, the degree-sum formula
imposes parity restrictions onOn,p(G). In particularOn,p(G) has to be even.
Thus, in order to present our results, we begin by defining a class of Bernoulli
random variables whose total number of successes is of fixed parity and
does not seem to have been studied before. This class contains Bernoulli
random variables that are closely related to Poisson trials conditional on the
event that their outcome is of fixed parity. We study this class in Section 2.
In Section 3 we prove that EG is stochastically larger than a certain random
variable from this class and thenwe use this result to obtain an upper bound
on the median of the number of different colors after a toss of colored coins.
In Section 4 we apply our method to obtain a result on the distribution of
the number of vertices with odd degree in random graphs. In Section 5 we
employ our results to obtain probabilistic proofs of known results from the
literature. Finally, in Section 6, we consider some open questions.
2 Bernoulli Trials of Fixed Parity
In this section we define and state basic properties of a class of discrete
probability distributions that arise in the analysis of the random variables
that are under consideration. We study Bernoulli random variables condi-
tioned on the total number of successes having fixed parity. There has been
quite some work on Bernoulli random variables conditioned on the total
number of successes being at least a certain given value (see [4] and refer-
ences therein). We begin by fixing some definitions and notation.
Denote by B(n, p) a binomially distributed random variable of param-
eters n and p. That is, B(n, p) is the number of successes in n independent
and identical Bernoulli trials, Ber(p). A random variable that generalizes
the binomial is defined in the following way. Fix a set of n parameters,
I = {p1, . . . , pn}, from (0, 1) we denote by H(I) the random variable that
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counts the number of successes in n independent, non-identical Bernoulli
trials, Ber(pi), i = 1 . . . , n. In other words, H(I) counts the number of 1’s
after a toss of n independent 0/1-coins, ci, i = 1, . . . , n, having the property
that coin ci shows 1, or is a success, with probability pi. The distribution of
H(I) is well studied and is referred to as Poisson binomial distribution, or as
Poisson trials (see [8],[15]). Our first result, concerning the parity of such a
random variable, will be used repeatedly.
Lemma 2.1. Let I = {p1, . . . , pn} and hn := H(I) mod 2. Then hn is a biased
0/1 coin that shows 1with probability 12 (1−
∏n
i=1(1−2pi)). That is, the probability
that aH(I) random variable is even equals
1
2
(1 +
n∏
i=1
(1− 2pi))
and the probability that it is odd equals
1
2
(1 −
n∏
i=1
(1 − 2pi)).
Proof. The proof is by induction on n. When n = 1 the conclusion is true.
Suppose that it is true when |I| = n−1 and consider aH(I) randomvariable
with |I| = n. Then
P[H(I) even] = pn · P[H(I r {pn}) odd]
+ (1 − pn) · P[H(I r {pn}) even]
= pn ·
1
2
(1−
n−1∏
i=1
(1− 2pi))
+ (1 − pn) ·
1
2
(1 +
n−1∏
i=1
(1− 2pi))
=
1
2
(1 +
n∏
i=1
(1− 2pi))
Since P[H(I) odd] = 1− P[H(I) even] the lemma follows.
Given a set of parameters I = {p1, . . . , pn}, set α(I) := P[H(I) even] and
β(I) = 1− α(I).
Now fix a set of parameters I = {p1, . . . , pn} and define a random vari-
able whose outcomes have fixed parity, in the following way. First consider
the case of even outcomes. Place the 0/1 coins c1, . . . , cn on a line. Roll a
biased die with n faces that shows i ∈ {1, . . . , n}with probability πi. That is,
let π = (π1, . . . , πn) be such that
∑
πi = 1 and choose i with probability πi.
If the result of the die is i ∈ {1, . . . , n}, then toss all coins except ci. If the out-
come after the toss has an even number of 1’s, then fix the parity by letting
ci to be 0. If the outcome has an odd number of 1’s, then fix the parity by
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letting ci to be 1. The number of 1’s that we see after this (slightly depen-
dent) toss is random. Denote it by E(I, π) and call this dependent toss an
even-sum toss of n coins. Similarly we define the odd-sum toss of n coins and
denote by O(I, π) the number of 1’s that we see after an odd-sum toss of n
coins. Formally, for an even k, the probability distribution E(I, π) is defined
by
P[E(I, π) = k] =
n∑
i=1
πi · {P[H(I r {pi}) = k] + P[H(I r {pi}) = k − 1]}
and similarly for an odd ℓ, the distribution of O(I, π) is defined by
P[O(I, π) = ℓ] =
n∑
i=1
πi · {P[H(I r {pi}) = ℓ] + P[H(I r {pi}) = ℓ− 1]}
Note that in case all parameters pi ∈ I, i = 1, . . . , n, are equal to p, then
the probability distribution of an even-sum toss equals
P[E(I, π) = k] = P[B(n− 1, p) = k] + P[B(n− 1, p) = k − 1],
and so does not dependent on the vector π = (π1, . . . , πn). Similarly for the
odd-sum toss. In case all parameters pi are equal to p we will denote the
random variables that count the number of successes in an even-sum (resp.
odd-sum) toss of n coins by A(n, p) (resp. P (n, p)).
Notice also that in case pi =
1
2 , for all i ∈ {1, . . . , n}, the above formulas
reduce to
P[A(n, 1/2) = k] = P [B(n− 1, 1/2) = k] + P [B(n− 1, 1/2) = k − 1]
=
(
n− 1
k
)
1
2n−1
+
(
n− 1
k − 1
)
1
2n−1
=
(
n
k
)
1
2n−1
and similarly for P (n, 1/2).
The random variables just defined are related to the random variable
H(I), conditional on the event that its outcomes have fixed parity. More
precisely, denote by H(I, 0) (resp.H(I, 1)) the random variable that has the
same distribution asH(I) conditional on the event that it’s total number of
successes is even (resp. odd). That is, for even k
P[H(I, 0) = k] =
1
α(I)
P[H(I) = k]
and, for an odd ℓ,
P[H(I, 1) = ℓ] =
1
β(I)
P[H(I) = ℓ].
Hence we can obtain an outcome of a, say, H(I, 0) random variable by
tossing the coins again and again until we see an even outcome. In case I
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consists of n parameters all equal to p, we will write B(n, p, 0) for H(I, 0)
and B(n, p, 1) forH(I, 1). Thus B(n, p, 0) is the random variable whose dis-
tribution function is binomial, conditional on the event that the outcomes
are even. Similarly for B(n, p, 1).
The following results shows the relation between conditional Poison tri-
als and the Bernoulli random variables that are under consideration.
Lemma 2.2. If I = {p1, . . . , pn} and π = (π1, . . . , πn) is a probability vector then
the distribution of E(I, π) is the same as the distribution of the random variable that
takes even outcomes according to the following procedure. Roll a biased die with n
faces. If the result of the die is i ∈ {1, . . . , n} with probability πi, then toss a 0/1
coin having probability of showing 1 equal to 1 − α(I r {pi}) = β(I r {pi}). If
the outcome of this coin is 0, then draw from aH(Ir {pi}, 0) random variable and
add 0. If the outcome is 1, then draw from a H(I r {pi}, 1) random variable and
add 1.
Proof. For an even k, write
P[E(I, π) = k] =
n∑
i=1
πi ·
{
α(I r {pi}) ·
P[H(I r {pi}) = k]
α(I r {pi})
}
+
n∑
i=1
πi ·
{
β(I r {pi}) ·
P[H(I r {pi}) = k − 1]
β(I r {pi})
}
,
which can be rewritten as
P[E(I, π) = k] =
n∑
i=1
πi · α(I r {pi}) · P[H(I r {pi}, 0) = k]
+
n∑
i=1
πi · β(I r {pi}) · P[H(I r {pi}, 1) = k − 1]
and finishes the proof of the lemma.
For random variables Y,W that take values on the same sets, we will
write Y ∼ W whenever Y andW have the same distribution. Note that, in
case all parameters pi are equal to p, the previous lemma says that A(n, p)
has the same distribution as the random variable that takes even outcomes
according to the following procedure. Toss a 0/1 coin whose probability of
showing 1 equals β({p}n−1). If the outcome is a 1, then toss n independent
0/1 coins that show up 1 with probability 1 until you see an odd outcome,
and add a 1. If the outcome is 0, then toss n independent 0/1 coins that
show 1 with probability p until you see an even outcome, and add a 0 to
this outcome. We can formally express this as
A(n, p) ∼ B(1, β({p}n−1)) +B(n− 1, p, B(1, β({p}n−1))).
Similarly one can prove the following result for O(I, π).
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Lemma 2.3. If I = {p1, . . . , pn} and π = (π1, . . . , πn) is a probability vector,
then the distribution of O(I, π) is the same as the distribution of the random vari-
able that takes odd outcomes according to the following procedure. Roll a biased die
with n faces. If the result of the die is i ∈ {1, . . . , n} with probability πi, then toss a
0/1 coin having probability of showing 1 equal to α(I r {pi}) = 1− β(I r {pi}).
If the outcome of the coin is a 0, then draw from aH(I r {pi}, 1) random variable
while and add a 0. If the outcome is a 1 then draw from a H(I r {pi}, 0) random
variable and add a 1.
Again, in case all parameters pi are equal to p, the previous lemma can
be formally expressed as
P (n, p) ∼ B(1, α({p}n−1)) +B(n− 1, p, 1−B(1, α({p}n−1))).
Lemma 2.2 and 2.3 imply that the distributions of E(I, π),O(I, π) can be
analyzed via the distributions H(I r {pi}, 0) and H(I r {pi}, 1). The next
result can be used in case one is interested in adding independent copies of
E(·, ·) and O(·, ·).
Lemma 2.4. Let I = {p1, . . . , pn} and consider a partition of I into disjoint, non-
empty sets I1, I2. Then the distribution of H(I, 0) is a mixture of the independent
sums H(I1, 0) +H(I2, 0) and H(I1, 1) +H(I2, 1). More precisely, for an even k,
we have
P[H(I, 0) = k] =
α(I1) · α(I2)
α(I)
P[H(I1, 0) +H(I2, 0) = k]
+
β(I1) · β(I2)
α(I)
P[H(I1, 1) +H(I2, 1) = k].
Proof. Write P[H(I, 0) = k] = P[H(I)=k]α(I) and note that if we regard H(I) as
an independent sum of H(I1) andH(I2), then P[H(I) = k] equals
∑
i:i even
P[H(I1) = i] · P[H(I2) = k − i] +
∑
i:i odd
P[H(I1) = i] · P[H(I2) = k − i].
Multiply and divide the sum that runs over even indices by α(I1) · α(I2)
and the sum that runs over odd indices by β(I1) ·β(I2) to get the result.
Similarly, one can prove the following.
Lemma 2.5. Let I = {p1, . . . , pn} and consider a partition of I into disjoint, non-
empty sets I1, I2. Then the distribution of H(I, 1) is a mixture of the independent
sums H(I1, 1) + H(I2, 0) and H(I1, 0) +H(I2, 1). More precisely, for an odd k,
we have
P[H(I, 1) = k] =
α(I1) · β(I2)
β(I)
P[H(I1, 0) +H(I2, 1) = k]
+
β(I1) · α(I2)
β(I)
P[H(I1, 1) +H(I2, 0) = k].
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The last two lemmata can be iterated. By doing so one gets that every
H(I, 0) or H(I, 1) random variable is a mixture of independent sums con-
sisting only of summands of the formH({a, b}, 0),H({c, d}, 1),H({e, f, g}, 0)
and H({k, l,m}, 1), where a, b, c, d, e, f, g, k, l,m ∈ (0, 1). That is, one may
apply the last two lemmata by partitioning I into I1 ∪ D1, where D1 is a
doubleton. Then apply the lemma again by partitioning I1 into I2 ∪D2, for
some doubleton D2 and so on.
The reason to partition I this way is the next result that says that all terms
of the previous mixture are rescaled biased coins. Its proof is immediate.
Lemma 2.6. Let I = {p1, p2} and J = {q1, q2, q3}. ThenH(I, 0) ∼ 2·B(1,
p1·p2
α(I) ),
H(I, 1) ∼ B(1, 1), H(J, 0) ∼ 2 · B(1, 1 − (1−q1)·(1−q2)·(1−q3)α(J) ) and H(J, 1) ∼
1 + 2 · B(1, q1·q2·q3β(J) )
The next result is an inequality on conditional binomial random vari-
ables. Set αn = P[B(n, p) even] and βn = 1− αn.
Lemma 2.7. Fix a positive integer n and a real number p ∈ (0, 1). Then
P[B(n, p, 1) > 2k − 1] > P[B(n, p, 0) > 2k]
and
P[B(n, p, 0) > 2k] > P[B(n, p, 1) > 2k + 1].
Proof. We induct on n. For n = 2 it is easy to check that both inequalities
hold true, so suppose that both inequalities hold true for all positive inte-
gers that are 6 n− 1. Let q = 1 − p. The fact that 1 − 2q = −1 + 2p and the
symmetry of the binomial distribution imply that it is enough to check the
inequalities for p ∈ (0, 1/2]. In order to simplify notation, setXn = B(n, p, 0)
and Yn = B(n, p, 1). From Lemma 2.4 and Lemma 2.5 we know that
P[Yn > 2i− 1] =
pαn−1
βn
P[Xn−1 > 2i− 2] +
(1− p)βn−1
βn
P[Yn−1 > 2i− 1],
P[Xn > 2i] =
(1 − p)αn−1
αn
P[Xn−1 > 2i] +
pβn−1
αn
P[Yn−1 > 2i− 1].
and that
P[Yn > 2i+ 1] =
pαn−1
βn
P[Xn−1 > 2i] +
(1− p)βn−1
βn
P[Yn−1 > 2i+ 1].
Since p 6 1/2 it is easy to check that
p
βn
6
1− p
αn
and
p
αn
6
1− p
βn
.
Hence
P[Yn > 2i− 1] > P[Xn > 2i]
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if and only if
P[Yn−1 > 2i− 1] · βn−1 ·
(
1− p
βn
−
p
αn
)
>
P[Xn−1 > 2i] · αn−1 ·
(
1− p
αn
−
p
βn
)
−
pαn−1
βn
· PXn−1 = 2i− 2]
As 0 6 p 6 1/2, elementary calculations and the fact that αn = p + (1 −
2p)αn−1 imply
βn−1 ·
(
1− p
βn
−
p
αn
)
= αn−1 ·
(
1− p
αn
−
p
βn
)
and the result follows from the inductional hypothesis. Similarly,
P[Xn > 2i] > P[Yn > 2i+ 1]
if and only if
P[Xn−1 > 2i] · αn−1 ·
(
1− p
αn
−
p
βn
)
>
P[Yn−1 > 2i+ 1] · βn−1 ·
(
1− p
βn
−
p
αn
)
−
pβn−1
αn
· P[Yn−1 = 2i− 1].
As 0 6 p 6 1/2, elementary calculations and the fact that αn = p + (1 −
2p)αn−1 imply
αn−1 ·
(
1− p
αn
−
p
βn
)
= βn−1 ·
(
1− p
βn
−
p
αn
)
and, once again, the inductional hypothesis finishes the proof.
As a corollary we obtain the following result that will be used in our
analysis of colored coin tosses. Recall (see [13]) that a random variableX is
said to be stochastically larger than another random variable Y , denoted by
X >st Y , if P[X > t] > P[Y > t], for all t.
Corollary 2.8. Let p1 > p2 > p be three real number from (0, 1) and fix a positive
integer n. Then
B(1, p1) +B(n, p,B(1, p1)) >st B(1, p2) +B(n, p,B(1, p2))
and
B(1, p1) +B(n, p, 1−B(1, p1)) >st B(1, p2) +B(n, p, 1−B(1, p2)).
Proof. We only prove the first inequality, the other can be proved similarly.
SetX1 = B(1, p1)+B(m, p,B(1, p1)) andX2 = B(1, p2)+B(m, p,B(1, p2)).
We want to prove that, for every even integer, say 2k, in {0, 1, . . . , n}, we
have P[X1 > 2k] > P[X2 > 2k]. This inequality is equivalent to
p1 · P[B(n, p, 1) > 2k − 1] + (1− p1) · P[B(n, p, 0) > 2k] >
p2 · P[B(n, p, 1) > 2k − 1] + (1− p2) · P[B(n, p, 0) > 2k]
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and the later holds true if and only if
P[B(n, p, 1) > 2k − 1] > P[B(n, p, 0) > 2k].
Lemma 2.7 finishes the proof.
The following result gives a lower on a median of the random variables
A(n, p) and P (n, p). Recall that a median of a random variable, Y , is any
number µ satisfying P[Y > µ] > 1/2 and P[Y 6 µ] > 1/2. Notice that this µ
might not be unique. By abuse of notation, we will denote any median of Y
by Med(Y ).
Lemma 2.9. Fix a p ∈ (0, 1) and a positive integer n. Then a median of a A(n, p)
random variable is> (n−1)p−1. Similarly, a median of a P (n, p) random variable
is > (n− 1)p− 1.
Proof. Weprove the result forA(n, p). A similar argumentworks for P (n, p).
For any even k, we have
P[A(n, p) > k] = P[B(n− 1, p) > k − 1].
Now it is well known (see [9]) that amedian of aB(n−1, p) randomvariable
is > ⌊(n − 1)p⌋. If ⌊(n − 1)p⌋ is odd, then a median of A(n, p) is > ⌊(n −
1)p⌋ + 1 > (n − 1)p. If ⌊(n − 1)p⌋ is even, then a := ⌊(n − 1)p⌋ − 1 is odd
and is such that P[B(n − 1, p) > a] > 1/2. Thus a median of A(n, p) is
> ⌊(n− 1)p⌋ > (n− 1)p− 1.
We will also need the following result on Bernoulli trials.
Lemma 2.10. Let p ∈ (0, 1) and suppose that Xi, i = 1, . . . , s are {0, 1}-valued
random variables such that P[X1 = 1] > p and
P[Xi = 1|X1, . . . , Xi−1] > p, for all i = 2, . . . , s. (1)
Then Σs := X1+ · · ·+Xs is stochastically larger than a B(s, p) random variable.
Furthermore, it is possible to define random vectors U = (U1, . . . , Us) and V =
(V1, . . . , Vs) on a common probability space so that the law of (U1, . . . , Us) is the
same as the law of (X1, . . . , Xs), each coordinate of V is an independent Ber(p)
random variable and
Vi 6 Ui, for all i = 1, . . . , s, with probability 1.
Proof. We want to prove that
P[Σs > t] > P[B(s, p) > t], for all t ∈ {0, 1, . . . , s}.
Note that every outcome of the random variables Xi, i = 1, . . . , s is an s-
tuple (x1, . . . , xs) ∈ {0, 1}s. We associate a binary vector b = (b1, . . . , bs) to
every outcome of Xi, i = 1, . . . , s in such a way that the number of 1’s in b
has the same distribution as a B(s, p) random variable.
To do so, begin by drawing from X1. Let q1 = P[X1 = 1]. If X1 = 0, then
set b1 = 0. If X1 = 1, then let b1 be the outcome of a 0/1 coin that shows
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up 1 with probability pq1 . Note that b1 = 1 with probability p. Now, for i =
2, . . . , s do the following: Suppose that we have sampled from X1, ..., Xi−1
and thus have formed an (i− 1)-tuple (x1, ..., xi−1). Let qi = P[Xi = 1|X1 =
x1, ..., Xi−1 = xi−1] > p and now sample fromXi. IfXi = 0, then set bi = 0.
If Xi = 1, then let bi be the outcome of a 0/1 coin that shows up 1 with
probability pqi . Notice again that bi = 1 with probability p and this does
not depend on the previous values b1, ..., bi−1, by (2). Thus the number of
1’s in the vector b = (b1, . . . , bs) is binomially distributed. If the vector b has
more than t 1’s, then also the vector (X1, ..., Xn) hasmore than t 1’s and first
statement of the lemma follows. As xi > bi, for all i = 1, . . . , s, the second
statement is immediate.
The next result can be proved in a similar way.
Lemma 2.11. Let p ∈ (0, 1) and suppose that Xi, i = 1, . . . , s are {0, 1}-valued
random variables such that P[X1 = 1] 6 p and
P[Xi = 1|X1, . . . , Xi−1] 6 p, for all i = 2, . . . , s. (2)
ThenΣs := X1+· · ·+Xs is stochastically smaller than aB(s, p) random variable.
Furthermore, it is possible to define random vectors U = (U1, . . . , Us) and V =
(V1, . . . , Vs) on a common probability space so that the law of (U1, . . . , Us) is the
same as the law of (X1, . . . , Xs), each coordinate of V is an independent Ber(p)
random variable and
Vi > Ui, for all i = 1, . . . , s, with probability 1.
We end with an important result, obtained by Hoeffding (see [8]), that
will be used in the next section.
Theorem 2.12. If I = {p1, . . . , pn} is a set of parameters in (0, 1), then
P[b 6 H(I) 6 c] > P[b 6 B(n, p¯) 6 c], when 0 6 b 6 np¯ 6 c 6 n,
where p¯ = 1n
∑n
i=1 pi.
3 Randomly oriented graphs
Suppose that you have n colors and n biased coins, all coins having the same
bias. Suppose that you color the coins in such a way that no coin has the
same color on both sides. In this section we present a method to obtain up-
per bounds on the median of the number of different colors after a toss.
Note that for every such coloring of the coins one can associate a graph
whose vertices correspond to the colors and whose edges correspond to the
coins. More explicitly, for each color put a vertex in the graph and join two
vertices if and only if they are sides of the same coin. Note that the graph
is loop-less and that it might have parallel edges, because the same colored
coin may occur more than one time. In addition, note that the graph may
not be connected and that there is a one-to-one correspondence between ar-
ray of coins and graphs and so one can choose not to distinguish between
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vertices and colors as well as between coins and edges. We call this graph
the dependency graph of the set of coins. Fix n biased coins that are colored
with n colors. Let p ∈ (0, 1) be the bias of the coins and letG = (V,E) be the
dependency graph of the colored coins. Without loss of generality we may
assume that 0 < p 6 12 . Note that |V | = |E| = n. Every toss of the coins
gives rise to an orientation on the edges ofG. As a consequence, ifXG is the
number of different colors after the toss, then XG = j corresponds to the
fact that j vertices in G have positive in-degree, which in turn means that
n − j vertices must have in-degree 0. Note that none of the vertices of zero
in-degree can be adjacent. Hence if ZG is the number of vertices of zero in-
degree after a toss of the coins thenXG = n−ZG. In this section we present
a method to obtain an upper bound on a median of XG.
In order to make an educated guess on a bound of Med(XG), one might
first try to maximize E[XG]. To do so, we need some extra notation. For ev-
ery vertex v from G, let Pv be the set of edges incident to v that are oriented
towards v with probability p. Denote by Qv the set of edges incident to v
that are oriented towards v with probability q := 1 − p. Set xv = |Pv| and
yv = |Qv| so that xv + yv = deg(v).
Lemma 3.1. The maximum value of E[XG] is n(1−p+p2). This value is achieved
by a set of coins that uses every color twice and every color in this set appear exactly
once in a p-side of a coin and exactly once in a q-side of some other coin.
Proof. Fix a graphG and for every v ∈ G denote by Cv the event that vertex
v gets positive in-degree after a toss. Then
E[XG] =
∑
v∈G
P[Cv] =
∑
v∈G
(1− (1− p)xvpyv).
The arithmetic-geometric mean inequality implies that
∑
v∈G
(1− p)xvpyv > n · (
∏
v∈G
(1− p)xvpyv)1/n = np(1− p),
since
∑
v xv =
∑
v yv = n. We conclude that E[XG] 6 n − np(1 − p) =
n(1− p+ p2). The second statement is immediate.
Notice that the graph G for which the mean of XG is maximum is a
union of cycles. Note also that the function f(p) = 1 − p + p2, p ∈ (0, 1) is
convex and attains its minimum at p = 12 . This means that the maximum
mean is minimized when p = 12 .
Finding an upper bound on a median of XG turns out to be more in-
volved. Our main result on the median ofXG is the following.
Theorem 3.2. For any loop-less multi-graph G on n vertices and n edges, a me-
dian ofXG is 6 n−
p2
1+(1−2p)2n+
3
4 .
The rest of the section is devoted to the proof of this theorem. We will
analyze the distribution of XG via the distribution of EG, the number of
vertices with even in-degree after a toss of the coins. The reason to do so is
contained in the following result.
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Lemma 3.3. Fix a (possibly disconnected) graph G, on n vertices and n edges as
well as an orientation on the edges of G. Let ZG be the number of vertices of zero
in-degree and EG the number of vertices of even in-degree in G. Then
ZG >
1
2
EG.
A lower bound on Med(EG) gives an upper bound on Med(XG). More precisely,
Med(XG) 6 n−
1
2
Med(EG).
Proof. Let YG = EG − ZG. For i = 1, 2, . . . , set Ii := {v ∈ G : deg
−(v) = i}.
From the in-degree sum formula we have that
n =
∑
v∈G
deg−(v) =
∑
i>1
i|Ii|.
In addition, n = ZG +
∑
i>1 |Ii|. Hence
n− n =
∑
i>1
i|Ii| −
∑
i>1
|Ii| − ZG
=
∑
i>1
(i− 1)|Ii| − ZG
> YG − ZG
= EG − 2ZG,
which implies that 2ZG > EG, thus proving the first statement. From this
we can conclude that
XG = n− ZG 6 n−
1
2
EG,
and so Med(XG) 6 n−
1
2Med(EG), as required.
The idea behind looking at the number of vertices of even in-degree is
the following. Recall that we are interested in obtaining an upper bound
on a median of XG. Since XG = n − ZG, the problem is equivalent to ob-
taining a lower bound on a median of ZG. From the previous lemma we
know that ZG >
1
2EG, for all oriented graphs G. This means that if we can
determine a lower bound on a median of EG then we will also have ob-
tained an upper bound on a median of XG, by Lemma 3.3. Furthermore, in
case G is connected, one can ”estimate” the distribution of EG from below.
More precisely, let EG be the number of vertices with even in-degree after a
random orientation on the edges of G. Recall (see [13]) that if X and Y are
random variables, then we say thatX is stochastically larger than Y , denoted
by X >st Y , if
P[X > t] > P[Y > t], for all t.
In case P[X > t] = P[Y > t], for all twewill writeX =st Y . Our main result
on the distribution of EG is the following.
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Theorem 3.4. Suppose that G = (V,E) is a connected multi-graph on n vertices
and m > n − 1 edges. Let dv be the degree of vertex v, set πv :=
dv
2m and let π be
the probability vector with coordinates πv, v ∈ V . Let EG be the number of even
in-degree vertices after orienting each edge towards its tail with probability p and
towards its head with probability 1− p. Assume p < 1− p and let {p}n be the set
consisting of n copies of p. Then, ifm−n is even,EG is stochastically larger than a
E({p}n, π) random variable. Ifm− n is odd, then EG is stochastically larger than
a O({p}n, π) random variable.
Note that by the remarks following the definition of even-sum (resp.
odd-sum) toss of n coins, we know that
E({p}n, π) ∼ A(n, p) and O({p}n, π) ∼ P (n, p).
We prove this Theorem in a series of lemmata. We begin with a result
that imposes parity restrictions on EG. Denote by deg
−(v) the in-degree of
vertex v.
Lemma 3.5. Suppose that G is a (possibly disconnected) graph on n vertices and
m edges. Fix some orientation on the edges and let OG, EG be the number of odd
and even in-degree vertices respectively. Then the parity of EG equals the parity of
m− n.
Proof. The in-degree sum formula states that
∑
v∈G
deg−(v) = m.
From this we get that the parity of OG equals the parity ofm. As n− EG =
OG, it follows that the parity of m equals the parity of n− EG, as required.
The following labeling on the vertices and edges of a tree will also be of
use. Recall that a leaf in a tree is a vertex of degree 1.
Lemma 3.6. Let T be a tree on n vertices and fix any edge f ∈ T . Then there exists
a labeling, v1, . . . , vn, of the vertices and a labeling, e1, . . . , en−1, of the edges of T
such that
(i) edge f has label en−1;
(ii) the only edge incident to vertex vi, i = 1, . . . , n − 1, among the edges with
labels {ei, ei+1, . . . , en−1} is the edge with label ei.
Proof. The statement is clearly true if n = 2, so suppose that n > 2. Fix
a tree, T , on n > 2 vertices and choose any of its edges. Label this edge
en−1 and label its endpoints vn and vn−1 arbitrarily. Notice that not both
vn and vn−1 can be leaves. If vn or vn−1 is a leaf, say vn, then consider the
vertex set L of leaves in T except vn and label them v1, v2, . . . , vℓ. If vn is
not a leaf, then consider all leaves of T and label them in the same manner.
Note that L is not empty even if vn is a leaf since any tree with at least two
vertices has at least two leaves. Now label each edge incident to vj with
ej , for j = 1, 2, . . . , ℓ. Now consider the tree T
′ := T r {v1, v2, . . . , vℓ} and
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repeat this process on the leaves of T ′ again sparing vn or vn−1 if it is a leaf
of T ′. We keep on labeling the leaves and edges of the subtrees until we end
up with the graph consisting of the edge en−1 only. It is evident that the
labeling satisfies the required condition.
Note that we can label any edge of T with en−1 and any endpoint of
en−1 with vn. We will call a labeling on the vertices and edges of a tree, a
good labeling if it satisfies the conditions of Lemma 3.6. Notice also that if
we are given a good labeling of a tree and we interchange the labels vn and
vn−1 then we get another good labeling of the same tree. We collect this
observation in the following.
Lemma 3.7. Let T be a tree on n vertices and fix two adjacent vertices u1, u2 of
T . Suppose that T has a good labeling such that u1 has label vn−1 and u2 has label
vn. Then the labeling that interchanges the labels of u1 and u2 and keep all other
labels the same is also a good labeling.
Note that the previous lemma says that for any edge f = (u,w) of T
there is a one-to-one correspondence between good labelings for which u
gets the label vn and w gets label vn−1 and good labelings for which u gets
the label vn−1 and w gets label vn. We will also need the following observa-
tion on the spanning trees of connected graphs.
Lemma 3.8. Suppose that G = (V,E) is a connected graph and fix any edge
e ∈ E. Then there exists a spanning tree, T , of G such that e is an edge of T , i.e.
e ∈ T .
Proof. Let T = (V,E′) be a spanning tree of G. If e ∈ E′ then we are done,
so suppose that e /∈ E′. This means that if we add e to E′ then we create a
cycle. Now note that if we delete any edge, e′ 6= e, from this cycle we get a
spanning tree T ′ of G for which e belongs to T ′.
After each assignment of orientation to the edges, let x−v be the number
of edges in Pv that are oriented towards v, and y
−
v be the number of edges
in Qv that are oriented towards v. In the following result we compute the
probability that a certain vertex has even in-degree.
Lemma 3.9. If v ∈ V is such that yv is even, then
P[deg−(v) even] = P[B(deg(v), p) even].
If v ∈ V is such that yv is odd, then
P[deg−(v) even] = P[B(deg(v), p) odd]
Proof. We only prove the first equality. The second can be proved similarly.
Note that deg−(v) is even if and only if either both x−v and y
−
v are even, or
both are odd. Thus
P[deg−(v) even] = P[x−v even] · P[y
−
v even]
+ P[x−v odd] · P[y
−
v odd],
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which can be rewritten as
P[deg−(v) even] = P[B(xv, p) even] · P[B(yv, 1− p) even]
+ P[B(xv, p) odd] · P[B(yv, 1− p) odd]
and so P[deg−(v) even] equals
1
2
(1 + (1− 2p)xv) ·
1
2
(1 + (1− 2q)yv) +
1
2
(1− (1− 2p)xv) ·
1
2
(1− (1− 2q)yv).
Now from the fact that 1 − 2q = −1 + 2p and yv is even, we can conclude
that the last expression is the same as
1
2
(1 + (1− 2p)xv) ·
1
2
(1 + (1− 2p)yv) +
1
2
(1− (1− 2p)xv) ·
1
2
(1− (1− 2p)yv )
which in turn is equal to
1
2
+
1
2
(1 − 2p)deg(v)
and proves the lemma.
The next result is crucial since it will reduce the problem of obtaining
an upper bound on a median of XG to the one of obtaining a lower bound
on a median of a conditional binomial distribution. Recall that we assume
p 6 1/2.
Lemma 3.10. Fix some vertex v of the graph, fix an edge, e, that is incident to
v and let C be the set consisting of all edges edges incident to v except e. Let C−
denote the number of edges from C that are oriented towards v after a toss. Then
P[deg−(v) even|C−] > p.
Proof. Suppose the coins corresponding to C have been flipped. Let C− be
the number of edges in C which are oriented towards v after the toss. Sup-
pose that the edge e corresponds to a coin that is oriented towards v with
probability p. The other case is similar. Then
P[deg−(v) even|C−] = (1− p) · 1{C− even} + p · 1{C− odd}
= p+ (1− 2p) · 1{C− even}
> p,
where 1{·} denotes indicator. Note that in case p =
1
2 the last inequality is in
fact equality and that the same computation shows thatP[deg−(v) even|C−] 6
1− p.
For every vertex v ∈ G, denote by θv the probability that the in-degree of
v is even. Note that, by Lemma 3.9, θv is either equal to P[Bin(deg(v), p) even]
or to P[Bin(deg(v), p) odd]. Thus p 6 θv 6 1− p, for all v ∈ V .
We now have all the necessary tools to prove our main result on EG.
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Proof of Theorem 3.4. Recall that for every edge we toss a coin to decide on
its orientation. All thesem coins, ci, i = 1 . . . ,m, are independent. Since the
order with which we toss the coins doesn’t matter we may, equivalently,
suppose that we toss the coins in the following way: we choose a coin, say
coin ci, with probability
1
m , flip the remaining m − 1 coins in any way we
want and then toss the coin ci. Tossing this way does not affect the distribu-
tion ofEG but allows us to use Lemma 3.6. More precisely, we may suppose
that once the coin ci is chosen, then we toss the remaining m − 1 coins ac-
cording to a good labeling, v1, . . . , vn; e1, . . . , en−1, of a spanning tree T of
G that contains the edge corresponding to ci, say this edge is fi = [u,w],
and with the good labeling of T chosen in such a way that the edge fi gets
label en−1; we can use this specific good labeling of T and first toss the coins
corresponding to edges that do not belong to T in any way we like and then
toss the coins that correspond to edges e1, . . . , en−1 in that specific order.
This way the coin ci is flipped last and we do not affect the distribution of
EG. Note that, by Lemma 3.8, there exists a spanning tree, T , of G contain-
ing edge fi and we can always construct a good labeling of T for which fi
gets label en−1, by Lemma 3.6. Furthermore, the edge fi has two endpoints,
u,w, and the probability that vertex u has label vn equals 1/2, by Lemma
3.7. Since we fix coin ci with probability 1/m it follows that, for every ver-
tex v ∈ V , the probability that we toss the coins according to a good labeling
of a spanning tree T of G for which vertex v gets label vn equals
dv
2m .
So let T be a spanning tree of G with a good labeling and recall that we
are going to do the following: first we randomly orient the edges that do
not belong to T and then randomly orient the edges e1, e2, . . . , en−1 in that
order. Note that the probability that the vertex with label v1 has even in-
degree equals θv1 > p. The fact that T has a good labeling implies that, for
j = 1, . . . , n− 1, once the edge ej is given an orientation, then the parity of
vertex vj is determined. Lemma 3.10 gives that once the parity of vertex vj is
determined, the probability that vertex vj+1 has even in-degree is> p. Only
the parity of the vertex with label vn is deterministic given the parities of
the previous vertices. Let δi be the indicator of the event {deg
−(vi) is even},
for i = 1, 2, . . . , n. Thus EG = δ1 + · · · + δn and each δi, i = 1, . . . , n − 1
is stochastically larger than a B(1, p) random variable. From Lemma 2.10
we know that there exist random binary vectors U = (U1, . . . , Un−1) and
V = (V1, . . . , Vn−1) defined on a common probability space such that the
law of U is the same as the law of (δ1, . . . , δn−1), each Vi is an independent
Bernoulli Ber(p) random variable and
n−1∑
i=1
Ui >
n−1∑
i=1
Vi with probability 1.
In addition we know that
∑n−1
i=1 Vi ∼ B(n− 1, p). To end the proof, suppose
that m − d is even. The other case is similar. Thus EG is even as well and
EG ∼ U1+ · · ·+Un−1+δn, where δn = 1 if U1+ · · ·+Un−1 is odd and δn = 0
if U1+ · · ·+Un−1 is even. Now let γn = 1 if V1+ · · ·+Vn−1 is odd and γn = 0
if V1 + · · ·+ Vn−1 is even, in order to guarantee that V1 + · · ·+ Vn−1 + γn is
always even. Since U1+ · · ·+Un−1 > V1+ · · ·+Vn−1 with probability 1, we
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also have that U1 + · · ·+Un−1 + δn > V1 + · · ·+ Vn−1 + γn with probability
1 and the result follows.
Note that in case p = 12 Lemma 3.10 gives that once the parity of vertex
vj is determined, the probability that vertex vj+1 has even in-degree is equal
to 12 , and so the parity of vj+1 is independent of the parity of v1, v2, . . . , vj−1.
Only the parity of vn is deterministic given the parities of the previous ver-
tices. This implies that the random variables δi, i = 1, . . . , n− 1 in the proof
of Theorem 3.4 satisfy δ1 + · · · + δn−1 =st B(n − 1, 1/2) and the following
result (which is Theorem 4 in [12]) follows.
Corollary 3.11. Suppose that p = 12 . If m − n is even, then EG has the same
distribution as aA(n, 1/2) random variable. Ifm−n is odd, thenEG has the same
distribution as a P (n, 1/2) random variable.
Using Lemma 2.9 and Lemma 3.3 we have the following result on XG,
in case G is connected.
Corollary 3.12. Let G be a connected loop-less multi-graph on n vertices and n
edges. Then a median of XG is 6 n−
1
2 (n− 1)p+
1
2 .
We now turn to the proof of Theorem 3.2. Recall that the dependency
graph G = (V,E) of the colored coins might not be connected. Suppose it
consists of t connected components,G1, . . . , Gt, each having ni vertices and
mi edges such that
∑
ni = n and
∑
mi = n. Let also EGi be the number of
vertices of even in-degree in each component, after a toss. Hence the total
number of vertices of even in-degree after a toss,EG is equal to the indepen-
dent sum EG1 + · · ·+EGt . As |V | = |E| = n, it follow from Lemma 3.5 that
EG is even. By Theorem 3.4, the distribution of each EGi is stochastically
larger than aA(·, p) or P (·, p) random variable. More precisely, suppose that
the first t1 components ofG correspond to aA(·, p) random variable and the
remaining t2 components correspond to a P (·, p) random variable, so that
t1 + t2 = t and t2 is even. Let {p}k denote the set consisting of k parameters
that are all equal to p. From Theorem 3.4 we know that
EGi >st A(ni, p), for i = 1, . . . , t1
and
EGi >st P (ni, p), for i = t1 + 1, . . . , t.
Hence, the total number of even in-degree vertices, EG, is stochastically
larger than the independent sum
t1∑
i=1
A(ni, p) +
t∑
i=t1+1
P (ni, p).
Since p ∈ (0, 1/2] we have β({p}ni−1) > p and α({p}ni−1) > p and thus
Corollary 2.8 implies that
A(ni, p) ∼ B(1, β({p}ni−1)) +B(ni − 1, p, B(1, β({p}ni−1)))
>st B(1, p) +B(ni − 1, p, B(1, p))
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and
P (ni, p) ∼ B(1, α({p}ni−1)) +B(ni − 1, p, 1−B(1, α({p}ni−1)))
>st B(1, p) +B(ni − 1, p, 1−B(1, p))
and so EG is stochastically larger than
t1∑
i=1
B(1, p) +B(ni − 1, p, B(1, p)) +
t∑
i=t1+1
B(1, p) +B(ni − 1, p, 1−B(1, p))
This independent sum takes even values (recall t2 is even) and, by Lemma
2.2 and Lemma 2.3, is equivalently described as follows. Toss t independent
0/1 coins, ci, i = 1, . . . , t, each having probability p of landing on 1. Let
Γ = (γ1, . . . , γt) ∈ {0, 1}
t be a particular outcome of the toss. This is a binary
vector of length t. If BΓ is the number of 1’s in this vector, then add BΓ to
the outcome of the independent sum
H|Γ :=
t1∑
i=1
B(ni − 1, p, γi) +
t∑
i=t1+1
B(ni − 1, p, 1− γi),
thus forming the sum BΓ + H|Γ. Note that BΓ ∼ B(t, p). Now each par-
ticular vector Γ can be equivalently obtained in the following way. Fist
toss a coin with probability of success 12 (1 + (1 − 2p)
t). If the outcome is
a success, then arrange t independent 0/1 coins (whose probability of land-
ing on 1 equals p) on a line and toss them until you see an even number
of 1’s. If Γe is the resulting binary vector and Be is the number of 1’s in
Γe, then Be ∼ B(t, p, 0) and BΓ + H|Γ equals Be + H|Γe with probability
1
2 (1+(1−2p)
t). If the outcome is a failure, then toss t independent 0/1 coins
until you see an odd number of 1’s. If Γo is the resulting binary vector and
Bo is the number of 1’s in Γo, then Bo ∼ B(t, p, 1) and BΓ + H|Γ equals
Bo +H|Γo with probability
1
2 (1 − (1 − 2p)
t). Hence BΓ +H|Γ is a mixture
of the sums Be +H|Γe and Bo +H|Γo.
Lemma 3.13. A median of BΓ +H|Γ is > np¯−
3
2 , where p¯ :=
2p2
1+(1−2p)2 .
Proof. First toss a coin to decide whether you take a vector, Γe, with an even
number of 1’s or a vector, Γo, with an odd number of 1’s. Suppose that we
end up with a vector Γe. The other case is similar. This vector gives rise to
the sum Be + H|Γe. Then Be ∼ B(t, p, 0) and each term in H|Γe is of the
form B(ni− 1, p, 0) or B(ni− 1, p, 1). Apply lemmata 2.4 and 2.5 repeatedly
to write each term of the sum Be +H|Γe as a mixture of independent sums
consisting only of termsH(J, 0) andH(J, 1) for which |J | equals 2 or 3. Thus
the initial sum,Be+H|Γe, is a mixture of independent sums of termsH(J, 0)
and H(J, 1) for which |J | equals 2 or 3. To end the proof, we show that a
median of any independent sum in this mixture is >> np¯ − 32 . Suppose
that Ξ is a particular independent sum consisting of a terms of the form
B(2, p, 0), b terms of the form B(2, p, 1), c terms of the form B(3, p, 0) and d
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terms of the form B(3, p, 1). Thus 2a+ 2b+3c+ 3d = n. Lemma 2.6 implies
that
B(2, p, 0) ∼ 2 · B (1, p¯) , B(2, p, 1) ∼ B(1, 1),
where p¯ = 2p
2
1+(1−2p)2 , and that
B(3, p, 0) ∼ 2 ·B (1, pˆ) , B(3, p, 1) ∼ 1 + 2 ·B (1, p˜) ,
where pˆ = 6p
2(1−p)
1+(1−2p)3 and p˜ =
2p3
1−(1−2p)3 . Denote
Ψ := B(a, p¯) +B(c, pˆ) +B(d, p˜).
Then Ξ = 2Ψ + b + d and so a median of Ξ can be estimated via a median
of Ψ. Hence a median of Ξ is > np¯ − 32 if and only if a median of Ψ is
>
np¯−b−d
2 −
3
4 . Using the fact the 2a+ 2b+ 3c+ 3d = n we can write
np¯− b− d
2
= ap¯+ b
(
p¯−
1
2
)
+ c
3p¯
2
+ d
(
3p¯
2
−
1
2
)
:= µ∗.
Note that p¯ − 12 6 0. As 0 6 p 6 1/2, elementary calculations show that
pˆ > 3p¯2 and p˜ >
3p¯
2 −
1
2 . This implies that
E[Ψ] = ap¯+ cpˆ+ dp˜ > µ∗.
From Hoeffding’s result (Theorem 2.12) we know that
P
[
Ψ > µ∗ −
3
4
]
> P
[
B(a+ c+ d, p0) > µ∗ −
3
4
]
,
where p0 =
1
a+c+d(ap¯ + cpˆ+ dp˜) and so it is enough to show that a median
of a B(a+ c+d, p0) random variable is> µ∗−
3
4 . Now, it is well known (see
[7]) that the smallest uniform (with respect to both parameters) distance
between the mean and a median of a binomial distribution is 6 ln 2 < 34 .
This means that a median of B(a+ c+ d, p0) is > ap¯+ cpˆ+ dp˜−
3
4 > µ∗ −
3
4
and the lemma follows.
The proof of the main result of this section is almost complete.
Proof of Theorem 3.2. Since EG is stochastically larger than BΓ + H|Γ and a
median of BΓ + H|Γ is > np¯ −
3
2 , we conclude that the median of EG is
> np¯− 32 . Theorem 3.2 follows since, from Lemma 3.3, we have
Med(XG) 6 n−
1
2
Med(EG) 6 n−
n
2
p¯+
3
4
.
We end this section by noticing that our methodworks also in case one is
interested in estimatingXG from below. SinceXG > n−EG, for all graphsG
it is enough to estimate the probability distribution of EG from above, i.e.,
to find a random variable that is stochastically larger than EG. We know
that θv 6 1− p, for all v ∈ V and a modification of the proof of Theorem 3.4
along with Lemma 2.11 shows that the following is true.
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Theorem 3.14. Suppose thatG = (V,E) is a connected multi-graph on n vertices
and m > n − 1 edges. Let dv be the degree of vertex v, set πv :=
dv
2m and let π be
the probability vector with coordinates πv, v ∈ V . Let EG be the number of even
in-degree vertices after orienting each edge towards its tail with probability p and
towards its head with probability 1−p. Assume p < 1−p and let {1−p}n be the set
consisting of n copies of 1− p. Then, ifm− n is even, EG is stochastically smaller
than a E({1 − p}n, π) random variable. Ifm− n is odd, then EG is stochastically
smaller than a O({1− p}n, π) random variable.
4 Random graphs
In this section we apply our method to the distribution of the number of
vertices with odd degree in random sub-graphs of fixed graphs. More pre-
cisely, let G be any connected graph on n vertices and for each edge of G toss
a coin that shows up tails with probability p, independently for all edges. If
the result of the coin is tails, then keep the edge. If the result is heads, delete
the edge. The distribution of the vertex degree in suchmodels has beenwell
studied (see [3] for a whole chapter on this topic). The resulting sub-graph
of G that remains after the toss of the coins is random. Let q = 1− p and de-
note by On,p(G) the number of vertices of odd degree in the resulting graph.
The following folds true.
Theorem 4.1. If 0 6 p 6 12 then the random variable On,p(G) is stochastically
larger than aA(n, p) random variable. If 12 6 p 6 1, thenOn,p(G) is stochastically
larger than a A(n, q) random variable.
Proof. The proof is similar to the proof of Theorem 3.4, so we only sketch
it. Suppose that 0 6 p 6 12 . The other case is similar. Let T be a spanning
subgraph of G with a good labeling, v1, . . . , vn; e1, . . . , en−1 on its vertices
and edges given by Lemma 3.6. By Lemma 2.1 we know that the probability
that di := deg(vi) is odd is equal to
1
2 (1−(1−2p)
di), for i = 1, . . . , n. Toss all
coins to decide which edges are included in the sub-graph, except the coins
corresponding to the edges ei, i = 1, . . . , n − 1. Now begin from vertex v1
and toss a coin to decide whether edge e1 is included or not. Then proceed
to vertex v2 and toss a coin to decide on the edge e2, and in general, at
step j, j = 1, . . . , n − 1 move from vertex j − 1 to vertex j and toss a coin
to decide if edge ej is included or not. Let Cj be the set of edges that are
included in the graph and are incident to vj at step j− 1. As in Lemma 3.10,
by conditioning on whether |Cj | is even or odd we conclude that
P[deg(vj) odd|Cj ] > p,
Hence the parity of each vertex vj , j = 1, . . . , n − 1, is stochastically larger
than aB(1, p) random variable. Only the parity of vertex vn is deterministic,
given the parities of the previous vertices. The result follows from the fact
that the degree-sum formula implies that On,p is even.
Notice that in case p = 12 we obtain the following result.
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Corollary 4.2. If p = 12 then, for any connected graphG, On,1/2(G) has the same
distribution as a A(n, 1/2) random variable.
5 Some applications
Let G = (V,E) be a connected undirected graph and fix T ⊆ V . An orien-
tation of G, is an assignment of direction to each edge of G. An orientation
of G is called T -odd if the vertices in T are the only ones having odd in-
degree. We allow T to be the empty set in which case ∅-odd orientation
simply means that all vertices of G have even in-degree. The following re-
sult is obtained in [6], using induction.
Lemma 5.1. A connected graph, G = (V,E), on n vertices and m edges has a
T -odd orientation if and only if |T |+ |E| is even.
Proof. Suppose first that G has a T -odd orientation. Let EG be the number
of even in-degree vertices, OG the number of odd in-degree vertices. From
Lemma 3.5 we know that EG ≡ m − n mod 2 and OG ≡ m mod 2. This
implies that OG = |T | ≡ m = |E| mod 2 and so |T | ≡ |E| mod 2, which is
equivalent to |T |+ |E| is even.
On the other hand, fix some set of vertices T such that |T | ≡ |E| mod 2
and consider a random orientation on G obtained by directing each edge
in G independently of the others and with probability 12 in each direction.
Let EG, OG be as above. We prove that there is a positive probability that
the vertices of T are the only ones having odd degree. Since EG ≡ m− n ≡
|T | − n mod 2 it follows that n− |T | belongs to the range of EG. The result
follows from Corollary 3.11, since P[EG = n − |T |] =
1
2n−1
(
n
n−|T |
)
> 0, and
from the fact that any set, T , of |T | ≡ |E| mod 2 vertices can be such that all
vertices in T have odd in-degree.
We can also deduce a result on enumeration of oriented graphs.
Lemma 5.2. Let G = (V,E) be a graph on n vertices and m edges. Then the
number of orientations on the edges of G for which there are exactly t vertices of
even in-degree equals 2m−n+1
(
n
t
)
.
Proof. Let νt be the number of orientations of G having exactly t vertices of
even in-degree. Note that t has to be such that t ≡ m − n mod 2. From the
set of all possible orientations ofG, choose one uniformly at random and let
At be the event that the orientation has t vertices of even in-degree. Then
P[A] =
νt
2m
.
Now consider a random orientation on the edges of G by directing each
edge in G independently of the others and with probability 12 in each direc-
tion. The result follows since, by Corollary 3.11, the probability that there
are t vertices of even in-degree equals 12n−1
(
n
t
)
.
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For similar results see [14]. In a similar way, using Corollary 4.2, one can
obtain a result on enumeration of labeled graphs. We leave the details to the
reader.
Lemma 5.3. The number of labeled graphs on n vertices for which there are exactly
t (where t is even) vertices of odd degree equals 2m−n+1
(
n
t
)
.
Note that the case t = 0 of the previous result appears as problem 16 in
§5 of [11].
6 Open problems
There aremany interesting questions concerning randomly oriented graphs.
So far we have studied the distribution of EG, the number of vertices with
even in-degree. A natural generalization would be to consider the distribu-
tion of the number of vertices whose in-degree equals i mod k.
Another interesting random variable is the number of vertices with zero
in-degree. Suppose that we orient each edge of a connected graph G inde-
pendently and with probability 12 for each direction. Let ZG be the number
of vertices with zero in-degree. Thus, if ZG = j then there are j vertices in
the graph whose in-degree is zero. Notice that the vertices of G with zero
in-degree form an independent set of vertices, i.e., no two of them are adja-
cent. Now we ask the following question.
For which graphs, G, is the distribution of ZG unimodal?
The distribution of ZG is related to the family of independent sets in G.
If ZG = j, then j vertices have in-degree zero and these j vertices form an
independent set. That is, ZG = j gives rise to an independent set of vertices
in G of cardinality j. So we might also ask the following.
For j = 0, 1, . . . , n, denote by αj(G) the number of independent set of
vertices of G of cardinality j. Is the sequence {αi(G)}nj=0 unimodal?
This problem is considered in [1] where it is proven that the answer to
the last question is no, for general graphs. However, it remains an open
question to determine whether the question is true in the case of trees. In
[1] one can find the following.
Conjecture 6.1 (Alavi, Erdo˝s, Malde, Schwenk, 1987). If G is a tree, then the
independent set sequence {αi(G)}
n
j=0 is unimodal.
We believe that a similar result holds true for the distribution of ZG,
when G is a tree.
Conjecture 6.2. If G is a tree, then the distribution of ZG is unimodal.
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