Introduction
Let F be a ground field. Throughout the paper we consider associative F -algebras with 1. We say that an algebra A is a locally matrix algebra if an arbitrary finite collection of elements a 1 , . . . , a s ∈ A lies in a subalgebra B, 1 ∈ B ⊂ A, that is isomorphic to a matrix algebra M n (F ), n ≥ 1.
J. G. Glimm [5] parametrised countable dimensional locally matrix algebras (under the name uniformly hyperfinite algebras) with Steinitz or supernatural numbers. O. Bezushchak, B. Oliynyk and V. Sushchanskii [3] extended their parametrisation to regular relation structures. The idea of diagonal embeddings was introduced by A. E. Zalesskii in [10] . In a series of papers A. A. Baranov and A. G. Zhilinskii used Steinitz numbers to classify diagonal locally simple Lie algebras of countable dimension [1] , [2] .
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In this paper we introduce a Steinitz number n(A) for a unital locally matrix algebra of arbitrary dimension and study the relation between n(A) and A.
In the section 3 we show that for locally matrix algebras A, B of arbitrary dimensions universal theories of A, B coincide if and only if n(A) = n(B).
In the section 4 we consider examples of unital locally matrix algebras and find their Steinitz numbers. Finally, in the section 4 we give example of nonisomorphic locally matrix algebras A, B of uncountable dimension such that n(A) = n(B) = 2 ∞ .
Preliminaries
Let n, m ≥ 1 and let 1 ∈ M n (F ) ⊂ M m (F ). Let B ∼ = M k (F ) be the centralizer of M n (F ) in M m (F ). Then (see [6] ), M m ∼ = M n (F ) ⊗ F M k (F ), which implies m=nk.
Let P be the set of all primes. A Steinitz or supernatural number is an infinite formal product of the form Steinitz numbers were introduced by Ernst Steinitz [9] in 1910 to classify algebraic extensions of finite fields. 
Theorem 1 (See [2] , [3] , [5] ). If A and B are unital locally matrix algebras of countable dimension then A and B are isomorphic if and only if n(A) = n(B).
For the rest of this paper, we will write
Universally equivalent algebras
Let A be an algebraic system (see [7] ). The universal elementary theory UT h(A) consists of universal closed formulas (see [7] ) that are valid on A. The systems A and B of the same signature are universally equivalent if UT h(A) = UT h(B). Proof. Consider the formula
where δ jp is the Kronecker delta, i.e. δ jp = 1, if j = p 0, if j = p and x ij ,
The universal closed formula (1) is true if and only if M n (F ) A.
Proof of Theorem 2. First we recall that if some universal closed formula is true on an algebraic structure, then it is true on any algebraic substructure. If unital locally matrix algebras A and B are universally equivalent, then by Lemma 1 M n (F ) A if and only if M n (F ) B. This implies that D(A) is equal to D(B) and therefore n(A) = n(B).
Let's now suppose that n(A) = n(B). From the Malcev Local Theorem (see [7] ) it follows, that the algebra A is unitally embeddable in an ultraproduct of matrix algebras
, is unitally embeddable in B, it follows that the algebra A is unitally embeddable in an ultrapower of the algebra B.
As the algebra A is unitally embeddable in an ultrapower of the algebra B, if some universal closed formula is true on B, then it is true on A.
Similar, the unital locally matrix algebra B is unitally embeddable in an ultrapower of A, so if some universal closed formula is true on A, then it is true on B and our theorem is proved.
Remark 1. It is important that identity is added to the signature. Without 1 in the signature any two infinite dimensional locally matrix algebras are elementarily equivalent.

Examples
Let V be a vector space over a field F , charF = 2. Firstly, we recall a construction of Clifford algebras.
A map f : V → F is called a quadratic form if the following conditions hold:
The quadratic form f : V → F is nondegenerate if and only if the bilinear form f (u, v) is nondegenerate.
The Clifford algebra Cl(V, f ) is a unital algebra generated by the vector space V and 1 and defined by relations
holds for any v, w from the vector space V in the Clifford algebra Cl(V, f ). Let {v i } i∈I be a basis of the vector space V . Assume, that the set of indexes I is ordered. Then all possible ordered products
. . < i k , and 1 (that can be defined as the empty product) is a basis of the Clifford algebra Cl(V, f ).
Onward, we assume that the field F is algebraically closed and the quadratic form f is nondegenerate.
Theorem 3. [6]
Let Cl(V, f ) be the Clifford algebra defined by a nondegenerate quadratic form f on V and dim F V = n < ∞. If the number n is even, then the Clifford algebra Cl(V, f ) is isomorphic to the matrix algebra M 2 n 2 (F ). If the number n is odd, then the algebra Cl(V, f ) is isomorphic to the direct sum of matrix algebras Proof. Assume, that S is a finite subset of the Clifford algebra Cl(V, f ).
As S is finite, there is a finite dimensional subspace W of the vector space V , such that S ⊆ Cl(W, f ). For any finite dimensional subspace W of a vector space V there is a subspaceW of V , such that the following conditions hold:
(1) dim FW is even; (2) W ⊆W ; (3) the restriction of the form f toW is nondegenerate.
Therefore, by the definition of a locally matrix algebra and the Steinitz number corresponding to it, the Clifford algebra Cl(V, f ) is locally matrix and n(Cl(V, f )) = 2 ∞ .
To obtain more examples we consider a generalization of Clifford algebras.
Choose a positive integer l > 1 that is coprime with characteristic of the ground field F. Let ξ ∈ F be an l-th primitive root of 1. Consider the generalized Clifford algebra
Such algebras in a more general form were considered in [8] .
Similarly, for an arbitrary ordered set I we consider
Theorem 5. 1) For an even m we have
2) for an odd m we have
Proof. Using the Groebner-Shirshov technique [4] we see that ordered monomials x
For an arbitrary 1 ≤ i ≤ m the mapping
extends to an automorphism of the algebra Clg(l, m). 
(F ). This proves the part 2) of the theorem.
Theorem 6. The Steinitz number of a unital locally matrix algebra
Clg(l, I), where the set I is infinite, is l ∞ .
Proof. For an arbitrary finite subset S of Clg(l, I) there exists a finite subset J ⊂ I, such that S ⊂ Clg(l, J). Without loss of generality, we can assume that CardJ = m is an even number.Then by Theorem 5
(F ). This completes the proof of the theorem.
. . is a Steinitz number, such that k j = ∞ for some positive integer j, then for any infinite dimension α there is a unital locally matrix algebra A, such that dim F A = α and n(A) = τ .
. . .. In [3] it is proved that there exists a countable dimensional locally matrix algebra A ′ , such that n(A ′ ) = τ ′ . Let I be an ordered set of cardinality α, let A ′′ = Clg(p j , I). Then
A Steinitz number τ = p∈P p rp is called locally finite if r p < ∞ for any p ∈ P.
Conjecture 1. If τ is a locally finite Steinitz number,
A is a unital locally matrix algebra and n(A) = τ , then A is countable dimensional.
Non isomorphic algebras with equal Steinitz numbers
We will construct two nonisomorphic unital locally matrix algebras of uncountable dimension, such their Steinitz numbers are equal.
Thus we show that Theorem 2 in the case of uncountable dimension is not true. Consider the vector space:
Let f be the quadratic form:
The vector space V has uncountable dimension. Assume that I is a set of indexes, whose cardinality CardI is equal to the dimension of the vector space V . Let now W be a complex vector space with basis w i , i ∈ I. Assume that g is the quadratic form on W determined for arbitrary w = α 1 w i 1 + α 2 w i 2 + . . . + α n w in , α i ∈ C by the rule:
Define Clifford algebras A = Cl(V, f ) and B = Cl(W, g). As follows from their constructions, algebras A and B are unital locally matrix and
In addition, from Theorem 4 it follows, that n(A) = n(B) = 2 ∞ .
Theorem 8. Clifford algebras A and B are not isomorphic.
To prove this theorem we need some lemmas. Let V be a vector space with a quadratic form f . Then there is the natural Z/2Z-gradation of the Clifford algebra Cl(V, f ): 
Lemma 3. Let
Proof. Let us show that without loss of generality we can assume the space V to be countable dimensional. Indeed, let
For an arbitrary i ≥ 0 there exists a finite dimensional subspace
Assume therefore that the space V is countable dimensional. Let U = {u 0 , u 1 , . . .} be a basis of V .
Without loss of generality we assume that u 0 / ∈ V 1 . For any finite dimensional subspace V ′ ⊂ V there clearly exists n ≥ 1 such that V ′ ∩ V n = (0). We will construct an ascending chain of finite subsets U 0 ⊂ U 1 ⊂ . . . of the basis U and an increasing sequence of integers n 1 < n 2 < . . . such that (1) u 0 , u 1 , . . . , u k ∈ U k , (2) U k is a basis of the space V modulo V n k+1 , for any k ≥ 0.
Let U 0 be a maximal subset of U such that U 0 is linearly independent modulo V 1 and u 0 ∈ U 0 . Let n 1 = 1.
Suppose that subsets U 0 ⊂ U 1 ⊂ . . . U k ⊂ U and integers 1 = n 1 < . . . < n k+1 have been selected; the subset U k is a basis of V modulo
There exists an integer n k+2 > n k+1 such that U k ∪ {u l } is linearly independent modulo V n k+2 . Let U k+1 be a maximal subset of U that is linearly independent modulo V n k+2 and U k ∪{u l } ⊆ U k+1 . Clearly, U k+1 is a basis of V modulo V n k+2 and u 0 , . . . , u k+1 ∈ U k+1 . Considering the subspaces V n k instead of V k , k ≥ 1, we can assume that U k is a basis of V modulo V k+1 , k ≥ 0. Now we will construct a new ordered basis of V . Let B 0 = U 0 . Let
Clearly, Span(B 0 ∪B 1 ) = SpanU 1 . Continuing in this way we construct disjoint finite set B 1 , B 2 , . . . such that B n ⊂ V n and Span(B 0 ∪ B 1 ∪ . . . B n ) = SpanU n , n ≥ 0. Hence B = i≥0 B i is a basis of V .
Let all elements in B j be greater than all elements in B i , i < j. For each i ≥ 0 elements in B i are ordered in an arbitrary way.
Strictly ordered products of elements from B form a basis of the Clifford algebra Cl(V, f ). Ordered products b 1 b 2 . . . b t , where b 1 , . . . , b t ∈ B ∩ V i , form a basis of Cl(V i , f ). This implies the assertion of the Lemma.
Let now v be an element of V , such that f (v) = 0. Define a set
It is clear, that
By C(v) we denote the centralizer of the element v in the Clifford algebra
(B) Let n be an odd number. Then for the elements v i = (a i1 , a i2 , . . . , a ii , . . .), So uv = −vu. As f (v) = 1, we obtain the equality
Hence any vector from v ⊥ is an eigenvector of the operator U v with the eigenvalue −1.
Let now u 1 , u 2 , . . . , u n be elements from the set v ⊥ . For the reasons given above it follows that if n is even, then u 1 u 2 . . . u n is an eigenvector of the operator U v with the eigenvalue 1. Therefore the element u 1 u 2 . . . u n of Cl(V, f ) is an element of the centralizer C(v). Note, that if n is odd, then u 1 u 2 . . . u n is an eigenvector of the operator U v with the eigenvalue −1, and so u 1 u 2 . . . u n is not an element of C(v).
Similarly, if n is even, then vu 1 u 2 . . . · u n is an eigenvector of the operator U v with the eigenvalue 1 and vu 1 u 2 . . . u n lies in Cl(V, f ) in the centralizer C(v). If n is odd, then vu 1 u 2 . . . u n is not an element of C(v). Therefore
and the first statement is proved.
As for any i we have f (v i ) = 1, the proof of the second statement follows from the first statement by induction.
Let V be the set {v i = (0, . . . , 0, 1,
Proposition 2. The centralizer of the set V in the algebra
Proof. Consider a centralizer of the set V :
The subspace C(V) of the algebra Cl(V, f ) is Z/2Z-graded, i.e.
C(V)
Assume, that a ∈ C1. Then Proof. Let X be a countable subset of the algebra B = Cl(W, g). There exists a countable subset I 0 ⊂ I, such that X ⊂ Cl(W 0 , g), where W 0 = Span(w i , i ∈ I 0 ). So, for any indexes i, j ∈ I \ I 0 , i = j, the element w i w j belongs the centralizer of X.
Proof of Theorem 8. By Proposition 2 the centralizer of the set V in the Clifford algebra A is C · 1. But by Proposition 3 the centralizer of X in the Clifford algebra B is different from C · 1 for an arbitrary countable subset X of B. Therefore, A and B are not isomorphic.
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