Seismic anisotropy provides important information on the deformation history of the Earth's interior. Rayleigh and Love surface-waves are sensitive to and can be used to determine both radial and azimuthal shear-wave anisotropies at depth, but parameter trade-offs give rise to substantial model non-uniqueness.
Radial and azimuthal shear-wave anisotropy 279 than that of the variations in isotropic wave speeds. It is thus an important outstanding challenge to develop methods that can resolve the trade-offs between the isotropic and anisotropic heterogeneities and constrain robust models of anisotropy.
Seismic anisotropy observed in the Earth at different depths and at different spatial scales may have a number of origins. In the upper mantle, lattice or crystallographic preferential orientation of olivine (LPO and CPO) develops due to mantle deformation (e.g. Montagner & Anderson 1989) , with the directions of fast seismicwave propagation expected to align parallel to the mantle flow for large strain by progressive simple shear (Ribe 1989; Zhang & Karato 1995; Long & Becker 2010; Becker et al. 2014) . In the crust, the crystallographic preferential orientation of crustal minerals also gives rise to anisotropy (e.g. Weiss et al. 1999; Endrun et al. 2008; Tatham et al. 2008; Xie et al. 2015) .
In the upper crust, another cause of anisotropy is aligned cracks (with or without fluid inclusions), aligned parallel to the compressional component of the tectonic stress in the region (Nur 1971) . This is one of the mechanisms referred to as shape-preferred orientation (SPO) mechanisms (Crampin 1984; Babuska & Cara 1991) . They result in 'extrinsic' anisotropy (Wang et al. 2013) , not related to the orientation of crystals, in contrast to the 'intrinsic' anisotropy, produced by the LPO (CPO) mechanisms. Furthermore, a purely isotropic layered medium with layer thickness much smaller than the seismic wavelength, for example, a sedimentary deposit with fine layers or material with layers of partial melt (Kawakatsu et al. 2009 ), can be seismically equivalent to a transversely isotropic medium (Backus 1962; Bodin et al. 2015) .
The evolution of anisotropy in a rock is dependent on the temperature and pressure that it is subjected to. Preferred orientation of minerals can develop at high temperatures, when the rock is undergoing pervasive deformation, and then preserved intact at a lower temperature, when the rock is stronger and not deforming significantly. Therefore, regions deformed at high temperatures and then cooled have their anisotropy 'frozen in' from past tectonic episodes (Silver & Chan 1988; Deschamps et al. 2008b) , with the anisotropy reflecting the past and not current deformation.
Seismic surface waves are particularly sensitive to the anisotropic structure of the crust and upper mantle. Regional-and globalscale tomography studies have used growing volumes of surfacewave data to constrain increasingly detailed anisotropic models (Trampert & Woodhouse 1996; Debayle & Kennet 2000; Simons et al. 2002; Gung et al. 2003; Debayle et al. 2005; Panning & Romanowicz 2006; Zhang et al. 2009; Yuan & Romanowicz 2010; Becker et al. 2012; Polat et al. 2012; Zhu & Tromp 2013; Chang et al. 2014 Chang et al. , 2015 Fry et al. 2014; Debayle et al. 2016; Schaeffer et al. 2016) , which provided new insights into the dynamics of the upper mantle and crust and even the absolute motions of tectonic plates (Becker et al. 2015) . Many of the methods used for the inversion of surface-wave data rely on waveform fitting, based on optimization techniques that minimize the difference between synthetic and observed waveforms (e.g. Woodhouse & Dziewonski 1984; Snieder 1988; Nolet 1990; Lebedev et al. 2005; Lebedev & Van der Hilst 2008) . Most global and regional anisotropic models have been derived using asymptotic and raybased approaches (Debayle et al. 2005; Debayle & Ricard 2012; Schaeffer & Lebedev 2013) , which are computationally less expensive than numerical wavefield simulation approaches (Fichtner et al. 2010; Lekic & Romanowicz 2011; Zhu et al. 2012; French et al. 2013) .
The inversions of Rayleigh-and Love-wave phase and group velocities for azimuthal and radial anisotropies (Montagner & Tanimoto 1990 Trampert & Woodhouse 1996; Ekstrom et al. 1997; Ekstrom & Dziewonski 1998; Ritzwoller et al. 2002) is an approach alternative to waveform fitting. It has been used since the early observations of the discrepancy between Rayleigh and Love dispersion curves (Anderson 1961; Harkrider & Anderson 1962; McEvilly 1964; Anderson 1967) .
Inversions of surface-wave dispersion measurements provide constraints on the depth dependence of both radial anisotropy (Lebedev et al. 2006; Nettles & Dziewonski 2008; Visser et al. 2008; Ferreira et al. 2010; Huang et al. 2010; Agius & Lebedev, 2013 Auer et al. 2014; Chang et al. 2014 Chang et al. , 2015 and azimuthal anisotropy Roux et al. 2011; Darbyshire et al. 2013; Sodoudi et al. 2013; Yuan & Beghein 2013; Beghein et al. 2014; Burgos et al. 2014) , at global and regional scales.
Most of the techniques used in inversions for anisotropy are based on linear approximations of the relation linking Earth's model parameter to surface-wave phase velocities. Also, all inversion approaches face the problem of the severe non-uniqueness of solutions, which is especially challenging for the anisotropic, compared to isotropic, structure.
The Monte Carlo method provides a way to address and quantify the non-uniqueness, using exact, numerical solutions of the forward problem and direct sampling of the parameter space. The result of the inversion is not a single best-fitting model, but a probabilistic ensemble of models that fit the data (almost) equally well. This method has already been successfully applied to the inversion of dispersion curves, sometimes jointly with other data types, for anisotropic models of the Earth Khan et al. 2011; Drilleau et al. 2013; Xie et al. 2013 Xie et al. , 2015 Bodin et al. 2016) .
In this paper, we develop a Markov chain Monte Carlo (McMC) inversion of Rayleigh-and Love-wave dispersion data for 1-D, radially and azimuthally anisotropic shear velocity profiles, using a fully non-linear model space search approach. One key innovation of this study is the fully non-linear approach for the inversion of azimuthally anisotropic dispersion curves: the computation of the synthetic azimuthally anisotropic phase velocities is performed in parallel and separately at different azimuths, without using sensitivity kernels for a model that is averaged azimuthally (Maupin 1985; Montagner & Nataf 1986) . Furthermore, we also address the important issue of data noise estimation, which has a direct impact on the structure and non-uniqueness of the resulting Earth models, by using a Hierarchical Bayesian approach in the inversions for radial anisotropy. This allows the variance of data noise to be treated as an unknown during the inversion, so that it is possible to let the data infer its degree of uncertainty. This approach has previously been applied in the inversion of surface-wave data jointly with other data types (Bodin et al. 2012) . A new element presented here is the parametrization of the variance of data noise as a function of period.
In the following, we first explore the model spaces associated with the anisotropy inversions, in order to analyse the correlations between anisotropic and isotropic model parameters (Section 2).The analysis of these correlations provides guidance for the implementation of the McMC algorithms, as well as a better understanding of the inversion results. We then present a suite of independent inversion programs tackling the phase-velocity inversion problem with two different approaches: in Section 3 we introduce a fast, non-linear gradient-search inversion algorithm for obtaining single, best-fitting, anisotropic shear velocity profiles; in Section 4 we detail the implementation of our McMC inversion algorithms in the Bayesian Framework. Next, we demonstrate the resolving power of the McMC algorithms when applied to the inversion of synthetic 280 M. Ravenna and S. Lebedev and real fundamental-mode phase-velocity data sets. The data are from two regions associated with important open questions on the dynamics of the lithosphere and intraplate volcanism, the BaikalMongolia region (Section 5) and Tuscany (Section 6). We briefly discuss the implications of our results for the depth and evolution of the lithosphere-asthenosphere boundary (LAB) and the lithospheric dynamic processes.
T H E M O D E L S PA C E
The non-uniqueness of the shear-wave velocity profiles constrained by surface-wave inversion is characterized by trade-offs between V s in neighbouring depth ranges as well as between depths of discontinuities (e.g. the Moho) and V s in the adjacent depth ranges. The trade-offs in isotropic-average V s have been investigated in a number of studies (e.g. Bodin et al. 2012; Lebedev et al. 2013) , but the trade-offs between anisotropic and isotropic parameters are less well understood, even though their existence is well known (Levshin & Ratnikova 1984) .
In this section, we explore the trade-offs between the following model parameters: the Moho depth and the isotropic V s in the lower crust and in the upper mantle ( Fig. 1 ; these trade-offs are well known but are important to include for comparison with the anisotropy trade-offs); radial anisotropy (V sh -V sv ) and isotropic V s in the lower crust and in the upper mantle and the Moho depth (Fig. 2) ; and the fast-propagation azimuths of the 2ϕ components of azimuthal anisotropy in the lower crust and in the upper mantle (Fig. 3) . To explore the model space, we performed several 2-D grid searches. In each run of the grid search, we perturbed two parameters of a reference model over ranges of values, leaving unchanged the other parameters, and we evaluated the root-mean-square (rms) misfit between the synthetic phase velocities computed for the reference model and for the perturbed models.
In an isotropic medium, surface-wave phase velocities are mainly sensitive to the (isotropic) shear speed V s , varying as a function of depth for a 1-D Earth model. (Phase-velocity sensitivity to compressional speed V p is also not negligible but is smaller).
To compute the misfit functions shown in Fig. 1 , we generated synthetic phase velocities (Section 3.1) for a reference, isotropic model and then applied perturbations to the Moho depth, the isotropic shear speeds in the lower crust and the isotropic shear speeds in the upper mantle just below the Moho, while leaving all the other parameters unchanged. The reference model is a modified AK135 (Kennett et al. 1995) and has three layers in the crust and a Moho depth of 46 km; perturbations are controlled by boxcarshaped basis functions in the lower crust (from 27 to 46 km) and in the uppermost mantle (from 46 to 76 km, Bartzsch et al. 2011; Agius & Lebedev 2013 ). The misfit is defined as the rms difference between the reference and perturbed Rayleigh and Love phase velocities, integrated over their entire frequency range. As seen in previous studies (e.g. Bodin et al. 2012; Lebedev et al. 2013) , the valleys of low misfit clearly indicate the presence of trade-offs between the Moho depth and the shear speeds: a deep Moho correlates with high lower crustal and upper-mantle velocities, and a shallow Moho correlates with low lower crust and upper-mantle velocities. We also noted an anti-correlation between lower crustal and uppermantle velocities.
In a transversely isotropic (radially anisotropic) medium, Rayleigh and Love surface-wave phase velocities are mainly sensitive to the vertically and horizontally polarized shear speeds V sv and V sh , respectively. It has been reported that V s radial anisotropy mapped in the mantle in global tomographic inversions of longperiod surface-wave data can be affected by the assumed isotropic shear velocity structure of the crust (Ferreira et al. 2010) . Chang & Ferreira (2017) reported that including shorter period groupvelocity data with periods down to 20 s or below helped to avoid the leakage of crustal structure into the mantle radial anisotropy structure. Here, we explore the parameter space in order to see the basic trade-offs between isotropic and radially anisotropic shear velocity parameters of the lower crust and the upper mantle.
We generated synthetic phase velocities for a reference, isotropic model and applied perturbations to the Moho depth, radial anisotropy (V sh -V sv ) of the lower crust, radial anisotropy (V sh -V sv ) of the upper mantle just below the Moho and the isotropic V s of the lower crust, while leaving all other parameters unchanged. The reference model is a modified AK135, with three layers in the crust and a Moho depth of 46 km; perturbations are controlled by boxcarshaped basis functions both in the lower crust (27-46 km) and in the uppermost mantle (46-76 km). The misfits (Fig. 2) have been defined, as in the previous grid search, as the rms misfits between the reference and perturbed Rayleigh and Love phase-velocity curves, integrated over their lengths.
The low-misfit valleys indicate an anti-correlation between radial anisotropy in the lower crust and in the uppermost mantle (Fig. 2a) . In contrast, the trade-offs between the Moho depth and radial anisotropy in the uppermost mantle (Fig. 2d) and between isotropic average V s in the lower crust and radial anisotropy in the uppermost mantle (Fig. 2g) are small. This is because the trade-offs of V sv and V sh with the Moho depth, which we map, for reference, by computing misfits over the length of the Rayleigh (Figs 2b, e and h) and Love (Figs 2, c, f and i) phase-velocity curves, respectively, cancel each other out to a large extent, as the comparison of the different panels shows.
This suggests that phase-velocity data including periods down to 7-8 s, as in our tests and inversions, resolves the potential trade-offs between crustal structure and the radial anisotropy in the mantle.
The variations of the 2ϕ azimuthal anisotropy with depth have important implications for the dynamics and evolution of the lithosphere; they can be determined from Rayleigh-wave azimuthal anisotropy (e.g. Deschamps et al. 2008a; Yao et al. 2010; Yuan & Romanowicz 2010; Agius & Lebedev 2017 ).
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M. Ravenna and S. Lebedev It is important to evaluate the trade-offs of the azimuthal anisotropy parameters at different depths within a model. We now map the trade-offs between the fast-propagation azimuth in the lower crust and in the upper mantle, in order to explore how much they may affect the azimuthal anisotropy models, including the profiles sampled in our McMC azimuthally anisotropic inversions below.
To compute the misfit functions in each of the two tests shown in Fig. 3 , we generated azimuth-specific synthetic Rayleigh-wave phase-velocity curves at nine equally spaced azimuths (between −90
• and 70
• , at a 20 • interval). The reference models, characterized by different amplitude and fast-propagation azimuth of azimuthal anisotropy, are shown in Figs 3(c)-(f). We applied perturbations to the fast-propagation azimuths in the lower crust and in the uppermost mantle, while leaving the rest of the models unchanged. Both reference models have a Moho depth of 25 km. The perturbations are controlled by boxcar-shaped basis functions, spanning 14-25 km depths in the lower crust and 25-60 km depths in the upper mantle. The rms misfit between the reference and perturbed Rayleigh phase velocities is integrated over the length of the dispersion curves (5-95 s) and over the nine curves at the different azimuths.
The difference of the low-misfit valleys in the two examples in Fig. 3 shows that the trade-off between fast-propagation azimuths in adjacent depth ranges depends on the relative values of the fastpropagation azimuths. In particular, we observe a more pronounced anti-correlation between the fast-propagation azimuth in the lower crust and in the uppermost mantle when the fast azimuth of the reference model is constant in the entire depth range, compared to when it changes at the Moho, the boundary of the two anisotropic layers in these test models.
G R A D I E N T -S E A RC H I N V E R S I O N
This section describes the inversion of phase-velocity curves for anisotropic structure using a non-linear gradient-search algorithm. This is a fast and robust inversion technique able to retrieve an accurate best-fitting Earth model from phase-velocity curves. Comparison of the models with those obtained by the McMC inversions, described in the following sections, helps us to cross-validate the different inversion approaches. The gradient-search inversions can also be used for fast estimates of frequency-dependent errors in the measurements (Section 3.2).We have also used this approach while assessing how much it is possible to decimate (resample at a lower sampling rate) the dispersion curves without losing resolution.
Physical parameters and forward problem
For a vertically transverse isotropic (VTI) medium (i.e. medium with hexagonal symmetry around a vertical axis), the fourth-order elastic tensor is specified by five moduli (Love 1927) , related to compressional (V pv , V ph ) and shear (V sv , V sh ) wave speeds.
Rayleigh-wave phase velocities are mainly sensitive to vertically polarized shear-wave velocities (V sv ), and are also sensitive, to a lesser extent, to compressional velocities. Lovewave phase velocities are insensitive to compressional velocities and are mainly sensitive to horizontally polarized shear-wave velocities (V sh ).
In our inversion schemes, when we invert jointly the Rayleigh and Love fundamental-mode dispersion curves, we choose as parameters the isotropic-average shear speed V s = Vsv +V sh 2 and radial anisotropy R ani = V sh −Vsv Vs as functions of depth. The computation of the synthetic phase-velocity curves of the fundamental-mode Rayleigh and Love waves is performed using the MINEOS modes code (Masters et al. 2007 , http://geodynamics.org/ cig/software/mineos), adapted for the traveling wave decomposition (Nolet 1990 (Nolet , 2008 and streamlined for fast applications within inversions (e.g. Agius & Lebedev 2013) , in the approximation of a self-gravitating, spherically symmetric, transversely isotropic, attenuating Earth. To speed up the calculations in our inversions, we incorporate MINEOS as a function into the inversion programs. Important features of MINEOS are its accuracy, robustness and flexibility regarding the input 1-D Earth models, with no a priori restrictions on their parametrization. The models are parametrized using radial knots with values of the depth, density, vertically and horizontally polarized compressional and shear velocities, Q factors and the parameter η that controls the variation of seismic velocities away from the symmetry axis in the presence of anisotropy.
Although surface-wave phase velocities are sensitive to compressional wave velocities, density (ρ) and η (e.g. Beghein & Trampert 2004; Beghein et al. 2006) , these parameters are difficult to resolve in an inversion as independent variables due to their strong trade-offs with V sv and V sh , which the phase velocities are most sensitive to. We use scaling relations to calculate the variations in V pv and V ph . To account for radial anisotropy in V p , the compressional speeds are recomputed from the shear speeds assuming an isotropic bulk
and a VTI shear modulus (μ v = μ h ). In this case, using the isotropic relations between shear speeds and elastic parameters along the vertical and horizontal directions, we have:
Therefore, substituting eq. (1) in eqs (2) and (3), we have:
where V p (the isotropic-average compressional speed) is recomputed from V s using reference
Vp Vs ratios, taken from CRUST 2.0 (Bassin et al. 2000) in the crust and AK135 in the mantle. Density and the compressional and shear Q factors are fixed at the reference values (CRUST 2.0 in the crust and AK135 in the mantle), and the parameter η is set to 1.
In the case of small azimuthal anisotropy of the medium, the azimuthally anisotropic Rayleigh and Love phase velocities can be expressed using perturbations to the isotropic-average phase velocity C 0 (T ) (Smith & Dahlen 1973) :
where ϕ is the azimuth of the propagation direction (positive from north to east) and C 1 (T ), C 2 (T ), C 3 (T ), C 4 (T ) are the azimuthal anisotropy coefficients. Montagner & Nataf (1986) showed that for Rayleigh-wave phase velocities at periods sampling the upper mantle, the 2ϕ terms are dominant, with the 4ϕ ones small. In order to invert azimuthally anisotropic phase velocities for seismic-velocity anisotropy as a function of depth, the relationship between phase velocities and the elastic parameters needs to be established. One common approach is the integration over depth of the linearized relations between the two (Maupin 1985; Montagner & Nataf 1986) , with C 1 (T ) and C 2 (T ) linearized around a model that is averaged azimuthally. The sensitivity kernels (partial derivatives of phase velocities with respect to the elastic parameters) can be computed using the theory for a transversely isotropic model (Takeuchi & Saito 1972) .
In our inversion schemes for azimuthal anisotropy, we treat the problem fully non-linearly, which is more numerically expensive but avoids potential biases due to linearization. We parametrize our model in terms of V 0 sv (d) (isotropic average, vertically polarized shear velocities as a function of depth d) and A 1 (d) and A 2 (d) (azimuthal anisotropy coefficients) and define the velocity of a vertically polarized, horizontally propagating SV wave at each depth (Crampin 1984; Montagner & Nataf 1986; Lévêque et al. 1998) as
We compute the fundamental-mode Rayleigh-wave phasevelocity curves for a given azimuth using MINEOS, with the azimuth-specific 1-D shear velocity profile determined through eq. (7).
The compressional speeds are recomputed, as previously, assuming an isotropic bulk modulus and azimuthally anisotropic shear modulus:
Once the parameters A 1 (d) and A 2 (d) are determined by an inversion, we compute the depth-dependent fast-propagation azimuth and the amplitude of anisotropy A as
Inversion for radial anisotropy and isotropic-average V s
The gradient-search algorithm we use for the inversion of Rayleighand Love-wave dispersion curves for radial anisotropy has been developed and extensively tested previously (Meier et al. 2004; Lebedev et al. 2006; Endrun et al. 2008; Erduran et al. 2008; Agius & Lebedev 2014) . Here, we updated the technique to make all phasevelocity calculations with MINEOS fully radially anisotropic and to incorporate MINEOS into the code as a function, in order to speed up the calculations. We invert Rayleigh-and Love-wave dispersion curves for 1-D profiles of the isotropic-average shear speed V S as a function of depth and radial anisotropy R ani as a function of depth. The Levenberg-Marquardt algorithm we use is a GaussNewton algorithm that iteratively perturbs the model parameters so as to minimize a misfit function in a non-linear least-squares approach; it is more robust than a conventional Gauss-Newton algorithm as it converges to the true best-fitting solution even if the initial guess is very far from it. The misfit function minimized by the optimization procedure quantifies the difference between the observed and synthetic phase velocities: Damping coefficients for each of the model parameters are also added to the misfit function, to control the smoothness of the resulting model. This is necessary in order to prevent the inversion from overfitting (noisy) data with unrealistic oscillatory models.
Perturbations in the model parameters are controlled by basis functions, boxcar-shaped in the crust and triangular in the mantle (e.g. Bartzsch et al. 2011; Agius & Lebedev 2013) . The depth of the discontinuities in the crust (including the Moho depth) is also parameters of the inversion and are allowed to vary. The radially anisotropic P-wave velocity is recomputed during the inversion from the radially anisotropic S-wave velocity (Section 3.1).
We used the gradient-search inversion algorithm to estimate errors of the observed Rayleigh and Love phase-velocity curves; these estimates were then used in the computation of the likelihood function defined in the McMC algorithm (Section 4.4). The errors were estimated as the difference between the phase velocities computed for the best-fitting, weakly regularized model and the phase velocities observed, and then evaluating the envelope of the resulting misfit function. This estimation is effective for random noise or for errors with substantial variability with frequency. Such variability stands out as noise because it cannot be reproduced by any synthetic phase-velocity curve (phase-velocity curves are always smooth, because phase velocities depend on integrals of shear and compressional velocities in broad depth ranges within the Earth and because these depth ranges change with frequency very gradually). This error estimation method is less effective for measurement biases that are nearly constant over broad period ranges: such biases in the phase-velocity curves could, possibly, be reproduced, at least to some extent, by (artificial) anomalies in Earth models. We thus consider these error estimates to be lower estimates.
We also used the gradient-search inversion to determine to what extent a phase-velocity curve can be decimated (resampled with fewer samples) without a decrease in the accuracy of the inversion. The decimation is desirable in order to reduce the substantial computational cost of the McMC inversions. In the presence of noise, however, choosing a small subset of samples can bias the models produced by the inversion of the data. We tested this by means of a series of gradient-search inversions of the Rayleigh and Love phasevelocity curves measured in the Baikal-Mongolia region (the data inverted in Section 5). The period ranges of the curves are 8-341 and 9-333 s and the number of samples in the full sample sets are 240 and 236 for the Love-and Rayleigh-wave curves, respectively. The sample spacing increases with period logarithmically, for the structural sensitivity along the length of the broad-band curves to be balanced, approximately. For each inversion in our test series, these original curves were resampled at a lower rate, and the resampled curve was inverted. Then, an rms misfit was computed as the difference between the best-fitting phase velocities resulting from the inversion of the original curves and the best-fitting phase velocities (interpolated where necessary) resulting from the inversion of the resampled curves. As can be seen in Fig. 4 , for a resampling factor equal to 0.17 (i.e. 17 per cent of samples are kept), the rms misfit is small but clearly non-zero; 1.6 and 2.17 m s −1 for the Love-and Rayleigh-wave curves, respectively. Guided by these tests, we choose a resampling factor of 0.5 and use it in our McMC inversions.
Inversion for azimuthal anisotropy
We also implemented a gradient-search inversion of the azimuthal anisotropy of surface-wave phase velocities for 1-D profiles of depth-dependent azimuthal anisotropy of shear-wave velocities.
The parameters of the inversion span the 1-D profile of the isotropic-average, vertically polarized shear velocity V 0 sv in the crust and upper mantle and the 2ϕ components of its azimuthal anisotropy, A 1 and A 2 . The data are the isotropic-average phase velocities of Rayleigh waves and their 2ϕ azimuthal anisotropy as a function of period, defined by C 1 (T ) and C 2 (T ) (eq. 6, Adam & Lebedev 2012) . (The same approach can be applied for the inversion of anisotropic Love-wave phase velocities for horizontally polarized shear velocity V 0 sh and the 4ϕ components of azimuthal anisotropy.) The data-synthetic misfit is computed over a set of nine azimuthspecific, Rayleigh-wave, phase-velocity curves at nine equally spaced azimuths, between −90
• at a 20
• interval Adam & Lebedev 2012) . The 'observed' phase-velocity curve at each azimuth is computed using C 0 (T ), C 1 (T ), C 2 (T ) (eq. 6). For every model tested in the course of the inversion, an azimuthspecific Earth model is computed for each azimuth using V 0 sv , A 1 , A 2 (with V p values modified accordingly, as described in Section 3.1) and phase-velocity curves are computed for each azimuth using transversely isotropic MINEOS.
The inversion uses the Levenberg-Marquardt, non-linear, leastsquares approach. The misfit function minimized by the optimization procedure is proportional to the sum of the misfits computed at each azimuth:
where (d 
. , n).
As in the radial anisotropy inversion described in the previous section, perturbations in the model parameters (V 0 sv , A 1 , A 2 ) are controlled by basis functions, boxcar-shaped in the crust and triangular in the mantle, with additional parameters for the depth of the discontinuities in the crust, including the Moho. Damping coefficients for each of the model parameters are also added to the misfit function to control the smoothness of the resulting model. It has been verified previously ) that there are no Tests on the effect of the decimation (downsampling) of densely sampled phase-velocity curves on the results of their inversion. Top: the difference between the Rayleigh (left) and Love (right) phase velocities computed for the best-fitting models from gradient-search inversions of the original phase-velocity curves and the ones decimated by a factor specified (e.g. 0.1 means that 10 per cent of the samples were kept, and 0.88 means that 88 per cent of the samples were kept). The full number of samples for these data, measured in central Mongolia, is 236 for Rayleigh and 240 for Love-wave dispersion curves. Bottom: Rayleigh (left) and Love (right) rms misfit for the net curve differences shown above, plotted as a function of the resampling factor. Even though errors in the data are small, they give rise to increasingly significant differences as the number of samples decreases. significant trade-offs between isotropic (V 0 sv ) and anisotropic ( A 1 , A 2 ) parameters.
The algorithm can be used for fast inversion of anisotropic phase velocities for depth-dependent anisotropy. Here, we also used it for cross-validation with the McMC azimuthally anisotropic inversions (Section 6.2).
McMC INVERSION
In this section, we present our implementation of the McMC algorithm for the inversion of surface-wave anisotropy. The McMC approach is effective with non-linear inverse problems because it uses a direct sampling of the parameter space, in a Bayesian statistical framework. Furthermore, it provides a way to quantify model non-uniqueness, as not just one best-fit model, but a whole ensemble of models that fit the data is determined. Inaccurate a priori assessment of data errors can affect the inversion results. We thus use, where possible, a Hierarchical Bayesian approach, in which the variance of data noise itself is treated as an unknown in the inversion.
Bayesian inference
Most of the Monte Carlo sampling techniques are based on a probabilistic formulation of the inverse problem. The aim of the sampling process is to perform an iterative random search in the solution space. To this end, at each iteration of the sampling procedure, a proposal probability density function is used to perturb the model parameters, in order to generate a new proposed sample. The sampling algorithm can be designed to ensure that the generated sequence of models converges to a target distribution of the model space, π(x), which approximates the solution space (Gilks et al. 1996; Denison et al. 2002) . If Bayesian Inference is used, as in our specific case, the target distribution is seen as a posterior probability distribution of the model parameters x conditioned on the observed data d through a likelihood function, p(d|x), and the prior information on the model parameters, p(x), via Bayes' rule (Bayes 1763) :
The likelihood function quantifies the probability of obtaining the observed data d given the model x, by measuring the match between the observed data d and the data predicted by the model. Its general expression is:
where g(x) are the data estimated for the model x, C −1 e is the inverse of the data noise covariance matrix, |C e | is its determinant and n is the size of the data vector.
The prior probability distribution captures qualitative and quantitative prior knowledge regarding the model parameters; it provides one of the ways to deal with non-uniqueness by setting constraints (boundaries, hard or soft) on the model space sampling. , and the mantle is parametrized with piecewise cubic Hermite spline polynomials based on control points that are chosen to be more dense in the uppermost mantle depth range. In the inversions of broad-band phase-velocity curves, the parameters at 410 and 660 km are also allowed to vary and the interpolation at depths between them is linear. The Moho depth is a parameter of the inversion. This parametrization is used for any kind of parameter, both in the radial anisotropy inversions and in the azimuthal anisotropy inversions.
Data uncertainty quantification: Hierarchical Bayes
An extended formulation of the Bayesian theory is the Hierarchical Bayes approach (Gelman et al. 2004 ). This approach takes into account the possibility that questionable and subjective choices were made on the settings of the likelihood function and prior distribution. This is achieved by defining an ensemble of 'hyperparameters' that are treated as unknowns in the inversion. In this way, it is possible to let the data infer the values of parameters that are poorly known a priori, relying on uninformative a priori assumptions (hyperprior distributions, Malinverno & Briggs 2004) .
In this study, in the inversions for radial anisotropy, we treat the variance of data noise as an unknown parameter; by doing so it is possible to let the data infer its degree of uncertainty (Bodin et al. 2012) .
Parametrization
Considering that surface-wave dispersion curves show high sensitivity to shear-wave velocities in broad depth intervals but low sensitivity to sharp discontinuities, we chose different parametrizations for the 1-D structure of the Earth' crust and mantle, taking into account the strong variations in elastic parameters in the crust and the normally smoother variations in the mantle.
We parametrize the crust with three layers with constant elastic properties within each and with stepwise changes at the discontinuities between the layers (Fig. 5) . The number and location of the intra-crustal discontinuities is fixed at 2 (upper crust-middle crust and middle crust-lower crust), whereas the Moho depth is allowed to vary during the inversion. The mantle is parametrized using piecewise cubic Hermite spline polynomials, based on a number of control points. We also impose the presence of the 410 and 660 km discontinuities.
When we apply the algorithm to broad-band data with sensitivity to the transition-zone structure, we vary the values of the parameters at these discontinuities (seismic velocities and anisotropy just above and just below the discontinuity) and interpolate linearly between them. Below 660 km, the model is the isotropic AK135.
The locations of the control points in the mantle are fixed in each strand of the inversion (each Markov chain) and are spaced denser in the uppermost mantle, where we have more sensitivity. In different chains, the spline control points are different. The combination of the results of all the chains then minimizes the dependency of the final result on the parametrization. The same parametrization is used for the profiles of the isotropic-average shear-wave velocity, radial anisotropy and or azimuthal anisotropy coefficients (Fig. 5) .
Inversion for radial anisotropy and isotropic-average V s
The first implementation of the algorithm is designed to determine the 1-D radially anisotropic, shear velocity structure of the crust and upper mantle using Rayleigh-and Love-wave phase-velocity curves. Such curves would normally be either a direct result of interstation dispersion measurements (e.g. Lebedev et al. 2006; Endrun et al. 2008; Agius & Lebedev 2014) or extracted from sets of phase-velocity maps at different periods, pre-computed using many source-station or station-station phase-velocity measurements (e.g., Calò et al. 2016) .
The quantitative comparison of the observed data and the synthetic data predicted by a given model is performed in the Bayesian inference approach, using a likelihood function (14). Because we invert Rayleigh and Love dispersion measurements jointly, the data vector d and covariance matrix C e in eq. (14) comprise the data vectors and covariance matrices for the two wave types:
With the assumption of uncorrelated measurement errors, the covariance matrices in eq. (16) are diagonal, and the total loglikelihood function [neglecting some constant terms in eq. (14)] can be written as the sum of Rayleigh and Love terms: We model the noise with a function that varies with period, both for Rayleigh and Love dispersion curves. The frequencydependency function is fixed during the inversion but is scaled by a multiplication factor that we allow to vary during the inversion, treating it as an unknown hyperparameter, as in the Hierarchical Bayes approach:
The functions f (t) and g(t), describing the dependencies of Rayleigh and Love noise standard deviations with period, are computed as envelops of the phase-velocity differences between the observed dispersion curves and the ones computed for the bestfitting model from a weakly regularized non-linear gradient-search inversion (Section 3.1).
The prior distributions that we associate with the model parameters are based on reasonable assumptions regarding the models. Here, the model parameters are V S (isotropic shear velocity as a function of depth), R ani (radial anisotropy as a function of depth) and the Moho depth. For the isotropic shear velocities, we choose at each depth a Gaussian prior distribution centred at the reference model. The reference crustal model varies depending on the region of study and is taken from the 3-D global crustal model CRUST 2; the reference model for the mantle is AK135. For the radial anisotropy parameters, although the 1-D, anisotropic global reference model PREM (Preliminary Reference Earth Model; Dziewonski & Anderson 1981) exhibits positive radial anisotropy in the upper mantle, we know that negative anisotropy in the crust and upper mantle is also present in some regions of the Earth. Therefore, we do not introduce a priori structure and set, at each depth, a Gaussian prior distribution for radial anisotropy that is centred at 0.
For the Moho depth, we set a Gaussian prior distribution centred at a reference value taken from CRUST 2, or from a regional study if available. For the hyperparameters h R , and h L , we set a uniform prior distribution over the interval 0-10.
In order to discourage unrealistic oscillatory models (caused by the overfitting of noisy data), we set a Gaussian prior distribution on the differences between seismic velocities in neighbouring layers. A valid alternative to the use of such smoothing constraints would be a trans-dimensional Bayesian approach, where the number of parameters changes during the inversion, and overcomplicated models are penalized because of 'natural parsimony' (Denison et al. 2002; Malinverno 2002; Sambridge et al. 2006; Piana Agostinetti & Malinverno 2010 ). The advantage of our simple approach is that it may retrieve better the subtle variations of seismic-velocity anomaly with depth in the upper mantle.
The complete mathematical form of our prior distribution is detailed in the Supporting Information (Supplement A). To prevent the posterior distribution being influenced by the form of the prior, the standard deviations of the Gaussian prior distributions are set at relatively large values in all the inversions. Fig. 6 shows an example of the prior distributions used in real data inversions. Even if a Gaussian distribution is centred around a reference value, it does not have rigid bounds, so that every parameter value in the model space has a non-zero probability of being sampled.
The implementation of the algorithm follows the rules of the Metropolis-Hastings algorithm (Metropolis et al. 1953; Hastings 1970) , based on 'Markov chain' sampling. At each iteration of the inversion algorithm, the values of the parameters of the updated model depend only on the values of the parameters of the previous model. After randomly selecting an initial model, the algorithm proceeds iteratively. Each step of the Markov chain is divided into three stages:
(1) Propose a new model by drawing from a probability distribution q(x |x) that perturbs the current model x. This is done by choosing at random between one of the six possible moves:
(i) Change crustal V S : perturb isotropic velocities of all crustal layers according to a multidimensional Gaussian distribution centred on the current velocity values.
(ii) Change crustal R ani : change radial anisotropy values of all crustal layers according to a multidimensional Gaussian distribution centred on the current radial anisotropy values.
(iii) Change mantle V S : update isotropic velocities of all control points in the mantle according to a multidimensional Gaussian distribution centred on the current velocity values.
(iv) Change mantle R ani : change radial anisotropy values of all control points in the mantle according to a multidimensional Gaussian distribution centred on the current radial anisotropy values.
(v) Move Moho depth: perturb the depth of the Moho interface according to a Gaussian probability distribution centred at the current Moho depth value.
(vi) Change one noise parameter: randomly select one of the two hyperparameters (h R , h L ) and perturb its value according to a Gaussian distribution centred on the current hyperparameter value.
(2) Compute synthetic fundamental-mode phase velocities for the proposed model and build the likelihood function for the proposed model (17) by comparing synthetic and observed phase velocities.
(3) Compute acceptance probability for the proposed model (Hastings, 1970) using Bayes' rule (eq. 13) . If the proposed model is accepted then it is added to the posterior distribution, otherwise it is discarded and the current model is retained for the next step.
The detailed forms of the proposal distributions used to perturb the model parameters are reported in Supplement B. The expression and the calculation of the acceptance probabilities of a proposed model are reported in Supplement C.
After an initial 'burn-in' period, the models generated by the chain are distributed according to the posterior probability distribution (Mosegaard & Tarantola 1995; Mosegaard et al. 1997; Gallagher et al. 2009 ). In our inversions, we usually discard the first 1 × 10 5 models as burn-in steps, and every 100th model visited is selected for the posterior distribution ensemble.
To speed up the computations, we parallelized the code in order to compute the synthetic phase velocities on different processors. Phase velocities in different period ranges are computed at the same time on 24 parallel CPU cores, with the parallelization implemented using the FORTRAN MPI libraries. Posterior inference is made using an ensemble obtained by merging the posterior distributions of four chains (each made of 10 6 iterations) running independently for different starting models. Fig. 7 shows examples of different starting velocity models, each of them isotropic.
Inversion for azimuthal anisotropy
We developed another implementation of our algorithm for the inversion of phase-velocity anisotropy for the azimuthal anisotropy of shear-wave velocities (7) as a function of depth. The data are isotropic-average phase velocities and their azimuthal anisotropy parameters as a function of period. These can be determined by anisotropic phase-velocity tomography at a range of periods (e.g. Endrun et al. 2008; Lin et al. 2011) or by inversion of array data for region-average anisotropy of phase velocities (e.g. Pedersen et al. 2006; Adam & Lebedev 2012; Agius & Lebedev 2017) .
The approach used for the implementation is based on a simultaneous inversion of Rayleigh-wave dispersion curves observed at a number of equally spaced azimuths (Section 3.3). In the Bayesian framework, the full data vector and covariance matrix comprise the azimuth-specific data vectors and covariance matrices, as in eqs (15) and (16). In case of n azimuths, the total log-likelihood function can be written as the sum of all the contributions at different azimuths:
where (d ( j = 1, . . . , n) , with the assumption of uncorrelated noise. In this case, we do not treat errors of each azimuth-specific dispersion curve (which, generally, can be different, given the actual orientation of anisotropy at the location) as unknowns in the inversion, because this would require the introduction of a high number of hyperparameters (at least one for each azimuth). Instead, we estimate the error from the difference between the observed dispersion curves at each azimuth and the synthetics computed for a best-fit model using the anisotropic gradient-search inversion described in Section 3.2.
The parameters of the McMC inversion algorithm are V 0 sv , A 1 and A 2 (azimuthally isotropic vertically polarized shear velocities and azimuthal perturbations, considered here as vectors because they are functions of depth and have different values at the control points at different depths in our inversion set up), and the Moho depth. For V 0 sv , we use at each depth a Gaussian prior distribution that is centred at the reference model (Fig. 8, right) . A Gaussian prior is also applied to the difference between velocities within neighbouring depth ranges.
For A 1 and A 2 (2ϕ azimuthal perturbations), we choose at each depth a Gaussian prior distribution centred at 0 and a Gaussian prior distribution on the differences between parameters at neighbouring depths (Fig. 8, left and centre) .
For the Moho depth, we set a Gaussian prior distribution centred at the reference crustal model (see Supplement A for the complete mathematical form of the prior distribution).
Each step of the Markov chain comprises three stages:
(1) Propose a new model by drawing from a probability distribution q(x |x) that perturbs the current model x; this is done by choosing at random between one of the seven possible moves:
(i) Change crustal V (vii) Move Moho depth: perturb the depth of the Moho interface according to a Gaussian probability distribution centred at the current Moho depth value.
(2) Compute synthetic phase velocities at the different azimuths for the proposed model. To perform the computation, eq. (7) is used to derive the azimuth-dependent shear velocities from V 0 sv , A 1 and A 2 ; then they are given as inputs to the MINEOS forward solver to compute Rayleigh-wave fundamental-mode dispersion curves at each azimuth.The likelihood function is then obtained from eq. (20). (3) Compute acceptance probability for the proposed model. If the proposed model is accepted, then it is added to the posterior distribution, otherwise it is discarded and the current model is retained for the next step. (The detailed forms of the proposal distributions and the calculation of the acceptance probabilities of a proposed model are reported in Supplements B and C.)
To speed up the computations, we parallelized the code and computed synthetic phase velocities at different azimuths on different processors at the same time (the parallelization has been implemented using the FORTRAN MPI libraries). The workflow of the algorithm is shown in the simple diagram in Fig. 9 .
In our inversions of the azimuthally anisotropic phase velocities from west-central Italy (Section 6.2), we compute at the same time synthetic phase velocities at nine different azimuths on nine parallel CPU cores.
R A D I A L A N I S O T RO P Y: M O N G O L I A
We now test our radial anisotropy inversion on the dispersion curves derived previously (Lebedev et al. 2006 ) from cross-correlation and waveform-inversion measurements using the Global Seismographic Network (GSN) stations Talaya (TLY) in Russia and Ulaanbaatar (ULN) in Mongolia (Fig. 10) . The Rayleigh-and Love-wave, fundamental-mode phase-velocity curves have very wide period ranges: 9-333 s for Rayleigh and 8-341 s for Love waves.
We first resample the dispersion curves at a logarithmic sample spacing so as to give more equal weight to the structural sensitivity of the data at different frequencies and then decimate the dispersion curves following the procedure described in Section 3.1, in order to reduce the computational time of the inversions. We choose a resampling factor of 0.5, reducing the number of points of the dispersion curves from 240 and 236 to 120 and 118 for Love and Rayleigh curves, respectively. The resulting phase-velocity curves are shown in Fig. 11 (black dots) .
We allow the amplitude of the data noise to vary during the inversions, the variations controlled by the hyperparameters h R and h L . The functions describing the dependency of Rayleigh and Love standard deviations with period were derived using a moderately damped gradient-search inversion of the averaged phase-velocity curves (Section 3.1). They are characterized by monotonically increases for both the Raleigh and Love dispersion curves.
The prior distributions chosen for the isotropic-average shear speed, radial anisotropy and Moho depth are as in Fig. 6 . The reference model for the isotropic-average shear velocities in the crust is a three-layered crustal model for the region taken from CRUST2.0. Perturbations in both the isotropic-average shear speed and radial Figure 11 . Rayleigh and Love, broad-band, phase-velocity curves observed and sampled in real-data inversion for radial anisotropy in the BaikalMongolia region. The observed data are plotted as black dots. The blue (Rayleigh) and red (Love) lines represent the dispersion curves corresponding to the sampled models of the posterior distribution. The synthetic dispersion curves of the reference model used in the inversion (black lines in Fig. 6 ) are shown with thick grey lines.
anisotropy are parametrized using three crustal layers (boxcar basis functions) and 11 control points in the mantle (splines).
Synthetic tests
We first test the radial anisotropy algorithm with synthetic data computed for a radially anisotropic model produced by a gradient-search inversion of the data with moderate damping. This model (black line in Fig. 12 ) has a relatively thick crust (∼46 km Moho depth) with three layers and discontinuities at ∼13 and ∼27 km depth; below the Moho the lithosphere presents strong radial anisotropy (V sh > V sv ) and a seismic velocity decrease down to ∼80 km depth. The synthetic Rayleigh-and Love-wave dispersion curves are calculated from the model with MINEOS (Section 3.1).
Uncorrelated random noise with known variance was added to the synthetic dispersion curves. Fig. 13 shows the synthetic Rayleighand Love-wave dispersion curves used in the inversions: the thick . Rayleigh and Love broad-band synthetic phase-velocity curves used in the synthetic inversions for radial anisotropy. The thick blue (Rayleigh) and red (Love) lines represent the dispersion curves computed from a known radially anisotropic continental model with no noise added, whereas the black dots represent the same curves but with added uncorrelated noise. The synthetic dispersion curves of the reference model used in the inversions (black lines in Fig. 6 ) are shown in thin blue (Rayleigh) and red (Love) .
blue (Rayleigh) and red (Love) lines are the synthetic curves with no noise added; the black dots show the synthetic curves with added uncorrelated noise, generated according to a diagonal covariance matrix C e with a standard deviation that increases with period from 0.2 to 0.3 per cent of the synthetic phase-velocity values, for both Rayleigh and Love curves.
During the inversion, the parameters of the radially anisotropic shear speed structure perturb isotropic-average V s and radial anisotropy in three crustal layers and at 11 control points in the mantle. The Moho depth is also a parameter of the inversion. The control points in the mantle (Fig. 5 ) are fixed at chosen depths and are denser in the uppermost mantle depth range, where the depth resolution of surface waves is higher. Multiple Markov chains are run, with control points at different locations in the depth range between the Moho depth and 410 km, in order to minimize the dependency of the inversion results from the parametrization.
Two hyperparameters are also treated as unknowns, as in the Hierarchical Bayes framework (Section 4.4); these are h R and h L that multiply our estimates of the Rayleigh and Love noise standard deviations (σ
). The 'true' values chosen for these tests are h R = 0.8 and h L = 1, with f (t) and g(t) monotonically increasing with period.
The results of the inversion are shown in Fig. 12 . The profiles were obtained by merging the posterior probability distributions of four different Markov chains, each consisting of 1.5 × 10 6 iterations and starting with a different random model (Fig. 7) . The results demonstrate the ability of the inversion algorithm to resolve the radially anisotropic shear velocity structure of the crust and upper mantle. The profiles capture the smooth mantle structure, and resolve the sharp gradient in V s and anisotropy in the uppermost mantle.
The results also show that the broad period range covered by the synthetic phase velocities allow us to resolve both V s and anisotropy down to 410 km and below, despite our including only the fundamental mode in the computation of the forward problem. The posterior distribution of the sampled Moho depths is peaked around the true model (red line). 12 shows how a Hierarchical Bayesian procedure can remedy insufficient prior knowledge of the noise in the data. Here, we only assumed that the dependence of Rayleigh and Love standard deviations on period was described by the monotonically increasing functions f (T ) and g(T ), which were kept fixed during the inversions. However, we varied the magnitude of data noise during the inversions by means of the hyperparameters h R and h L , and we were able to retrieve their 'true' values (0.8 and 1).
Real-data inversions
We now apply the inversion to the measured dispersion curves. The resulting profiles (Fig. 14) are obtained by merging the posterior probability distributions of four different Markov chains, each consisting of 1.5 × 10 6 iterations. The profiles represent the 1-D, radially anisotropic shear velocity structure averaged along the corridor between the two stations in the Baikal-Mongolia region. The phase-velocity curves corresponding to the sampled velocity models (the models selected for the posterior distribution ensembles) are shown in Fig. 11 (blue lines for Rayleigh and red lines for Love).
The profiles are similar, in their main features, to those obtained in previous inversions of the same data (Lebedev et al. 2006; Fullea et al. 2012) . Unlike the previous inversions, however, they yield probability distributions for the inversion parameters and convey the model uncertainty. The maximum amount of radial anisotropy (7 per cent on average) is observed in the mantle-lithosphere depth range (50-80 km). The low-velocity zone below ∼80 km indicates the asthenosphere. The positive anisotropy (V sh > V sv ) at depths up to ∼100 km is consistent with 'frozen-in' fabric associated with pervasive lithospheric deformation in the past (Lebedev et al. 2006) .
The observation of a small amount of negative anisotropy (V sv > V sh ) below 100 km (1 per cent on average) suggests vertical flow in the asthenosphere and is particularly interesting. Hints of this negative anisotropy have been seen earlier (Lebedev et al. 2006; Fullea et al. 2012) , but the non-uniqueness of the models precluded interpreting this small signal with confidence. Our probabilistic models here show that, although relatively small in amplitude, this anisotropy is robust. We interpret it as evidence for the ascent of the asthenosphere as it flows from beneath the thick lithosphere of the Siberian Craton southeastward, to beneath the thinner lithosphere of Mongolia. The resulting decompression melting of veins of enriched material within it (Morgan & Morgan 1999 ) is likely to give rise to the scattered, sporadic intraplate basaltic volcanism in the BaikalMongolia region. The origin of Baikal-region volcanism due to subhorizontal flow of the asthenosphere beneath the lithosphere of strongly varying thickness has been discussed in detail by Lebedev et al. (2006) , but our probabilistic inversions here are the first to provide convincing evidence for the vertical component of the flow, essential to this mechanism.
The observed posterior distribution of the sampled Moho depths (Fig. 14, bottom right) is centred on an average value of about 45.5 km, somewhat shallower than the reference value from CRUST 2.0 (47.3 km). The depth range spanned by the distribution is in agreement with the results of the previous studies (Lebedev et al. 2006; Fullea et al. 2012) .
A Z I M U T H A L A N I S O T RO P Y: W E S T -C E N T R A L I TA LY
Seismograms recorded by the RETREAT experiment in west-central Italy (Margheriti et al. 2006; Plomerová et al. 2006) were used Figure 15 . Left: the broad-band seismic stations of the RETREAT experiment (Margheriti et al. 2006; Plomerová et al. 2006 ) selected for measurements across Tuscany (Keogh et al. 2009 ), used in this study. Right: region-average, Rayleigh-wave phase velocities as a function of azimuth at three different periods, derived from the phase-velocity measurements for the various station pairs. Dots are the data, smoothed with a 20 • sliding window, solid lines are the best-fitting curves with isotropic and 2ϕ anisotropy terms only, and dashed lines are the best-fitting curves with isotropic, 2ϕ and 4ϕ anisotropy terms.
recently to measure surface-wave dispersion and derive regionaverage, Love and Rayleigh phase-velocity curves and Rayleighwave azimuthal anisotropy for Tuscany (Keogh et al. 2009; Lebedev et al. 2010, Fig. 15, left) . In this section, we test our azimuthal anisotropy methods and invert the surface-wave data for azimuthal anisotropy beneath the region.
Following Adam & Lebedev (2012) and , Rayleigh phase-velocity measurements were sorted according to the stationstation azimuth and smoothed with a 20
• width sliding windows in order to average out noise. They were then inverted with a leastsquares inversion algorithm (Adam & Lebedev 2012; for best-fitting isotropic-average phase velocities and the 2ϕ and 4ϕ components of azimuthal anisotropy (6) (Keogh et al. 2009; Lebedev et al. 2010) . Examples of best-fitting anisotropy curves for three selected periods are shown in Fig. 15 (right) . Here, we apply the McMC algorithm to invert the 2ϕ azimuthal anisotropy of Rayleigh waves for a profile of depth-dependent azimuthal anisotropy in V s (Section 6.2).
Synthetic tests
We now test the azimuthal anisotropy algorithm (Section 4.5) with synthetic data computed for an azimuthally anisotropic model (black lines in Fig. 16 ) that is similar in its basic features, in particular anisotropy features, to models that fit the Tuscany data. The assumed model has a Moho depth of 25 km with crustal discontinuities at 6 and 14 km depth, crustal shear velocity structure taken from Molinari et al. (2015) , and a mantle V sv structure similar to AK135. The assumed profile of the amplitude of No noise is added to the synthetic dispersion curves, although the data noise standard deviations used for the computation of the covariance matrix C e are set equal to the ones estimated for real data inversions (Section 6.2).
The parameters of the azimuthally anisotropic structure include three crustal layers and 10 control points in the mantle, both for the azimuthally isotropic shear speeds (V 0 sv ) and the azimuthal perturbations ( A 1 , A 2 ). The Moho depth is also a parameter of the inversion. The prior distributions chosen for V 0 sv , A 1 and A 2 are shown in Fig. 8 . The reference model for A 1 and A 2 is equal to 0 per cent in the entire depth range.
The resulting profiles (Fig. 16) were obtained by merging the posterior probability distributions of four different Markov chains, each consisting of 6 × 10 5 iterations. The results demonstrate the potential of the inversion algorithm to resolve the 2ϕ azimuthal anisotropy of the crust and upper mantle. Despite the smooth parametrization of the mantle structure, the sharp changes of the anisotropic parameters are well resolved. The Moho interface is also resolved, as the posterior distribution of the sampled Moho depths is peaked around the true value (red line).
Real-data inversions
We now use the reference model, parametrization and priors tested above to invert the observed data. Fig. 17 shows the observed isotropic-average component of Rayleigh-wave phasevelocity curves (black dots), together with the synthetic phasevelocity curves of the posterior distribution (blue lines). Resampling with logarithmic sample spacing has been applied so as to give more equal weight to structural sensitivity at different frequencies.
Because of the high number of hyperparameters that a Hierarchical Bayesian approach would require (generally, at least one hyperparameter for each azimuth), we do not treat the data noise as an unknown in this case. The estimated errors of the Rayleigh-wave phase velocities were derived from a moderately damped gradientsearch inversion (Section 3.2). The resulting estimates of data noise vary with azimuth and with period, from about 0.8 per cent to about 2 per cent of the phase-velocity values.
The posterior distributions of the model parameters (Fig. 18 ) were obtained by merging the posterior probability distributions of four different Markov chains, each consisting of 6 × 10 5 iterations. The superimposed best-fitting profiles (pink lines) obtained with the azimuthally anisotropic gradient-search inversion algorithm (Section 3.2) highlight the consistency between results derived from two different methods of inversion.
The V 0 sv profile shows a sharp positive gradient just below the Moho, underlain by a low-velocity zone at asthenospheric depths. The posterior distribution of the sampled Moho depths (Fig. 18 , bottom left) is centred on an average value that is very close to the reference value (25 km).
The azimuthal anisotropy profile shows a sharp transition of the fast-propagation azimuth ( (d) = 0.5 * arctan(A 2 (d)/A 1 (d))) from 80
• to −50
• , corresponding to an increase of amplitude of
2 ) from about 1 per cent to about 3 per cent. This change in the fast-propagation azimuth occurs between 60 and 100 km depths and is likely to reflect the LAB, where the fast axis direction of anisotropy moves from E-W at crustal and lithospheric-mantle depths to NW-SE in the asthenosphere. These results are consistent with SKS splitting observations-likely to reflect asthenospheric anisotropy in regions with relatively thin lithosphere, as it is here-that show NW-SE fast directions beneath Tuscany (Salimbeni et al. 2007 ). The results are also consistent with the E-W stretching of the lithosphere (Jolivet et al. 2009 ) giving rise to the strong anisotropic fabric, with fast-propagation directions parallel to the direction of extension, as observed elsewhere . Fig. 19 (right) shows the variations of shear velocities with azimuth eq. (7) at four depths, in the lower crust, mantle lithosphere, shallow asthenosphere and below. The 2ϕ anisotropy patterns are clearly different in the lithosphere and asthenosphere. At 320 km depth, no anisotropy is detected, which may well be due to the lack of sensitivity of our limited-frequency-range data in the deep upper mantle.
In Fig. 20 , we show the distribution of 2ϕ anisotropy with period. The red circles show the data; the solid and dotted lines show the phase velocities of the best-fitting models obtained with the McMC inversion.
We can see that the fast azimuth is constrained better than the amplitude of anisotropy. The large amplitude of anisotropy differences observed at adjacent periods (red circles) cannot be reconciled with realistic Earth structures; the more gradual changes with period observed for the best-fitting curves (solid lines) reflect the inherent smoothness of phase-velocity curves.
D I S C U S S I O N A N D C O N C L U S I O N S
The increasing abundance of Rayleigh-and Love-wave phasevelocity measurements presents opportunities for the imaging of seismic anisotropy more accurately and in more locations than ever before. These data come from measurements using station pairs, from array analysis, and from phase-velocity maps, regional or global. The 1-D, Bayesian Monte Carlo approach developed in this study is well suited for the inversion of these data. The methods can extract structural information from the data effectively and constrain the depth-dependent radial and azimuthal shear-wave anisotropies in the crust and upper mantle.
Importantly, the probabilistic basis of the method enables us to quantify the non-uniqueness of solutions by drawing samples from the posterior distributions of Earth model parameters. Treating the Figure 20 . Distribution of Rayleigh-wave, 2ϕ anisotropy with period in the west-central Italy region of study. Red circles show the amplitude (half peak to peak) (left) and fast-propagation azimuth (right) of phase-velocity anisotropy in the region (Keogh et al. 2009; Lebedev et al. 2010) . Solid and dotted lines show the amplitude (left) and fast-propagation direction (right) of anisotropy of the phase velocities corresponding to the best-fitting models yielded by our McMC inversions. data noise as an unknown in the inversions for radial anisotropy, we can let the data dictate the closeness of the fit that is required, which shows very promising results. Accurate estimation of errors in phase-velocity data is often difficult, especially if the data themselves are results of inversions (phase-velocity maps, for example). It is thus useful to have the means to estimate the errors, for which we have implemented and tested two approaches. In one, we use gradient-search inversions to identify the component of the signal that cannot be fit by any 1-D Earth model, and in the other, we make the amplitude of noise an unknown in McMC inversions and solve for it.
Our Bayesian inversion for depth-dependent azimuthal anisotropy of shear-waves differs from previous methods in that it is fully non-linear. The relation between the model parameters and surface-wave phase velocities is not linearized around a model that is averaged azimuthally, with the phase velocities at different azimuths computed numerically for every model realization. This ensures that any linearization biases are avoided.
We also developed a faster, non-linear gradient-search inversion of azimuthally anisotropic phase-velocity curves for depthdependent V s anisotropy. The gradient-search and the McMC algorithms were tested with synthetic and measured data and yielded mutually consistent models; both are ready for applications with either small or large data sets. In particular, the methods can be applied for a point-by point inversion of Rayleigh-and Love-wave phase-velocity maps for 3-D anisotropic models.
There remain aspects of the methods where refinements and improvements would be beneficial, at least in some applications. First, the parametrization that we have defined is not adaptive, therefore the number of model parameters is not treated as one of the unknowns during the inversions but is chosen beforehand. Although the locations of the control points in the mantle can be changed in each Markov chain in order to allow flexibility of the model space sampling, the number of layers and the depths of discontinuities in the crust (except for the Moho depth) are fixed in each inversion and set equal to some reference values. A possible improvement of the algorithms would be achieved by using an adaptive parametrization of the crustal structure, or by treating the crustal discontinuity depths as additional parameters of the inversions (which can be incorporated easily).
Secondly, although we try to estimate the dependency of the data noise with period and we treat the amplitude of the noise as an unknown in the radial anisotropy inversions, we assume uncorrelated measurement errors and diagonal covariance matrices of the noise. This may not be true for surface-wave dispersion data. One approach to take into account the correlation between neighbouring data points would be to introduce off-diagonal terms in the covariance matrix of data noise and, possibly, treat both the variance and correlation parameters of data noise as unknowns in the inversions (as done in Bodin et al. 2012 for receiver-function inversions).
Thirdly, our algorithms have been applied only to the fundamental-mode data. A future implementation could include a joint inversion of the fundamental and higher mode phasevelocity curves, provided that phase-velocity measurements for higher modes are available. This development would yield resolution of Earth structure down to the transition-zone and lower mantle depths (e.g. Khan et al. 2011) .
The applications of the methods to measured data presented in this paper were not only used to test the methods, but also provided useful new information on Earth structure and dynamics. Our radially anisotropic profile for the Baikal-central Mongolia region yielded resolution from the crust down to the transition-zone depths. It is consistent with those from previous studies in its main features (Lebedev et al. 2006; Fullea et al. 2012) . However, it also provides more convincing evidence than previously for a strong vertical component of flow in the asthenosphere. This is consistent with an upward asthenospheric flow from below the thick lithosphere of the Siberian Craton to below the thinner lithosphere of central Mongolia, which is likely to cause decompression melting of veins of enriched material within the asthenosphere and give rise to the scattered, sporadic volcanism observed in the Baikal Rift area.
The McMC inversion of the phase-velocity data from westcentral Italy (Keogh et al. 2009; Lebedev et al. 2010) for azimuthal anisotropy revealed the layering of anisotropic fabric in the lithosphere-asthenosphere depth range. A clear change in the fast-propagation direction was detected in the 70-100 km depth range, probably at or just below the LAB. The orientation of the fabric in the lithosphere is roughly E-W, parallel to the direction of stretching over the last 10 m.y. (Jolivet et al. 2009 ). The orientation of the fabric we detect in the asthenosphere is NW-SE, matching the fast directions inferred from shear-wave splitting (Salimbeni et al. 2007) , which thus occurs in the asthenosphere.
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Supplementary data are available at GJI online. Figure D2 . Marginal posterior probability distributions for isotropic average shear velocity (Vs) and radial anisotropy at different depths, resulting from the synthetic inversions described in section 5.1. The Gaussian prior probability distributions (normal fits of the sampled prior distributions) are shown in green, and are centered, at each depth, at the reference model (dashed green lines). The values of the true synthetic model at the given depths are indicated by the red lines.
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