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ABSTRACT
Luminosity correlations of long Gamma-ray bursts (GRB) are extensively proposed as an effective
complementarity to trace the Hubble diagram of Universe at high redshifts, which is of great impor-
tance to explore properties of dark energy. Recently, several empirical luminosity correlations have
been statistically proposed from GRB observations. However, to treat GRB as the distance indicator,
there are two key issues: the redshift evolution of luminosity correlations and their calibrations. In this
paper, we choose the Amati relation, the correlation between the peak spectra energy and the equiv-
alent isotropic energy of GRBs (Ep − Eiso), as an example, and find that the current GRB dataset
implies that there could be a evolution of the luminosity correlation with respect to the redshift.
Therefore, we propose an extended Amati relation with two extra redshift-dependent terms to correct
the redshift evolution of GRB relation. Secondly, we carefully check the reliability of the calibra-
tion method using the low-redshift GRB data. Importantly, we find that the low-redshift calibration
method does not take whole correlations between Ωm and coefficients into account. Neglecting these
correlation information can break the degeneracies and obtain the biased constraint on Ωm which is
very sensitive to values of parameters for the calibration. A small shift of parameters of “calibrated”
relation could significantly change the final constraint on Ωm in the low-redshift calibration method.
Finally, we simulate several GRB samples with different statistical errors and find that, in order to
correctly recover the fiducial value of Ωm using the low-redshift calibration method, we need a large
number of GRB samples with high precisions.
Subject headings: cosmological parameters − gamma-ray burst: general
1. INTRODUCTION
Since the accelerating expansion of the universe was
revealed by observations of type Ia supernovae (SN)
(Riess et al. 1998; Perlmutter et al. 1999), SN plays an
essential role to study the expansion history of the Uni-
verse and the nature of dark energy. However, due to the
limited intrinsic luminosity and the extinction from the
interstellar medium, the maximum redshift of the SN we
can currently observe is about 1.7. Approximately, for
most other popular probes at low redshift, such as baryon
acoustic oscillations (BAO) and weak lensing, the bottle-
neck of redshift range in the near future observations is
about z ∼ 2. Whereas fluctuations of the cosmic mi-
crowave background (CMB) provide cosmological infor-
mation at the last scattering surface (z ∼ 1089). There-
fore, we do not have many effective methods to observe
the evolution of our Universe at 2 < z < 1089, usually
referred as the “cosmological desert”.
Gamma-ray bursts (GRB) are the most energetic ex-
plosions after the big bang in the Universe. The equiv-
alent isotropic energy radiated in a few seconds can
reach up to 1048 ∼ 1053 erg (see e.g., (Piran 1999;
Me´sza´ros 2002, 2006; Kumar & Zhang 2015) for recent
reviews). Thanks to the extreme brightness and the
immunity to dust extinction of high-energy photons in
the gamma-ray band, GRB are detectable up to red-
shift z ∼ 10 (Salvaterra et al. 2009; Tanvir et al. 2009;
Cucchiara et al. 2011; Tanvir 2013). Therefore, in the lit-
eratures, GRB are widely proposed, as a complementary
data of SN, to trace the Hubble diagram of the Universe
at high redshifts. However, different from the consis-
tent luminosities of SN which allows us to qualify SN
as an ideal distance indicator, the central engine mecha-
nism of explosions of GRB has not yet clearly been un-
derstood. Therefore, drawing cosmological implications
from GRB observations is quite intractable. Recently,
many methods have been proposed to achieve some pro-
gresses, in order to treat GRB as the distance indicator
(Schaefer 2002; Dai, Liang & Xu 2004; Ghirlanda et al.
2004; Liang & Zhang 2005; Firmani et al. 2005; Schaefer
2007; Liang et al. 2008; Li et al. 2008; Wei & Zhang
2009; Wei 2010; Liu & Wei 2015; Li, Ding & Zhu 2015;
Lin et al. 2016; Wang, Dai & Liang 2015).
Luminosity or energy correlations of GRB are em-
pirical connections between measurable properties of
the prompt gamma-ray emission and the luminos-
ity or energy of GRB. In recent years, several em-
pirical luminosity correlations have been statistically
proposed from observations, such as various popu-
lar two-variable relations: the correlation between
spectrum lag and isotropic peak luminosity (τlag −
L) (Norris, Marani & Bonnell 2000); the correlation be-
tween time variability and isotropic peak luminosity
(V − L) (Fenimore & Ramirez-Ruiz 2000); the corre-
lation between the peak energy of νFν spectrum and
isotropic equivalent energy (Ep − Eiso, the Amati re-
lation) (Amati et al. 2002); the correlation between
peak energy and collimation-corrected energy (Ep −
Eγ) (Ghirlanda, Ghisellini & Lazzati 2004); the correla-
tion between peak energy and isotropic peak luminosity
2(Ep − L) (Schaefer 2002; Yonetoku et al. 2004); the cor-
relation between minimum rise time of light curve and
isotropic peak luminosity (τRT−L) (Schaefer 2007); and
some well-known multi-variable relations, such as the
correlation between Eiso, Ep, and the break time of the
optical afterglow light curves tb (Liang & Zhang 2005).
The general expression for luminosity correlations is
y = a+ bx , (1)
where x = logEp (or logV , log τlag, log τRT), y = logL
(or logEiso, logEγ). Determinations of coefficients a and
b of correlations could tell us whether these empirical
luminosity correlations are independent on the redshift,
which is very crucial for treating GRB as the distance
indicator to investigate the evolution of our Universe.
In addition, some new models for GRB have been pro-
posed in resent years, such as the spectro-temporal multi-
component model (Guiriec et al. 2011, 2013, 2015a,b,
2016a,b). Interestingly, this model could result in a new
time-resolved relation: the relation between the lumi-
nosity of the non-thermal component, LnTHi , and its cor-
responding νFν spectral peak energy in the rest frame,
ENT,restpeak,i (i.e., L
nTH
i − E
NT,rest
peak,i relation).
More importantly, determinations of coefficients can
also show the reliability of the calibration of GRB lu-
minosity correlations directly. In the literatures, there
are two methods to calibrate the luminosity correla-
tions: “self-calibration” method, which is based on the
global fitting technique using all GRB data to con-
strain the cosmological parameters and the coefficients
of luminosity correlations simultaneously (Schaefer 2002;
Li et al. 2008); “low-redshift calibration” method, which
is using the low-redshift GRB data to obtain the con-
straints on coefficients of luminosity correlations, and
directly extrapolate them to high redshifts to constrain
the cosmological parameters using the high-redshift GRB
data (Liang et al. 2008; Wei & Zhang 2009; Wei 2010;
Ding, Li & Zhu 2015; Liu & Wei 2015; Lin et al. 2016;
Wang et al. 2016).
Apparently, these two methods are seriously dependent
on the assumption that empirical luminosity correlations
are universal and do not evolve with respect to redshift.
In practice, for the Amati relation, Li (2007) first re-
vealed that the systematically significant variations of
the intercept a and the slope b with the cosmological
redshift. Later, Basilakos & Perivolaropoulos (2008) in-
vestigated the same issue for several other luminosity
relations. Due to the limited quality of GRB samples,
there was no statistically significant evidence for evolu-
tion of the calibration parameters. In addition, as a cos-
mological probe, the evolution of GRB luminosity cor-
relations may result in overestimate or underestimate of
cosmological parameters (Dainotti et al. 2013). More re-
cently, in Lin et al. (2015), they re-investigated the Am-
ati relation using low-redshift (z < 1.4) and high-redshift
(z > 1.4) GRB, and found that the coefficients of Amati
relation in low-redshift GRB differs from those of high-
redshift GRB at more than 3σ confidence level. There-
fore, they finally concluded that long gamma-ray bursts
might not be standard candles. Following on this topic,
Lin et al. (2016) further examined the possible redshift
dependence of several other luminosity correlations and
found that only for the Ep−Eγ relation, the low-redshift
GRB could give the similar constraints on the coefficients
with those from the high-redshift GRB within 1σ confi-
dence level.
In this paper, we choose the Amati relation as an ex-
ample to investigate the evolutions and calibrations of
GRB luminosity correlation with the latest GRB obser-
vational data (Liu & Wei 2015). Firstly, we divide the
whole GRB sample into two bins (z < 1.4 and z > 1.4).
In each bin, we use the GRB data to constrain the coef-
ficients in the ΛCDM framework to check whether they
are independent on the redshift. Then, we propose an
extended Amati relation by introducing two extra terms
to characterize the evolutions with respect to the red-
shift. Secondly, we carefully check the reliability of the
calibration method. In practice, we use the low-redshift
GRB data (z < 1.4) to calibrate the coefficients of GRB
luminosity correlation and directly extrapolate them to
high-redshift events. Then we use this “calibrated” Am-
ati relation to constrain the matter density parameter
Ωm with the high-redshift GRB data. Finally, we sim-
ulate several samples of GRB data with high precisions
to investigate that in which conditions the GRB data
calibrated by the low-redshift calibration method can be
used for cosmological studies.
This paper is organized as follows: Section 2 and Sec-
tion 3 are dedicated to present the method and numer-
ical results on the analysis of evolution and calibration
of GRB luminosity correlation. Finally, conclusions and
discussions are presented in section 4.
2. EVOLUTIONS OF LUMINOSITY
CORRELATIONS
2.1. Amati Relation & GRB Data
Although for recent years, many empirical luminosity
correlations have been statistically concluded from long
GRB observations, the Amati correlation is the most
widely used one among them for cosmological studies.
The original version of the Amati relation is expressed
as
log
Eiso
erg
= a+ b log
Ep,i
300 keV
, (2)
where Ep,i = Ep(1 + z) to correct the redshift dilation
of the spectrum (Wang, Qi & Dai 2011). The isotropic
equivalent energy Eiso can be calculated from the bolo-
metric fluences Sbolo (Schaefer 2007):
Eiso = 4pid
2
LSbolo (1 + z)
−1 . (3)
The uncertainty of Eiso propagates from the uncertain-
ties of Sbolo and dL. Sbolo is calculated from the observed
peak photon flux in the rest frame 1 − 10, 000 keV en-
ergy band by assuming the Band spectrum (Band et al.
1993). To calculate the luminosity distance dL, we as-
sume a flat concordance ΛCDM model with the Hubble
constant: H0 = 67.8 km s
−1Mpc and the matter density
parameter: Ωm = 0.308 obtained from the latest Planck
2015 results (Ade et al. 2015). Hence, dL in Eq. (3) can
be written as
dL(z) =
c(1 + z)
H0
∫ z
0
dz√
Ωm(1 + z)3 + (1− Ωm)
. (4)
3TABLE 1
1σ Constraints on the intrinsic scatters (σint) and luminosity correlation parameters (a, b, α and β) in the flat ΛCDM
framework for the original Amati relation and extended Amati relation respectively. For comparison, we also show the
constraints using the global fitting method.
relation bins σint N χ
2
min
a b α β
low-z 0.40± 0.05 59 55.51 52.75 ± 0.06 1.60± 0.10
Amati relation: high-z 0.32± 0.04 79 76.18 52.95 ± 0.05 1.30± 0.12
Global Fit 0.35± 0.03 138 134.83 52.62 ± 0.07 1.49± 0.07
Extended low-z 0.40± 0.05 59 55.15 52.42 ± 0.35 1.46± 0.29 0.72± 0.75 0.14± 0.64
Amati relation: high-z 0.32± 0.04 79 74.06 53.42 ± 0.46 0.08± 1.01 −0.67± 0.64 1.73± 1.42
Global Fit 0.35± 0.03 138 134.65 52.52 ± 0.16 1.59± 0.18 0.33± 0.40 −0.31± 0.32
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Fig. 1.— The original Amati relation for all GRB data. The blue
points with error bars are GRB data. The red line denotes the the-
oretical prediction from the best-fit values a = 52.82 and b = 1.56,
which are derived from maximizing the D’Agostini’s likelihood.
To test the possible redshift dependence of the Amati
luminosity correlation, we use the GRB sample compiled
in Liu & Wei (2015), which includes 138 well-measured
GRB in the redshift range: z ∈ [0.0331, 8.1]. In gen-
eral, we examine the evolution of the coefficients a and b
according the following steps: Firstly, we get the equiv-
alent isotropic energy Eiso for each GRB at redshift z
with the distance in Eq. (4) taken into account. Then,
we divide all observed 138 GRB sample into two redshift
bins: [0.0331, 1.4], [1.4, 8.1]. The reason of choosing
z = 1.4 as the threshold is that the maximal redshift
of SNe Ia data samples we are using for cosmological
studies is usually around z = 1.4. The Universe below
z = 1.4 has already been well studied by using the SNe
Ia datasets (Amanullah et al. 2010; Suzuki et al. 2012;
Betoule et al. 2014). Therefore, we treat the GRB data
with z < 1.4 and z > 1.4 as the low-z and high-z samples,
respectively. In these two redshift bins, there are 59 and
79 GRB data, respectively. And then, we constrain the
luminosity correlation coefficients a and b by maximizing
the D’Agostini’s likelihood (D’Agostini 2005):
LD(a, b, σint) ∝
∏
i
1√
σ2int + σ
2
yi + b
2σ2xi
× exp
[
−
(yi − a− bxi)
2
2(σ2int + σ
2
yi + b
2σ2xi)
]
, (5)
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Fig. 2.— The 2-dimensional marginalized distributions with 1σ,
2σ, and 3σ contours for the coefficients a, b, α, and β for the original
Amati relation (the upper right panel) and the extended Amati
relation (other six panels), respectively. The blue and red contours
denote the results on the parameters of the GRB relations from
the low-redshift and high-redshift GRB subsamples, respectively.
The central points represent the best-fit values.
or, equivalently, by minimizing the χ2:
χ2D(a, b, σint) =
∑
i
ln
(
σ2int + σ
2
yi + b
2σ2xi
)
+
∑
i
(yi − a− bxi)
2
σ2int + σ
2
yi + b
2σ2xi
, (6)
where σint is the intrinsic scatter which represents any
other unknown uncertainties except for the observational
statistical ones. Here, in order to test the feasibility of
D’Agostini’s likelihood, we constrain the two parameters
of Amati relation use all GRB data (138 GRB) in the
flat ΛCDM framework firstly. The minimum chi-squared
value is χ2min = 134.91 and χ
2
min/d.o.f. = 0.98. We also
plot the comparison between the GRB data and the the-
oretical prediction of the best-fit values in Fig. 1. All
these results show that the D’Agostinis likelihood is fea-
sible to constrain parameters. Finally, after getting con-
straints on a and b, in Fig.2 we plot the 2 dimensional
marginalized constraints in the plane of (a, b) from the
low-redshift (blue contours) and high-redshift (red con-
tours) GRB data, respectively.
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Fig. 3.— 1-dimensional and 2-dimensional marginalized constraints on Ωm and α for the original Amati relation (the upper right panel)
and the extended Amati relation (other three panels). For the extended Amati relation, blue lines of the lower left three panels represent
the results from global fitting method. The dotted red lines in the left two panels represent α = 0.72 (see Table 1) which is the best-fit
value obtained from the low-redshift GRB data in the low-z calibration method. The constraint on Ωm from the low-redshift calibration
method are shown in the lower right panel (the red dashed line, the green dash dot line, and the black dotted line). For comparison, in the
upper right panel we also show the results obtained from the low-redshift calibration method and the global fitting method for the original
Amati relation, where the blue line is the result of global fitting method, the red dashed line and green dash dot line are the result from
low-redshift calibration method.
In our analysis, we use emcee1 introduced by
Foreman-Mackey et al. (2012), a Python module that
uses the Markov chain Monte Carlo (MCMC) method
to get the best-fit values and their uncertainties of pa-
rameters a, b and σint by generating sample points of
the probability distribution. The best-fit values with
1σ errors are shown in Table 1. We also plot the re-
sults in Fig. 2 (the upper right panel), in which the blue
and red contours denote the results on the parameters
of Amati relation from the low-redshift and high-redshift
GRB subsamples, respectively. Apparently, these two
constraints are not match very well. The best fit values
are more than 3σ away. When considering the uncertain-
ties, the tension between two fitting results is less than
2σ confidence level, which implies that the parameters of
Amati relation might be redshift-dependent. The result
is similar with some other works (Lin et al. 2015).
2.2. Redshift Evolution of Amati Relation
As the statistically obvious evolution of the luminos-
ity correlation has been revealed, we should be careful
to use the GRB data as the distance indicator for cos-
mological studies. Because all these investigations are
based on the assumption that the luminosity correlation
does not vary with respect to the redshift, i.e., both a
1 https://pypi.python.org/pypi/emcee
and b in Eq. (2) should be constant. To solve this prob-
lem, inspired by the study for the evolution of light-curve
fitting parameters in SN observations (Wang & Wang
2013; Wang, Li & Zhang 2014) and that for the evolu-
tion of the GRB intrinsic luminosity (Yu et al. 2015), we
introduce two extra redshift-dependent terms to charac-
terize the redshift evolution of the luminosity correla-
tion. Since most redshifts of GRB are much greater than
unity, rather than the linear expression in Wang & Wang
(2013); Wang, Li & Zhang (2014) and the logarithmic
parametrization in Yu et al. (2015), we select two mild
formulas
a→ A = a+ α
z
1 + z
, b→ B = b+ β
z
1 + z
(7)
to avoid extreme results at high redshifts. Therefore, the
extended Amati relation can be expressed as
log
Eiso
erg
=
(
a+
αz
1 + z
)
+
(
b+
βz
1 + z
)
log
Ep,i
300 keV
,
(8)
where a,b,α and β are new four coefficients in the relation
which should be obtained from the GRB data.
Following the same procedures for analyzing the evolu-
tions of a and b presented in the subsection 2.1, we also
investigate the evolutions of luminosity correlation coef-
ficients a, b, α and β using the GRB sample in the same
5low-redshift and high-redshift subsamples, respectively.
The best-fit values with 1σ errors are shown in Table 1.
Fig. 2 (the lower left six panels) shows the results regard-
ing evolutions of luminosity correlation coefficients (a, b,
α and β). Since we have two parameters to describe the
redshift dependence, compared with the result of orig-
inal Amati relation, the tension between constraints of
parameters from low-z and high-z GRB data are allevi-
ated, most of which are consistent within 1σ confidence
level. Of course, these two extra free parameters could
bring the large uncertainties and make the constraints
weaker.
3. CALIBRATIONS OF LUMINOSITY
CORRELATIONS
3.1. Low Redshift Calibration
As shown in section 2.2, the tension between the con-
straints on parameters of the original Amati relation
from the low-redshift and high-redshift GRB subsam-
ples is more than 1σ confidence level, while the con-
straints are consistent within 1σ confidence level for the
extended Amati relation. However, this does not mean
that we can safely use the GRB data for cosmological
studies. We need to check the calibration of GRB lumi-
nosity correlations further. Usually, we have two calibra-
tion methods. One is to calibrate luminosity correlations
with low-redshift GRB samples in the context of the flat
ΛCDM model and then extrapolate these obtained co-
efficients to high redshift range. The other method is
the global fitting analysis using the MCMC technique
in which luminosity correlation parameters and cosmo-
logical parameters are simultaneously fitted on the same
weight in the context of the flat ΛCDM model (Li et al.
2008). Therefore, here we use these two methods to cali-
brate the extended Amati relation and compare the con-
straints on the cosmological parameters.
In the low-redshift calibration method, we obtain the
luminosity distance of the low-redshift GRB sample (z <
1.4) by using Eq. (4). And then we calibrate the luminos-
ity correlation by maximizing the D’Agostini’s likelihood
(Eq. 5) for the 59 low-redshift GRBs. The constraints on
the luminosity correlation coefficients are shown in Tab.
1. Then we directly extrapolate these coefficients to high
redshifts. Therefore, we construct the Hubble diagram
for the 79 high-redshift GRBs based on the calibrated lu-
minosity correlation and investigate cosmological impli-
cation from this Hubble diagram in the context of stan-
dard ΛCDM model. In this framework, the luminosity
distance is determined by Eq. (4), and the corresponding
distance modulus is
µ(z) = 5 lg
dL(z)
Mpc
+ 25. (9)
We use the numerical method to fit Ωm and the corre-
sponding χ2 is
χ2 =
∑
i
[µobs(zi)− µth(zi; Ωm)]
2
σ2µ,i
, (10)
where σµ,i is the total uncertainty of distance modulus
for the ith GRB and it is propagated from the uncertain-
ties of Sbolo, Ep,i, Eiso
σ2µ =
(
5
2
)2 [
σ2logEiso +
(
σSbolo
Sbolo ln 10
)2]
, (11)
where
σ2logEiso = σ
2
a +
(
zσα
1 + z
)2
+
(
σb log
Ep,i
300 keV
)2
+
(
zσβ
1 + z
· log
Ep,i
300 keV
)2
+


(
b+ zβ1+z
)
σEp,i
Ep,i ln 10


2
+ σ2int.
Firstly, we consider the original Amati relation. In the
upper right panel of Fig. 3 (red dashed line), we show
the one-dimensional distribution of the matter density
parameter Ωm obtained from the 79 high-redshift GRB
data by using the low-redshift calibration method. If
we use the best-fit values a = 52.75 and b = 1.60 to
calibrate the high-redshift GRB data, we obtain the 68%
C.L. constraint on the matter density parameter:
Ωm = 0.50± 0.10 . (12)
Based on this result, we can see that this obtained con-
straint on Ωm is far away from the fiducial value of
Ωm = 0.308, which is used to constrain the parameter
a and b from the low-z GRB data for calibration. The
significance of this inconsistence is about 2σ confidence
level.
Then, we use the extended Amati relation to do the
calculations, following the same procedures. In the lower
right panel of Fig. 3 (red dashed line), we also show
the one-dimensional distribution of Ωm obtained from
the 79 high-redshift GRB data by using the low-redshift
calibration method. The obtained constraints on Ωm is:
Ωm = 0.24± 0.12 , (13)
at 68% confidence level, which is consistent with previous
works (Wang et al. 2016). This result is consistent with
the fiducial value of the matter density parameter very
well, which also implies that the extended Amati relation
might be better than the original one.
3.2. Global Fitting Method
The second method is the global fitting method, in
which we calculate the matter density parameter Ωm and
luminosity correlation coefficients (a, b, α and β) simulta-
neously with the same weight. The constraints on these
coefficients from all-redshift GRB data are also listed in
Table 1.
Similar with the discussions in the section 2, we start
with the original Amati relation. In Table 1 and Fig.
4, we show that constraints on the parameters of Am-
ati relation from the low-z GRB data in the low-redshift
calibration method and from all GRB data in the global
fitting method are more or less consistent within 1σ con-
fidence level. As we know, the constraint on the matter
density parameter is strongly correlated with these co-
efficients of GRB relation. Therefore, the constraint on
Ωm using the global fitting method is quite different from
that using the low-redshift calibration method:
Ωm > 0.45 (14)
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Fig. 4.— The 2-dimensional marginalized distributions with 1σ,
2σ, and 3σ contours for the coefficients a and b for the original
Amati relation. The blue and green contours denote the results
obtained from the low-z GRB data in the low-redshift calibration
method and from all GRB data in the global fitting method. The
points represent the best-fit values of coefficients.
at 95% confidence level, as shown in the blue line of the
upper right panel of Fig. 3. This large difference implies
that the obtained constraint on Ωm using the low-redshift
calibration method could be biased and overestimated.
On the other hand, the constraint on Ωm using the global
fitting method is far away from the current best-fit values
from other observational data Ωm ∼ 0.3, which might
imply that the original Amati relation could not be the
best relation to describe the GRB data.
Next, we move to the extended Amati relation. In Ta-
ble 1 we also show the constraints on parameters of the
extended Amati relation from the low-z GRB data in the
low-redshift calibration method and from all GRB data
in the global fitting method, which are completely consis-
tent with each other at about 1σ confidence level. This
also implies that the extended Amati relation could ease
the tension of constraints on parameters of GRB relation
obtained from different GRB data combinations, simi-
lar with the conclusion in the previous section 2. Then
we compare the constraints on the matter density pa-
rameter using these two methods. In Fig. 3 we plot
the two-dimensional marginalized distribution with 1σ
and 2σ contours between Ωm and α, as well as the one-
dimensional distributions of Ωm and α (blue lines). We
also show the constraint on Ωm using the low-redshift
calibration method (red dashed line) in the lower-right
panel for comparison.
Clearly, we can see that the constraint on Ωm using
the global fitting method is nearly unconstrained, while
the powerful constraint on Ωm is obtained by using the
low-redshift calibration method. After our careful nu-
merical checks, we find that the reason of this huge
difference is that the global fitting method includes all
the correlations among parameters, such as the matter
density parameter and parameters of GRB relation (as
shown in the lower-left panel of Fig. 3), during the cal-
culations, while this low-redshift calibration method to-
tally neglects these strong degeneracies by force and only
uses the simple error propagation equation [see Eq.(11)],
which only includes the standard deviations of parame-
ters themselves, to estimate the final statistical errors for
the data. This will inevitably underestimate the statisti-
cal errors of data and then overestimate the constraining
power on the matter density parameter. This means that
the low-redshift calibration method gives the strongly bi-
ased and overestimated constraint on the matter density
parameter, which is untrustable.
In the two dimensional contour (lower left panel) of
Fig. 3, we add a vertical line which denote the best-fit
value α = 0.72 obtained from the low-redshift GRB data
alone in the low-redshift calibration method. This line
crosses the 1σ and 2σ contours with the crossing values
0.11 ≤ Ωm ≤ 0.36 and 0.05 ≤ Ωm ≤ 0.76. We find that
these values are quite similar with the 1σ and 2σ, lower
and upper limits of the constraint on the matter density
parameter by using the low-redshift calibration method
(Eq. 13). This analysis implies that in the low-redshift
calibration method, the strong correlations between Ωm
and coefficients of the extended Amati correlation are
not fully taken into account in the calculation. Neglect-
ing this information could break the strong degeneracies
between Ωm and correlations coefficients by force and
then give quite stringent constraint on the matter den-
sity parameter.
Furthermore, in the low-redshift calibration method,
we find that the final constraint on Ωm is very sensitive on
how to calibrate the relation. Here, we assume three sets
of parameters to calibrate the extended Amati relation:
• (a) the best-fit values obtained from the low-z GRB
data;
• (b) the best-fit values obtained from all GRB data;
• (c) a = 52.40, b = 1.45, α = 0.10 and β = 0.14,
which is quite similar with the first case (a), except
the α.
Based on the Table 1, we can easily know these three
cases are consistent with each other at 1σ confidence
level. Now we use the low-redshift calibration method
to constrain Ωm, which is shown in the lower-right panel
of Fig. 3 [(a) the red dashed line, (b) green dash dot
line and (c) black dotted line, respectively]. The case
(a) is the standard case in the low-redshift calibration
method and obtains the stringent constraint on Ωm (see
Eq. 13). But if we use case (b) to calibrate the relation,
the obtained constraint on the matter density parameter
is quite different from that in case (a):
Ωm = 0.58± 0.12 (68% C.L.) . (15)
The small shift of the parameters of “calibrated” relation
could significantly change the final constraint on Ωm in
the low-redshift calibration method, which implies that
the constraint on Ωm is very sensitive to the values of
parameters for the calibration, when we do not fully take
the strong correlations among parameters into account
and underestimate the statistical errors. When we use
the case (c), the situation becomes worse. The obtained
constraint on Ωm is weaker and only has the lower limit:
Ωm > 0.71 at 95% confidence level.
We also perform the similar check in the original Amati
relation. The constraints on the matter density param-
eter using the cases (a) and (b) to calibrate the relation
are shown in the upper-right panel of Fig.3 [(a) the red
dashed line and (b) green dash dot line, respectively].
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Fig. 5.— The distributions of redshift z (left panel) and peak energy Ep (right panel). The blue histogram represent the distributions of
redshift z and peak energy Ep respectively. the red lines are the distribution function of this two quantities.
We obtain the same conclusion that the constraint on
Ωm is very sensitive to the values of parameters for the
calibration in the low-redshift calibration method.
3.3. Simulation Results
For the time being, the number of GRB data we can
use for possible cosmological studies are very small, when
comparing with various type Ia supernovae data sets.
There are still very large intrinsic scatter and large sta-
tistical errors on data in the current GRB data set, as
we discuss above. In order to check how large biased
constraint on the matter density parameter by using the
low-redshift calibration method, we simulate the mock
GRB data with high precisions.
To get the simulation data of GRBs, we first plot the
distribution of the redshift z and the observed quantity
peak energy Ep of the 138 GRBs sample (Liu & Wei
2015) in Fig. 5 with the blue histogram. Then we find
two distribution functions to trace the histogram of red-
shift z and Ep. For the redshift z, we assumes the dis-
tribution function has the form
p(z) ∝ ze−z. (16)
We also assumes the distribution of peak energy Ep is
gamma distribution
p(x;α, λ) =
λα
Γ(α)
xα−1e−λx, (17)
where α and λ are parameters, and the gamma function
is
Γ(α) =
∫
∞
0
e−ttα−1dt. (18)
We put the distribution function of Ep in Fig. 5 (right
panel) the form of
p(Ep/100) ∝
1
Γ(α)
(Ep/100)
λe−Ep/100. (19)
We also use the distribution of Ep,i to generate the mock
GRB data, and find that the obtained constraints on the
parameters of relation and the matter density parameter
are consistent with that by using the distribution of Ep.
We use the fiducial values of the extended Amati re-
lation: a = 52.52, b = 1.59, α = 0.33, β = −0.31, ob-
tained from all-redshift GRB data by using the global
fitting calibration method in the flat ΛCDM framework.
(Different choices of fiducial values do not affect the final
results.) Based on these two distribution functions, equa-
tions (16) and (19), we could obtain the simulation data
for both redshift z and peak energy Ep, and then get the
simulation data of bolometric fluence Sbolo according to
Eq. (8). For the real GRB data, we find that the uncer-
tainties of Ep and Sbolo have the mean relative error of
28% and 18%, respectively (Liu & Wei 2015). Therefore,
here we set the simulation data of Ep and Sbolo have the
same relative errors. Furthermore, in the process of sim-
ulation, we also include the information of the intrinsic
scatter and choose σint = 0.353 obtained from the cali-
bration method using all current GRB data. Finally, the
χ2 equation becomes
χ2(a, b, α, β) =
∑
i
(yi −A−Bxi)
2
σ′2yi +B
2σ2xi
. (20)
where σ′yi =
√
σ2int + σ
2
yi which includes the intrinsic
scatter.
Firstly, we use the current precision (σEp ,σ
′
Sbolo
) to
simulate the 138 GRB data to constrain the coefficients
of the extended Amati relation and obtain the similar
best-fit values and error bars of coefficients with those
from the current real GRB data, which means that we
could safely use this mock data for further calculations.
Next, we use the low-redshift calibration method to
constrain the matter density parameter from this mock
GRB data. In practice, we select the low-redshift GRB
samples with z < 1.4 to constrain those four coefficients
of the extended Amati relation. The results are shown in
Fig. 6. The obtained best-fit values perfectly recover the
fiducial ones of parameters of GRB relation. In section
3.2, we have proven that a small shift of the parameters of
“calibrated” relation could significantly change the final
constraint on Ωm from the real GRB data in the low-
redshift calibration method. Therefore, here we want
to check this using the mock GRB data. We assume
the values of parameters (52.805, 2.408, -0.020, -1.939),
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Fig. 6.— The 1-D and 2-D marginalized distributions with 1σ
and 2σ contours for the coefficients a, b, α and β from the mock
GRB data with the current precision of GRB data.
which is a small shift from the best fit fiducial values
and safely lay in the 1σ contour (red points in Fig. 6), to
calibrate the extended Amati relation. Then we use the
mock high-redshift GRB data to constrain the matter
density parameter, based on this “calibrated” relation,
and obtain the 68% C.L. constraint:
Ωm = 0.65± 0.15 , (21)
which is far away from the fiducial value Ωm = 0.308.
This result tells us that even a small shift of coefficients
in the 1σ contour, the constraint on the matter density
parameter with the current precision of GRB data could
still be significantly biased using the low-redshift calibra-
tion method. The constraint on Ωm is very sensitive to
the values of parameters for the calibration, when we do
not fully take the strong correlations among parameters
into account and underestimate the statistical errors in
the low-redshift calibration method.
In Fig 7 we show the obtained biased values of matter
density parameter from the mock GRB data with differ-
ent precisions using the low-redshift calibration method.
We can see that when GRB data have larger samples
with the current precision or the relative errors of GRB
data decreases, Ωm will be more and more close to the
fiducial value.
4. CONCLUSIONS AND DISCUSSIONS
Thanks to the extremely high power of the explosion,
Gamma-ray bursts (GRBs) are proposed as a promising
candidate to trace the Hubble diagram of the Universe
in high redshift range. In recent years, several popular
luminosity correlations have been statistically concluded
from GRBs observations. People also have made great
efforts to standardize them as cosmological distance in-
dicators. In general, there are two key issues extensively
discussed in the literature when we use these correlations
for cosmology. The first issue is that whether luminosity
correlations evolve with redshift. The other one is about
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Fig. 7.— The best-fit value and 1σ error of Ωm for different
quantities of GRBs. The red points with error bars represent the
best-fit value and 1σ error of Ωm for different numbers of GRBs
respectively. The red dashed line corresponding to the fiducial
value of Ωm = 0.308.
methods to calibrate luminosity correlations. In this pa-
per we take the Amati relation as an example and use
the current GRB data in the redshift range [0.0331, 8.1]
to investigate these two issues. Here we summarize our
main conclusions in more detail:
• We divide the whole GRB data into two redshift
bins and constrain the coefficients a and b of the
original Amati relation in each bin, respectively.
Based on the MCMC method, we find that the
constraints on both the intercept a and the slope b
are quite different from the low-redshift and high-
redshift GRB data, respectively. The tension is
more than 1σ level, which implies that the param-
eters of original Amati relation could be redshift-
dependent.
• We introduce two extra redshift-dependent terms
to characterize the redshift evolution of the lu-
minosity correlation. Interestingly, we find that
the tension between constraints of parameters from
low-z and high-z GRB data are alleviated.
• Besides the evolution of Amati correlation, the
calibration is also very important for using GRB
data in cosmological studies. We firstly check the
constraint on the matter density parameter us-
ing the low-redshift calibration method and obtain
Ωm = 0.24 ± 0.12 (68% C.L.) which is consistent
with other works.
• However, we could also use the global fitting
method to calibrate the GRB data, in which we
use all the GRB data to constrain coefficients of
the extended Amati relation and the cosmological
parameters simultaneously. In this case, we find
that, due to the current poor precision of the GRB
data, the constraint on Ωm is very weak, which is
quite different from that by using the low-redshift
calibration method.
• After our careful checks, we find that the low-
redshift calibration method does not take the whole
9correlations between Ωm and coefficients into ac-
count. Neglecting the correlation information can
break the degeneracies between Ωm and coeffi-
cients. Therefore, the obtained constraint on Ωm
is totally biased. A small shift of the parameters
of “calibrated” relation could significantly change
the final constraint on Ωm in the low-redshift cali-
bration method, which implies that the constraint
on Ωm is very sensitive to the values of parameters
for the calibration.
• In order to investigate how large biased constraint
on Ωm by using the low-redshift calibration, we
simulate the mock GRB data with different preci-
sions. We find that the mock data with current pre-
cision will give significantly biased result using the
low-redshift calibration method, even we assume a
small shift on the parameters of “calibrated” rela-
tion. When GRB data include larger samples with
the current precision or the relative errors of GRB
data decreases, the constraint on Ωm is more and
more close to the fiducial value.
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