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Abstract
We investigate wavelet methods for the efﬁcient numerical solution of a class of control problems constrained by a linear elliptic
boundary value problem where the cost functional may contain fractional Sobolev norms of the control and the state. Starting point is
the formulation of the inﬁnite-dimensional control problem in terms of (boundary-adapted biorthogonal spline-) wavelets, involving
only 2 norms of wavelet expansion coefﬁcients (where different norms are realized by a diagonal scaling together with a Riesz
map) and constraints in form of an 2 isomorphism. The coupled system of equations resulting from optimization is solved by an
inexact conjugate gradient (CG) method for the control, which involves the approximate inversion of the primal and the adjoint
operator using again CG iterations. Starting from a coarse discretization level, we use nested iteration to solve the coupled system
on successively ﬁner uniform discretizations up to discretization error accuracy on each level. The resulting inexact CG scheme is
a ‘fast solver’: it is of asymptotic optimal complexity in the sense that the overall computational effort to compute the solution up
to discretization error on the ﬁnest grid is proportional to the number of unknowns on that grid, a consequence of grid-independent
condition numbers of the linear operators in wavelet coordinates.
In the numerical examples we study the choice of different norms and the regularization parameter in the cost functional and their
effect on the solution. Moreover, for different situations the performance of the fully iterative inexact CG scheme is investigated,
conﬁrming the theoretical results.
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1. Introduction
The efﬁcient numerical solution of a single elliptic linear partial differential equation (PDE) has been the subject of
numerous studies over the past decades. Speciﬁcally, preconditioners based on multigrid [8,9,36], multilevel [11,23,41]
or wavelet approaches [23] were developed for iteratively solving the linear system resulting from discretization on
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uniform grids. These preconditioners are asymptotically optimal in the sense that the linear system can be solved in an
amount of arithmetic operations that is linear in the number of unknowns, see e.g. [8,10,21,23,36,41], motivating the
terminology ‘fast (iterative) solvers’.
For control problems constrained by linear elliptic PDEs, the optimality conditions lead to a coupled system of PDEs
involving additional unknowns for which it is even more tempting to exploit multiscale preconditioners. Multigrid
methods on uniform grids were proposed early in [35] and then more recently in [6,31], taking into account speciﬁc
requirements stemming from the control framework. Also domain decomposition methods have been proposed recently
for preconditioning such control problems [37].
Employing wavelets for the solution of PDE-constrained control problems offers several interesting perspectives.
Firstly, wavelets form Riesz bases for a whole range of Sobolev norms. In the objective functional balancing data ﬁdelity
and regularization, such a variety of norms may be used as an additional modeling tool. In particular, fractional Sobolev
norms (like the H 1/2 norm on part of the boundary which appears as the natural norm for problems with Dirichlet
boundary control [38]) may be considered whose realization in conventional settings poses severe difﬁculties. Secondly,
posed in an appropriate framework, the resulting coupled system of linear equations involving state, costate and control
as variables is well-conditioned in 2, addressing the above-mentioned point of optimal preconditioning and entailing
that the convergence speed of iterative solvers like the conjugate gradient method does not depend on the discretization.
A third motivation for using wavelets is the built-in potential to locally adapt discretizations to singularities in the
data, the coefﬁcients or the domain. Techniques from nonlinear approximation theory have been used for proving
convergence of adaptive schemes including optimal convergence rates for linear and nonlinear PDEs in [16,17] and for
linear–quadratic elliptic control problems in [24,39]. Further aspects on employing wavelets for the solution of PDEs
(including stability issues for stationary saddle point problems and evolution problems such as conservation laws) and
related mathematical concepts may be found in the surveys [10,15,18,21,22]. For PDE-constrained control problems,
adaptive schemes based on ﬁnite elements were proposed in [4], where, however, so far neither convergence proofs
nor rates are available.
As wavelets provide a very powerful tool from an analysis point of view, it is not surprising that their actual
construction on bounded and complicated domains requires more sophisticated techniques and that implementations
lag behind, in particular, for systems of PDEs such as PDE-constrained control problems. Past realizations have shown
that there is ample room for improvements. This concerns, in particular, the early adaptations of the construction of
biorthogonal spline-wavelets on the real line based on Fourier techniques [19] to bounded intervals and their effect on the
L2 stability constants of the wavelet bases [26,27] (see the discussion at the end of Section 3.1.1 on our particular choice
of wavelets). This in turn directly affects the eigenvalues of the resulting stiffness matrices. The absolute numbers of
their (in terms of discretization levels) already uniformly bounded condition numbers can be further reduced by taking
into account a more sophisticated diagonal scaling as induced by a norm equivalence of the form (3.3) below, namely,
involving the structure of the energy inner product deﬁned by the elliptic boundary value problem [3]. An additional
substantial improvement concerns inexpensive local basis transformations in terms of singular value decompositions
of selected parts of the representation of the elliptic operator [12]. The discretizations used here are based on tensor
products of one-dimensional wavelets which enable us to solve problems in arbitrary spatial dimensions as long as
storage permits.
The focus of this paper is the full iterative solution of PDE-constrained elliptic control problems in wavelet dis-
cretization on uniform grids using conjugate gradient (CG) schemes. We restrict ourselves to the simplest class of
linear–quadratic elliptic control problems with distributed control since then the constraints can still be formulated
weakly in terms of a single elliptic PDE. We derive a fully iterative scheme which consists of an inexact CG scheme for
the control as an outer iteration in which two systems for the state and the costate are solved approximately in interior
iterations by CG schemes. In addition, we use a nested iteration strategy, starting on some coarse reﬁnement level and
iterating up to matching discretization error accuracy on each level before prolongating all quantities to the next higher
level. The overall scheme is shown to be of optimal linear complexity in the total number of unknowns on the ﬁnest
grid which justiﬁes to call it a ‘fast’ algorithm.
Fully iterative schemes were proposed previously in [38] for optimally preconditioned systems of saddle point
problems arising from boundary control problems on uniform grids where, however, the outer scheme consisted of
a gradient method which required adaptation of step size parameters for convergence. The present paper proposes a
fully iterative method employing inner and outer CG schemes with optimal preconditioning which does not require the
selection of such parameters to guarantee convergence.
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We distinguish in this paper between two slightly different scenarios of PDE-constrained control problems. In the
ﬁrst class, a speciﬁc cost functional results from a physical background of the problem and one mandatorily has to
compute the solution to this particular problem. Typically in this case the norms in the cost functional are L2 norms or
ﬁrst order Sobolev norms. We call this class of problems the mandatory class. In the second class, the cost functional is
formulated by ﬁnding a good compromise between tracking given data and some regularization, thereby resulting in a
well-posed optimal control problem. Here the speciﬁc selection of the norms and the regularization parameter becomes
part of the modeling process itself, see, e.g. [5]. Imposing a Sobolev norm on the control enforces additional smoothness
but typically these norms do not have a physically motivated representer, in particular, when the smoothness order is
not an integer. In the latter case, there is no unique deﬁnition of the Sobolev norms, so that there is some ambiguity in
representing these norms, anyway. We call this class of problems the ambiguous case.
The topics we study in the numerical examples fall into two categories. The ﬁrst category concerns the effect of
modeling the optimal control problem by varying the norms for the state and the control in the objective functional
(2.2), the role of equivalent norms, and the choice of the regularization parameter balancing the norms for data ﬁdelity
of the state and cost of the control. In particular, smoothness of Sobolev norms provides additional modeling parameters
which allow to affect contributions on different length scales and which is, therefore, of more ﬂexibility than a single
weight parameter. Such enrichment for the model was beneﬁcial in scattered data ﬁtting [13] and image processing
problems [14]. The second category of numerical results deals with the performance and convergence history of the
fully iterative scheme consisting of inexact CG methods in outer and inner iterations for systems in wavelet coordinates.
We view these numerical examples also as prototype problems for wavelet-based adaptive schemes whose numerical
performance will be reported elsewhere.
The remainder of this paper is structured as follows. In Section 2, we introduce the class of control problems discussed
here and their appropriate weak formulation. In Section 3.1 we recall the basic facts for biorthogonal wavelets and
discuss some norm equivalences that are used in the sequel. Section 3.2 is devoted to the formulation of a control
problem in wavelet coordinates, followed in Section 3.3 by a derivation of the resulting necessary conditions. Section 4
contains a nested iteration algorithm combined with outer and inner conjugate gradient iterations which is shown to be
asymptotically optimal in the number of unknowns on the ﬁnest grid. Numerical results discussing quality of solutions,
iteration numbers and convergence histories are provided in Section 5.
Throughout the paper, we use the relation a ∼ b to express a b and a b, which means that a can be estimated
from above and below by a constant multiple of b independent of all parameters on which a or b may depend.
2. Linear–quadratic elliptic control problems
2.1. Abstract formulation
Let y denote the state belonging to the state space Y which is supposed to be a Hilbert space with topological dual Y ′
and dual form 〈·, ·〉Y ′×Y , or shortly 〈·, ·〉. In particular, Y will be a (closed subspace of a) Sobolev space. By u we will
always denote a control which in the case of distributed control problems discussed below will have to be in Y ′. Often
the objective functional state and control are measured in norms different from the ones of their natural spaces, Y and
Y ′ here. The observation space Z for the state is possibly a less regular Sobolev space while the control is measured
in a space U with possibly higher regularity than Y ′. We assume that there are continuous embeddings Y ↪→ Z and
U ↪→ Y ′ such that
‖w‖Z  ‖w‖Y , w ∈ Y, ‖v‖Y ′  ‖v‖U , v ∈ U . (2.1)
We deﬁne a cost functional of tracking type in terms of the state and control variables y and u as
J(y, u) := 1
2
‖y − y∗‖2Z +

2
‖u‖2U , (2.2)
where y∗ ∈ Z are given observation data to be matched, and the regularization parameter > 0 determines the relative
weight of the control term. Let a(v, v) : Y ×Y → R be a continuous and Y-elliptic bilinear form, i.e., a(v, v) ∼ ‖v‖2Y ,
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v ∈ Y . It deﬁnes a linear operator A : Y → Y ′ by 〈Av,w〉 := a(v,w) which is boundedly invertible as an operator
from Y to Y ′, i.e.,
‖Av‖Y ′ ∼ ‖v‖Y , v ∈ Y . (2.3)
We consider the following abstract linear–quadratic control problem with distributed control as a reference model for
the subsequent derivation:
(ACP) For given target data y∗ ∈ Z, right hand side f ∈ Y ′ and weight parameter > 0, minimize the quadratic
functional (2.2) over (y, u) ∈ Y ×U subject to the linear constraints a(y, v)=〈f +u, v〉 for all v ∈ Y or, equivalently,
subject to the linear operator equation
Ay = f + u. (2.4)
2.2. Example problems
2.2.1. Dirichlet problem
We always denote by  ⊂ Rn a bounded Lipschitz domain with boundary . The prototype for a Dirichlet problem
with distributed control can be formulated for a(v,w) := ∫ ∇v · ∇w dx, Y := H 10 () implying Y ′ = H−1() =
(H 10 ())
′, which corresponds to the standard weak form of the elliptic boundary value problem
−y = f + u in ,
y = 0 on .
Choices for Z,U which are admissible according to (2.1) are
Z := Hs00(), 0s1, U = H−t () := (H t00())′, 0 t1, (2.5)
where Hs00() is the intersection of Hs() with those functions whose trivial extension by zero is in Hs(R
n). The case
s = 1 or t = 1 corresponds to choosing a natural norm for this problem while s = t = 0 leads to the classical case of
L2() norms [40].
2.2.2. Neumann problem
Deﬁne a(v,w) := ∫(∇v · ∇w + vw) dx on Y := H 1() and consider as constraint for given data f˜ ∈ (H 1())′,
g ∈ H−1/2()
a(y, v) = 〈f˜ , v〉 +
∫

gv ds + 〈u, v〉 for all v ∈ Y . (2.6)
This equation can be derived from the strong form of the nonhomogeneous Neumann problem
−y + y = f˜ + u in ,
y
n
= g on ,
where /n denotes the normal derivative in the direction of the outward normal. Abbreviating 〈f, v〉 := 〈f˜ , v〉 +∫
 gv ds, the constraints (2.6) can be rephrased as an operator equation:
Ay = f + u, (2.7)
where A is an isomorphism from Y to Y ′. Analogous to (2.5) we can take here
Z := Hs(), 0s1, U = (H t ())′, 0 t1, (2.8)
where again s = t = 1 corresponds to choosing the natural norms for y and u.
Control problems involving Neumann boundary control can also be formulated in the present framework, see e.g.
[24,40]. Dirichlet boundary controls treated by saddle point formulations in wavelet discretizations where the control
is measured in H 1/2() have been investigated in [38]. This paper was motivated by the results in [34] where an H 1
norm for the control was treated approximately in a ﬁnite element context.
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3. Control problems in wavelet coordinates
In view of the examples in the previous section, for the class of ambiguous problems we want to consider control
problems where the choice of the norms in the objective functional is part of the modeling process itself. The abstract
control problem (ACP) will be formulated as a (still inﬁnite dimensional) control problem in wavelet coordinates
which is posed entirely in 2, where all norms appearing in the cost functional will be weighted 2 norms and where
the representation of the constraints (2.4) will be well-conditioned in 2. We brieﬂy recall some basic facts concerning
wavelets and norm equivalences between Sobolev spaces and discrete norms in terms of weighted wavelet coefﬁcients.
3.1. Wavelet bases
3.1.1. Basic properties
Suppose that there is for each Hilbert space H ∈ {Y,Z,U} a wavelet basis
H := {H, :  ∈ IIH } ⊂ H , (3.1)
indexed by elements from an inﬁnite set IIH whose elements  comprise different information such as the reﬁnement
scale or level of resolution j =: || and a spatial location k=k() ∈ Zn. The wavelet basis H is to have the following
properties. First, it is a Riesz basis for H: every v ∈ H has a unique expansion in terms of H ,
v =
∑
∈IIH
vH, =: vTH , v := (v)∈IIH , (3.2)
and its expansion coefﬁcients satisfy a norm equivalence
‖v‖ ∼ ‖vTH‖H , v ∈ 2(IIH ), (3.3)
where here and in the sequel we will write2 norms as‖·‖ := ‖·‖2(IIH ). Second,H is local, that is, diam (supp H,) ∼
2−||. We will view H both as a collection of functions as in (3.1) as well as a (possibly inﬁnite) column vector. For a
countable collection of functions  and some single function , the term 〈, 〉 denotes the column vector with entries
〈	, 〉, 	 ∈ . For two collections ,
, the quantity 〈,
〉 is then a matrix with entries (〈	, 〉)	∈,∈
, and for a
(possibly inﬁnite) matrix C one derives 〈C,
〉 = C〈,
〉 and 〈,C
〉 = 〈,
〉CT. By duality, (3.3) is equivalent
to the existence of a collection of functions which is dual or biorthogonal to H ,
˜H := {˜H, :  ∈ IIH } ⊂ H ′, 〈, ˜〉 = I (3.4)
(with the inﬁnite identity matrix I) which is a Riesz basis for H ′, that is, for any v˜ = v˜T ˜H ∈ H ′ one has
‖v˜‖ ∼ ‖v˜T˜H‖H ′ , (3.5)
see [20,22].
For the problem at hand, H will always be a Sobolev space Hs =Hs() (or a closed subspace of Hs() determined
by homogeneous boundary conditions, or its dual, and Hs denotes the dual of H−s for s < 0). The wavelet basis H
for H is then obtained from an anchor basis  = { :  ∈ II = IIH }. This basis  is a Riesz basis for L2(), that is,
 is scaled such that ‖‖L2() ∼ 1. Its dual basis ˜ is also a Riesz basis for L2(), and  and ˜ are constructed
in such a way that rescaled versions of both bases , ˜ form Riesz bases for a whole range of (closed subspaces of)
Sobolev spaces Hs , for 0 <s < , ˜, respectively. Consequently, one can derive that for each s ∈ (−˜, ) the collection
s := {2−s|| :  ∈ II} =: D−s is a Riesz basis for Hs , that is,
‖v‖ ∼ ‖vTs‖Hs , v ∈ 2(II), (3.6)
holds for each s ∈ (−˜, ) [20].Analogously, ˜s := {2s|| ˜ :  ∈ II}=Ds ˜ forms a Riesz basis of Hs for s ∈ (−, ˜).
Constructions of wavelet bases with the above properties for parameters , ˜ 32 on a bounded Lipschitz domain 
can be found in [26,28] which sufﬁce for the above-mentioned examples where the Sobolev indices range between
−1 and 1. These bases are further modiﬁed in [12] to improve the absolute values of the Riesz constants in the norm
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equivalences (3.3). Out of the variety of different wavelet bases that exist, our preference are biorthogonal spline-
wavelets: we can work computationally with local linear combinations of continuous piecewise polynomials while still
being able to exploit the full functional analytic background provided by the theory. Multiwavelets provide a different
class of wavelets, see, e.g. [29,30] which also possesses several nice features for the solution of operator equations,
see, e.g. [2].
3.1.2. Norm equivalences and Riesz maps
An important feature to establish norm equivalences (3.6) for a whole range s ∈ (−˜, ) of Sobolev spaces is the
scaling provided by D−s . However, there are several other norms which are equivalent to ‖ · ‖Hs and which may be
employed in the cost functional (2.2). Although the quadratic nature of the functional is still maintained, their selection
precisely determines the solution of (ACP). On the other hand, for noninteger smoothness order, there are different ways
to deﬁne Sobolev spaces, such as using interpolation spaces between integer order cases, or intrinsic norms deﬁned by
double integrals, or by extensions combined with Fourier transforms [1].
In order to address this mathematical modeling issue, we ﬁrst consider norm equivalences for the L2 norm. Let as
before  be the anchor wavelet basis for L2 for which the Riesz operator R = RL2 is the (inﬁnite) Gramian matrix
with respect to the inner product (·, ·)L2 (mass matrix) deﬁned as
R := (,)L2 = 〈,〉. (3.7)
Expanding  in terms of ˜ and recalling the duality (3.4), this also means
I = 〈, ˜〉 = 〈〈,〉˜, ˜〉 = R〈˜, ˜〉 or R−1 = 〈˜, ˜〉. (3.8)
Another interpretation is that R is the matrix performing the change of basis from ˜ to , that is,  = R˜. For any
w = wT ∈ L2, one obtains the identities:
‖w‖2L2 = (wT,wT)L2 = wT〈,〉w = wTRw = ‖R1/2w‖2 =: ‖wˆ‖2. (3.9)
Thus, expanding w with respect to the basis ˆ := R−1/2 = R1/2˜, that is, w = wˆTˆ, yields ‖w‖L2 = ‖wˆ‖. On the
other hand, we get from (3.6) with s = 0
c20 ‖w‖2‖w‖2L2C20 ‖w‖2. (3.10)
Thus, the condition number () of the wavelet basis can be derived in terms of the extreme eigenvalues of R,
() :=
(
C0
c0
)2
= max(R)
min(R)
= (R) ∼ 1, (3.11)
where (R) also denotes the spectral condition number of R and the last relation is assured by the asymptotic estimate
(3.10). However, the absolute constants will have an impact on numerical results in speciﬁc cases.
Now let the Hilbert space V ∈ {Z,U} determine the metric employed in the cost functional (2.2). Denote by V a
wavelet basis for V satisfying the properties listed in Section 3.1.1, with a corresponding dual basis ˜V . The (inﬁnite)
Gramian matrix with respect to the inner product (·, ·)V inducing ‖ · ‖V deﬁned by
RˇV := (V ,V )V (3.12)
will also be called Riesz operator. The space L2 is covered trivially since RˇL2 = R. For any function v := vTV ∈ V
we then have the identity:
‖v‖2V = (v, v)V = (vTV , vTV )V = vT(V ,V )V v = vTRˇV v = ‖Rˇ1/2V v‖2. (3.13)
In general, RˇV may not be explicitly computable, particularly, when V is a fractional order Sobolev space. Therefore,
the question arises how to mimic the effect of measuring in ‖ · ‖V as close as possible (aside from the issue, however,
whether ‖ · ‖V is indeed the ‘right’ norm for whatever effect one wants to control in (2.2)).
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Again referring to (3.6), we obtain as in (3.11) for Sobolev spaces
(s) :=
(
Cs
cs
)2
= max(RˇHs )
min(RˇHs )
= (RˇHs ) ∼ 1 for each s ∈ (−˜, ). (3.14)
Thus, all Riesz operators on the applicable scale of Sobolev spaces are spectrally equivalent. Moreover, comparing
(3.14) with (3.11), we get
cs
C0
‖R1/2v‖‖Rˇ1/2Hs v‖
Cs
c0
‖R1/2v‖ (3.15)
and the following result.
Proposition 3.1. In the above notation, we have for any v = vTs ∈ Hs the norm equivalences
‖v‖Hs = ‖Rˇ1/2Hs v‖ ∼ ‖R1/2v‖ for each s ∈ (−˜, ). (3.16)
It should be pointed out that R and its inverse are directly accessible for computations, while RˇHs for noninteger s
is usually not.
3.1.3. Representation of linear operators
Finally, the wavelet representation of a linear operator in terms of wavelets can be derived as follows [24]. Let H,V
be Hilbert spaces with wavelet bases H ,V and corresponding duals ˜H , ˜V , and suppose that B : H → V ′ is a
linear operator with dual B ′ : V → H ′ deﬁned by 〈v, B ′w〉 := 〈Bv,w〉 for all v ∈ H , w ∈ V . Then Bv =w ∈ V ′ can
be represented as Bv=w in terms of the wavelet coefﬁcients v for v (expanded in H ) and w (in terms of ˜V ), where
B := 〈V , BH 〉. (3.17)
3.2. Control problems in 2
We will now consider discrete formulations of the abstract control problem (ACP) in wavelet coordinates. Consider
the linear elliptic constraints (2.4). Following the recipe from Section 3.1.3, i.e., expanding y = yTY and u = uˇT˜Y ,
and testing with the elements of Y , (2.4) attains the form
Ay = f + uˇ, (3.18)
where
A := a(Y ,Y ), f := 〈Y , f 〉. (3.19)
(Later it will be more convenient to work with a scaled version u of uˇ, reserving the symbol u for that purpose.) The
ellipticity of A (2.3) together with the Riesz basis property of Y imply the following well known fact.
Proposition 3.2. The matrix A is a boundedly invertible mapping from 2(IIY ) onto itself, that is, there exists constants
0 <cACA <∞ such that for any v ∈ 2(IIY )
cA‖v‖‖Av‖CA‖v‖. (3.20)
Note that (3.20) entails that any ﬁnite section of A is also uniformly well-conditioned.
As for the cost functional (2.2), the question arises whether the problem formulation requires the norms ‖ · ‖Z ,
‖ · ‖U to be evaluated exactly (as for the mandatory problem class), or whether it sufﬁces to consider equivalent norms
which model the effect induced by higher or lower order Sobolev smoothness (as in the ambiguous problem class).
Recall that the question of equivalent norms arises anyway as soon as Z or U are different from a Sobolev space with
integer smoothness parameter, as there are different ways to deﬁne Sobolev spaces for these cases [1]. In view of the
norm equivalences (3.16) and Proposition 3.1, the following more sophisticated construction of Riesz-type operators
is introduced in [12].
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Deﬁnition 3.3. Deﬁne for Z ∈ {L2, H 1} RZ := RˇZ with RˇZ from (3.12). For Z = Hs and s ∈ (0, 1) not an integer,
let in view of (3.13) RZ be constructed such that ‖R1/2Hs v‖ = ‖v‖Hs if v = vTHs is a constant function. This can be
achieved by taking a certain convex combination between the RZ for the computable cases when Z ∈ {L2, H 1}. For
nonpositive smoothness, we work with a generalization of the inversion in (3.8) which has the properties RU = RˇU for
U ∈ {L2, (H 1)′} and ‖R1/2U v‖ = ‖v‖(H t )′ for U = (H t )′, t ∈ (0, 1), and constant functions v = vT˜H−t . In all other
cases, we have ‖RZv‖ ∼ ‖RˇZv‖ and ‖RUv‖ ∼ ‖RˇUv‖ for all v ∈ 2.
Although for a constant function a variation of s does not have an inﬂuence on ‖v‖Hs , its absolute value depends
on s. The above deﬁnition of RZ,RU , therefore, contains a calibration such that they exactly represent constants in
the sense (3.13). Note that the application of RU actually means to solve a well-conditioned linear system.
Let now the state and the control be expanded as in (3.18). In terms of wavelet bases, the canonical injections implied
by the embedding (2.1) correspond to a multiplication by a diagonal matrix. That is, denoting by Z , U wavelet
bases for Z,U , let DZ,DU be such that
Z = DZY , ˜Y = DUU . (3.21)
Since Z possibly induces a weaker and U a stronger topology, the diagonal matrices DZ,DU are such that their entries
increase in scale, and there is a ﬁnite constant C such that
‖D−1Z ‖, ‖D−1U ‖C. (3.22)
For example, for Y = H , Z = H, or for Y ′ = H−, U = H−, 0, DZ,DU have entries (DZ), = (DU), =
(D−), = 2(−)||. Writing y, y∗ ∈ Z as y = yTY = (D−1Z y)TZ and y∗ = 〈y∗, ˜Z〉Z =: (D−1Z y∗)TZ = yT∗
we obtain, in view of (3.16) and the discussion around Deﬁnition 3.3
‖y − y∗‖Z ∼ ‖R1/2Z D−1Z (y − y∗)‖, (3.23)
where equality holds for Z a Sobolev space with integer smoothness and for constant functions for all choices of Z. As
for representing ‖ · ‖U , recall that u is expanded in the dual basis ˜Y . Consequently, for u = uˇT˜Y , we have in view
of (3.21) and Deﬁnition 3.3
‖u‖U ∼ ‖R1/2U DU uˇ‖ =: ‖R1/2U u‖, (3.24)
that is, u = DU uˇ are in fact the expansion coefﬁcients with respect to U . Again, for the case of U being a Sobolev
space with integer smoothness, or for constant functions in case U is arbitrary, the ﬁrst equivalence in (3.24) is an
equality sign.
Finally, we arrive at the following control problem in (inﬁnite) wavelet coordinates.
(DCP) For given data D−1Z y∗ ∈ 2(IIZ), f ∈ 2(IIY ) and weight parameter > 0, minimize the quadratic functional
Jˇ(y,u) := 1
2
‖R1/2Z D−1Z (y − y∗)‖2 +

2
‖R1/2U u‖2 (3.25)
over (y,u) ∈ 2(IIY ) × 2(IIY ) subject to the linear constraints
Ay = f + D−1U u. (3.26)
Remark 3.4. The relation between (DCP) and (ACP) is the following. The constraint (3.26) is the exact representation
of (2.4) in wavelet coordinates. For the objective functionals (2.2) and (3.25), there exist positive ﬁnite constants
cJ CJ such that cJ Jˇ(y,u)J(y, u)CJ Jˇ(y,u) holds for any y = yTY ∈ Y , given y∗ = (D−1Z y∗)TZ ∈ Z and
any u=uTU ∈ U for arbitrary choices of Z,U . (DCP) and (ACP) are identical for the cases for which the Riesz maps
RZ , RU exactly represent ‖ · ‖Z or ‖ · ‖U . This concerns the class of mandatory problems involving Sobolev norms
with integer smoothness order as well as general Sobolev norms of constant functions. In the ambiguous case involving
general fractional smoothness orders, as pointed out at the beginning of Section 3.1.2, in view of the ambiguity with
respect to the particular deﬁnition of a Sobolev norm we can equally well start with (DCP) as the control problem to
be solved. In this case, problem (ACP) may be viewed as a motivation for the derivation of (DCP).
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3.3. Optimality conditions
Following standard lines from e.g. [40], the unique minimum for (DCP) can be obtained by solving the ﬁrst order
necessary conditions for Jˇ. In view of (3.20), we invert (3.26) and obtain y = A−1f + A−1D−1U u. Substitution into
(3.25) yields a functional depending only on u,
J(u) := 1
2
‖R1/2Z D−1Z
(
A−1D−1U u − (y∗ − A−1f)
)
‖2 + 
2
‖R1/2U u‖2. (3.27)
With the abbreviations
Z := R1/2Z D−1Z A−1D−1U , G := −R1/2Z D−1Z (A−1f − y∗), (3.28)
the functional simpliﬁes to
J(u) = 1
2
‖Zu − G‖2 + 
2
‖R1/2U u‖2 (3.29)
for which the following can immediately be shown, cf. [38].
Proposition 3.5. The functional J is twice differentiable with ﬁrst and second variation given by
J(u) = (ZTZ + RU)u − ZTG, 2J(u) = ZTZ + RU . (3.30)
Setting furthermore
Q := ZTZ + RU , g := ZTG, (3.31)
the unique minimizer u of (3.29) is given by solving J(u) = 0 or equivalently the system
Qu = g. (3.32)
The following result which follows from (3.20) and (3.22) has been assured in [24].
Proposition 3.6. The matrix Q is uniformly bounded on 2, i.e., there exist constants 0 <cQCQ <∞ such that
cQ ‖v‖‖Qv‖CQ ‖v‖, v ∈ 2. (3.33)
Thus, since Q is a symmetric positive deﬁnite (inﬁnite) matrix, a conjugate gradient (CG) scheme using (approxima-
tive) ﬁnite versions of Q can be used to solve (3.32), and the convergence speed does not depend on the discretization as
the spectral condition number of Q is uniformly bounded. In order to make such iterative schemes practically feasible,
of course, the explicit inversion of A in the deﬁnition of Q is replaced by an iterative solver. Here it is useful to derive an
equivalent formulation of (3.32) which is based on the Lagrangian multiplier mechanism, see e.g. [42]. In fact, deﬁning
for (DCP) the Lagrangian introducing the Lagrange multiplier, adjoint variable or adjoint state p,
L(y,p,u) := Jˇ(y,u) + 〈p,Ay − f − D−1U u〉, (3.34)
the ﬁrst-order Euler–Lagrange Ly,p,u = 0 are:
Ay = f + D−1U u, (3.35a)
ATp = −D−1Z RZD−1Z (y − y∗), (3.35b)
RUu = D−1U p, (3.35c)
see [24,38]. The ﬁrst system which is just (3.26) will be referred to as the primal system or the state or forward equation.
Accordingly, we call (3.35b) the adjoint or dual system, or the costate equation. The third equation (3.35c) is sometimes
denoted as the design equation and has the following interpretation [24].
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Proposition 3.7. Solving for a given control vector u successively (3.26) for y and (3.35b) for p, the residual for
(3.32) is
Qu − g = RUu − D−1U p. (3.36)
4. A nested iteration-inexact CG algorithm
Up to this point we have been dealing with inﬁnite-dimensional matrices and wavelet coefﬁcients as vectors. For the
ﬁnite-dimensional situation, we derive a fully iterative scheme for (3.35) which is based on a conjugate gradient (CG)
iteration for (3.32) as an outer iteration where each application of Q is in turn realized by solving the primal and the
adjoint system (3.26) and (3.35b) also by a CG method as inner iterations. Since the interior systems are only solved
up to discretization error accuracy, this procedure may, therefore, be viewed as an inexact CG method.
4.1. Finite systems
From now on, let the domain be  = (0, 1)n. The standard construction of biorthogonal spline wavelets adapted to
bounded tensor product domains from [27] has additionally been modiﬁed. Although ﬁnite sections of the operators
A and Q have been assured to have uniformly bounded condition numbers on account of (3.20), (3.33), the absolute
constants can further be improved by adapting the construction to the underlying energy inner product. This has been
observed and exploited already in [3]. In [12], this is carried even a step further in that one can not only improve the
absolute constants in the condition numbers of the operators A and Q, the corresponding transformation can also be
implemented efﬁciently in terms of a linear block transformation directly on the stiffness matrix. In order to choose
ﬁnite-dimensional trial spaces for the Hilbert spaces under consideration, H ∈ {Y,Z,U}, we work here with uniform
discretizations which correspond in the wavelet setting to pick the index set of all indices up to some highest reﬁnement
level J, i.e., IIJ,H := { ∈ IIH : ||J } ⊂ IIH satisfying NJ,H := #IIJ,H <∞. The representation of operators and
vectors is then derived as in Section 3.2 with respect to this truncated index set which corresponds to deleting all entries
that refer to indices  satisfying ||>J . There is by construction also a coarsest level of resolution denoted by j0.
Remark 4.1. Computationally the representation of an operator according to (3.17) is realized by ﬁrst setting up the
operator in terms of the generator basis on the ﬁnest level J which consists simply of tensor products of B-splines (or
linear combinations of these near the boundaries). The application of an operator in the wavelet basis then consists of
applying this sparse matrix together with the FastWavelet Transform (FWT) and its transpose which in this multiplicative
form needs O(NJ,H ) arithmetic operations and is therefore asymptotically optimal, see also [3,21,27].
Although the matrix A arising from the problems in Section 2.2 is symmetric, we continue to write A,AT to
distinguish the two operators in (3.35a) and (3.35b). For nonsymmetric A, the CG method for the interior systems used
below in APPLY would have to be replaced by a GMRES or another scheme for nonsymmetric matrices. In view of
the uniformly bounded condition number of A (3.20), one could in principle even apply the CG method to the normal
equations, i.e., to ATAy = AT(f + D−1U u).
4.2. A basic conjugate gradient (CG) method
Consider a linear system of equations
Mq = z, (4.1)
where M ∈ RN×N is a symmetric positive deﬁnite matrix satisfying
cM‖v‖‖Mv‖CM‖v‖, v ∈ RN , (4.2)
for some constants 0 <cMCM <∞ and where z ∈ RN is some given right hand side. The residual using an
approximation q˜ to q for (4.1) will be abbreviated as
RES (q˜) := Mq˜ − z. (4.3)
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We will employ a basic conjugate gradient (CG) method described next that iteratively computes an approximate
solution qK to (4.1) with given initial vector q0 and given tolerance > 0 such that
‖MqK − z‖ = ‖RES (qK)‖, (4.4)
where K denotes the number of iterations used. Later  will be speciﬁed depending on the discretization for which
(4.1) is set up. The following scheme CG contains a routine APPLY (k,M,dk) which for M = A,AT is simply the
matrix-vector multiplication Mdk . Otherwise, it approximately computes this product up to a tolerance k = k()
depending on .
CG [,q0,M, z] → qK
(I) SET d0 := z − Mq0 AND r0 := −d0. LET k = 0.
(II) WHILE ‖rk‖> 
mk := APPLY (k(),M,dk) k :=
(rk)
Trk
(dk)Tmk
,
qk+1 := qk + kdk rk+1 := rk + kmk
k :=
(rk+1)Trk+1
(rk)
Trk
dk+1 := −rk+1 + kdk k := k + 1.
(4.5)
(III) SET K := k − 1.
The routine CG computes the residual up to the stopping criterion . The error in the solution itself is, therefore,
multiplied by ‖M−1‖ = c−1M , that is,
‖q − qK‖ = ‖M−1(z − MqK)‖‖M−1‖ ‖RES (qK)‖ c−1M . (4.6)
We will also need to employ the scheme APPLY for M=Q. Since Q is not explicitly accessible we resort to iteratively
solving interior systems to evaluate A−1 and A−T. Recall the representation (3.36) for Qd − g in terms of the solution
of (3.35), i.e., Qd=g+RES (d). As the right hand side g also contains applications of A−1 and A−T, g is approximated
by applying interior conjugate gradient iterations up to stopping criterion . The following algorithm describes the
approximate computation of g.
RHS [,A, f, y∗] → g
(I) CG [ cA2C cAC2C20 , 0,A, f] → g1.
(II) CG [ cA2C , 0,AT,−D−1Z RZD−1Z (g1 − y∗)] → g2.
(III) g := D−1U g2.
Here the tolerances used within the two conjugate gradient methods depend on the constants cA, C, C0 from (3.20),
(3.22) and (3.10), respectively. Note that, since the additional factor cA(CC0)−2 in the stopping criterion in step (I)
in comparison to step (II) is in general smaller than one, this means that the primal system needs to be solved more
accurately than the adjoint system in step (II).
Proposition 4.2. The result g of RHS [,A, f, y∗] satisﬁes upon completion
‖g − g‖. (4.7)
Proof. To conﬁrm (4.7), recalling the deﬁnition (3.31) of g, one has by step (III) and step (II)
‖g − g‖‖D−1U ‖ ‖g2 − DUg‖
C‖A−T‖ ‖ATg2 − D−1Z RZD−1Z (A−1f − g1 + g1 − y∗)‖
 C
cA
( cA
2C
 + ‖D−1Z RZD−1Z (A−1f − g1)‖
)
. (4.8)
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Employing the upper bounds for D−1Z and RZ , we arrive at
‖g − g‖ C
cA
( cA
2C
 + C2C20 ‖A−1‖ ‖f − Ag1‖
)
 C
cA
(
cA
2C
 + C
2C20
cA
cA
2C
cA
C2C20

)
= .  (4.9)
As for the computation of an approximation m to the matrix–vector product Qd, we employ the following routine
which needs in the last step an appropriate approximation for g.
APPLY [,Q,d] → m
(I) CG [ cA3C cAC2C20 , 0,A, f + D
−1
U d] → y.
(II) CG [ cA3C , 0,AT,−D−1Z RZD−1Z (y − y∗)] → p.
(III) m := g/3 + RUd − D−1U p.
Note that the tolerances differ only slightly from those in the routine RHS , although the ratio between the tolerances
in step (I) and (II) is the same, namely, cA(CC0)−2. This will become clear in the proof of the following result.
Proposition 4.3. The result m of APPLY [,Q,d] satisﬁes
‖m − Qd‖. (4.10)
Proof. Let us conﬁrm that the choice of the stopping criteria in steps (I) and (II) indeed yields (4.10). Denote by yd the
exact solution of (3.35a) with d in place of u on the right hand side, and by pd the exact solution of (3.35b) with yd on
the right hand side. Then we have by step (III) and (3.36) combined with (3.10) and (3.22)
‖m − Qd‖ = ‖g/3 − g + RUd − D−1U p − (Qd − g)‖
 13 + ‖RUd − D−1U p − (RUd − D−1U pd)‖
 13 + C‖pd − p‖. (4.11)
Denoting by pˆ the exact solution of (3.35b) with y on the right hand side, we have pd−pˆ=−A−TD−1Z RZD−1Z (yd−y).
It follows by (3.20), (3.10) and (3.22) that
‖pd − pˆ‖ C
2C20
cA
‖yd − y‖ 13C , (4.12)
where the last estimate follows by the choice of the threshold in step (I). Combining (4.11) and (4.12) together with
(4.7) and the stopping criterion in step (II) readily conﬁrms the assertion,
‖m − Qd‖ 13 + C
(‖pd − pˆ‖ + ‖pˆ − p‖)
 1
3
 + C
(
1
3C
 + 1
3C

)
= . 
The effect of perturbed applications of M in CG and more general Krylov subspace schemes with respect to conver-
gence has been investigated in a numerical linear algebra context for a given linear system (4.1), e.g., in [7,32,33]. In
particular, the results in [32] yield that for the system Qu = g one can estimate the difference between the actually
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computed residual rk in CG [,q0,Q, g] and RES (uk) = Quk − g as
‖rk − RES (uk)‖CQ
k−1∑
i=0
i |i | ‖di‖, (4.13)
where CQ stems from (3.33) and i ,di are deﬁned in (4.5). In [7], the thresholds i = i () for the inner iterations in
APPLY (i ,Q,di ) are selected as i = (|i | ‖di‖)−1 which entails that they may be relaxed as ‖di‖ becomes smaller.
In the scheme used here, we have nevertheless chosen the i to be proportional to the outer accuracy  incorporating
a safety factor accounting for the values of i and ‖di‖. In agreement with the literature cited above, we get a linear
dependence of the total computing time on the number of unknowns.
Finally, we are in the position to formulate the full nested iteration strategy which employs outer and innerCG routines
as follows. The scheme starts at the coarsest level of resolution j0 with the exact uj0 and progressively solves (3.32)
with respect to each level j until the norm of the current residual is below the discretization error on that level. Since
in wavelet coordinates ‖ · ‖ corresponds to the energy norm and since we employ on the primal side for approximation
linear combinations of B-splines of order d, the discretization error for smooth solutions is expected to be proportional
to 2−(d−1)j . Then the reﬁnement level is successively increased until on the ﬁnest level J a prescribed tolerance
proportional to the discretization error 2−(d−1)J is met which is controlled by a ﬁxed positive constant . In the
following, superscripts on vectors denote the reﬁnement level on which this term is computed. The given data yj∗,
fj are supposed to be accessible on all levels. On the coarsest level, the solution of (3.32) is computed exactly by
QR decomposition. Subsequently, the results from level j are prolongated onto the next higher level j + 1 which
in the wavelet setting is accomplished by simply padding with zeros. Since wavelet coordinates have the character
of differences, this prolongation corresponds to the exact representation in higher resolution wavelet coordinates. In
summary, we formulate the nested-iteration-incomplete-conjugate-gradient (NIICG) Algorithm as follows:
NIICG [f, y∗, J ] → uJ
(I) INITIALIZATION FOR COARSEST LEVEL j := j0
(1) COMPUTE RIGHT HAND SIDE gj0 = (ZTG)j0 BY QR DECOMPOSITION USING (3.28).
(2) COMPUTE SOLUTION uj0 OF (3.32) BY QR DECOMPOSITION.
(II) WHILE j <J
(1) PROLONGATE uj → uj+10 BY PADDING WITH ZEROS, SET j := j + 1.
(2) COMPUTE RIGHT HAND SIDE USING RHS [ 2−(d−1)j ,A, fj , yj∗] → gj .
(3) COMPUTE SOLUTION OF (3.32) USING CG [ 2−(d−1)j ,uj0,Q, gj ] → uj .
Recall that step (II.3) requires multiple calls of APPLY [,Q,d], which in turn invokes both CG [. . . ,A, . . .] as well
as CG [. . . ,AT, . . .] in each application.
Remark 4.4. On account of (3.20) and (3.33), ﬁnite versions of the system matrices A and Q have uniformly bounded
condition numbers, entailing that each CG routine employed in the process reduces the error by a ﬁxed rate < 1 in each
iteration step. Let NJ ∼ 2nJ be the total number of unknowns (for yJ ,uJ and pJ ) on the highest level J. Employing the
CG method only on the highest level, one needs O(J )=O(− log J ) iterations to achieve the prescribed discretization
error accuracy J :=  2−(d−1)J . As each application of A and Q requires by Remark 4.1O(NJ ) operations, the solution
of (3.32) by CG iterating only on the ﬁnest level requires O(J NJ ) arithmetic operations.
Proposition 4.5. If the residual (3.36) is computed on each level j up to discretization error proportional to 2−(d−1)j
and the corresponding solutions are taken as initial guesses for the next higher level, NIICG is an asymptotically
optimal method in the sense that it provides the solution uJ up to discretization error on level J in an overall amount
of O(NJ ) arithmetic operations.
The argumentation which was brieﬂy sketched in [25] is as follows. Continuing in the line of Remark 4.4, nested
iteration allows to get rid of the factor J in the total amount of operations: starting with the exact solution on the
coarsest level j0, one needs only a ﬁxed amount of iterations to reduce the error up to j on each subsequent level j,
taking the solution from the previous level as initial guess. Thus, on each level, one needs O(Nj ) operations to realize
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discretization error accuracy j . Since the spaces are nested and the number of unknowns on each level grows like
Nj ∼ 2nj , by a geometric series argument the total number of arithmetic operations stays proportional to O(NJ ).
5. Numerical results
Now we present several numerical results on the domain  = (0, 1)n which address modeling issues such as the
inﬂuence of the choice of the parameters in the cost functional (2.2) or (3.25) on the quality of the solution as well as
iteration and convergence histories of NIICG in up to three spatial dimensions.
For all experiments, the wavelets employed here are tensor products of the biorthogonal spline wavelets adapted to
an interval of primal order d = 2 which are linear combinations of piecewise linear B-splines and duals of order d˜ = 4
as constructed in [27]. These bases allow for norm equivalences (3.6) in the range  ∈ (− 32 , 32 ), covering, in particular
H 1() and H−1(). The bases are further adapted to the energy inner product induced by the elliptic operator, a
procedure which has been optimized in [12]. The coarsest resolution level j0 = 3 is speciﬁed by the construction
of the boundary-adapted piecewise linear wavelets on the primal side while the highest level J is only restricted by
storage for higher dimensions. Throughout the experiments, instead of employing diagonal matrices D−s with entries
(D−s), =2−s|| as described in Section 3.2, we work with the entries of the diagonal of the stiffness matrix in wavelet
coordinates, (a(,))−s/2, since they provide better absolute numbers.
5.1. Modeling
We ﬁrst discuss modeling issues, namely, the general behavior of the quality of y and u in view of different choices
of the norms in the cost functional (3.25). We show examples in one dimension since they reveal most transparently
the interplay between smoothness for observation and control.
The ﬁrst example concerns the formulation of the control problem in wavelet coordinates (DCP) in a simple case
where the exact solution can be determined so that we can investigate the question of equivalent norms in the objective
functional between the L2 and a weighted 2 norm in terms of Riesz maps. We consider the control problem with
distributed control constrained by the Neumann problem from Section 2.2.2 with homogeneous boundary condition
g ≡ 0 and constant data f˜ = f and y∗. In this case, the state, adjoint state and control are constant and the solution of
the correspondingly reduced system of necessary conditions
y = f + u, p = −(y − y∗), u = p (5.1)
is given by
y = y∗ + f
1 +  , u =
y∗ − f
1 +  , p = u. (5.2)
In view of the constant solution, the smoothness parameters s, t in (2.2), (2.8) have no inﬂuence on the solution. To
conﬁrm this, we solve the system in wavelet coordinates (3.35) for f ≡ 1 and y∗ ≡ −1 and various choices of Z and
U and vary the regularization parameter  between 0 and 1. The resulting values for y, p, u are independent of Z and
U and are displayed in Fig. 1. We observe that we exactly reproduce these constants, conﬁrming that the construction
of Riesz maps in Deﬁnition 3.3 has the desired effect.
The graphics for the next univariate examples are displayed for resolution level j = 8. The ﬁgures always show
the state y on the left and the control u on the right. In the next example we solve again the control problem with
the constraints from Section 2.2.2 with homogeneous Neumann boundary conditions but this time for a non-constant
right hand side f (x) := 1 + 2.3 exp(−15|x − 12 |) (‘peak data’). The target function is y∗ ≡ 0. We ﬁx  = 1 and
study the behavior of the functions y, u when varying the observation space Z = Hs() for ﬁxed control space
U = (H t ())′ for t = 0 in Fig. 2 and for t = s in Fig. 3. The lines in each of these ﬁgures correspond to the choice
displayed within the ﬁgures in the same order. We see that in Fig. 2 the variations in y and u are rather marginal for
ﬁxed U while in Fig. 3 a variation of both s and t produce large amplitudes for u for s and t close to 1. The small
differences in the results for y are due to a smooth y so that enforcement of increased Sobolev regularity has only very
little effect.
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Fig. 1. Solution of the control problem with Neumann constraints from Section 2.2.2 corresponding to (5.1) with constant data f ≡ 1, y∗ ≡ −1
for weight parameter  ∈ [0, 1] displayed on the x-axis. The exact solutions y, p, u according to (5.2) are given by the continuous lines. The
corresponding discrete symbols are the results of solving (3.35) for these values of . For instance, for  = 1 we obtain y ≡ 0 and p = u ≡ 0, or
for the degenerate case  = 0 we get y ≡ −1, p ≡ 0 and u ≡ −2.
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Fig. 2. Solution of the control problem with Neumann constraints for peak data f and y∗ ≡ 0 and norms in the objective functional equivalent to
U = L2(), Z = Hs() and different values of s, state y (left) and control u (right).
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Fig. 3. Solution of the control problem with Neumann constraints for peak data f, y∗ ≡ 0, s = t .
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results for  = 0.01, 0.001 and 0 are visually not distinguishable. For  = 0, we obtain u = −f .
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Fig. 5. Solution of the control problem with Dirichlet constraints from Section 2.2.1 with peak data f and y∗ ≡ 1, t = 0, for different values of s.
For the case s = t = 1 we also display the results while varying the regularization parameter  in Fig. 4. This case
corresponds to taking natural norms Z = H 1() and U = (H 1())′ in (2.2) which are represented exactly by RZ,RU
according to Deﬁnition 3.3, and DZ = DU = I. Thus, Q is stably invertible for any  (including  = 0) since Z has a
uniformly bounded condition number in this case. Although for the degenerate case  = 0 the control problem (ACP)
or (DCP) is not well-posed, we can consider  = 0 for the system (3.35). Thus, for  = 0 and y∗ ≡ 0, we expect from
(3.35) that p ≡ 0, y∗ ≡ 0 ≡ y, entailing u ≡ −f . This is exactly the case, as can be seen in the right hand side ﬁgure
in Fig. 4 displaying u: the lowest line corresponds to the case = 0 and is the same as −f for the ‘peak data’ f. We see
that in comparison with the previous results, smaller choices of  enforce proximity to the target state y∗ ≡ 0.
The results with respect to the choice of the observation and control space are quite different for the control problems
with constraints in form of the Dirichlet problem from Section 2.2.1. We have chosen two cases where y∗ /∈Y =H 10 ().
In the ﬁrst example displayed in Fig. 5, we set the target to y∗ ≡ 1 and choose again f to be the ‘peak data’. We see
here the results for state y (left) and control u (right) for different values of s for Z = Hs() and U = L2(). In Fig. 6
we have switched the data to f ≡ 1 and y∗ the ‘peak data’, again for t = 0 (U = L2()) and for different choices of s.
We see that in the ﬁrst case a smoother observation space Z = Hs() pushes y towards the target but is deterred from
reaching this state by the homogeneous boundary conditions enforced by Y = H 10 (). The peak in the target state in
the second case has a strong effect on the control for higher s. The oscillations in u for the cases of noninteger s, t stem
from the approximate computation of Riesz operators and leave room for further improvement.
Similar results can be obtained also for higher spatial dimensions. We dispense with concrete illustrations here and
refer to [12].
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Fig. 6. Solution of the control problem with Dirichlet constraints from Section 2.2.1 with data f ≡ 1 and peak data y∗, t = 0, for different
values of s.
Table 1
Iteration history (1D) for the control problem with Neumann constraints for Z = H 0.5(), U = L2()
j ‖rj
K
‖ #O #E #A #R ‖R(yJ )−yj ‖ ‖yJ −P(yj )‖ ‖R(uJ )−uj ‖ ‖uJ −P(uj )‖
3 ex ex ex ex 6.09e − 03 1.67e − 02 1.17e − 06 7.22e − 06
4 1.28e − 05 1 3 0 4 2.06e − 03 9.14e − 03 7.16e − 06 7.22e − 06
5 4.40e − 06 2 2 0 4 6.06e − 04 4.65e − 03 2.29e − 06 2.30e − 06
6 2.20e − 06 2 2 0 4 1.68e − 04 2.33e − 03 1.38e − 06 1.38e − 06
7 1.28e − 06 2 2 0 4 4.62e − 05 1.16e − 03 9.33e − 07 9.33e − 07
8 8.98e − 07 2 2 1 4 1.32e − 05 5.82e − 04 6.07e − 07 6.07e − 07
9 1.15e − 07 3 1 1 3 4.29e − 06 2.91e − 04 7.58e − 08 7.58e − 08
10 1.20e − 07 1 3 2 4 2.05e − 06 1.45e − 04 7.58e − 08 7.58e − 08
11 7.05e − 08 2 2 1 4 4.90e − 07 7.26e − 05 4.26e − 08 4.26e − 08
12 3.32e − 08 2 2 1 4 2.73e − 07 3.63e − 05 3.22e − 08 3.22e − 08
13 2.34e − 08 2 2 1 4 2.12e − 07 1.80e − 05 2.50e − 08 2.50e − 08
14 1.40e − 08 2 2 1 4 4.00e − 08 8.80e − 06 2.16e − 08 2.16e − 08
15 4.89e − 09 3 1 1 3 2.72e − 08 3.93e − 06 1.22e − 08 1.22e − 08
16 1.18e − 09 5 1 1 3 7.57e − 09 7.57e − 09 2.56e − 09 2.56e − 09
5.2. Iteration histories
Finally we give for the above example of the control problem with Neumann constraints a number of numerical
results concerning the actual performance of the fully iterative scheme NIICG up to the three-dimensional case. Unless
stated otherwise, all results are for  = 1, y∗ ≡ 0 and the ‘peak data’ as right hand side.
In order to get an impression of the size of the constants cA, C, C0 from (3.20), (3.22) and (3.10), respectively, which
are appearing in RHS and APPLY , for instance in the bivariate case we obtain estimates cA = 0.054, C = 0.153 and
C0 = 2.742. Since we have employed biorthogonal wavelets based on piecewise linear continuous B-splines, we are
here in the case of functions of order d = 2 so that the stopping criterion for the outer iteration in NIICG (relative to
‖ · ‖ which corresponds to the energy norm) is chosen to be proportional to 2−j . The parameter  in NIICG is set to
 = 0.01.
We display here several tables (Tables 1–7) with iteration histories for different choices of norms. The setup of all
the tables is as follows. Column one contains the resolution level j. The coarsest level is j0 = 3 on which the primal
and dual systems are solved exactly, indicated by the entry ex. For n = 1, the highest resolution for which the control
problem is solved is J = 16, in the bivariate case it is J = 10 and in 3D J = 7 which corresponds to 2 × 106 unknowns
in y and u each. The second column displays the ﬁnal value of the residual of the outer CG scheme on this level, i.e.,
‖rjK‖ = ‖RES (ujK)‖. The next four columns show the number of outer CG iterations (#O) for Q according to the
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Table 2
Iteration history (1D) for the control problem with Neumann constraints for Z = H 1(), U = (H 1())′
j ‖rj
K
‖ #O #E #A #R ‖R(yJ )−yj ‖ ‖yJ −P(yj )‖ ‖R(uJ )−uj ‖ ‖uJ −P(uj )‖
3 ex ex ex ex 6.10e − 03 9.90e − 03 2.28e − 03 2.36e − 03
4 3.84e − 06 8 9 8 8 2.06e − 03 4.91e − 03 1.10e − 03 1.11e − 03
5 7.15e − 07 11 13 10 10 6.13e − 04 2.39e − 03 3.56e − 04 3.57e − 04
6 7.73e − 07 11 14 9 9 1.67e − 04 1.17e − 03 1.03e − 04 1.03e − 04
7 6.83e − 07 10 15 9 9 4.52e − 05 5.83e − 04 2.82e − 05 2.82e − 05
8 2.35e − 07 10 14 9 9 1.26e − 05 2.91e − 04 7.65e − 06 7.65e − 06
9 7.23e − 08 10 13 8 8 3.92e − 06 1.46e − 04 2.11e − 06 2.11e − 06
10 6.62e − 08 9 12 7 7 1.64e − 06 7.27e − 05 6.15e − 07 6.15e − 07
11 3.70e − 08 8 11 8 8 8.53e − 07 3.64e − 05 1.88e − 07 1.88e − 07
12 1.51e − 08 7 11 7 7 1.60e − 07 1.81e − 05 6.40e − 08 6.40e − 08
13 1.07e − 08 6 11 8 8 9.46e − 08 9.02e − 06 2.34e − 08 2.34e − 08
14 2.98e − 09 6 11 7 7 7.38e − 08 4.40e − 06 7.82e − 09 7.82e − 09
15 1.42e − 09 6 11 7 7 6.36e − 08 1.97e − 06 2.63e − 09 2.63e − 09
16 5.16e − 10 6 11 7 7 5.37e − 09 5.37e − 09 3.68e − 10 3.68e − 10
Table 3
Iteration history (2D) for the control problem with Neumann constraints for Z = H 0.5(), U = L2()
j ‖rj
K
‖ #O #E #A #R ‖R(yJ )−yj ‖ ‖yJ −P(yj )‖ ‖R(uJ )−uj ‖ ‖uJ −P(uj )‖
3 ex ex ex ex 7.01e − 03 1.52e − 02 1.14e − 06 6.99e − 06
4 5.30e − 06 3 2 0 11 2.33e − 03 8.05e − 03 1.95e − 06 2.15e − 06
5 4.80e − 06 2 4 0 12 6.72e − 04 4.04e − 03 1.77e − 06 1.78e − 06
6 1.43e − 06 4 2 0 14 1.78e − 04 2.01e − 03 6.29e − 07 6.30e − 07
7 7.17e − 07 3 3 0 13 4.67e − 05 1.00e − 03 3.95e − 07 3.95e − 07
8 5.20e − 07 3 3 1 13 1.27e − 05 4.88e − 04 2.70e − 07 2.70e − 07
9 1.95e − 07 5 2 1 13 3.77e − 06 2.18e − 04 6.07e − 08 6.07e − 08
10 8.66e − 08 2 4 2 12 1.00e − 06 1.00e − 06 5.67e − 08 5.67e − 08
Table 4
Iteration history (2D) for the control problem with Neumann constraints, Z = H 1(), U = (H 0.5())′
j ‖rj
K
‖ #O #E #A #R ‖R(yJ )−yj ‖ ‖yJ −P(yj )‖ ‖R(uJ )−uj ‖ ‖uJ −P(uj )‖
3 ex ex ex ex 6.86e − 03 1.48e − 02 1.27e − 04 4.38e − 04
4 1.79e − 05 5 12 5 8 2.29e − 03 7.84e − 03 4.77e − 05 3.55e − 04
5 1.98e − 05 5 14 6 9 6.59e − 04 3.94e − 03 1.03e − 05 2.68e − 04
6 4.92e − 06 7 13 5 9 1.74e − 04 1.96e − 03 2.80e − 06 1.94e − 04
7 3.35e − 06 7 12 5 9 4.56e − 05 9.73e − 04 8.96e − 07 1.35e − 04
8 2.42e − 06 7 11 5 10 1.23e − 05 4.74e − 04 7.06e − 07 8.88e − 05
9 1.20e − 06 8 11 5 10 3.62e − 06 2.12e − 04 3.44e − 07 5.14e − 05
10 4.68e − 07 9 10 5 9 9.60e − 07 9.60e − 07 1.18e − 07 1.18e − 07
APPLY scheme followed by the maximum number of inner iterations for the primal system (#E), the adjoint system
(#A) and the design equation (#R). Furthermore, we want to assess how well the errors y and u are estimated once
the residual is forced below the target accuracy, that is, estimating the effect of (4.6). To this end, we have computed
highly accurate approximations to yJ and uJ on the respective ﬁnest level of resolution and compared the restriction
R(yJ ) to level j with yj as well as the prolongation P(yj ) to level J by adding zeroes with yJ , and correspondingly
for the control variable. Table 5 contains an example for regularization parameter  = 0.01; in all other cases it is set
to  = 1. Comparing the results from Table 3 with the results fromTable 5, we see that even for small  the absolute
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Table 5
Iteration history (2D) for the control problem with Neumann constraints, Z = H 0.5(), U = L2(),  = 0.01
j ‖rj
K
‖ #O #E #A #R ‖R(yJ )−yj ‖ ‖yJ −P(yj )‖ ‖R(uJ )−uj ‖ ‖uJ −P(uj )‖
3 ex ex ex ex 6.60e − 03 1.42e − 02 2.50e − 04 7.11e − 04
4 8.49e − 08 12 5 1 10 2.24e − 03 7.63e − 03 5.73e − 05 1.06e − 04
5 3.99e − 08 12 4 1 10 6.42e − 04 3.84e − 03 1.43e − 05 2.02e − 05
6 1.96e − 08 8 4 2 9 1.73e − 04 1.92e − 03 3.85e − 06 5.36e − 06
7 1.06e − 08 7 4 2 9 4.60e − 05 9.51e − 04 1.14e − 06 1.54e − 06
8 5.67e − 09 5 5 3 8 1.28e − 05 4.64e − 04 3.56e − 07 4.49e − 07
9 2.15e − 09 5 5 3 8 3.47e − 06 2.07e − 04 1.20e − 07 1.38e − 07
10 1.07e − 09 4 6 4 8 4.31e − 07 4.31e − 07 5.19e − 08 5.19e − 08
Table 6
Iteration history (3D) for the control problem with Neumann constraints for Z = H 0.5(), U = L2()
j ‖rj
K
‖ #O #E #A #R ‖R(yJ )−yj ‖ ‖yJ −P(yj )‖ ‖R(uJ )−uj ‖ ‖uJ −P(uj )‖
3 ex ex ex ex 6.97e − 03 1.35e − 02 1.12e − 06 6.77e − 06
4 6.04e − 06 6 6 0 39 2.28e − 03 6.96e − 03 1.65e − 06 1.87e − 06
5 2.69e − 06 7 4 0 52 6.14e − 04 3.38e − 03 7.04e − 07 7.19e − 07
6 1.77e − 06 5 5 0 53 1.34e − 04 1.50e − 03 5.24e − 07 5.26e − 07
7 7.96e − 07 7 4 0 52 1.32e − 05 1.32e − 05 2.70e − 07 2.70e − 07
Table 7
Iteration history (3D) for the control problem with Neumann constraints for Z = H 1(), U = (H 0.5())′
j ‖rj
K
‖ #O #E #A #R ‖R(yJ )−yj ‖ ‖yJ −P(yj )‖ ‖R(uJ )−uj ‖ ‖uJ −P(uj )‖
3 ex ex ex ex 6.82e − 03 1.31e − 02 1.25e − 04 4.40e − 04
4 1.84e − 05 8 19 9 19 2.24e − 03 6.78e − 03 4.73e − 05 3.51e − 04
5 9.66e − 06 10 21 10 23 6.03e − 04 3.29e − 03 1.15e − 05 2.49e − 04
6 4.08e − 06 12 20 10 24 1.31e − 04 1.46e − 03 2.38e − 06 1.50e − 04
7 2.04e − 06 13 21 9 25 1.31e − 05 1.31e − 05 5.21e − 07 5.21e − 07
numbers of the iterations stay constant. Their slight increase in the number of outer iterations may account for the fact
that also the residual in the second column attains a smaller value.
In all tables, it is ﬁrstly conﬁrmed that the number of outer iterations on each level is constant as predicted by
the theory in Section 4, and similarly for the maximum number of inner iterations. Thus, the effect of the uniformly
bounded condition numbers of the involved operators is clearly visible: a ﬁxed ﬁnite number of iterations independent
of the resolution sufﬁces to reach discretization error accuracy on that level. However, as it is known, the total numbers
increase depending on the spatial dimension n which is also conﬁrmed by the numbers presented here. Moreover,
one needs in average more iterations for the primal system as for the adjoint system which is enforced by the smaller
absolute stopping criterion. We also see in all tables that the stopping criteria for the residuals also bound the errors
times a constant factor (which naturally depends on the spatial dimension n). Thus, we can conclude that the inﬂuence
of the smallest eigenvalue c−1Q on the error according to (4.6) does not harm the performance of the numerical scheme.
Furthermore, by comparing the iteration numbers and errors for different choices in the functional, we see that for the
case U = L2() one usually needs the smallest number of absolute iterations.
All numerical results have been obtained on a Pentium IV PC with 2.53 GHz clock speed and 1 GB of memory.
Execution times range from 5–20 s in the one-dimensional case, less than 10 min for the two-dimensional case, up
to 2–3 h in three dimensions. This is a somewhat stronger increase than one would expect in view of the growing
maximal number of unknowns which are proportional to 2nj . This increase in computing time depending on the spatial
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dimension n is caused by a more involved application of the operators as well as by an increase in the absolute values
of the condition numbers. However, the latter are still uniformly bounded independent of the level of resolution.
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