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Abstract
In this paper, we analyze the existence of asymptotic error expansion of the Nystrom solution for two-dimensional
nonlinear Fredholm integral equations of the second kind. We show that the Nystrom solution admits an error expansion
in powers of the step-size h and the step-size k. For a special choice of the numerical quadrature, the leading terms
in the error expansion for the Nystrom solution contain only even powers of h and k, beginning with terms h2p and
k2q. These expansions are useful for the application of Richardson extrapolation and for obtaining sharper error bounds.
Numerical examples show that how Richardson extrapolation gives a remarkable increase of precision, in addition to faster
convergence. c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
In this paper, we establish an extrapolation method for two-dimensional nonlinear Fredholm equa-
tions of the second kind
u(x; y) = f(x; y) +
∫ b
a
∫ d
c
K(x; y; t; s; u(t; s)) dt ds; (x; y) ∈ D: (1.1)
Here u(x; y) is an unknown function, f(x; y); K(x; y; t; s; u) are given continuous functions de>ned,
respectively, on D= [a; b]× [c; d] and E = {D×D× (−∞;∞)}, with K(x; y; t; s; u) nonlinear in u.
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Let K be the Urysohn integral operator:
(Ku)(x; y) =
∫ b
a
∫ d
c
K(x; y; t; s; u(t; s)) dt ds:
We can rewrite the integral equation (1.1) in operator form as
u= Ku+ f: (1.2)
There has been much work on developing and analyzing numerical methods for solving Fredholm
integral equations of the second kind (see, for example, [1–6] and references therein). But the er-
ror expansions for numerical solutions of integral equations seem to have been discussed in only
a few places (see, for example, [7–13]). For one-dimensional linear integral equations, Marchuk
and Shaidurov [12, pp. 300–309], and Baker [4, pp. 466–473] gave a careful analysis of sim-
ple version of the Nystrom method. Under the assumption of a uniform partition, McLean [13]
obtained the asymptotic error expansions for numerical solutions of Fredholm integral equations,
including the Nystrom method, iterated collocation method, and iterated Galerkin method. Lin et al.
[11] gave a one-term asymptotic error expansion for the iterated collocation solution of Fredholm
integral equations on an arbitrary mesh. Asymptotic error expansion for the Nystrom solution of
one-dimensional nonlinear Fredholm integral equation was given in [7]. In this paper, we consider
the two-dimensional nonlinear Fredholm integral equaitons of the second kind, and asymptotic ex-
pansion for the approximate solution obtained by the Nystrom scheme are developed to analyze the
extrapolation method.
We assume throughout this paper that the following (1)–(3) be satis>ed:
(1) Eq. (1.1) has a unique solution u∗(x; y) ∈ Cr+1(D);
(2) Kuu(x; y; t; s; u) is continuous for (x; y; t; s; u) ∈ E;
(3) (I − K ′(u∗)) is nonsingular.
Under these hypotheses, we know that K possesses a continuous >rst and a bounded second deriva-
tives on B(u∗; r1) = {u : ‖u− u∗‖6r1; r1¿ 0}. K ′(u) is the linear integral operator de>ned by
(K ′(u)z)(x; y) =
∫ b
a
∫ d
c
@
@u
K(x; y; t; s; u(t; s))z(t; s) dt ds
and
(K ′′(u)wz)(x; y) =
∫ b
a
∫ d
c
@2
@u2
K(x; y; t; s; u(t; s))w(t; s)z(t; s) dt ds:
2. The Nystrom method and its asymptotic error expansion
Let (1)N and 
(2)
M denote, respectively, equidistant partitions of [a; b] and [c; d]
(1)N : a= x0¡x1¡ · · ·¡xN = b
and
(2)M : c = y0¡y1¡ · · ·¡yM = d;
h= (xi+1 − xi) = (b− a)=N; k = (yj+1 − yj) = (d− c)=M:
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Fix p, and select a basic quadrature rule
P(g) =
p∑
i=1
wig(ci) ≈
∫ 1
0
g(t) dt; (2.1)
whose abscissa satisfy 06c1¡ · · ·¡cp61, and whose weights satisfy
p∑
i=1
wi = 1: (2.2)
Thus, the quadrature rule (2.1) is at least exact for constant functions.
Let xn; i=xn+cih (n=0; 1; : : : ; N −1; i=1; 2; : : : ; p); from (2.1) we obtain a composite quadrature
rule
Ph(g) = h
N−1∑
n=0
p∑
i=1
wig(xn; i) ≈
∫ b
a
g(t) dt: (2.3)
Notice that xn6xn;1¡ · · ·¡xn;p6xn+1 for all 06n6N − 1. Condition (2.2) implies that the com-
posite quadrature rule (2.3) is convergent for every g ∈ C[a; b].
Similarly, >x q, and select a basic quadrature rule
Q(g1) =
q∑
j=1
w˜jg1(dj) ≈
∫ 1
0
g1(t) dt; (2.4)
where 06d1¡ · · ·¡dq61, and
q∑
j=1
w˜j = 1 (2.5)
Let ym;j=ym+djk (m=0; 1; : : : ; M−1; j=1; 2; : : : ; q); from (2.4) we obtain a composite quadrature
rule
Qk(g1) = k
M−1∑
m=0
q∑
j=1
w˜jg1(ym;j) ≈
∫ d
c
g1(t) dt: (2.6)
Condition (2.5) implies that the composite quadrature rule (2.6) is convergent for every g1 ∈ C[c; d].
De>ning a discrete integral operator Khk ,
(Khku)(x; y) = hk
N−1∑
n=0
M−1∑
m=0
p∑
i=1
q∑
j=1
wiw˜jK(x; y; xn; i; ym; j; u(xn; i; ym; j)):
The Nystrom method to (1.1) is: Find uhk(x; y) such that
uhk(x; y) = hk
N−1∑
n=0
M−1∑
m=0
p∑
i=1
q∑
j=1
wiw˜jK(x; y; xn; iym; j; uhk(xn; i; ym; j)) + f(x; y): (2.7)
Eq. (2.7) can be expressed in operator form as
(I − Khk)uhk = f: (2.8)
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The numerical integral operator Khk has the >rst and second derivatives determined by
(K ′hk(u)z)(x; y) = hk
N−1∑
n=0
M−1∑
m=0
p∑
i=1
q∑
j=1
wiw˜j
@
@u
K(x; y; xn; i; ym; j; u(xn; i; ym; j))z(xn; i; ym; j)
and
(K ′′hk(u)wz)(x; y)=hk
N−1∑
n=0
M−1∑
m=0
p∑
i=1
q∑
j=1
wiw˜j
@2
@u2
K(x; y; xn; i; ym; j; u(xn; i; ym; j))w(xn; i; ym; j)z(xn; i; ym; j):
Lemma 1 (Weiss [15]). Assume that the hypotheses (1)–(3) hold. Then the linear operators
(I − K ′hk(u∗)) are nonsingular for su9ciently small h and k; and
‖(I − K ′hk(u∗))−1‖6(¡+∞:
Lemma 2 (Weiss [15]). Let the hypotheses (1)–(3) hold. Then there exists a constant );
0¡)6r1; such that for all su9ciently small h and k; (2:8) has a unique solution uhk ∈ B(u∗; ))
and ‖u∗ − uhk‖ → 0 as h→ 0+ and k → 0+.
We are now in a position to study the asymptotic error expansion of the Nystrom solution of
(1.1). We assume in the following that the sum
∑t2
t1 equals zero when t1¿t2. [ · ] denotes the
Gaussian bracket, that is, [x] denotes the largest integer less than or equal to x.
Lemma 3. Let g ∈ Cr+1[a; b]; r is an positive integer. Then we have
Ph(g) = h
N−1∑
n=0
p∑
i=1
wig(xn; i) =
r∑
j=0
hj
P(Bj)
j!
[g(j−1)(t)]bt=a +O(h
r+1): (2.9)
Furthermore; if cp−i+1 = 1− ci, wp−i+1 = wi; i = 1; 2; : : : ; p; then
Ph(g) = h
N−1∑
n=0
p∑
i=1
wig(xn; i) =
[r=2]∑
j=0
h2j
P(B2j)
(2j)!
[g(2j−1)(t)]bt=a +O(h
r+1); (2.9′)
where Bj(t) are Bernoulli polynomials; [g(t)]
b
t=a = g(b) − g(a); [g(−1)(t)]bt=a =
∫ b
a g(t) dt; and the
operator P(g) is de?ned by (2:1).
Proof. To establish (2.9), we use the general Euler–MacLaurin summation formula:
h
N−1∑
n=0
g(xn + *h) =
r∑
j=0
hj
Bj(*)
j!
[g(j−1)(t)]bt=a +O(h
r+1); (2.10)
valid for 06*61 (see [13, p. 377]).
Setting * = ci, multiplying (2.10) by wi, and then summing up from i = 1 to p we can obtain
(2.9).
Notice that Bj(1− t)=(−1)jBj(t), it is easily seen that if cp−i+1=1−ci, wp−i+1=wi; i=1; 2; : : : ; p,
then P(Bj) = 0 whenever j is odd. So we have (2.9′).
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Lemma 4. Let f(x; y) ∈ Cr+1(D). Then we have
PhQk(f) = hk
N−1∑
n=0
M−1∑
m=0
p∑
i=1
q∑
j=1
wiw˜jf(xn; i; ym; j)
=
r∑
i=0
r−i∑
j=0
hikj
P(Bi)
i!
Q(Bj)
j!
[f(i−1; j−1)(x; y)]b dx=a;y=c +O(h
r+1 + kr+1): (2.11)
Furthermore; if cp−i+1=1−ci, wp−i+1=wi; i=1; 2; : : : ; p; and dq−j+1=1−dj, w˜q−j+1=w˜j; j=1; 2; : : : ; q.
Then
PhQk(f) = hk
N−1∑
n=0
M−1∑
m=0
p∑
i=1
q∑
j=1
wiw˜jf(xn; i; ym; j)
=
[r=2]∑
i=0
[r=2]−i∑
j=0
h2ik2j
P(B2i)
(2i)!
Q(B2j)
(2j)!
[f(2i−1;2j−1)(x; y)]b dx=a;y=c +O(h
r+1 + kr+1); (2.11′)
where Bj(t) are Bernoulli polynomials; [f(−1;−1)(x; y)]
b d
x=a;y=c =
∫ b
a
∫ d
c f(x; y) dx dy; [f(x; y)]
b d
x=a;y=c =
f(b; d) − f(b; c) − f(a; d) + f(a; c); the operators P(g), Q(g) are de?ned; respectively; by (2:1)
and (2:4).
Lemma 5. Let Vi; j(x; y) ∈ C(D), 06i6r, 06j6r − i, and let V˜ 0;0(x; y) = 0, V˜ i; j(x; y) = Vi; j(x; y)
(i = 0 or j = 0). Then
 r∑
i=0
r−i∑
j=0
hikjVi; j(x; y)− V0;0(x; y)


,
=

 r∑
i=0
r−i∑
j=0
hikjV˜ i; j(x; y)


,
=
r∑
i=0
r−i∑
j=0
hikj

 ∑
-1+···+-,=i
∑
(1+···+(,=j
,∏
n=1
V˜ -n;(n(x; y)

+O(hr+1 + kr+1):
Using Lemma 5 and Taylor’s expansion formula, we can obtain the following Lemma.
Lemma 6. Let V (t; s) =
∑r
i=0
∑r−i
j=0 h
ikjVi; j(t; s); Vi; j(t; s) ∈ C(D); i = 0; 1; : : : ; r; j = 0; 1; : : : ; r − i;
K(x; y; t; s; u) ∈ Cr+1(E). Then we have
K(x; y; t; s; V (t; s))
=K(x; y; t; s; V0;0(t; s)) +
r∑
i=0
r−i∑
j=0
hikj[Ku(x; y; t; s; V0;0(t; s))V˜ i; j(t; s) + fi; j(x; y; t; s)]
+O(hr+1 + kr+1);
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where
fi; j(x; y; t; s) =
i+j∑
,=2
1
,!
(
@
@u
),
K(x; y; t; s; V0;0(t; s))

 ∑
-1+···+-,=i
∑
(1+···+(,=j
,∏
n=1
V˜ -n;(n(t; s)

 :
Theorem 1. Let V (t; s) =
∑r
i=0
∑r−i
j=0 h
ikjVi; j(t; s); Vi; j(t; s) ∈ Cr+1−i−j(D); i = 0; 1; : : : ; r; j = 0; 1; : : : ;
r − i; K(x; y; t; s; u) ∈ Cr+1(E). Then for any (x; y) ∈ D; we have
(KhkV )(x; y) =
r∑
i=0
r−i∑
j=0
hikj

P(Bi)
i!
Q(Bj)
j!
[
@i+j−2
@ti−1@sj−1
K(x; y; t; s; V0;0(t; s))
]b d
t=a; s=c
+
i∑
n=0
j∑
m=0
P(Bn)
n!
Q(Bm)
m!
[
@n+m−2
@tn−1@sm−1
Ku(x; y; t; s; V0;0(t; s))V˜ i−n; j−m(t; s)
+fi−n; j−m(x; y; t; s))
]b d
t=a; s=c

+O(hr+1 + kr+1): (2.12)
Proof. From Lemmas 6 and 4 we have
(KhkV )(x; y) =PhQk[K(x; y; t; s; V (t; s)]
=PhQk[K(x; y; t; s; V0;0(t; s)]
+
r∑
i=0
r−i∑
j=0
hikjPhQk[Ku(x; y; t; s; V0;0(t; s))V˜ i; j(t; s) + fi; j(x; y; t; s)]
+O(hr+1 + kr+1)
=
r∑
i=0
r−i∑
j=0
hikj

P(Bi)
i!
Q(Bj)
j!
[
@i+j−2
@ti−1@sj−1
K(x; y; t; s; V0;0(t; s))
]b d
t=a; s=c
+
r−i−j∑
n=0
r−i−j−n∑
m=0
hnkm
P(Bn)
n!
Q(Bm)
m!
[
@n+m−2
@tn−1@sm−1
(Ku(x; y; t; s; V0;0(t; s))
×V˜ i; j(t; s) + fi; j(x; y; t; s))
]b d
t=a; s=c

+O(hr+1 + kr+1):
Writing the above expression as polynomials in h and k we can obtain Theorem 1.
Now we choose V0;0(x; y)=u?(x; y), and Vi; j(x; y) (i = 0 or j = 0), to satisfy the following linear
Fredholm integral equations:
Vi; j(x; y)−
∫ b
a
∫ d
c
Ku(x; y; t; s; V0;0(t; s))Vi; j(t; s) dt ds
=
P(Bi)
i!
Q(Bj)
j!
[
@i+j−2
@ti−1@sj−1
K(x; y; t; s; V0;0(t; s))
]b d
t=a; s=c
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+
i∑
n=0
j∑
m=0
P(Bn)
n!
Q(Bm)
m!
[
@n+m−2
@tn−1@sm−1
(Ku(x; y; t; s; V0;0(t; s))
× (V˜ i−n; j−m(t; s)− (1− sgn(n+ m))Vi; j(t; s)) + fi−n; j−m(x; y; t; s))
]b d
t=a; s=c
; (2.13)
where
sgn(x) =


−1; x¡ 0;
0; x = 0;
1; x¿ 0:
From Theorem 1 we have
V (x; y)− KhkV (x; y) = f(x; y) + O(hr+1 + kr+1): (2.14)
Remark 1. For any 06i6r; 06j6r − i, it is easily seen that the right-hand side of Eq. (2.13) is
r + 1 − i − j times continuously diLerentiable when the hypotheses of Theorem 1 are satis>ed. It
follows from the classical theory of Fredholm that (2.13) possesses a unique solution Vi; j(x; y) ∈
Cr+1−i−j(D).
Theorem 2. Let f(x; y) ∈ Cr+1(D); K(x; y; t; s; u) ∈ Cr+1(E); and u?(x; y) ∈ Cr+1(D) be a solution
of (1:1) and that (I − K ′(u∗)) is nonsingular. Then; for su9ciently small h and k; the Nystrom
solution uhk(x; y) of (1:1) can be expanded as
uhk(x; y) = u?(x; y) +
r∑
i=1
hiVi;0(x; y) +
r∑
j=1
kjV0; j(x; y)
+
r−1∑
i=1
r−i∑
j=1
hikjVi; j(x; y) + O(hr+1 + kr+1); (2.15)
where Vi; j(x; y) (i = 0 or j = 0) satisfy the equations of (2:13).
Proof. Let Ehk(x; y) = V (x; y) − uhk(x; y), where V (t; s) =∑ri=0∑r−ij=0 hikjVi; j(t; s). Subtracting (2.8)
from (2.14) and then applying the mean value formula we obtain
(I − K ′hk(u˜))Ehk(x; y) = O(hr+1 + kr+1); (2.16)
where u˜(x; y)− u∗(x; y)→ 0 as h→ 0 and k → 0.
From Lemma 1, we know that (I − K ′hk(u∗))−1 exist and are uniformly bounded for h and k
suMciently small. Since
‖K ′hk(u˜)− K ′hk(u∗)‖ → 0 as h→ 0 and k → 0:
Using Neumann’s Theorem (see, for example, [14]), we know that, for suMciently small h and
k; (I − K ′hk(u˜))−1 exist and are uniformly bounded. So we have
‖Ehk(x; y)‖=O(hr+1 + kr+1):
The Theorem is thus proved.
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Theorem 3. Suppose that the hypotheses of Theorem 2 are satis?ed. Then we have following
results:
(a) If the basic quadrature rule (2:1) is exact for all polynomials of degree 6p1 − 1; and the
basic quadrature rule (2:4) is exact for all polynomials of degree 6q1 − 1. Then
uhk(x; y) = u?(x; y) +
r∑
i=p1
hiVi;0(x; y) +
r∑
j=q1
kjV0; j(x; y)
+
r−q1∑
i=p1
r−i∑
j=q1
hikjVi; j(x; y) + O(hr+1 + kr+1): (2.17)
(b) If cp−i+1 = 1− ci; wp−i+1 = wi; i = 1; 2; : : : ; p; and dq−j+1 = 1− dj; w˜q−j+1 = w˜j; j = 1; 2; : : : ; q.
Then Vi; j(x; y) = 0 whenever i is odd or j is odd. So we have
uhk(x; y) = u?(x; y) +
[r=2]∑
i=p2
h2iV2i;0(x; y) +
[r=2]∑
j=q2
k2jV0;2j(x; y)
+
[r=2]−q2∑
i=p2
[r=2]−i∑
j=q2
h2ik2jV2i;2j(x; y) + O(hr+1 + kr+1); (2.18)
where p2 = [(p1 + 1)=2] and q2 = [(q1 + 1)=2].
(c) If c1; : : : ; cp are the Gauss points on the unit interval; d1; : : : ; dq are also Gauss points on the
unit interval; and the basic quadrature rules (2:1) and (2:4) are interpolation-type quadrature
rules. Then uhk(x; y) can be expanded as
uhk(x; y) = u?(x; y) +
[r=2]∑
i=p
h2iV2i;0(x; y) +
[r=2]∑
j=q
k2jV0;2j(x; y)
+
[r=2]−q∑
i=p
[r=2]−i∑
j=q
h2ik2jV2i;2j(x; y) + O(hr+1 + kr+1): (2.19)
Proof. (a) If the basic quadrature rule (2.1) is exact for all polynomials of degree 6p1 − 1, and
the basic quadrature rule (2.4) is exact for all polynomials of degree 6q1 − 1. Then
P(Bi) =
∫ 1
0
Bi(x) dx = 0; i6p1 − 1; (2.20)
Q(Bj) =
∫ 1
0
Bj(y) dy = 0; j6q1 − 1: (2.21)
From (2.20) and (2.21) it is easily seen that the right-hand side of Eq. (2.13) is equal to zero
whenever i6p1 − 1 or j6q1 − 1. So Vi; j(x; y) = 0 whenever i6p1 − 1 or j6q1 − 1. Thus we can
obtain (2.17).
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(b) Note that
Bi(t) = (−1)iBi(1− t):
If cp−i+1 = 1− ci; wp−i+1 =wi; i=1; 2; : : : ; p, and dq−j+1 = 1− dj; w˜q−j+1 = w˜j; j=1; 2; : : : ; q. Then
P(Bi) = 0 when i is odd, Q(Bj) = 0 when j is odd. Using reduction method, it can be proved that,
when i is odd or j is odd, the right-hand side of the equation (2.13) is equal to zero. So Vi; j(x; y)=0
whenever i is odd or j is odd. Thus we have (2.18).
(c) If c1; : : : ; cp are the Gauss points on the unit interval, d1; : : : ; dq are also Gauss points on
the unit interval, and the basic quadrature rules (2.1) and (2.4) are interpolation-type quadrature
rules. Then the basic quadrature rule (2.1) is exact for all polynomials of degree 62p − 1, and
the basic quadrature rule (2.4) is exact for all polynomials of degree 62q − 1. Note that cp−i+1 =
1 − ci; wp−i+1 = wi; i = 1; 2; : : : ; p, and dq−j+1 = 1 − dj; w˜q−j+1 = w˜j; j = 1; 2; : : : ; q. From (a) and
(b) we can obtain (2.19).
3. Numerical illustration
Consider the nonlinear Fredholm integral equation
u(x; y) = f(x; y) +
∫ 1
0
∫ 1
0
G(x; y; t; s)(1− exp(−u(t; s))) dt ds; (x; y) ∈ [0; 1]× [0; 1]; (3.1)
where
G(x; y; t; s) =
x(1− t2)
(1 + y)(1 + s2)
;
f(x; y) =−log
(
1 +
xy
1 + y2
)
+
x
16(1 + y)
:
Its exact solution is u?(x; y) = −log(1 + xy=(1 + y2)). The solution of (3.1) will be approximated
by Nystrom method, with p= q= 1. We choose uniform partitions with M = N; h= k = 1=N; N =
1; 2; 4; 8; 16; 32. xm;1 = xm + c1h and yn;1 = yn + d1h (06m; n6N − 1), with c1 = d1 = 12 (one Gauss
point in the interval (0; 1)); w1 = w˜1 = 1 (the coeMcient of the interpolation-type quadrature rule).
The resulting nonlinear algebraic systems were solved by a Newton method.
For m= 1; 2 : : : ; the Richardson extrapolation formulas are
uhkm (x; y) =
4muh=2; k=2m−1 (x; y)− uhkm−1(x; y)
4m − 1 ; (x; y) ∈ D; (3.2)
where uhk0 (x; y) = u
hk(x; y).
From the asymptotic error expansion, it is easily seen that the function uhkm (x; y) approximates
u?(x; y) with accuracy of order O(h2+2m + k2+2m).
Table 1 exhibits a summary of the predicted convergence orders.
For the ease of notation, we de>ne the following in Table 1.
E(m)N =max{|u?(x; y)− uhkm (x; y)| : (x; y) ∈ D} and -(i) = log2(E(i)N =E(i)2N ):
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Table 1
N E(0)N -
(0) E(1)N -
(1) E(2)N -
(2)
1 7:5964E− 2 2.3868 5:9550E− 3 4.1501 3:9216E− 5 3.7964
2 1:4525E− 2 2.1036 3:3542E− 4 4.1947 2:8225E− 6 5.6588
4 3:3796E− 3 2.0237 1:8318E− 5 4.0676 5:5869E− 8 5.8870
8 8:3117E− 4 2.0057 1:0925E− 6 4.0188 9:4405E− 10
16 2:0697E− 4 2.0014 6:7395E− 8
32 5:1693E− 5
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