Abstract. Consider the minimal weights of paths between two points in a complete graph K n with random weights on the edges, the weights being e.g. uniformly distributed. It is shown that, asymptotically, this is log n=n for two given points, that the maximum if one point is xed and the other varies is 2 log n=n, and that the maximum over all pairs of points is 3 log n=n.
Introduction
Let a random weight T ij be assigned to every edge ij of the complete graph K n . (Thus T ji = T ij . We do not de ne T ij for i = j.) We assume that the ? n 2 weights T ij , 1 i < j n, are independent and identically distributed; moreover we assume that they are non-negative and that their distribution function P(T ij t) = t + o(t) as t & 0; the main examples being the uniform U(0; 1) and the exponential Exp(1) distributions.
Let, for two vertices i and j, X ij be the minimal total weight of a path between i and j. Our main theorem is a set of three di erent asymptotic results for X ij . (log denotes the natural logarithm.) Theorem 1. Under the assumptions above, as n ! 1:
(i) For any xed i and j, X ij log n=n p ! 1:
(ii) For any xed i, max j n X ij log n=n p ! 2:
(iii) max i;j n X ij log n=n p ! 3:
Hence, with high probability, X ij is about log n=n for any xed (or random) pair of vertices, but there are pairs of vertices for which it is larger; up to 2 log n=n if i is xed and up to 3 log n=n globally.
Date: December 10, 1997; revised October 1, 1998. 1 Similarly, de ning Y i = max j n X ij , we see from (ii) and (iii) that Y i typically is about 2 log n=n, but that it is larger for a few vertices with max i Y i being about 3 log n=n. A companion result shows that, in contrast, Y i is not signi cantly smaller than 2 log n=n for any vertex i. Theorem 2. As n ! 1, min i n max j n X ij log n=n p ! 2:
In other words, interpreting the weights as distances, most pairs of vertices are at a distance of about log n=n, the radius of the graph is about 2 log n=n and the diameter is about 3 log n=n. Remark 1. Theorem 1(i),(ii) may alternatively be stated in terms of rstpassage percolation on the complete graph (the time to reach a given vertex is about log n=n and the time to reach all is 2 log n=n).
For completeness and comparison, we also state the corresponding simple (and well-known) results for the minimal distance from a vertex. In this case there is less concentration and we obtain convergence (in distribution) to a non-degenerate random variable instead of to a constant. Theorem 3. Let Z i = min j6 =i X ij = min j6 =i T ij . As n ! 1: The proofs of (i) and (ii) are simple exercises, while (iii) is, in disguise, the well-known threshold for existence of isolated vertices in a random graph 1, Exercise III.2]; consider the graph with edges fij : T ij < tg. We leave the details to the reader. (Note that if T ij 2 Exp(1), then (n ? 1)Y i 2 Exp(1) and n(n ? 1) min i Y i 2 Exp(2) exactly.) Using Theorem 3(iii), we can give a simple informal explanation of the discrepancy between the three parts of Theorem 1 as follows, interpreting the weights as travel times: Most vertices are connected by e cient highways, which take you to almost any other vertex within about log n=n (but rarely much quicker). Some vertices, however, are remote villages (like Oberwolfach), from which it takes up to log n=n to get to any other vertex at all. Hence, starting at a typical vertex, most travel times are about log n=n, but it takes an extra log n=n (just for the nal step in the path) to reach a few remote vertices. Similarly, if we start at one of the very remote vertices, it takes about log n=n to get to any other vertex at all, 2 log n=n to get to most other vertices and 3 log n=n to get to the other very remote vertices.
Some further results on asymptotic distributions and moments are given in Section 3. The lengths of the minimum weight paths are studied in Section 4.
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Proofs
We rst observe that the distribution of T ij does not a ect the results, as long as it satis es the condition above. This is seen by the following standard coupling argument, which we include for completeness.
Let F ?1 : 0; 1) ! 0; 1) be the inverse function of the distribution function F(t) = P(T ij t) of T ij . If U ij 2 U(0; 1) are independent uniform random variables, then F ?1 (U ij ) has the same distribution as T ij , so we may without loss of generality assume that T ij = F ?1 (U ij ). By assumption, F(t)=t ! 1 as t & 0, and thus also F ?1 (t)=t ! 1. Let " > 0. If X ij < 10 log n=n, say, for some i and j, then T kl = F ?1 (U kl ) < 10 log n=n for each edge kl in the minimum weight path from i to j, and thus, provided n is large enough, 1 ? " < T kl =U kl < 1 + ". Consequently, the sum of the U kl for the same path is at most (1 ? ") ?1 X ij , and thus, using X 0 ij to denote the minimal path weight de ned by fU ij g, X 0 ij (1 ? ") ?1 X ij . Conversely, by the same argument, if X 0 ij < 10 log n=n then X ij < (1+")X 0 ij . If follows that if either X ij < 9 log n=n or X 0 ij < 9 log n=n, and n is large enough, then both X ij < 10 log n=n and X 0 ij < 10 log n=n hold, and moreover (1 ? ")X 0 ij < X ij < (1 + ")X 0 ij . It now follows immediately that if any part of Theorem 1 or 2 holds either for T ij or for the uniform U ij , then it holds for both. In particular, a proof of these results for any distribution with F(t)=t ! 1 as t & 0 implies the same results for U(0; 1), and then for any other such distribution.
We may thus choose a convenient distribution of T ij ; we use the exponential distribution because of its excellent Markov properties. Hence, in the sequel we assume that T ij 2 Exp(1).
Proof of Theorem 1. For parts (i) and (ii), we may assume that i = 1. We adopt the rst-passage percolation viewpoint (see Remark 1), so we regard vertex 1 as initially infected, and assume that the infection spreads along each edge with an Exp(1)-distributed waiting time. We rst study when the other vertices get infected, considering them in order of infection and ignoring their labels.
Since there are n ? 1 neighbours of the initially infected vertex, the time V 1 until the second vertex is infected is exponentially distributed with expectation 1=(n ? 1). More generally, when k < n vertices have been infected, there are k(n ? k) edges connecting the infected and non-infected vertices, and thus the time V k until the next vertex is infected is Exp In order to estimate the variance, we further rewrite the sum as
log N + log n ? log(n ? N) + O 1 n : (6) We consider the three terms on the right hand side separately. Since N; V 1 ; : : : ; V n?1 are independent,
For the second term, we observe that 
Hence, for every a > 0, choosing t = 1 ? 1= log n (n 3), The idea of the proof is to show that conditioned on E k , Y k is with high probability close to 3 log n=n; in fact, as is shown in detail below, conditioning on U k > (1 ? 2") log n=n typically increases Y k (which usually is about 2 log n=n) by (1?2") log n=n, while conditioning on U i (1?2") log n=n for i k hardly a ects the result.
We will use the following lemma. 
Letting y = e ?x , the left hand side of (11) The variables on the right hand sides of (22) and (23) Using the fact that the variance of the logistic distribution is Theorem 6. Suppose that the distribution function P(T ij t) = t+o(t=j log tj) as t & 0, and that E T p ij < 1 for some p > 0. Then all moments converge in (19), (20), (22) and (23); in particular, E X ij = log n n + n + o 1 n ; E Y i = 2 log n n + 2 n + o 1 n ; Var X ij Proof. It su ces to prove that E (nX ij ?log n) m = O(1) and E (nY i ?2 log n) m = O(1) for every even integer m and n large enough, since this implies convergence of all moments of order < m by a standard result on uniform integrability.
When T ij is exponentially distributed, this can be done as for the case m = 2 in the proof of Theorem 1; we omit the details.
In general, we let a and b be two constants, to be chosen later, and split the expectation into three parts. (We treat only X ij ; the same argument applies to Y i .)
First Combining these estimates we nd E (nX ij ?log n) m = O(1) as required.
Remark 2. The asymptotic variances can also be obtained by re ning the estimates used in the proof of Theorem 1. Remark 3. The condition that E T p ij < 1 for some p > 0 is necessary too; if it fails then X ij has no nite moment for any n. In fact, suppose that e.g. E X ij < 1 for some n; then P(X ij > t) < 1=t for large t. Since P(X ij > t) P(T ik > t for every k 6 = i) = P(T ij > t) n?1 , this yields P(T ij > t) < t ?1=(n?1) (t large), and thus for example E T 1=n ij < 1.
We do not know any similar results for max i;j X ij . 4. Lengths of minimal paths We have so far studied the weights of the minimal paths, but one might also ask how long they are, disregarding their weights, i.e., how many edges they contain. Let L ij be the length of the path between i and j that has minimal weight.
For the case of exponentially distributed T ij , these lengths can be studied by observing that the proof of Theorem 1 shows that the collection of minimal weight paths from a given vertex, 1 say, form a tree (rooted at 1) which can be constructed as follows: Begin with a single root and add n ? 1 vertices one by one, each time joining the new vertex to a (uniformly) randomly chosen old vertex. This type of random tree is known as a random recursive tree, and it is known that if D k is the depth of the kth vertex, then D n = log n This leads to the following result; our condition on the distribution of T ij is presumably much stronger than really required.
Theorem 7. Suppose that T ij has a density function f(t) = 1+O(t) for t > 0. Then, as n ! 1: (ii) For any xed i, max j n L ij log n p ! e:
Proof. The case when T ij 2 Exp(1) follows from the discussion before the theorem; we have L ij = D N , where N is uniformly distributed over 2; : : : ; n, and max j n L ij = max k n D k . In general, we rst observe that we may, for a given n, modify the distribution of T ij on the interval t 5 log n=n without a ecting the result, since, by Theorem 1, edges with such large weights hardly ever are used. Hence we may assume that its density function is 1 + O(log n=n) times the density function e ?t of the exponential distribution, uniformly for all t > 0. It is now easy to see that the minimum weight paths from i = 1 form a random tree, obtained by adding vertices one by one as above, with the modi cation that the probability that the kth vertex (in order of insertion) is joined to the lth, for l < k, may depend on the previous history of the tree but always is (1 + O(log n=n))=(k ? 1). We may couple this random tree growing process with the one with equal probabilities 1=(k ? 1) in such a way that the probability that a vertex k is joined to di erent preceding vertices in the two trees is O(log n=n), even if we condition on the previous history. It follows that if we x the end vertex j, the path from i = 1 to j is the same in both trees with probability 1?O(log For (ii) we observe that if D k is the depth of the kth vertex (in order of insertion) in the tree, and D k is the depth in the random recursive tree with uniformly chosen ancestors, then, by the above, D k = D k for every k n 1 = n= log 2 n with probability 1 ? O(n 1 log n=n) = 1 ? O(1= log n). e D k n a n ?a F n (e) n ?a+e =?(e + 1) which tends to 0 as n ! 1.
For D k we similarly obtain the inequalities, for some C < 1 and all t > 0, E t D m+1 t m 1 + C log n n F m (t); F m+1 (t) 1 + t m 1 + C log n n F m (t); and thus F m (t) F m t 1 + C log n n : which yields, similarly as above, P(max k n D k a log n) n ?a F n (e) n ?a F n (e + Ce log n=n) n ?a+e =?(e + 1) which tends to 0 as n ! 1 for a > e. Problem 3. How large is max i;j L ij ?
We can show that, if 3:591 is de ned by log ? = 1, then for every " > 0, P(e ? " < max i;j L ij = log n < + ") ! 1. Hence it is natural to conjecture that max i;j L ij = log n converges in probability to a constant in e; ]. Which?
