Abstract. Fix an arbitrary prime p.
3
is a partially defined, multi-valued function ·, ·, · :
In this work we first prove that for an odd prime p, any defined 3MP of weight (1, k, 1) contains zero. Then, we use properties of Norm varieties for symbols to prove that for an arbitrary prime p, any defined 3MP of weight (n, 1, m), where the first and third entries are assumed to be symbols, contains zero; and that for p = 2 any defined 3MP of the weight (1, k, 1), where the middle entry is a symbol, contains zero. Finally using the Albert, Brauer, Hasse and Noether Theorem we conclude that for number fields one has that for any prime p, any defined 3MP of weight (2, 1, 2) or (1, 2, 1) contains zero.
introduction
Let p be a prime number. Let F be a field containing a primitive pth root of unity, with absolute Galois group G F , and let H n denote its mod p cohomology group H n (G F , Z/pZ). In recent years there has been increasing interest in specific external operations (called d−fold Massey products) on H(G F ) = ⊕H n , the cohomology ring of the differential graded algebra (abbreviated DGA) of continuous cochains on G F . For d ≥ 2, the d-fold Massey product is a family, indexed by N d , of certain semi-defined, multi-valued functions, which we denote dMP of weight (n 1 , · · · , n d ) (for a precise definition we refer the reader to [12] ). In particular for d = 3, the 3MP of weight (n, k, m) is a function as above, ·, ·, · :
A defined dMP is called essential if it does not contains the zero element. One of the main conjectures (due to Mináč and Tân [16] ) in this context is that in Galois cohomology for d ≥ 3, there are no essential dMP of weight (1, 1, · · · , 1). Recently, the case of 3MP of weight (1, 1, 1) was the focus of attention. Starting with the case of number fields and p = 2, in [8] , Hopkins and Wickelgren proved that there are no essential 3MP of weight (1, 1, 1) in Galois cohomology, by constructing a splitting variety for the 3MP and using a local-global principle to show it has a rational point. Then in [16] , Mináč and Tân generalized the result to arbitrary field and p = 2 by introducing a rational point over any field, and later in [18] , to number fields and arbitrary prime, using a local-global principle for certain embedding problems. In [5] the above results were obtained by translating the question to the theory of central simple algebras and using the classical Theorem of Albert, Brauer, Hasse and Noether for number fields and that of Albert on bi-quaternion algebras. Finally, the general case of the conjecture for 3MP of weight (1, 1, 1) was proved in [13] , [6] and generalized to the case where the base field does not contain a primitive p-th root of unity in [17] . In this work we generalize the above results in two directions. First, we assume p is an odd prime, and prove that for n = 1 (mod 2), if any defined 3MP of weight (n, m, n) of the form α, β, α contains zero then any defined 3MP of weight (n, m, n) contains zero. In particular this implies that in Galois cohomology any defined 3MP of weight (1, n, 1) contains zero. The second direction is to consider 3MP where the entries are symbols. We use the existence of an exact sequence describing the kernel of multiplication by a symbol and the Norm variety of a symbol, to derive results about 3MP as above. In particular we prove that 3MP of weight (n, 1, m) restricted to symbols contain zero whenever they are defined. We then use the Albert, Brauer, Hasse and Noether Theorem to show that over a number field any defined 3MP of weight (2, 1, 2) or (1, 2, 1) contains zero.
General triple Massey products
In this section we give the necessary background on triple Massey products.
2.1. Definitions. The main sources for this background subsection are [3] , [4] , [8] and [23] . Let R be a unital commutative ring. Recall that a differential graded algebra (abbreviated DGA) over R is a graded
One then defines the cohomology ring H • = Ker(δ)/ Im(δ).
such a collection of cochains, denoted A, is called a defining system for the 3MP x 1 , x 2 , x 3 . Given a defining system A, define the related cocycle
note that it is a cocycle as δ(c(A)) = (−1) n a 1 a 2 a 3 +(−1) n+1 a 1 a 2 a 3 = 0. Finally, define x 1 , x 2 , x 3 to be the subset of H n+m+k−1 consisting of all classes w for which there exists a defining system A such that c(A) represents w. Remark 2.2. In [12] the defined 3MP is the same as ours but multiplied by the sign (−1) n+m .
2.2.
Properties of triple Massey products. Let G be a profinite group and C(G) = ⊕C n (G, Z/pZ), the DGA of continues cochains on G with cup product as multiplication. In this subsection we summarize what we will need from [12] . Theorem 2.3. Assume u 1 , . . . , u k is defined and let v ∈ H m . Then the k-fold product u 1 , . . . , u t v, . . . , u k is defined, for t = 1, . . . , k. Furthermore the following relations are satisfied.
These relations may be interpreted as equalities modulo the sum of the indeterminacies. Theorem 2.4. Assume u 1 , . . . , u k is defined. Then u k , . . . , u 1 is defined and
Remark 2.5. For 3MP, i.e k = 3, we have that
We finish this section with the a couple of useful proposition.
Proposition 2.6. For any defined 3MP α, β, γ of weight (n, m, k), and any defining system A, one has:
Proof. The second claim easily follows from the first. For the first claim consider two defining systems A, B for α, β, γ . Now compute:
, and the claim is clear. Proposition 2.7. Let F be a field of characteristic prime to p, L a prime to p closure of F , and α, β, γ , a defined 3MP of weight (n, k, m) over
Proof. The first direction is clear. For the other direction, consider an element c ∈ α, β, γ . By assumption after extending scalars to L we have
The Lemma follows by taking correstriction using the projection formula.
Multi-linearity
For this section we assume 3MP of the form a, b, a , contain zero whenever they are defined, equivalently a, b, a = aH n for a ∈ H n . Note that in Galois cohomology for a ∈ H 1 , this is the case thanks to the standard exact sequence for multiplication by an element of H 1 .
Let a 1 , a 3 ∈ H p 1 , a 2 ∈ H p 2 be such that the 3MP a 1 , a 2 , a 3 is defined, and note that this implies that a 3 , a 2 , a 1 is also defined.
Fix representatives, x i for a i , i = 1, 2, 3. Let B be a defining system for a 1 , a 2 , a 3 with b i = x i for i = 1, 2, 3, and D a defining system for a 3 , a 2 , a 1 with d i = x 4−i for i = 1, 2, 3. Define the following collections of cochains,
(1) E: e 1 = x 1 +x 3 , e 2 = x 2 , e 3 = x 3 +x 1 and
Proof. We start with E: we have (1) e 1 , e 3 both represent a 1 + a 3 and e 2 represents a 2 .
Thus, E is a defining system for a 1 + a 3 , a 2 , a 1 + a 3 . As for F : we have (1) f 1 , f 3 both represent a 1 and f 2 represents a 2 .
Thus, G is a defining system for a 3 , a 2 , a 3 .
Corollary 3.2. We have:
(
Proof. This is clear in light of the assumption in this section.
Theorem 3.3. Assume that a 1 , a 2 , a 3 is defined. Then a 3 , a 2 , a 1 is defined and
Proof. Given defining systems B, D as above, let E, F, G be defining systems as in Lemma 3.1. On the one hand we have that
On the other hand we have
Combining the above we get
Now as the 3MP is a coset we get that
and we are done.
Combining the above with Theorem 2.4 we get, Corollary 3.4. Assume p 1 = 1 (mod 2), 2 ∈ R × . Then we have:
Proof. Since p 1 = 1 (mod 2) (and p 3 = p 1 ) we see that h = p 2 1 + 1 = 0 (mod 2). Thus by Theorem 2.4, we get that
On the other hand, by Theorem 3.3 we see that
The Corollary now follows from the fact that 3MP are cosets and the assumption that 2 ∈ R × .
Corollary 3.5. Let p be an odd prime and F a field containing a primitive p-th root of unity, with absolute Galois group G F . Then any defined 3MP of weight (1, n, 1) in C(G F ) contains zero.
Proof. Indeed by Corollary 3.4 it is enough to show any 3MP of the form a, α, a contains zero. But given a defining system A for a, α, a it is clear that
is split by restricting to K, the cyclic field extension of F , corresponding to a ∈ H 1 . Thus the standard exact sequence
implies that c(A) ∈ aH n and we are done by Proposition 2.6.
For completion and since the use of Theorem 2.4 from [12] depends on signs, we show that in Galois cohomology, when p 1 = 1 one can avoid the use of Theorem 2.4. To this end we generalize Proposition 2.3 from [6] to our case. Let p 1 = p 3 = 1, p 2 = n, and let a 1 , a 3 ∈ H 1 , α ∈ H n be such that the 3MP a 1 , a 2 , a 3 is defined. We first prove:
Lemma 3.6. Let x ∈ Z 1 with class also denoted x ∈ H 1 and a = a 1 a 2 . . . a n ∈ H n . Then there exist a cochain ψ xa ∈ C n such that
Proof. We use induction on n. For n = 1 this is exactly Proposition 2.3 of [5] . Assuming the Lemma for n = k we prove for n = k + 1. Write b = a 2 . . . a n ∈ H k , and note that by assumption there exists ψ xb ∈ C k and ψ xa 1 ∈ C 1 with the properties of the Lemma. Define ψ xa = ψ xa 1 b + a 1 ψ xb and compute:
Also it is clear by the induction assumption that res H (ψ xa ) = 0 for H as in the Lemma. Now using the Bloch-Kato conjecture proved by Voevodsky and Rost we get as a corollary a generalization of Lemma 2.1 from [5] , namely: Corollary 3.7. Let x ∈ Z 1 and a ∈ Z n with classes also denoted x, a in H 1 , H n respectively. Then there exist ψ xa ∈ C n such that
We are now ready to prove: Theorem 3.8. Let x, y ∈ H 1 and a ∈ H n be such that the 3MP x, a, y is defined. Then y, a, x is defined and
Let K = Ker(x). Corollary 3.7 yields ψ xa ∈ C n such that δψ xa = xa + ax in C n+1 and ψ xa = 0 on K = Ker(x). The graded-commutativity of H
• yields ψ ay ∈ C n such that δψ ay = ay + ya in C n+1 . Taking ϕ xa = ψ xa + (−1) n ϕ ax and ϕ ay = ψ ay + (−1) n ϕ ya , we obtain that δϕ xa = xa and δϕ ay = ay. It is therefore suffices to show that [xϕ ay + ϕ xa y] and α are equal modulo the indeterminacy xH 1 (G) + yH 1 (G) of both Massey products. Now res K (δϕ ax ) = res K (ax) = 0, so res K ϕ ax ∈ Z n . The gradedcommutativity of H
• gives res K (ϕ ax y + yϕ ax ) ∈ B n+1 . As res K ψ xa = 0 we obtain that res K (xϕ ay + ϕ xa y) = res K (ϕ xa y) = (−1) n res K (ϕ ax y)
Hence res K [xϕ ay + ϕ xa y] = res K α. By the standard exact sequence for multiplication by an element of H 1 ,
as desired.
Triple Massey products and symbols
In this section we deal with 3MP with weight (n, k, m) where some of the slots are assumed to be symbols, that is elements of the form α = a 1 · · · a n where a i ∈ H 1 (F ).
A Lemma for symbols and a Theorem of Albert.
Most of the material in this subsection is taken (with minor modifications) from [10] , [19] .Let F be a field of characteristic zero, which is prime to p closed-i.e F has no prime to p field extension, and in particular F contains a primitive p-th root of unity ρ. Symbols turn out to be important in Galois cohomology as by the Bloch-Kato conjecture proved by Voevodsky and Rost they generate the cohomology ring of F . One of the main ingredients in the proof is the fact that they have "p-generic splitting varieties" generalizing Severi-Brauer varieties which help in understanding their presentations. The main lemma we are going to use is the following:
Lemma 4.1. Let α = a 1 · · · a n ∈ H n (F ) and b ∈ H 1 (F ). Then α·b = 0 if and only if there is a presentation α = s 1 · · · s n such that b is a norm from the field extension F [
In order to prove Lemma 4.1 we recall some facts about symbols. Let α = a 1 · · · a n ∈ H n (F ) be a symbol, then there exist a generic splitting variety of dimension p n−1 − 1 for α, namely a smooth, irreducible, projective F variety X of dimension p n−1 − 1, such that for any field extension L/F one has that α L = 0 if and only if X(L) = φ, for a detailed construction of such X we refer the reader to [10] , [19] . Let X/F be a smooth, irreducible, projective variety of dimension d. Recall that one can construct the K-cohomology groups of X using the Gersten complex
and in particular the last cohomology group
Also, the last group may be denoted as A 0 (X, K 1 ) and in this notation it is called group of 0-dimensional K 1 -cycles. It can be described as follows: It is generated by pairs [x, λ] where x is a closed point of X and λ is an element of F (x). Finally one defines the group of reduced 0-dimensional K 1 -cycles as
, for a detailed account of this we refer the reader to [10] , [19] .
Theorem 4.2 (Rost).
Let α ∈ H n (F ), n ≥ 2, be a non trivial symbol. Then:
(1) There exist a a geometrically irreducible projective generic splitting variety for the symbol α ∈ H n (F ) of dimension p n−1 − 1.
(2) Every element ofĀ 0 (X, K 1 ) is of the form [x, λ] where x is a closed point of X of degree p and λ is an element of F (x).
Theorem 4.3 ([10]
Theorem A.1 combined with Proposition 2.9). Let X be a generic splitting variety of dimension p n−1 − 1 for a non zero symbol α ∈ H n (F ). Then the following sequence is exact:
where N is the norm map taking
Finally we have the following Theorem: . Let E 1 , · · · , E n be a sequence of cyclic splitting fields of degree p for a non-trivial symbol α ∈ H n (F ). Then there exist a sequence σ 1 , · · · , s n ∈ F × such that:
We are now ready to prove Lemma 4.1 Proof. Let α ∈ H n (F ) be a non zero symbol and b ∈ F × be such that α · b = 0 ∈ H n+1 . Then, by the exact sequence of Theorem 4.3 we get that b lies in the image of the norm map. By Theorem 4.2 we get that there is a single element [ 
s] is a splitting field of α of degree p and N([K, λ]) = b. Finally from Theorem 4.4 we get that there exist a sequence s 1 , · · · , s n ∈ F × such that α = s 1 · · · s n with s 1 = s and the lemma follows from the anti commutativity of the cup product.
As a first application of Lemma 4.1 we recall and then generalize the following useful variant of a Theorem of Albert (see [1] or [9] ). Proof. This should be well known but as a reference could not be found and for completeness we include a proof. Clearly if A is a restricted quaternion then Cor K/F (A) = F in Br(F ). For the other direction, assume Cor K/F (A) = F in Br(F ). Now, in Br(K) we have
Notice that L/F is Galois with group σ K , σ M . By Hilbert 90 there exist an element m ∈ M such that, σ(m)/m = N L/M (u). Then, by [2] , L and the elements m, k, u define an abelian crossed product [20] for a similar statement) tells us that B = (d, s) 2,F ⊗ (a, c) 2,F from which we clearly get, A = res K/F (B) = res K/F ((a, c) 2,F ), as needed.
We generalize it in the following way, Theorem 4.6. Let F be a field of characteristic zero and K/F a separable field extension of degree 2.
Proof. First notice that if L/F is a field extension of odd degree then 
F ] is odd. Thus we may restrict scalars to a prime to 2 closure, L of F . Once more, one direction is clear so assume Cor K/F (α) = 0 in H n+1 (F ). From the projection formula we
. Thus, by Theorem 4.5 we get that A = res KL/L (s, t) ; t ∈ L × . Combining things we get,
KL · t and as mentioned above this implies that
The second application of Lemma 4.1 will be to 3MP of weight (n, 1, m) where the first and last entries are symbols. Proof. Notice that by definition we have α · d = d · β = 0. Now by Lemma 4.1 we have presentations, α = a 1 · · · a n ; β = b 1 · · · b m such that a n · d = 0 and d · b 1 = 0. Hence the 3MP of weight (1, 1, 1) , a n , d, b 1 is defined and contains zero by [6] , [13] . Now using 2.3 we see that:
, β and we are done.
3MP and multiplication by a symbol
We start this section by recalling the description of the kernel of multiplication by a symbol, denoted Ker(α), given by [11] for the case p = 2 and by [15] for an arbitrary prime. Let F be a field of characteristic zero, and α = {a 1 , . . . , a n } ∈ k n (F ) = K M n (F )/2K M n (F ) a symbol. Define Q α to be the projective quadric of dimension 2 n−1 − 1 defined by the form q α = a 1 , . . . , a n−1 − a n . This quadric is called the small Pfister quadric or the norm quadric associated with the symbol α and it is a generic splitting variety for α. Denote by F (Q α ) the function field of Q α and by (Q α ) (0,≤2) the set of closed points of Q α of degree at most 2.
Theorem 5.1 (OVV). Let F be a field of characteristic zero, and α ∈ K M n (F ) a symbol. Then for every i ≥ 0, the following sequence,
is exact. Now, recalling the fact that for a field extension L/F of degree 2, k n (L) is generated by symbols of the form {f 1 , . . . , f n−1 , l}, where f 1 , . . . , f n−1 ∈ F × and l ∈ L × one obtains the following variant of Theorem 3.3 in [11] :
Theorem 5.2. The Kernel of multiplication by α, Ker(α), is generated as an abelian group by elements of the form β · f , where β is a symbol in k * (F ) and f ∈ N L/F (L × ), where L runs over all splitting fields of α of degree at most 2. That is
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where L runs through all splitting fields of α of degree at most 2 and k(F ) is the mod 2 Milnor K-ring of F .
For an arbitrary prime, p, one has the following description of the kernel of multiplication by a symbol, due to Merkurjev and Suslin (see [15] ).
Theorem 5.3 (MS)
. Let F be a field of characteristic prime to p and
where the coproduct is taken over all finite splitting field extensions L/F for θ and the product is taken over all splitting field extensions E/F , is exact.
3MP where the middle entry is a symbol.
We are now ready to apply the above to 3MP where the middle slot is a symbol. Let F be a field of characteristic zero, and p an arbitrary prime. We start with the following useful lemma Definition 5.4. A basic element of Ker(α) is an element of the form {f 1 , . . . , f n−1 , l} , where f 1 , . . . , f n−1 ∈ F × and l ∈ L × and L is a degree p splitting field for α.
Theorem 5.5. Let x, α, y be a defined 3MP where α ∈ H k is a symbol and x ∈ H n ; y ∈ H m are basic elements of Ker(α), then 0 ∈ x, α, y .
Proof. By Proposition 2.7, we may assume F is prime to p closed. As x, y are basic we can write x = x ′ · r; y = s · y ′ where
for L, T splitting fields for α of degree p. The first thing to notice it that r, s ∈ Ker(α), hence the 3MP r, α, s is defined. We now split to cases: The first case is when p is an odd prime. In this case by Corollary 3.4 we have 0 ∈ r, α, s . Thus by Theorem 2.3 we get,
and we are done. Now consider the case p = 2. As in the first case it will be enough to show 0 ∈ r, α, s . Note that as r · α = 0, Lemma 4.1 says that we can write α = a·α ′ where a ∈ H 1 ; α ′ ∈ H k−1 a symbol and r ·a = 0. Thus there exist ϕ ra ∈ C 1 such that δ(ϕ ra ) = r ·a. Now define ϕ rα = ϕ ra · α ′ ∈ C k and compute δ(ϕ rα ) = raα ′ = rα. Also as αs = 0 there exist ϕ αs ∈ C k such that δ(ϕ αs ) = αs. Collecting the above we constructed a defining system for the 3MP r, α, s with value A = ϕ rα · s + r · ϕ αs . We will now use A to prove 0 ∈ r, α, s . First, letting K be the field extension corresponding to r under the Kummer map, we notice that by construction res ker(r) (ϕ ra ) is an element of H 1 (K), indeed δ ker(r) (ϕ ra ) = (r · a) ker(r) = 0. Now consider
Thus applying Theorem 4.6 we get that
k from which we conclude that A ∈ r · H k + H k · s and we are done.
Remark 5.6. Notice that in the proof we actually proved that when p = 2 any defined 3MP of weight (1, k, 1) where the middle entry is a symbol always contain zero. This is a bit weaker than the case of odd primes where by Corollary 3.4 any defined 3MP of weight (1, k, 1) contains zero.
Definition 5.7. For a symbol α define BKer(α) to be the subgroup of Ker(α) generated by all basic elements of Ker(α).
Remark 5.8. Note that for p = 2, BKer(α) = Ker(α) by Theorem 5.2. For arbitrary prime p we can only say that this happens for α ∈ H 1 by Lemma 4.1.
Theorem 5.9. Let β ∈ H k be a symbol, and α ∈ H n ∩ BKer(β), γ ∈ H m ∩ BKer(β), then for any presentation α = Proof. The fact that the 3MP is defined is trivial, further more note that for every relevant i, j we have that the 3MP α i , β, γ j is also defined. Thus for every i, j there exist a defining system C i,j = {ϕ α i β , ϕ βγ j } for α i , β, γ j with values c i,j = α i · ϕ βγ j + ϕ α i β · γ j . Notice that by Theorem 5.5 we have 0 ∈ α i , β, γ j , hence for every i, j we have c i,j ∈ α i · H k+m−1 + γ j · H n+k−1 ). Now define ϕ αβ = ϕ α i β and ϕ βγ = ϕ βγ j and notice that C = {ϕ αβ , ϕ βγ } is a defining system for α, β, γ with value c = α · ϕ βγ + ϕ αβ · γ = i,j (α i · ϕ βγ j + ϕ α i β · γ j ) = i,j c i,j ∈ i,j (α i · H k+m−1 + γ j · H n+k−1 ). Finally, as the indeterminacy α · H k+m−1 + γ · H n+k−1 ) is a subgroup of i,j (α i · H k+m−1 + γ j · H n+k−1 ), we obtain: α, β, γ = c + α · H k+m−1 + γ · H n+k−1 ⊆ i,j (α i · H k+m−1 + γ j · H n+k−1 ), and we are done.
Remark 5.10. It seems that the existence of p-generic splitting varieties was proved for fields of characteristic zero but it is implied that things work for fields of characteristic different for p (see [10] middle of page 246). Also in [15] they are used for fields of characteristic different for p. Hence most likely, all the above is valid for these fields as well.
Application to the case of number fields
In this final short section we apply our previous results to the case of number fields.
Theorem 6.1. Let F be a number field and G F its absolute Galois group. Then any defined 3MP of weight (1, 2, 1) or (2, 1, 2), contains zero.
Proof. First note that by Proposition 2.7 we may assume F contains a primitive p-th root of unity, as it is a prime to p extension. Now recall that due to the Albert, Brauer, Hasse and Noether Theorem, over a number field every exponent p algebra is similar to a cyclic algebra of degree p and by the assumption on F we see it is actually a single symbol algebra. Thus the Theorem follows from Theorem 4.7 for the case of weight (2, 1, 2) and from Remark 5.6 and Theorem 3.3 for the case of weight (1, 2, 1).
