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ABSTRACT 
 
Drought monitoring and early warning are essential elements impacting drought 
sensitive sectors such as primary production, industrial and consumptive water users. A 
quantitative estimate of the probability of occurrence and the anticipated severity of drought 
is crucial for the development of mitigating strategies. The overall aim of this study is to 
develop a methodology to assess drought frequency and severity and to advance the 
understanding of monitoring and predicting droughts in the future. Seventy (70) 
meteorological stations across Victoria, Australia were selected for analysis. To achieve the 
above objective, the analysis was initially carried out to select the most applicable 
meteorological drought index for Victoria. This is important because to date, no drought 
indices are applied across Australia by any Commonwealth agency quantifying drought 
impacts. An evaluation of existing meteorological drought indices namely, the Standardised 
Precipitation Index (SPI), the Reconnaissance Drought Index (RDI) and Deciles was first 
conducted to assess their suitability for the determination of drought conditions. The use of 
the Standardised Precipitation Index (SPI) was shown to be satisfactory for assessing and 
monitoring meteorological droughts in Australia. When applied to data, SPI was also 
successful in detecting the onset and the end of historical droughts.  
 
Temporal changes in historic rainfall variability and the trend of SPI were investigated 
using non-parametric trend techniques to detect wet and dry periods across Victoria, 
Australia. The first part of the analysis was carried out to determine annual rainfall trends 
using Mann Kendall (MK) and Sen’s slope tests at five selected meteorological stations with 
long historical records (more than 100 years), as well as a short sub-set period (1949-2011) of 
the same data set. It was found that different trend results were obtained for the sub-set. For 
SPI trend analysis, it was observed that, although different results were obtained showing 
significant trends, SPI gave a trend direction similar to annual precipitation (downward and 
upward trends). In addition, temporal trends in the rate of occurrence of drought events (i.e. 
inter-arrival times) were examined. The fact that most of the stations showed negative slopes 
indicated that the intervals between events were becoming shorter and the frequency of 
events was temporally increasing. Based on the results obtained from the preliminary 
analysis, the trend analyses were then carried out for the remaining 65 stations. The main 
conclusions from these analyses are summarized as follows; 1) the trend analysis was 
observed to be highly dependent on the start and end dates of analysis. It is recommended 
that in the selection of time period for the drought, trend analysis should consider the length 
xvi 
 
of available data sets. Longer data series would give more meaningful results, thus improving 
the understanding of droughts impacted by climate change. 2) From the SPI and inter-arrival 
drought trends, it was observed that some of the study areas in Victoria will face more 
frequent dry period leading to increased drought occurrence. Information similar to this 
would be very important to develop suitable strategies to mitigate the impacts of future 
droughts. 
 
The main objective of this study was the development of a methodology to assess 
drought risk for each region based on a frequency analysis of the drought severity series 
using the SPI index calculated over a 12-month duration. A novel concept centric on drought 
severity-duration-frequency (SDF) curves was successfully derived for all the 70 stations 
using an innovative threshold approach. The methodology derived using extreme value 
analysis will assist in the characterization of droughts and provide useful information to 
policy makers and agencies developing drought response plans. Using regionalisation 
techniques such as Cluster analysis and modified Andrews curve, the study area was 
separated into homogenous groups based on rainfall characteristics. In the current Victorian 
application the study area was separated into six homogeneous clusters with unique 
signatures. A set of mean SDF curves was developed for each cluster to identify the 
frequency and severity of the risk of drought events for various return periods in each cluster. 
The advantage of developing a mean SDF curve (as a signature) for each cluster is that it 
assists the understanding of drought conditions for an ungauged or unknown station, the 
characteristics of which fit existing cluster groups. Non-homogeneous Markov Chain 
modelling was used to estimate the probability of different drought severity classes and 
drought severity class predictions 1, 2 and 3 months ahead. The non-homogeneous 
formulation, which considers the seasonality of precipitation, is useful for understanding the 
evolution of drought events and for short-term planning. Overall, this model predicted 
drought situations 1 month ahead well. However, predictions 2 and 3 months ahead should be 
used with caution.   
 
Many parts of Australia including Victoria have experienced their worst droughts on 
record over the last decade. With the threat of climate change potentially further exacerbating 
droughts in the years ahead, a clear understanding of the impact of droughts is vital. The 
information on the probability of occurrence and the anticipated severity of drought will be 
helpful for water resources managers, infrastructure planners and government policy-makers 
with future infrastructure planning and with the design and building of more resilient 
communities. 
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CHAPTER 1  
 
INTRODUCTION 
 
 
1.1 Background 
 
Droughts occur over most parts of the world, in both dry and humid regions and affect 
human welfare and food security. In south-eastern Australia (Victoria, parts of New South 
Wales and South Australia), several major droughts have occurred in the past, including the 
Federation drought (1895 - 1903), the World War II drought (1937 - 1945), and in 1963-
1968, 1982-1983 and from 1991-1995. In recent years (from 1997 to 2009), most of Australia 
suffered from precipitation deficit-driven drought over an extended period, which adversely 
impacted living standards, primary production, economic prosperity and environmental 
health (Ummenhofer et al., 2009). The twelve-year prolonged dry period included four major 
drought years covering 1997, 2002, 2006 and 2008. As a result, many aspects of drought 
have received much attention over the last decade in Australia. 
 
Drought is referred to as a creeping phenomenon, as its effects often take time (weeks 
or months) to impact. This makes it challenging to determine when a drought begins and 
likewise, when a drought is over. Owing to the frequent occurrence of drought and its slowly 
developing nature, the development of a comprehensive drought monitoring system that can 
provide early warning of drought onset and its end should be given more attention. With such 
information, the economic, social and environment impacts of drought could be reduced. 
Drought indices are often used for detecting the early onset and end of droughts. Several 
drought indices have been used effectively as drought assessment tools in other parts of the 
world (Hayes et al., 1999; Tsakiris et al., 2007; Asadi Zarch et al., 2011; Barua et al., 2011). 
In Australia, the Bureau of Methodology (BoM) uses Deciles to assess the status of rainfall 
deficiency throughout Australia. Formal drought declarations and assistance are handled by 
state and Commonwealth governments. In Victoria for example, the Department of 
Environment and Primary Industries is responsible for the provision of information related to 
drought. The Commonwealth government is responsible for national policy and 
implementing national drought relief initiatives such as drought relief packages. Therefore, 
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the Commonwealth and the states would greatly benefit from the development of an 
appropriate drought assessment tool that could apply consistently across jurisdictions. 
 
Drought forecasting is an important aspect of drought hydrology and it plays a major 
role in risk management, drought preparedness and the implemention of mitigation measures. 
Extensive work has been done on modelling various aspects of drought, such as the 
identification and prediction of its duration and severity. However, a major research 
challenge still remains, primarily requiring the application of suitable techniques for 
forecasting the onset and termination points of droughts, especially in Australia.  
 
1.2 Research Questions 
 
As vulnerability to drought has increased globally, greater attention has been directed to 
reducing the risks associated with its occurrence. The present study therefore seeks to answer 
the following questions: 
 
 What is the most applicable meteorological drought index for Victoria? 
 Are there any trends in the climatic data and inter-arrival times of droughts? 
 Can drought forecasting tools provide information (severity, probability, duration) on  
future droughts?  
 What is the probability of the occurrence of droughts? 
 
1.3 Aims of the study 
 
The main aim of this research project is to develop a methodology to assess drought 
frequency and severity and to forecast droughts in the future. The aim of the study was 
achieved by primarily undertaking the following tasks: 
 
1) Reviewing drought indices 
2) Selecting the most applicable meteorological drought index for Victoria. 
3) Analysing rainfall and drought severity trends for selected locations. 
4) Developing the drought severity-duration-frequency (SDF) curves for various 
return periods over the region. 
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5) Identifying homogeneous regions with similar drought characteristics. 
6) Developing SDF curves for each homogenous region. 
7) Forecasting future drought conditions using drought forecasting tools for short 
durations (less than or equal to 3 months). 
 
1.4 Research significance  
 
In this section, the significance of the research and the possible outcomes are discussed. 
These contributions are outlined below: 
 
o As was mentioned in Section 1.1, to date, there have been no drought indices 
applied across Australia by any Commonwealth agency except the Bureau of 
Methodology (BoM), which uses Deciles to assess the status of rainfall deficiency 
throughout Australia. In Australia, state-based agencies are responsible for 
operational decision-making. They use independently-derived indices to assist 
operational planning. As there is no consistency between regions and states, 
comparison either within a state or between states in a region is difficult. Therefore, 
there is a need to select the most appropriate drought index and apply it consistently 
throughout Australia to provide essential information on droughts (e.g. lead time, 
duration, magnitude (or severity), the onset and end of drought, etc.) which would 
help state-based organisations and the Commonwealth to plan and implement 
responses and mitigation measures.  
o Trend analysis will facilitate the identification of any possible trends in climatic 
parameters which directly influence the occurrence of drought. To date, no 
comprehensive research has been conducted on drought severity trends in the 
country. Hence, whether there is a possible trend in the risk of occurrence of 
drought events will be determined.  
o Drought information is often too technical and difficult to understand by decision-
makers and end-users. This study aims to initially derive information about drought 
and its recurrence using precipitation information which can be understood easily 
by ordinary users.  
o Regionalization methods for catchment groupings will identify homogenous areas 
with respect to drought. That is, stations that depict similar drought characteristics 
will be identified. This will reduce the heterogeneity of the study area so that the 
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methodology developed can be used with greater confidence to predict vulnerability 
to drought at any location within a particular region. Regionalization methods have 
been used for the classification and comparison of different aspects of yield 
hydrology, but not for drought characterisation. This study aims to explore 
regionalisation techniques for droughts.  
o The drought-forecasting model will also be applied in this study and it is a useful 
tool which can become part of an early warning system to provide early indication 
of future drought conditions. Short-term prediction of the drought severity for the 
following one, two and three months could be achieved. 
 
1.5 Outline of the Thesis 
 
Chapter 1 describes the background of the research, the aims and the research 
significance. It also formulates the research questions to be addressed and provides an overall 
picture of the research tasks undertaken in the thesis.  
 
Chapter 2 presents a comprehensive critical review of research related to drought 
indices and drought forecasting techniques and history of Australian droughts. This chapter 
identifies the current state of knowledge and research gaps in drought management.  
 
Chapter 3 provides a description of the study area, the climatic data used and relevant 
information on the selected rainfall stations. The procedures of gap filling of monthly rainfall 
data are also given. This chapter also presents results of preliminary analysis on the 
assessment of droughts using meteorological drought indices (i.e. Standardised Precipitation 
Index (SPI), Reconnaissance Drought Index (RDI) and Theory of Runs (ToR)) that paved the 
way for the subsequent analyses. The work presented here has been published in Journal of 
Hydrological Reasearch.    
 
Chapter 4 investigates the trend by non-parametric tests and a change point analyses (to 
detect point of change) of rainfall data for shorter and longer data lengths. This chapter also 
examines the spatial and temporal distributions of identified trends. The work presented here 
has been published in Journal of Water and Climate Change. Similar to the above analysis, 
this chapter provides the trend of wet/dry periods using selected meteorological drought 
index, namely the SPI and the temporal trends in drought events. 
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Development of the drought severity-duration-frequency (SDF) curves is presented in 
Chapter 5. This chapter also applies multivariate statistical techniques to identify 
homogeneous regions based on climatic characteristics which are related to the selected 
drought index. An independent validation of the SDF curves is also pesented.  
 
Chapter 6 presents the use of Markov Chain modelling in order to estimate the 
probability of different drought severity classes and drought severity class predictions at one, 
two and three months ahead. Predictions of drought are also tested for historical drought 
events in Victoria and reported in this chapter. 
 
Finally, Chapter 7 presents a summary and the main conclusions drawn from individual 
research components. Recommendations for future work are also presented. 
 
 
 
 
 
 
 
 
 
6 
 
 
 
Figure 1.1 Outline of the thesis 
 
Chapter 7 Summary, Conclusions and Recommendations
- Summary and conclusions
- Limitations of the study and recommendations for future research
Chapter 6 Forecast Future Drought Condition using Markov Chains Model
- Non-homogeneous formulation
- Drought class probabilities and short term drought class predictions
Chapter 5 Development of Drought Severity-Duration-Frequency (SDF) Curves 
- Development of severity-duration-frequency (SDF)
- Application of regionalisation techniques
Chapter 4 Trend Analysis of Rainfall and Standardised Precipitation Index (SPI)
- Trend analysis of annual rainfall and identifying the change point of the trend
- Trend of SPI
- Inter-arrival times of drought trend
Chapter 3 Description of Study Area and Preliminary Analysis of Climatic Data
- Selection of study area and climatic data
- Assessing three selected meteorological drought indices
Chapter 2 Literature Review
- Review on drought indices, trend analysis, spatio - temporal drought analysis,
regionalisation techniques and drought forecasting techniques to identify the gaps
and design the research objectives and the scope of the study
Chapter 1 Introduction
- Background of the research, the aims and research significance
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CHAPTER 2  
 
LITERATURE REVIEW 
 
 
2.1 Introduction 
 
 
This chapter discusses the definition of drought and its classification. These aspects 
of droughts have been widely discussed in the literature and remain major research topics. 
Some findings that have been reported from other studies are also reviewed and discussed. 
Precipitation, temperature, wind and relative humidity are important factors to include in 
characterizing drought. Since these climatic parameters vary temporally and spatially, 
there is a need to consider these meteorological aspects to assess drought frequency and 
severity, and to forecast droughts in the future.  
 
Drought means different things to different people, depending on their choice of the 
form of water and its related aspects of interest. Hence, it is important to characterise 
drought into meteorological, hydrological, agricultural and socio-economic droughts 
(Beran and Rodier, 1985; Wilhite and Glantz, 1985; Nalbantis and Tsakiris, 2009). 
Meteorological drought is commonly defined as lack of precipitation over a region over a 
period of time. The consequential impacts of a meteorological drought over time lead to 
other drought categories, i.e. agricultural, hydrological or socio-economic droughts  
(Dracup et al., 1980; Khalili et al., 2011), as shown in Figure 2.1. Many studies involving 
precipitation have been carried out for meteorological drought analysis (Hayes et al., 
1999; Khan et al., 2008; Gocic and Trajkovic, 2014).  
 
Hydrological drought is expressed based on the inadequacy of surface or sub-surface 
water supply in terms of streamflow, reservoir storage and groundwater depths. A number 
of studies have analysed streamflow to better understand hydrologic droughts (Tallaksen 
and van Lanen, 2004; Nalbantis, 2008; Sharma and Panu, 2012; Tabari et al., 2013). 
Agricultural drought is defined as a reduction in soil moisture due to a shortfall of 
precipitation coupled with high evaporation rates (Tallaksen and van Lanen, 2004). On the 
other hand, socio-economic drought is associated with failure of water resources to meet 
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water demands, thus associating droughts with supply and demand shortfalls. Economic 
impacts include both direct effects, such as lost income from crop yield reduction and 
secondary effects such as reduced spending in rural communities (American 
Meteorological Society, 2004).  
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Figure 2.1 Sequence of drought occurrence (Source: National Drought Mitigation Center, 
University of Nebraska–Lincoln, USA; 
http://drought.unl.edu/DroughtBasics/TypesofDrought.aspx) 
 
In contrast to meteorological droughts, the other three types of droughts occur less 
frequently because it usually takes weeks or months before precipitation deficiencies cause 
soil moisture deficiencies, declines in streamflow, reduced reservoir levels and lower 
groundwater tables. Therefore, for drought monitoring and early warning purposes, the 
meteorological drought indices provide the best initial assessment. Once the 
meteorological indices indicate the onset of a drought, other non-meteorological indices 
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provide complementary information to the relevant sectors describing the severity and 
impact.  
 
2.2 Drought history in Australia 
 
In Australia, several significant droughts have occurred in the past, including 1864-
1866, 1880-1886, 1895-1903, 1911-1916, 1918-1920, 1939-1945, 1963-1968, 1972-1973, 
1982-1983 and 1991-1995 (refer to Table 2.1), costing the Australian economy billions of 
dollars (Bureau of Meteorology (BoM), 2011). Droughts have destroyed crops, decimated 
live stock numbers, drained rivers and dams, restricted urban consumption and industry 
demand, compromised water-dependent eco systems and created conditions suitable for 
catastrophic bushfires. 
 
Table 2.1 Historic droughts in Australia (Bureau of Meteorology (BoM), 2011) 
1864-66  All states affected except Tasmania 
1880-86  Southern and eastern states affected 
1895-1903  The Federation drought. Several years of generally 
below average rainfall followed immediately by one or 
two years of exceptionally low rainfall. Most 
devastating drought in terms of stock losses. 
1911-16  Loss of 19 million sheep and 2 million cattle. 
1918-20  Only parts of Western Australia free from drought. 
1939-45  The Forties drought. Loss of nearly 30 million sheep 
between 1942 and 1945. 1940 was one of the driest 
years on record across southern Australia. 
1963-68  Widespread drought. Also longest drought in arid 
central Australia: 1958-67. The last two years saw a 40 
per cent drop in wheat harvest, a loss of 20 million 
sheep, and a decrease in farm income of $300-500 
million. 
1972-73  Mainly in eastern Australia 
1982-83  Total loss estimated in excess of $3000 million. Most 
intense drought in terms of vast areas affected. 
1991-95  Particularly dry in parts of Queensland, northern New 
South Wales and parts of central Australia. Average 
production by rural industries fell about 10 per cent, 
resulting in possible $5 billion cost to the Australian 
economy. 
2002-07  Winter crop production declined sharply in 2002-03 
and, after recovering, declined again in 2006-07. The 
Murray-Darling Basin inflows were the lowest on 
record, severely affecting irrigated agriculture. 
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In the most recent drought, south-eastern Australia (Victoria, parts of New South 
Wales and South Australia) experienced low rainfall from 1997 to 2009, known as the Big 
Dry or Millennium Drought (Ummenhofer et al., 2009; Potter et al., 2010; Verdon-Kidd et 
al., 2010).  Figure 2.2 illustrates rainfall in the most recent 14-year period (from October 
1996 to September 2010) was the lowest on record for areas shaded in solid red. The 
twelve-year prolonged dry period saw four major drought years beginning in late 1997, 
2002, 2006 and 2008 (Gergis et al., 2012). Tan and Rhodes (2008) reported the 2006 
annual inflow into four major water harvesting reservoirs supplying 4.5 million people in 
the greater Melbourne area to be the lowest on record. The Thomson reservoir built as 
Melbourne’s drought reserve supplying 4.5 million people went from almost full in 1996 
to just 16% full in 2009 (Melbourne Water, 2010). This resulted in prolonged water 
restrictions applied across the city, adversely impacting industry, small business and 
lifestyle. This drought catalysed the building of the largest desalination plant in the 
southern hemisphere to provide back-up water supply for Melbourne. In 2010, even 
though widespread above-average rainfall fell across most of Australia, it did not end the 
long-term rainfall deficiencies affecting large parts of southern Australia (National 
Climate Centre, 2010).  
 
 
Figure 2.2 Australian rainfall deciles for the 14 years from October 1996 to September 2010  
(Bureau of Meteorology (BoM), 2010) 
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2.3 Review of Drought Indices (DIs) 
 
The success of drought preparedness and mitigation depends, to a large extent, upon 
timely information on drought onset and its end. These types of information can be 
obtained from drought indices, which provide decision-makers with information on 
drought severity and can be used to prepare drought contingency plans. Drought indices 
(DIs) have also been commonly used to quantify rainfall deficits, soil moisture and water 
availability (Morid et al., 2006; Mishra and Singh, 2010). Many meteorological drought 
indices have been developed to date. Other indices that have been used widely include the 
Palmer Drought Severity Index (PDSI) (Palmer, 1965), Percent of Normal (PN), Deciles 
(Gibbs and Maher, 1967), Standardized Precipitation Index (SPI) (McKee et al., 1993), 
Reconnaissance Drought Index (RDI) (Tsakiris and Vangelis, 2005), Aggregated Drought 
Index (ADI) (Keyantash and Dracup, 2004), Streamflow Drought Index (SDI) (Nalbantis 
and Tsakiris, 2009), Groundwater Resource Index (Mendicino et al., 2008) and Nonlinear 
Aggregated Drought Index (ADI) (Barua et al., 2012). The following section discusses 
commonly-used DIs, their usefulness and limitations. 
 
2.3.1 Palmer Drought Severity Index (PDSI) 
 
Palmer (1965) first introduced the Palmer Drought Severity Index (PDSI) in the 
United States. The objective of the PDSI was to provide measurements of moisture 
conditions that were standardized so that comparisons using the index values would have 
comparable meaning at all locations and times (Palmer, 1965). The PDSI has been well 
tested and verified. The PDSI responds to weather conditions that are abnormally dry or 
abnormally wet. When conditions change from dry to normal or wet, for example, the 
drought measured by PDSI ends without taking into account streamflow, lake and 
reservoir levels, and other longer-term hydrologic impacts (Karl and Knight, 1985). The 
PDSI is calculated based on precipitation and temperature data, as well as the local 
available water content (AWC) of the soil. From the above input parameters, all the basic 
terms of the water balance equation can be determined, including evapotranspiration, soil 
recharge, runoff and moisture loss from the surface layer (Hayes, 2003). Despite its 
widespread use, PDSI has many limitations (Alley, 1984; Hayes, 2003).  
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Its limitations include the arbitrary assumptions related to the water balance 
models used in the computation of PDSI. For instance, there is no universally accepted 
method of computing potential evapotranspiration. Although the Thornthwaite (1948) 
technique has wide acceptance, it requires a great deal of data but is still considered to be 
an approximation (Alley, 1984; Hayes, 2003). The simple two-layer water budget model 
of Palmer (1965) is used to estimate the soil moisture content in a catchment if measured 
soil moisture data are not available. However, due to lack of data, the two soil layers 
within the water balance computation are often simplified, and thus may not accurately 
represent a particular location. Furthermore, the PDSI method is more suitable for the 
characterization of agricultural droughts, since the model focuses on soil moisture. The 
method used to calculate PDSI does not do well in regions where there is extreme 
variability of rainfall or runoff, such as in Australia and South Africa (Hayes, 2003).  
 
2.3.2 Standardized Precipitation Index (SPI) 
 
One of the most well-known and widely-used meteorological drought indices is the 
Standardized Precipitation Index (SPI). The SPI was designed by McKee et al. (1993) at 
Colorado State University to quantify the precipitation deficit for multiple time scales (i.e. 
1, 3, 6, 12, 24 and 48 month cumulative moving values). However, Dogan et al. (2012) 
concluded that the 1-month time scale should not be used solely in comparison studies to 
present a drought index, unless there is a specific reason. The 1-month time step was 
found to be irrelevant in arid/semi-arid regions because seasonal rainfall deficiencies are 
common there.  
 
The SPI is basically the transformation of the precipitation time series into a 
standardized normal distribution. The SPI has the following positive characteristics: (a) It 
is uniquely related to probability; (b) the precipitation used in the SPI can be used to 
calculate the precipitation deficit (c) the SPI is normally distributed, so it can be used to 
monitor wet as well as dry periods (Tsakiris et al., 2007). The SPI has been used 
extensively because it can be computed for a variety of time scales relatively easily. This 
versatility allows the SPI to be used as a surrogate to monitor short-term water supplies, 
such as soil moisture, which is important for agricultural production and long-term water 
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resources, such as groundwater, streamflow, and lake and reservoir levels (McKee et al., 
1993).  
 
Dogan et al. (2012) in their study to determine the effect of time scales for choosing 
an appropriate value using six drought indices concluded that the SPI was more consistent 
in detecting droughts for different time steps. In addition, the SPI requires only rainfall 
data which are usually available in most countries for many locations. It can also be 
applied consistently across jurisdictions as the methodology has inbuilt standardisation of 
the specific index. In addition, after a comprehensive review, the World Meteorological 
Organization (WMO) recommended the use of the SPI to determine meteorological 
droughts and to complement local meteorological drought indices (Hayes et al., 2011). 
 
The SPI has found widespread application for describing and comparing actual 
drought events in the United States (Hayes et al., 1999; Heim Jr, 2002; Keyantash and 
Dracup, 2002), Turkey (Sonmez et al., 2005; Turkes and Tatlı, 2009), the Mediterranean 
area (Lana et al., 2001; Tsakiris and Vangelis, 2004; Paulo and Pereira, 2006; Vicente-
Serrano, 2006; Nalbantis and Tsakiris, 2009; Gocic and Trajkovic, 2014) and other parts 
of the world (Mishra et al., 2009; Khalili et al., 2011).  
 
The length of the precipitation record plays an important role in calculating the SPI. 
Different lengths of record and similar gamma distributions over different time periods 
would give consistent results in the SPI. In contrast, the SPI values might be inconsistent 
when the distributions are different. Hence, it is recommended that the SPI user should be 
aware of the numerical differences in the SPI values if different lengths of records are used 
(Mishra and Singh, 2010). Further details of the SPI are given in Section 3.6.1. 
 
2.3.3 Reconnaissance Drought Index (RDI) 
 
Tsakiris and Vangelis (2005) observed that, as meteorological droughts manifest as a 
water deficit, the focus can be on the water balance (input - precipitation and output - 
potential evapotranspiration). Based on this, a new drought characterization index known 
as the Reconnaissance Drought Index (RDI) was proposed. RDI is based on the ratio 
between precipitation and potential evapotranspiration (Tsakiris and Vangelis, 2005). 
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Three expressions of RDI were given by Tsakiris and Vangelis (2005) as the initial, 
normalized and standardized values.  
 
 RDI has been successfully applied in several Mediterranean countries (Tsakiris and 
Vangelis, 2005; Tsakiris et al., 2007; Pashiardis and Michaelides, 2008; Tigkas, 2008) and 
Iran (Asadi Zarch et al., 2011; Khalili et al., 2011). While a number of studies have been 
applied using the SPI, few studies have focused on the RDI. One reason may be the fact 
that the RDI requires much more analytical detail and information than SPI, i.e. the 
computation of potential evapotranspiration requires the long-term availability of a 
number of parameters and data for the site under study.  
 
Some of the advantages of the RDI index are that it can be calculated for any 
period of time (e.g., 1 , 2, 3 months etc.) and it is sensitive to drought events (Tsakiris et 
al., 2007). One of the limitations of this index is that it is calculated starting at the 
beginning of each year for all time scales. For shorter time scales, the RDI cannot identify 
all drought events that might occur within one whole year (i.e. 3- and 6-month time 
scales). Further details of RDI are given in Section 3.6.2. 
  
2.3.4 Deciles 
 
Gibbs and Maher (1967) suggested another drought-monitoring technique by 
arranging monthly precipitation data into deciles. The Deciles is commonly used by the 
Australian Bureau of Meteorology (BoM) to assess the status of rainfall deficiency 
throughout Australia. In calculating deciles, long-term monthly rainfall records are first 
ranked from highest to lowest to construct a cumulative frequency distribution. The 
distribution is then split into 10 parts or deciles on the basis of equal probabilities (Gibbs 
and Maher, 1967). The deciles are grouped into five classifications. The first decile is the 
rainfall amount not exceeded by the lowest 10% of the precipitation occurrences. The 
second decile is the precipitation amount not exceeded by the lowest 20% of occurrences 
and so on, until the tenth decile, which is the largest one-tenth of precipitation amounts 
within the long-term record.  
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 The application of Deciles is found in Tsakiris et al. (2007), Kanellou et al. (2008) 
and Behzadi (2013). Kanellou et al. (2008) summarise that Deciles can be used as an 
indication of drought but they do not provide information about the onset, the end and the 
severity of the drought, which are important features of drought monitoring. Another 
limitation is that droughts are defined arbitrarily based on a selected threshold and hence 
differ from one location to the other (Nazahiyah et al., 2014). Further details of Deciles 
are given in Section 3.6.3. 
 
2.3.5 Other drought indices 
 
Other drought indices that have been developed, and their advantages and drawbacks 
are presented in Table 2.2. The Surface Water Supply Index (SWSI) was developed by 
Shafer and Dezman (1982) to complement the Palmer Index for moisture conditions 
across the state of Colorado. The objective of SWSI was to incorporate both hydrological 
and climatological features into a single index value resembling the Palmer Index for each 
major river basin in the state of Colorado (Shafer and Dezman, 1982). Palmer (1965) 
developed the Palmer Hydrological Drought Index (PHDI), which is very similar to the 
PDSI, using the identical water balance assessment on a two-layer soil model. In 2008,  
Nalbantis (2008) proposed a much simpler two-dimensional relationship of severity versus 
frequency called the Streamflow Drought Index (SDI). 
 
 The Aggregate Drought Index (ADI) was developed by Keyantash and Dracup 
(2004). The ADI comprehensively considers all physical forms of drought 
(meteorological, hydrological, and agricultural) through the selection of variables that are 
related to each drought type. Barua et al. (2012) proposed a data-hungry complex 
Nonlinear Aggregate Drought Index (NADI) which counters the weaknesses of ADI. 
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Table 2.2 Major drought indices (DIs) in use  
Indices Advantages Disadvantages 
 
Standardized 
Precipitation Index 
(SPI) 
(McKee et al., 
1993) 
 
 
 
 
Percent of Normal 
 
 
 
 
 
Deciles 
(Gibbs and Maher, 
1967) 
 
 
 
Reconnaissance 
Drought Index 
(RDI) 
(Tsakiris and 
Vangelis, 2005) 
 
 
 
 Simple. Based only on 
precipitation 
 Versatile: Can be computed for 
any time scale 
 Can provide early warning of 
drought and help assess drought 
severity 
 
 
 Simplest measurements of 
rainfall 
 Very effective when used for a 
single region or a single season 
 
 
 Provides an accurate statistical 
measurement of precipitation 
 Its computational ease. 
 
 
 It is physically based,  since it 
calculates the aggregated deficit 
between precipitation and the 
evaporative demand of the  
atmosphere 
 It can be effectively associated 
with agricultural and hydrological 
drought. 
 
 Access to a long, reliable temporal 
time series; 
 Regions with low precipitations can   
give misleading SPI values for short 
time periods (1, 2 month)  
 
 
 
 
 Easily misunderstood  as "normal" is 
a mathematical construct that does 
not necessarily correspond with what 
you should expect the weather to be 
 
 
 Accurate calculations require a long 
climatic data record 
 Simplicity can lead to conceptual 
difficulties.  
 
 Should consider actual (is the real 
output) and not the potential 
evapotranspiration.  
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Table 2.2 Major drought indices (DIs) in use (continued) 
Indices Advantages Disadvantages 
 
Surface Water 
Supply Index 
(SWSI) 
(Shafer and 
Dezman, 1982) 
 
 
Palmer 
Hydrological 
Drought Index 
(PHDI) 
(Palmer, 1965) 
 
 
Streamflow 
Drought Index 
(SDI) 
(Nalbantis, 2008) 
 
 
Aggregate Drought 
Index (ADI) 
(Keyantash and 
Dracup, 2004) 
 
 
Nonlinear 
Aggregate Drought 
Index (NADI) 
(Barua et al., 2012) 
 
 
 Represents water supply 
conditions unique to each basin  
 
 
 
 
 
 Accounts not only for 
precipitation totals, but also for 
temperature, evapotranspiration, 
soil runoff, and soil recharge  
 
 
 
 Its simplicity 
 
 
 
 
 
 Considers all physical forms of 
drought (meteorological, 
hydrological, and agricultural) 
 
 
 
 Considers all potential hydro-
meteorological variables   
 
 
 Changing a data collection station or 
water management requires that new 
algorithms be calculated, and the 
index is unique to each basin, which 
limits interbasin comparisons  
 
 
 Complex 
 
 
 
 
 
 
 Requires streamflow data of high 
quality and of sufficient length to 
accurately estimate the frequency of 
rare drought phenomenon 
 
 
 It assumes linear relationships 
between variables in formulating 
principal components 
 
 
 
 Complex 
 It is yet to be tested in other regions. 
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2.4 Comparison of Drought Indices (DIs) 
 
Several studies have been carried out to compare indices to find the most appropriate 
indices for specific regions. There have been comparisons between SPI and RDI for 
drought monitoring. Khalili et al. (2011) concluded that both indices exhibit an overall 
similar behaviour; particularly, they follow the first order Markov chain dependency. 
Similarly, Asadi Zarch et al. (2011) found the SPI and RDI methods showed 
approximately similar results for the effect of drought in different regions of Iran. Guttman 
(1998) compared PDSI with SPI and concluded that special characteristics of PDI vary 
from site to site (1035 sites) throughout the US, while those of SPI do not vary from site to 
site. Also, PDI has a long-term moisture memory, is highly variable and complicated, 
making it hard to interpret the representation of the index. On the other hand, SPI is easy 
to interpret using a simple moving average process and is spatially consistent. Lloyd-
Hughes and Saunders (2002) concluded that SPI provides a better spatial standardization 
than PDSI with respect to extreme drought events. Kanellou et al. (2008) compared three 
indices, namely Deciles, Palmer-Z index (Palmer, 1965) and RDI, and concluded that 
these indices are satisfactory to describe drought conditions in Greece and they all show 
similar characteristics. 
 
Morid et al. (2006) compared the performances of six drought indices in the 
Tehran province of Iran. The indices included Deciles index (DI), Percent of Normal (PN), 
Standard Precipitation Index (SPI), China-Z index (CZI), Modified CZI (MCZI), Z-Score, 
and Effective Drought Index (EDI). The results showed that SPI, CZI and Z-Score 
performed similarly with regard to drought identification and responded slowly to drought 
onset. SPI and EDI were able to detect the onset of a drought, its spatial and temporal 
variation consistently. Five drought indices, namely, Percent of Normal (PN), Deciles, 
Standardized Precipitation Index (SPI), Surface Water Supply Index (SWSI), and 
Aggregated Drought Index (ADI) were evaluated for the Yarra River catchment in 
Victoria, Australia (Barua et al., 2011). The study showed that PN, Deciles, and SPI have 
similarities in detecting historical droughts as was expected, because they were developed 
with rainfall as the single variable. Different results could have been obtained if different 
time scales were applied for each DI. In this study the authors used a monthly (1- month) 
time step. Both SWSI and ADI showed smoother transitional characteristics during 
droughts and from dry to wet spells and vice versa. 
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2.5 Theory of runs 
 
Apart from the indices, the use of run analysis has been proposed as an objective 
method for identifying drought periods and for the evaluation of the statistical properties 
of drought. According to this method, a drought period coincides with a negative run, 
defined as a consecutive number of intervals where a selected hydrological variable 
remains below a chosen truncation level or threshold (Yevjevich, 1967). Such a threshold 
may be a fixed value in the case of a non-periodic (e.g., annual) stationary time series, or a 
seasonally varying truncation level in the case of a stationary periodic series.  
 
The threshold level in each time interval is usually assumed to be equal to the long-
period mean of the variable of interest, while other possible choices include a fraction of 
the mean (Clausen and Pearson, 1995), a value corresponding to a given non-exceedence 
probability (Zelenhasic and Salvai, 1987), or a level defined as one standard deviation 
below the mean (Ben-Zvi, 1987; Paulo and Pereira, 2006). In any case, the threshold 
should be chosen in such a way that it is considered representative of the water demand 
level (Rossi et al., 1992). 
 
As discussed in Section 1.1, no drought indices are currently applied across 
Australia, and it is important to carry out a study in order to select the most appropriate 
drought index. The current study focuses on meteorological drought indices. Therefore, 
certain meteorological drought indices, namely Standardised Precipitation Index (SPI), 
Reconnaissance Drought Index (RDI) and Deciles, will be assessed in order to investigate 
how well these indices reflect drought conditions in Victoria, Australia. This will be 
discussed in Chapter 3.  
 
2.6 Spatial and temporal variation of climatic variables and drought analysis  
 
Droughts are regional in nature and often characterized by temporary departures from 
normal precipitation resulting in severe water shortage (Ganguli and Reddy, 2014). 
Variability in precipitation imposes a challenge for the sustainable management of water 
resources. Understanding this variability and the factors influencing this phenomenon is very 
important for water managers and policy-makers (Loch et al., 2013). The Intergovernmental 
Panel on Climate Change (IPCC) (2007) reported that significant trends were observed in 
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precipitation in many regions from 1900 to 2005. Precipitation decreased on the 
Mediterranean coast and in southern Africa and parts of southern Asia, whereas precipitation 
increased significantly in eastern parts of North and South America, northern Europe and 
northern and central Asia. Climate change projections for Victoria suggest that, although 
increases and decreases in rainfall are projected in the future, decreases dominate the overall 
pattern, especially in the south in winter and spring (Suppiah et al., 2007).  
 
Other climatic variables that have an impact on drought are temperature, wind and 
relative humidity, and they need to be considered when characterizing drought. Suppiah et al. 
(2004) reported that there is a considerable spatial variability in temperature in different parts 
of Victoria. The study predicted that by 2070, the number of days with temperatures greater 
than 35C will be 17 per year in Melbourne (south Victoria) and as high as 51 days per year 
in Mildura (north-west Victoria). This study also observed that the reduction in relative 
humidity would be 2% in west/north-west Victoria and 1% in south/south-east Victoria. Due 
to decreasing rainfall and increasing temperature projected, drought projections for Australia 
suggest that up to 20% more drought months will occur over most of Australia by 2030, with 
up to 40% more droughts by 2070 in eastern Australia, and up to 80% more in south-western 
Australia (Mpelasoka et al., 2008). 
 
Overall, it is important to understand the varying characteristics of dryness and wetness 
for predicting and preventing disasters brought about by extreme events such as drought. For 
instance, Du et al. (2012) applied the Standardized Precipitation Index (SPI) to analyse 
dry/wet conditions and for drought/flood monitoring in Hunan Province, China, while in 
western India, Ganguli and Reddy (2014) carried out a study to detect potential trends in 
long-term time series of the SPI in order to seek climate change impacts. Monitoring changes 
in the occurrence and length of dry spells is of obvious importance, since it is directly 
relevant for food and water supplies. Subash and Ram Mohan (2011) investigated the 
possible trends in monsoon rainfall and frequency of droughts using the SPI covering a 100 
year period (1906-2005) to assess rice-wheat productivity in India. In additon, the detection 
of changes in climatic variables is significant in planning climate change adaptation 
measures, hydrologic modelling studies, establishing the validity of the dataset for frequency 
analysis and infrastructure design. Changes in climatic variables may be in the form of 
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gradual trends over some period in time, a more abrupt change or in a more complex form 
(Kundzewicz and Robson, 2004). 
 
 Monitoring and forecasting drought are real challenges in water resources 
management. However, they are essential as droughts are becoming more common and 
severe due to the impact of climate change (Meehl et al., 2000; Alexander et al., 2009; 
Mishra et al., 2009). Analysing historical drought events is essential to determine the 
potential risk of droughts occurring in the future. Each drought event is unique in its 
intensity, duration, peak and spatial extent. An event might persist for few months, years, or 
even more. The frequency of droughts at various levels of severity, duration and peak 
provides the exposure risk of drought in a region. It is critical to understand the nature of 
drought risk in order to establish comprehensive and integrated drought management 
strategies. Appropriate management of droughts requires knowledge of the expected 
frequency of drought magnitude, which can be achieved by employing probabilistic 
approaches (Ganguli and Reddy, 2014). 
 
Given that Australia is one of the most drought-prone continents in the world, such 
probability analyses would assist policy makers to plan mitigation measures. A 
methodology needs to be developed to assess drought risk in Victoria based on frequency 
analysis of drought severity. Moreover, derived drought information is too technical and 
difficult to understand by decision-makers and end-users. The present study aims to 
initially derive information about drought and its recurrence that can be understood easily 
by ordinary users. The methodology proposed will be discussed in Chapter 5. 
 
 Owing to high spatial and temporal climatic variability and frequent dry periods, 
causing water scarcity, rationale water management decision-making is complex (Raziei et 
al., 2008; Nikbakht et al., 2013). Therefore, it is important to identify homogeneous areas 
that depict similar drought characteristics to assist water resources planning and management. 
Raziei et al. (2008) carried out regionalization based on precipitation in western Iran using 
principal component analysis (PCA) and cluster analysis (CA) techniques. Raziei et al. 
(2009) analysed the temporal and spatial variability of hydrological drought by applying PCA 
to the Standardized Precipitation Index (SPI). These two methods of regionalisation (drought 
variability and precipitation variability), though conceptually different, complement each 
other and can contribute to better management of water resources in an area.  
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2.7 Drought Forecasting Techniques 
 
Drought forecasting is of great importance in drought hydrology and plays a major 
role in drought preparedness. The input variables and drought indices for drought forecasting  
depend upon the different types of droughts to be forecast (Mishra and Singh, 2011). 
Precipitation data are needed for meteorological drought analysis, stream flow, reservoir and 
lake level data for hydrologic drought analysis, and soil moisture and crop yield for 
agricultural drought. However, there are several drought indices that have been derived that 
consider all potential hydro-meteorological variables and can also be used for forecasting.  
 
 Various drought indices and the studies which have applied them for drought 
forecasting include the following: the Standardised Precipitation Index (SPI) (Mishra and 
Desai, 2005; Mishra and Desai, 2006; Cancelliere et al., 2007; Bacanli et al., 2009; Durdu, 
2010), the Palmer Drought Severity Index (PDSI) (Lohani et al., 1998), the Surface Water 
Supply Index (SWSI) (Araghinejad, 2011), the Aggregated Drought Index (ADI) (Barua et 
al., 2010), and the Non-linear Aggregated Drought Index (NADI) (Barua et al., 2012). In 
addition to the hydro-meteorological variables, there are climate indices such as the El Nino-
Southern Oscillation (ENSO), Sea Surface Temperature (SST), North Atlantic Oscillation 
(NAO), Pacific Decadal Oscillation (PDO), Inter-decadal Pacific Oscillation (IPO) and 
Atlantic Multi-decadal Oscillation (AMO) for long-lead drought forecasting (Mishra and 
Singh, 2011).  
 
The drought indices mentioned above have been applied in several studies for drought 
forecasting and they give reasonably good results. For example, Durdu (2010) presented a 
methodology to develop adequate linear stochastic models, known as autoregressive 
integrated moving average (ARIMA) and multiplicative seasonal autoregressive integrated 
moving average (SARIMA), to predict droughts in western Turkey using the SPI as the 
drought index. The predicted data showed reasonably good agreement with the observed data. 
The ARIMA model developed to predict drought was found to give acceptable results up to 2 
months ahead. Lohani et al. (1998) presented a non-homogeneous Markov chain approach for 
forecasting drought using the PDSI in Virginia, USA, and concluded that this approach can 
be construed as a satisfactory model for predicting drought up to 3 months ahead. The study 
of Barua et al. (2012), based on artificial neural network (ANN), developed a drought 
forecasting approach using the time series of the Non-linear Aggregated Drought Index 
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(NADI) to forecast NADI values. The results showed that the developed drought forecasting 
models were capable of forecasting drought conditions reasonably well up to 6 months ahead. 
 
2.8 Summary 
 
In Australia, drought management has always been an important issue in the context of 
water resources management. Although Deciles is commonly used to assess the status of 
rainfall deficiency in Australia, it has many limitations. One of the disadvantages is that it 
does not indicate the onset and end of droughts, which are important features of drought 
monitoring (Nazahiyah et al., 2014). Another limitation is that droughts are defined 
arbitrarily based on a selected threshold and hence differ from one location to the other. 
Therefore, it is important to select a drought index or develop a model to forecast droughts 
that can be applied consistently across jurisdictions. Some of the current drought indices are 
discussed earlier in this chapter. As this study concerns drought monitoring and early 
warning, meteorological drought indices provide the best initial evaluation. Rainfall, 
evaporation, temperature, soil-moisture and other indicators have been used to calculate 
drought indices, but there is no doubt that the most useful and convenient single indicator is 
rainfall. Therefore, three indices, the Standardised Precipitation Index (SPI), the 
Reconnaissance Drought Index (RDI) and Deciles, were assessed to further investigate how 
well these indices reflect drought conditions in Victoria, Australia as a case study. This is 
discussed at length in Chapter 3.  
 
It is important to identify trends in climatic variables as extreme events are becoming 
more common and severe due to climate change. Trend analysis will be carried out to 
determine any trend in annual rainfall which also includes the recent years’ conditions. A 
year when a trend begins and changes abruptly will also be identified. It is important to 
determine any possible causes or explanations of increasing or decreasing trends that are 
observed. Although several studies on trend analysis have been done in Australia, there have 
been few discussions of the selection of time period and abrupt changes. Victoria has 
experienced a number of drought events including a recent severe drought. Therefore, the 
trend analysis of droughts using appropriate indices will be carried out in this current study. 
The details of the trend tests, results and conclusions drawn are reported in Chapter 4. 
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The frequency analysis of drought is very important from the point of view of drought 
preparedness. Frequency curves will be developed to provide a comprehensive 
characterization of droughts in Australia. Each drought event is unique in intensity, severity 
and duration. Furthermore, the frequency of occurrence of a drought with a certain severity 
also varies. In this study, the study area was divided into homogenous areas based on drought 
characteristics and drought frequency curves were developed for each region. In addition to 
their practicality for water resources planning and management, these curves will also be very 
useful for ungauged locations so that water planners do not have to repeat the same method to 
develop new frequency curve relationships. The details of the development of the frequency 
curves and the clustering techniques will be discussed in Chapter 5.  
 
Several drought forecasting techniques have been reviewed and discussed in this 
chapter to understand each of the drought forecasting modelling techniques. The selection of 
the most appropriate drought forecasting tool to forecast future drought conditions in Victoria 
is the main aim of this current study. The application of the method chosen is discussed in 
Chapter 6. 
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CHAPTER 3  
 
DESCRIPTION OF STUDY AREA AND PRELIMINARY ANALYSIS OF 
CLIMATIC DATA 
 
 
3.1 Introduction 
 
 
As discussed in the previous chapter, drought indices (DIs) have been commonly used 
to quantify rainfall deficits, soil moisture and water availability and to assess drought severity 
(Morid et al., 2006; Mishra and Singh, 2010). Australia still lacks an appropriate drought 
assessment tool that can be used to define drought conditions and to predict future droughts. 
Therefore, this chapter focusses on the identification of the most appropriate drought index 
for use in this study in terms of how well it reflects drought conditions in Victoria, and 
detects the onset and end of historical droughts for selected events. A description of the study 
area, the data used and some preliminary analysis of the data are also presented in detail. As 
mentioned in Chapter 2, meteorological DIs provide the best initial assessment for drought 
monitoring and early warning. For that reason, three types of meteorological drought indices, 
the Standardised Precipitation Index (SPI) (McKee et al., 1993), the Reconnaissance Drought 
Index (RDI) (Tsakiris and Vangelis, 2005) and the Deciles (Gibbs and Maher, 1967) were 
applied to the study area and the results evaluated. In addition to these three DIs, the Theory 
of Runs (ToR) (Yevjevich, 1967) was applied to quantify the number of droughts and their 
characteristics. 
 
The SPI was chosen due to its widespread application for describing and comparing 
actual drought events in other parts of the world. However it has only had limited 
applications in Australia (Gato, 2012; Nazahiyah et al., 2013). The RDI proposed by Tsakiris 
and Vangelis (2005) was selected since it makes use of precipitation and potential 
evapotranspiration simultaneously, as well as temperature, wind and relative humidity, which 
are also important factors in characterizing drought. The correlations between the SPI and 
RDI were also examined. The Deciles method was also applied in this study to test its 
performance, as it is used in Australia to assess the status of rainfall deficiency. The ToR was 
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then computed to define the drought magnitude, which indicates a cumulative deficiency 
below a threshold level. SPI was also used for detecting the onset and end of a drought. The 
conclusions drawn from this analysis are presented at the end of this chapter. 
 
3.2 Study Area 
 
Victoria is located in south-east Australia and is a part of the Murray-Darling Basin. 
The State of Victoria has a varied climate ranging from semi-arid and hot in the north-west 
(300 mm/annum), to temperate and cool along the coast (1800 mm/annum). The Murray-
Darling Basin is one of the most significant agricultural regions in Australia. The Yarra River 
catchment, which supplies drinking water for metropolitan Melbourne is a very productive 
catchment, as it generates the fourth highest per hectare water yield in Victoria. The 
catchment water resources support urban water supply, and the agricultural and horticultural 
industries.  
 
The locations of the 70 rainfall stations selected for this study and their details are 
shown in Figure 3.1 and Table 3.1, respectively. Due to the wide climatic differences 
prevailing in the state, the selected stations represent both drier and wetter regions of 
Victoria. Most of the stations had long monthly rainfall records from 1856 to 2012 and the 
data were downloaded from the Bureau of Meteorology web site 
(http://www.bom.gov.au/climate/data/) for the study. This length of record was selected to 
ensure the reliability of the results, to have a sufficient length of record, and therefore to 
reflect more recent conditions in the region. The number of years of rainfall data for each 
station and the frequency diagram are shown in Table 3.1 and Figure 3.2, respectively. The 
number of years of available data varied from one station with a minimum of 64 years to two 
stations with a maximum of 157 years of monthly data. The amount of missing data ranged 
from none to 1.8%. In-filling methods were applied to calculate the missing monthly rainfall 
data and these are discussed in Section 3.3.  
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Figure 3.1 Meteorological stations selected for the study 
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Table 3.1 Description of rainfall stations 
Station 
No. 
Station 
ID 
Station Name 
Long. 
(0E) 
Lat. 
(0S) 
Missing 
monthly 
rainfall 
(%) 
No of 
years 
of data 
Annual rainfall 
Mean 
(mm) 
Standard 
deviation 
(mm) 
Coefficient 
of variation 
Skewness 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
 
76000 
76031 
76038 
76047 
76064 
77005 
77030 
77047 
77051 
77052 
78013 
78038 
78040 
78043 
78078 
79008 
79010 
79011 
79023 
79036 
80009 
80015 
80017 
 
Annuello 
Mildura Airport 
Murrayville 
Ouyen (Post office) 
Walpeup Research 
Berriwillock 
Narraport 
Tyrrell Downs 
Rainbow (Werrap (Oak-Lea)) 
Woomelang 
Gerang Gerung 
Warracknabeal (Earlstan) 
Nhill (Woorak) 
Yanac North 
Kaniva 
Clear Lake 
Drung Drung 
Edenhope (Post Office) 
Horsham Polkemmet Rd 
Natimuk 
St Arnaud 
Echuca Aerodrome 
Gladfield Hopefield Estate 
 
142.78 
142.09 
141.18 
142.31 
142 
143 
143.04 
142.99 
141.94 
142.67 
141.88 
142.22 
141.74 
141.42 
141.24 
141.87 
142.39 
141.3 
142.07 
141.94 
143.26 
144.76 
143.94 
 
-34.85 
-34.24 
-35.26 
-35.07 
-35.12 
-35.64 
-36 
-35.36 
-35.94 
-35.68 
-36.4 
-36.27 
-36.29 
-36.11 
-36.37 
-36.94 
-36.78 
-37.04 
-36.66 
-36.74 
-36.62 
-36.16 
-36.04 
 
0.1 
- 
0.7 
- 
0.5 
1.2 
0.3 
0.4 
0.8 
0.4 
0.1 
1.2 
- 
- 
0.1 
0.4 
0.1 
1.4 
- 
0.3 
0.1 
0.2 
0.4 
 
76 
66 
102 
86 
74 
99 
126 
126 
115 
93 
100 
111 
82 
115 
130 
109 
83 
123 
138 
106 
125 
132 
123 
 
315.8 
292.1 
326.6 
332.4 
335.5 
349.3 
354.1 
307.8 
347.6 
349 
407.8 
370.8 
405.4 
399.4 
452.1 
500.9 
443.4 
570.3 
448.1 
440.9 
435.7 
428.2 
346.8 
 
106 
96 
95 
108 
105 
112 
108 
99 
104 
103 
105 
109 
100 
113 
109 
107 
119 
127 
112 
100 
137 
141 
118 
 
0.33 
0.33 
0.29 
0.32 
0.31 
0.32 
0.3 
0.32 
0.3 
0.3 
0.26 
0.29 
0.25 
0.28 
0.24 
0.21 
0.27 
0.22 
0.25 
0.23 
0.31 
0.33 
0.34 
 
0.4 
0.93 
0.54 
0.35 
0.53 
0.33 
0.34 
0.11 
0.21 
0.11 
0.24 
0.48 
0.2 
0.65 
0.01 
-0.11 
0.49 
-0.18 
0.24 
-0.15 
0.44 
0.89 
0.84 
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Table 3.1 Description of rainfall stations (continued) 
Station 
No. 
Station 
ID 
Station Name 
Long. 
(0E) 
Lat. 
(0S) 
Missing 
monthly 
rainfall 
(%) 
No of 
years 
of data 
Annual rainfall 
Mean 
(mm) 
Standard 
deviation 
(mm) 
Coefficient 
of variation 
Skewness 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
 
80023 
80049 
81008 
81013 
81033 
81038 
81049 
82009 
82010 
82015 
82042 
82047 
82057 
83010 
83025 
84015 
84016 
84028 
84044 
85029 
85040 
85072 
85093 
 
Kerang 
Rochester 
Colbinabin 
Dookie Agricultural College 
Molka (Lowana) 
Natte Yallock 
Tatura Inst Sustainable Ag 
Carboor 
Chiltern (PO) 
Eldorado 
Strathbogie 
Tallangatta (Bullioh) 
Woorage 
Eurobin 
Omeo Comparison 
Ensay 
Gabo Island Lighthouse 
Nowa Nowa 
Black Mountain 
Foster (Post Office) 
Fish Creek (Hoddle Range) 
East Sale Airport 
Warragul 
 
143.92 
144.71 
144.78 
145.7 
145.42 
143.47 
145.27 
146.54 
146.61 
146.52 
145.73 
147.36 
146.73 
146.86 
147.6 
147.84 
149.92 
148.1 
148.27 
146.2 
146.15 
147.13 
145.95 
 
-35.72 
-36.36 
-36.54 
-36.37 
-36.64 
-36.94 
-36.44 
-36.61 
-36.15 
-36.31 
-36.85 
-36.19 
-36.3 
-36.63 
-37.1 
-37.38 
-37.57 
-37.73 
-37.01 
-38.65 
-38.69 
-38.12 
-38.17 
 
- 
0.3 
0.4 
0.8 
0.2 
0.1 
1 
0.1 
- 
0.2 
0.1 
1 
1 
0.1 
- 
0.2 
0.1 
1.3 
0.4 
0.1 
0.5 
- 
0.5 
 
132 
109 
113 
133 
111 
93 
71 
102 
128 
116 
110 
125 
113 
82 
131 
103 
146 
64 
93 
128 
106 
69 
124 
 
374.9 
447.6 
514.1 
551.4 
523.5 
476.6 
484.4 
915.3 
693 
665.3 
969.5 
840.1 
814.3 
1150.1 
674.5 
703.7 
938.7 
849.6 
722.7 
1099.7 
1031.7 
599.9 
1022.1 
 
124 
145 
158 
174 
161 
135 
149 
253 
194 
195 
273 
230 
234 
296 
160 
170 
245 
219 
168 
190 
178 
144 
171 
 
0.33 
0.32 
0.31 
0.32 
0.31 
0.28 
0.31 
0.28 
0.28 
0.29 
0.28 
0.27 
0.29 
0.26 
0.24 
0.24 
0.26 
0.26 
0.23 
0.17 
0.17 
0.24 
0.17 
 
0.73 
0.84 
0.44 
0.24 
0.36 
0.33 
0.57 
0.04 
0.1 
0.03 
0.17 
-0.18 
0.06 
-0.05 
0.05 
0.44 
0.63 
0.58 
0.17 
0.52 
0.13 
0.14 
0.27 
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Table 3.1 Description of rainfall stations (continued) 
Station 
No. 
Station 
ID 
Station Name 
Long. 
(0E) 
Lat. 
(0S) 
Missing 
monthly 
rainfall 
(%) 
No of 
years 
of data 
Annual rainfall 
Mean 
(mm) 
Standard 
deviation 
(mm) 
Coefficient 
of variation 
Skewness 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 
66 
67 
68 
69 
70 
 
86018 
86071 
86090 
86119 
86127 
87009 
87045 
87046 
88002 
88015 
88023 
88029 
88042 
88048 
89009 
89019 
89033 
89103 
90010 
90015 
90020 
90033 
90057 
90085 
 
Caulfield (Racecourse) 
Melbourne Regional Office 
Warburton (O'shannassy Reservoir) 
Ventnor (Oaklands) 
Wonthaggi 
Bannockburn 
Moorabool Reservoir 
Scotsburn (Mount Boninyong) 
Avenel (Post Office) 
Clunes 
Lake Eildon 
Heathcote 
Malmsbury Reservoir 
Newstead 
Cavendish (Post Office) 
Mirranatwa (Bowacka) 
Wickliffe 
Derrinallum (Craigmore) 
Branxholme (Bassett) 
Cape Otway Lighthouse 
Casterton (Warrock) 
Dergholm (Hillgrove) 
Merino 
Kolora (Wooriwyrite) 
 
145.04 
144.97 
145.79 
145.18 
145.6 
144.15 
144.08 
143.94 
145.23 
143.78 
145.91 
144.69 
144.37 
144.06 
142.04 
142.38 
142.73 
143.22 
141.77 
143.51 
141.34 
141.21 
141.55 
142.99 
 
-37.88 
-37.81 
-37.71 
-38.48 
-38.61 
-38.05 
-37.52 
-37.67 
-36.89 
-37.3 
-37.23 
-36.96 
-37.2 
-37.11 
-37.53 
-37.4 
-37.69 
-37.97 
-37.86 
-38.86 
-37.44 
-37.36 
-37.72 
-38.08 
 
0.3 
- 
0.1 
0.1 
0.1 
1 
0.2 
0.2 
1.8 
0.1 
0.1 
0.1 
- 
0.7 
0.3 
0.2 
0.3 
0.1 
0.2 
0.2 
0.3 
0.4 
0.9 
0.4 
 
125 
157 
97 
87 
101 
113 
100 
156 
90 
134 
96 
111 
140 
115 
128 
112 
133 
114 
67 
149 
133 
113 
114 
113 
 
724.4 
649.6 
1399.5 
776.3 
939.5 
515 
940 
777.3 
598.9 
582.8 
857.5 
573.9 
725.6 
539.2 
631.7 
667.7 
558.6 
571.5 
655.8 
894.1 
626.2 
687.2 
731.4 
644.7 
 
160 
138 
279 
135 
167 
113 
194 
144 
165 
138 
200 
163 
181 
134 
125 
130 
107 
118 
136 
149 
120 
139 
145 
128 
 
0.22 
0.21 
0.2 
0.17 
0.18 
0.22 
0.21 
0.18 
0.28 
0.24 
0.23 
0.28 
0.25 
0.25 
0.2 
0.19 
0.19 
0.21 
0.21 
0.17 
0.19 
0.2 
0.2 
0.2 
 
0 
-0.24 
0.41 
-0.36 
0.02 
0.05 
-0.16 
-0.28 
0.08 
0.11 
0.12 
0.27 
0.06 
0.38 
0.03 
0.03 
0.01 
0.05 
0.28 
0.21 
-0.45 
0.08 
-0.03 
0.37 
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Figure 3.2 Histogram of number of years of rainfall data for all the 70 stations 
 
3.3 In-filling Missing Data 
 
Two commonly used data in-filling methods, namely the arithmetic mean (Chow et al., 
1988) and the normal ratio method (Young, 1992) were applied to calculate the missing 
monthly rainfall data.  
 
Arithmetic Mean method 
 
If the mean annual precipitations at surrounding gauges are within the range of 10% of 
the mean annual precipitation at station X, then the arithmetic mean procedure (Equation 3.1) 
can be adopted to estimate the missing observations at station X. This assumes equal weights 
from all nearby rain gauge stations and uses the arithmetic mean of precipitation records as 
the estimate of the missing value. 
                
                                                                   𝑃𝑥 =
1
𝑛
∑𝑃𝑖
𝑛
𝑖=1
                                                                   (3.1)   
where, 
                  𝑃𝑥   = estimate of the missing value 
                  𝑃𝑖   = rainfall values of rain gauges used for estimation 
                        𝑛    =  number of surrounding stations  
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Normal Ratio method 
 
  This method is used if any surrounding gauges have a mean annual precipitation 
exceeding 10% of the gauge under consideration (Equation 3.2). This weighs the effect of 
each surrounding station. The missing data are estimated by:  
 
                                              𝑃𝑥 =
1
𝑛
    ∑[
𝑁𝑥
𝑁𝑖
]
𝑛
𝑖=1
 𝑃𝑖                                                                            (3.2)  
where                  
         𝑃𝑥   = estimate of the missing value 
                  𝑃𝑖   = rainfall values of rain gauges used for estimation 
                       𝑁𝑥   = mean annual precipitation of X station 
                       𝑁𝑖   = mean annual precipitation of surrounding station 
                        𝑛    =  number of surrounding stations 
 
3.4 Spatial and temporal variation of annual climatic data 
 
Table 3.1 and Figure 3.3 demonstrate the descriptive statistical analysis of annual 
rainfall data (y) for Victoria to examine its central tendency (mean), variability (standard 
deviation) and symmetry (skewness). Standard deviation is an indicator of the variability of 
data around the mean and skewness is a measure of the degree of asymmetry of the 
distribution of data. The skewness value can be positive or negative. A positive skew 
indicates when the frequency curve has skewed to the right (there are more high values), 
whereas a negative skew indicates when the frequency curve has skewed to the left (there are 
more low values). The coefficient of variation (CV) is the statistical measure of the dispersion 
of data points in a data series around the mean. The CV is the ratio of the standard deviation 
to the mean of the data.  
 
The various statistical moments used are given below: 
 
 First moment (mean): 
                                                                     ?̅? =
∑𝑦𝑖
𝑛
                                                                          (3.3) 
 
 
33 
 
Second moment (variance): 
 
                                                     𝑠2 =
∑(𝑦𝑖 − ?̅?)
2
𝑛 − 1
                                                                           (3.4) 
 
Third moment (skewness): 
 
                                                   𝑔 =
𝑛∑(𝑦𝑖 − ?̅?)
3
(𝑛 − 1)(𝑛 − 1)𝑠3
                                                                   (3.5) 
 
       𝑛   =  number of years of record  
                ?̅?   =  mean annual precipitation data 
                     𝑦    =  annual precipitation data 
                     𝑠    =  standard deviation 
                     𝑔    =  coefficient of skewness 
 
Table 3.1 depicts the basic statistics of the data used at each station. It is observed that 
the highest mean annual rainfall varies between 1205 mm to 1388 mm in north-east Victoria 
while north-west Victoria receives below 475 mm (Figure 3.3a). The standard deviation and 
skewness vary from 95 to 295 (Figure 3.3b) and from -0.05 to 0.54 (Figure 3.3c), 
respectively. Of the 70 rainfall stations, 11 stations have negative skewness, which indicates 
that there are more low values compared to the mean. 
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(a) Mean annual rainfall (mm) 
 
(b) Standard Deviation 
 
(c) Skewness 
Figure 3.3 Spatial variations in statistical parameters of annual rainfall across Victoria 
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3.5 Preliminary Analysis: Assessing Droughts Using Meteorological Drought Indices 
 
In this analysis, a number of meteorological drought indices, namely the SPI, RDI and 
Deciles were selected and applied to five rainfall stations (Figure 3.4). ToR was also used in 
order to identify drought characteristics. The Mildura station (Station No. 2) is located in 
north-west Victoria near Mildura. The region has a long history as an important producer of 
food, supported mostly by irrigated agriculture. The region could be categorised as a drought-
prone region due to its history of low rainfall for relatively long periods of time. Rainbow 
(Station No. 9) and Edenhope (Station No. 18) are in the Wimmera-Mallee region of western 
Victoria covering the dryland rain-fed farming areas. Dookie (Station No. 27) is located in 
the Goulburn Valley region which is part of the Murray-Darling Basin, Australia’s food 
bowl. This region is one of the most productive agricultural areas in Australia and is 
predominantly irrigated. The Melbourne Regional Office (MRO) (Station No. 48) is located 
in the urbanised area of the Yarra River catchment, which supplies most of the drinking water 
for Melbourne. The Mildura and Rainbow stations were chosen as these stations generally 
receive low rainfall. Although the annual rainfall is high in Edenhope, Dookie and the MRO 
stations, these were selected as they are located within important catchment basins in 
Victoria: the Murray-Darling Basin for primary production and the Yarra River catchment for 
urban water supply.  
 
 
Figure 3.4 Locations of the rainfall stations for the preliminary analysis  
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3.5.1 Data and Methods 
 
Rainfall and reference evapotranspiration data  
 
The study uses 55 years (1955 to 2010) of monthly precipitation and reference 
evapotranspiration data. Although long-term rainfall data are available for most of the 
stations, other variables such as daily wind speed, air temperature, humidity and solar 
radiation had short data records. Figure 3.5 shows mean monthly temperature and 
precipitation for all stations. Overall, rainfall is at a maximum in late winter and early spring 
(i.e. July - October) and a minimum in summer or early autumn (i.e. December - March). 
Similar to precipitation, temperatures in Victoria also fluctuate both on a seasonal and daily 
basis. High temperatures in summer (December to February) range from 24 to 30C. Mean 
annual rainfall recorded is between 550 mm to 650 mm in Edenhope, Dookie and the MRO 
while Mildura and Rainbow receive below 350 mm. 
 
Rainfall and potential evapotranspiration are the input parameters for the RDI method. 
Therefore, potential evapotranspiration rates for these stations were calculated using the 
adapted Penman-Monteith equation as recommended by the United Nations Food and 
Agriculture Organisation, and given in Equation 3.6 (Webb, 2010). Daily wind speed, air 
temperature, humidity and solar radiation data were obtained from the Bureau of 
Meteorology (BoM) in Australia (Bureau of Meteorology (BoM), 2012).  
 
              𝐸𝑇𝑜 =
0.408∆(𝑅𝑛 − 𝐺) + 𝛾
900
𝑇𝑚𝑒𝑎𝑛 + 273
𝑢2(𝑒𝑠 − 𝑒𝑎)
∆ + 𝛾(1 + 0.34𝑢2)
                                              (3.6) 
 
  
where, 𝐸𝑇𝑜 is the potential evapotranspiration (mm day
-1), ∆ is the slope of the saturation 
vapour pressure curve (kPa°C-1), 𝑅𝑛 is the net radiation at the crop surface (MJm
-2day-1), 𝐺 is 
the soil heat flux density (MJm-2day-1), 𝛾 is the psychometric constant (kPaC-1), 𝑇𝑚𝑒𝑎𝑛 is the 
mean daily air temperature at a height of 2m (C), 𝑢2 is the wind speed at a height of 2m   
(ms-1), 𝑒𝑠 is the mean saturation vapour pressure (kPa), and 𝑒𝑎 is the actual vapour pressure 
(kPa). The computation of 𝐸𝑇𝑜 followed the method described in Chapter 4 in Allen et al. 
(1998). 
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(a) Mildura 
 
(b) Rainbow 
 
(c) Edenhope 
Figure 3.5 Mean monthly precipitation and temperature for all stations 
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(d) Dookie 
 
(e) MRO 
Figure 3.5 Mean monthly precipitation and temperature for all stations (continued) 
 
3.6 Drought Indices 
 
3.6.1 Standardized Precipitation Index (SPI) 
 
The SPI was designed by McKee et al. (1993) and his colleagues at Colorado State 
University to quantify the precipitation deficit for multiple time scales (i.e. 1, 3, 6, 12, 24 and 
48 months). The SPI is usually computed by fitting the gamma probability distribution to the 
observed precipitation data. Guttman (1999) argued that, if different probability distributions 
are used to describe an observed series of precipitation, then different SPI values may be 
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obtained. Further, Angelidis et al. (2012) carried out a study to examine the possibility to 
calculate SPI by fitting to the precipitation data the gamma, normal and log-normal 
probability distributions. They concluded that these three distributions produced almost the 
same results. Therefore, gamma distribution was used in this study. The SPI is basically the 
transformation of the precipitation time series into a standardized normal distribution. The 
computation of the SPI index requires the following steps (McKee et al., 1993; Wu et al., 
2007): 
 
1. Fit a cumulative probability distribution function (PDF) (gamma distribution) on 
aggregated monthly (k) precipitation series (say k = 12 months in this study). The gamma 
PDF (g(x)) is defined as: 
                                                   𝑔(𝑥) =
1
𝛽𝛼Γ(𝛼)
𝑥𝛼−1𝑒−𝑥 𝛽⁄                                                            (3.7) 
                         
 
where  is a scale parameter;  is a shape parameter, which can be estimated using the 
method of maximum likelihood; 𝑥 is the precipitation amount; and 𝛤(𝛼) is the gamma 
function at . The estimated parameters can be used to find the cumulative probability 
distribution function of observed precipitation events for the given month and particular time 
scale. The cumulative distribution function (CDF),  𝐺(𝑥) is obtained by integrating Equation 
3.7 and given in Equation 3.8 
 
                        𝐺(𝑥) = ∫ 𝑔(𝑥)𝑑𝑥 = ∫
1
?̂??̂?Γ(?̂?)
𝑥
0
𝑥
0
𝑥?̂?−1𝑒−𝑥/?̂?𝑑𝑥                                    (3.8) 
where,  
                                        ?̂? =
1
4𝐴
(1 + √1 +
4𝐴
3
)                                                                         (3.9) 
 
                                                                 ?̂? =
?̂?
?̂?
                                                                                 (3.10) 
 
                                           𝐴 = ln(?̅?) −
∑ ln(𝑥)
𝑛
                                                                            (3.11) 
n = number of precipitation observations and ?̅? refers to the sample mean of the data. 
 
40 
 
2.  Transform the cumulative distribution function (CDF) to the CDF of the standard 
normal distribution with zero mean and unit variance, which is given as follows (Equation 
3.12): 
                 
                                            𝑆𝑃𝐼 = 𝜓−1[𝐺(𝑥)]                                                      (3.12)  
 
This transformed probability is the SPI (see Figure 3.6). A positive value for SPI indicates 
that precipitation is above average and a negative value denotes below average precipitation. 
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Figure 3.6 Example of equiprobability transformation from fitted gamma distribution to the 
standard normal distribution 
 
A drought event is defined as a period in which the SPI is continuously negative and 
reaching a value of -1.0 or less (McKee et al., 1993; Paulo and Pereira, 2006). Figure 3.7 
presents a pictorial description of drought characteristics. McKee et al. (1993) used a 
classification system using SPI values as depicted in Table 3.2 to define drought intensities.  
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Figure 3.7 Depiction of drought characteristics using Standard Precipitation Index (SPI) 
 
The duration (d) is defined by the time between the beginning and the end (of negative 
SPI values); the drought severity (s) is the cumulative values of SPI within the drought 
duration, the intensity is the ratio between the magnitude and the duration of the event and 
lead-time is the number of months within a drought event before SPI  -1 is reached. 
 
Table 3.2 Classification scale for SPI values 
SPI values Category Normal distribution 
cumulated probabilities 
0 to -0.99 
-1.0 to -1.49 
Near normal 
Moderate drought 
0.5 
0.158 
-1.5 to -1.99 Severe drought 0.066 
-2 and less Extreme drought 0.022 
 
3.6.2 Reconnaissance Drought Index (RDI) 
 
Tsakiris and Vangelis (2005) proposed meteorological droughts to be conceptualised as 
water deficits representing the water balance deficit between input (precipitation) and output 
(reference evapotranspiration). The initial value (𝛼𝑘) of RDI for a certain period, indicated by 
a certain month (k) during a year, can be determined as  
 
                                                                       𝑎𝑘 =
∑ 𝑃𝑗
𝑗=𝑘
𝑗=1
∑ 𝑃𝐸𝑇𝑗
𝑗=𝑘
𝑗=1
                                                                  (3.13)  
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where 𝑃𝑗 and 𝑃𝐸𝑇𝑗 are the precipitation and potential evapotranspiration, respectively of the 
jth month of the year. This equation can be used starting from any month of the year. The 
current study considered January (k = 1) as the starting month and not October, the month 
normally used in several Mediterranean countries and in the Middle East region. As 
mentioned earlier, PET was calculated using the Penman-Monteith equation (Equation. 3.6). 
 
The RDI can be expressed as normalized RDI (RDIn) and the standardised RDI (RDIst). 
The RDIn is computed using the following equation 
 
                                                       𝑅𝐷𝐼𝑛(𝑘) =  
𝑎𝑘
?̅?𝑘
− 1                                                                   (3.14) 
 
where ?̅?𝑘 is the average initial value of RDI for a certain period. The RDIst is computed 
following a similar procedure to that which is used for the calculation of the SPI. The 
equation is as follows:    
 
                                                        𝑅𝐷𝐼𝑠𝑡(𝑘) =
𝑦𝑘 − 𝑦𝑘
?̂?𝑘
                                                               (3.15) 
               
where, 𝑦𝑘 is ln (𝑎𝑘
(𝑖)), 𝑦
𝑘
 is its arithmetic mean and ?̂?𝑘 is its standard deviation.  
 
In this study, the RDI is fitted to a gamma probability density function (PDF) similar to 
that used for SPI. Therefore, the RDIst can be computed following a similar procedure 
described for SPI and the values compared to the same threshold values as SPI (Table 3.2).  
 
3.6.3 Deciles 
 
As mentioned in Section 2.3.4, in calculating Deciles, long-term monthly rainfall 
records were first ranked from highest to lowest to construct a cumulative frequency 
distribution. The distribution was then split into 10 parts or deciles on the basis of equal 
probabilities (Gibbs and Maher, 1967). The deciles are grouped into five classifications as 
shown in Table 3.3. 
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Table 3.3 Deciles classifications (Kinninmonth et al., 2000) 
Values Classifications 
deciles 1-2   - lowest 20% much below normal 
deciles 3-4   - next lowest 20% below normal 
deciles 5-6   - middle 20% near normal 
deciles 7-8   - next highest 20% above normal 
deciles 9-10 - highest 20% much above normal 
 
The station is considered to be suffering from drought if the sum of the observed 
precipitation falls within the two lowest deciles (deciles 1 and 2) of the historical distribution 
of 3-month, 6-month or 12-month totals, as suggested by Kinninmonth et al. (2000) and 
Keyantash and Dracup (2002).  
 
3.6.4 Theory of Runs (ToR) 
 
Probabilistic features of drought have been investigated extensively since Yevjevich 
(1967) proposed the use of runs as a method to identify and characterize drought events and 
their statistical properties. Although ToR is not a drought index, it can be used along with 
other drought indices in identifying drought characteristics such as drought initiation and 
termination time, drought duration and drought severity. A drought event is identified as a 
period in which the rainfall time series is consecutively less than the critical threshold level, 
𝑦𝑐 (Figure 3.8).  
 
Drought length or duration (D) is taken as the number of consecutive intervals (months) 
where precipitation remains below the specified threshold value. Drought magnitude (M) or 
total drought severity is the cumulative value of precipitation within the drought duration.  
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Figure 3.8 Characteristics of local drought events with the ToR (Paulo and Pereira, 2006) 
 
3.7 Temporal Characteristics of Droughts in Victoria 
 
The SPI, RDI, Deciles and ToR were applied to data from five selected stations (Figure 
3.4) covering 3-month, 6-month and 12-month time scales. The four methods were applied to 
rainfall and evapotranspiration data from 1955 to 2010. For meaningful comparison, SPI, 
RDI and Deciles were calculated starting at the beginning of each year for all time scales. As 
mentioned previously, ToR is not a drought index and hence it cannot be used for 
comparison. In this study, ToR was used to compute water deficit and its application will be 
discussed later in this section.  
 
Contrary to the SPI and RDI, Deciles and ToR require subjective definition of 
thresholds in precipitation. Hence, they differ from one location to the other. The identified 
threshold values using ToR and Deciles for all stations are tabulated in Table 3.4. To identify 
the threshold level in this study, the drought events identified using ToR were also compared 
with results using the SPI threshold. For sample calculation of ToR threshold level, Mildura 
was chosen and the results are given in Appendix A, Figure A1 and Tables A1 to A2. After 
analysing several threshold levels, the identification of the critical rainfall threshold level, 
𝑦𝑐 = ?̂? − ?̂? (i.e. rainfall below the mean corresponding to the standard deviation) was carried 
out. This threshold level was also used in past studies by Ben-Zvi (1987) and Paulo and 
Pereira (2006), as discussed in Section 2.5. It is worthwhile noting that the values vary for 
each station although they are very close to each other. The threshold value is critical when 
identifying a drought period as well as estimating water shortage, especially during a drought 
spell or when designing water storage systems.  
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Table 3.4 The threshold values (mm) for each station using ToR and Deciles over different 
time scales 
Station 
 ToR  Deciles  
 Time scales 
 3 6 12  3 6 12 
Mildura Airport 
Rainbow 
Edenhope 
Dookie 
MRO 
 23 
24 
43 
47 
75 
68 
91 
174 
155 
212 
191 
247 
472 
384 
508 
 31 
31 
40 
53 
77 
73 
95 
175 
168 
210 
202 
270 
492 
397 
503 
                 *The values are based on SPI = -1 
 
Drought events identified using all three indices for the Melbourne Regional Office 
station on 3-, 6- and 12-month time scales are shown in Figures 3.9, 3.10 and 3.11, 
respectively. Similar figures for the other four stations are given in Appendix B, Figures B1, 
B2, B3 and B4. For the 3-month time scale (Figure 3.9a) using the RDI, eight drought events 
are identified during the period from 1955 to 2010. Using the SPI, nine drought events are 
identified with one additional moderate drought event in the year 1976 with SPI at -1.16. 
Deciles show 11 observed precipitation totals falling within the two lowest deciles of the 
historical distribution (Figure 3.9b).  
 
 
(a) 
 
(b) 
Figure 3.9 Drought events identified using (a) SPI and RDI and (b) Deciles on 3-month time 
scale for MRO station 
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For the 6-month time scale (Figure 3.10), the SPI shows drought events increasing from 
eight to ten. However, RDI identifies only eight drought events over the period. It identifies 
similar years of drought to SPI, except there are no drought events detected in the years 1983 
(-0.84) and 2008 (-0.82), respectively. Similar to the 3-month time scale result, Deciles 
identifies 11 drought events, giving the greatest number of drought events from all the 
indices.  
 
 
 (a) 
 
(b) 
Figure 3.10 Drought events identified using (a) SPI and RDI and (b) Deciles on 6-month 
time scale for MRO station 
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(a) 
 
 (b) 
Figure 3.11 Drought events identified using (a) SPI and RDI and (b) Deciles on 12-month   
                     time scale for MRO station 
 
For the 12-month time scale, in addition to the MRO station, the maximum drought 
severities for each event identified for the other stations are tabulated in Table 3.5 for 
comparison. For SPI and RDI, the drought severity adopted in this study is defined in Table 
3.2, while for Deciles, the classification is shown in Table 3.3. The years when droughts 
occurred are slightly different from one station to the other. This is due to the variation in 
precipitation and other meteorological data for each location. For the Mildura station, SPI and 
RDI indices show similar behaviour in depicting years of drought, with the exception of the 
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year 2002. However, while SPI does not show a drought in the year 2002, RDI shows the 
severity as being just below the threshold level of -1.08. The 1982 and 2006 droughts are 
shown to be the worst of all droughts based on the results of all indices. In contrast, Rainbow 
station identifies the 1967 drought as the most severe, followed by the 1982 and 2006 
droughts. RDI gives one additional year of drought, which in the year 1990 for this station. 
For the Edenhope station, the results show that, with the exception of the Deciles, both 
remaining indices show similarities in detecting drought events. The 2006 drought was the 
worst of all.  
 
Table 3.5 Maximum drought severity identified at 12-month time scale for all stations 
Stations Year SPI RDI Deciles 
Mildura 1959 
1967 
1972 
1982 
1994 
1998 
2001 
2002 
2004 
2006 
2008 
-1.15 
-1.96 
-1.58 
-2.07 
-1.4 
-1.39 
-1.04 
- 
-1.23 
-2.04 
- 
-1.07 
-1.91 
-1.49 
-1.99 
-1.34 
-1.36 
-1.07 
-1.08 
-1.28 
-2.06 
- 
2 
1 
1 
1 
1 
1 
2 
2 
2 
1 
2 
Rainbow 1967 
1972 
1977 
1982 
1990 
1994 
1997 
2002 
2004 
2006 
2008 
-2.79 
- 
-1.23 
-2.72 
- 
-1.42 
- 
-1.72 
- 
-2.31 
-1.03 
-2.68 
- 
-1.11 
-2.6 
-1 
-1.37 
- 
-1.78 
- 
-2.34 
-1.06 
1 
2 
1 
1 
2 
1 
2 
1 
2 
1 
2 
Edenhope 1959 
1961 
1967 
1969 
1982 
1994 
1997 
2002 
2005 
2006 
2008 
-1.81 
-1.02 
-2.33 
- 
-1.82 
-1.07 
-1.35 
-1.53 
- 
-2.79 
- 
-1.63 
-1.18 
-2.27 
- 
-1.83 
-1.13 
-1.46 
-1.44 
- 
-2.78 
- 
1 
2 
1 
2 
1 
2 
1 
1 
2 
1 
2 
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 Table 3.5 Maximum drought severity identified at 12-month time scale for all stations 
(continued) 
Stations Year SPI RDI Deciles 
Dookie 1957 
1961 
1967 
1972 
1976 
1982 
1994 
1997 
2002 
2006 
2009 
- 
-1.02 
-1.56 
-1.6 
- 
-2.37 
-1.52 
-1.13 
-1.76 
-2.54 
-1.18 
- 
-1 
-1.54 
-1.51 
- 
-2.27 
-1.45 
-1.12 
-1.81 
-2.52 
-1.34 
2 
2 
1 
1 
2 
1 
1 
2 
1 
1 
2 
MRO 1967 
1976 
1982 
1994 
1997 
2002 
2003 
2006 
2007 
2008 
2009 
-2.54 
-1.18 
-1.63 
-1.18 
-2.24 
-1.87 
-1 
-1.48 
-1.38 
-1.38 
-1.24 
-2.43 
-1.15 
-1.65 
-1.24 
-2.35 
-1.76 
- 
-1.38 
-1.46 
-1.27 
-1.35 
1 
2 
1 
2 
1 
1 
2 
1 
1 
2 
2 
 
Nine droughts are detected using the SPI and RDI for the Dookie station. Again, the 
1982 and the 2006 droughts are the most severe. For the MRO station, the 2003 drought is 
the only difference between RDI and the other two indices. However, it is a very slight 
difference as the SPI gives a severity of -1 and Deciles shows the sum of the precipitations 
falls to the second decile (second lowest). As with the Rainbow station, the 1967 drought is 
the most severe among. The longest duration of a drought at this station is for four successive 
years from 2006 to 2009, as detected by all three indices (Figure 3.11).  
 
Overall, the 1967 and 1982 droughts, which are said to be the most widespread 
droughts in Victoria (Bureau of Meteorology (BoM), 2011), were confirmed to be so based 
on the results of the current study for all stations. Furthermore, all stations suffered from 
droughts in the year 2006. Table 3.6 summarises the number of drought events and 
classifications that occurred in all 5 locations during the study periods discussed previously 
using the SPI, RDI and ToR. It also depicts the maximum intensity of droughts and 
maximum precipitation deficits for all five stations calculated for each period over 3-month, 
6-month and 12-month time scales. Deciles can be used as an indication of drought, but it 
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does not provide information about the severity and intensity of the drought, which are 
important features of drought monitoring.  
 
As discussed earlier, the SPI and RDI identified almost the same number of drought 
events during each drought period (see Figures 3.9, 3.10 and 3.11).  Overall, on the 3-month 
time scale, Mildura, Rainbow and Edenhope stations gave comparable numbers of droughts 
for these two indices, while for the 6-month time scale, Mildura, Rainbow and Dookie 
stations showed similarities. Last but not least, for the 12-month time scale Mildura, 
Edenhope and Dookie stations gave similar results in identifying the number of drought 
events. Mildura, which is the driest station, showed comparable results for SPI and RDI. It is 
also important to note that the intensity values obtained from the SPI and RDI methods are 
not directly comparable, as each method calculates the droughts differently. The ToR showed 
almost similar results, especially for the 12-month time scale, with the SPI and RDI showing 
the number of drought events. In addition, ToR gave the maximum precipitation deficit 
values during these drought events and years with the most extreme drought event. For 
example, for the 1965 drought event at the 3-month time scale, SPI and RDI gave -3.11 and -
3.05, respectively, of the maximum intensity. As for ToR, the maximum deficit for the same 
event was 19.5 mm. These results give more meaningful information (i.e. precipitation 
values) which can be understood easily by non-professional ordinary users.  
 
The correlations between the SPI and RDI indices were calculated (Table 3.7). As the 
figure shows, the correlation coefficients range from 0.980 to 0.997. Although RDI uses PET 
to calculate the drought index, both indices give almost the same values for all stations and 
time scales. The Mildura station shows the highest coefficient, whilst Edenhope shows the 
least. A similar result was found in Asadi Zarch et al. (2011), where SPI and RDI are more 
correlated in a dry climate than in a humid (wet) climate. As shown in Figure 3.5, the 
Edenhope and the MRO stations receive more monthly rainfall with lower average 
temperature compared to others. It also shows that the correlation is almost the same for all 
time scales.  
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Table 3.6 Drought properties based on the SPI, RDI and ToR analysis 
Stations 
SPI  RDI  ToR 
No of Drought 
Events Max Intensity 
 No of Drought 
Events Max Intensity 
 No of 
Drought 
Events 
Max 
Deficit (mm) 
Moderate Severe Extreme  Moderate Severe Extreme  
3- month 
Mildura - 4 2 -3.11 (1965)  1 3 2 -3.05 (1965)  6 19.5 (1965) 
Rainbow 6 1 2 -3.25 (1986)  6 1 2 -3.22 (1986)  7 21.1 (1986) 
Edenhope 4 6 - -1.82 (1986)  4 6 - -1.8 (2009)  7 16 (1986) 
Dookie 4 - 3 -3.28 (1965)  3 1 2 -3.24 (1965)  9 40.6 (1965) 
MRO 4 3 2 -2.51 (1965)  3 3 2 -2.51 (1965)  10 51 (1965) 
6- month 
Mildura 7 2 - -1.88 (2004)  6 3 - -1.8 (2004)  6 23.2 (2004) 
Rainbow 8 1 1 -2.52 (1967)  8 1 1 -2.41(1967)  6 48.3 (1967) 
Edenhope 4 3 2 -2.33 (1967)  3 2 2 -2.87 (1976)  9 67.1 (1967) 
Dookie 2 3 1 -2.3 (1976)  2 3 1 -2.7 (1976)  8 51.4 (1976) 
MRO 5 3 2 -2.29 (2009)  4 1 3 -2.68 (1976)  8 85.3 (2009) 
12- month 
Mildura 5 2 2 -2.07 (1982)  7 2 1 -2.06 (2006)  9 65 (1982) 
Rainbow 3 1 3 -2.79 (1967)  4 1 3 -2.68 (1967)  8 126 (1967) 
Edenhope 3 3 2 -2.79 (2006)  4 2 2 -2.78 (2006)  8 164 (2006) 
Dookie 3 4 2 -2.54 (2006)  4 3 2 -2.52 (2006)  9 177 (2006) 
MRO 7 2 2 -2.54 (1967)  6 2 2 -2.43 (1967)  10 171 (1967) 
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Table 3.7 Correlation coefficients of the SPI and RDI indices for all five stations in different   
                 time scales 
Stations 
Time scales 
3 6 12 
Mildura 
Rainbow 
Edenhope 
Dookie 
MRO 
0.997 
0.997 
0.988 
0.997 
0.995 
0.994 
0.990 
0.980 
0.992 
0.980 
0.994 
0.994 
0.985 
0.993 
0.991 
 
3.7.1 Spatial patterns of droughts identified using the SPI and RDI indices 
 
As the SPI and RDI provide a standardized classification of severity, these two indices 
were used to examine the severity of droughts based on two historical droughts which 
occurred in 1982/83 and 2002/2003 for all five stations (Table 3.8). The time series of the SPI 
and RDI were calculated at a time scale of 12 months. According to the criteria of McKee et 
al. (1993), severe and extreme droughts correspond to the categories of -1.99 < SPI ≤ -1.5 
and SPI ≤ -2.0, respectively. For the 1982/83 drought event, extreme droughts occurred at 
Mildura, Rainbow and Dookie stations, while the other two stations (Edenhope and MRO) 
experienced severe drought. For the 2002/2003 drought, except for MRO station all the other 
four stations experienced severe droughts. 
 
Table 3.8 Maximum drought severity identified using the SPI and RDI values for all five 
stations 
 
 
 
Station 
No. 
Station Name 
1982/83 2002/03 
SPI RDI SPI RDI 
1 
2 
3 
4 
5 
 
Mildura Airport 
Rainbow (Werrap (Oak-Lea)) 
Edenhope (Post Office) 
Dookie Agricultural College 
Melbourne Regional Office 
 
-2.5 
-2.8 
-1.8 
-2.4 
-1.7 
 
-2.8 
-3.2 
-1.9 
-2.7 
-1.7 
 
-1.2 
-1.8 
-1.5 
-1.8 
-2.0 
 
-1.3 
-1.8 
-1.4 
-1.9 
-2.0 
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The maximum severity of droughts was also examined for all 70 stations across 
Victoria (refer to Appendix C, Table C1) and the plots are shown in Figures 3.12 and 3.13. 
For the 1982/83 drought, using SPI, moderate, severe and extreme droughts were observed at 
6, 10 and 54 stations, respectively (Appendix C, Table C1). While using RDI, moderate, 
severe and extreme droughts were identified at 6, 8 and 56 stations, respectively (Appendix 
C, Table C1). The severity values ranged from -3.2 to -1.4 for SPI and from -3.6 to -1.4 for 
RDI. All stations experienced a drought during this period. It can be observed that north-west 
Victoria showed the most severe drought while south-east Victoria experienced the least 
severe (Figure 3.12).  
 
 
(a) SPI values 
 
(b) RDI values 
Figure 3.12 Severity of 1982/83 drought identified using (a) SPI and (b) RDI indices on 12- 
month time scale for all stations     
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Based on the SPI and RDI values, the 2002/03 drought was less severe than the 
1982/83 drought (Appendix C, Table C1). Of the 70 stations, there were 15 stations with no 
drought identified using SPI. The numbers of stations showing moderate, severe and extreme 
droughts are 19, 28, 8, respectively. RDI gave similar results for the SPI with 15 stations with 
no drought, while moderate, severe and extreme droughts were observed at 19, 26 and 10 
stations, respectively. In contrast to the 1982/83 drought, the most severe drought was 
observed in northern Victoria (Figure 3.13). In conclusion, both drought indices give similar 
results when identifying drought events. There are also significant variations in both indices 
values across Victoria at the given times. Therefore, this study is proceeded using with SPI 
because it is based on rainfall alone, so that drought assessment is possible even if other 
meteorological measurements are not available.  
 
 
(a)  
 
(b)  
Figure 3.13 Severity of 2002/03 drought identified using (a) SPI and (b) RDI indices on 12-                  
month time scale for all stations 
55 
 
3.8 Detecting the Onset and End of Droughts Using SPI  
 
The SPI was further examined to define the initiation (on-set) and end of droughts in 
Victoria. The onset of drought times for different time scales (3, 6 and 12 months) obtained 
were compared with the recorded 1982 and 2002 droughts, as shown in Table 3.9. The 
1982/83 event recorded drought periods between April 1982 and February 1983 (Gibbs, 
1984) and the 2002/03 drought commenced in April 2002 and ended in January 2003 (Bureau 
of Meteorology (BoM), 2003) based on the Deciles method.  
 
Table 3.9 Comparison of the recorded onset of the 1982/83 (April 82 – February 83) and 
2002/03 (April 2002 – January 2003) drought events with the results obtained from the SPI 
Stations 
1982/83 
April 82 - February 83 
2002/03 
April 02 - January 03 
3 months 
Initiation End Initiation End 
Mildura Jun 82 Jul 83 Jan 02 Nov 02 
Rainbow Feb 82 Feb 83 Feb 02 Jan 03 
Edenhope Aug 82 Feb 83 Mar 02 Dec 02 
Dookie Jun 82 Mar 83 Jan 02 Apr 03 
MRO Feb 82 Jun 83 May 02 Jul 03 
 6 months 
Mildura Jul 82 Jul 83 Apr 01 Nov 02 
Rainbow Feb 82 June 83 Mar 02 Jan 03 
Edenhope Sep 82 Mar 83 Apr 02 Jan 03 
Dookie May 82 May 83 Apr 02 May 03 
MRO Feb 82 Aug 83 Jul 02 Oct 04 
 12 months 
Mildura Jul 82 Nov 83 Dec 02 Sep 03 
Rainbow Jul 82 Oct 83 Jul 02 Jul 03 
Edenhope Aug 82 Aug 83 Sep 02 May 03 
Dookie Jul 82 Aug 83 Apr 02 Oct 03 
MRO Jul 82 Oct 83 Oct 02 Oct 04 
 
56 
 
Figure 3.14 depicts the results of the application of SPI for the Rainbow station for all 
time scales for the 1982/83 drought. For the 3-month time scale, the drought begins in 
February 1982 and ends in February 1983 and the duration becomes longer for the 6-month 
time scale. The longer duration is because of less fluctuation in the SPI values as the 
computation is based on 6-month moving cumulative rainfall. As the time period is 
lengthened, the SPI responds more slowly to changes in precipitation. Periods with the SPI 
negative and positive become fewer in number but longer in duration. The 6-month time 
scale shows that the drought starts in February 1982 and lasts until June 1983. For the 12-
month time scale, the drought commences in July 1982 which is one month later than its 
recorded ending in October 1983. For the 3- and 6- month time scales, this station records 
quite small lead-times or the number of months before SPI  -1 is reached. With near normal 
/ mild drought starting in November 1981 and January 1982, respectively, the moderate 
drought commences 3 months later.  For the 12-month time scale, a 2 months lead-time is 
recorded before the drought begins. 
 
 
(a) 3-month time scale 
 
(b) 6-month time scale 
Figure 3.14 Onset and end of drought obtained from the SPI for Rainbow station 
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(c) 12-month time scale 
Figure 3.14 Onset and end of drought obtained from the SPI for Rainbow station (continued) 
 
 The onset times of the drought for other stations as shown in Table 3.9 vary with the 
time scale used to calculate the index. For all five locations, the 3-month time scale showes 
the onset and end of the drought in February and August, 1982. These locations indicate the 
onset of a mild drought from the beginning of the year followed by severe drought 
commencing later around June / July in that year. For the 6-month time scale, Rainbow 
station shows the onset of the drought during the same time as that recorded (April 1982). 
The other three stations (Mildura, Edenhope and Dookie) show the onset later (May - 
September). In contrast, with the exception of the MRO station, the 12-month time scale 
shows the onset later in July - August in that year. This is to be expected, as SPI responds 
more slowly to changes in precipitation as the time period is lengthened to 12 months. 
Shorter or longer time scales may reflect different lags in the response to precipitation 
anomalies. For the MRO station, the droughts end late for all time scales. This is consistent 
with the observation of Gibbs (1984) that even though the drought had ended over eastern 
Australia, small areas in Victoria were still affected, including the highly urbanized region 
centred on Melbourne. 
 
The 2002/03 drought commenced in April 2002 and ended in January 2003 (Bureau of 
Meteorology (BoM), 2003). Figure 3.15 shows the onset and end of drought for the 2002/03 
drought for all time scales. On the 3-month time scale, the SPI shows the onset of the drought 
in February 2002 and ending in January 2003. It shows the duration of the drought to be 11 
months. The 6-month time scale shows the onset one month earlier than the recorded drought 
started in March 2002 and the ending in January 2003. The results for the 12-month time 
scale show a quite large lead-time, with mild drought starting in February 2001 but with the 
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moderate drought beginning only 17 months later. For all five locations and for all time 
scales, the SPI shows the onset of the droughts well, as shown in Table 3.9. Based on these 
results, it is concluded that the SPI method satisfactorily identifies the onset and the ending of 
meteorological drought events in Victoria, Australia.  
 
 
(a) 3-month time scale 
 
(b) 6-month time scale 
 
(c) 12-month time scale 
Figure 3.15 Onset and end of the 2002/03 drought on 12-month time scale for Rainbow 
station 
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3.9 Summary 
 
This chapter has presented details of the study area, the spatial and temporal variation 
of annual climatic data and results from the preliminary analysis of the assessment of the 
droughts using meteorological drought indices. An analysis was carried out to evaluate four 
popular methods for the assessment of drought occurrences using data from five rainfall 
stations across Victoria, Australia. The SPI, Deciles and ToR require only rainfall data, which 
are usually available in most countries for many locations, whilst the RDI method needs 
evapotranspiration as well as rainfall for its computation.  
 
Though Deciles is commonly used in Australia, it has some limitations. One of the 
disadvantages is that it does not indicate the onset and end of droughts, or their severity and 
magnitude, which are important features of drought monitoring. Another limitation is that 
droughts are defined arbitrarily based on a selected threshold and hence differ from one 
location to the other. In contrast, SPI and RDI do not rely on the arbitrary selection of 
threshold values and the classification of drought occurrence is clear and objective. They are 
also applied consistently across jurisdictions as the methodology has inbuilt standardisation 
of the specific indices. The SPI is able to identify the onset and end of meteorological 
droughts successfully when applied to the data. It has been shown to be a good indicator and 
worthy of further study examination for its use for drought monitoring and early warning, 
especially in other eastern states in Australia. On the other hand, the utilization of the RDI 
may be beneficial for characterising agricultural droughts, because the RDI includes potential 
evapotranspiration (PET) as well as precipitation in the calculation providing an indicative 
deficit in soil moisture.  
 
Therefore, the SPI will be used for further analysis in this study (1) to analyse temporal 
and spatial variation and drought characteristics in Chapter 4, and (2) to develop the drought 
severity-duration-frequency (SDF) curves for various return periods at a certain location. As 
meteorological drought drives agricultural and hydrological droughts, the focus in this study 
will be on the former. 
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CHAPTER 4  
 
TREND ANALYSIS OF RAINFALL AND THE STANDARDISED 
PRECIPITATION INDEX (SPI) 
 
 
4.1 Introduction  
 
In recent years, several studies have evaluated and assessed long-term trends in rainfall 
over Australia (Stern et al., 2004; Suppiah et al., 2007; Chowdhury and Beecham, 2010; 
Kiem and Verdon-Kidd, 2010; Barua et al., 2012). For example, in drought-dominated 
Western Australia, Yu and Neil (1993) found annual average rainfall decreased substantially 
during the 1911-1990 period. Suppiah and Hennessy (1996) observed trends in a number of 
rainfall stations over the period 1910 to 1989 using daily data from 53 stations across 
Australia. They identified long-term decreases in winter rainfall over south-west Western 
Australia and increases in summer rainfall over parts of eastern Australia. Further, Fawcett 
(2004) used ‘change point detection’ and ‘break point analysis’ techniques to detect changes 
in average annual rainfall. He observed a recent change in the Melbourne rainfall regime to 
lower average annual rainfall totals. Murphy and Timbal (2008) conducted a study over 
south-eastern Australia and concluded that this region had seen a reduction in rainfall since 
1950, and the dry conditions continued to 2006. Kiem and Verdon-Kidd (2010) analysed 
rainfall and streamflow data from nine catchments across Victoria and concluded that the 
most recent shift was a switch to drier conditions since 1994 for six of the nine catchments 
tested. Recently, Barua et al. (2012) found a decreasing trend in annual rainfall at 15 stations 
within the Yarra River catchment, while for monthly rainfall, significantly decreasing rainfall 
trends were observed in May (during the autumn season) at most stations. 
 
Hydro-climatic trends are highly dependent on the start and end dates of analysis. 
Trend analysis carried out by Smith (2004) concluded there was no trend in Australian 
rainfall over the period from 1900 to 2006. Similarly, Stern et al. (2004) reported that 
Melbourne, Australia displayed no overall long-term rainfall trend from 1855 to 2004. 
However, Barua et al. (2012) found a decreasing trend in annual rainfall from 1953 to 2006 at 
15 stations in the Yarra River catchment, in Victoria. This result differed from earlier studies 
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due to the time period that they selected. For the same locations but with different lengths of 
data, the rainfall series showed different trends. Therefore, the selection of the time period is 
very important and the results need to be carefully interpreted. 
 
Australian rainfall is more variable than would be expected from similar climates 
elsewhere in the world (Nicholls et al., 1997). Therefore, the aim of this chapter is to analyse 
the temporal changes in historic rainfall variability across Victoria, Australia. To examine the 
recent trends and to assess the sensitivity of trends to the length of the time periods 
considered, the annual rainfall analysis was repeated using more recent data. The sequential 
Mann-Kendall test was applied to detect abrupt change in the annual rainfall series. Graphical 
outputs from this test give a visual observation of the trend’s beginning year. It is important 
to investigate the change of dry or wet conditions and the adaptive responses to extreme 
rainfall events within the context of climate change. In addition, monitoring changes in the 
occurrence of dry spells and their length is of importance since they directly impact food 
production and water supply. In Australia, although many studies have been carried out 
detecting rainfall and streamflow trends (Christopher et al., 2002; Chowdhury and Beecham, 
2010; Kiem and Verdon-Kidd, 2010; Barua et al., 2012), to date no comprehensive research 
has been conducted on drought severity trends in the country. Ganguli and Reddy (2014) 
performed a trend analysis of droughts based on SPI time series using non-parametric trend 
tests in western India. Subash and Ram Mohan (2011) investigated possible trends in 
monsoon rainfall and frequency of droughts using SPIs spanning 100 years (1906-2005) of 
records to assess rice and wheat productivity in India. This chapter will focus on the drought 
severity time series trend computed using the SPI.  
 
Numerous approaches are used for analysing trends. Tests for the detection of 
significant trends in hydro-climatologic time series can be classified as either parametric 
and non-parametric methods (Tabari et al., 2011). The purpose of trend tests is to 
determine if the values of a random variable generally increase (or decrease) over some 
period of time in statistical terms (Helsel and Hirsch, 2002). As many hydrologic or 
climate time series data are not normally distributed, non-parameter tests are preferred 
over parameter tests (Karpouzos et al., 2010). One advantage of these tests is that the data 
do not have to fit any particular probability distribution to validate the tests. To name a 
few, the Mann-Kendall (MK), Spearman’s Rho (SR), Sen’s Slope Estimator, Seasonal 
Kendall and Sen’s T statistical tests are examples of non-parametric tests that have been 
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applied to detect trends (Yue et al., 2002; Drapela and Drapelova, 2011; Paulo et al., 
2012).  
 
4.1.1 Non-parametric tests 
 
The Mann-Kendall (MK) test is used for determining monotonic trends and is 
based on ranks (Helsel and Hirsch, 2002) taking seasonality into account. This is a test for 
correlation between a sequence of pairs of values. The significance of the detected trends 
can be obtained at different levels of significance (generally taken as 0.05). This technique 
has been widely used in rainfall (Tabari et al., 2011; Shadmani et al., 2012; Soltani et al., 
2012), runoff (Yang and Tian, 2009; Fei Tian et al., 2010) and air temperature (Croitoru et 
al., 2012) time series trend detection. The MK test is also recommended by the World 
Meteorological Organization (WMO) for non-parametric analysis of the significance of 
monotonic trends of hydrological or climatological variables (WMO, 1988). 
 
Similar to the MK test, the Spearman’s Rho (SR) is another rank-based non-
parametric statistical test that can be used to detect monotonic trends in a time series (Yue 
et al., 2002; Yenigun et al., 2008). It is a simple test to determine whether correlation 
exists between two classifications of the same series of observations. The studies of Yue et 
al. (2002), Yenigun et al. (2008), Nazahiyah et al. (2012) and Tabari et al. (2012) have 
shown that SR provides results almost similar to those obtained for the MK test when 
identifying time series trends. Hence, the use of one of the techniques is sufficient to 
obtain a reliable result. Sen’s slope (Q) estimator method accounts for the seasonality of 
the precipitation data. This method uses a simple non-parametric procedure developed by 
Sen (1968) to estimate the slope. The non-parametric tests are used to detect trends but do 
not quantify the size of the trend or change. Hence, the magnitude of the observed trend 
can be estimated with Sen’s slope estimator (Helsel and Hirsch, 2002; Paulo et al., 2012) 
when significant.  
 
 Several studies have used the Mann-Kendall test and Sen’s slope estimator to 
analyse trends and quantify the magnitude of change. These include Tabari et al. (2011), 
who examined the seasonal and monthly trends in the Penman-Monteith in Iran, Drapela 
and Drapelova (2011), who analysed the composition of precipitation in the north-eastern 
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part of the Czech Republic and Croitoru et al. (2012),  who analysed  air temperature 
variability and trends in Romania.  
 
4.1.2 Change point analysis  
 
The analysis of trend or detecting abrupt change is important when examining the 
resilience of receptors. In water systems for example, such analysis could prevent over- or 
under-designed if there are abrupt changes in rainfall. Abrupt change involves a sudden jump 
from one value to a much greater or lower value of rainfall and the methods to determine this 
will be discussed in detail in this section. 
 
Several methods have been used to identify the year when the trend begins in data 
series, including Pettitt’s test (Burn and Hag Elnur, 2002), the Wilcoxon-Mann-Whitney test, 
Cumulative Summation (CUSUM) test, and the Sequential Mann-Kendall test. The main 
limitation of the Wilcoxon-Mann-Whitney test is that it can detect only one single change 
point, whereas the Sequential Mann-Kendall and CUSUM tests are useful for sequential step-
change analysis (Sonali and Nagesh Kumar, 2013). Chowdhury and Beecham (2010), Barua 
et al. (2012) and Guerreiro et al. (2014) applied the CUSUM technique to monitor change 
detection. Recently, Gao et al. (2012) and Du et al. (2012) used the Pettitt test to detect a 
change point and the Sequential Mann-Kendall test to validate the results. Of the seven 
stations, only two stations showed inconsistent results. 
 
The Sequential Mann-Kendall test is the most widely used as it is reputed to have an 
advantage over other methods in terms of accuracy (Jiang and You, 1996; Mu et al., 2012), 
and it cannot be influenced by a small number of outliers for sequence analysis (Zang and 
Liu, 2013). This method has been successfully applied in a number of studies in China 
(Zhang et al., 2006; Yang and Tian, 2009; Fei Tian et al., 2010; Zang and Liu, 2013), Turkey 
(Partal and Kahya, 2006), India (Sonali and Nagesh Kumar, 2013) and Europe (Guerreiro et 
al., 2014). 
 
The main objective of this chapter is to determine the long-term trends of rainfall and 
SPI related to the risk of occurrence of a drought event. The identification of long-term trends 
in climatic variables is important in planning climate change adaptation measures and 
64 
 
infrastructure design. The outline of the trend tests used in this current study is shown in 
Figure 4.1. The analyses were carried out using more than 100 years of precipitation data, as 
well as a short sub-set period (1949-2011) of the same data set. This is to explore whether 
additional information could be extracted by separately studying long and short periods of the 
same data set. The MK test and Sen’s slope were applied to identify gradual trends in rainfall 
series. Change point analysis was then performed using the Sequential Mann-Kendall test to 
detect abrupt changes, while for the SPI time series trend, the MK test and Sen’s slope were 
used. In addition, the data were tested for any gradual trend in the rate of drought occurrence 
(i.e. inter-arrival times) using standard linear regression analysis. 
 
Rainfall
Full set
1900-2011
Half set
1949-2011
Trend Test
Gradual change Abrupt change
Mann-Kendall 
test
Sen’s slope 
test
Sequential Mann- 
Kendall test
     
SPI
Full set
1900-2011
Half set
1949-2011
Trend Test
Gradual change
Mann-Kendall 
test
Sen’s slope 
test
Inter-arrival of 
droughts
 
Figure 4.1 Trend analysis framework 
 
4.2 Preliminary Trend Analysis of Annual Precipitation 
 
Preliminary trend analysis was carried out for five different stations out of the 70 
stations selected for this study (Figure 4.2). Initially, Mildura (Station No. 2) was selected for 
this trend analysis as it was also used in the previous analysis reported in Chapter 3. 
However, this station did not have long monthly rainfall data records. Therefore, Irymple 
station was chosen only for this trend analysis as this station is the nearest to Mildura and has 
a long rainfall data record. The findings obtained from this preliminary analysis will be 
applied throughout the study area. Trends in annual rainfall series (more than 100 years of 
data) are determined by using two nonparametric trend tests (MK and Sen’s slope (Q)). 
Figure 4.3 presents the time series data of annual rainfall for all stations and the average. 
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Figure 4.2 Locations of the study sites 
 
 
(a) Irymple 
 
(b) Rainbow 
Figure 4.3 Annual rainfall (mm) for all stations 
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(c) Edenhope 
 
(d) Dookie 
 
(e) Melbourne Regional Office 
Figure 4.3 Annual rainfall (mm) for all stations (continued) 
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4.3 Non-parametric Trend Tests 
4.3.1 Mann-Kendall (MK) test 
 
The MK test is used for determining monotonic trends and is based on ranks (Helsel 
and Hirsch, 2002). This is a test for correlation between a sequence of pairs of values. The 
significance of the detected trends can be obtained at different levels of significance 
(generally taken as 0.05). This has been suggested by the World Meteorological Organisation 
to determine the existence of statistically-significant trends in climate and hydrologic data 
time series. The MK test statistics and the sign function are calculated using the formula: 
 
                                                   𝑆 = ∑
𝑛−1
𝑖=1
∑
𝑛
𝑗=𝑖+1
𝑠𝑖𝑔𝑛(𝑥𝑗 − 𝑥𝑖)                                                        (4.1) 
 
 
       𝑠𝑖𝑔𝑛(𝑥𝑗 − 𝑥𝑖) {
+1   
0
−1
𝑥𝑗
𝑥𝑗
𝑥𝑗
>
=
<
𝑥𝑖
𝑥𝑖
𝑥𝑖
                                                              (4.2) 
 
where n  is the number of data, x is the data point at times i and j (j > i). The variance of S is 
as follows 
 
                            𝑣𝑎𝑟 (𝑆) = [𝑛(𝑛 − 1)(2𝑛 + 5) −∑𝑡𝑖𝑖(𝑖 − 1)(2𝑖 + 5)
𝑚
𝑖=1
] /18                    (4.3)  
 
where ti is the number of ties of extent i and m is the number of tied groups. For n larger than 
10, the standard test statistic Z is computed as the MK test statistic as follows 
 
                                             𝑍 =
{
 
 
 
 
𝑆 − 1
√𝑉𝐴𝑅(𝑆)
 
0
𝑆 + 1
√𝑉𝐴𝑅(𝑆)
   𝑖𝑓    𝑆 > 0
  𝑖𝑓    𝑆 = 0
 𝑖𝑓     𝑆 < 0
                                                              (4.4) 
 
The presence of a statistically significant trend is evaluated using the Z value. Positive 
values of Z indicate increasing trends, while negative values show decreasing trends. To test 
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for either increasing or decreasing monotonic trend (a two-tailed test) at  level of 
significance, H0 should be rejected if |Z| > Z1-α/2, where Z1-α/2 is obtained from the standard 
normal cumulative distribution tables. For example, at the 5% significance level, the null 
hypothesis is rejected if |Z| > 1.96. A higher magnitude of Z value indicates that the trend is 
more statistically significant. 
 
4.3.2 Sen’s estimator of slope 
 
Sen’s slope estimator method accounts for the seasonality of the precipitation data. This 
method uses a simple non-parametric procedure developed by Sen (1968) to estimate the 
slope. The variance of the residuals should be constant in time. The equation used for 
calculating the slope of two rainfall records is as follows: 
 
                                𝑄𝑖 =
(𝑥𝑗 − 𝑥𝑘)
𝑗 − 𝑘
,   𝑓𝑜𝑟 𝑎𝑙𝑙 𝑐𝑜𝑚𝑏𝑖𝑛𝑎𝑡𝑖𝑜𝑛𝑠 𝑜𝑓 𝑗 > 𝑘                                    (4.5) 
 
where, 𝑥𝑗 and 𝑥𝑘 are the rainfall values at times j and k, respectively, and 𝑄𝑖 is the slope 
between data points 𝑥𝑗 and 𝑥𝑘.  
 
Sen’s estimator of slope is the median of these N values of 𝑄𝑖. The N values of Qi are 
ranked from the smallest to the largest and the Sen’s estimator is computed by 
 
          𝑄 = { 1
2
 
𝑄𝑁+1
2
    
,    𝑖𝑓 𝑁 𝑖𝑠 𝑜𝑑𝑑
(𝑄𝑁
2
+ 𝑄𝑁+2
2
) ,      𝑖𝑓 𝑁 𝑖𝑠 𝑒𝑣𝑒𝑛
                                         (4.6) 
 
A 100(1-α)% two-sided confidence interval for the slope estimate is obtained by the  non-
parametric technique based on the normal distribution (Drapela and Drapelova, 2011). 
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4.3.3 Sequential Mann-Kendall test 
 
The Sequential of the Mann-Kendall test u(t) (progressive) and u'(t) (retrograde) is used 
to detect the change points that may occur in the temporal behaviour of a series, especially 
the points at which the trend changes upward to downward or vice versa (Sneyers, 1990; 
Partal and Kahya, 2006; Weglarczyk, 2009; Karpouzos et al., 2010) (Figure 4.4). In addition, 
the separation point of the upward and downward curves indicates the starting point of abrupt 
rainfall change at each station. 
  
The application of this test requires the following sequential steps. The magnitudes of xi 
annual mean time series, (i = 1, . . ., n) are compared with xj, (j = 1, . . .,  i - 1). At each 
comparison, the number of cases 𝑥𝑖 > 𝑥𝑗 need to be counted and denoted by ni. 
The statistic 𝑡𝑖 can therefore be defined as follows: 
                                                        𝑡𝑖  =    ∑𝑛𝑖
𝑛
1
                                                                                (4.7) 
 
The distribution of the test statistic has a mean and a variance as 
                                                 E(𝑡) =
𝑛(𝑛 − 1)
4
                                                                              (4.8) 
                                       
                                       𝑣𝑎𝑟 (𝑡𝑖) = [𝑖(𝑖 − 1)(2𝑖 + 5)]/72                                          (4.9)    
 
To search for a change-point in a possible trend, 𝑢(𝑡) (progressive) is determined. The 
sequential values of the statistic 𝑢(𝑡) can be computed as 
 
                                                                   𝑢(𝑡) =
𝑡𝑖 − 𝐸(𝑡)
√𝑣𝑎𝑟(𝑡𝑖)
                                                          (4.10) 
 
Here, u(t) is a standardized variable that has zero mean and unit standard deviation. 
Therefore, its sequential behaviour fluctuates around the zero level. The values of u′(t) 
(retrograde) are then computed backwards, starting from the end of the series.  
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                                    𝑢′(𝑡) =
𝑡𝑖′ (
(𝑛 − 1)(𝑛 − 𝑖 + 1)
4 )
√(𝑛 − 𝑖)(𝑛 − 𝑖 + 1)[2(𝑛 − 𝑖 + 1) + 5]
72
                                (4.11) 
 
 
Figure 4.4 Sequential Mann-Kendall test  
 
The intersection point of the statistics u(t) and u′(t) provides the point in time of the 
beginning of a developing trend within the time series. If the intersection point is significant 
at the 5% level, the critical point of change is at that period (Yang and Tian, 2009). This test 
has been widely used to detect trends in climate and other environmental variables (Sneyers, 
1990; Smadi and Zghoul, 2006; Croitoru et al., 2012). 
 
4.4 Trend Analysis of Annual Rainfall for a Full Length of Record (more than 100 
years) 
 
The Z and Q statistics obtained from MK and Sen’s slope tests using the full set of 
annual rainfall data are presented in Table 4.1. Overall, no significant trends are shown for 
any stations. The Rainbow and MRO stations show statistically insignificant decreasing 
annual precipitation trends with Z values of -0.7 and -0.97 respectively. The slopes (mm/year) 
of the downward trend obtained for these two stations are -0.2 and -0.43 respectively. For the 
Irymple, Edenhope and Dookie stations there are statistically insignificant increasing trends 
in annual rainfall. After 13 years (1996-2009) of below-average annual precipitation, as 
reported in Gergis et al. (2012), most of the stations experienced relatively wet years in 2010 
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and 2011 (Figure 4.3). The Z values obtained from the MK trend test at Irymple, Edenhope 
and Dookie stations are 0.003, 0.78 and 0.93 respectively and the annual rainfall increase by 
0.008 mm/year, 0.27 mm/year and 0.47 mm/year respectively.  
 
Table 4.1 Z statistic values from MK and Q tests  
Stations 
1909-2011**/  
1900-2011 
 
1949-2011 
Z Q (mm/year)  Z 
Q 
(mm/year) 
Irymple (Arlington)**  0.003 0.008  -1.5 -0.9 
Rainbow (Werrap (Oak-Lea))  -0.7 -0.2  -2.2 -1.4 
Edenhope (Post Office)  0.78 0.27  -1.5 -1.3 
Dookie Agricultural College  0.93 0.47  -0.8 -1.0 
Melbourne Regional Office -0.97 -0.43  -3.0 -3.1 
*Results in boldface indicate significant trends 
** Irymple station data (1909-2011) and other stations (1900-2011) 
 
4.5 Trend Patterns in Annual Rainfall for a Short Period of Record (1949 – 2011) 
 
The analysis was then repeated using annual rainfall data from 1949 to 2011, or 
approximately half the original data set. The Rainbow and MRO stations show statistically 
significant downward trends (refer to Table 4.1). The Z values obtained are -1.5 for the 
Irymple and -2.2 for the Rainbow station, -1.5 for the Edenhope station, -0.8 for the Dookie 
station and -3.0 for the MRO station. The downward slope identified at all stations ranges 
from -0.9 to -3.1 mm/year. This analysis of the precipitation subset series suggests that all 
stations had a decreasing trend during the latter part of the study period. 
 
4.6 Identifying the Change Point of the Trend 
 
Figures 4.5 and 4.6 present the results of the Sequential Mann-Kendall test using the 
full set and the second half set of the annual precipitation data series, respectively. The 
starting times of the abrupt change and significant trends (if any) determined by Sequential 
Mann-Kendall test results are tabulated in Table 4.2. The sequential values of the statistics 
72 
 
u(t) and u′(t) are illustrated by solid and dotted lines, respectively, and the horizontal dotted 
lines correspond to the confidence limit at 5% significance level.  
 
As shown in Figure 4.5a, the Irymple station exhibites an insignificant abrupt change 
starting in 1949 and again in 2000. These two intersections are selected because of the 
separation point of the upward and downward curves which indicates the starting point of 
abrupt rainfall change at this station. However, these points are not significant as the 
progressive line does not exceed the 5% significant threshold level. However, different 
results are obtained when the shorter time period 1949 to 2011 is considered (refer to Figure 
4.6a). The test reveals the starting year of an abrupt change in 1994 with a later significant 
decreasing trend in 2007. Rainbow identifies an insignificant abrupt change in 1985 (Figure 
4.5b). By observing the recent trend as shown in Figure 4.6b, this station identifies two 
abrupt changes, with the first one occurring in 1949. The second abrupt change is identified 
in 1983 followed by a significant decreasing trend commencing in 1997.  
 
The Edenhope shows an abrupt change in 1902 with a significant increasing trend 
initiating in 1910 (refer to Figure 4.5c). Again this station shows an abrupt change in 1930 
and a significant increasing trend since 1973. On the other hand, during the second half of the 
time period in Figure 4.6c, two points exhibit abrupt changes, in 1950 and 1995. However, no 
significant trend is detected as the progressive line does not exceed the 5% significant 
threshold level. As shown in Figure 4.5d, Dookie exhibits an abrupt change starting in 1945 
and a statistically significant increase in 1993. However, no abrupt change occurs in the 
recent period (see Figure 4.6d). For the MRO, there are abrupt changes in 1916 and 2000, as 
seen in Figure 4.5e but these are not significant. The sequential test for the second half of the 
period shows an abrupt change in 1993 with a significant decrease in 2002 (see Figure 4.6e). 
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(a) Irymple 
 
(b) Rainbow 
 
(c) Edenhope 
Figure 4.5 Sequential values of the statistics u(t) and u′(t) for more than 100 years of annual 
precipitation  
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(d) Dookie 
 
(e) Melbourne Regional Office 
Figure 4.5 Sequential values of the statistics u(t) and u′(t) for more than 100 years of annual 
precipitation (continued) 
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(a) Irymple 
 
(b) Rainbow 
 
(c) Edenhope 
Figure 4.6 Sequential values of the statistics u(t) and u′(t) for annual precipitation (from 
1949-2011) 
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(d) Dookie 
 
(e) Melbourne Regional Office 
 Figure 4.6 Sequential values of the statistics u(t) and u′(t) for annual precipitation (from 
1949-2011)  
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 Table 4.2 Starting time of abrupt change time and trend determined by Sequential Mann-
Kendall test 
Station 
1909-2011**/ 1900-2011  1949-2011 
Abrupt 
change 
Significant 
trend 
 Abrupt 
change 
Significant 
trend 
Irymple (Arlington)** 1949 
2000 
No 
No 
 1994 2007 () 
Rainbow (Werrap (Oak-Lea))  
1985 No  
1949 
1983 
No 
1997 () 
Edenhope (Post Office)  1902 
1930 
1910 () 
1973 () 
 
1950 
1995 
No 
No 
Dookie Agricultural College  1945 1993 ()  No No 
Melbourne Regional Office 1916 
2000 
No 
No 
 1993 2002  () 
*Results in boldface indicate significant trends 
** Irymple station data (1909-2011) and other stations (1900-2011) 
 
4.7 Discussion of Rainfall Trend Analysis   
 
It was found that different trend results were obtained when the original data set was 
divided into two separate samples and the analysis was repeated using the second half of the 
original data set. For the same location, Barua et al. (2012) concluded that there had been a 
consistent reduction in rainfall over the past 50 years (from 1953 to 2006) and if this 
reduction continues, droughts can be expected to be more frequent in the future. In order to 
identify possible dry trends in Victoria, Nazahiyah et al. (2012) (refer to this paper in 
Appendix D) carried out a study using the SPI for the same five stations. The SPI uses 
rainfall data and provides a normalised system to classify and represent dry and wet climates 
in the same manner as Sirdas and Sen (2003). Positive values imply that the observed rainfall 
is larger than the mean precipitation and vice versa (Morid et al., 2006).  
 
Nazahiyah et al. (2012) analysed trends for the whole period of time (1949-2010) and 
also grouped the stations into two time periods 1949-1982 and 1977-2010 for comparison. 
All five stations showed a statistically significant downward trend when the whole period 
was considered, illustrating that conditions have become drier over the last sixty years. 
However, a significantly decreasing trend was observed at only two stations for the first 
period (1949-1982) and at all stations during the second period (1977-2010). It could 
therefore be said that the reduction at most of the stations is part of a short-term climatic 
cycle and not a decline in long-term rainfall. Moreover, no trend was found when the long-
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term period of rainfall was considered in the present study. Therefore, it is difficult to predict 
whether extreme events or droughts will occur more frequently in the future, and great care is 
needed when interpreting results. For example, with short rainfall data series there may be a 
statistically significant trend, but the trend might not have been detected if a longer record 
had been considered. 
 
It is worth mentioning that trends are sensitive to the length of the time series being 
considered. Barua et al. (2012) mentioned that they had performed an abrupt change test (i.e. 
Cumulative Summation (CUSUM)) to check the existence of statistically significant changes 
in trends and thus identify the trend’s beginning year. If a statistically significant trend 
beginning year was found, trend analysis (e.g. MK, Sen’s slope, etc.) was then performed 
using the data set after that year. However, Guerreiro et al. (2014) concluded that performing 
the trend test before and after the change points does not give any difference, because it is not 
possible to separate the effect that the change point might have on the trend from the effect of 
reducing the length of the record.  
 
Therefore, this preliminary study suggests that for a trend analysis study, the length of 
the time series considered should be as long as possible. A longer time scale would be useful 
for assessing climate variability and change and for studying slow responding receptors such 
as the impact on flora and fauna. Often, the main problem with hydro-climatic data is that 
they are too short at some locations. If data could be obtained from a neighbouring station 
which has a much longer data length, this may be of assistance. 
 
The results obtained using the Sequential Mann-Kendall test was consistent with the 
MK and Q tests. As mentioned in the methodology section, the MK test was developed to 
detect monotonic change. As changes in hydro-climatic data may be in the form of gradual or 
abrupt change, the application of trend and change point tests is recommended as they 
provide more meaningful information. Overall, the starting time of change points identified in 
this study varied. Using a full set of rainfall data, only two stations (Irymple and MRO) 
showed similar years in detecting the abrupt change which occurred in 2000. When half of 
the data set was used, 1993-1995 was the period with abrupt changes (to dry period) for the 
Irymple, Edenhope and MRO stations. This recent period captured the starting year of the 
current dry period well, as reported in Verdon-Kidd and Kiem (2009) and Ummenhofer et al. 
(2009). 
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The main conclusions may be summarized as follows: 
 
(1) When annual rainfall was analysed with more than 100 years of data, two out of five 
stations (Rainbow and MRO) showed negative trends and the other three stations 
(Irymple, Edenhope and Dookie) exhibited upward trends. However, no trends were 
statistically significant. To examine the sensitivity of trends to the length of the time 
period considered, annual rainfall was re-analysed using the second half of the 
original annual series rainfall record. Different results were obtained as all stations 
had recently experienced reductions in rainfall. Out of the five stations, two (Rainbow 
and MRO) showed significant downward trends. It is concluded that trends are 
sensitive to the length of the time series being considered. 
 
(2) The Sequential Mann-Kendall test successfully detected the change point of the 
beginning of the trend. For the full data set, abrupt changes were identified at Irymple 
(1949, 2000), Rainbow (1985), Edenhope (1902, 1930), Dookie (1945) and MRO 
(1916, 2000). For the second half of the data set, abrupt changes were found for 
Irymple (1994), Rainbow (1949, 1983), Edenhope (1983), Dookie (1950, 1995) and 
MRO (1993). The year indicated in the parentheses represents the trend starting time. 
Depending on the length of the time series data, the change point and the significance 
level varied.  
 
(3) Climatic trends were observed to be highly dependent on the start and end dates of 
analysis. It is recommended that the time period selected for trend analysis should 
consider the availability of data, as longer data series give more meaningful results. In 
addition, it is also beneficial if trend tests are applied to several time frames on a 
single data series in order to improve the understanding of climate change. 
 
(4) Based on the results, it can be observed that significant downward abrupt changes (see 
Figures 4.6a, b and e) have led to occurrence of extreme events (i.e. prolonged dry 
period or drought). 
 
(5) Although this study did not seek to determine any possible causes or explanations for 
the increasing or decreasing trends that were observed, the results presented herein 
will be useful as a benchmark for further analysis of the effect of climate change. 
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4.8 Trend Analysis of Annual Precipitation and Change Point of the Trend for All 
Stations 
 
Based on the conclusions drawn from the preliminary analysis, the trend analysis 
technique was applied using the MK test using the full data set for all stations. The Z values 
obtained from the MK test are presented in Table 4.3. There is no trend observed for most of 
the stations, as shown in Table 4.3 and Figure 4.7. Of 70 stations, only six stations (East Sale, 
Cavendish, Branxholme, Nowa Nowa, Foster and Warburton) show a downward trend and 
four stations (Cape Otway Lighthouse, Eldorado, Scotsburn and Kolora) show an upward 
trend.  
 
The Sequential Mann-Kendall test was then applied to the rest of the stations and the 
results for all stations are summarised in Table 4.3. The table also shows the year when the 
trends (increasing or decreasing) become significant and how they vary from station to 
station. The plots of the Sequential Mann-Kendall test are given in Appendix E, Figure E1. 
The separation point of the upward and downward curves indicates the starting point of 
abrupt rainfall change at each station. Abrupt change in rainfall is significant at the point the 
curves fall outside the dotted lines. Of the 70 stations, there were abrupt changes in rainfall at 
42 stations (see Table 4.3). However, at most of the stations there was only one change 
during the last 110 years of data analysed.  
 
Abrupt change starts as early as 1890 - 1899 at five stations (Tyrrell Down, St Arnaud, 
Tallangatta, Warragul and Scotsburn). Two stations show significant increasing change, 
while the other three stations show significant decreasing change. Abrupt change at six 
stations (i.e. Edenhope, Strathbogie, Ventnor, Bannockburn, Moorabool Reservoir and 
Wickliffe) occurr between 1928 and 1932 and all stations show significant increasing change 
trends. 15 stations in this study area changed abruptly in the period from 1941 - 1949. Ten 
stations showed significant increasing change and the remaining five stations show no trend. 
Between 1994 and 1997 five stations (Horsham, Natimuk, Gabo Island, Warragul and 
Caulfield) showed abrupt changes. Two stations showed no trend and the other three stations 
showed significant decreasing change trends. Overall, the results vary from station to station. 
It should be noted that there is a considerable spatial variability in rainfall in different parts of 
Victoria. There are also stations showing similar characteristics which can be grouped 
together.  
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Table 4.3 Z statistic values from MK test for all stations 
No. Station Z values Trend  Abrupt change Significant trend 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
 
Annuello  
Mildura Airport 
Murrayville  
Ouyen (Post office)  
Walpeup Research  
Berriwillock 
Narraport  
Tyrrell Downs  
Rainbow 
Woomelang  
Gerang Gerung  
Warracknabeal (Earlstan)  
Nhill (Woorak)  
Yanac North  
Kaniva  
Clear Lake  
Drung Drung  
Edenhope (Post Office) 
Horsham Polkemmet Rd 
Natimuk  
St Arnaud  
Echuca Aerodrome 
Gladfield Hopefield Estate  
Kerang  
 
0.6 
-1.3 
0.4 
0.3 
-0.6 
0.6 
0.3 
0.4 
-0.7 
0.9 
-0.1 
1.5 
-0.7 
-0.2 
-0.3 
0.1 
-0.6 
0.8 
0 
-1.8 
0.3 
-0.5 
0.8 
1.6 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
1945 
- 
1946, 2006 
- 
1945 
2007 
- 
1894 
1985 
1954 
- 
1946 
- 
- 
1924 
1937 
1941 
1902, 1930 
1997 
1994 
1890, 1948 
- 
- 
1947 
 
1956 () 
- 
No, No 
- 
No 
No 
- 
1944 () 
No 
1989 () 
- 
1975 () 
- 
- 
No 
1975 () 
1956 () 
1910 (), 1973 () 
No 
2006 () 
1902 (), No 
- 
- 
1988 () 
 
*Results in boldface indicate significant trends ( : No trend; : Upward trend; : Downward trend) 
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Table 4.3 Z statistic values from MK test for all stations (continued) 
No. Station Z values Trend  Abrupt change Significant trend 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
 
Rochester  
Colbinabin  
Dookie Agricultural College 
Molka (Lowana)  
Natte Yallock  
Tatura Inst Sustainable Ag  
Carboor  
Chiltern (PO)  
Eldorado  
Strathbogie 
Tallangatta (Bullioh)  
Woorage  
Eurobin  
Omeo Comparison   
Ensay  
Gabo Island Lighthouse  
Nowa Nowa  
Black Mountain 
Foster (Post Office)  
Fish Creek (Hoddle Range)  
East Sale Airport  
Warragul   
Caulfield (Racecourse)  
Melbourne Regional Office 
Warburton (O'shannassy Reservoir (Quarters)) 
 
0 
0.1 
0.9 
1 
0.3 
-0.8 
-0.2 
1.5 
2.4 
0.5 
0.6 
1.3 
0.9 
0.6 
-0.1 
-1.4 
-2.4 
1.1 
-3.7 
1.3 
-2.2 
-1.6 
0.4 
-1 
-2.4 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
- 
1945 
1945 
- 
1946 
1946 
- 
2006 
- 
1931 
1890 
- 
- 
1916 
- 
1996 
1953 
- 
1953 
1921 
1995 
1899, 1996 
- 
1916, 2000 
- 
 
- 
1973 () 
1993 () 
- 
No 
1949 () 
- 
No 
- 
1974 () 
1899 () 
- 
- 
1955 () 
- 
No 
1855 () 
- 
1861 () 
1934 () 
2006 () 
1936 (), 2008 () 
- 
No, No 
- 
 
*Results in boldface indicate significant trends ( : No trend; : Upward trend; : Downward trend) 
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Table 4.3 Z statistic values from MK test for all stations (continued) 
No. Station Z values Trend  Abrupt change Significant trend 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 
66 
67 
68 
69 
70 
 
Ventnor (Oaklands) 
Wonthaggi 
Bannockburn 
Moorabool Reservoir 
Scotsburn (Mount Boninyong) 
Avenel (Post Office)  
Clunes  
Lake Eildon  
Heathcote 
Malmsbury Reservoir  
Newstead  
Cavendish (Post Office)  
Mirranatwa (Bowacka) 
Wickliffe  
Derrinallum (Craigmore)  
Branxholme (Bassett)  
Cape Otway Lighthouse  
Casterton (Warrock)  
Dergholm (Hillgrove) 
Merino  
Kolora (Wooriwyrite)  
 
0.2 
1.5 
0.9 
1.4 
1.9 
0.2 
1.3 
0.6 
0.3 
1.3 
0 
-1.9 
0.8 
1.4 
1.8 
-3.1 
1.9 
0.4 
-1.8 
-1.2 
4 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
1928 
- 
1932 
1931 
1898 
1946 
1909 
- 
- 
1945 
- 
- 
1946 
1932 
- 
1983 
- 
- 
- 
- 
1949 
 
1956 () 
- 
1990 () 
1955 () 
1953 () 
No 
1955 () 
- 
- 
1974 () 
- 
- 
1992 () 
1973 () 
- 
1994 () 
- 
- 
- 
- 
1964 () 
 
*Results in boldface indicate significant trends ( : No trend; : Upward trend; : Downward trend) 
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Figure 4.7 Trend analysis of annual precipitation for all stations 
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4.9 Preliminary Trend Analysis of Drought Severity  
 
To determine whether this region has experienced a wet or dry period, the trend 
analysis technique for the time scale 12-months of SPI was applied to five stations and the 
results are given in Figure 4.2. Similar to annual rainfall, trends in drought severity series 
were determined by using the MK and Sen’s slope (Q) tests. The Z statistics obtained from 
the MK and Q tests using the full set (more than 100 years of data) and approximately half of 
the data set (from 1949 to 2011) of 12-month time scale of SPI for all five stations are 
presented in Table 4.4 and Figures 4.8 and 4.9. 
 
 Table 4.4 Z statistic values from MK and Q tests  
Stations 
1909-2011**/  
1900-2011 
 
1949-2011 
Z Q  Z Q 
Irymple (Arlington)**  0.1 0  -5.4 -0.0005 
Rainbow (Werrap (Oak-Lea))  -2.7 -0.0002  -8.5 -0.0007 
Edenhope (Post Office)  2.1 0.0001  -5.3 -0.0006 
Dookie Agricultural College  3 0.0002  -3 -0.0004 
Melbourne Regional Office -2.9 -0.0003  -10 -0.001 
*Results in boldface indicate significant trends 
** Irymple station data (1909-2011) and other stations (1900-2011) 
 
For the full data set, four stations display significant trends, with two increasing 
(Edenhope and Dookie) and two decreasing (Rainbow and MRO). In contrast, Irymple shows 
no significant trend. Based on Figures 4.8b and e, more negative values are observed at these 
two stations, showing a significant downward trend. The Q test was applied to estimate the 
slope of the SPI trend. Similar to the annual precipitation analysis, the results are consistent 
with the results obtained using the MK test when applied to SPI. The slopes range from 
0.0002 to -0.0003, which are very small compared to the slopes obtained for annual 
precipitation. It should be noted that the slope value depends on the mean value of the series. 
As the mean SPI is zero, the slopes obtained in this analysis are around that value. 
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(a) Irymple 
 
(b) Rainbow 
 
(c) Edenhope 
Figure 4.8 The SPI 12-month time scale trend lines (full data set)  
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(d) Dookie 
 
(e) Melbourne Regional Office 
Figure 4.8 The SPI 12-month time scale trend lines (full data set) (continued)  
 
In contrast to the first analysis using the whole period, all stations show a statistically 
significant downward trend between 1949 and 2011 (see Table 4.5). Figure 4.9 shows the SPI 
12-month time scale trend lines (data from 1949 to 2011) plots. For all five stations, the Z 
values range from -3 to -10. The slopes (Q) were computed the results are consistent with the 
results of the MK test. The values of the slope range from -0.001 to -0.0007.  
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(a) Irymple    
 
(b) Rainbow    
 
(c) Edenhope    
Figure 4.9 The SPI 12-month time scale trend lines (data from 1949 to 2011) 
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(d) Dookie    
 
(e) Melbourne Regional Office 
Figure 4.9 The SPI 12-month time scale trend lines (data from 1949 to 2011) (continued) 
 
4.10 Trend Analysis of Wet/Dry Periods for All Stations 
 
Based on the conclusions drawn from the preliminary analysis, the trend analysis 
technique was applied using the MK test using the full data set for all stations. In contrast to 
annual rainfall, the SPI trends present different results (refer to Table 4.5). Overall, 29 
stations exhibit a significant upward trend while 21 stations show a significant downward 
trend. No significant trend is identified for the remaining 20 stations. However, stations 
which show significant increasing (Derrinallum, Cape Otway Lighthouse, Eldorado, 
Scotsburn and Kolora) and decreasing (East Sale, Cavendish, Branxholme, Nowa Nowa, 
Foster, Dergholm and Warburton) trends in annual rainfall show similar results in the SPI 
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trend. Although different results are found, the analysis based on annual rainfall gives a 
similar trend direction to the SPI analysis in showing downward and upward trends.  
 
From the analysis of the SPI trend for all 70 stations, 29 stations show a statistically 
significant downward trend, indicating an increase in the number of dry periods. Most of the 
stations are located in north-west and south-west Victoria and seven stations are in south-east 
Victoria (see Figure 4.10). 21 stations show a significantly upward trend indicating a shift 
towards near normal or wetter conditions. It should be noted that there is a considerable 
spatial variability in SPIs in different parts of Victoria. There are also stations showing 
similar characteristics which can be grouped together. 
 
It is important to note that, although only precipitation data were used, the calculation 
methods were different. For the annual precipitation trend analysis, it was the accumulation 
of rainfall amount for the twelve months of each year. In contrast, SPI is a continuing index 
of a certain duration (in this case the duration was selected to be 12 months) using a monthly 
precipitation data set. Hence, the results obtained should be interpreted differently. Both trend 
analyses provide different information. The annual precipitation trend provides information 
on whether rainfall patterns show increase or decrease at a particular station and/or region. 
On the other hand, the SPI trend identifies the wet (increase) or dry (decrease) conditions 
with a single index.  
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Table 4.5 Z statistic values from the MK test 
No. Station Z value Trend 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
 
Annuello  
Mildura Airport 
Murrayville  
Ouyen (Post office)  
Walpeup Research  
Berriwillock 
Narraport  
Tyrrell Downs  
Rainbow 
Woomelang  
Gerang Gerung  
Warracknabeal (Earlstan)  
Nhill (Woorak)  
Yanac North  
Kaniva  
Clear Lake  
Drung Drung  
Edenhope (Post Office) 
Horsham Polkemmet Rd 
Natimuk  
St Arnaud  
Echuca Aerodrome 
Gladfield Hopefield Estate  
Kerang  
Rochester  
Colbinabin  
Dookie Agricultural College 
Molka (Lowana) 
Natte Yallock  
Tatura Inst Sustainable Ag  
Carboor  
Chiltern (PO)  
Eldorado  
Strathbogie 
Tallangatta (Bullioh)  
Woorage  
Eurobin  
Omeo Comparison   
Ensay  
Gabo Island Lighthouse  
Nowa Nowa  
Black Mountain 
 
2.6  
-4.8 
1.6 
0.4 
-1.8 
1.3 
0.7 
-0.1 
-2.7 
2.7 
-1.4 
4.9 
-3.9 
-3 
-3.4 
-0.3 
-3 
2.1 
-0.4 
-6.5 
0.3 
-2.9 
4.2 
4.8 
0.4 
-0.3 
3 
3.3 
-0.2 
-2.9 
-0.6 
4.3 
8.9 
2 
0.6 
5 
4.1 
1.8 
-1.4 
-3.4 
-7.7 
3 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
*Results in boldface indicate significant trends ( : No trend; : Upward trend; : Downward trend) 
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Table 4.5 Z statistic values from the MK test (continued) 
No. Station Z value Trend 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 
66 
67 
68 
69 
70 
 
Foster (Post Office)  
Fish Creek (Hoddle Range)  
East Sale Airport  
Warragul   
Caulfield (Racecourse)  
Melbourne Regional Office 
Warburton (O'shannassy Reservoir (Quarters)) 
Ventnor (Oaklands) 
Wonthaggi 
Bannockburn 
Moorabool Reservoir 
Scotsburn (Mount Boninyong) 
Avenel (Post Office)  
Clunes  
Lake Eildon  
Heathcote 
Malmsbury Reservoir  
Newstead  
Cavendish (Post Office)  
Mirranatwa (Bowacka) 
Wickliffe  
Derrinallum (Craigmore)  
Branxholme (Bassett)  
Cape Otway Lighthouse  
Casterton (Warrock)  
Dergholm (Hillgrove) 
Merino  
Kolora (Wooriwyrite)  
 
-13 
3.7 
-8.8 
-5.9 
2.1 
-2.9 
-8 
1.1 
5.4 
2.4 
4.8 
4.6 
0.7 
4.1 
3.1 
1.4 
4.4 
0 
-7.5 
2.7 
4.8 
6.9 
-11.8 
7.3 
0.6 
-7.4 
-4.8 
13.6 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
*Results in boldface indicate significant trends ( : No trend; : Upward trend; : Downward trend)
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Figure 4.10 Trend analysis of SPI for all 70 stations 
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4.11 Temporal trends in drought events  
 
Analysing trends in discrete events is important for the study of changing patterns of 
extreme events in a changing climate. When common statistical tests are used to test for 
trends in discrete events, underlying assumptions are often violated because of the use of 
enumerated (or count) data, the presence of zero values, or non-normality of data, where little 
is known about the distribution of the underlying dataset (Changnon and Changnon, 1992; 
Rohli and Keim, 1994). Using a method proposed by Keim and Cruise (1998), the data in this 
study were tested for any gradual trend in the rate of occurrence through an analysis of 
processed inter-arrival times using standard linear regression analysis. Keim and Cruise 
(1998) applied linear trend analysis to detect changes in precipitation. They concluded that 
the methods provided in the paper to examine temporal trends in rainfalls could also be 
applied to the temporal and spatial frequencies of other extreme events or any discrete 
random event.  
 
Initially, the droughts inter-arrival time were determined for all five stations and the 
results are plotted in Figure 4.11. As proposed by Cox and Lewis (1996), the series of inter-
arrival times begins with the onset of an event (rather than from the point from which data are 
first available) because the length of time from some arbitrary point to the first event does not 
belong to the same distribution of intervals between events. It can be seen that for each 
station inter-arrival times have high variability. For Irymple station, the inter-arrival times 
range from 10 to 99 months, while for Rainbow, Edenhope, Dookie and MRO, the inter-
arrival times range from 6 to 144, from 5 to 135, from 12 to 140 and from 10 to 194 months, 
respectively. Further analysis of the trend of inter-arrival times of droughts for all five 
stations is shown in Section 4.11.1. 
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(a) Irymple 
 
(b) Rainbow 
 
(c) Edenhope 
Figure 4.11 Recurrence intervals of droughts for all stations 
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(d) Dookie 
 
(e) Melbourne Regional Office 
Figure 4.11 Recurrence intervals of droughts for all stations (continued) 
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4.11.1 Trend analysis of inter-arrival times of droughts using linear regression 
 
In the present study, the method regresses the natural log of the intervals between 
successive events (Yi) on the independent variable (Xi), which is the cumulative frequency of 
days from the occurrence of the first event. Figure 4.12 provides an illustration of this method, 
where inter-arrival times between droughts for the Irymple station are examined. Figure 4.12a 
displays the number of days between each drought event. Events in succession are plotted 
across the x axis and the number of days from the end of one event to the beginning of the next 
event (in sequence) is shown on the y axis. The x axis in Figure 4.12b shows the intervals from 
the occurrence of the first event in the series. In Figure 4.12c, the graph shows the number of 
days transformed into ln and then plotted on the y axis. The data are then plotted with the linear 
least squares fit. A similar approach was applied to all of the stations and the linear regressions 
of the log transformed intervals are shown in Figure 4.13.  
 
Table 4.6 shows the sample sizes and significance levels of the linear regression analysis. 
A positive sign for the Pearson r signifies that the time between events is increasing and those 
events are becoming less frequent. In contrast, a negative sign indicates that the intervals 
between events are becoming shorter and that the frequency of events is temporally increasing 
(Keim and Cruise, 1998). Irymple station shows variability of inter-arrival times between 
events, with intervals 11 and 19 being the longest of the series. As shown in Table 4.6, the 
slope (r = 0.04) depicts that the events are becoming less frequent but is insignificant. All the 
other three stations (Edenhope, Dookie and MRO) are similar, showing decreasing patterns of 
frequencies with r values of 0.01, 0.21 and 0.28, respectively. In contrast, the Rainbow station 
(r = -0.31) has an insignificantly increasing pattern of frequencies. 
 
This trend analysis was then applied for all 70 stations and the results are given in 
Appendix F, Table F1 and Figure F1. Of the 70 stations, 45 show decreasing frequency with 
three stations (Ensay, Casterton and Merino) showing statistically significant figures. The 
remaining 25 stations show that drought events are becoming more frequent, with 19 stations 
giving significant values. The stations showing significantly increasing frequency are Mildura 
Airport, Walpeup Research, Nhill, Kaniva, Drung Drung, Natimuk, Echuca, Tatura, Gabo 
Island, Nowa Nowa, Foster, East Sale, Warragul, Avenel, Heathcote, Newstead, Cavendish, 
Branxholme and Dergholm. 
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(a) Intervals between events 
 
(b) Intervals from first events 
 
(c) Linear regression slope 
Figure 4.12 Time series of droughts for Irymple station  
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(a) Rainbow               (b) Edenhope 
  
(c) Dookie       (d) Melbourne Regional Office 
Figure 4.13 Linear regression of drought events at all stations
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Table 4.6 Results of linear regression analysis of intervals, r = Pearson’s correlation 
coefficient, p = significance of slope 
Stations Events r p 
Irymple 
Rainbow 
Edenhope 
Dookie 
Melbourne Regional Office 
24 
21 
27 
23 
21 
0.04 
-0.31 
0.01 
0.21 
0.28 
0.8 
0.2 
0.9 
0.3 
0.2 
 
4.12 Summary 
 
The objective of this chapter was to analyse the temporal changes in historic rainfall 
variability and the trend of SPI values across Victoria, Australia. The temporal trends in the 
rate of occurrence of drought events (i.e. inter-arrival times) were also examined to determine 
whether there was a pattern in extreme values. The first part of the analysis was carried out to 
(1) determine annual rainfall trends using the non-parametric Mann-Kendall (MK) trend test 
at five selected meteorological stations with long historical records; (2) explore whether 
additional information could be extracted by separately studying long and short periods of the 
same data set, and (3) pin-point the year when the trend begins using the Sequential Mann-
Kendall test. 
 
When annual rainfall was analysed with more than 100 years of data, two out of the 
five stations (Rainbow and MRO) selected show negative trends and the other three stations 
(Irymple, Edenhope and Dookie) exhibit upward trends. However, no trends were statistically 
significant. To examine the sensitivity of trends to the length of the time period considered, 
annual rainfall was re-analysed using the second half of the full annual series rainfall record. 
Different results were obtained and conclusions drawn as all stations have recently 
experienced reductions in rainfall. Rainfall trends are observed to be highly dependent on the 
start and end dates of analysis. The Sequential Mann-Kendall test successfully detected the 
change point of the beginning of the trend (year). However, depending on the length of the 
time series data, the change point and the significance level vary. Conclusions drawn from 
this analysis point to the importance of selecting the time series data length in identifying 
trends and abrupt changes. Due to climate variability, trend testing results may be biased and 
strongly dependent on the data period selected. Therefore, the full data set available is 
required and should be used in the analysis to improve the understanding of change before 
undertaking any further studies. 
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The second part of the analysis included trend analysis of dry/wet periods based on a 
SPI time series using more than 100 years of data as well as a shorter time sub-set window of 
1949 - 2011. Using the full data set, out of five stations only two showed decreasing trends. 
However, while analysing the short-term trend patterns (from 1949 to 2011), downward 
trends in SPI 12-month time series observe at all five stations, indicating that this recent time 
period has experienced more dry periods. The SPI time series analysis give similar trend 
direction to the annual precipitation time series analysis in showing downward and upward 
trends. 
 
It should be noted that although only precipitation data were used, the calculation 
methods differed. For the annual precipitation trend analysis, it was the accumulation of 
rainfall amount for the twelve months of each year. In this study, more than 100 values in the 
annual time series were used for each station. In contrast, SPI is a continuing index of certain 
duration (in this case the duration was selected to be 12 months) using a monthly 
precipitation data set. This monthly precipitation data set varies with time; that is, in each 
month, a new value is determined from the previous i months (where i in this study was 12 
months). Hence, the results obtained should be interpreted differently. Both trend analyses 
provide different information. The annual precipitation trend provides information on 
whether rainfall patterns show increase or decrease at a particular station or region. On the 
other hand, the SPI trend identifies wet (increase) or dry (decrease) conditions with a single 
index.  
 
The third part of the analysis was carried out to examine temporal trends in the rate of 
occurrence of drought events (i.e. inter-arrival times). Based on the results, 25 stations 
showed an increasing pattern of frequency, with the results for 19 stations being statistically 
significant. The remaining 45 stations showed that the intervals between events became 
longer and the frequencies of events were temporally decreasing, with three stations showing 
statistically significant results. Overall, based on these results, some of the study areas in 
Victoria may be facing frequent dry periods leading to drought. Therefore, it is essential to 
use an appropriate methodology to develop suitable strategies to mitigate the impacts of 
future droughts and properly understand past droughts to be able to forecast the future 
wherever possible. The application of the proposed methodology for assessing drought risks 
for the study area is illustrated in Chapter 5. 
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CHAPTER 5  
 
DEVELOPMENT OF DROUGHT SEVERITY-DURATION- 
FREQUENCY (SDF) CURVES  
 
 
5.1 Introduction 
 
Monitoring and forecasting drought is a real challenge in water resources management, 
as droughts are becoming more common and severe due to the impacts of climate change and 
variability (Meehl et al., 2000; Alexander et al., 2009; Mishra and Singh, 2009). The 
frequency of drought occurrence is inadequate for evaluating droughts and their impacts and 
developing mitigation measures, unless it is quantitatively related to other factors, such as 
severity and duration of droughts. A useful tool in drought studies is severity-duration-
frequency (SDF) curves because they relate drought severity, drought duration and frequency 
of occurrence (in terms of recurrence interval) in a single figure (Dalezios et al., 2001). This 
is analogous to intensity-frequency-duration (IFD) curves used for the design of flood 
estimation and promoted in Australian Rainfall & Runoff, published by Engineers Australia 
(Pilgrim, 1987). As mentioned earlier, Victoria, which is in south-eastern Australia, has 
experienced several droughts in the past, including the recent millennium drought in 2009 
(Ummenhofer et al., 2009). Analysing historical drought events is essential to determine the 
potential risk of droughts occurring in the future. Each drought event is unique in its 
intensity, duration, and spatial extent. An event might persist for few months, years or more.  
 
There have been numerous studies of the characterization of droughts (Paulo and 
Pereira, 2006; Nalbantis and Tsakiris, 2009; Lloyd-Hughes, 2012) and their probabilistic 
analysis (Dalezios et al., 2001; Santos et al., 2011; Todisco et al., 2013). Frequency analysis 
is one of the most common and earliest applications of statistics in hydrology. It involves the 
selection of extreme events and their probability distribution to describe the data, the 
estimation of the parameters of the distribution and the estimation of extreme events 
(Tallaksen et al., 2004). The frequency analysis of drought occurrence is important as it 
quantifies the drought severity, duration and frequency for an area, especially those regions 
where droughts are common. It is evident by reviewing the references referred to above, that a 
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number of studies have been carried out to analyse the spatial distribution of future droughts 
by applying statistical analysis methods, such as drought severity-area-frequency (SAF), 
severity-duration-frequency (SDF) and severity-area-duration (SAD) curves, which are very 
useful tools to understand the spatio-temporal characteristics of drought events.  
 
The SDF curve of a drought relates drought severity, duration and frequency of 
occurrence (in terms of recurrence interval) in a single diagram. Dalezios et al. (2001) 
developed the SDF relationships of drought episodes in Greece using extreme value 
distributions and then used these relationships to prepare iso-severity maps of various return 
periods over the region. Saghafian et al. (2003) analysed droughts in Iran using the theory of 
run and then derived the SDF curves and iso-severity maps of the region. In each of these 
studies, the analysis of extreme events was performed using empirical or semi-empirical 
relationships based on plotting position formulae. In western India, Janga Reddy and Ganguli 
(2012) presented a copula-based multivariate probabilistic approach to model the SDF 
relationships of drought events. Similar to Dalezios et al. (2001), SDF curves were derived 
empirically by Todisco et al. (2013) and subsequently used for mapping drought iso-severity 
contours for given durations and return periods. 
 
Kim et al. (2006) proposed a SAD curve by considering affected areas with drought 
durations based on different levels of drought severity. Kim et al. (2011) developed the SAD 
analysis technique, based on the widely-used depth-area-duration (DAD) analysis (Grebner 
and Roesch, 1997) to simultaneously evaluate the severity and spatial extent of droughts for 
different durations. The SAD method has been used to analyse drought events by substituting 
the rainfall depth in DAD with a drought index (Kim et al., 2014). The SAF method has been 
used to estimate the recurrent characteristics and areas affected by drought (Henriques and 
Santos, 1999). Mishra and Desai (2005) discussed the procedure employed for deriving 
drought SAF in the Kansabati River basin, India. The spatial and temporal characteristics of 
the SPI were used to develop drought SAF curves to assess the severity of localized droughts 
within the study basin. Later, Mishra and Singh (2009) compared historical SAF curves 
developed earlier Mishra and Desai (2005) with SAF curves developed on the basis of 
projected rainfall using a general circulation model (GCM). Akhtari et al. (2008) analysed 
drought characteristics in Iran by deriving an SAF curve using SPI. 
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To quantify the duration, severity (magnitude or intensity), spatial extent and frequency 
of droughts, several drought indices have been used. Dalezios et al. (2001) used the Palmer 
Drought Severity Index (PDSI) for a quantitative description of droughts and wet periods. 
Loukas and Vasiliades (2004) analyzed the temporal and spatial characteristics of droughts 
and developed drought SAF curves. The SPI was applied as an indicator of drought severity. 
SPI values for different time scales were again used to develop quantitative relationships 
between drought severity, area and frequency in the Kansabati catchment, India (Mishra and 
Desai, 2005). Kim et al. (2011) constructed drought SAD curves using SPI time series.  
 
Regionalisation is often used to facilitate extrapolation from sites at which records have 
been collected to others at which values are required, but are unavailable. The application of 
multivariate classification methods to find the patterns and relationships between several 
variables simultaneously has received much attention in recent years. They have been often 
used for the classification and comparison of different samples of water quality (Ragno et al., 
2007; Varol and Sen, 2009; Zhang et al., 2009; Zhao et al., 2011) and the regionalisation of 
streams (Christopher et al., 2002; Kokkonen et al., 2003; Laaha and Bloschl, 2006; Vezza et 
al., 2010). However, for drought characterisation (Raziei et al., 2008), their application has 
been very limited to date. The advantages of these methods include the reduction in the 
complexity of large-scale datasets, and the lack of bias in methods, which helps in making 
natural associations between samples and parameters, synthesizing information which cannot 
be extracted from the dataset at first glance and identifying related parameters. All of these 
methods include reducing and organizing a large dataset into groups with similar 
characteristics.  
 
The methods used for regionalising catchment parameters are broadly classified into 
three groups: (1) regression between individual calibrated parameters and catchment 
characteristics; (2) catchment spatial proximity, which involves either adopting a calibrated 
parameter set from the nearest neighbour or interpolating calibrated parameters spatially and, 
(3) catchment similarity of physical properties, which involves adopting a calibrated 
parameter set from the most physically similar catchment or interpolating calibrated 
parameters in similarity space (Kizza et al., 2012).  
 
Regression methods include one-step and multivariate regressions. Regression is the 
most commonly applied regionalization method, whereby parameters for ungauged basins are 
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determined by regression equations developed between the optimized parameters and 
catchment attributes in a set of gauged basins. However, two major drawbacks affect this 
method. Firstly, parameters may be poorly determined and strongly interrelated, hence 
unstable (Jin et al., 2009; Peel and Bloschl, 2011). Secondly, some parameters may not be 
well estimated by regional relationships, because of poor correlation between parameter 
values and physically measurable quantities. This poor correlation may be due to several 
factors (Peel and Bloschl, 2011), including, but not limited to, difficulty in deciding which 
physical characteristics are the most important (Parajka et al., 2005), and scatter of 
relationships between catchments may result in difficulties in finding the best regression form 
(Seibert, 1999).  
 
Examples of catchment spatial proximity methods include the clustering approach 
(Ragno et al., 2007; Kovacs et al., 2014; Lyra et al., 2014) and the spatial interpolation 
method, including Kriging interpolation (Karavitis et al., 2011; Yusof et al., 2014). An 
important finding by Merz and Bloschl (2004) was that the methods based on spatial 
proximity alone performed significantly better than any of the regression methods based on 
catchment attributes. The proxy-basin method is an example of a catchment similarity 
method, whereby parameters of a gauged basin are directly applied to ungauged basins that 
are deemed to be similar to the gauged basin (Kizza et al., 2012). Parajka et al. (2005) 
compared four groups of regionalization methods (regional averages of calibrated parameters, 
spatial proximity techniques, regression against catchment characteristics and physical 
similarity techniques) and concluded that spatial proximity and a combination of physical 
similarity methods performed best. 
 
Overall, there is no universal method exists at present that performs best for all 
conditions and this remains a subject of investigation. It is therefore appropriate to continue 
the research and test methods in different regions. Often, derived drought information is too 
technical and difficult to understand by decision-makers and end-users. For example, drought 
indices values are used for the development of frequency curves (Dalezios et al., 2001; Shiau 
and Modarres, 2009; Yusof et al., 2013). The present study aims to initially derive drought 
information and drought recurrence using precipitation values, which can be understood 
easily by ordinary users. The moving cumulative precipitation value was estimated based on 
the monthly gamma distribution functions used to compute the SPI in a 12-month time scale. 
Precipitation deficits were then computed based on SPI drought class boundaries, as shown in 
106 
 
Table 3.2. Initially, SDF curves were derived for 10 selected stations in Victoria using a 
novel threshold approach. This will be more helpful to end-users, as it could be easily 
visualized and interpreted as a precipitation deficit rather than drought indices values. Based 
on the results obtained from the preliminary analysis, SDF curves were developed for the 
remaining 60 stations.  
 
This chapter will also focus on separating the study area into homogeneous groups to 
predict the risk of occurrence of a drought event. The clustering approach was applied and 
modified Andrews curves (Khattree and Naik, 2002) (refer to Chapter 2) were used for 
visualizing similarity in catchment characteristics within the groups. A mean drought 
frequency curve will be developed for each homogeneous group to determine the probability 
of vulnerability to a drought event with a certain severity. The advantage of separating 
stations into homogenous groups based on similar drought characteristics is that it facilitates 
the selection of an un-gauged or a location with limited data. The measurable characteristics 
of this station will determine its best match with the existing cluster groups.  
 
5.2 Preliminary Analysis of Development of Severity-Duration-Frequency (SDF) 
Relationships 
 
Initially, 10 stations across Victoria were selected (see Figure 5.1) to obtain the 
appropriate probability distribution which fits the historical values in Victoria. The selection 
of these stations was different to the previous analysis and spatially distributed over the 
catchment in order to represent the presence of climatic variability in the analysis. The 
development of the frequency curves is based on the precipitation deficits which were 
computed based on the SPI. Instead of using SPI values, the precipitation thresholds were 
used to compute the severity of the droughts. Following similar approaches to those described 
in Section 3.6.1, SPI was applied for 12-month time scale to identify drought severity. 12-
month SPI was chosen because it is more suitable for water resources management purposes, 
according to Bonaccorso et al. (2003) and Raziei et al. (2009). A detailed description of the 
steps followed to develop the drought SDF relationships is presented below. 
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Figure 5.1 Map showing the locations of the study sites for developing SDF curves 
 
5.2.1 Relationship between SPI and Precipitation Threshold  
 
The rainfall data and the formula to calculate SPI (Equation 3.12) can be used to 
calculate the precipitation threshold as well as the precipitation deficit (McKee et al., 1993). 
In this analysis, the precipitation deficit estimate is based on the SPI thresholds. Instead of 
using drought indices to develop SDF curves as in previous studies (Dalezios et al., 2001; 
Kim et al., 2014), the precipitation deficits will be used. This novel approach helps to better 
understand how much cumulated precipitation is needed to define a drought event. Aspects 
such as these are easily understood by ordinary users. 
 
The 12-month moving cumulative precipitation is calculated as follows. Assuming that 
SPI is a random normal variable, z, the SPI drought class boundaries z = 0, -1, -1.5 and -2 
(Table 3.2) are transformed into probabilities by: 
 
 
                                              𝜙(𝑧) = 𝐹(𝑥) = 𝑃(𝑋 ≤ 𝑥)                                                        (5.1)                                                              
 
where 𝜙(𝑧) is the normal distribution function and 𝑥 is the cumulative precipitation value for 
the time scale considered which was 12-months. The gamma distribution function for each 
month is given in Equation 3.8 and in Equation 5.2 below  
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𝐺(𝑥) = ∫ 𝑔(𝑡)𝑑𝑡 =
1
?̂??̂? Γ(?̂?)
𝑥
0
 ∫ 𝑡?̂?−1
𝑥
0
𝑒
−
𝑡
?̂?𝑑𝑡                                                (5.2) 
 
where ?̂? and ?̂? are the shape and scale parameter monthly estimates (Equations 3.9 to 
3.11) and x is the cumulated precipitation value for the 12-month time scale. Then, the 
cumulative probability of a given upper bound SPI value, 𝜙(𝑧), is made equal to the value 
derived from the gamma distribution function.  
 
                                                   𝜙(𝑧) =
1
?̂??̂?Γ(?̂?)
 ∫ 𝑡?̂?−1
𝑥
0
𝑒
−
1
?̂?𝑑𝑡                                                (5.3) 
 
and the equation below is used to estimate the corresponding cumulated precipitation value x; 
  
                                                            𝑥 = 𝐺−1(𝜙(𝑧))                                                                    (5.4)                                                                         
 
This cumulative annual rainfall is calculated for each month. Threshold values of 
precipitation (cumulative precipitation value in mm) for all stations were calculated for       
SPI = -1 and they ranged from 195 to 1124, as shown in Figure 5.2. If the cumulative annual 
rainfall is below this threshold level it is defined as a drought year. Drought events 
throughout the study period were defined for all stations using these values. 
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Figure 5.2 Precipitation threshold levels (mm) based on the SPI drought description         
(SPI = -1) 
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5.2.2 Identifying Drought Events using the Partial Duration Series (PDS)  
 
Two methods are commonly used in identifying extreme events from a drought index 
time series. They are the Annual Maximum Series (AMS) and Partial Duration Series (PDS). 
The AMS is based on the single most severe drought event each year, provided that it 
exceeds a given threshold equivalent to SPI = -1. The length of the series thus obtained is 
equal to the number of years for which SPI values are available. The years without droughts 
or with droughts below the threshold are assigned a value of zero (Tallaksen et al., 1997). 
However, as it considers only one value per year the analysis techniques are more demanding 
because longer series are required to calculate return period frequencies accurately. This may 
be a disadvantage. On the other hand, the PDS is based on the magnitude of all drought 
events above a certain predetermined threshold, which results in a much more comprehensive 
series that has no limit in the number of events included, provided they are all discrete 
(Santos et al., 2011). 
 
An AMS can include zero values. In the present study, many years were found to be 
without any drought events when the drought time series was established. It has been 
reported that having an excessive number of zero-rated drought years reduces the sample size 
and seriously affects extreme value curve fitting (Tallaksen et al., 1997). Therefore, the PDS 
was used to build the SPI time series. The PDS is based on the magnitude of all independent 
drought events above a certain threshold value. This results in a much more comprehensive 
time series that has a sufficient number of events, provided they are all independent (Santos 
et al., 2011).  
 
Using the same definition as the SPI, a drought starts when it reaches the precipitation 
threshold value computed earlier. Table 5.1 shows the recorded drought events of various 
durations (i.e. 1, 2, 3, 4 and 5 months) for all 10 stations. For instance, with the threshold 
level of 257 mm (see Figure 5.2), 23 droughts events are identified at Rainbow for one-month 
drought duration (Figure 5.3b). Durations of the drought events vary from 1 to 17 months. A 
drought begins when the 12-month moving cumulative precipitation first falls below 257 mm 
(SPI = 1) and ends when it reaches the value of 340 (SPI = 0; no drought). For example, as 
shown in Figure 5.3b, from August 1944 until December 1945, the duration of the drought 
was 17 months. One-month drought duration was based on the most severe drought for each 
event. For this particular drought event it was observed that in May 1945 the precipitation 
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was 105 mm. If the moving cumulative 12 month precipitation was below the identified 
threshold value for consecutive 2, 3, 4 or 5 months, they were considered as 2, 3, 4 or 5 
month duration droughts respectively. The cumulative 12 months precipitation value for each 
consecutive month was added and the minimum value (most severe drought) was identified. 
For example, using the same drought event in 1944-1945, the minimum values for 2-month 
drought duration was 210 mm and it occurred in April and May 1945. From the tabulated 
information for each station shown in Table 5.1, several tables were then produced, one for 
each duration. Table 5.2 is an example of 1-month drought duration for the Rainbow station.   
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Table 5.1 Number of drought events of different durations for 10 stations 
Duration 
(months) 
Station 
Mildura Rainbow St Arnaud Chiltern Omeo Sale Warburton Wonthaggi Heathcote Cavendish 
1 15 23 28 33 35 15 22 25 22 30 
2 11 22 23 29 33 14 19 20 19 28 
3 10 20 22 25 28 13 16 19 19 26 
4 9 20 20 22 26 13 13 18 18 23 
5 8 20 20 18 23 10 10 13 16 16 
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(a) Mildura 
Figure 5.3 12-month moving cumulative precipitation and the threshold level for all stations 
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(b) Rainbow 
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(c) St Arnaud 
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(d) Chiltern 
Figure 5.3 12-month moving cumulative precipitation and the threshold level for all stations 
(continued) 
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(f) Sale 
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(g) Warburton 
Figure 5.3 12-month moving cumulative precipitation and the threshold level for all stations 
(continued) 
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(h) Wonthaggi 
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(i) Heathcote 
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(j) Cavendish 
Figure 5.3 12-month moving cumulative precipitation and the threshold level for all stations 
(continued)
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For the partial series, only a plotting position in the form of an average recurrence 
interval (ARI) of 𝑌𝑃 years should be calculated as below (Equation 5.5) (Pilgrim, 1987). This 
gives the following formula: 
 
                                                          𝑌𝑃(𝑚) =  
𝑁 + 0.2
𝑚 − 0.4
                                                                 (5.5)  
 
where 𝑚 = rank of the data in the series (the smallest drought having rank 𝑚 = 1) 
           𝑁 = number of years of record 
 
In contrast to flood analysis, the values are ranked from the smallest to the largest. The 
smallest value gives the most severe drought. The values ranged from 229 to 105 mm for the 
23 droughts events observed at Rainbow. 
 
Table 5.2 Average Recurrence Interval (ARI) and 12-month moving cumulative precipitation 
(mm) of 1 month duration for Rainbow station 
Rank 
Ranked minimum 12-months 
cumulative precipitation (mm) 
(observed) 
ARI  
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
105.0 
115.6 
136.0 
142.2 
142.4 
156.5 
165.4 
176.9 
176.9 
177.2 
180.2 
184.5 
203.0 
203.7 
204.1 
204.5 
207.5 
207.6 
212.3 
216.0 
217.4 
221.1 
229.2 
38.67 
14.50 
8.92 
6.44 
5.04 
4.14 
3.52 
3.05 
2.70 
2.42 
2.19 
2.00 
1.84 
1.71 
1.59 
1.49 
1.40 
1.32 
1.25 
1.18 
1.13 
1.07 
1.03 
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5.2.3 Fitting Log Pearson Type III (LPIII) Distribution 
 
The Log Pearson Type III (LPIII) distribution is recommended as a suitable general 
distribution for extreme value analysis, as detailed in flood (Srikanthan and McMahon, 1981; 
Pilgrim, 1987) and fire (Khastagir, 2013) frequency analyses in Australia. For drought 
frequency analysis, Srikanthan and McMahon (1985) proposed a methodology based on 
stochastically generated data to obtain average recurrence intervals of drought events in 
Victoria. Of three distributions (i.e parameters of gamma, Pearson type III and LPIII), only 
LPIII distribution gave results consistent with the historical information. In Iran, Zamani et 
al. (2014) carried out a study on the probabilistic behavior of extreme hydrological droughts. 
The results indicated that the Pearson Type III distribution provided a better fit to the data 
than the generalized logistic, generalized extreme value and log-normal distributions. 
Therefore, the LPIII distribution was adopted for the drought analysis in the present study. 
The performance of the distribution and the goodness of fit were also examined using the 
Kolmogorov-Smirnov test. Equation 5.6 illustrates the general equation for LPIII distribution. 
 
                                                                    log 𝑃𝑌 = 𝑀 + 𝐾𝑌𝑆                                                          (5.6) 
where, 
𝑃𝑌 = cumulative 12 month precipitation with an ARI of 1 in Y 
M  = mean of the logarithm of the minimum cumulative 12 month precipitation values 
𝐾𝑌 = frequency factor  
S   = standard deviation of the logarithms of the minimum cumulative 12 month   
        precipitation 
 
LPIII distribution was fitted to the identified minimum cumulative 12 month 
precipitation for 1, 2, 3, 4 and 5 month durations for all 10 stations (see Figure 5.4) using the 
Minitab software package. 
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(a) Mildura 
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(b) Rainbow 
Figure 5.4 Probability of exceedance of moving cumulative 12-month precipitation for 
different durations  
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(c) St Arnaud 
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(d) Chiltern 
Figure 5.4 Probability of exceedance of moving cumulative 12-month precipitation for 
different durations (continued) 
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(e) Omeo 
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(f) East Sale 
Figure 5.4 Probability of exceedance of moving cumulative 12-month precipitation for 
different durations (continued) 
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(g) Warburton 
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(h) Wonthaggi 
Figure 5.4 Probability of exceedance of moving cumulative 12-month precipitation for 
different durations (continued) 
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(i) Heathcote 
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(j) Cavendish 
Figure 5.4 Probability of exceedance of moving cumulative 12-month precipitation for 
different durations (continued) 
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The performance of the distribution and the goodness of fit were also examined using 
the Anderson-Darling (AD) test, (Stephens, 1974) which is used to test if a sample of data 
came from a population with a specific distribution. It is a modification of the Kolmogorov-
Smirnov (K-S) (Chakravarti et al., 1967) test and it gives more weight to the tails than the K-
S test. The AD can be calculated using Equation 5.7: 
 
                            𝐴𝐷 = (∑
(2𝑖 − 1)
𝑁
𝑁
𝑖=1
 [ln 𝐹(𝑌𝑖) + ln(1 − 𝐹(𝑌𝑁+1−𝑖)]) − 𝑁                        (5.7) 
 
where F is the cumulative distribution function of the specified distribution 
          i = position in an ascending order of magnitudes 
         N = number of data points 
 
If the AD test result is greater than the critical value (ADCV) shown in Equation 5.8, then 
the distribution is not significant at the 0.05 confidence level. The equation is: 
 
                                                     𝐴𝐷𝐶𝑉 =
0.752
1 +
0.75
𝑁 +
2.25
𝑁2
                                                             (5.8) 
 
Table 5.3 tabulates the AD and ADCV values for different durations for all 10 stations. 
For all durations, the LPIII distribution fitted the data well for the Omeo, East Sale, 
Warburton and Heathcote stations. Mildura, Rainbow and St Arnaud gave a good fit with 
LPIII distribution for three out of five of the durations, while for Chiltern and Wonthaggi 
LPIII distribution fitted the data well to two durations of the drought events. Where AD > 
ADCV, it was observed that this was by a very small amount. It can be concluded that LPIII 
distribution is a suitable distribution for drought frequency analysis for the selected stations 
in Victoria.  
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Table 5.3 AD and ADCV values for different durations for all 10 stations 
Stations 
 AD (ADCV) 
 1-m  2-m  3-m  4-m  5-m 
(a) Mildura   0.61(0.71)  0.32(0.69)  0.43(0.69)  0.84(0.68)  0.83(0.67) 
(b) Rainbow   0.81(0.73)  0.8(0.72)  0.64(0.72)  0.56(0.72)  0.34(0.72) 
(c) St Arnaud  0.94(0.73)  0.51(0.73)  0.52(0.72)  0.63(0.72)  0.84(0.72) 
(d) Chiltern   0.82(0.73)  0.90(0.73)  0.72(0.73)  0.80(0.72)  0.70(0.72) 
(e) Omeo   0.55(0.73)  0.71(0.73)  0.62(0.73)  0.56(0.73)  0.33(0.73) 
(f) East Sale   0.54(0.71)  0.52(0.71)  0.39(0.70)  0.4(0.70)  0.48(0.69) 
(g) Warburton  0.70(0.72)  0.48(0.72)  0.29(0.71)  0.35(0.70)  0.50(0.69) 
(h) Wonthaggi  1.22(0.73)  0.7(0.72)  0.88(0.72)  0.91(0.72)  0.34(0.70) 
(i) Heathcote  0.41(0.72)  0.47(0.72)  0.43(0.72)  0.36(0.72)  0.33(0.71) 
(j) Cavendish  0.83(0.73)  0.47(0.73)  0.57(0.73)  0.53(0.73)  0.25(0.71) 
* Values in parentheses represent the ADCV values 
*Results in boldface indicate the AD values are higher than ADCV values 
 
5.2.4 Severity-Duration-Frequency (SDF) curves 
 
Minimum 12-month moving cumulative precipitation values and the drought durations 
(i.e. 1, 2, 3, 4 and 5 months) corresponding to return periods of 2, 5, 10 and 20 years, 
respectively, were then plotted. Figure 5.5 presents the plots of the fitted LPIII distribution to 
the different return periods of droughts for all 10 stations. 
 
For the Mildura station (Figure 5.5a), taking the 1-month drought duration as an 
example, the estimated 12-month moving cumulative precipitations for 2, 5, 10 and 20 years 
return periods are 155, 127, 106 and 83 mm, respectively. Rainbow station gives almost 
similar results to Mildura for 1-month drought duration (Figure 5.5b). The estimated 12 
month moving cumulative precipitation for 2, 5, 10 and 20 years return periods are 189, 156, 
132 and 108 mm, respectively. St Arnaud shows higher values than the Mildura and Rainbow 
stations. The expected 12-month moving cumulative precipitation are 265, 212, 173 and 133 
mm for 2, 5, 10 and 20 years return periods, respectively (Figure 5.5c). 
 
124 
 
Chiltern and Omeo stations give almost similar results for the 1-month drought 
duration. The estimated 12-month moving cumulative precipitations for Chiltern for the same 
sequence of return periods are 417, 348, 304 and 264 mm (refer to Figure 5.5d) respectively. 
For Omeo, the expected 12-month moving cumulative precipitations are 453, 405, 375 and 
340 mm respectively (see Figure 5.5e). Comparable results are found for East Sale and 
Heathcote stations. For the 1-month drought duration, the 12-month moving cumulative 
precipitations for East Sale for 2, 5, 10 and 20 years return periods are 383, 333, 298 and 262 
mm, respectively (see Figure 5.5f). For Heathcote, the results obtained are 328, 270, 234 and 
200 mm respectively (Figure 5.5i). 
 
For Warburton, the estimated 12-month moving cumulative precipitations for 2, 5, 10 
and 20 years return periods are 795, 667, 564 and 456 mm respectively (Figure 5.5g). The 12-
month moving cumulative precipitations for the other two stations (i.e. Wonthaggi and 
Cavendish) for 2, 5, 10 and 20 years return periods are 548, 397, 259 and 200 mm and 505, 
462, 422 and 372 mm respectively, as shown in Figures 5.5h and j. 
 
 
(a) Mildura 
 
(b) Rainbow 
Figure 5.5 The 12-month minimum cumulative precipitation (mm) plot for each duration  
0
500
1000
0 5 10 15 20
1
2
 m
o
n
th
 m
o
vi
n
g 
cu
m
u
la
ti
ve
 p
re
ci
p
it
at
io
n
 
(m
m
) 
Return period
3
2
1
Duration in 
months
4
5
0
200
400
600
800
1000
1200
0 5 10 15 20
1
2
 m
o
n
th
 m
o
vi
n
g 
cu
m
u
la
ti
ve
 p
re
ci
p
it
at
io
n
 
(m
m
)
Return period
3
2
1
Duration in 
months
4
5
125 
 
 
(c) St Arnaud 
 
(d) Chiltern 
 
(e) Omeo  
Figure 5.5 The 12-month minimum cumulative precipitation (mm) plot for each duration 
(continued) 
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(f) East Sale 
 
(g) Warburton 
 
(h) Wonthaggi  
Figure 5.5 The 12-month minimum cumulative precipitation (mm) plot for each duration 
(continued) 
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(i) Heathcote 
 
(j) Cavendish 
Figure 5.5 The 12-month minimum cumulative precipitation (mm) plot for each duration 
(continued) 
 
Figure 5.6 depicts the 1-month drought duration for all stations. Note that the curves 
vary considerably from station to station. However, East Sale and Chiltern stations show 
similar pattern of curves. Another two stations which show similar curves and give similar 
values are Mildura and Rainbow. In the present study, since 70 stations were selected, 70 
nomographs needed to be developed with site-specific data for each station. Moreover, these 
curves cannot be used in other stations and new curves had to be developed to determine the 
SDF relationship. Therefore, further analysis was carried out in order to cluster the stations 
with similar drought characteristics, so that un-gauged stations or those with limited data 
could benefit by being matched with a similar cluster group. In addition, as discussed earlier 
in this chapter, separating stations into homogenous groups is very useful for water resources 
management purposes. 
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Figure 5.6 The 12-month cumulative rainfall below threshold level (mm) plot for all stations 
 
5.3 Identification of Homogeneous Regions for the Process of Regionalisation   
 
Two techniques, namely cluster analysis and modified Andrews curve were used in 
grouping study areas with similar drought characteristics. Eight variables (i.e. mean monthly 
precipitation, mean annual precipitation, mean monthly and mean annual precipitation 
coefficient of variations and mean seasonal precipitation (summer, autumn, winter and 
spring)) were used to classify the 70 stations in Victoria using these methods. For the 
computation of seasonal precipitation, the four seasons were defined as summer (December, 
January and February), autumn (March, April and May), winter (June, July and August) and 
spring (September, October and November). The analyses were carried out in the present 
study using precipitation as the basic parameter, making the analysis compatible with the SPI 
as its computation only requires rainfall data to identify drought (Raziei et al., 2008; Raziei et 
al., 2009). Table 5.4 tabulates the values of the above variables for all the stations. 
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Table 5.4 Climatic variables used in the study 
Stations 
Mean 
Monthly 
pre. 
(MMP) 
Mean 
Annual 
pre. 
(MAP) 
Mean 
CVM 
Mean 
CVA 
Mean 
Summer 
pre.  
(MSu) 
Mean 
Autumn 
pre.  
(MA) 
Mean 
Winter 
pre.  
(MW) 
Mean 
Spring 
pre.  
(MSp) 
Annuello 
Mildura Airport 
Murrayville 
Ouyen 
Walpeup Research 
Berriwillock 
Narraport 
Tyrrell Downs 
Rainbow 
Woomelang 
Gerang Gerung 
Warracknabeal  
Nhill  
Yanac North 
Kaniva 
Clear Lake 
Drung Drung 
Edenhope  
Horsham  
Natimuk 
St Arnaud 
Echuca  
Gladfield  
Kerang 
Rochester 
Colbinabin 
Dookie  
Molka 
Natte Yallock 
Tatura  
Carboor 
Chiltern  
Eldorado 
Strathbogie 
Tallangatta  
Woorage 
Eurobin 
Omeo  
Ensay 
 
25.8 
24.1 
27.2 
27.7 
27.9 
28.8 
29.5 
25.6 
29.0 
28.8 
33.4 
31.4 
33.6 
33.4 
37.6 
41.8 
36.8 
47.4 
37.3 
36.7 
36.4 
35.6 
30.4 
31.2 
37.1 
42.7 
46.0 
49.5 
39.1 
40.4 
76.2 
57.7 
55.5 
80.6 
69.9 
67.6 
95.4 
56.1 
58.5 
 
315.8 
292.1 
326.6 
332.4 
335.5 
349.3 
354.1 
307.8 
347.6 
349.0 
407.8 
370.8 
405.4 
399.4 
452.1 
500.9 
443.4 
570.3 
448.1 
440.9 
435.7 
428.2 
346.8 
374.9 
447.6 
514.1 
551.4 
523.5 
476.6 
484.4 
915.3 
693.0 
665.3 
969.5 
840.1 
814.3 
1150.1 
674.5 
703.7 
 
0.14 
0.13 
0.23 
0.18 
0.17 
0.20 
0.22 
0.20 
0.25 
0.21 
0.29 
0.27 
0.29 
0.31 
0.35 
0.33 
0.29 
0.40 
0.28 
0.28 
0.23 
0.17 
0.18 
0.18 
0.17 
0.19 
0.20 
0.24 
0.22 
0.15 
0.30 
0.22 
0.20 
0.35 
0.23 
0.29 
0.33 
0.12 
0.15 
 
0.33 
0.33 
0.29 
0.32 
0.31 
0.32 
0.30 
0.32 
0.30 
0.30 
0.26 
0.29 
0.25 
0.28 
0.24 
0.21 
0.27 
0.22 
0.25 
0.23 
0.31 
0.33 
0.34 
0.33 
0.32 
0.31 
0.32 
0.31 
0.28 
0.31 
0.28 
0.28 
0.29 
0.28 
0.27 
0.29 
0.26 
0.24 
0.24 
 
24.2 
23.2 
21.8 
23.6 
23.5 
22.1 
22.3 
19.6 
22.5 
22.6 
24.5 
22.5 
23.9 
22.6 
23.5 
27.3 
26.5 
26.1 
25.9 
26.0 
26.8 
28.0 
24.6 
25.0 
30.9 
33.8 
35.2 
35.8 
30.2 
33.9 
52.1 
45.2 
44.1 
49.7 
53.5 
45.9 
62.2 
54.6 
62.3 
 
23.5 
21.1 
23.4 
24.4 
24.9 
27.0 
26.7 
23.8 
25.0 
25.7 
28.0 
27.9 
28.9 
29.1 
33.2 
35.7 
31.7 
42.4 
33.7 
31.2 
33.7 
34.6 
28.3 
29.4 
35.1 
39.3 
44.2 
45.7 
35.3 
37.7 
66.7 
51.5 
49.3 
72.9 
61.3 
61.8 
83.3 
49.4 
51.5 
 
27.2 
24.8 
33.3 
31.0 
32.4 
33.6 
35.3 
30.0 
36.7 
34.6 
44.1 
40.4 
44.8 
44.6 
52.9 
57.3 
49.1 
70.2 
48.3 
48.7 
45.9 
42.0 
35.7 
36.0 
43.8 
52.0 
56.8 
63.5 
48.9 
46.5 
106.8 
73.9 
68.8 
118.0 
90.4 
92.6 
138.0 
54.8 
53.4 
 
28.1 
27.5 
30.4 
31.6 
30.8 
32.5 
33.6 
29.1 
31.6 
32.5 
37.0 
34.7 
36.9 
37.5 
41.0 
46.7 
39.8 
51.0 
41.3 
40.7 
39.3 
38.0 
32.8 
34.3 
38.6 
45.5 
47.6 
53.2 
41.8 
43.5 
79.1 
60.1 
59.8 
81.6 
74.2 
70.2 
98.3 
65.5 
67.0 
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Table 5.4 Climatic variables used in the study (continued) 
Stations 
Mean 
Monthly 
pre. 
(MMP) 
Mean 
Annual 
pre. 
(MAP) 
Mean 
CVM 
Mean 
CVA 
Mean 
Summer 
pre.  
(MSu) 
Mean 
Autumn 
pre.  
(MA) 
Mean 
Winter 
pre.  
(MW) 
Mean 
Spring 
pre.  
(MSp) 
Gabo Island  
Nowa Nowa 
Black Mountain 
Foster  
Fish Creek  
East Sale Airport 
Warragul 
Caulfield  
Melb. Regional Office 
Warburton  
Ventnor  
Wonthaggi 
Bannockburn 
Moorabool  
Scotsburn  
Avenel  
Clunes 
Lake Eildon 
Heathcote 
Malmsbury  
Newstead 
Cavendish  
Mirranatwa 
Wickliffe 
Derrinallum 
Branxholme  
Cape Otway  
Casterton 
Dergholm  
Merino 
Kolora  
 
78.4 
70.9 
60.1 
91.7 
86.4 
49.8 
85.2 
60.4 
54.2 
116.5 
65.1 
78.4 
46.4 
78.1 
36.6 
50.1 
48.4 
70.9 
47.7 
60.5 
44.8 
52.6 
55.6 
46.5 
47.5 
54.4 
74.9 
52.2 
57.1 
60.7 
53.3 
 
938.7 
849.6 
722.7 
1099.7 
1031.7 
599.9 
1022.1 
724.4 
649.6 
1399.5 
776.3 
939.5 
515.0 
940.0 
777.3 
598.9 
582.8 
857.5 
573.9 
725.6 
539.2 
631.7 
667.7 
558.6 
571.5 
655.8 
894.1 
626.2 
687.2 
731.4 
644.7 
 
0.15 
0.16 
0.17 
0.22 
0.22 
0.13 
0.20 
0.11 
0.11 
0.30 
0.23 
0.26 
0.19 
0.27 
0.59 
0.21 
0.23 
0.27 
0.23 
0.28 
0.22 
0.30 
0.31 
0.23 
0.21 
0.34 
0.31 
0.38 
0.38 
0.37 
0.24 
 
0.26 
0.26 
0.23 
0.17 
0.17 
0.24 
0.17 
0.22 
0.21 
0.20 
0.17 
0.18 
0.22 
0.21 
0.18 
0.28 
0.24 
0.23 
0.28 
0.25 
0.25 
0.20 
0.19 
0.19 
0.21 
0.21 
0.17 
0.19 
0.20 
0.20 
0.20 
 
68.5 
67.4 
64.1 
64.3 
59.6 
47.3 
64.3 
53.9 
51.5 
77.2 
45.8 
52.0 
41.5 
56.1 
30.3 
38.0 
36.6 
48.6 
35.7 
41.8 
34.5 
34.3 
35.9 
33.6 
35.8 
32.5 
46.5 
29.6 
32.7 
34.6 
37.8 
 
85.2 
66.1 
53.5 
90.9 
88.1 
49.6 
81.7 
62.5 
54.4 
101.4 
65.3 
79.5 
37.9 
68.8 
47.4 
46.1 
43.6 
63.5 
44.7 
54.4 
39.6 
47.6 
48.9 
43.0 
43.7 
49.2 
72.4 
45.7 
50.3 
53.9 
50.0 
 
86.5 
71.3 
51.9 
111.7 
105.3 
44.9 
95.0 
58.8 
49.1 
151.9 
80.0 
99.4 
47.3 
99.8 
40.7 
63.2 
61.3 
95.6 
60.8 
80.7 
55.5 
69.6 
73.2 
55.9 
55.9 
75.8 
102.3 
76.7 
83.6 
87.6 
65.8 
 
73.3 
78.7 
71.0 
99.8 
92.6 
57.5 
99.6 
66.4 
61.5 
135.3 
69.2 
82.6 
58.8 
87.8 
27.9 
52.9 
52.1 
76.1 
49.7 
65.0 
49.4 
59.0 
64.5 
53.4 
54.7 
60.2 
78.3 
56.7 
61.9 
66.7 
59.8 
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5.3.1 Cluster Analysis 
 
Cluster analysis is the term applied to a number of techniques that seek to divide a set 
of objects into several groups or clusters so that objects within the same group are more 
similar to each other than objects in different groups. It requires the quantification of 
similarity or dissimilarity between objects. However, there is no clear definition of either 
similarity or dissimilarity. Distance is a much more clearly described quantity.  
 
Hierarchical clustering techniques are often used due to their simplicity and develop 
naturally from the concepts of distance and similarity. There are a number of distance 
measures available within Minitab. The first stage in identifying groups of homogeneous 
regions is to undertake cluster analyses using different measures of similarity and linkage 
methods. The different similarity measures include the Euclidean distance, the squared 
Euclidean distance, the Pearson, the squared Pearson and Manhattan. The squared Euclidean 
distance is the most commonly used measure. The linkage methods available include single 
and average, complete linkage, centroid and median clustering, and Ward's method (WARD). 
Nathan and McMahon (1990) concluded that the most successful combination of similarity 
measure and linkage method was Ward's method (WARD) with the squared Euclidean 
distance (SEUCLID). 
 
Ragno et al. (2007) carried out a study on the application of cluster analysis and 
multivariate classification methods to spring water monitoring data. In this study, the 
hierarchic agglomerative cluster algorithm applied was the weighted average linkage, 
whereas the distance elaboration was performed by adopting the squared Euclidean distance. 
Raziei et al. (2008) used principal component analysis and cluster analysis in their study. The 
use of precipitation as the basic parameter made the analysis compatible with that performed 
on drought using the SPI. 
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5.3.2 Modified Andrews Curve 
 
In data visualization, an Andrews plot or Andrews curve is a way to visualize structure 
in high-dimensional data (Andrews, 1972). The multi-dimensional plots used to assess 
catchment similarity are based on a function and allow a point in multidimensional space to 
be represented by a two-dimensional curve. The difference between two curves is 
proportional to the Euclidean distance metric, a distance similarity measure in cluster 
analysis. Clusters of similar catchments will appear as a band of closely spaced curves, and 
any catchments that fall outside the identified band may be assumed to belong to a different 
group. Andrews’ technique allows the group membership to be determined for a new 
catchment. The new catchment’s derived curve is compared with the signatures of different 
group curves to determine the most suitable match. This approach has a great advantage over 
the other analyses, but also has certain disadvantages. 
 
Nathan and McMahon (1990) used the multi-dimensional plotting technique developed 
by Andrews (1972) to separate catchments into homogenous groups based on the low-flow 
characteristics of the catchments. The major advantage of this technique is that the degree of 
similarity between an ungauged catchment as well as any nearby cluster group will provide 
confidence to users who want to use predictive equations for the clusters. One of the major 
drawbacks of Andrews plots is that, while they are able to preserve the distance and the 
average, they are not order preserving. i.e. if we change the order of variables the shape of the 
curves is completely different (Khattree and Naik, 2002). Since in the Andrews functions 
variables are used as the coefficients of the trigonometric functions, the statistical variation of 
the data is intermixed with the periodic variation of the sine and cosine waves, thereby 
making the plots sometimes harder to interpret. Therefore, Khattree and Naik (2002) 
proposed a new function as an alternative to an Andrews plot where each variable is assigned 
as a coefficient to a sine term as well as a cosine term. This approach is used in the present 
study, and is discussed in detail in Section 5.3.3. 
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5.3.3 Application of Cluster Analysis and Modified Andrews Curve 
 
Cluster analysis 
 
A cluster analysis was carried out before applying an Andrews curve for catchment 
grouping. The number of homogeneous groups with similar characteristics was determined 
by applying cluster analysis using dendrogram plots. The catchment variables shown in the 
previous section (see Table 5.4) were used for cluster analysis as a means of identifying 
catchment groups. Minitab Statistical Software Version 16 was used to perform the cluster 
analysis using different measures of similarity and linkage methods. As was discussed in 
Section 5.3.1, the different similarity measures available on Minitab include the Euclidean 
distance, the squared Euclidean distance, the Pearson, the squared Pearson and Manhattan. 
The linkage methods available included the single and average, complete linkage, centroid 
and median clustering and Ward's method (WARD). A preliminary assessment of each 
clustering procedure was done by referencing to the associated dendrogram plot, a 
dendrogram being a graphical display of the similarity between individual catchments and 
between groups of catchments.  
 
In the present study, most combinations of the above linkage methods using different 
distance measures were tested. However, only three cluster techniques are reported here, 
namely WARD with squared Euclidean distance, centroid linkage and Euclidean distance and 
complete linkage and squared Euclidean distance (see Figures 5.7, 5.8 and 5.9). The 
preliminary screening indicated that, the most successful combinations of similarity measure 
and linkage method were complete linkage and squared Euclidean distance. This was evident 
by the highest similarity level (79.2%) obtained when compared to the others. Drought 
clusters were formed at different similarity levels for Cluster 1 (96.99%), Cluster 2 (97.52%), 
Cluster 3 (99.53%), Cluster 4 (97.64%), Cluster 5 (98.57%) and Cluster 6 (79.2%). 
Therefore, complete linkage and squared Euclidean distance were used to determine the 
number of homogeneous groups with similar drought characteristics. From this analysis, six 
cluster groupings with different rainfall patterns were formed with Cluster 1 (23 stations), 
Cluster 2 (15 stations), Cluster 3 (11 stations), Cluster 4 (16 stations), Cluster 5 (4 stations) 
and Cluster 6 (1 station) respectively, as shown in Figure 5.9. Table 5.5 tabulates the names 
of stations in each cluster as identified in the dendrogram plot. 
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Figure 5.7 Dendrogram of droughts by cluster analysis based on Ward linkage and squared Euclidean distance for all 70 stations 
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Figure 5.8 Dendrogram of droughts by cluster analysis based on centroid linkage and Euclidean distance for all 70 stations 
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Figure 5.9 Dendrogram of droughts by cluster analysis based on complete linkage and squared Euclidean distance for all 70 stations  
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Table 5.5 Stations in each cluster based on the dendogram diagram 
 Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5 Cluster 6 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
 
Annuello 
Mildura Airport 
Murrayville 
Ouyen 
Walpeup Research 
Berriwillock 
Narraport 
Tyrrell Downs 
Rainbow 
Woomelang 
Gerang Gerung 
Warracknabeal 
Nhill 
Yanac North 
Kaniva 
Drung Drung 
Horsham 
Natimuk 
St Arnaud 
Echuca 
Gladfield 
Kerang 
Rochester 
 
Clear Lake 
Edenhope 
Colbinabin 
Dookie 
Molka 
Natte Yallock 
Tatura 
East Sale 
Bannockburn 
Avenel 
Clunes 
Heathcote 
Newstead 
Wickliffe 
Derrinallum 
 
Carboor 
Strathbogie 
Tallangatta 
Woorage 
Gabo Island 
Nowa Nowa 
Wonthaggi 
Moorabool 
Lake Eildon 
Cape Otway 
Ventnor 
 
Chiltern 
Eldorado 
Omeo 
Ensay 
Black Mountain 
Caulfield 
Scotsburn 
Malmsbury 
Mirranatwa 
Dergholm 
Merino 
Kolora 
Melbourne Regional Office 
Cavendish 
Branxholme 
Casterton 
 
Eurobin 
Foster 
Fish Creek 
Warragul 
 
 
Warburton 
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Modified Andrews Curve 
 
Once the optimum number of homogeneous groups was determined using cluster 
analysis, modified Andrews curves were plotted for each group. A point in a moving three-
dimensional image is presented via the function:  
                         
      𝑔𝑦(𝑡) =
1
√2
{𝑦1 + 𝑦2 (sin(𝑡) + cos (𝑡)) + 𝑦3 (sin(𝑡) − cos(𝑡))                                       (5.9) 
 
𝑦4(sin(2𝑡) + cos(2𝑡)) + 𝑦5(sin(2𝑡) − cos(2𝑡)) +} 
 
The variables 𝑦1, 𝑦2, …represent each of the variables used to characterise the 
catchment and the function 𝑔𝑦(𝑡) is the full range of 𝑡 values - to +. In a modified 
Andrews plot, a series of points (𝑔𝑦(𝑡) values) between - to  for a catchment is drawn. 
This provides a quick visual comparison of homogeneous groups.  
 
In this study, the modified Andrews curve for each station was obtained by applying the 
variables of each station (Table 5.4) in Equation 5.10.  
 𝑔𝑦(𝑡) =
1
√2
𝑀𝑀𝑃 + 𝐶𝑉𝑀 (sin(𝑡) + cos(𝑡)) +
𝑀𝐴𝑃 (𝑠𝑖𝑛(𝑡) − cos(𝑡))                           (5.10) 
               + 𝐶𝑉𝐴 (sin(2𝑡) + cos (2𝑡)) + 𝑀𝑆𝑢 (sin(2𝑡) − cos(2𝑡)) +  𝑀𝐴 (sin(3𝑡) + cos (3𝑡))       
                + 𝑀𝑊 (sin(3𝑡) − cos(3𝑡)) +  𝑀𝑆𝑝 (sin(4𝑡) + cos (4𝑡))                 
 
where MMP is the mean monthly precipitation, 𝐶𝑉𝑀 is the mean coefficient of monthly 
precipitation variation, MAP is the mean annual precipitation, 𝐶𝑉𝐴 is the mean coefficient of 
annual precipitation variation, 𝑀𝑆𝑢 is the mean summer precipitation,  𝑀𝐴 is the mean autumn 
precipitation, 𝑀𝑊 is the mean winter precipitation and 𝑀𝑆𝑝 is the mean spring precipitation.  
 
Figure 5.10 depicts modified Andrews curves for all catchments. Catchments belonging 
to a particular group appear as a band of closely spaced curves. Any catchment which falls 
outside the identified band is then removed from the plot and assumed to belong to another 
group. These plots clearly demonstrate the heterogeneous nature of catchments when all the 
70 catchments were considered.  
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Figure 5.10 Modified Andrews curves for all 70 stations 
 
Figure 5.11 depicts the modified Andrews curves for catchments in each cluster 
identified from the dendogram plot. It is important to refine the cluster groups to ensure that 
all the curves in a cluster fall into a narrow band. In refining the cluster groups, outliers were 
removed from each cluster. An outlier is defined as a curve which is located at a far distance 
from the rest of the curves in a cluster. The curves of the outliers were compared with curves 
in other clusters to obtain a better fit, or a separate group of curves was combined to form a 
new cluster.  
 
For example, it can be observed in Figure 5.11d that the curve developed for 
Scotsburn is an outlier. Hence, it was decided to remove the curve for Scotsburn from Cluster 
4 and move it to Cluster 3 (Figure 5.12). The remaining clusters showed good agreement in 
classifying the selected stations using cluster analysis and modified Andrews curves. 
Therefore, for Clusters 1, 2, 5 and 6, the stations remained in the original clusters. The six 
homogenous groups formed after refinement based on Andrews curves are plotted in Figure 
5.12 and given in Table 5.6. 
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(a) Cluster 1 
 
(b) Cluster 2 
 
(c) Cluster 3 
Figure 5.11 Andrews curves for each cluster from the dendrogram plot 
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(d) Cluster 4 
 
(e) Cluster 5 
 
(f) Cluster 6 
Figure 5.11 Modified Andrews curves for each cluster from the dendrogram plot (continued) 
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(a) Cluster 1 
 
(b) Cluster 2 
 
 
(c) Cluster 3 
Figure 5.12 Modified Andrews curves for all clusters after refinement 
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(d) Cluster 4 
 
(e) Cluster 5 
 
(f) Cluster 6 
 Figure 5.12 Modified Andrews curves for all clusters after refinement (continued) 
 
-800
-600
-400
-200
0
200
400
600
800
-4 -3 -2 -1 0 1 2 3 4g
y(
t)
t
Chiltern
Eldorado
Omeo
Ensay
Black Mountain
Caulfield
Melb Regional Off
Malmsbury
Cavendish
Mirranatwa
Branxholme
Casterton
Merino
-1200
-800
-400
0
400
800
1200
-4 -3 -2 -1 0 1 2 3 4g
y(
t)
t
Eurobin
Foster
Fish Creek
Warragul
-1500
-1000
-500
0
500
1000
1500
-4 -3 -2 -1 0 1 2 3 4g
y(
t)
t
Warburton
144 
 
Table 5.6 Stations in each cluster after refinement based on modified Andrews curves 
 
 Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5 Cluster 6 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
 
Annuello 
Mildura Airport 
Murrayville 
Ouyen 
Walpeup Research 
Berriwillock 
Narraport 
Tyrrell Downs 
Rainbow 
Woomelang 
Gerang Gerung 
Warracknabeal 
Nhill 
Yanac North 
Kaniva 
Drung Drung 
Horsham 
Natimuk 
St Arnaud 
Echuca 
Gladfield 
Kerang 
Rochester 
 
Clear Lake 
Edenhope 
Colbinabin 
Dookie 
Molka 
Natte Yallock 
Tatura 
East Sale 
Bannockburn 
Avenel 
Clunes 
Heathcote 
Newstead 
Wickliffe 
Derrinallum 
 
Carboor 
Strathbogie 
Tallangatta 
Woorage 
Gabo Island 
Nowa Nowa 
Wonthaggi 
Moorabool 
Lake Eildon 
Cape Otway 
Ventnor 
Scotsburn 
 
Chiltern 
Eldorado 
Omeo 
Ensay 
Black Mountain 
Caulfield 
Malmsbury 
Mirranatwa 
Dergholm 
Merino 
Kolora 
Melbourne Regional Office 
Cavendish 
Branxholme 
Casterton 
 
 
Eurobin 
Foster 
Fish Creek 
Warragul 
 
 
Warburton 
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The mean group curve for each group is given in Figure 5.13. While developing the 
mean group curve, two stations from Clusters 1 and 4 and one station from Clusters 2 and 3 
were kept as independent stations. For Cluster 1, Gladfield and Kerang stations were kept as 
independent stations to verify the developed SDFmean. For Cluster 4, Kolora and Dergholm 
were chosen. These clusters were selected because they have more stations than other 
clusters. For Clusters 2 and 3, Newstead and Lake Eildon stations respectively, were chosen. 
The entire classification is mapped in Figure 5.14 below. 
 
 
Figure 5.13 Mean modified Andrews curves for different clusters 
 
For this study, six equations were developed for the six clusters based on the modified 
Andrews curve equation (see Equation 5.10). These could be used to identify the cluster of an 
unknown station. The modified Andrews curve of an un-gauged catchment is then compared 
with the mean curve of each cluster (Figure 5.13), since regions obtained by the cluster 
analysis approach are generally discontiguous in space (Vezza et al., 2010). The equations 
are as follows: 
 
For Cluster 1: 
𝑔𝑦(𝑡) =
1
√2
32 + 0.2 (sin(𝑡) + cos(𝑡)) + 380 (𝑠𝑖𝑛(𝑡) − cos(𝑡))                                   (5.11) 
             + 0.3 (sin(2𝑡) + cos (2𝑡)) + 24 (sin(2𝑡) − cos(2𝑡)) 
             + 28 sin((3𝑡) + cos (3𝑡)) + 39 (sin(3𝑡) − cos(3𝑡)) +  35 (sin(4𝑡) + cos (4𝑡))     
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For Cluster 2: 
𝑔𝑦(𝑡) =
1
√2
46 + 0.2 (sin(𝑡) + cos(𝑡)) + 544 (𝑠𝑖𝑛(𝑡) − cos(𝑡))                                   (5.12) 
             + 0.3 (sin(2𝑡) + cos (2𝑡)) + 35 (sin(2𝑡) − cos(2𝑡)) 
             + 42 sin((3𝑡) + cos (3𝑡)) + 56 (sin(3𝑡) − cos(3𝑡)) +  51 (sin(4𝑡) + cos (4𝑡))    
 
For Cluster 3: 
𝑔𝑦(𝑡) =
1
√2
74 + 0.2 (sin(𝑡) + cos(𝑡)) + 885 (𝑠𝑖𝑛(𝑡) − cos(𝑡))                                   (5.13) 
             + 0.2 (sin(2𝑡) + cos (2𝑡)) + 53 (sin(2𝑡) − cos(2𝑡)) 
             + 69 sin((3𝑡) + cos (3𝑡)) + 95 (sin(3𝑡) − cos(3𝑡)) +  77 (sin(4𝑡) + cos (4𝑡))    
 
For Cluster 4: 
𝑔𝑦(𝑡) =
1
√2
55 + 0.3 (sin(𝑡) + cos(𝑡)) + 686 (𝑠𝑖𝑛(𝑡) − cos(𝑡))                                   (5.14) 
             + 0.2 (sin(2𝑡) + cos (2𝑡)) + 43 (sin(2𝑡) − cos(2𝑡)) 
             + 51 sin((3𝑡) + cos (3𝑡)) + 67 (sin(3𝑡) − cos(3𝑡)) +  61 (sin(4𝑡) + cos (4𝑡))    
 
For Cluster 5: 
𝑔𝑦(𝑡) =
1
√2
90 + 0.2 (sin(𝑡) + cos(𝑡)) + 1076 (𝑠𝑖𝑛(𝑡) − cos(𝑡))                                 (5.15) 
             + 0.2 (sin(2𝑡) + cos (2𝑡)) + 63 (sin(2𝑡) − cos(2𝑡)) 
             + 86 sin((3𝑡) + cos (3𝑡)) + 113 (sin(3𝑡) − cos(3𝑡)) + 98 (sin(4𝑡) + cos (4𝑡))    
 
For Cluster 6: 
𝑔𝑦(𝑡) =
1
√2
116.5 + 0.3 (sin(𝑡) + cos(𝑡)) + 1400 (𝑠𝑖𝑛(𝑡) − cos(𝑡))                           (5.16) 
           + 0.2 (sin(2𝑡) + cos (2𝑡)) + 77 (sin(2𝑡) − cos(2𝑡)) 
         + 101 sin((3𝑡) + cos (3𝑡)) + 152 (sin(3𝑡) − cos(3𝑡)) +  135 (sin(4𝑡) + cos (4𝑡))    
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Figure 5.14 Classification of stations based on regionalisation methods 
 
5.4 Drought Severity-Duration-Frequency (SDF) Curves for each Region 
 
In the previous section, the SDF curves have been developed for 10 stations. Using the 
same methodology, the SDF curves were then developed for the remaining 60 stations. As 
mentioned earlier, two stations from Clusters 1 (i.e. Gladfield and Kerang) and 4 (i.e. Kolora 
and Dergholm) and one station from Clusters 2 (i.e. Newstead) and 3 (i.e. Lake Eildon) were 
kept as independent stations for verification of the accuracy of the SDF curves developed for 
each region. The signature or the mean SDF (SDFmean) for each group was then computed 
(excluding the independent station) to enable identification of the risk of drought with a 
certain severity occurring in a catchment with a homogeneous signature in the future (Figure 
5.15).  
 
For Cluster 1 and 2-year return period, for all durations, the estimated 12-month 
moving cumulative precipitation are  219, 436.5, 655.6, 886.3 and 1112.4 mm, respectively. 
For 5-, 10- and 20-year return periods and for all durations, the estimated 12-month moving 
cumulative precipitation range from 175 to 935.5, from 144 to 814 and from 115 to 697 mm, 
respectively (Figure 5.15a). For Cluster 2, the estimated 12-month cumulative precipitation 
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droughts for all durations for 2, 5, 10 and 20 years return periods range from 345.8 to 1658, 
289.8 to 1426.3, 248 to 1287.4 and 205.5 to 1166.4 mm, respectively (Figure 5.15b). 
 
For Cluster 3, the droughts of 2- year return period for 1, 2, 3, 4 and 5 months are 595, 
1188, 1753.8, 2321.4 and 2893 mm, respectively. The estimated 12-month moving 
cumulative precipitations for 5-, 10- and 20-year return periods for the same sequence of 
durations range from 507 to 2596, from 444 to 2389.3 and from 381 to 2183 mm, 
respectively (Figure 5.15c). For Cluster 4, estimated 12-month cumulative precipitation 
droughts for all durations for 2, 5, 10 and 20 years return periods range from 461 to 2297, 
409 to 2038.7, 369.4 to 1853.7 and 327.5 to 1666.4 mm, respectively (Figure 5.15d). For 
Cluster 5, estimated 12-month cumulative precipitation droughts for all durations for 2, 5, 10 
and 20 years return periods range from 863.4 to 4191.8, 790.6 to 3858.5, 734.5 to 3644 and 
675.8 to 3447.7 mm, respectively (Figure 5.15e). Finally, for Cluster 6, droughts of 2-, 5-, 10- 
and 20-year return periods for 1, 2, 3, 4 and 5 months range from 1027 to 4738.7, 899 to 
4356.8, 796.3 to 4114.4, 688 to 3889.5 mm, respectively. 
 
 
(a) Cluster 1 
Figure 5.15 The 12-month moving cumulative precipitation (mm) plot for each cluster 
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(b) Cluster 2 
 
(c) Cluster 3 
 
(d) Cluster 4 
Figure 5.15 The 12-month moving cumulative precipitation (mm) plot for each cluster 
(continued) 
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(e) Cluster 5 
 
(f) Cluster 6 
Figure 5.15 The 12-month moving cumulative precipitation (mm) plot for each cluster 
(continued) 
 
5.5 Error Percentage between the Mean SDF of the Cluster and the Dependent and 
Independent Stations 
 
To check the accuracy of the developed 𝑆𝐷𝐹𝑀𝑒𝑎𝑛 for each cluster, the percentage error 
between the values from the SDF of individual stations were compared with the 
corresponding values obtained from 𝑆𝐷𝐹𝑀𝑒𝑎𝑛 for a particular homogenous cluster. The 
percentage error was calculated using Equation 5.17: 
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                            % 𝐸𝑟𝑟𝑜𝑟 = (
𝑆𝐷𝐹𝑠𝑡𝑎𝑡𝑖𝑜𝑛 − 𝑆𝐷𝐹𝑀𝑒𝑎𝑛
𝑆𝐷𝐹𝑠𝑡𝑎𝑡𝑖𝑜𝑛
) × 100                                               (5.17)  
where, 
         𝑆𝐷𝐹𝑀𝑒𝑎𝑛 = recurrence interval SDF value from the mean SDF of the cluster  
         𝑆𝐷𝐹𝑠𝑡𝑎𝑡𝑖𝑜𝑛 = recurrence interval SDF value from the dependent and independent 
stations 
 
The percentage error values obtained between the dependent stations and SDFmean for 
Clusters 1, 2, 3, 4, and 5 respectively were calculated and the results are given in Appendix 
G, Tables G1 - G4. Cluster 6 has only one station in its cluster. Hence, the percentage error 
value was not calculated. In Australia, Chiew et al. (2008) carried out a study to calibrate and 
verify the rainfall-runoff models using streamflow data over 183 catchments. The verification 
results show that the errors in the mean annual runoff are less than 20 percent in more than 
half the catchments and therefore taken 20% as the limit. Boughton and Chiew (2008) in their 
study to develop linear regression equations for the estimation of average annual runoff on 
ungauged catchments estimated that two-thirds of the estimates of average annual runoff 
were within 25% of the actual value. Hence, they have taken the percentage error band as 
25%.  
 
From the percentage error values given in Table 5.7 and Appendix G, Tables G1 to 
G4, most of the stations (82%) show the errors are less than 20%. Therefore, the threshold 
value of ±20% error was selected as acceptable for this analysis. For sample calculation, 
Cluster 5 was chosen and the results are given in Table 5.7. Cluster 5 has four stations in its 
cluster. The errors varied between 0.2 and 33 respectively. All of the stations showed less 
than 20%, except for Eurobin for 1-month duration (5, 10, 20 ARIs), 2-month duration (5 
ARI), 3-month duration (2 ARI), 4-month duration (5 ARI) and 5-month duration (5 ARI).  
 
Cluster 1 has 21 stations in its cluster. With the exception of Annuello for 1-month 
duration (2 ARI), Mildura for all durations (all ARIs), Murrayville for 1-month duration (all 
ARIs), 2-month duration (2, 5, 10 ARIs), 3-month duration (2, 5 ARIs) and 4-month duration 
(2 ARI), Walpeup for 1-month duration (20 ARI) and 5-month duration (2 ARI), Nhill for 4-
month duration (10 ARI) and 5-month duration (2, 5 ARIs), Drung Drung for 4-month 
duration (5 ARI) and 5-month duration (2, 5 ARIs), others show less than 20% of errors. 
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For Cluster 2, Colbinabin for 2-month duration (2 ARI), Molka for 5-month duration (2 
ARI), Natte Yallock for 4-month duration (10, 20 ARIs) and 5-month duration (all ARIs), 
Tatura for 1-month duration (2, 5 ARIs), 2-month duration (2, 5 ARIs) and 4-month duration 
(2 ARI), Bannockburn for 1-month duration (2, 5 ARIs) and 2-month duration (2 ARI), 
Avenel for 2-month duration (20 ARI), 4-month duration (20 ARI) and 5-month duration (20 
ARI), Clunes for 4-month duration (2 ARI), Heathcote for 1-month duration (2 ARI) and 2-
month duration (2 ARI), Wickliffe for 1-month duration (2, 5 ARIs), 2-month duration (2 
ARI) and 3-month duration (2 ARI) and Derrinallum for 1-month duration (2 ARI) and 3-
month duration (2 ARI) give percentage errors above 20%. 
 
For Cluster 3, all of the stations showed less than 20% percentage errors, except for 
Carboor for 2-month duration (20 ARI), 3-month duration (all ARIs), 4-month duration (all 
ARIs) and 5-month duration (5, 10; 20 ARIs), Strathbogie for 1-month duration (10 ARI), 2-
month duration (2, 5; 10  ARIs), 3-month duration (all ARIs), 4-month duration (all ARIs) 
and 5-month duration (all ARIs), Nowa Nowa for 1-month duration (20 ARI), Wonthaggi for 
1-month duration (5, 10; 20 ARIs), 3-month duration (2 ARI), 4-month duration (2 ARI) and 
5-month duration (2 ARI), Moorabool for 1-month duration (all ARIs), 2-month duration (all 
ARIs), 3-month duration (all ARIs), 4-month duration (all ARIs) and 5-month duration (2 
ARI), Cape Otway for all durations (all ARIs), Ventnor for 4-month duration (5, 10 ARI) and 
5-month duration (2, 5, 10 ARIs) and Scotsburn for 1-month duration (5, 10, 20 ARIs), 2-
month duration (5, 10, 20 ARIs), 3-, 4- and 5-month durations (all ARIs). 
 
Cluster 4 has 13 stations in its cluster. With the exception of Chiltern for 1-month 
duration (2, 5 ARIs), Eldorado for 1-month duration (all ARIs), 2-month duration (2, 1;5 
ARIs) and 3-month duration (2 ARI), Omeo for 3-month duration (20 ARI), 4-month 
duration (20 ARI) and 5-month duration (20 ARI), Ensay for 4-month duration (20 ARI), 
Malmsbury for 1-month duration (all ARIs), 2-month duration (all ARIs), 3-month duration 
(all ARIs) and 4-month duration (2 ARI), Mirranatwa for 2-month duration (2 ARI), Merino 
for 3-month duration (2 ARI), Cavendish for 1-month duration (2, 5, 10 ARIs), 2-month 
duration (2, 5, 10 ARIs), 3-month duration (2, 5, 10 ARIs), 4-month duration (2, 5, 10 ARIs) 
and 5-month duration (2, 5 ARIs), Branxholme for 1-month duration (2 ARI) and Casterton 
for 1-month duration (2 ARI), the others give percentage errors below 20%. 
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Figures 5.16, 5.17, 5.18 and 5.19 illustrates the SDF values of independent stations 
and the SDFmean for Clusters 1 (Gladfield and Kerang), 2 (Newstead), 3 (Lake Eildon) and 4 
(Kolora and Dergholm). The solid blue lines in the figures indicate the 𝑆𝐷𝐹𝑀𝑒𝑎𝑛 curves and 
the dotted red lines show the curves for the independent stations. Table 5.8 reports the 
percentage error values obtained between the recurrence interval SDF value from an 
independent station (𝑆𝐷𝐹𝐼𝑛𝑑𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑡 𝑠𝑡𝑎𝑡𝑖𝑜𝑛) and the recurrence interval SDF value from a 
mean SDF (𝑆𝐷𝐹𝑀𝑒𝑎𝑛). For Cluster 1, Gladfield station gives error percentages of more than 
20% for 1-month duration (2 and 5 ARIs) and 2-month duration (2 ARI). For Cluster 2, 
Newstead station gives good results, except for the 2-month duration (2 ARI). Lake Eildon in 
Cluster 3 gives really good results. For Cluster 4, Dergholm station gives error percentages of 
more than 20% for 2-month duration (2 ARI), 3-month duration (2 ARI) and 4-month 
duration (20 ARI).  
 
The percentage error values obtained from the dependent and independent stations for 
all clusters are summarised in Table 5.9. For instance, Cluster 1 has the highest number of 
stations assigned. 21 stations were taken to develop the 𝑆𝐷𝐹𝑀𝑒𝑎𝑛 and two catchments were 
kept as independent catchments for verification. Most of the stations give percentage errors 
below ±20%. Based on the results in Table 5.9, most of the errors obtained for dependent and 
independent stations are within ±20%. For the independent stations, only 16 points show the 
error percentages greater than ±20%. It can be concluded that the 𝑆𝐷𝐹𝑀𝑒𝑎𝑛 curves were 
successfully developed and can be used for long-term planning purposes, such as irrigation 
supply allocations.  
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Table 5.7 SDF values of dependent stations and mean cluster values for different return periods for Cluster 5 
 
Duration 
(month) 
 
SDF values 
Duration 
(month) 
SDF values 
2 Error 5 Error 10 Error 20 Error 2 Error 5 Error 10 Error 20 Error 
Cluster 5 
1  
Eurobin 846.8 -14 732 -24 623.9 -31 571 -25 
4 
3270.7 -24 2787.8 -33 3004 8 2604 -12 
Foster 853.9 -8 778.4 -4 725.2 -1 673.6 2 3410 2 3154.2 4 2974.7 5 2798.3 4 
Fish Creek 872.8 14 802.7 12 743.8 8 678 4 3424.1 6 3098.6 -4 2870.1 -7 2650.4 -9 
Warragul 858.7 -3 773.2 -7 711.7 -6 651.6 -5 3367.2 -8 3128.3 -0.2 2967.3 4 2812.8 6 
Mean 854  778.4  725.2  673.6  3409.8  3154.2  2974.7  2798.3  
2 
Eurobin 1671.3 -20 1437.5 -29 1382 -16 1262 -15 
5 
4119 -13 3516.1 -30 3455 -17 3505 -12 
Foster 1705 -7 1575.4 -0.3 1479.8 3 1382.1 5 4192.5 -2 3898.6 2 3711.9 3 3541.2 5 
Fish Creek 1752.2 22 1606 11 1479.5 3 1335.4 -4 4191.2 -2 3818.4 -7 3576.5 -8 3354.3 -9 
Warragul 1698.2 -10 1540.5 -9 1441.4 -6 1354.6 -1 4226.7 4 3938.6 7 3740.9 6 3548.2 6 
Mean 1705  1575.4  1479.8  1382.1  4192.5  3898.6  3711.9  3541.2  
3 
Eurobin 2449.3 -28 2249 -19 2053 -20 1943 -14 
Foster 2572.8 3 2390 6 2247 5 2093 3 
Fish Creek 2589.4 10 2371.9 2 2199.8 -3 2015.5 -7 
Warragul 2527.2 -11 2321.5 -7 2204 -2 2107.5 5 
Mean 2572  2390  2246.6  2093  
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(a) Gladfield         (b) Kerang  
Figure 5.16 SDF curves of independent stations and SDFmean for Cluster 1 
 
(a) Newstead 
Figure 5.17 SDF curves of independent stations and SDFmean for Cluster 2 
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(a) Lake Eildon 
Figure 5.18 SDF curves of independent stations and SDFmean for Cluster 3 
  
(a) Kolora            (b) Dergholm  
Figure 5.19 SDF curves of independent stations and SDFmean for Cluster 4
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Table 5.8 SDF values of independent stations and mean cluster values for different return periods  
 
Duration 
(month) 
 
SDF values 
2 (% error) 5 (% error) 10 (% error) 20 (% error) 
Cluster 1 
1  
Gladfield 232.1 29 193.6 22 163.1 16 130.6 10 
Kerang 220 1 182 6 159 12 139 18 
Mean 219  175.0  145.2  115.8  
2  
Gladfield 467.1 36 377.6 13 313 7 251.2 3 
Kerang 441 3 367 7 323 11 285 16 
Mean 436.5  353.7  296.7  241.8  
3  
Gladfield 680.4 17 567.5 10 497.2 10 436.4 11 
Kerang 678 15 573 12 496 9 418 6 
Mean 655.6  540.8  464.3  391.7  
4  
Gladfield 919.7 18 783.3 14 685 12 587.3 10 
Kerang 887 1 737 0.3 639 1 548 2 
Mean 886.3  735.8  632.1  532.6  
5  
Gladfield 1130 7 980 11 870 11 750 8 
Kerang 1080 -12 918 -4 819 0.3 730 5 
Mean 1112.4  935.5  814.0  696.6  
Cluster 2 
1  
Newstead 341.5 
-6 
276.2 
-10 
232.7 
-9 
193.4 
-6 
Mean 345.8 289.8 248.1 205.5 
2  
Newstead 650.0 
-23 
552.9 
-12 
491.6 
-6 
436.2 
1 
Mean 690.0 586.7 510.6 433.0 
3  
Newstead 984.5 
-15 
850.5 
-4 
768.5 
2 
695.7 
8 
Mean 1022.8 867.4 758.8 652.2 
4  
Newstead 1329.7 
-8 
1166.5 
3 
1052.2 
6 
938.8 
7 
Mean 1354.2 1154.3 1017.7 886.6 
5  
Newstead 1660.4 
1 
1442.4 
3 
1318.0 
4 
1214.6 
6 
Mean 1657.9 1426.3 1287.4 1166.4 
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Table 5.8 SDF values of independent stations and mean cluster values for different return periods (continued) 
 
Duration 
(month) 
 
SDF values 
2 (% error) 5 (% error) 10 (% error) 20 (% error) 
Cluster 3 
1  
Lake Eildon 608.0 
16 
537.6 
20 
484.4 
20 
430.2 
19 
Mean 595.1 507.1 444.0 381.0 
2  
Lake Eildon 1213.0 
16 
1072.5 
10 
980.7 
10 
898.4 
10 
Mean 1188.0 1042.1 943.0 848.7 
3  
Lake Eildon 1776.5 
8 
1585.6 
6 
1451.2 
5 
1319.1 
4 
Mean 1753.8 1557.5 1423 1292.3 
4  
Lake Eildon 2365.1 
11 
2121.5 
7 
1949.0 
5 
1777.6 
4 
Mean 2321.4 2076 1904.1 1733.5 
5  
Lake Eildon 2974.5 
18 
2678.5 
11 
2471.2 
8 
2267.8 
7 
Mean 2893 2596.1 2389.3 2183 
Cluster 4 
1  
Kolora 461.1 -0.3 410.8 1 375.3 3 340.1 6 
Dergholm 468.7 10 407.8 -1 357.1 -7 300.8 -12 
Mean 461.4  409.1  369.4  328.5  
2  
Kolora 909.6 -11 821.4 -2 759.5 3 698.0 7 
Dergholm 957.3 24 838.6 5 734.5 -4 614.3 -12 
Mean 929.1  825.7  748.3  667.6  
3  
Kolora 1392.5 2 1250.6 3 1163.3 8 1086.5 13 
Dergholm 1439 28 1263 7 1107.2 -4 926.4 -13 
Mean 1388  1237.3  1125.5  1009.7  
4  
Kolora 1876.2 9 1695.6 9 1560.2 8 1420.0 8 
Dergholm 1853.3 1 1605.7 -9 1392.3 -15 1210 -21 
Mean 1849.5  1651.6  1505.6  1355  
5  
Kolora 2324.5 7 2081.1 6 1915.2 7 1756.3 9 
Dergholm 2349 14 2035 -1 1760 -10 1500 -18 
Mean 2297.4  2038.7  1853.7  1666.4  
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Table 5.9 Number of times the percentage error (%) values were less and more than 20% for 
each cluster 
 Dependent stations Independent stations 
Cluster 
Number of 
stations 
Number of times Number of 
stations 
Number of times 
< 20% > 20% < 20% > 20% 
1 21 375 45 2 40 3 
2 14 242 38 1 20 1 
3 11 135 85 1 20 9 
4 13 204 56 2 40 3 
5 4 69 11 - - - 
 
5.6 Identifying Severity-Duration-Frequency (SDF) Curves for an Unknown Station 
 
The following steps need to be carried out to identify the homogeneous group and the 
SDF curve of an unknown station. 
 
i. Determine the variables of mean monthly precipitation, mean annual precipitation, 
mean coefficients of monthly and annual precipitation variations and mean seasonal 
precipitation (i.e. summer, autumn, winter and spring). 
ii. Plot the modified Andrews curve for the station using Equation 5.10 
 
     𝑔𝑦(𝑡) =
1
√2
𝑀𝑀𝑃 + 𝐶𝑉𝑀 (sin(𝑡) + cos(𝑡)) + 𝑀𝐴𝑃 (𝑠𝑖𝑛(𝑡) − cos(𝑡))                             
                  + 𝐶𝑉𝐴 (sin(2𝑡) + cos (2𝑡)) + 𝑀𝑆𝑢 (sin(2𝑡) − cos(2𝑡)) +  𝑀𝐴 (sin(3𝑡) + cos (3𝑡))       
                  + 𝑀𝑊 (sin(3𝑡) − cos(3𝑡)) +  𝑀𝑆𝑝 (sin(4𝑡) + cos (4𝑡))                
 
where MMP is a mean monthly precipitation, 𝐶𝑉𝑀 is a mean coefficient of monthly 
precipitation variation, MAP is a mean annual precipitation, 𝐶𝑉𝐴 is a mean coefficient of 
annual precipitation variation, 𝑀𝑆𝑢 is a mean summer precipitation,  𝑀𝐴 is a mean autumn 
precipitation, 𝑀𝑊 is a mean winter precipitation and 𝑀𝑆𝑝 is a mean spring precipitation.  
 
iii. Match the test station with the mean cluster modified Andrews curves (Figure 5.13) 
or equations (refer to Equations 5.11 - 5.16) to identify the cluster grouping. 
iv. Select the SDF curves derived for the specific cluster. 
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5.7 Summary 
 
 Characterisation of drought is important, as the overall impact of a drought depends 
on the frequency, severity, duration and other factors. A drought risk assessment for 70 
selected stations in Victoria was undertaken, based on frequency analysis of the Partial 
Duration Series (PDS) drought series for the SPI index at 12-month time scale. First, 
preliminary analysis was carried out to derive SDF curves for 10 selected stations. Instead of 
using a drought index to characterise severity values of each drought, the precipitation values 
were used in this study and computed using the SPI drought class threshold. This would be 
very helpful in delivering information that can be understood easily by ordinary users and 
decision-makers. The Log Pearson Type III (LPIII) distribution proved to be a suitable 
distribution for drought frequency analysis for the selected stations in Victoria.  
 
The regionalisation method was used to cluster the stations into homogenous areas 
with respect to variables related to drought. Grouping stations that depict similar drought 
characteristics is useful for water resources planning and management. Moreover, it allows 
the group membership to be determined for a new station the group membership of which is 
unknown. Mean monthly precipitation, mean annual precipitation, mean coefficients of 
monthly and annual precipitation variations and mean seasonal precipitations (i.e. summer, 
autumn, winter and spring) were chosen, as the computation of SPI requires rainfall data. 
Cluster analysis was carried out and it was found that the most successful combinations of 
similarity measure and linkage method were complete and squared Euclidean. Modified 
Andrews curves were plotted for each station to carry out visual observations and equations 
were derived. Both techniques showed good agreement in classifying the selected stations. 
Six clusters were formed and the signature or the mean SDF curves for each cluster 
developed. For verification, two stations from Clusters 1 and 4 and one station from Clusters 
2 and 3 were kept as independent stations. To check the accuracy of the developed 𝑆𝐷𝐹𝑀𝑒𝑎𝑛 
for each cluster, the percentage error between the values from the SDF of individual stations 
was compared with the corresponding values obtained from 𝑆𝐷𝐹𝑀𝑒𝑎𝑛. Overall, for dependent 
stations, the percentage of error (%) for Clusters 1, 2, 3, 4 and 5 ranged from (-63) to 31, 
from (-67) to 31, from (-78) to 46, from (-85) to 27 and from (-22) to 33, respectively. For the 
independent stations, the percentage of error (%) for Clusters 1, 2, 3, and 4 ranged from (-36) 
to 12, (-8) to 23, (-31) to 6 and (-30) to 21, respectively. It can be concluded that the results 
were satisfactory. 
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For a new station the group membership of which is unknown, a summary of the 
procedure to identify the homogeneous group and the SDF curve is as follows: 
 
(1) identify the 8 variables (i.e. mean monthly precipitation, mean annual precipitation, 
mean coefficients of monthly and annual precipitation variations and mean 
seasonal precipitations (i.e. summer, autumn, winter and spring))  
      (2)  obtain modified Andrews equation/curve for the unknown station 
 (3)  match with the derived mean cluster modified Andrews curves 
 (4)  select the SDF curve of the particular cluster 
  
Overall, SDF curves were successfully derived for six clusters in Victoria. The return 
period (recurrence interval) of droughts is a very useful statistical tool for characterizing 
droughts and can provide useful information for medium/long term planning, such as in 
planning irrigation supply and developing drought relief policies. In addition, a 
comprehensive risk management strategy for dealing with drought should include short-term 
planning. Therefore, the clusters developed earlier were used for predicting short-term 
drought, and the methodology is explained in Chapter 6. 
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CHAPTER 6  
 
FORECASTING FUTURE DROUGHTS USING MARKOV CHAIN 
MODEL 
 
 
6.1 Introduction 
 
 
As outlined in the previous chapter, a comprehensive risk management strategy for 
dealing with drought should include both short- and medium/long-term planning. The SDF 
curves that were developed earlier can be used for long-term planning, and the drought 
forecasting tool discussed in this chapter will be very useful for short-term planning. 
Forecasting is beneficial in providing valuable lead-time for individuals and organisations in 
preparing for drought. Creating a lead-time prediction, even with a short time scale, improves 
the usefulness of drought monitoring and related information. In addition, in drought-prone 
regions, another drought event may occur before the region fully recovers from a current 
event. Early indication of drought conditions could reduce future impacts and lessen the need 
for government intervention in the future (Panu and Sharma, 2002; Wilhite, 2005).  
 
Several modelling techniques have been used to develop drought forecasting models. 
Some of the techniques for forecasting future drought conditions are discussed below.   
 
6.1.1 Markov Chain 
 
Markov chain models have been used widely for drought forecasting. A non-
homogeneous Markov chain model was used by Lohani and Loganathan (1997), based on the 
Palmer Drought Severity Index (PDSI). The aim was to characterize the stochastic behaviour 
of droughts for an early warning system in the form of all possible sequences of drought 
progression, and this was found to be useful for drought management. Lohani et al. (1998) 
forecast drought conditions for future months using first-order Markov chains based on the 
current drought class described by the Palmer index. Cancelliere et al. (2007) forecast 
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seasonal SPI by computing transition probabilities from a current drought condition to 
another in the future, based on the statistics of the underlying monthly precipitation. By using 
the SPI relative to 67 years of data sets to characterize the stochasticity of droughts, Paulo 
and Pereira (2007) demonstrated the usefulness of adopting a non-homogeneous formulation, 
which allows the differentiation of predictions in relation to the initial month considered. 
These researchers found that the approach could be satisfactorily used as a predictive tool for 
forecasting transitions among drought severity classes up to 3 months ahead. Xiaofan et al. 
(2009) introduced an early warning system to forecast drought using PDSI and Markov chain 
models. They observed that the prediction performance of the Markov chain model is related 
to the forecasting steps, and small steps always deliver good performance. As a result, 
Markov chain models are able to provide early warning. 
 
 Paulo and Pereira (2007) and (2008) also used Markov chains to estimate the 
probability of different drought severity classes, the expected time in each class of severity, 
the recurrence time of a particular drought class and the expected time for the SPI to change 
from a particular class to another. 
 
6.1.2 Log-linear Models 
 
Log-linear models have been used to model the expected frequencies of class 
transitions, denoted by Eij (Agresti, 1990). With log-linear models it is possible to compute 
how probable is the transition from class i to class j compared with the transition from class i 
to class k by analysing the value of the odds. The odds are defined here by the ratio Eij/Eik, 
where Eij and Eik are the expected frequencies of transitions from class i to class j and from 
class i to class k.  
 
Moreira et al. (2008) used the three-dimensional log-linear model for drought 
forecasting in the Alentejo and Algarve regions in Portugal using the 12-month SPI. In 
addition to the Markovian chains approach, the log-linear model (Agresti, 1990) was 
analyzed in Paulo et al. (2005). The results, although promising, were not conclusive.  
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6.1.3 Auto-regressive Integrated Moving Average (ARIMA) and Seasonal Auto-regressive 
Integrated Moving Average (SARIMA) models 
 
Time series models, like the auto-regressive integrated moving average (ARIMA), 
effectively consider serial linear correlation among observations, whereas seasonal 
autoregressive integrated moving average (SARIMA) models can satisfactorily describe time 
series that exhibit non-stationarity both within and across seasons (Box et al., 1994). Some of 
the major advantages of time series models include their systematic search capability for 
identification, estimation and diagnostic checking for model development (Mishra and Desai, 
2005). Mishra and Desai (2005) developed linear stochastic models (ARIMA and SARIMA) 
for forecasting droughts in the Kansabati River basin in India with the use of the SPI series. 
The models were able to forecast droughts up to 2 months ahead. Similar results were 
obtained by Durdu (2010) in Turkey. Han et al. (2010) used an ARIMA model to forecast 
droughts in the Guanzhong Plain in China. They concluded that it was possible to forecast 
streamflow at different lead times as a first step and then derive corresponding drought 
properties for long time-series data. 
 
6.2 Markov Chain: Basic Theory 
  
The Markov chain approach applied to time series of the SPI has been shown to be a 
useful tool for early warning for drought management in Portugal (Paulo et al., 2005; Paulo 
and Pereira, 2007) and Sicily (Cancelliere et al., 2007), as discussed earlier. As the SPI was 
used throughout this study, Markov chain was the most appropriate technique to be applied. 
Moreover, the way in which SPI is computed, from moving cumulative precipitation and the 
assignment of each SPI value to a drought category appears adequate for Markov chain 
modelling. This chapter examines the Markov chain approach for analysing drought 
characteristics and forecasting using the SPI. 
 
Markov chains can be classified as homogeneous and non-homogeneous. A Markov 
chain is homogeneous if its transition probabilities, 𝑝𝑖𝑗  defined in Equations 6.1, 6.2 and 6.3 
are constant or independent of time. In contrast, a Markov chain is said to be non-stationary 
(or non-homogeneous) if the conditional probabilities depend on the time period under 
consideration. 
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Homogeneous Markov Chain Formulation 
 
A Markov chain is a stochastic process with the property that the value of the process at 
time t, Xt, depends only on its value at time t – 1, Xt -1. The equation can be written as  
 
     P = Prob (𝑋𝑡 = 𝑎𝑗|𝑋𝑡−1 = 𝑎𝑖,   𝑋𝑡−2 = 𝑎𝑘,   𝑋𝑡−3 = 𝑎1, … , 𝑋0 = 𝑎𝑞)                               (6.1)                              
                Prob(𝑋𝑡 = 𝑎𝑗|𝑋𝑡−1 = 𝑎𝑖)                                                                                               
 
The conditional probability, Prob (𝑋𝑡 = 𝑎𝑗|𝑋𝑡−1 = 𝑎𝑖), gives the probability that the 
process at time t will be in “state j” given that at time t - 1 the process was in “state i”. If a 
process is divided into m states, then m2 transition probabilities must be defined. The m2 
transition probabilities can be represented by an (m x m) matrix P given as  
 
                                 𝑃 = [𝑝𝑖𝑗] =
[
 
 
 
 
𝑝11 𝑝12   ⋯
𝑝21 𝑝22   ⋯
𝑝31 𝑝32   ⋯
    
𝑝1𝑚
𝑝2𝑚
𝑝3𝑚  
 
   ⋯ ⋯ ⋯
   𝑝𝑚1 𝑝𝑚2 ⋯
    
⋯
𝑝𝑚𝑚
   ]
 
 
 
 
                                            (6.2)                                  
 
This is called the transition probability matrix of the Markov chain where the sum of 
row elements is always 1 and the size of the matrix is equal to the number of states to be 
considered (Ochola and Kerkides, 2003; Paulo et al., 2005). The transition probability matrix 
P = [pij] = (𝑋𝑡 = 𝑎𝑗|𝑋𝑡−1 = 𝑎𝑖) is estimated from the sample by counting the number of times 
that SPI passes from state i to state j, nij, thus:  
 
                                                                𝑝𝑖𝑗 =
𝑛𝑖𝑗
∑ 𝑛𝑗 𝑖𝑗
                                                            (6.3) 
  
Paulo and Pereira (2007) found that homogeneous Markov transition probability 
matrices show a strong diagonal tendency. Therefore, these short-term forecasts reflect the 
persistence of recent weather categories. In contrast, using the non-homogeneous 
formulation, the probabilities relative to every state or drought class depend upon the month 
considered. Thus, non-homogeneous Markov chain will reflect the seasonality of 
precipitation and this affects the potential retreat of drought (Lohani et al., 1998). Hence, a 
non-homogeneous Markov chain approach was applied in this study. 
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6.3 Data and Methods   
6.3.1 Non-Homogeneous Markov Chain Formulation 
 
As mentioned earlier, non-homogeneous Markovian modelling reflects the seasonality 
of precipitation. Therefore, the short-term prediction of drought class transition is also 
dependent on the month under consideration (Paulo and Pereira, 2008). The non-
homogeneous Markov chain is used to estimate the drought class probabilities. Similar to the 
previous analysis, the SPI was computed at 12-month time scale. Rainfall data from the 
available periods until May 2006 were used as the dependent set and the remaining years of 
data as the independent set. For example, SPI values for 12-month time scale and drought 
classification for Annuello station are given in Appendix H, Table H1. This technique was 
also used for short-term drought class prediction. The estimations were carried out for all six 
clusters formed in the previous chapter.  
 
In the present study, four states of droughts were considered: (i) Non-drought (ND), (ii) 
Near-normal (NN), (iii) Moderate drought (Mod) and (iv) Severe drought (Sev). The 
respective states are those proposed for the SPI (McKee et al., 1993) as tabulated in Table 3.2 
in Chapter 3, Section 3.6.1, but grouping the severe and extreme severe states together. 
Following the approaches outlined in this chapter, the probability and predictions of drought 
class transitions 1, 2 and 3 months ahead are performed. Predictions of drought class 
transitions are also tested for historical drought events in Victoria.  
 
6.4 Drought Class Probabilities 
 
Let 𝑋𝑛, be the random variable for month, n, representing the drought class, class 4 
being the driest (severe drought) and class 1 being the non-drought. For example, 𝑋1 =
𝑋𝐽𝑎𝑛 = 1 represents the occurrence of drought class 1 in January. In the present study, 
transition probability matrices describing the class transfers from months January to 
February, February to March, March to April, April to May, May to June, June to July, July 
to August, August to September, September to October, October to November, November to 
December and December to January are formulated. The transition probability can be 
calculated using Equations 6.4 and 6.5:  
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               𝑃𝑖,𝑗
(𝑛,𝑛+1) = 𝑃[𝑋𝑛+1 = 𝑗 𝑋𝑛 = 𝑖], 𝑓𝑜𝑟 𝑖, 𝑗 = 1, 2, 3, 4 𝑎𝑛𝑑 𝑛 =
1, 2, … . . ,12               (6.4) 
 
and 
                                        𝑃𝑖,𝑗
𝑛,𝑛+1 = 𝑁𝑖,𝑗
(𝑛,𝑛+1) 𝑁𝑖
(𝑛)                                                                (6.5)  
  
where, 𝑁𝑖,𝑗
(𝑛,𝑛+1) = number of transitions from class i in month n to class j in month and     
𝑛 + 1;𝑁𝑖
(𝑛) = number of occurrences of class i in month n. If 𝑁𝑖
(𝑛) is zero for some, i, 
 𝑃𝑖,𝑗
𝑛,𝑛+1 = 1/4 for all 𝑗 = 1, 2, 3 𝑎𝑛𝑑 4. 
 
6.4.1 Monthly steady-state probability  
 
It is of interest to know the probabilities of occurrence of different drought classes for 
any given month. The probability of occurrence of a particular drought class will indicate 
proneness to drought conditions. The monthly steady-state probability vectors π(Month) are the 
identical rows of a stochastic matrix (Isaacson and Madsen, 1976) computed from the 
successive product of the 12 monthly (starting from months January to February until  
December to January) transition probability matrices (calculated using Equations 6.4 and 
6.5). For instance, for January π(Jan) is one of the identical rows of the stochastic matrix 
(𝐽𝑎𝑛,) given by: 
 
          (𝐽𝑎𝑛,) = {𝑃(𝐽𝑎𝑛)𝑃(𝐹𝑒𝑏)⋯𝑃(𝑁𝑜𝑣)𝑃(𝐷𝑒𝑐)} ∙ {𝑃(𝐽𝑎𝑛)𝑃(𝐹𝑒𝑏)⋯𝑃(𝑁𝑜𝑣)𝑃(𝐷𝑒𝑐)}⋯              (6.6) 
 
As an example calculations for the Annuello station, one of the stations in Cluster 1, are 
shown below. The 12-month time scale of SPI values (from December 1937 to May 2006) 
and the classifications for the Annuello station are given in Appendix H, Table H1. To 
calculate the probability using Equation 6.5, the number of transitions and occurrences of 
each drought class in the month of January are tabulated in Table 6.1. The transitions from 
non-drought in January to non-drought in February show 27 occurrences. The transitions 
from non-drought to near normal, moderate and severe droughts are 7, 0 and 0, respectively. 
In total there were 34 occurrences of non-drought in January, while occurrences of near-
normal to non-drought, near-normal, moderate and severe droughts are 7, 18, 0 and 1 
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respectively. In January, there are 5 and 4 occurrences of moderate drought and severe 
drought, respectively. The calculations were carried out for all 12 months and the values are 
tabulated in Table 6.1.  
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Table 6.1 Number of transitions (𝑁𝑖
(𝑛)) and occurrences (𝑁𝑖) of each drought class for all 12 months at Annuello station 
Initial 
state  
Non Drought Near Normal Moderate Drought Severe Drought 
January − February 
The next 
month 
state 
ND NN Mod Sev ND NN Mod Sev ND NN Mod Sev ND NN Mod Sev 
𝑁𝑖
(𝑛)
 27 7 0 0 7 18 0 1 0 3 1 1 0 0 1 3 
𝑁𝑖 34 26 5 4 
February − March 
𝑁𝑖
(𝑛)
 32 2 0 0 2 22 4 0 0 0 2 0 0 0 0 5 
𝑁𝑖 34 28 2 5 
March − April 
𝑁𝑖
(𝑛)
 29 5 0 0 1 22 1 0 0 2 3 1 0 0 0 5 
𝑁𝑖 34 24 6 5 
April − May 
𝑁𝑖
(𝑛)
 25 5 0 0 6 21 2 0 0 1 3 0 0 1 1 4 
𝑁𝑖 30 29 4 6 
May − June 
𝑁𝑖
(𝑛)
 30 1 0 0 2 25 0 0 0 3 1 2 0 0 1 3 
𝑁𝑖 31 27 6 4 
* ND= Non-drought, NN= Near-normal, Mod. = Moderate drought and Sev. = Severe drought 
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Table 6.1 Number of transitions (𝑁𝑖
(𝑛)) and occurrences (𝑁𝑖) of each drought class for all 12 months at Annuello station (continued) 
Initial 
state  
Non Drought Near Normal Moderate Drought Severe Drought 
June − July 
The next 
month 
state 
ND NN Mod Sev ND NN Mod Sev ND NN Mod Sev ND NN Mod Sev 
𝑁𝑖
(𝑛)
 29 3 0 0 5 20 3 1 0 0 2 0 0 0 2 3 
𝑁𝑖 32 29 2 5 
July − August 
𝑁𝑖
(𝑛)
 31 3 0 0 3 18 2 0 0 2 4 1 0 0 2 2 
𝑁𝑖 34 23 7 4 
August − September 
𝑁𝑖
(𝑛)
 31 3 0 0 3 18 2 0 0 0 6 2 0 0 0 3 
𝑁𝑖 34 23 8 3 
September − October 
𝑁𝑖
(𝑛)
 32 2 0 0 5 15 1 0 0 6 1 1 0 0 0 5 
𝑁𝑖 34 21 8 5 
October − November 
𝑁𝑖
(𝑛)
 32 5 0 0 3 20 0 0 0 1 1 0 0 0 1 5 
𝑁𝑖 37 23 2 6 
* ND= Non-drought, NN= Near-normal, Mod. = Moderate drought and Sev. = Severe drought 
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Table 6.1 Number of transitions (𝑁𝑖
(𝑛)) and occurrences (𝑁𝑖) of each drought class for all 12 months at Annuello station (continued) 
Initial 
state  
Non Drought Near Normal Moderate Drought Severe Drought 
November − December 
The next 
month 
state 
ND NN Mod Sev ND NN Mod Sev ND NN Mod Sev ND NN Mod Sev 
𝑁𝑖
(𝑛)
 34 1 0 0 0 25 1 0 0 1 1 0 0 0 0 5 
𝑁𝑖 35 26 2 5 
December − January 
𝑁𝑖
(𝑛)
 30 5 0 0 4 20 3 0 0 1 1 0 0 0 1 4 
𝑁𝑖 35 27 2 5 
* ND= Non-drought, NN= Near-normal, Mod. = Moderate drought and Sev. = Severe drought 
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Based on the results presented in Table 6.1, transition probability matrices describing 
the class transfers from months January-February to December-January were computed using 
Equation 6.5 and the results are given below. The transition probabilities can be represented 
by the matrix P given in Equation 6.2. 
 
 𝑃(𝐽𝑎𝑛) = 
[
 
 
 
 
 
 
75.025.000
2.02.06.00
04.0069.027.0
0021.079.0
Sev
Mod
NN
ND
SevModNNND
]
 
 
 
 
 
 
      𝑃(𝐹𝑒𝑏) = 
[
 
 
 
 
 
 
1000
0100
014.079.007.0
0006.094.0
Sev
Mod
NN
ND
SevModNNND
]
 
 
 
 
 
 
 
 
 𝑃(𝑀𝑎𝑟) = 
[
 
 
 
 
 
 
1000
17.05.033.00
004.092.004.0
0015.085.0
Sev
Mod
NN
ND
SevModNNND
]
 
 
 
 
 
 
     𝑃(𝐴𝑝𝑟) = 
[
 
 
 
 
 
 
.
6.02.02.00
075.025.00
007.072.021.0
0017.083.0
Sev
Mod
NN
ND
SevModNNND
]
 
 
 
 
 
 
 
 
 𝑃(𝑀𝑎𝑦) = 
[
 
 
 
 
 
 
75.025.000
33.017.05.00
0093.007.0
0003.097.0
Sev
Mod
NN
ND
SevModNNND
]
 
 
 
 
 
 
   𝑃(𝐽𝑢𝑛𝑒) = 
[
 
 
 
 
 
 
6.04.000
0100
04.01.069.017.0
0009.091.0
Sev
Mod
NN
ND
SevModNNND
]
 
 
 
 
 
 
 
 
 
 
 𝑃(𝐽𝑢𝑙) = 
[
 
 
 
 
 
 
5.05.000
1.06.03.00
009.078.013.0
0009.091.0
Sev
Mod
NN
ND
SevModNNND
]
 
 
 
 
 
 
      𝑃(𝐴𝑢𝑔) = 
[
 
 
 
 
 
 
1000
25.075.000
01.08.01.0
001.09.0
Sev
Mod
NN
ND
SevModNNND
]
 
 
 
 
 
 
 
 
 𝑃(𝑆𝑒𝑝) = 
[
 
 
 
 
 
 
1000
2.02.08.00
005.071.024.0
0006.094.0
Sev
Mod
NN
ND
SevModNNND
]
 
 
 
 
 
 
      𝑃(𝑂𝑐𝑡) = 
[
 
 
 
 
 
 
8.02.000
05.05.00
009.01.0
001.09.0
Sev
Mod
NN
ND
SevModNNND
]
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 𝑃(𝑁𝑜𝑣) = 
[
 
 
 
 
 
 
1000
05.05.00
004.096.00
0003.097.0
Sev
Mod
NN
ND
SevModNNND
]
 
 
 
 
 
 
     𝑃(𝐷𝑒𝑐) = 
[
 
 
 
 
 
 
8.02.000
05.05.00
011.074.015.0
0014.086.0
Sev
Mod
NN
ND
SevModNNND
]
 
 
 
 
 
 
 
 
Using Equation 6.6, the 12 monthly steady-state probability vectors π(Month) for 
Annuello were calculated. As mentioned previously, the monthly steady-state probability is a 
constant stochastic matrix with an identical row. Similar steps were followed for all the 
stations in all clusters which were grouped with similar drought characteristics in Chapter 5. 
The average values of steady class probabilities were then computed for each cluster. Table 
6.2 lists the results of steady class probabilities obtained using SPI data for all clusters. This 
table shows that the probability of being in each drought class decreases with the drought 
severity of that class. However, there are some exceptions. For instance, in Cluster 1, in 
January, February and from September to December, the probability of being in the severe 
drought class is higher than that of being in the moderate drought class. Similar exceptions 
occur in Cluster 5, in March, November and December, and in Cluster 6, in January, 
November and December. 
 
If weather conditions are categorized into four different states using SPI values, the 
probability range is around 0.49 to 0.57, where the weather state will be non-drought for all 
clusters. For all clusters, the near normal class has a probability of occurrence varying from 
0.27 to 0.38. For Clusters 1, 2 and 6, the highest steady class probabilities of occurrence of 
severe drought are in December with 0.08, 0.08 and 0.10, respectively. On the other hand, 
Clusters 3, 4 and 5 show the highest steady class probabilities of occurrence of severe 
drought in March of 0.07, 0.07 and 0.08, respectively.  
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Table 6.2 Monthly steady class probabilities relative to the months of January - December 
Cluster State/ Month Jan Feb Mar Apr May June Jul Aug Sep Oct Nov Dec 
1 
ND 0.52 0.53 0.52 0.51 0.50 0.49 0.49 0.50 0.51 0.54 0.53 0.54 
NN 0.35 0.33 0.33 0.34 0.36 0.35 0.35 0.35 0.35 0.32 0.34 0.33 
Mod 0.06 0.07 0.08 0.08 0.08 0.10 0.11 0.08 0.07 0.06 0.06 0.06 
Sev 0.07 0.07 0.07 0.07 0.06 0.06 0.06 0.07 0.07 0.07 0.07 0.08 
2 
ND 0.53 0.53 0.53 0.53 0.52 0.51 0.51 0.50 0.51 0.53 0.52 0.54 
NN 0.34 0.33 0.32 0.33 0.34 0.34 0.34 0.35 0.34 0.33 0.35 0.32 
Mod 0.07 0.07 0.07 0.08 0.08 0.09 0.10 0.09 0.08 0.07 0.07 0.07 
Sev 0.07 0.07 0.07 0.07 0.06 0.06 0.05 0.06 0.06 0.07 0.07 0.08 
3 
ND 0.54 0.54 0.55 0.53 0.53 0.53 0.51 0.51 0.52 0.52 0.53 0.53 
NN 0.32 0.32 0.29 0.32 0.33 0.33 0.35 0.33 0.33 0.34 0.33 0.33 
Mod 0.09 0.09 0.09 0.09 0.08 0.08 0.09 0.10 0.09 0.08 0.08 0.08 
Sev 0.06 0.06 0.07 0.06 0.06 0.06 0.05 0.06 0.06 0.06 0.06 0.07 
4 
ND 0.52 0.52 0.51 0.51 0.50 0.49 0.49 0.49 0.51 0.52 0.51 0.51 
NN 0.33 0.33 0.34 0.34 0.35 0.36 0.35 0.35 0.33 0.34 0.34 0.34 
Mod 0.08 0.09 0.08 0.09 0.09 0.10 0.09 0.10 0.09 0.07 0.09 0.08 
Sev 0.06 0.06 0.07 0.06 0.06 0.05 0.06 0.06 0.07 0.07 0.06 0.07 
5 
ND 0.51 0.52 0.53 0.53 0.52 0.51 0.51 0.52 0.53 0.51 0.50 0.49 
NN 0.35 0.33 0.33 0.30 0.36 0.36 0.36 0.33 0.33 0.36 0.38 0.37 
Mod 0.09 0.09 0.07 0.10 0.06 0.08 0.08 0.09 0.08 0.07 0.06 0.07 
Sev 0.05 0.06 0.08 0.06 0.06 0.06 0.05 0.06 0.06 0.06 0.07 0.07 
6 
ND 0.52 0.52 0.53 0.54 0.54 0.54 0.57 0.51 0.52 0.51 0.52 0.55 
NN 0.35 0.34 0.33 0.29 0.32 0.31 0.27 0.36 0.34 0.38 0.38 0.32 
Mod 0.06 0.08 0.08 0.14 0.08 0.10 0.11 0.09 0.08 0.06 0.02 0.03 
Sev 0.08 0.07 0.07 0.03 0.06 0.05 0.05 0.03 0.07 0.06 0.08 0.10 
* ND = Non-drought, NN= Near-normal, Mod. = Moderate drought and Sev. = Severe drought 
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6.5 Short-Term Drought Class Predictions 
6.5.1 Basic theory of Markov chain for prediction  
 
The short-term drought class predictions are based on a conditional prediction scheme 
consisting of the probabilistic evaluation of all the possible paths from the present state i at 
time point t (𝑋t = 𝑖) for any future state to occur m months (m = 1, 2, 3) later (Figure 6.1). 
The most probable drought class at time t + m is chosen according to the highest probability 
among all drought class transitions from the initial state.  
 
 
Figure 6.1 Markov chain paths from a given state i = “2” at time t, to a state j = “1” at time    
t + 2  (Paulo et al., 2005) 
 
Therefore, adopting the non-homogeneous formulation, to estimate the most probable 
drought class 1 to 3 months ahead of the present state, the following probabilities are 
computed (Lohani and Loganathan, 1997): 
 
𝑗∗ indicates the most likely weather class for month (𝑡 + 1), given that during the month t the 
observed weather class is i.  
 
                                       P(𝑋𝑡+1|𝑋𝑡 = 𝑖) = 𝑗
∗                                                                              (6.7)  
 
where 𝑗∗ is the weather class that relates to 𝑀𝑎𝑥(𝑝𝑖,𝑗
(𝑡,𝑡+1)) for all j for given i. Likewise,     
 
                                            P(𝑋𝑡+2|𝑋𝑡+1 = 𝑗
∗) = 𝑘∗                                                                 (6.8) 
 
where 𝑘∗ relates to 𝑀𝑎𝑥(𝑝𝑗∗ ,𝑘
(𝑡+1,𝑡+2)) for all k for given 𝑗∗. Similarly, 
             
                                            P(𝑋𝑡+3|𝑋𝑡+2 = 𝑖) =  𝑙
∗                                                                    (6.9)  
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where 𝑙∗ relates to 𝑀𝑎𝑥(𝑝𝑘∗ ,𝑙
(𝑡+2,𝑡+3)) for all l for given 𝑘∗. It is seen that 𝑙∗ is the forecast of 
the weather class in (𝑡 + 3) month, given that during 𝑡𝑡ℎ month the weather class is i. 
 
6.5.2 Results and Discussion  
 
 Similar to the previous analysis, the SPI was computed at the 12-month time scale. 
Rainfall data from available periods until May 2006 were used as the dependent set and April 
2008 - March 2010 was used as the independent data set for verification. In addition, the 
period April 1940 - March 1942 period was selected for verification. For prediction, the 
initial months considered were March, June, September and December, which are the start of 
each of the four seasons. As shown in Section 6.3.1, the transition probability matrices 
describing the class transfers from March-April, June-July, September-October and 
December-January were computed. The estimations were carried out for all stations in each 
cluster and the average values were computed. For example, the probabilities corresponding 
to the transitions between a given state at time t to any state at time t + m (m = 1, 2, 3) for 
Cluster 1 were computed and the results are shown in Figure 6.2.  
 
For instance, given the actual state is non-drought and the initial month is December, 
the prediction for 1, 2 and 3 months ahead is still the present state. The probabilities obtained 
are 0.91, 0.83 and 0.76, respectively, and the highest among all other states. When the initial 
state is near normal, the more probable 1, 2 and 3 months ahead status is again the present 
state with probabilities of 0.83, 0.71 and 0.62, respectively. When the initial state is 
moderate, the prediction for 1, 2 and 3 months ahead is the recent state. However, for the 
prediction for 2 months ahead, the probabilities of transitions from moderate to near normal 
and from moderate to moderate classes do not differ much, at 0.39 and 0.41, respectively. 
Finally, the same results are obtained when the initial state is severe drought. The prediction 
1, 2 and 3 months ahead is the present state with the probabilities of 0.85, 0.74 and 0.65, 
respectively. The probabilities of prediction from 1 to 3 months ahead for any drought class 
given the initial month for all clusters were plotted and are shown in Appendix H, Figures H1 
to H5. The results are summarised in Figure 6.3. 
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Note that the initial drought class is the vertical axis 
 
Figure 6.2 Predictions from 1 to 3 months ahead from any drought class given the initial month (i.e. March, June, September and December) for 
Cluster 1
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The prediction of the more probable state 1, 2 and 3 months ahead given an initial state 
at any month varies with the initial month (i.e. March, June, September and December) and is 
shown in Figure 6.3. For all clusters, regardless of the initial month, when the actual state is 
non-drought the more probable state 1, 2 or 3 months ahead is the present state. It can be said 
that this model is not able to predict drought initiation. When the actual state is near normal, 
the more probable state 1, 2 or 3 months later is again the present state, with the exception of 
Cluster 1 (when the initial month is September), which predict the end of the drought. It is 
observed that the near normal class can be used to indicate either the beginning of a drought 
event or its end.  
 
For all clusters, when the drought category is moderate, the model is able to predict a 
decrease in severity. It can be observed that it is more probable to move from a drought by 
September, when the rainy season starts, than by December, which is the start of the non-
rainy season or by June, the middle of the rainy season. However, if it does not rain in 
September and the actual state is severe drought, the more probable state 1, 2 or 3 months 
later is again the present state. For Clusters 2 and 4, when the initial state corresponds to 
severe drought, the prediction is that this state is more probable to continue. 
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Clusters  
Initial 
state 
𝒕 = 𝑴𝒂𝒓𝒄𝒉   𝒕 = 𝑱𝒖𝒏𝒆   𝒕 = 𝑺𝒆𝒑𝒕𝒆𝒎𝒃𝒆𝒓   𝒕 = 𝑫𝒆𝒄𝒆𝒎𝒃𝒆𝒓 
𝒕 + 𝟏 𝒕 + 𝟐 𝒕 + 𝟑 
 
𝒕 + 𝟏 𝒕 + 𝟐 𝒕 + 𝟑 
 
𝒕 + 𝟏 𝒕 + 𝟐 𝒕 + 𝟑 
 
𝒕 + 𝟏 𝒕 + 𝟐 𝒕 + 𝟑 
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  Non-drought   Near normal   Moderate drought   Severe drought 
  
Figure 6.3 Probable state 1, 2 and 3 months ahead given an initial state when the initial month is March, June, September and December for all 
clusters
180 
 
6.5.3 Drought prediction and verification    
 
The observed and predicted drought class transitions 1, 2 and 3 months ahead are 
presented in Tables 6.3 - 6.6 and 6.7 - 6.9 relative to months over the period April 2008 to 
March 2010 and April 1940 to March 1942, respectively. Gladfield (Cluster 1), Newstead 
(Cluster 2), Lake Eildon (Cluster 3) and Dergholm (Cluster 4) stations were selected for this 
analysis. For Gladfield, predictions 1 month ahead are accurate (Table 6.3). Predictions 2 
months ahead are good except when the initial month was September or March 2009. For 
predictions 3 months ahead, this station gives good results with the exception of December 
2008. Overall, during June, predictions 1, 2 and 3 months ahead were very accurate at this 
station because it remained in severe drought. For Newstead, again predictions 1 month 
ahead are accurate (Table 6.4). However, when the initial month is March, the predictions 2 
and 3 months ahead are less impressive. For Lake Eildon, the predictions 1 month ahead are 
good (Table 6.5). In contrast to Gladfield, predictions 2 and 3 months ahead at Lake Eildon 
are not so good when the initial month is June. Generally, the predictions 3 months ahead are 
poor for this station. For Dergholm station, predictions 1 month ahead are mostly accurate 
(Table 6.6). Predictions 2 months ahead are good, except when the initial month is March, 
while for predictions 3 months ahead, this station gives fairly good results. 
 
For April 1940 to March 1942, the predictions 1 and 2 months ahead at Gladfield are 
accurate when the initial month is June (Table 6.7). In addition, the prediction of drought 
dissipation is quite well performed for September at this station. However, overall, the 
predictions for 1, 2 and 3 months ahead are not good at this station when the initial month is 
December. With the exception of September, predictions 3 month aheads are not accurate. 
For Newstead, the predictions 1 month ahead are quite accurate (Table 6.8). However, the 
predictions 2 and 3 months ahead are less impressive. Similar to earlier results, the 
predictions 1 month ahead at Lake Eildon station are good (Table 6.9). The predictions 1 and 
2 months ahead at this station are accurate when the initial month is March. However, the 
predictions 3 months ahead are poor. For Dergholm station, predictions 1 and 2 months ahead 
are good, while predictions 3 months ahead are satisfactory. For direct comparison the results 
are also summarised in Tables 6.10 and 6.11. It can be said that this model predicts drought 1 
month ahead well. However, predictions 2 and 3 months ahead should be used with caution. 
181 
 
Table 6.3 Calculated and predicted state 1, 2 and 3 months ahead when the initial month is March, June, September and December for Gladfield 
(Cluster 1) station for the period April 2008 - March 2010 
 
201020092008
MarNovJulMarNovJulMar
1.0
0.5
0.0
-0.5
-1.0
-1.5
S
P
I-
1
2
Moderate
Severe
Years  
Calculated SPI 
April-08 May-08 June-08 July-08 Aug-08 Sep-08 Oct-08 Nov-08 Dec-08 Jan-09 Feb-09 March-09 
NN NN NN NN NN NN NN Mod Mod Mod Mod Mod 
 
SPI using 
Markov 
𝒕 = 𝑴𝒂𝒓𝒄𝒉 − 𝟎𝟖   𝒕 = 𝑱𝒖𝒏𝒆 − 𝟎𝟖   𝒕 = 𝑺𝒆𝒑𝒕𝒆𝒎𝒃𝒆𝒓 − 𝟎𝟖   𝒕 = 𝑫𝒆𝒄𝒆𝒎𝒃𝒆𝒓 − 𝟎𝟖 
Initial state = NN  Initial state = NN  Initial state = NN  Initial state = Mod 
𝒕 + 𝟏 𝒕 + 𝟐 𝒕 + 𝟑 
 
𝒕 + 𝟏 𝒕 + 𝟐 𝒕 + 𝟑 
 
𝒕 + 𝟏 𝒕 + 𝟐 𝒕 + 𝟑 
 
𝒕 + 𝟏 𝒕 + 𝟐 𝒕 + 𝟑 
 NN  NN NN  
 
 NN NN NN 
 
NN NN ND 
 
 Mod Mod NN 
 
Calculated SPI 
April-09 May-09 June-09 July-09 Aug-09 Sep-09 Oct-09 Nov-09 Dec-09 Jan-10 Feb-10 March-10 
Mod Mod NN NN NN NN NN ND ND ND ND ND 
 
SPI using 
Markov 
𝒕 = 𝑴𝒂𝒓𝒄𝒉 − 𝟎𝟗   𝒕 = 𝑱𝒖𝒏𝒆 − 𝟎𝟗   𝒕 = 𝑺𝒆𝒑𝒕𝒆𝒎𝒃𝒆𝒓 − 𝟎𝟗   𝒕 = 𝑫𝒆𝒄𝒆𝒎𝒃𝒆𝒓 − 𝟎𝟗 
Initial state = Mod  Initial state = NN  Initial state = NN  Initial state = ND 
𝒕 + 𝟏 𝒕 + 𝟐 𝒕 + 𝟑 
 
𝒕 + 𝟏 𝒕 + 𝟐 𝒕 + 𝟑 
 
𝒕 + 𝟏 𝒕 + 𝟐 𝒕 + 𝟑 
 
𝒕 + 𝟏 𝒕 + 𝟐 𝒕 + 𝟑 
Mod  NN NN  
 
 NN NN NN 
 
NN NN ND 
 
 ND ND ND 
* ND = Non-drought, NN = Near Normal, Mod. = Moderate drought and Sev. = Severe drought 
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Table 6.4 Calculated and predicted state 1, 2 and 3 months ahead when the initial month is March, June, September and December for Newstead 
(Cluster 2) station for the period April 2008 - March 2010 
 
201020092008
MarNovJulMarNovJulMar
0.4
0.0
-0.4
-0.8
-1.2
-1.6
S
P
I-
1
2
Moderate
Severe
Years  
 
Calculated SPI 
April-08 May-08 June-08 July-08 Aug-08 Sep-08 Oct-08 Nov-08 Dec-08 Jan-09 Feb-09 March-09 
NN Sev Mod Mod NN Mod NN NN Mod Mod Mod Mod 
 
SPI using 
Markov 
𝒕 = 𝑴𝒂𝒓𝒄𝒉 − 𝟎𝟖   𝒕 = 𝑱𝒖𝒏𝒆 − 𝟎𝟖   𝒕 = 𝑺𝒆𝒑𝒕𝒆𝒎𝒃𝒆𝒓 − 𝟎𝟖   𝒕 = 𝑫𝒆𝒄𝒆𝒎𝒃𝒆𝒓 − 𝟎𝟖 
Initial state = NN  Initial state = Mod  Initial state = Mod  Initial state = Mod 
𝒕 + 𝟏 𝒕 + 𝟐 𝒕 + 𝟑 
 
𝒕 + 𝟏 𝒕 + 𝟐 𝒕 + 𝟑 
 
𝒕 + 𝟏 𝒕 + 𝟐 𝒕 + 𝟑 
 
𝒕 + 𝟏 𝒕 + 𝟐 𝒕 + 𝟑 
 NN  NN NN  
 
 Mod NN NN 
 
NN NN NN 
 
Mod NN NN 
 
Calculated SPI 
April-09 May-09 June-09 July-09 Aug-09 Sep-09 Oct-09 Nov-09 Dec-09 Jan-10 Feb-10 March-10 
Mod Mod Mod Mod Mod NN NN NN NN NN NN ND 
 
SPI using 
Markov 
𝒕 = 𝑴𝒂𝒓𝒄𝒉 − 𝟎𝟗   𝒕 = 𝑱𝒖𝒏𝒆 − 𝟎𝟗   𝒕 = 𝑺𝒆𝒑𝒕𝒆𝒎𝒃𝒆𝒓 − 𝟎𝟗   𝒕 = 𝑫𝒆𝒄𝒆𝒎𝒃𝒆𝒓 − 𝟎𝟗 
Initial state = Mod  Initial state = Mod  Initial state = NN  Initial state = NN 
𝒕 + 𝟏 𝒕 + 𝟐 𝒕 + 𝟑 
 
𝒕 + 𝟏 𝒕 + 𝟐 𝒕 + 𝟑 
 
𝒕 + 𝟏 𝒕 + 𝟐 𝒕 + 𝟑 
 
𝒕 + 𝟏 𝒕 + 𝟐 𝒕 + 𝟑 
 Mod  NN NN  
 
 Mod NN NN 
 
NN NN NN 
 
NN NN NN 
* ND = Non-drought, NN = Near Normal, Mod. = Moderate drought and Sev. = Severe drought 
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Table 6.5 Calculated and predicted state 1, 2 and 3 months ahead when the initial month is March, June, September and December for Lake 
Eildon (Cluster 3) stations for the period April 2008 - March 2010 
 
201020092008
MarNovJulMarNovJulMar
0.4
0.0
-0.4
-0.8
-1.2
-1.6
S
P
I-
1
2
Moderate
Severe
Years  
 
Calculated SPI 
April-08 May-08 June-08 July-08 Aug-08 Sep-08 Oct-08 Nov-08 Dec-08 Jan-09 Feb-09 March-09 
NN Mod Mod Mod Mod Mod Mod Mod Mod Mod Sev Sev 
 
SPI using 
Markov 
𝒕 = 𝑴𝒂𝒓𝒄𝒉 − 𝟎𝟖   𝒕 = 𝑱𝒖𝒏𝒆 − 𝟎𝟖   𝒕 = 𝑺𝒆𝒑𝒕𝒆𝒎𝒃𝒆𝒓 − 𝟎𝟖   𝒕 = 𝑫𝒆𝒄𝒆𝒎𝒃𝒆𝒓 − 𝟎𝟖 
Initial state = NN  Initial state = Mod  Initial state = Mod  Initial state = Mod 
𝒕 + 𝟏 𝒕 + 𝟐 𝒕 + 𝟑 
 
𝒕 + 𝟏 𝒕 + 𝟐 𝒕 + 𝟑 
 
𝒕 + 𝟏 𝒕 + 𝟐 𝒕 + 𝟑 
 
𝒕 + 𝟏 𝒕 + 𝟐 𝒕 + 𝟑 
 NN  NN NN  
 
 Mod NN NN 
 
Mod NN NN 
 
 Mod NN NN 
 
Calculated SPI 
April-09 May-09 June-09 July-09 Aug-09 Sep-09 Oct-09 Nov-09 Dec-09 Jan-10 Feb-10 March-10 
Sev Sev Mod Mod Mod Mod NN NN NN NN NN ND 
 
SPI using 
Markov 
𝒕 = 𝑴𝒂𝒓𝒄𝒉 − 𝟎𝟗   𝒕 = 𝑱𝒖𝒏𝒆 − 𝟎𝟗   𝒕 = 𝑺𝒆𝒑𝒕𝒆𝒎𝒃𝒆𝒓 − 𝟎𝟗   𝒕 = 𝑫𝒆𝒄𝒆𝒎𝒃𝒆𝒓 − 𝟎𝟗 
Initial state = Sev  Initial state = Mod  Initial state = Mod  Initial state = NN 
𝒕 + 𝟏 𝒕 + 𝟐 𝒕 + 𝟑 
 
𝒕 + 𝟏 𝒕 + 𝟐 𝒕 + 𝟑 
 
𝒕 + 𝟏 𝒕 + 𝟐 𝒕 + 𝟑 
 
𝒕 + 𝟏 𝒕 + 𝟐 𝒕 + 𝟑 
 Sev  Sev NN  
 
 Mod NN NN 
 
Mod NN NN 
 
 NN NN NN 
* ND = Non-drought, NN = Near Normal, Mod. = Moderate drought and Sev. = Severe drought 
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Table 6.6 Calculated and predicted state 1, 2 and 3 months ahead when the initial month is March, June, September and December for Dergholm 
(Cluster 4) stations for the period April 2008 - March 2010 
 
201020092008
MarNovJulMarNovJulMar
0.5
0.0
-0.5
-1.0
-1.5
S
P
I 
-1
2
Moderate
Severe
Years  
 
Calculated SPI 
April-08 May-08 June-08 July-08 Aug-08 Sep-08 Oct-08 Nov-08 Dec-08 Jan-09 Feb-09 March-09 
NN Mod Mod Mod NN NN Mod Sev Mod Mod Mod Mod 
 
SPI using 
Markov 
𝒕 = 𝑴𝒂𝒓𝒄𝒉 − 𝟎𝟖   𝒕 = 𝑱𝒖𝒏𝒆 − 𝟎𝟖   𝒕 = 𝑺𝒆𝒑𝒕𝒆𝒎𝒃𝒆𝒓 − 𝟎𝟖   𝒕 = 𝑫𝒆𝒄𝒆𝒎𝒃𝒆𝒓 − 𝟎𝟖 
Initial state = NN  Initial state = Mod  Initial state = NN  Initial state = Mod 
𝒕 + 𝟏 𝒕 + 𝟐 𝒕 + 𝟑 
 
𝒕 + 𝟏 𝒕 + 𝟐 𝒕 + 𝟑 
 
𝒕 + 𝟏 𝒕 + 𝟐 𝒕 + 𝟑 
 
𝒕 + 𝟏 𝒕 + 𝟐 𝒕 + 𝟑 
NN NN NN 
 
Mod NN NN 
 
NN NN NN 
 
Mod NN NN 
 
Calculated SPI 
April-09 May-09 June-09 July-09 Aug-09 Sep-09 Oct-09 Nov-09 Dec-09 Jan-10 Feb-10 March-10 
NN Mod Mod NN NN NN NN NN NN NN NN NN 
 
SPI using 
Markov 
𝒕 = 𝑴𝒂𝒓𝒄𝒉 − 𝟎𝟗   𝒕 = 𝑱𝒖𝒏𝒆 − 𝟎𝟗   𝒕 = 𝑺𝒆𝒑𝒕𝒆𝒎𝒃𝒆𝒓 − 𝟎𝟗   𝒕 = 𝑫𝒆𝒄𝒆𝒎𝒃𝒆𝒓 − 𝟎𝟗 
Initial state = Mod  Initial state = Mod  Initial state = NN  Initial state = NN 
𝒕 + 𝟏 𝒕 + 𝟐 𝒕 + 𝟑 
 
𝒕 + 𝟏 𝒕 + 𝟐 𝒕 + 𝟑 
 
𝒕 + 𝟏 𝒕 + 𝟐 𝒕 + 𝟑 
 
𝒕 + 𝟏 𝒕 + 𝟐 𝒕 + 𝟑 
NN NN NN 
 
Mod NN NN 
 
NN NN NN 
 
NN NN NN 
* ND = Non-drought, NN = Near Normal, Mod. = Moderate drought and Sev. = Severe drought 
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Table 6.7 Calculated and predicted state 1, 2 and 3 months ahead when the initial month is March, June, September and December for Gladfield 
(Cluster 1) station for the period April 1940 - March 1942 
 
194219411940
MarNovJulMarNovJulMar
0.5
0.0
-0.5
-1.0
-1.5
-2.0
-2.5
S
P
I-
1
2
Moderate
Severe
Years  
 
Calculated SPI 
April-40 May-40 June-40 July-40 Aug-40 Sep-40 Oct-40 Nov-40 Dec-40 Jan-41 Feb-41 March-41 
NN Mod Sev Sev Sev Sev Sev Sev Sev Mod Mod NN 
 
SPI using 
Markov 
𝒕 = 𝑴𝒂𝒓𝒄𝒉 − 𝟒𝟎   𝒕 = 𝑱𝒖𝒏𝒆 − 𝟒𝟎   𝒕 = 𝑺𝒆𝒑𝒕𝒆𝒎𝒃𝒆𝒓 − 𝟒𝟎   𝒕 = 𝑫𝒆𝒄𝒆𝒎𝒃𝒆𝒓 − 𝟒𝟎 
Initial state = NN  Initial state = Sev  Initial state = Sev  Initial state = Sev 
𝒕 + 𝟏 𝒕 + 𝟐 𝒕 + 𝟑 
 
𝒕 + 𝟏 𝒕 + 𝟐 𝒕 + 𝟑 
 
𝒕 + 𝟏 𝒕 + 𝟐 𝒕 + 𝟑 
 
𝒕 + 𝟏 𝒕 + 𝟐 𝒕 + 𝟑 
 NN  NN NN  
 
Sev Sev Mod 
 
Sev Sev Sev 
 
Sev Sev Sev 
 
Calculated SPI 
April-41 May-41 June-41 July-41 Aug-41 Sep-41 Oct-41 Nov-41 Dec-41 Jan-42 Feb-42 March-42 
Mod Mod NN NN NN ND ND ND ND NN NN NN 
 
SPI using 
Markov 
𝒕 = 𝑴𝒂𝒓𝒄𝒉 − 𝟒𝟏   𝒕 = 𝑱𝒖𝒏𝒆 − 𝟒𝟏   𝒕 = 𝑺𝒆𝒑𝒕𝒆𝒎𝒃𝒆𝒓 − 𝟒𝟏   𝒕 = 𝑫𝒆𝒄𝒆𝒎𝒃𝒆𝒓 − 𝟒𝟏 
Initial state = NN  Initial state = NN  Initial state = ND  Initial state = ND 
𝒕 + 𝟏 𝒕 + 𝟐 𝒕 + 𝟑 
 
𝒕 + 𝟏 𝒕 + 𝟐 𝒕 + 𝟑 
 
𝒕 + 𝟏 𝒕 + 𝟐 𝒕 + 𝟑 
 
𝒕 + 𝟏 𝒕 + 𝟐 𝒕 + 𝟑 
 NN  NN NN  
 
 NN NN NN 
 
ND ND ND 
 
ND ND ND 
* ND = Non-drought, NN = Near Normal, Mod. = Moderate drought and Sev. = Severe drought 
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Table 6.8 Calculated and predicted state 1, 2 and 3 months ahead when the initial month is March, June, September and December for Newstead 
(Cluster 2) station for the period April 1940 - March 1942 
 
194219411940
MarNovJulMarNovJulMar
1.0
0.5
0.0
-0.5
-1.0
-1.5
-2.0
-2.5
S
P
I-
1
2
Moderate
Severe
Years  
  
Calculated SPI 
April-40 May-40 June-40 July-40 Aug-40 Sep-40 Oct-40 Nov-40 Dec-40 Jan-41 Feb-41 March-41 
ND NN NN NN Sev Mod Mod Sev Sev Mod Mod NN 
 
SPI using 
Markov 
𝒕 = 𝑴𝒂𝒓𝒄𝒉 − 𝟒𝟎   𝒕 = 𝑱𝒖𝒏𝒆 − 𝟒𝟎   𝒕 = 𝑺𝒆𝒑𝒕𝒆𝒎𝒃𝒆𝒓 − 𝟒𝟎   𝒕 = 𝑫𝒆𝒄𝒆𝒎𝒃𝒆𝒓 − 𝟒𝟎 
Initial state = ND  Initial state = NN  Initial state = Mod  Initial state = Sev 
𝒕 + 𝟏 𝒕 + 𝟐 𝒕 + 𝟑 
 
𝒕 + 𝟏 𝒕 + 𝟐 𝒕 + 𝟑 
 
𝒕 + 𝟏 𝒕 + 𝟐 𝒕 + 𝟑 
 
𝒕 + 𝟏 𝒕 + 𝟐 𝒕 + 𝟑 
ND ND ND 
 
 NN  NN NN  
 
 NN  NN NN  
 
Sev Sev Sev 
 
Calculated SPI 
April-41 May-41 June-41 July-41 Aug-41 Sep-41 Oct-41 Nov-41 Dec-41 Jan-42 Feb-42 March-42 
Mod Mod Mod Mod NN Mod NN NN NN NN NN NN 
 
SPI using 
Markov 
𝒕 = 𝑴𝒂𝒓𝒄𝒉 − 𝟒𝟏   𝒕 = 𝑱𝒖𝒏𝒆 − 𝟒𝟏   𝒕 = 𝑺𝒆𝒑𝒕𝒆𝒎𝒃𝒆𝒓 − 𝟒𝟏   𝒕 = 𝑫𝒆𝒄𝒆𝒎𝒃𝒆𝒓 − 𝟒𝟏 
Initial state = NN  Initial state = Mod  Initial state = Mod  Initial state = NN 
 𝒕 + 𝟏 𝒕 + 𝟐 𝒕 + 𝟑 
 
𝒕 + 𝟏 𝒕 + 𝟐 𝒕 + 𝟑 
 
𝒕 + 𝟏 𝒕 + 𝟐 𝒕 + 𝟑 
 
𝒕 + 𝟏 𝒕 + 𝟐 𝒕 + 𝟑 
 NN  NN NN  
 
 Mod NN NN 
 
NN NN NN 
 
NN NN NN 
* ND = Non-drought, NN = Near Normal, Mod. = Moderate drought and Sev. = Severe drought 
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Table 6.9 Calculated and predicted state 1, 2 and 3 months ahead when the initial month is March, June, September and December for Lake 
Eildon (Cluster 3) station for the period April 1940 - March 1942 
 
194219411940
MarNovJulMarNovJulMar
1.0
0.5
0.0
-0.5
-1.0
-1.5
-2.0
S
P
I-
1
2
Moderate
Severe
Years  
 
Calculated SPI 
April-40 May-40 June-40 July-40 Aug-40 Sep-40 Oct-40 Nov-40 Dec-40 Jan-41 Feb-41 March-41 
ND ND NN NN Mod Mod Sev Sev Sev NN NN NN 
 
SPI using 
Markov 
𝒕 = 𝑴𝒂𝒓𝒄𝒉 − 𝟒𝟎   𝒕 = 𝑱𝒖𝒏𝒆 − 𝟒𝟎   𝒕 = 𝑺𝒆𝒑𝒕𝒆𝒎𝒃𝒆𝒓 − 𝟒𝟎   𝒕 = 𝑫𝒆𝒄𝒆𝒎𝒃𝒆𝒓 − 𝟒𝟎 
Initial state = ND  Initial state = NN  Initial state = Mod  Initial state = Sev 
𝒕 + 𝟏 𝒕 + 𝟐 𝒕 + 𝟑 
 
𝒕 + 𝟏 𝒕 + 𝟐 𝒕 + 𝟑 
 
𝒕 + 𝟏 𝒕 + 𝟐 𝒕 + 𝟑 
 
𝒕 + 𝟏 𝒕 + 𝟐 𝒕 + 𝟑 
ND ND ND 
 
 NN  NN NN  
 
Mod NN NN 
 
Sev Sev Sev 
 
Calculated SPI 
April-41 May-41 June-41 July-41 Aug-41 Sep-41 Oct-41 Nov-41 Dec-41 Jan-42 Feb-42 March-42 
NN NN NN NN NN NN NN NN NN NN NN NN 
 
SPI using 
Markov 
𝒕 = 𝑴𝒂𝒓𝒄𝒉 − 𝟒𝟏   𝒕 = 𝑱𝒖𝒏𝒆 − 𝟒𝟏   𝒕 = 𝑺𝒆𝒑𝒕𝒆𝒎𝒃𝒆𝒓 − 𝟒𝟏   𝒕 = 𝑫𝒆𝒄𝒆𝒎𝒃𝒆𝒓 − 𝟒𝟏 
Initial state = NN  Initial state = NN  Initial state = NN  Initial state = NN 
𝒕 + 𝟏 𝒕 + 𝟐 𝒕 + 𝟑 
 
𝒕 + 𝟏 𝒕 + 𝟐 𝒕 + 𝟑 
 
𝒕 + 𝟏 𝒕 + 𝟐 𝒕 + 𝟑 
 
𝒕 + 𝟏 𝒕 + 𝟐 𝒕 + 𝟑 
 NN  NN NN  
 
 NN NN NN 
 
NN NN NN 
 
NN NN NN 
* ND = Non-drought, NN = Near Normal, Mod. = Moderate drought and Sev. = Severe drought 
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Table 6.10 Calculated and predicted state 1, 2 and 3 months ahead when the initial month is March, June, September and December for 
Dergholm (Cluster 4) station for the period April 1940 - March 1942 
 
194219411940
MarNovJulMarNovJulMar
1.0
0.5
0.0
-0.5
-1.0
-1.5
S
P
I 
-1
2
Moderate
Severe
Years  
 
Calculated SPI 
April-40 May-40 June-40 July-40 Aug-40 Sep-40 Oct-40 Nov-40 Dec-40 Jan-41 Feb-41 March-41 
NN NN NN NN NN NN Mod Mod Mod NN NN NN 
 
SPI using 
Markov 
𝒕 = 𝑴𝒂𝒓𝒄𝒉 − 𝟒𝟎   𝒕 = 𝑱𝒖𝒏𝒆 − 𝟒𝟎   𝒕 = 𝑺𝒆𝒑𝒕𝒆𝒎𝒃𝒆𝒓 − 𝟒𝟎   𝒕 = 𝑫𝒆𝒄𝒆𝒎𝒃𝒆𝒓 − 𝟒𝟎 
Initial state = NN  Initial state = NN  Initial state = NN  Initial state = Mod 
𝒕 + 𝟏 𝒕 + 𝟐 𝒕 + 𝟑 
 
𝒕 + 𝟏 𝒕 + 𝟐 𝒕 + 𝟑 
 
𝒕 + 𝟏 𝒕 + 𝟐 𝒕 + 𝟑 
 
𝒕 + 𝟏 𝒕 + 𝟐 𝒕 + 𝟑 
NN NN NN NN NN NN NN NN NN Mod NN NN 
 
Calculated SPI 
April-41 May-41 June-41 July-41 Aug-41 Sep-41 Oct-41 Nov-41 Dec-41 Jan-42 Feb-42 March-42 
NN NN NN NN NN ND ND NN NN NN NN NN 
 
SPI using 
Markov 
𝒕 = 𝑴𝒂𝒓𝒄𝒉 − 𝟒𝟏   𝒕 = 𝑱𝒖𝒏𝒆 − 𝟒𝟏   𝒕 = 𝑺𝒆𝒑𝒕𝒆𝒎𝒃𝒆𝒓 − 𝟒𝟏   𝒕 = 𝑫𝒆𝒄𝒆𝒎𝒃𝒆𝒓 − 𝟒𝟏 
Initial state = NN  Initial state = NN  Initial state = ND  Initial state = NN 
𝒕 + 𝟏 𝒕 + 𝟐 𝒕 + 𝟑 
 
𝒕 + 𝟏 𝒕 + 𝟐 𝒕 + 𝟑 
 
𝒕 + 𝟏 𝒕 + 𝟐 𝒕 + 𝟑 
 
𝒕 + 𝟏 𝒕 + 𝟐 𝒕 + 𝟑 
NN NN NN NN NN NN ND ND ND NN NN NN 
* ND = Non-drought, NN = Near Normal, Mod. = Moderate drought and Sev. = Severe drought 
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Table 6.11 Calculated SPI and predicted 1, 2 and 3 months ahead using Markov chain over the period April 2008 to March 2010 
             * ND = Non-drought, NN = Near Normal, Mod. = Moderate drought and Sev. = Severe drought 
   Gladfield  
(Cluster 1) 
Newstead 
(Cluster 2) 
Lake Eildon 
(Cluster 3) 
Dergholm 
(Cluster 4) 
Initial month 
(t)/ state 
  
Calculated 
SPI 
SPI 
using 
Markov 
 
Calculated 
SPI 
SPI 
using 
Markov 
 
Calculated 
SPI 
SPI 
using 
Markov 
 
Calculated 
SPI 
SPI 
using 
Markov 
 
March / NN 𝒕 + 𝟏 April 08 NN NN  NN NN  NN NN  NN NN  
 𝒕 + 𝟐 May 08 NN NN  Sev NN  Mod NN  Mod NN  
 𝒕 + 𝟑 June 08 NN NN  Mod NN  Mod NN  Mod NN  
June / NN 𝒕 + 𝟏 July 08 NN NN  Mod Mod  Mod Mod  Mod Mod  
 𝒕 + 𝟐 Aug 08 NN NN  NN NN  Mod NN  NN NN  
 𝒕 + 𝟑 Sep 08 NN NN  Mod NN  Mod NN  NN NN  
 𝒕 + 𝟏 Oct 08 NN NN  NN NN  Mod Mod  Mod NN  
 𝒕 + 𝟐 Nov08 Mod NN  NN NN  Mod NN  Sev NN  
 𝒕 + 𝟑 Dec 08 Mod ND  Mod NN  Mod NN  Mod NN  
 𝒕 + 𝟏 Jan 09 Mod Mod  Mod Mod  Mod Mod  Mod Mod  
 𝒕 + 𝟐 Feb 09 Mod Mod  Mod NN  Sev NN  Mod NN  
 𝒕 + 𝟑 Mar 09 Mod NN  Mod NN  Sev NN  Mod NN  
 𝒕 + 𝟏 Apr 09 Mod Mod  Mod Mod  Sev Sev  NN NN  
 𝒕 + 𝟐 May 09 Mod NN  Mod NN  Sev Sev  Mod NN  
 𝒕 + 𝟑 June 09 NN NN  Mod NN  Mod NN  Mod NN  
 𝒕 + 𝟏 July 09 NN NN  Mod Mod  Sev Mod  NN Mod  
 𝒕 + 𝟐 Augt 09 NN NN  Mod NN  Mod NN  NN NN  
 𝒕 + 𝟑 Sept 09 NN NN  NN NN  Mod NN  NN NN  
 𝒕 + 𝟏 Oct 09 NN NN  NN NN  NN Mod  NN NN  
 𝒕 + 𝟐 Nov 09 ND NN  NN NN  NN NN  NN NN  
 𝒕 + 𝟑 Dec 09 ND ND  NN NN  NN NN  NN NN  
 𝒕 + 𝟏 Jan 10 ND ND  NN NN  NN NN  NN NN  
 𝒕 + 𝟐 Feb 10 ND ND  NN NN  NN NN  NN NN  
 𝒕 + 𝟑 Mar 10 ND ND  ND NN  ND NN  NN NN  
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Table 6.12 Calculated SPI and prediction using Markov chain over the period April 1940 to March 1942 
 Gladfield  
(Cluster 1) 
Newstead 
(Cluster 2) 
Lake Eildon 
(Cluster 3) 
Dergholm 
(Cluster 4) 
 
Calculated 
SPI 
SPI 
using 
Markov 
 
Calculated 
SPI 
SPI 
using 
Markov 
 
Calculated 
SPI 
SPI 
using 
Markov 
 
Calculated 
SPI 
SPI 
using 
Markov 
 
April 40 NN NN  ND ND  ND ND  NN NN  
May 40 Mod NN  NN ND  ND ND  NN NN  
June 40 Sev NN  NN ND  NN ND  NN NN  
July 40 Sev Sev  NN NN  NN NN  NN NN  
August 40 Sev Sev  Sev NN  Mod NN  NN NN  
September 40 Sev Mod  Mod NN  Mod NN  NN NN  
October 40 Sev Sev  Mod NN  Sev Mod  Mod NN  
November 40 Sev Sev  Sev NN  Sev NN  Mod NN  
December 40 Sev Sev  Sev NN  Sev NN  Mod NN  
January 41 Mod Sev  Mod Sev  NN Sev  NN Mod  
February 41 Mod Sev  Mod Sev  NN Sev  NN NN  
March 41 NN Sev  NN Sev  NN Sev  NN NN  
April 41 Mod NN  Mod NN  NN NN  NN NN  
May 41 Mod NN  Mod NN  NN NN  NN NN  
June 41 NN NN  Mod NN  NN NN  NN NN  
July 41 NN NN  Mod Mod  NN NN  NN NN  
August 41 NN NN  NN NN  NN NN  NN NN  
September 41 ND NN  Mod NN  NN NN  ND NN  
October 41 ND ND  NN NN  NN NN  ND ND  
November 41 ND ND  NN NN  NN NN  NN ND  
December 41 ND ND  NN NN  NN NN  NN ND  
January 42 NN ND  NN NN  NN NN  NN NN  
February 42 NN ND  NN NN  NN NN  NN NN  
March 42 NN ND  NN NN  NN NN  NN NN  
             * ND = Non-drought, NN = Near Normal, Mod. = Moderate drought and Sev. = Severe drought
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6.5.4 1-month drought prediction  
 
As the 1-month ahead predictions gave good results, the predictions of drought class 
transitions one month ahead were made following the earlier approaches. However, 12 initial 
months were considered and computed for all clusters, as shown in Figure 6.4. When the 
actual state is non-drought, near normal and severe drought, the predictions reflect the 
persistence of the recent drought class. When the initial state is moderate drought, the 
prediction 1 month ahead is again the present state but in some cases the model is able to 
predict the end of drought when the initial month is September (i.e. Clusters 1, 2, 4 and 5), 
March (i.e. Clusters 4 and 5), April (i.e. Clusters 3 and 5) and October (i.e. Clusters 2 and 6) 
(Figure 6.4). 
 
Cluster 1 was chosen to compare the calculated SPI and predicted droughts. The 12-
month time scale was computed using rainfall data from 1900 to 2011 for the Rainbow 
station (which belongs to Cluster 1) and the results are shown in Figure 6.5. Out of many 
drought events identified, the 1982-83 (Figure 6.6) and 2002-2009 droughts (Figure 6.7) were 
selected for further analysis. The calculated SPI and predictions of drought class transitions 1 
month ahead are presented in Table 6.13 relative to the months May 1982 to October 1983 
and Table 6.14 for the period covering January 2002 to October 2009.  
 
The 1982-1983 droughts was short and intense. The results in Table 6.13 indicate that 
five out of 18 months give different results. For instance, in June 1982, in contrast to the 
observed state showing the initiation of the drought, the model predicts the ending of the 
drought. Using this model, there is an approximately 72% chance that predictions 1month 
ahead give accurate results. The model was then tested using the prolonged drought event 
from 2002 to 2009. From the 94 months of data, 73 months give relatively good predictions 
(refer Table 6.14). It can be concluded that predictions 1 month ahead using the Markov 
chain model give good and reasonably accurate results. However, it is advisable to carry out 
further more exhaustive analysis prior to using models for operational use such as the 
prediction of the future course of a drought.  
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Initial 
state 
𝒕 = 𝑱𝒂𝒏 𝒕 = 𝑭𝒆𝒃 𝒕 = 𝑴𝒂𝒓 𝒕 = 𝑨𝒑𝒓 𝒕 = 𝑴𝒂𝒚 𝒕 = 𝑱𝒖𝒏 𝒕 = 𝑱𝒖𝒍 𝒕 = 𝑨𝒖𝒈 𝒕 = 𝑺𝒆𝒑 𝒕 = 𝑶𝒄𝒕 𝒕 = 𝑵𝒐𝒗 𝒕 = 𝑫𝒆𝒄 
𝒕 + 𝟏 𝒕 + 𝟏 𝒕 + 𝟏 𝒕 + 𝟏 𝒕 + 𝟏 𝒕 + 𝟏 𝒕 + 𝟏 𝒕 + 𝟏 𝒕 + 𝟏 𝒕 + 𝟏 𝒕 + 𝟏 𝒕 + 𝟏 
ND                         
NN                         
Mod                          
Sev                         
(a) Cluster 1 
Initial 
state 
𝒕 = 𝑱𝒂𝒏 𝒕 = 𝑭𝒆𝒃 𝒕 = 𝑴𝒂𝒓 𝒕 = 𝑨𝒑𝒓 𝒕 = 𝑴𝒂𝒚 𝒕 = 𝑱𝒖𝒏 𝒕 = 𝑱𝒖𝒍 𝒕 = 𝑨𝒖𝒈 𝒕 = 𝑺𝒆𝒑 𝒕 = 𝑶𝒄𝒕 𝒕 = 𝑵𝒐𝒗 𝒕 = 𝑫𝒆𝒄 
𝒕 + 𝟏 𝒕 + 𝟏 𝒕 + 𝟏 𝒕 + 𝟏 𝒕 + 𝟏 𝒕 + 𝟏 𝒕 + 𝟏 𝒕 + 𝟏 𝒕 + 𝟏 𝒕 + 𝟏 𝒕 + 𝟏 𝒕 + 𝟏 
ND                         
NN                         
Mod                          
Sev                         
(b) Cluster 2 
Initial 
state 
𝒕 = 𝑱𝒂𝒏 𝒕 = 𝑭𝒆𝒃 𝒕 = 𝑴𝒂𝒓 𝒕 = 𝑨𝒑𝒓 𝒕 = 𝑴𝒂𝒚 𝒕 = 𝑱𝒖𝒏 𝒕 = 𝑱𝒖𝒍 𝒕 = 𝑨𝒖𝒈 𝒕 = 𝑺𝒆𝒑 𝒕 = 𝑶𝒄𝒕 𝒕 = 𝑵𝒐𝒗 𝒕 = 𝑫𝒆𝒄 
𝒕 + 𝟏 𝒕 + 𝟏 𝒕 + 𝟏 𝒕 + 𝟏 𝒕 + 𝟏 𝒕 + 𝟏 𝒕 + 𝟏 𝒕 + 𝟏 𝒕 + 𝟏 𝒕 + 𝟏 𝒕 + 𝟏 𝒕 + 𝟏 
ND                         
NN                         
Mod                          
Sev                         
   *𝒕 = 𝑰𝒏𝒊𝒕𝒊𝒂𝒍 𝒎𝒐𝒏𝒕𝒉      
(c) Cluster 3 
Figure 6.4 Probable state 1 month ahead given an initial month and state for all clusters 
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Initial 
state 
𝒕 = 𝑱𝒂𝒏 𝒕 = 𝑭𝒆𝒃 𝒕 = 𝑴𝒂𝒓 𝒕 = 𝑨𝒑𝒓 𝒕 = 𝑴𝒂𝒚 𝒕 = 𝑱𝒖𝒏 𝒕 = 𝑱𝒖𝒍 𝒕 = 𝑨𝒖𝒈 𝒕 = 𝑺𝒆𝒑 𝒕 = 𝑶𝒄𝒕 𝒕 = 𝑵𝒐𝒗 𝒕 = 𝑫𝒆𝒄 
𝒕 + 𝟏 𝒕 + 𝟏 𝒕 + 𝟏 𝒕 + 𝟏 𝒕 + 𝟏 𝒕 + 𝟏 𝒕 + 𝟏 𝒕 + 𝟏 𝒕 + 𝟏 𝒕 + 𝟏 𝒕 + 𝟏 𝒕 + 𝟏 
ND                         
NN                         
Mod                          
Sev                         
(d) Cluster 4 
Initial 
state 
𝒕 = 𝑱𝒂𝒏 𝒕 = 𝑭𝒆𝒃 𝒕 = 𝑴𝒂𝒓 𝒕 = 𝑨𝒑𝒓 𝒕 = 𝑴𝒂𝒚 𝒕 = 𝑱𝒖𝒏 𝒕 = 𝑱𝒖𝒍 𝒕 = 𝑨𝒖𝒈 𝒕 = 𝑺𝒆𝒑 𝒕 = 𝑶𝒄𝒕 𝒕 = 𝑵𝒐𝒗 𝒕 = 𝑫𝒆𝒄 
𝒕 + 𝟏 𝒕 + 𝟏 𝒕 + 𝟏 𝒕 + 𝟏 𝒕 + 𝟏 𝒕 + 𝟏 𝒕 + 𝟏 𝒕 + 𝟏 𝒕 + 𝟏 𝒕 + 𝟏 𝒕 + 𝟏 𝒕 + 𝟏 
ND                         
NN                         
Mod                          
Sev                         
(e) Cluster 5 
Initial 
state 
𝒕 = 𝑱𝒂𝒏 𝒕 = 𝑭𝒆𝒃 𝒕 = 𝑴𝒂𝒓 𝒕 = 𝑨𝒑𝒓 𝒕 = 𝑴𝒂𝒚 𝒕 = 𝑱𝒖𝒏 𝒕 = 𝑱𝒖𝒍 𝒕 = 𝑨𝒖𝒈 𝒕 = 𝑺𝒆𝒑 𝒕 = 𝑶𝒄𝒕 𝒕 = 𝑵𝒐𝒗 𝒕 = 𝑫𝒆𝒄 
𝒕 + 𝟏 𝒕 + 𝟏 𝒕 + 𝟏 𝒕 + 𝟏 𝒕 + 𝟏 𝒕 + 𝟏 𝒕 + 𝟏 𝒕 + 𝟏 𝒕 + 𝟏 𝒕 + 𝟏 𝒕 + 𝟏 𝒕 + 𝟏 
ND                         
NN                         
Mod                          
Sev                         
   *𝒕 = 𝑰𝒏𝒊𝒕𝒊𝒂𝒍 𝒎𝒐𝒏𝒕𝒉                                                                                    (f)        Cluster 6 
Figure 6.4 Probable state 1 month ahead given an initial month and state for all clusters (continued) 
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Figure 6.5 SPI plot for Rainbow station 
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Figure 6.6 Observed droughts using SPI for the period May 1982 - October 1983 for Rainbow station 
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Table 6.13 Observed and predicted drought severity classes in Rainbow station for the period May 1982- October 1983 
 
May-82 Jun-82 Jul-82 Aug-82 Sep-82 Oct-82 Nov-82 Dec-82 Jan-83 Feb-83 
Calculated 
SPI 
ND NN Mod Sev Sev Sev Sev Sev Sev Sev 
SPI using 
Markov 
ND ND NN Mod Sev Sev Sev Sev Sev Sev 
 
 
Mar-83 Apr-83 May-83 Jun-83 Jul-83 Aug-83 Sep-83 Oct-83 
Calculated 
SPI 
Sev Sev Sev Sev Sev Mod NN NN 
SPI using 
Markov 
Sev Sev Sev Sev Sev Sev Mod NN 
*Results in boldface indicate different results 
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Figure 6.7 Observed droughts using SPI for the period January 2002 - October 2009 
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Table 6.14 Observed and predicted drought severity classes in Rainbow station for the period January 2002- October 2009 
 
Jan-02 Feb-02 Mar-02 Apr-02 May-02 Jun-02 Jul-02 Aug-02 Sep-02 Oct-02 Nov-02 Dec-02 Jan-03 
Calculated SPI NN NN NN NN NN NN Mod Sev Sev Sev Sev Sev Sev 
SPI using Markov NN NN NN NN NN NN NN Mod Sev Sev Sev Sev Sev 
 
 
Feb-03 Mar-03 Apr-03 May-03 Jun-03 Jul-03 Aug-03 Sep-03 Oct-03 Nov-03 Dec-03 Jan-04 Feb-04 Mar-04 
Calculated 
SPI 
NN NN NN NN NN NN ND ND ND ND ND ND NN NN 
SPI using 
Markov 
Sev NN NN NN NN NN NN ND ND ND ND ND ND NN 
 
 
Apr-04 May-04 Jun-04 Jul-04 Aug-04 Sep-04 Oct-04 Nov-04 Dec-04 Jan-05 Feb-05 Mar-05 Apr-05 May-05 
Calculated 
SPI 
NN NN NN NN Mod Mod  Mod NN NN NN NN NN NN NN 
SPI using 
Markov 
NN NN NN NN NN Mod NN NN NN NN NN NN NN NN 
 
 
Jun-05 Jul-05 Aug-05 Sep-05 Oct-05 Nov-05 Dec-05 Jan-06 Feb-06 Mar-06 Apr-06 May-06 Jun-06 Jul-06 
Calculated 
SPI 
NN NN NN NN ND ND ND NN NN NN ND ND NN NN 
SPI using 
Markov 
NN NN NN NN NN ND ND ND NN NN NN ND ND NN 
 
 
Aug-06 Sep-06 Oct-06 Nov-06 Dec-06 Jan-07 Feb-07 Mar-07 Apr-07 May-07 Jun-07 Jul-07 Aug-07 Sep-07 
Calculated 
SPI 
Mod Mod Sev Sev Sev Sev Mod Mod Mod NN NN NN NN NN 
SPI using 
Markov 
NN Mod NN Sev Sev Sev Sev Mod Mod Mod NN NN NN NN 
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Table 6.14 Observed and predicted drought severity classes in Rainbow station for the period January 2002- October 2009 (continued) 
 
 
Oct-07 Nov-07 Dec-07 Jan-08 Feb-08 Mar-08 Apr-08 May-08 Jun-08 Jul-08 Aug-08 Sep-08 Oct-08 Nov-08 
Calculated 
SPI 
NN ND ND ND NN NN NN Sev Sev Sev Mod Mod  Mod Mod 
SPI using 
Markov 
NN NN ND ND ND NN NN NN Sev Sev Sev Mod NN Mod 
 
 
Dec-08 Jan-09 Feb-09 Mar-09 Apr-09 May-09 Jun-09 Jul-09 Aug-09 Sep-09 Oct-09 
Calculated 
SPI 
Mod Mod  Mod Mod Mod  NN NN NN NN NN NN 
SPI using 
Markov 
Mod Mod  Mod Mod Mod  Mod NN NN NN NN NN 
*Results in boldface indicate different results 
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6.6 Summary 
 
A Markov chain model was applied to all 70 stations (grouped into six clusters), and 
possible transitions between drought severity classes defined using the 12-month SPI values 
were computed. Overall, the analysis shows that Markov chains have the potential to shed 
light on the stochastic characteristics of droughts. By applying the non-homogeneous 
formulation, the seasonality of precipitation is considered, which is helpful for the 
understanding of the evolution of drought events. 
 
The steady state probabilities were computed for all clusters. The results were quite 
similar for all the clusters, for the non-drought class the probabilities ranging from 0.49 to 
0.57. For all clusters, the near normal class has a probability of occurrence varying from 0.27 
to 0.38. For the more moderate and severe classes, the probabilities ranged from 0.02 to 0.13 
and 0.03 to 0.1 respectively. The prediction of the most probable state 1, 2 and 3 months 
ahead given an initial state at any month varied with the initial month chosen (i.e. March, 
June, September and December). For verification, the observed and the predicted drought 
status were compared relative to the months April 2008 to March 2010 at four stations. The 
data for the months April 2008 to March 2010 was kept for verification of Markov chain 
predictions and were not used to calculate the probabilities. Therefore, this is an independent 
set of data. In addition, the period April 1940 - March 1942 period was selected for 
verification. Predictions 1 month ahead gave good results, however, predictions 2 and 3 
months ahead were not promising. Despite some limitations in those drought predictions, the 
probabilities of transition to all possible drought classes in near future months (i.e. 1, 2 and 3 
months) can be used in planning or operational mode for planning mitigation measures as the 
drought progresses. Further, the analysis was focused on predictions 1 month ahead for the 
1982-1983 and 2002-2009 droughts, and acceptable results were obtained. Further validations 
of the adopted stochastic modelling approaches using real time data would be helpful. 
 
As mentioned earlier, the predicted drought class 1, 2 or 3 months ahead is defined 
from the highest probability among all drought class transitions from the initial state 
considered (see Figure 6.2 and Appendix H, Figures H1 to H5). In future, in order to improve 
the information, it is recommended to modify the prediction approach by selecting two 
predictable drought classes when the probabilities of transitions for both classes are not 
sufficiently different.  
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CHAPTER 7  
 
SUMMARY, CONCLUSIONS AND RECOMMENDATIONS 
 
 
7.1 Summary 
 
Drought is a routine and dominant feature of the Australian climate and many parts of 
the country suffer from frequent droughts. Significant droughts have occurred in the past, 
including in years 1864-1866, 1880-1886, 1895-1903, 1911-1916, 1918-1920, 1939-1945, 
1963-1968, 1972-1973, 1982-1983, 1991-1995 and 1996-2010. These frequent droughts have 
severely stressed water supply systems and the communities that depend on them, and 
adversely impacted the economy by affecting primary production. The frequency, intensity 
and duration of droughts may increase due to anthropogenic climate change, emphasising the 
need for drought management and mitigation. As vulnerability to drought increases, greater 
attention should be directed to reducing the impacts and risks associated with its occurrence.  
 
The main aim of this study was to develop a methodology to assess drought frequency 
and severity and to predict drought conditions in the future. The research carried out here in 
adds contributes to the existing knowledge pool by developing a methodology to construct 
drought frequency curves to identify the probability of the risk of drought with a certain 
duration and frequency (return period) at a given geographic location. The data-base for the 
study consisted of 70 climatic stations distributed across Victoria. The aim of the study was 
achieved by undertaking the following tasks: 
 
1) Reviewing drought indices and selecting the most applicable meteorological 
drought index for Victoria, Australia. 
2) Analysing rainfall, dry and wet weather periods and drought inter-arrival trends;  
3) Developing the drought severity-duration-frequency (SDF) curves for various 
return periods over a particular region to demonstrate proof of concept; 
4) Identifying homogeneous regions with similar drought characteristics to facilitate 
drawing drought inferences for ungauged regions; and  
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5) Forecasting short-term drought conditions using drought forecasting tools 
 
The frequently used drought indices were first reviewed in this study. As this aim of the 
study was drought monitoring and early warning, the meteorological drought index was 
chosen as the prime indicator of drought. It is important to apply drought indices across 
Australia as to date, no drought indices (DIs) are applied across Australia by any 
Commonwealth agency, with the exception of Deciles used by the Australian Bureau of 
Meteorology to identify rainfall deficiencies across Australia. These maps have the advantage 
that they are simple, but these Deciles by themselves cannot assess the severity, onset and 
end of a drought. An assessment of three popular meteorological drought indices was 
conducted to investigate how well these drought indices replicate historical droughts in 
Victoria. This initial study used monthly precipitation and reference evapotranspiration data 
for 5 selected meteorological stations in Victoria, Australia. Based on this study, 
meteorological drought indices, namely the Standardised Precipitation Index (SPI), the 
Reconnaissance Drought Index (RDI) and the Deciles were selected for further scrutiny.  
 
Precipitation or rainfall is the primary factor which controls the formation and 
persistence of droughts and floods. Therefore, the interpretation and understanding of the 
trend behaviour of rainfall and dry/wet events are important. The first part of the analysis was 
carried out to determine annual rainfall trends using non-parametric tests, namely the Mann- 
Kendall (MK) and Sen’s estimator of slopes with long historical records (more than 100 
years) as well as a short sub-set period (1949-2011) of the same data set. The latter was used 
to investigate the sensitivity of trends to the length of the continuous time period considered. 
This information is vital for climate change authorities in Australia to determine any shift in 
climatic patterns, and is also important when planning climate change adaptation measures 
and civil infrastructure design. The second part of the analysis was carried out to perform 
trend analysis of wet and dry periods based on the SPI time series using two different time 
series data sets. The third part of the analysis examined temporal trends in the rate of 
occurrence of drought events (i.e. inter-arrival times). 
 
Drought severity-duration-frequency (SDF) curves analogous to intensity-frequency-
duration curves in Australian Rainfall and Runoff 1987 (Pilgrim, 1987) were developed to 
determine the relationship between the probability of a drought occurring with a certain 
severity and frequency at a given geographical location. The development of the frequency 
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curves is based on the precipitation deficits which were computed based on SPI. However, 
instead of using SPI values, the moving cumulative precipitation thresholds were used to 
compute the severity of droughts. The Partial Duration Series (PDS) was used to analyse the 
SPI time series. The SDF curves developed for each station can be used to predict the 
vulnerability of the representative regions to probabilistic drought events at different 
recurrence intervals. These curves have the potential to guide water resources managers and 
infrastructure planners when planning and designing water infrastructure. The study area was 
regionalized into homogenous clusters based on SPI. Eight similarity variables (monthly 
precipitation, annual precipitation, coefficient of monthly and annual precipitation variations 
and seasonal precipitation (summer, autumn, winter and spring) were used to classify the 70 
stations in Victoria using cluster analysis and modified Andrews curves. It is important to 
divide the study area into homogenous groups with similar drought characteristics, as this 
contributes to a better management of water resources in the area. Homogeneous clusters, 
discriminant variables and derived Andrews’ curves with their unique signatures provide an 
approach to the determination of drought characteristics for poorly gauged or un-gauged 
catchments. 
 
In this study, Markov chain modelling was used to estimate the drought class 
probabilities (i.e. non-drought, near normal, moderate and severe droughts) and the short-
term drought class prediction, which is the most probable class 1, 2 or 3 months ahead. The 
non-homogeneous Markov chain approach was selected as it reflects the seasonality of 
precipitation and is very useful in understanding the evolution of particular drought events. 
Similar to the development of the SDF curves, SPI was computed at a 12-month time scale. 
Available rainfall data from periods until May 2006 were used as the dependent set and the 
remaining years of data as the independent set to test the validity of the prediction model. 
 
Conclusions drawn from each of the tasks given above are presented in the following 
section. 
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7.2 Conclusions of the study 
7.2.1 Selection of the most appropriate meteorological drought index for the study area in 
Victoria 
 
Comparison was made between the SPI, RDI and Deciles. The following conclusions 
are drawn from the analysis: 
 
 Drought characterization using SPI and RDI provides a standardized classification of 
severity, thus exhibiting advantages over Deciles. The use of the SPI is satisfactory 
for assessing and monitoring meteorological droughts in Victoria. On the other hand, 
the application of the RDI is recommended for characterising agricultural droughts.  
 The SPI is also successful in detecting the onset and the end of historical droughts. 
 Given the importance of rainfall and its criticality in assessing droughts, the SPI was 
selected for further analysis of its use in drought assessment and forecasting.  
 
7.2.2 Analysing rainfall, dry and wet periods and drought inter-arrival trends   
 
There is long-term temporal variation of climatic data and drought inter-arrival times in 
some of the test locations in Victoria. The following conclusions are based on the trend 
analysis techniques applied to rainfall data and the SPI values calculated: 
 
 Preliminary trend analysis was carried out for five selected stations. From the 
rainfall analysis, different trends resulted at some locations when the full length of 
record and sub-sets of it were used. It can be concluded that rainfall trends are highly 
dependent on the start and end dates of the data used for the analysis.  
 Conclusions drawn from this analysis point to the importance of having access to the 
full length of the time series data length when identifying trends and abrupt changes. 
Due to the climate variability and ongoing anthropogenic climate change, trend 
testing results will be strongly influenced by the data period selected for analysis. 
Therefore, the use of full data sets is required in order to improve the understanding 
of change before undertaking any further studies. 
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 Trend analysis techniques were applied to the full data set for all stations. Of the 70 
stations, only six stations show a significant downward trend whilst four stations 
demonstrate a significant upward trend. 
 Using the sequential Mann-Kendall test, out of the 70 stations, there were abrupt 
changes in rainfall at 42 stations. However, in most of the stations there had been 
only one change during the last 110 years of data analysed. 
 Similar to rainfall, when the SPI time series was analysed, it showed different results 
when two different time series (full data set and the sub-set) were considered. 
Overall, 29 stations exhibited significant upward trends while 21 stations showed 
significant downward trends. No significant trends were identified for the remaining 
20 stations. 
 Temporal trends in the rate of occurrence of drought events (i.e. inter-arrival times) 
were also examined. Some of the stations indicated that the intervals between events 
are becoming shorter and thus the frequency of drought events is temporally 
increasing.  
 
7.2.3 Developing the drought severity-duration-Frequency (SDF) curves for various return 
periods over the region 
 
The following conclusions are based on the application of drought frequency analysis 
techniques and the results obtained using 12-month moving cumulative rainfall data: 
 
 The Log Pearson Type III (LPIII) distribution fitted well to the 12-month moving 
cumulative rainfall series and was further used to develop SDF curves for Victoria. 
 The innovative threshold-based approach using cumulative rainfall values used to 
identify drought years was successfully applied in Victoria. This would be very 
helpful in delivering information that can be understood easily by ordinary users and 
decision-makers. 
 A novel concept based on drought SDF curves was successfully developed and is 
presented in this study. 
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7.2.4 Identifying homogeneous regions with similar drought characteristics 
 
The catchments used in the analysis from Victoria were separated into homogenous 
groups or clusters subject to similar climatic characteristics related to SPI. The following 
conclusions are based on separating the catchments into homogenous groups: 
 
 Cluster analysis and modified Andrews curves were selected as the best techniques 
to identify homogenous groups with respect to risk of drought occurrence based on 
rainfall characteristics. 
 Six homogenous clusters were identified based on their unique signatures and they 
adequately covered the study area. 
 The signature or the mean SDF identity for each cluster was successfully developed 
to associate the risk of drought with a certain severity occurring in a catchment in 
the future.  
 The clusters and the unique signature curves developed for the region enable drought 
inferences to be drawn for nearby locations either un-gauged or with poor hydro-
meteorological data. 
 For a new station, the group membership of which is unknown, a summary of the 
procedure to identify the homogeneous group and the SDF curve is as follows: 
(1) Determine the variables of mean monthly precipitation, mean annual 
precipitation, mean coefficients of monthly and annual precipitation variations 
and mean seasonal precipitation (i.e. summer, autumn, winter and spring). 
(2) Plot the modified Andrews curve for the station using the equation below: 
 
     𝑔𝑦(𝑡) =
1
√2
𝑀𝑀𝑃 + 𝐶𝑉𝑀 (sin(𝑡) + cos(𝑡)) + 𝑀𝐴𝑃 (𝑠𝑖𝑛(𝑡) − cos(𝑡))                               
+ 𝐶𝑉𝐴 (sin(2𝑡) + cos (2𝑡)) + 𝑀𝑆𝑢 (sin(2𝑡) − cos(2𝑡)) 
+ 𝑀𝐴 (sin(3𝑡) − cos (3𝑡))  +  𝑀𝑊 (sin(3𝑡) − cos(3𝑡))                
+  𝑀𝑆𝑝 (sin(4𝑡) + cos (4𝑡))   
                
where MMP is the mean monthly precipitation, 𝐶𝑉𝑀 is the mean coefficient of 
monthly precipitation variation, MAP is the mean annual precipitation, 𝐶𝑉𝐴 is 
the mean coefficient of annual precipitation variation, 𝑀𝑆𝑢 is the mean summer 
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precipitation,  𝑀𝐴 is the mean autumn precipitation, 𝑀𝑊 is the mean winter 
precipitation and 𝑀𝑆𝑝 is the mean spring precipitation.  
(3) Match the text station with the mean cluster modified Andrews curves.  
(4) Select the unique signature SDF curve derived for the specific cluster. 
 
7.2.5 Forecasting future drought conditions using forecasting tools for short-term 
durations 
 
The following conclusions are based on applying a non-homogeneous Markov chain 
centric drought forecasting tool: 
 
 The steady state probabilities were computed for all clusters. For the non-drought 
class the results were quite similar for all the clusters, with the probabilities ranging 
from 0.49 to 0.57. For all clusters, the near normal class has a probability of 
occurrence varying from 0.27 to 0.38, while for the moderate and severe classes the 
probabilities range from 0.02 to 0.13 and 0.03 to 0.10, respectively. 
 Overall, this model predicts droughts 1 month ahead well. However, predictions 2 
and 3 months ahead are relatively poor and the methodology should therefore be 
used with caution. 
 
7.3 Recommendations 
 
Based on the findings of this study, several areas are identified that can be improved. 
Recommendations for future studies are summarised as follows: 
 
1) The objective of this study was to develop a demonstrable methodology to identify 
the risk of occurrence of droughts at a given location. Hence, this study was limited to 
70 stations covering Victoria. In order to obtain a more accurate outcome in the future 
it is recommended to increase the number of stations to comprehensively cover the 
state of Victoria and expand it to cover other areas in Australia.  
2) The methodology developed for SDF curves in this study concentrates only on 
stations in Victoria. It is therefore recommended to include stations from other states 
in Australia. 
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3) Due to limitations in drought prediction 2 and 3 months ahead using Markov 
modelling, other approaches such as log-linear modelling might be used as a 
complementary stochastic tool for comparison. In addition, computing the 
precipitation deficits based on SPI drought class boundaries for the forthcoming 
months may also help to interpret results and thus detect trends. 
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APPENDIX A 
 
 
 
 
(a) 3-month time scale 
  
 
 
(b) 6-month time scale 
Figure A1 Theory of Runs (ToR) threshold values identified based on SPI (= -1) values for 
(a) 3-month and (b) 6-month time scales for Mildura station  
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(c) 12-month time scale 
Figure A1 Theory of Runs (ToR) threshold values identified using SPI (= -1) on (c) 12- 
                  month time scale for Mildura station (continued) 
 
Table A1 SPI and ToR threshold values and the identified droughts for different time scales 
at Mildura station 
 3-month  6-month  12-month 
 SPI ToR  SPI ToR  SPI ToR 
Threshold values -1 20  -1 63  -1 189 
No. of droughts identified 6 6  9 8  9 9 
  
To obtain the standardised ToR threshold values, the average of precipitation values (?̂?) 
and standard deviations (𝜎) for each time scale were computed.  
 
 Table A2 Identified ToR threshold values for different time scales at Mildura station 
 3-month  6-month  12-month 
Average precipitation values (mm) 57  124  287 
Standard Deviation 36  59  101 
Threshold value, 𝑦𝑐 = ?̂? − ?̂? 21  65  186 
 
It can be concluded that the critical rainfall threshold level, 𝑦𝑐 = ?̂? − ?̂? is shown to be 
acceptable and was therefore used for ToR analysis in the present study.
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APPENDIX B 
 
 
 
 
(a) 
 
 
 
(b) 
Figure B1 Droughts identified using SPI and RDI and Deciles on (a) 3-month and (b) 6-
month time scales for Mildura station  
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Figure B1 Droughts identified using SPI and RDI and Deciles on 12-month time scale for 
Mildura station (continued) 
 
 
 
 
Figure B2 Droughts identified using SPI and RDI and Deciles on 3-month time scale for 
Rainbow station  
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(a) 
 
 
 
(b) 
Figure B2 Droughts identified using SPI and RDI and Deciles on (a) 6-month and (b) 12-
month time scales for Rainbow station (continued) 
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(a) 
 
 
(b) 
Figure B3 Droughts identified using SPI and RDI and Deciles on (a) 3-month and (b) 6-
month time scales for Edenhope station (continued) 
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Figure B3 Droughts identified using SPI and RDI and Deciles on 12-month time scale for 
Edenhope station (continued) 
 
 
 
Figure B4 Droughts identified using SPI and RDI and Deciles on 3-month time scale for 
Dookie station  
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(a) 
 
 
(b) 
Figure B4 Droughts identified using SPI and RDI and Deciles on (a) 6-month and (b) 12-
month time scales for Dookie station (continued) 
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APPENDIX C 
 
 
Table  C1 Maximum drought severity identified using the SPI and RDI values for all stations  
 
 
 
Station 
No. 
Station Name 
1982/83 2002/03 
SPI RDI SPI RDI 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
 
Annuello 
Mildura Airport 
Murrayville 
Ouyen (Post office) 
Walpeup Research 
Berriwillock 
Narraport 
Tyrrell Downs 
Rainbow (Werrap (Oak-Lea)) 
Woomelang 
Gerang Gerung 
Warracknabeal (Earlstan) 
Nhill (Woorak) 
Yanac North 
Kaniva 
Clear Lake 
Drung Drung 
Edenhope (Post Office) 
Horsham Polkemmet Rd 
Natimuk 
St Arnaud 
Echuca Aerodrome 
Gladfield Hopefield Estate 
Kerang 
Rochester 
Colbinabin 
Dookie Agricultural College 
Molka (Lowana) 
Natte Yallock 
Tatura Inst Sustainable Ag 
Carboor 
Chiltern (PO) 
Eldorado 
Strathbogie 
Tallangatta (Bullioh) 
 
-2.8 
-2.5 
-2.2 
-2.8 
-2.9 
-3.2 
-3.5 
-2.7 
-2.8 
-3.3 
-2.5 
-3.0 
-2.7 
-2.3 
-2.3 
-2.9 
-2.6 
-1.8 
-3.0 
-3.0 
-2.8 
-1.9 
-2.5 
-2.4 
-2.6 
-2.8 
-2.4 
-2.5 
-2.8 
-2.4 
-2.5 
-2.3 
-1.8 
-2.1 
-2.1 
 
-3.2 
-2.8 
-2.5 
-3.2 
-3.3 
-3.6 
-3.9 
-3.1 
-3.2 
-3.7 
-2.8 
-3.4 
-2.9 
-2.6 
-2.6 
-3.1 
-2.8 
-1.9 
-3.1 
-3.1 
-3.0 
-2.2 
-2.9 
-2.8 
-2.9 
-3.1 
-2.7 
-2.7 
-3.1 
-2.7 
-2.5 
-2.4 
-1.8 
-2.2 
-2.2 
 
-1.1 
-1.2 
-2.0 
-1.1 
-2.0 
-1.8 
-1.5 
-1.4 
-1.8 
-1.5 
-1.6 
-1.9 
-1.6 
-0.8 
-1.5 
-1.7 
-1.8 
-1.5 
-1.3 
-1.9 
-1.4 
-2.2 
-1.9 
-2.2 
-2.2 
-2.0 
-1.8 
-2.1 
-1.9 
-2.0 
-1.3 
-1.6 
-1.7 
-1.9 
-0.8 
 
-1.1 
-1.3 
-2.2 
-1.2 
-2.0 
-1.8 
-1.5 
-1.4 
-1.8 
-1.5 
-1.6 
-2.0 
-1.8 
-1.0 
-1.7 
-1.7 
-1.7 
-1.4 
-1.2 
-1.7 
-1.3 
-2.3 
-2.1 
-2.4 
-2.3 
-2.1 
-1.9 
-2.2 
-1.9 
-2.1 
-1.4 
-1.7 
-1.7 
-1.9 
-0.9 
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Table  C1 Maximum drought severity identified using the SPI and RDI values for all stations 
(continued) 
Station 
No. 
Station Name 
1982/83 2002/03 
SPI RDI SPI RDI 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 
66 
67 
68 
69 
70 
 
Woorage 
Eurobin 
Omeo Comparison 
Ensay 
Gabo Island Lighthouse 
Nowa Nowa 
Black Mountain 
Foster (Post Office) 
Fish Creek (Hoddle Range) 
East Sale Airport 
Warragul 
Caulfield (Racecourse) 
Melbourne Regional Office 
Warburton (O'shannassy Reservoir  
(Quarters)) 
Ventnor (Oaklands) 
Wonthaggi 
Bannockburn 
Moorabool Reservoir 
Scotsburn (Mount Boninyong) 
Avenel (Post Office) 
Clunes 
Lake Eildon 
Heathcote 
Malmsbury Reservoir 
Newstead 
Cavendish (Post Office) 
Mirranatwa (Bowacka) 
Wickliffe 
Derrinallum (Craigmore) 
Branxholme (Bassett) 
Cape Otway Lighthouse 
Casterton (Warrock) 
Dergholm (Hillgrove) 
Merino 
Kolora (Wooriwyrite) 
 
-2.1 
-2.3 
-1.5 
-1.8 
-1.7 
-1.3 
-2.4 
-2.2 
-2.7 
-1.0 
-1.3 
-1.5 
-1.7 
-1.5 
 
-1.4 
-2.1 
-2.2 
-1.8 
-2.1 
-2.6 
-2.1 
-2.4 
-2.6 
-2.4 
-2.6 
-3.1 
-2.5 
-2.8 
-2.4 
-2.4 
-1.8 
-2.6 
-2.5 
-2.2 
-1.8 
 
-2.2 
-2.4 
-1.6 
-1.9 
-1.8 
-1.4 
-2.5 
-2.3 
-2.8 
-1.2 
-1.4 
-1.5 
-1.7 
-1.5 
 
-1.5 
-2.2 
-2.3 
-2.0 
-2.3 
-2.8 
-2.3 
-2.3 
-2.8 
-2.6 
-2.9 
-3.2 
-2.7 
-2.9 
-2.5 
-2.5 
-1.8 
-2.7 
-2.6 
-2.3 
-1.9 
 
-1.7 
-0.7 
-1.4 
-0.5 
0.1 
-0.4 
-0.6 
-0.9 
-0.8 
-1.0 
-1.9 
-1.8 
-2.0 
-1.5 
 
-1.6 
-0.4 
-1.6 
-1.7 
-1.6 
-2.2 
-1.4 
-1.4 
-2.1 
-1.0 
-1.5 
-1.0 
-1.2 
-0.9 
-0.2 
-1.2 
0.3 
-0.8 
-1.3 
-1.1 
-0.4 
 
-1.7 
-0.9 
-1.3 
-0.4 
0.0 
-0.4 
-0.6 
-0.9 
-0.8 
-1.0 
-1.7 
-1.7 
-2.0 
-1.5 
 
-1.6 
-0.4 
-1.6 
-1.7 
-1.6 
-2.2 
-1.3 
-1.4 
-2.1 
-1.1 
-1.5 
-1.0 
-1.2 
-0.8 
-0.3 
-1.2 
0.4 
-0.7 
-1.3 
-1.1 
-0.3 
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APPENDIX E 
 
  
Annuello                                                Mildura (Airport) 
  
Murrayville                                                   Ouyen 
  
                               Walpeup Research                                                 Berriwillock 
  
   Narraport                                                    Tyrrell Downs 
 
FIGURE E1 Sequential Mann-Kendall test results for all rainfall stations  
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Woomelang                                                    Gerang Gerung 
  
Warracknabeal                                                   Nhill (Woorak) 
  
Yanac North                                                      Kaniva 
  
Clear Lake                                                    Drung Drung 
            
                       Horsham Polkemmet Rd                                                    Natimuk 
FIGURE E1 Sequential Mann-Kendall test results for all rainfall stations (continued) 
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St Arnaud                                                              Echuca 
  
                   Gladfield Hopefield Estate                                                      Kerang 
  
                                 Rochester                                                                    Colbinabin 
  
Molka (Lowana)                                                Natte Yallock 
 
FIGURE E1 Sequential Mann-Kendall test results for all rainfall stations (continued) 
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                          Tatura Inst Sustainable Ag                                          Carboor 
  
Chiltern (PO)                                                            Eldorado 
  
                                   Strathbogie                                                 Tallangatta (Bullioh) 
  
Woorage                                                                   Eurobin 
  
                               Omeo Comparison                                                    Ensay 
FIGURE E1 Sequential Mann-Kendall test results for all rainfall stations (continued) 
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                       Gabo Island Lighthouse                                                     Nowa Nowa 
  
      Black Mountain                                                Foster (Post Office) 
  
                       Fish Creek (Hoddle Range)                                        East Sale Airport 
  
                                    Warragul                                                       Caulfield (Racecourse) 
  
    Warburton (O'shannassy Reservoir (Quarters))                             Ventnor (Oaklands) 
FIGURE E1 Sequential Mann-Kendall test results for all rainfall stations (continued) 
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Wonthaggi                                                  Bannockburn 
  
                          Moorabool Reservoir                                      Scotsburn (Mount Boninyong) 
  
                            Avenel (Post Office)                                                         Clunes 
  
Lake Eildon                                                           Heathcote 
  
                      Malmsbury Reservoir                                                          Newstead 
FIGURE E1 Sequential Mann-Kendall test results for all rainfall stations (continued) 
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Cavendish (Post Office)                               Mirranatwa (Bowacka) 
  
                                    Wickliffe                                                 Derrinallum (Craigmore) 
  
                        Branxholme (Bassett)                                               Cape Otway Lighthouse 
  
Casterton (Warrock)                                        Dergholm (Hillgrove) 
  
             Merino                                                 Kolora (Wooriwyrite) 
FIGURE E1 Sequential Mann-Kendall test results for all rainfall stations (continued)
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APPENDIX F 
 
Table  F1 Results of linear regression analysis of intervals, r = Pearson’s correlation coefficient, p = 
significance of slope for all stations 
 
 
 
Station 
No. 
Station Name Intervals r p 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
 
Annuello 
Mildura Airport 
Murrayville 
Ouyen (Post office) 
Walpeup Research 
Berriwillock 
Narraport 
Tyrrell Downs 
Rainbow (Werrap (Oak-Lea)) 
Woomelang 
Gerang Gerung 
Warracknabeal (Earlstan) 
Nhill (Woorak) 
Yanac North 
Kaniva 
Clear Lake 
Drung Drung 
Edenhope (Post Office) 
Horsham Polkemmet Rd 
Natimuk 
St Arnaud 
Echuca Aerodrome 
Gladfield Hopefield Estate 
Kerang 
Rochester 
Colbinabin 
Dookie Agricultural College 
Molka (Lowana) 
Natte Yallock 
Tatura Inst Sustainable Ag 
Carboor 
Chiltern (PO) 
Eldorado 
Strathbogie 
Tallangatta (Bullioh) 
 
15 
15 
26 
21 
15 
20 
27 
26 
21 
17 
24 
26 
18 
24 
33 
27 
20 
27 
33 
25 
26 
35 
29 
27 
24 
24 
23 
23 
21 
14 
25 
34 
25 
23 
32 
 
0.11 
-0.33 
-0.06 
-0.04 
-0.34 
-0.02 
0.18 
0.11 
-0.31 
0.19 
0.23 
0.20 
-0.12 
0.11 
-0.03 
0.34 
-0.04 
0.01 
0.06 
-0.06 
0.28 
-0.01 
0.31 
0.09 
-0.01 
0.15 
0.21 
0.27 
-0.02 
-0.65 
0.02 
0.17 
0.33 
0.24 
0.3 
 
0.32 
0.01 
0.1 
0.08 
0.01 
0.09 
0.38 
0.27 
0.20 
0.53 
0.31 
0.40 
0.04 
0.17 
0.03 
0.87 
0.05 
0.9 
0.08 
0.03 
0.54 
0.02 
0.92 
0.22 
0.11 
0.45 
0.3 
0.89 
0.08 
0.00 
0.13 
0.26 
0.90 
0.49 
0.57 
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Table  F1 Results of linear regression analysis of intervals, r = Pearson’s correlation coefficient, p = 
significance of slope for all stations (continued) 
Station 
No. 
Station Name Intervals r p 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 
66 
67 
68 
69 
70 
 
Woorage 
Eurobin 
Omeo Comparison 
Ensay 
Gabo Island Lighthouse 
Nowa Nowa 
Black Mountain 
Foster (Post Office) 
Fish Creek (Hoddle Range) 
East Sale Airport 
Warragul 
Caulfield (Racecourse) 
Melbourne Regional Office 
Warburton (O'Shannassy Reservoir  
(Quarters)) 
Ventnor (Oaklands) 
Wonthaggi 
Bannockburn 
Moorabool Reservoir 
Scotsburn (Mount Boninyong) 
Avenel (Post Office) 
Clunes 
Lake Eildon 
Heathcote 
Malmsbury Reservoir 
Newstead 
Cavendish (Post Office) 
Mirranatwa (Bowacka) 
Wickliffe 
Derrinallum (Craigmore) 
Branxholme (Bassett) 
Cape Otway Lighthouse 
Casterton (Warrock) 
Dergholm (Hillgrove) 
Merino 
Kolora (Wooriwyrite) 
 
30 
20 
39 
31 
42 
14 
29 
32 
33 
14 
30 
29 
21 
23 
 
23 
22 
27 
19 
37 
24 
36 
26 
28 
27 
26 
36 
32 
30 
31 
16 
51 
36 
27 
30 
30 
 
0.15 
0.13 
0.12 
0.13 
-0.2 
-0.45 
0.35 
-0.2 
0.18 
-0.46 
-0.05 
0.33 
0.28 
0.24 
 
0.19 
0.24 
0.31 
0.19 
0.3 
-0.01 
0.17 
0.15 
-0.01 
0.13 
-0.02 
-0.04 
0.08 
0.14 
0.41 
-0.38 
0.35 
0.19 
-0.11 
0.08 
0.63 
 
0.22 
0.31 
0.10 
0.03 
0.00 
0.01 
1.00 
0.00 
0.14 
0.00 
0.01 
0.58 
0.20 
0.36 
 
0.18 
0.14 
0.90 
0.32 
0.58 
0.04 
0.12 
0.27 
0.03 
0.27 
0.05 
0.01 
0.18 
0.13 
0.53 
0.00 
0.30 
0.04 
0.01 
0.05 
0.64 
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     Annuello                                                 Mildura                          Murrayville 
   
       Ouyen                                          Walpeup Research                     Berriwillock 
   
       Narraport                                      Tyrrell Down                      Woomelang 
Figure F1 Linear regression of drought events at all stations 
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   Gerang Gerung                                    Warracknabeal                           Nhill 
   
    Yanac North                                    Kaniva                      Clear Lake 
   
   Drung Drung                                  Horsham                         Natimuk 
Figure F1 Linear regression of drought events at all stations (continued) 
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    St Arnaud                                              Echuca                                    Gladfield 
   
         Kerang                                                Rochester                           Colbinabin 
   
          Molka                                             Natte Yallock                             Tatura 
Figure F1 Linear regression of drought events at all stations (continued) 
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     Carboor                                                   Chiltern                         Eldorado 
   
     Strathbogie                                  Tallangatta                         Woorage 
   
        Eurobin                                                 Omeo                             Ensay 
Figure F1 Linear regression of drought events at all stations (continued) 
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       Gabo Island                               Nowa Nowa                      Black Mountain 
   
       Foster                                Fish Creek                       East Sale Airport 
   
      Warragul                                Caulfield                       Warburton 
Figure F1 Linear regression of drought events at all stations (continued) 
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      Ventnor                                Wonthaggi                       Bannockburn 
   
      Moorabool                                Scotsburn                           Avenel 
   
      Clunes                                Lake Eildon                           Heathcote 
Figure F1 Linear regression of drought events at all stations (continued) 
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      Malmsbury                                   Newstead                            Cavendish 
   
        Mirranatwa                     Wickliffe                           Derrinallum 
    
      Branxholme                                Cape Otway                           Casterton 
Figure F1 Linear regression of drought events at all stations (continued) 
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      Dergholm                                Merino                                        Kolora 
Figure F1 Linear regression of drought events at all stations (continued) 
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APPENDIX G 
 
Table G1 SDF values of dependent stations and mean cluster values and percentages of error (%) for different return periods for Cluster 1 
 
Duration 
(months) 
Stations 
SDF values 
Duration 
(months) 
SDF values 
2 Error 5 Error 10 Error 20 Error 2 Error 5 Error 10 Error 20 Error 
Cluster 1 1  
Annuello 231 26 182.8 8 143.3 -1 100.7 -9 
2 
420.3 -14 330.5 -11 277.5 -7 233.2 -3 
Mildura  236.2 44 209 51 187.7 49 164.9 45 458.8 23 406.5 37 373.6 44 343.9 50 
Murrayville 238.3 52 204.5 41 176.5 32 145.7 23 474.9 50 403.9 34 344 23 277.1 13 
Ouyen 224.7 10 174.6 -1 140.7 -3 109.9 -4 431.6 -5 354.6 -0.1 309.5 5 271.8 11 
Walpeup 207.2 -19 172.3 -3 155.5 9 143.4 21 436.1 -2 371 9 320.8 10 267.4 9 
Berriwillock 215.6 -7 169.5 -6 138.9 -5 110.7 -3 437.1 -1 362 4 304.1 3 243 0.2 
Narraport 215.8 -7 168.5 -7 143.5 -1 125 6 452.3 15 375.5 12 317.2 9 256.6 5 
Tyrrell Downs 214.7 -8 180.9 5 159.5 12 140.2 18 433.8 -4 370.8 9 328.7 14 288.5 18 
Rainbow 208.5 -17 175.3 -1 151.3 5 127.1 8 434.9 -3 366.4 6 316.7 8 266.3 8 
Woomelang 207.5 -18 166.2 -9 141.5 -3 120.4 3 427.5 -9 350.5 -2 302.8 2 260.4 6 
G. Gerung 217.4 -4 174.8 -1 141.8 -3 106.9 -5 433.3 -4 352.2 -1 290.4 -3 225.6 -5 
Warracknabeal 223.1 7 177.4 2 143.5 -1 109.6 -4 418.7 -15 328.9 -12 287 -4 258.7 6 
Nhill 223.5 8 177.8 2 141.1 -3 101.8 -8 454.5 18 350.1 -2 268.6 -10 185.1 -16 
Yanac North 227.5 17 181.6 6 146 1 109.1 -4 452.2 15 357 1 284.4 -5 210.8 -9 
Kaniva 222.3 5 178.6 3 146.4 1 114.1 -1 440.2 2 351.6 -2 288.8 -3 227.9 -5 
Drung Drung 207.8 -18 162.8 -12 133.6 -8 106.9 -5 416.2 -17 310 -19 245.5 -17 191 -14 
Horsham 223.2 7 177 1 143.7 -1 111.2 -3 444.6 6 357.6 1 291 -3 221.8 -6 
Natimuk 220.6 2 175.4 0.4 146.2 1 120.2 3 441.6 3 358.4 2 300.9 1 245.9 1 
St. Arnaud 223.1 7 170.3 -5 130.8 -10 91.4 -13 417.2 -16 325.4 -13 273.4 -9 231.4 -3 
Echuca 232.6 31 187.2 13 150.8 4 112.1 -2 445.7 8 356.7 1 286.6 -4 212 -2 
Rochester 215.3 -8 163.6 -11 130.1 -11 100.4 -9 429.7 -7 332.8 -10 266.3 -11 203.4 -11 
Mean 219.7  175.8  145.2  115.8  438  354.9  297.5  242.3  
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Table G1 SDF values of dependent stations and mean cluster values and percentages of error (%) for different return periods for Cluster 1 
(continued) 
 
Duration 
(months) 
 
SDF values 
Duration 
(months) 
SDF values 
2 Error 5 Error 10 Error 20 Error 2 Error 5 Error 10 Error 20 Error 
Cluster 1 3  
Annuello 648.4 -5 521.4 -7 447.2 -5 385.9 -2 
4 
896.1 4 741 1 635.3 -0.1 535.2 0 
Mildura  686.8 22 617.1 37 576.6 45 542.1 53 938.7 32 862.4 53 796.6 54 719.8 49 
Murrayville 720.8 63 611.9 33 517.2 17 409.6 4 945.5 38 769.4 10 630.7 -1 487.9 -8 
Ouyen 645.4 -7 558.6 6 503.4 12 452.6 16 882.2 -3 761.2 7 685.3 12 616.9 17 
Walpeup 675.4 13 578.6 15 500.7 11 415.2 5 888.7 0.3 753.3 4 645.1 2 527.2 1 
Berriwillock 671 9 564.3 9 481.3 4 393.1 -0.2 891.5 2 753.6 4 650.5 4 544 2 
Narraport 662.7 4 553.3 4 476.1 3 400.2 1 905.3 9 756.4 5 649.3 3 543.2 1 
Tyrrell Downs 673.6 11 572.6 12 505.3 12 442.2 13 890.8 1 750.2 3 668.7 8 601.4 13 
Rainbow 663.2 4 560.7 7 488.2 7 416.4 6 899.5 6 760.1 7 664 7 571.7 7 
Woomelang 657.2 0.2 545 1 477.7 3 420.4 7 898.5 5 746.4 2 652.8 4 572.3 7 
G. Gerung 647.8 -5 520.9 -7 428.9 -9 336.6 -12 860.9 -12 698.4 -10 574.5 -12 444.6 -14 
Warracknabeal 625.8 -16 513 -9 465.9 0 436.8 11 847.8 -16 713.5 -6 623.3 -2 536.8 0 
Nhill 663.7 4 510.8 -10 398.1 -16 286.5 -20 899.8 6 659.9 -18 494.7 -23 346.6 -25 
Yanac North 656.3 -0.4 520.3 -7 435.2 -8 361.6 -7 894.9 3 715.5 -6 600.2 -7 498.9 -6 
Kaniva 648.5 -5 517.4 -8 428.2 -10 344 -10 874.9 -6 697 -10 580.6 -11 475.4 -10 
Drung Drung 621.7 -18 474.3 -20 384.1 -19 306.4 -17 793.3 -31 640.3 -21 547.1 -16 464.3 -11 
Horsham 668.2 7 553.1 4 458.2 -2 353.8 -9 894.8 3 727.2 -3 612.7 -5 504.9 -5 
Natimuk 638.8 -10 530.3 -4 471.4 2 425 8 874.1 -6 740.9 1 644.1 2 545.8 2 
St. Arnaud 639 -10 519.8 -7 447.9 -5 386.1 -2 853.1 -14 710 -7 619.7 -3 537.9 0.4 
Echuca 661.2 3 519.9 -7 416.7 -12 314.3 -16 857.5 -13 662.2 -18 541.8 -17 438.8 -15 
Rochester 640.3 -9 513 -9 428.6 -10 350.1 -9 868.8 -8 712.6 -7 602.4 -7 494 -7 
Mean 656.9  542.2  466  394.1  888.1  738.3  635  535.4  
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Table G1 SDF values of dependent stations and mean cluster values and percentages of error (%) for different return periods for Cluster 1 
(continued) 
 
Duration 
(months) 
 
SDF values 
2 Error 5 Error 10 Error 20 Error 
Cluster 1 5 
Annuello 1110.1 -1 921.6 -4 796.8 -4 680.9 -3 
Mildura  1184.6 38 1088.4 53 1002 50 898.5 42 
Murrayville 1144.7 14 947.2 2 823.3 1 716.4 3 
Ouyen 1098.5 -5 955.1 4 852.9 7 750.3 8 
Walpeup 1169.7 28 1010.3 20 868.8 10 702.5 0.4 
Berriwillock 1130.1 7 960.8 6 836.8 4 711.2 2 
Narraport 1148.9 16 957.6 5 817.5 0.1 678.2 -3 
Tyrrell Downs 1136 10 958.1 5 851.9 7 763.1 10 
Rainbow 1143.2 13 978.8 10 864.1 9 752.8 9 
Woomelang 1106.9 -2 935.2 -1 833 3 746.3 7 
G. Gerung 1061.2 -17 864.7 -15 718.1 -15 566.5 -17 
Warracknabeal 1084.1 -10 928.1 -2 813.5 -1 696 -1 
Nhill 1017.7 -27 775.5 -27 670.2 -21 604.1 -12 
Yanac North 1116 1 891.9 -10 759.9 -9 652.5 -7 
Kaniva 1054.6 -19 864.8 -14 757.9 -10 670.7 -4 
Drung Drung 1019.1 -27 825.7 -21 704.9 -17 596.2 -13 
Horsham 1115 1 928.9 -2 781 -6 621.1 -10 
Natimuk 1102.9 -4 937.9 0 816.1 -0.2 691.1 -1 
St. Arnaud 1098.5 -5 924 -3 800.6 -3 678.6 -3 
Echuca 1092.1 -8 849.2 -17 698 -18 568.6 -16 
Rochester 1071.6 -14 884.9 -11 744.9 -12 599.5 -13 
Mean 1113.4  938  817.1  699.5  
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Table G2 SDF values of dependent stations and mean cluster values and percentages of error (%) for different return periods for Cluster 2 
 
Duration 
(months) 
 
SDF values 
Duration 
(months) 
SDF values 
2 Error 5 Error 10 Error 20 Error 2 Error 5 Error 10 Error 20 Error 
Cluster 2 1  
Clear Lake 352.4 11 304.3 13 270.1 15 236.9 18 
2 
708.2 16 614 14 549.4 15 488.3 17 
Edenhope 348.8 5 290.2 0.3 243.9 -3 194.8 -4 682.1 -5 552 -12 451.7 -15 347.5 -18 
Colbinabin 339.2 -9 270.1 -14 227.4 -11 191.5 -6 650.3 -23 552.3 -12 495.3 -4 447.4 4 
Dookie 336.4 -12 281.6 -6 243.4 -3 206.3 1 668.3 -14 566.1 -7 490.3 -6 412.4 -5 
Molka 342.9 -4 277.3 -9 228.5 -11 179.7 -11 692.8 2 561.4 -9 466.4 -12 374 -13 
Natte Yallock 353.7 14 299.7 9 260.1 8 221 9 678.3 -8 582.8 -1 526.1 6 477.9 13 
Tatura 361.4 31 311.1 21 263.8 10 205.5 0.5 743.3 67 633.2 25 526.4 6 395.6 -8 
East Sale 329.2 -20 279.4 -8 243.6 -3 207.6 2 672.5 -11 570.5 -6 497.4 -4 424.5 -2 
Bannockburn 362.4 33 317.5 29 280.4 24 239.5 20 722.4 32 619.1 17 538.1 10 453.4 6 
Avenel 345.4 -1 280.6 -7 228.1 -11 171.5 -14 689.8 0.2 541.3 -16 427.6 -21 312.5 -23 
Clunes 350.9 8 295.8 5 253.3 3 209.2 2 696.4 5 588.7 1 510.4 0.5 432.9 0.4 
Heathcote 319.5 -28 261.7 -19 224.9 -13 191.6 -6 629.4 -31 532.1 -18 468.8 -11 409.5 -5 
Wickliffe 357.6 22 311.7 22 272.5 17 227.9 13 718.2 27 622.4 18 539.8 11 445.7 4 
Derrinallum 365.4 42 307.6 17 254.5 4 191.7 -6 684.2 -4 569.8 -6 490.1 -6 413.7 -4 
Mean 345.8  289.8  248.5  204.5  689.5  585.3  508.9  431.3  
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Table G2 SDF values of dependent stations and mean cluster values and percentages of error (%) for different return periods for Cluster 2 
(continued) 
 
Duration 
(months) 
 
SDF values 
Duration 
(months) 
SDF values 
2 Error 5 Error 10 Error 20 Error 2 Error 5 Error 10 Error 20 Error 
Cluster 2 3  
Clear Lake 1038 6 899.6 9 812.4 13 735.1 17 
4 
1392.1 14 1209.7 13 1090.6 14 981.3 15 
Edenhope 1021.7 -2 831.4 -9 681.6 -14 522.6 -18 1345.7 -3 1119.1 -7 954.7 -9 790.3 -11 
Colbinabin 968.1 -21 839.2 -7 772.6 3 721.3 14 1319 -11 1144.8 -2 1051.7 6 978.4 14 
Dookie 1012.9 -6 853.9 -4 737.5 -4 619.7 -5 1355.5 -0.1 1138.2 -3 983.4 -5 830.7 -6 
Molka 991.5 -14 820.1 -12 711 -9 612.9 -6 1332.2 -7 1106.8 -9 965.3 -7 840.2 -5 
Natte Yallock 1055.1 16 898.3 9 807.6 11 734.8 17 1379.3 9 1238.3 21 1142.2 25 1048.9 28 
Tatura 1053.8 16 859 -3 705.2 -10 545.1 -15 1434.5 37 1173.1 4 954 -9 716.4 -18 
East Sale 1011.4 -6 864.3 -1 763.7 1 667.2 3 1370 5 1172.3 4 1042.3 4 922.2 5 
Bannockburn 1048.8 13 895.3 8 780.3 5 663 2 1410.9 23 1192.6 9 1024.7 2 851.1 4 
Avenel 1047.6 12 835.5 -8 667.5 -16 493.6 -21 1364.3 3 1085.1 -12 874.3 -18 662 -22 
Clunes 1058.2 18 905.8 11 789.1 7 668 3 1411.2 23 1198.9 10 1038.3 4 873.9 -1 
Heathcote 970.1 -21 827.9 -10 734.5 -5 646.5 -1 1299.5 -16 1119.7 -6 1002.2 -2 892 1 
Wickliffe 1081.7 36 930.5 20 799.8 9 650.9 0.1 1330.1 -8 1129.1 -5 989.6 -4 853.7 -3.6 
Derrinallum 1059.9 20 887.4 5 754.8 -1 618.5 -5 1373.1 6 1145.2 -2 987.8 -4 838.2 -5 
Mean 1025.4  868.8  758.5  650.1  1355.7  1153.6  1015.3  882.6  
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Table G2 SDF values of dependent stations and mean cluster values and percentages of error (%) for different return periods for Cluster 2 
(continued) 
 
Duration 
(months) 
 
SDF values 
2 Error 5 Error 10 Error 20 Error 
Cluster 2 5 
Clear Lake 1702.2 11 1488.4 11 1382.9 15 1306.6 20 
Edenhope 1654.9 -2 1383.2 -6 1205.5 -9 1041.2 -11 
Colbinabin 1602.9 -13 1440.8 3 1361.4 11 1301.5 19 
Dookie 1687.3 7 1419.4 -1 1239.4 -5 1070.3 -9 
Molka 1510.3 -28 1302 -16 1209.9 -8 1146.6 -1 
Natte Yallock 1741.9 25 1577.1 31 1465.2 31 1356.9 28 
Tatura 1725.9 19 1383.8 -6 1131.7 -16 883.4 -23 
East Sale 1658.6 -1 1460.4 6 1341.8 8 1237.8 10 
Bannockburn 1711.4 14 1437.6 2 1260.4 -3 1101.1 -6 
Avenel 1618.3 -10 1303.7 -16 1097.2 -19 906.9 -22 
Clunes 1667.5 1 1413 -2 1245.3 -4 1089.5 -7 
Heathcote 1621.6 -9 1404.9 -3 1268.1 -2 1143 -2 
Wickliffe 1612.1 -11 1373.3 -8 1251.2 -4 1158.6 0.2 
Derrinallum 1704.9 12 1412.7 -2 1227 -7 1063.8 -9 
Mean 1662.2  1425.1  1282  1157.1  
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Table G3 SDF values of dependent stations and mean cluster values and percentages of error (%) for different return periods for Cluster 3 
 
Duration 
(months) 
 
SDF values 
Duration 
(months) 
SDF values 
2 Error 5 Error 10 Error 20 Error 2 Error 5 Error 10 Error 20 Error 
Cluster 3 
1  
Carboor 579 -15 481.8 -12 406.6 -13 328.3 -15 
2 
1157.1 -14 966.3 -19 818.4 -22 667.2 -26 
Strathbogie 573.3 -19 458 -21 376.1 -22 298.3 -21 1078.3 -37 894.9 -31 795 -26 716.2 -20 
Tallangatta 593.6 -2 506.2 -0.5 438.7 -2 368.9 -4 1170.6 -9 994.3 -13 862.9 -16 729.6 -16 
Woorage 599.5 5 503.8 -2 426.8 -7 345.4 -10 1160.4 -13 987.1 -14 867.9 -15 754.9 -15 
Gabo Island 601.6 8 518.6 7 457.4 6 396.6 5 1208.6 13 1042.7 0.1 916.5 -6 788.9 -10 
Nowa Nowa 582.5 -12 519 7 479.3 17 443.8 26 1186.2 -1 1049.9 2 965.9 6 893.2 9 
Wonthaggi 578.7 -15 427.7 -31 289.6 -39 129.7 -45 1217.9 19 1073.3 10 956 3 828.6 -4 
Moorabool 537.9 -38 430.8 -30 357 -26 286.3 -24 1121 -26 909.3 -29 772.5 -28 650.6 -27 
Cape Otway 621.8 41 581.2 70 549 76 513.9 77 1245.9 45 1160.1 55 1093.4 54 1022.2 49 
Ventnor 601.2 7 531.6 16 482.8 19 435.7 22 1182.8 -3 1049.1 2 973.4 8 912.3 14 
Scotsburn 605.5 13 560 39 526.9 48 493.3 54 1219.7 20 1125.9 31 1058.8 34 991.5 34 
Mean 595.1  507.1  444  381  1188  1042.1  943  848.7  
3 
Carboor 1674.6 -22 1427.4 -22 1242.5 -24 1050.9 -26 
4 
2197.8 -23 1856.2 -26 1598.7 -28 1330.1 -30 
Strathbogie 1629.1 -30 1384.1 -27 1223.2 -26 1072.5 -24 2167.6 -27 1863.2 -25 1647.6 -25 1432 -24 
Tallangatta 1729.1 -9 1472.2 -16 1303.8 -18 1150.1 -18 2254.3 -14 1972.2 -15 1782.3 -14 1600.6 -13 
Woorage 1693.3 -18 1475.5 -16 1340.1 -13 1219.1 -11 2230 -18 1997.5 -12 1838.5 -9 1683 -7 
Gabo Island 1713.3 -13 1508.3 -11 1390.8 -7 1293.4 -2.3 2294.8 -7 2042.8 -6 1895.1 -3 1769.4 2 
Nowa Nowa 1756.3 -1 1583.3 3 1480.1 7 1391.2 12 2387.1 17 2169.1 14 2029.9 15 1903 18 
Wonthaggi 1841.6 37 1630.9 15 1454.9 3 1259.7 -6 2472 53 2203.5 21 1966.8 6 1692.8 -6 
Moorabool 1621.8 -31 1375.3 -28 1224.5 -25 1091.1 -23 2200.3 -23 1889.7 -23 1690.9 -22 1509 -20 
Cape Otway 1872.1 59 1739.8 54 1639.7 48 1535.4 43 2447.9 41 2280.8 42 2166.1 42 2054.2 43 
Ventnor 1772.8 5 1637.9 17 1522.8 16 1389.8 12 2394.8 20 2219.5 25 2075.3 23 1913.1 19 
Scotsburn 1830.3 31 1677.3 29 1577.3 29 1485.1 30 2408.4 24 2227.9 27 2101.6 28 1976.3 29 
Mean 1753.8  1557.5  1423  1292.3  2321.4  2076  1904.1  1733.5  
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Table G3 SDF values of dependent stations and mean cluster values and percentages of error (%) for different return periods for Cluster 3 
(continued) 
 
Duration 
(months) 
 
SDF values 
2 Error 5 Error 10 Error 20 Error 
Cluster 3 5 
Carboor 2766.5 -20 2313.4 -26 1984.2 -29 1651.9 -31 
Strathbogie 2701.7 -27 2316.9 -26 2057 -25 1806.3 -25 
Tallangatta 2858 -7 2489.6 -13 2220.2 -15 1945.8 -18 
Woorage 2811.9 -14 2479.1 -13 2248.5 -13 2021.8 -13 
Gabo Island 2860 -7 2582.3 -3 2415.2 1 2267.9 5 
Nowa Nowa 2941.5 8 2706.2 13 2541 15 2376.5 16 
Wonthaggi 3015.8 27 2665.9 8 2369.2 -4 2033.8 -12 
Moorabool 2703.9 -27 2391.3 -21 2238.9 -14 2125.8 -6 
Cape Otway 3034.8 34 2839.1 39 2712.3 42 2593.7 46 
Ventnor 3028.1 31 2811.5 33 2619.4 26 2390.8 18 
Scotsburn 3050.7 39 2797.9 30 2644.6 30 2512.2 33 
Mean 2893  2596.1  2389.3  2183  
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Table G4 SDF values of dependent stations and mean cluster values and percentages of error (%) for different return periods for Cluster 4 
 
Duration 
(months) 
 
SDF values 
Duration 
(months) 
SDF values 
2 Error 5 Error 10 Error 20 Error 2 Error 5 Error 10 Error 20 Error 
Cluster 4 
1  
Chiltern 440 -21 371.9 -22 328 -20 287.9 -16 
2 
887.7 -21 764.3 -19 677.8 -18 592.9 -16 
Eldorado 434.6 -25 361 -27 310.5 -26 262.2 -24 871.9 -27 740.1 -25 660.2 -21 591 -16 
Omeo 460 -2 412.3 2 382.3 8 355.1 14 930.9 2 847.6 10 792.1 15 739.3 20 
Ensay 447.6 -15 398.1 -8 364.2 -3 331.2 1 913.5 -8 818.7 -3 758.2 3 703.7 9 
B. Mountain 456.9 -5 410 1 375.9 4 341.2 6 933 4 842.9 7 777.6 9 711.2 11 
Caulfield 438.8 -22 392.6 -11 360.1 -5 327.8 -0.3 905.3 -13 800.8 -9 730.6 -5 663.6 -2 
Malmsbury 435.7 -25 363.5 -26 311.5 -26 259.5 -25 871.7 -27 728.6 -28 632.7 -26 542.8 -24 
Mirranatwa 471.3 15 420 9 380 6 334.4 3 958.3 25 860.8 16 779.4 10 688.3 5 
Merino 475 21 425.1 14 381.1 7 330 1 954.5 21 854.7 13 761.9 4 647.8 -5 
M. R. Office 469.3 11 420.2 9 383.4 9 345.4 9 926.9 -0.5 829.2 2 758.7 3 687.7 5 
Cavendish 488.6 53 445.6 39 405.4 26 355.8 15 986.8 64 899.5 41 818.2 26 719 14 
Branxholme 475.8 23 425.3 14 383.6 9 337.4 4 937.9 7 821.7 -1 731.3 -5 635.6 -8 
Casterton 479.6 30 424.2 13 375.3 3 318.2 -5 934.2 5 821.6 -1 730.7 -5 631.5 -9 
Mean 461.4  409.3  369.8  328.5  927.6  825.4  749.2  670  
3  
Chiltern 1325.6 -21 1155.3 -18 1039.6 -15 928.3 -13 
4 
1778.3 -19 1560.8 -16 1413.7 -13 1272.4 -10 
Eldorado 1296.5 -28 1144.6 -20 1041.6 -15 941.3 -11 1772.9 -20 1573.5 -14 1432.8 -11 1292.6 -8 
Omeo 1390.5 1 1274.6 11 1197.5 16 1123.8 22 1864.1 4 1708.4 12 1606.3 17 1510.1 23 
Ensay 1372.7 -6 1257.5 5 1178.9 11 1102.1 17 1850.4 -0.4 1696.8 9 1601.1 16 1514.6 24 
B. Mountain 1420.8 16 1288.8 15 1192.4 15 1094.4 15 1891.3 15 1715.7 14 1591.8 14 1469.6 16 
Caulfield 1372.4 -6 1204.1 -8 1095.1 -6 995.5 -3 1794.3 -16 1588.7 -12 1446.9 -9 1308.2 -6 
Malmsbury 1325.8 -21 1129.2 -22 987.2 -22 844.4 -22 1758.1 -23 1520.1 -21 1348.3 -20 1174.5 -19 
Mirranatwa 1413.1 12 1263.7 7 1141.8 3 1007.2 1 1880.1 10 1670.1 3 1498.1 -2 1308.1 -6 
Merino 1433.5 24 1272.4 10 1125.3 -1 949.1 -10 1896.7 17 1682.6 6 1486 -4 1247.6 -12 
M. R. Office 1388.4 0 1227.3 -3 1120.3 -2 1020.4 1 1850.2 -0.5 1615.4 -7 1466.5 -6 1334.7 -3 
Cavendish 1489.2 77 1365 50 1242.3 30 1084.5 13 1993.6 85 1820.1 49 1647.1 27 1425.3 9 
Branxholme 1354.8 -13 1194.9 -10 1073.8 -10 947 -10 1839 -4 1620 -7 1450.1 -8 1270 -10 
Casterton 1384.4 -2 1220.8 -4 1096.1 -6 965.5 -8 1885 12 1656.6 0.3 1468.2 -6 1259.7 -11 
Mean 1388.3  1238.4  1128.4  1015.6  1851.7  1655.3  1510.1  1360.3  
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Table G4 SDF values of dependent stations and mean cluster values and percentages of error (%) for different return periods for Cluster 4 
(continued) 
 
Duration 
(months) 
 
SDF values 
2 Error 5 Error 10 Error 20 Error 
Cluster 4 5 
Chiltern 2210.4 -18 1952.2 -12 1775.6 -9 1603.6 -6 
Eldorado 2273 -6 2054.1 2 1894.8 5 1732.4 6 
Omeo 2317.2 5 2124 14 2006.7 21 1903.1 29 
Ensay 2289.5 -2 2104.8 11 1992.4 19 1892.5 27 
B. Mountain 2326.5 7 2125 15 1986.4 18 1851 21 
Caulfield 2212.3 -18 1934 -14 1792.2 -7 1685.7 1 
Malmsbury 2279 -5 1952.8 -12 1713 -15 1470.8 -16 
Mirranatwa 2347.1 14 2069.8 4 1858.5 0.1 1638.6 -3 
Merino 2330.7 9 2043.2 0.3 1786 -8 1480.8 -16 
M. R. Office 2279.7 -5 1973.2 -9 1798.6 -7 1657.7 -1 
Cavendish 2439.1 54 2194 30 1950.1 12 1635 -4 
Branxholme 2288.1 -3 2038 -1 1822.1 -4 1570.6 -9 
Casterton 2346.3 13 2072.8 5 1856.5 -0.2 1624.3 -4 
Mean 2299.2  2041.5  1857.8  1672.4  
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APPENDIX H 
 
Table H1 12-month time scale SPI values and drought classifications for Annuello station 
Month- 
Year 
SPI Drought 
classes 
 Month-
Year 
SPI Drought 
classes 
 Month-
Year 
SPI Drought 
classes 
 Month-
Year 
SPI Drought 
classes 
Dec-37 0.03 No drought  May-40 -1.33 Moderate  Feb-43 0.38 No drought  Nov-45 -0.67 Mild 
Jan-38 -0.13 Mild  Jun-40 -1.87 Severe  Mar-43 0.37 No drought  Dec-45 -0.85 Mild 
Feb-38 -0.02 Mild  Jul-40 -1.81 Severe  Apr-43 0.08 No drought  Jan-46 -0.01 Mild 
Mar-38 -0.22 Mild  Aug-40 -2.2 Extreme  May-43 -0.28 Mild  Feb-46 0.67 No drought 
Apr-38 -0.15 Mild  Sep-40 -1.79 Severe  Jun-43 -0.55 Mild  Mar-46 0.91 No drought 
May-38 -0.31 Mild  Oct-40 -1.81 Severe  Jul-43 -0.63 Mild  Apr-46 0.94 No drought 
Jun-38 -0.92 Mild  Nov-40 -2.43 Extreme  Aug-43 -0.83 Mild  May-46 1.07 No drought 
Jul-38 -0.65 Mild  Dec-40 -2.23 Extreme  Sep-43 -0.72 Mild  Jun-46 0.83 No drought 
Aug-38 -1.08 Moderate  Jan-41 -1.32 Moderate  Oct-43 -1.04 Moderate  Jul-46 0.89 No drought 
Sep-38 -1.14 Moderate  Feb-41 -1.38 Moderate  Nov-43 -1.49 Moderate  Aug-46 0.67 No drought 
Oct-38 -1.65 Severe  Mar-41 -1.39 Moderate  Dec-43 -1.44 Moderate  Sep-46 0.7 No drought 
Nov-38 -1.65 Severe  Apr-41 -1.7 Severe  Jan-44 -1.32 Moderate  Oct-46 0.34 No drought 
Dec-38 -1.95 Severe  May-41 -1.66 Severe  Feb-44 -1.66 Severe  Nov-46 0.43 No drought 
Jan-39 -2.27 Extreme  Jun-41 -1.44 Moderate  Mar-44 -1.75 Severe  Dec-46 0.42 No drought 
Feb-39 -1.2 Moderate  Jul-41 -1.21 Moderate  Apr-44 -1.52 Severe  Jan-47 -0.3 Mild 
Mar-39 -1.3 Moderate  Aug-41 -1.14 Moderate  May-44 -1.24 Moderate  Feb-47 -0.18 Mild 
Apr-39 -1.1 Moderate  Sep-41 -1.34 Moderate  Jun-44 -1.65 Severe  Mar-47 0.18 No drought 
May-39 -0.59 Mild  Oct-41 -0.84 Mild  Jul-44 -1.77 Severe  Apr-47 0.32 No drought 
Jun-39 -0.51 Mild  Nov-41 -0.6 Mild  Aug-44 -2.22 Extreme  May-47 0.09 No drought 
Jul-39 -0.78 Mild  Dec-41 -0.47 Mild  Sep-44 -2.35 Extreme  Jun-47 0.01 No drought 
Aug-39 -0.51 Mild  Jan-42 -1.14 Moderate  Oct-44 -2.31 Extreme  Jul-47 -0.06 Mild 
Sep-39 -0.24 Mild  Feb-42 -0.9 Mild  Nov-44 -2.18 Extreme  Aug-47 0.02 No drought 
Oct-39 -0.17 Mild  Mar-42 -1.07 Moderate  Dec-44 -1.74 Severe  Sep-47 0.11 No drought 
Nov-39 0.36 No drought  Apr-42 -0.59 Mild  Jan-45 -1.77 Severe  Oct-47 0.44 No drought 
Dec-39 0.36 No drought  May-42 -0.25 Mild  Feb-45 -1.88 Severe  Nov-47 0.46 No drought 
Jan-40 0.43 No drought  Jun-42 0.02 No drought  Mar-45 -2.07 Extreme  Dec-47 0.78 No drought 
Oct-39 -0.17 Mild  Jul-42 0 Mild  Apr-45 -2.61 Extreme  Jan-48 0.74 No drought 
Nov-39 0.36 No drought  Aug-42 0.39 No drought  May-45 -3.09 Extreme  Feb-48 -0.04 Mild 
Dec-39 0.36 No drought  Sep-42 0.21 No drought  Jun-45 -1.94 Severe  Mar-48 -0.79 Mild 
Jan-40 0.43 No drought  Oct-42 0.38 No drought  Jul-45 -1.79 Severe  Apr-48 -0.66 Mild 
Feb-40 -0.52 Mild  Nov-42 0.6 No drought  Aug-45 -1.3 Moderate  May-48 -0.45 Mild 
Mar-40 -0.58 Mild  Dec-42 0.5 No drought  Sep-45 -1.3 Moderate  Jun-48 -0.39 Mild 
Apr-40 -0.69 Mild  Jan-43 0.44 No drought  Oct-45 -0.78 Mild  Jul-48 -0.57 Mild 
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Table H1 12-month time scale SPI values and drought classifications for Annuello station (continued) 
Month-
Year 
SPI Drought 
classes 
 Month-
Year 
SPI Drought 
classes 
 Month-
Year 
SPI Drought 
classes 
 Month-
Year 
SPI Drought 
classes 
Aug-48 -0.71 Mild  Sep-51 0.48 No drought  Oct-54 -0.99 Mild  Nov-57 -0.86 Mild 
Sep-48 -0.71 Mild  Oct-51 0.13 No drought  Nov-54 -0.77 Mild  Dec-57 -0.55 Mild 
Oct-48 -0.37 Mild  Nov-51 -0.1 Mild  Dec-54 -0.18 Mild  Jan-58 0.1 No drought 
Nov-48 -0.47 Mild  Dec-51 -0.21 Mild  Jan-55 -0.24 Mild  Feb-58 -0.62 Mild 
Dec-48 -0.98 Mild  Jan-52 -0.25 Mild  Feb-55 0.64 No drought  Mar-58 -0.9 Mild 
Jan-49 -0.89 Mild  Feb-52 -0.33 Mild  Mar-55 0.76 No drought  Apr-58 -0.8 Mild 
Feb-49 -0.73 Mild  Mar-52 -0.16 Mild  Apr-55 0.26 No drought  May-58 -0.49 Mild 
Mar-49 -0.25 Mild  Apr-52 -0.03 Mild  May-55 0.78 No drought  Jun-58 -0.84 Mild 
Apr-49 -0.55 Mild  May-52 0.33 No drought  Jun-55 1.22 No drought  Jul-58 -0.42 Mild 
May-49 0.24 No drought  Jun-52 0.14 No drought  Jul-55 1.35 No drought  Aug-58 0.13 No drought 
Jun-49 0 Mild  Jul-52 -0.13 Mild  Aug-55 1.43 No drought  Sep-58 0.29 No drought 
Jul-49 0.3 No drought  Aug-52 -0.46 Mild  Sep-55 1.68 No drought  Oct-58 0.9 No drought 
Aug-49 0.28 No drought  Sep-52 -0.33 Mild  Oct-55 1.67 No drought  Nov-58 1.23 No drought 
Sep-49 0.33 No drought  Oct-52 0.03 No drought  Nov-55 1.45 No drought  Dec-58 1.11 No drought 
Oct-49 0.12 No drought  Nov-52 0.29 No drought  Dec-55 1.06 No drought  Jan-59 0.87 No drought 
Nov-49 0.01 No drought  Dec-52 0.38 No drought  Jan-56 1.16 No drought  Feb-59 0.56 No drought 
Dec-49 0.02 No drought  Jan-53 0.34 No drought  Feb-56 0.43 No drought  Mar-59 0.64 No drought 
Jan-50 -0.03 Mild  Feb-53 0.45 No drought  Mar-56 1.04 No drought  Apr-59 0.77 No drought 
Feb-50 0.59 No drought  Mar-53 0.27 No drought  Apr-56 1.22 No drought  May-59 0.58 No drought 
Mar-50 1.14 No drought  Apr-53 -0.03 Mild  May-56 1.65 No drought  Jun-59 0.62 No drought 
Apr-50 1.21 No drought  May-53 -0.77 Mild  Jun-56 1.59 No drought  Jul-59 0.31 No drought 
May-50 0.73 No drought  Jun-53 -0.93 Mild  Jul-56 1.87 No drought  Aug-59 -0.2 Mild 
Jun-50 0.81 No drought  Jul-53 -0.78 Mild  Aug-56 1.78 No drought  Sep-59 -0.17 Mild 
Jul-50 0.69 No drought  Aug-53 -0.5 Mild  Sep-56 1.69 No drought  Oct-59 -0.08 Mild 
Aug-50 0.91 No drought  Sep-53 -0.05 Mild  Oct-56 1.92 No drought  Nov-59 -0.56 Mild 
Sep-50 0.99 No drought  Oct-53 -0.32 Mild  Nov-56 1.78 No drought  Dec-59 -0.58 Mild 
Oct-50 1.03 No drought  Nov-53 -0.31 Mild  Dec-56 1.71 No drought  Jan-60 -0.35 Mild 
Nov-50 1.14 No drought  Dec-53 -0.35 Mild  Jan-57 1.53 No drought  Feb-60 -0.12 Mild 
Dec-50 1.21 No drought  Jan-54 -0.41 Mild  Feb-57 2.34 No drought  Mar-60 -0.08 Mild 
Jan-51 1.33 No drought  Feb-54 -0.68 Mild  Mar-57 2.08 No drought  Apr-60 -0.16 Mild 
Feb-51 0.79 No drought  Mar-54 -0.74 Mild  Apr-57 1.96 No drought  May-60 0.35 No drought 
Mar-51 -0.23 Mild  Apr-54 -0.17 Mild  May-57 1.17 No drought  Jun-60 0.51 No drought 
Apr-51 -0.13 Mild  May-54 -0.23 Mild  Jun-57 1.13 No drought  Jul-60 0.89 No drought 
May-51 -0.1 Mild  Jun-54 -0.5 Mild  Jul-57 0.6 No drought  Aug-60 1.07 No drought 
Jun-51 0.4 No drought  Jul-54 -0.59 Mild  Aug-57 0.46 No drought  Sep-60 1.28 No drought 
Jul-51 0.52 No drought  Aug-54 -0.69 Mild  Sep-57 0.06 No drought  Oct-60 0.6 No drought 
Aug-51 0.71 No drought  Sep-54 -1.25 Moderate  Oct-57 -0.8 Mild  Nov-60 0.99 No drought 
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Table H1 12-month time scale SPI values and drought classifications for Annuello station (continued) 
Month SPI Drought 
classes 
 Month SPI Drought 
classes 
 Month SPI Drought 
classes 
 Month SPI Drought 
classes 
Dec-60 0.91 No drought  Jan-64 0.77 No drought  Feb-67 -0.62 Mild  Mar-70 -1.1 Moderate 
Jan-61 0.56 No drought  Feb-64 0.87 No drought  Mar-67 -0.95 Mild  Apr-70 -0.43 Mild 
Feb-61 0.38 No drought  Mar-64 0.26 No drought  Apr-67 -1.07 Moderate  May-70 -0.73 Mild 
Mar-61 0.36 No drought  Apr-64 0.04 No drought  May-67 -1.11 Moderate  Jun-70 -0.63 Mild 
Apr-61 0.49 No drought  May-64 -0.27 Mild  Jun-67 -1.09 Moderate  Jul-70 -1.01 Moderate 
May-61 -0.03 Mild  Jun-64 -0.75 Mild  Jul-67 -1.22 Moderate  Aug-70 -0.53 Mild 
Jun-61 -0.03 Mild  Jul-64 -0.64 Mild  Aug-67 -1.22 Moderate  Sep-70 -0.02 Mild 
Jul-61 -0.36 Mild  Aug-64 -0.86 Mild  Sep-67 -1.5 Severe  Oct-70 -0.11 Mild 
Aug-61 -0.33 Mild  Sep-64 0.16 No drought  Oct-67 -1.79 Severe  Nov-70 0.22 No drought 
Sep-61 -0.55 Mild  Oct-64 0.45 No drought  Nov-67 -2.03 Extreme  Dec-70 0.18 No drought 
Oct-61 -0.56 Mild  Nov-64 0.85 No drought  Dec-67 -2.71 Extreme  Jan-71 0.15 No drought 
Nov-61 -0.26 Mild  Dec-64 0.74 No drought  Jan-68 -2.04 Extreme  Feb-71 0.2 No drought 
Dec-61 0 Mild  Jan-65 0.57 No drought  Feb-68 -2.15 Extreme  Mar-71 0.9 No drought 
Jan-62 0.33 No drought  Feb-65 0.47 No drought  Mar-68 -2.03 Extreme  Apr-71 0.78 No drought 
Feb-62 0.29 No drought  Mar-65 0.49 No drought  Apr-68 -1.88 Severe  May-71 0.89 No drought 
Mar-62 0.22 No drought  Apr-65 0.23 No drought  May-68 -1.71 Severe  Jun-71 0.88 No drought 
Apr-62 -0.07 Mild  May-65 0.31 No drought  Jun-68 -1.53 Severe  Jul-71 1.08 No drought 
May-62 0.22 No drought  Jun-65 0.34 No drought  Jul-68 -1.4 Moderate  Aug-71 0.84 No drought 
Jun-62 0.1 No drought  Jul-65 0.42 No drought  Aug-68 -1.21 Moderate  Sep-71 0.35 No drought 
Jul-62 0.12 No drought  Aug-65 0.84 No drought  Sep-68 -1.23 Moderate  Oct-71 0.34 No drought 
Aug-62 0.03 No drought  Sep-65 0.32 No drought  Oct-68 -0.89 Mild  Nov-71 0.45 No drought 
Sep-62 -0.16 Mild  Oct-65 0.11 No drought  Nov-68 -0.7 Mild  Dec-71 0.6 No drought 
Oct-62 -0.05 Mild  Nov-65 -0.16 Mild  Dec-68 -0.58 Mild  Jan-72 0.81 No drought 
Nov-62 -0.9 Mild  Dec-65 -0.09 Mild  Jan-69 -0.99 Mild  Feb-72 1.06 No drought 
Dec-62 -0.67 Mild  Jan-66 -0.03 Mild  Feb-69 0.22 No drought  Mar-72 0.23 No drought 
Jan-63 -0.68 Mild  Feb-66 0.19 No drought  Mar-69 0.83 No drought  Apr-72 -0.12 Mild 
Feb-63 -0.69 Mild  Mar-66 0.38 No drought  Apr-69 0.89 No drought  May-72 -0.06 Mild 
Mar-63 -0.02 Mild  Apr-66 0.42 No drought  May-69 0.86 No drought  Jun-72 -0.21 Mild 
Apr-63 0.52 No drought  May-66 0.46 No drought  Jun-69 0.72 No drought  Jul-72 -0.42 Mild 
May-63 0.6 No drought  Jun-66 0.32 No drought  Jul-69 0.8 No drought  Aug-72 -0.26 Mild 
Jun-63 1.12 No drought  Jul-66 0.1 No drought  Aug-69 0.66 No drought  Sep-72 -0.24 Mild 
Jul-63 1.08 No drought  Aug-66 -0.35 Mild  Sep-69 0.75 No drought  Oct-72 -0.24 Mild 
Aug-63 1.1 No drought  Sep-66 -0.56 Mild  Oct-69 0.66 No drought  Nov-72 -0.63 Mild 
Sep-63 1.14 No drought  Oct-66 -0.65 Mild  Nov-69 0.63 No drought  Dec-72 -0.82 Mild 
Oct-63 1.24 No drought  Nov-66 -0.68 Mild  Dec-69 0.6 No drought  Jan-73 -1.25 Moderate 
Nov-63 1.24 No drought  Dec-66 -0.38 Mild  Jan-70 0.78 No drought  Feb-73 -0.43 Mild 
Dec-63 1.05 No drought  Jan-67 -0.36 Mild  Feb-70 -0.32 Mild  Mar-73 -0.07 Mild 
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Table H1 12-month time scale SPI values and drought classifications for Annuello station (continued) 
Month-
Year 
SPI Drought 
classes 
 Month-
Year 
SPI Drought 
classes 
 Month-
Year 
SPI Drought 
classes 
 Month-
Year 
SPI Drought 
classes 
Apr-73 -0.04 Mild  May-76 0.41 No drought  Jun-79 1.8 No drought  Jul-82 -1.42 Moderate 
May-73 0.01 No drought  Jun-76 0.44 No drought  Jul-79 1.44 No drought  Aug-82 -1.82 Severe 
Jun-73 0.52 No drought  Jul-76 0.25 No drought  Aug-79 1.36 No drought  Sep-82 -1.9 Severe 
Jul-73 0.96 No drought  Aug-76 0.01 No drought  Sep-79 1.02 No drought  Oct-82 -2.46 Extreme 
Aug-73 1.35 No drought  Sep-76 -0.3 Mild  Oct-79 0.96 No drought  Nov-82 -2.4 Extreme 
Sep-73 1.48 No drought  Oct-76 -0.39 Mild  Nov-79 0.7 No drought  Dec-82 -2.47 Extreme 
Oct-73 2.1 No drought  Nov-76 -0.04 Mild  Dec-79 0.71 No drought  Jan-83 -2.73 Extreme 
Nov-73 2.21 No drought  Dec-76 -0.48 Mild  Jan-80 -0.08 Mild  Feb-83 -2.82 Extreme 
Dec-73 2.34 No drought  Jan-77 -0.67 Mild  Feb-80 -0.69 Mild  Mar-83 -1.82 Severe 
Jan-74 2.54 No drought  Feb-77 0.29 No drought  Mar-80 -0.71 Mild  Apr-83 -1.82 Severe 
Feb-74 2.41 No drought  Mar-77 0.33 No drought  Apr-80 -0.44 Mild  May-83 -1.55 Severe 
Mar-74 2.68 No drought  Apr-77 0.59 No drought  May-80 -1.03 Moderate  Jun-83 -1.71 Severe 
Apr-74 2.8 No drought  May-77 0.95 No drought  Jun-80 -0.77 Mild  Jul-83 -1.02 Moderate 
May-74 3.08 No drought  Jun-77 1.28 No drought  Jul-80 -0.57 Mild  Aug-83 -0.43 Mild 
Jun-74 2.91 No drought  Jul-77 1.13 No drought  Aug-80 -0.72 Mild  Sep-83 -0.2 Mild 
Jul-74 2.78 No drought  Aug-77 1.08 No drought  Sep-80 -1.24 Moderate  Oct-83 0.17 No drought 
Aug-74 2.49 No drought  Sep-77 1.1 No drought  Oct-80 -0.84 Mild  Nov-83 0.4 No drought 
Sep-74 2.57 No drought  Oct-77 0.37 No drought  Nov-80 -0.82 Mild  Dec-83 0.94 No drought 
Oct-74 2.07 No drought  Nov-77 0.23 No drought  Dec-80 -0.6 Mild  Jan-84 1.29 No drought 
Nov-74 1.7 No drought  Dec-77 0.22 No drought  Jan-81 -0.43 Mild  Feb-84 1.34 No drought 
Dec-74 1.48 No drought  Jan-78 0.24 No drought  Feb-81 0.08 No drought  Mar-84 0.88 No drought 
Jan-75 0.99 No drought  Feb-78 -0.87 Mild  Mar-81 -0.02 Mild  Apr-84 0.88 No drought 
Feb-75 0.59 No drought  Mar-78 -0.33 Mild  Apr-81 -0.54 Mild  May-84 0.67 No drought 
Mar-75 0.27 No drought  Apr-78 -0.63 Mild  May-81 -0.39 Mild  Jun-84 0.59 No drought 
Apr-75 -0.15 Mild  May-78 -0.37 Mild  Jun-81 -0.2 Mild  Jul-84 0.64 No drought 
May-75 -0.65 Mild  Jun-78 -0.42 Mild  Jul-81 0.13 No drought  Aug-84 0.57 No drought 
Jun-75 -0.66 Mild  Jul-78 0.02 No drought  Aug-81 0.24 No drought  Sep-84 0.5 No drought 
Jul-75 -0.58 Mild  Aug-78 0.41 No drought  Sep-81 0.42 No drought  Oct-84 0.21 No drought 
Aug-75 -0.58 Mild  Sep-78 0.91 No drought  Oct-81 0.41 No drought  Nov-84 0.13 No drought 
Sep-75 -0.61 Mild  Oct-78 0.95 No drought  Nov-81 0.43 No drought  Dec-84 -0.55 Mild 
Oct-75 0.11 No drought  Nov-78 1.04 No drought  Dec-81 0.31 No drought  Jan-85 -1.1 Moderate 
Nov-75 0.07 No drought  Dec-78 1.01 No drought  Jan-82 0.32 No drought  Feb-85 -0.96 Mild 
Dec-75 0.51 No drought  Jan-79 1.53 No drought  Feb-82 -0.19 Mild  Mar-85 -1.13 Moderate 
Jan-76 0.64 No drought  Feb-79 1.96 No drought  Mar-82 -0.07 Mild  Apr-85 -1.25 Moderate 
Feb-76 0.68 No drought  Mar-79 1.7 No drought  Apr-82 -0.01 Mild  May-85 -1.01 Moderate 
Mar-76 0.53 No drought  Apr-79 1.86 No drought  May-82 -0.29 Mild  Jun-85 -0.92 Mild 
Apr-76 0.55 No drought  May-79 1.89 No drought  Jun-82 -0.73 Mild  Jul-85 -1.63 Severe 
265 
 
Table H1 12-month time scale SPI values and drought classifications for Annuello station (continued) 
Month SPI Drought 
classes 
 Month SPI Drought 
classes 
 Month SPI Drought 
classes 
 Month SPI Drought 
classes 
Aug-85 -1.27 Moderate  Sep-88 0.62 No drought  Oct-91 -0.13 Mild  Nov-94 -0.55 Mild 
Sep-85 -1.46 Moderate  Oct-88 0.34 No drought  Nov-91 -0.1 Mild  Dec-94 -1.24 Moderate 
Oct-85 -0.98 Mild  Nov-88 0.74 No drought  Dec-91 -0.04 Mild  Jan-95 -0.69 Mild 
Nov-85 -0.88 Mild  Dec-88 0.6 No drought  Jan-92 -0.92 Mild  Feb-95 -1.51 Severe 
Dec-85 -0.31 Mild  Jan-89 0.27 No drought  Feb-92 -0.73 Mild  Mar-95 -1.67 Severe 
Jan-86 -0.36 Mild  Feb-89 0.24 No drought  Mar-92 -0.71 Mild  Apr-95 -1.53 Severe 
Feb-86 -0.49 Mild  Mar-89 0.66 No drought  Apr-92 -0.72 Mild  May-95 -0.7 Mild 
Mar-86 -0.6 Mild  Apr-89 0.99 No drought  May-92 -0.17 Mild  Jun-95 -0.82 Mild 
Apr-86 -0.46 Mild  May-89 1.35 No drought  Jun-92 -0.43 Mild  Jul-95 -0.29 Mild 
May-86 -0.2 Mild  Jun-89 1.61 No drought  Jul-92 -0.7 Mild  Aug-95 -0.11 Mild 
Jun-86 -0.27 Mild  Jul-89 1.55 No drought  Aug-92 -0.41 Mild  Sep-95 -0.11 Mild 
Jul-86 0.44 No drought  Aug-89 1.83 No drought  Sep-92 -0.1 Mild  Oct-95 0.33 No drought 
Aug-86 0.18 No drought  Sep-89 1.47 No drought  Oct-92 0.46 No drought  Nov-95 0.29 No drought 
Sep-86 0.47 No drought  Oct-89 1.45 No drought  Nov-92 0.81 No drought  Dec-95 0.26 No drought 
Oct-86 0.56 No drought  Nov-89 1.14 No drought  Dec-92 1.4 No drought  Jan-96 0.02 No drought 
Nov-86 0.48 No drought  Dec-89 1.08 No drought  Jan-93 1.7 No drought  Feb-96 0.1 No drought 
Dec-86 0.38 No drought  Jan-90 0.88 No drought  Feb-93 1.67 No drought  Mar-96 0.26 No drought 
Jan-87 0.47 No drought  Feb-90 1.05 No drought  Mar-93 1.84 No drought  Apr-96 0.27 No drought 
Feb-87 0.45 No drought  Mar-90 0.72 No drought  Apr-93 1.67 No drought  May-96 -0.43 Mild 
Mar-87 0.64 No drought  Apr-90 0.71 No drought  May-93 1.49 No drought  Jun-96 -0.31 Mild 
Apr-87 0.57 No drought  May-90 0.32 No drought  Jun-93 1.48 No drought  Jul-96 -0.3 Mild 
May-87 0.43 No drought  Jun-90 0.04 No drought  Jul-93 1.67 No drought  Aug-96 -0.11 Mild 
Jun-87 0.63 No drought  Jul-90 0.25 No drought  Aug-93 1.35 No drought  Sep-96 0.28 No drought 
Jul-87 0.23 No drought  Aug-90 0.15 No drought  Sep-93 1.14 No drought  Oct-96 -0.09 Mild 
Aug-87 0.49 No drought  Sep-90 0.11 No drought  Oct-93 1 No drought  Nov-96 -0.09 Mild 
Sep-87 0.17 No drought  Oct-90 0.04 No drought  Nov-93 0.76 No drought  Dec-96 -0.03 Mild 
Oct-87 0.09 No drought  Nov-90 -0.09 Mild  Dec-93 0.51 No drought  Jan-97 -0.01 Mild 
Nov-87 -0.04 Mild  Dec-90 -0.17 Mild  Jan-94 0.04 No drought  Feb-97 -0.13 Mild 
Dec-87 -0.04 Mild  Jan-91 0.57 No drought  Feb-94 0.58 No drought  Mar-97 -0.33 Mild 
Jan-88 0.39 No drought  Feb-91 0.45 No drought  Mar-94 0.45 No drought  Apr-97 -0.48 Mild 
Feb-88 0.39 No drought  Mar-91 0.38 No drought  Apr-94 0.47 No drought  May-97 -0.23 Mild 
Mar-88 0.28 No drought  Apr-91 0.04 No drought  May-94 0.31 No drought  Jun-97 -0.69 Mild 
Apr-88 0.44 No drought  May-91 -0.51 Mild  Jun-94 0.57 No drought  Jul-97 -1.38 Moderate 
May-88 0.68 No drought  Jun-91 -0.31 Mild  Jul-94 0.31 No drought  Aug-97 -1.21 Moderate 
Jun-88 0.73 No drought  Jul-91 -0.42 Mild  Aug-94 0.26 No drought  Sep-97 -1.26 Moderate 
Jul-88 0.71 No drought  Aug-91 -0.53 Mild  Sep-94 -0.13 Mild  Oct-97 -1.26 Moderate 
Aug-88 0.16 No drought  Sep-91 -0.09 Mild  Oct-94 -0.45 Mild  Nov-97 -0.96 Mild 
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Table H1 12-month time scale SPI values and drought classifications for Annuello station (continued) 
Month SPI Drought 
classes 
 Month SPI Drought 
classes 
 Month SPI Drought 
classes 
Dec-97 -0.83 Mild  Jan-01 1.25 No drought  Feb-04 -0.02 Mild 
Jan-98 -0.74 Mild  Feb-01 0.89 No drought  Mar-04 -0.03 Mild 
Feb-98 -0.71 Mild  Mar-01 1.11 No drought  Apr-04 -0.06 Mild 
Mar-98 -0.77 Mild  Apr-01 0.73 No drought  May-04 -0.17 Mild 
Apr-98 -0.42 Mild  May-01 0.53 No drought  Jun-04 -0.27 Mild 
May-98 -0.69 Mild  Jun-01 0.73 No drought  Jul-04 -0.44 Mild 
Jun-98 -0.68 Mild  Jul-01 0.55 No drought  Aug-04 -0.46 Mild 
Jul-98 -0.18 Mild  Aug-01 0.63 No drought  Sep-04 -0.33 Mild 
Aug-98 -0.68 Mild  Sep-01 0.51 No drought  Oct-04 -0.43 Mild 
Sep-98 -0.88 Mild  Oct-01 0.24 No drought  Nov-04 -0.02 Mild 
Oct-98 -0.6 Mild  Nov-01 -0.43 Mild  Dec-04 -0.51 Mild 
Nov-98 -0.39 Mild  Dec-01 -0.61 Mild  Jan-05 -0.2 Mild 
Dec-98 -0.47 Mild  Jan-02 -0.78 Mild  Feb-05 -0.05 Mild 
Jan-99 -0.63 Mild  Feb-02 -0.83 Mild  Mar-05 -0.05 Mild 
Feb-99 0 Mild  Mar-02 -0.8 Mild  Apr-05 -0.02 Mild 
Mar-99 0.18 No drought  Apr-02 -0.63 Mild  May-05 -0.17 Mild 
Apr-99 -0.14 Mild  May-02 -0.55 Mild  Jun-05 -0.09 Mild 
May-99 0.07 No drought  Jun-02 -0.86 Mild  Jul-05 0.16 No drought 
Jun-99 0.23 No drought  Jul-02 -0.98 Mild  Aug-05 0 Mild 
Jul-99 0.04 No drought  Aug-02 -1.28 Moderate  Sep-05 0.02 No drought 
Aug-99 0.49 No drought  Sep-02 -1.61 Severe  Oct-05 0.66 No drought 
Sep-99 0.32 No drought  Oct-02 -1.74 Severe  Nov-05 0.32 No drought 
Oct-99 0.28 No drought  Nov-02 -1.48 Moderate  Dec-05 0.19 No drought 
Nov-99 0.71 No drought  Dec-02 -0.9 Mild  Jan-06 -0.07 Mild 
Dec-99 0.77 No drought  Jan-03 -0.89 Mild  Feb-06 -0.3 Mild 
Jan-00 0.64 No drought  Feb-03 -0.65 Mild  Mar-06 -0.25 Mild 
Feb-00 0.66 No drought  Mar-03 -1.16 Moderate  Apr-06 -0.06 Mild 
Mar-00 0.52 No drought  Apr-03 -1.38 Moderate  May-06 0 Mild 
Apr-00 0.94 No drought  May-03 -1.33 Moderate     
May-00 1.01 No drought  Jun-03 -0.96 Mild     
Jun-00 0.99 No drought  Jul-03 -0.63 Mild     
Jul-00 1.05 No drought  Aug-03 -0.18 Mild     
Aug-00 0.85 No drought  Sep-03 -0.09 Mild     
Sep-00 1.13 No drought  Oct-03 -0.01 Mild     
Oct-00 1.3 No drought  Nov-03 0.07 No drought     
Nov-00 1.12 No drought  Dec-03 0.37 No drought     
Dec-00 1.15 No drought  Jan-04 0.39 No drought     
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Note that the initial drought class is the vertical axis 
 
Figure H1 Predictions from 1 to 3 months ahead from any drought class given the initial month (i.e. March, June, September and December) for 
Cluster 2 
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Note that the initial drought class is the vertical axis 
 
Figure H2 Predictions from 1 to 3 months ahead from any drought class given the initial month (i.e. March, June, September and December) for 
Cluster 3 
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Note that the initial drought class is the vertical axis 
 
Figure H3 Predictions from 1 to 3 months ahead from any drought class given the initial month (i.e. March, June, September and December) for 
Cluster 4 
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Figure H4 Predictions from 1 to 3 months ahead from any drought class given the initial month (i.e. March, June, September and December) for 
Cluster 5 
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Note that the initial drought class is the vertical axis 
Figure H5 Predictions from 1 to 3 months ahead from any drought class given the initial month (i.e. March, June, September and December) for 
Cluster 6 
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Abstract  
Trend analysis is conducted using nonparametric trend tests (Mann-Kendall and Spearman’s rho) for 
five selected meteorological stations in Victoria. For the drought analysis, the Standardized 
Precipitation Index (SPI) was applied to 3 month and 12 month time scales using monthly mean 
precipitation data for the time series of over 60 years. The computed SPI values for both time scales 
showed statistically significant downward trend for all stations. To compare one time period to another, 
the series were then subdivided into two 33 year periods. For the 3 month basis, three out of five 
stations showed significant decreasing trends. In contrast, for the 12 month time scale, the results 
showed downward trends for all stations illustrating conditions becoming drier over the last thirty three 
years (1977-2010). These results could be associated with the consequences of climate change as it 
is postulated that droughts would become more common in the future.  
1. INTRODUCTION  
In recent years, most of Australia has been suffering from precipitation deficit and extended dry 
periods leading to a number of economic and environmental impacts. The South-eastern Australia 
(Victoria, parts of New South Wales and South Australia) has been experiencing low rainfall since 
1997. Melbourne had experienced seven consecutive years with annual rainfall below the long-term 
normal since 1997 (Stern et al., 2004). Several droughts have occurred in the past including 1963-
1968, 1972-1973, 1982-1983, 1991-1995 and 2002-2007 (BoM, 2011) costing the Australian economy 
billions of dollars. Tan and Rhodes (2008) reported 2006 annual inflow into four major water 
harvesting reservoirs supplying Melbourne was the lowest on record resulting in adverse socio-
economic and industry impacts due to the shortage of water and the imposition of restrictions. 
  
Trend identification in observed historical data and their occurrence in space and time are important in 
water resources management. Studies of change are also important. There is also a need to 
understand the impact of urbanisation and the emission of greenhouse gases as they may be 
influencing the physical forces deriving the hydrological cycle. In recent years, several studies have 
been devoted to evaluating and assessing long term trends of rainfall especially in Australia (Stern et 
al., 2004, Suppiah et al., 2007, Chowdhury and Beecham, 2010, Kiem and Verdon-Kidd, 2010, Barua 
et al., 2012). In Western Australia, Yu and Neil (1993) found annual average rainfall decreased during 
the period 1911-1990. In 2004, Stern et al. (2004) reported that Melbourne’s rainfall record displayed 
no overall long-term trend, notwithstanding the most recent dry spell. Further, Fawcett (2004) using 
‘change point detection’ and ‘break point analysis’ (statistical approaches) indicated a recent change 
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in the Melbourne rainfall regime towards lower average annual rainfall totals. Suppiah and Hennessy 
(1996) observed trends in a number of rainfall stations over the period 1910 to 1989 using daily data 
from 53 stations across Australia. They identified long-term decreases in winter rainfall over southwest 
Western Australia and increases in summer rainfall over parts of eastern Australia. Kiem and Verdon-
Kidd (2010) analysed rainfall and streamflow data from nine catchments across Victoria and 
concluded that the most recent shift being a switch to drier conditions was in 1994 for six of the nine 
catchments. Recently, Barua et al. (2012) found a decreasing trend in the annual rainfall at 15 stations 
within the Yarra River catchment in Melbourne, but for monthly rainfall there was no trend found. 
 
In the few of drought trend studies that have been carried out all over the world (Piccarreta et al., 
2004, Xu et al., 2011) the Standardized Precipitation Index (SPI) has found widespread application for 
describing and comparing droughts (Nalbantis and Tsakiris, 2009, Paulo et al., 2005, Khalili et al., 
2011). In addition, the World Meteorological Organization (WMO) has recommended the use of the 
SPI for widespread use to determine meteorological drought and complement local meteorological 
drought indices currently being used (Hayes, 2003). McKee et al. (1993) developed SPI in order to 
understand the effect of precipitation deficits in both the short-term (i.e. primarily impacting agriculture) 
and long-term (i.e. impacting water resources). 
 
Tests for the detection of significant trends in hydro-climatologic time series can be classified as 
parametric and non-parametric methods (Tabari et al., 2011). The purpose of trend tests is to 
determine if the values of a random variable generally increase (or decrease) over some period of 
time in statistical terms (Helsel and Hirsch, 2002). In many studies, The Mann-Kendall (MK) and 
Spearman’s Rho (SR) tests are examples of non-parametric tests that are applied for the detection of 
trends; (Yue et al., 2002, Drápela and Drápelová, 2011, Paulo et al., 2012) to name a few. One 
advantage of these tests is that the data do not have to fit any particular probability distribution. The 
study of Yue et al. (2002) showed that SR provides results almost similar to those obtained for the 
Mann-Kendall test to identify trends in time series.  
 
The aim of this study is to identify whether there is a statistical significance trends in Standardized 
Precipitation Index (SPI). In Australia, many studies have been carried out detecting rainfall and 
streamflow trends, however, there are only a few on drought. Non parametric trend tests which are 
regression, MK and SR were applied for five stations in Victoria. The results obtained by applying 
these methods are presented and discussed. Sen’s Slope Estimator method was applied to determine 
the slope of the trend line in stations where a significant trend in drought index was observed. 
1.1. Study area 
The State of Victoria in Australia has a varied climate despite its relatively small size (237,629 km2). It 
ranges from semi-arid and hot in the north-west, to temperate and cool along the coast. Victoria has 
been split into 15 rainfall districts with relatively similar rainfall patterns (BoM, 2007). The five rainfall 
stations selected for this study (Figure 1) and the description of the rainfall stations are shown in Table 
1.  
 
Rainfall in Victoria increases from north to south, with higher averages in areas of high altitude. Mean 
annual rainfall for selected five stations ranging from 293 to 650 mm. Rainfall data over a period from 
1949-2010 were used for the analysis. Rainfall data for this study were collected from the Bureau of 
Meteorology web site (http://www.bom.gov.au/climate/data/).  
 
76031
77051
79011
81013
86071
 
Figure 1. Locations of the study sites (Map of Victoria) 
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Table 1. Description of rainfall stations 
 
 
 
 
 
 
 
 
 
 
1.2. Drought Indices 
1.2.1  Standardized Precipitation Index (SPI) 
The SPI was designed by McKee and his colleagues at Colorado State University to quantify the 
precipitation deficit for multiple time scales (McKee et al., 1993). The SPI is determined by building a 
frequency distribution of precipitation data at a location for a specified time period. A gamma 
probability density function is fitted to the precipitation data and the cumulative distribution of 
precipitation is determined. An equiprobability transformation is then made from the cumulative 
distribution to the standard normal distribution with a mean of zero and variance of one. This 
transformed probability is the SPI value, which varies between +2.0 and −2.0, with extremes outside 
this range occurring 5% of the time (Edwards and McKee, 1997, Wu et al., 2001). McKee et al. (1993) 
used the classification system shown in the SPI values (Table 2) to define drought intensities resulting 
from the SPI.  
 
A drought event is defined here as a period in which the SPI is continuously negative and the SPI 
reaches a value of -1.0 or less and ends with the positive value of the SPI (McKee et al., 1993, Paulo 
and Pereira, 2006). The duration (D) is defined by the time between the beginning and end (-ve SPI 
values); the magnitude is calculated by the sum of the SPI for every month from the initiation to the 
end of each drought event and intensity is the ratio between the magnitude and the duration of the 
event. 
Table 2. Classifications scale for SPI values 
SPI values Category 
-1.0 to -1.49 moderately dry 
-1.5 to -1.99 severely dry 
-2 and less extremely dry 
2. TREND TESTS 
The purpose of trend analysis is to determine if a series of observations of a random variable is 
generally increasing or decreasing with time. Even though parametric trend tests are more powerful, 
non-parametric trend tests are widely used as they require the data be independent and could 
accommodate outliers in the data (Tabari et al., 2011). In this study, the non-parametric Mann–Kendall 
and Spearman’s rho tests are used in trend detection of drought in Victoria. When significant, the 
magnitude of the existing trend was estimated with the Sen’s Slope Estimator method (Helsel and 
Hirsch, 2002, Paulo et al., 2012). 
2.1 Mann-Kendall (MK) test 
The Mann-Kendall test is used for determining monotonic trends and is based on ranks (Helsel and 
Hirsch, 2002). This is a test for correlation between a sequence of pairs of values. The significance of 
the detected trends can be obtained at different level of significance (generally taken as 0.05). It has 
been suggested by the World Meteorological Organisation (WMO) to determine the existence of 
statistically significant trends in climate and hydrologic data time series. The MK test statistic and the 
sign function are calculated using the formula: 
Station No. Station Name and location 
Mean annual 
rainfall (mm) 
 
76031 
77051 
79011 
81013 
86071 
 
 
Mildura Airport (34.240 S, 142.090 E) 
Rainbow (Werrap (Oak-Lea)) (35.940 S, 141.940 E) 
Edenhope (Post Office) (37.040 S, 141.30 E) 
Dookie Agricultural College (36.370 S, 145.70 E) 
Melbourne Regional Office (37.810 S, 144.970 E) 
 
 
293 
349 
576 
554 
650 
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                                                                 (1) 
 
                                                                            (2) 
 
where n  is the number of data, x is the data point at times i and j (j > i). The variance of S is as follows 
 
                (3) 
 
where ti is the number of ties of extent i and m is the number of tied groups. For n larger than 10, the 
standard test statistic Z is computed as the MK test statistic as follows 
                                                                       (4) 
 
The presence of a statistically significant trend is evaluated using the Z value. Positive values of Z 
indicate increasing trends, while negative values show decreasing trends. To test for either an 
increase or decrease monotonic trend (a two-tailed test) at  level of significance, H0 should be 
rejected if the |Z| > Z1-α/2, where Z1-α/2 is obtained from the standard normal cumulative distribution 
tables. For example, at the 5% significance level, the null hypothesis was rejected if |Z|>1.96. A higher 
magnitude of Z value indicates that the trend is more statistically significant. 
2.2 Spearman’s Rho (SR) test  
Similar to the MK, the Spearman’s rho is another rank-based non-parametric statistical test that could 
also be used to detect monotonic trend in a time series (Yue et al., 2002, Yenigün et al., 2008). It is a 
simple test to determine whether correlation exists between two classifications of the same series of 
observations. The Spearman’s rho test statistic, rs and the standardized test statistic, ZSR are 
calculated as follows (Sneyers, 1990).   
 
                                                                      (5)     
 
                                                                                             (6)   
 
where R(xi) is the rank of the ith observation xi in the time series and n is the length of the time series. 
Positive values of ZSR indicate upward trends, while negative ZSR indicate downward trends in the time 
series. For example, at the 5% significance level, the null hypothesis was rejected if |Z|>1.96. A higher 
magnitude of Z value indicates that the trend is more statistically significant. 
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2.3 Sen’s estimator of slope 
Sen’s Slope Estimator method accounts for seasonality of the precipitation data. This method uses a 
simple non-parametric procedure developed by Sen (1968) to estimate the slope. The variance of the 
residuals should be constant in time. To derive an estimate of the slope, Q, the slopes of all data pairs 
are calculated as follows 
 
                                                              (7) 
where xj and xk are data values at times j and k. The median of these N values of Qi is Sen’s estimator 
of slope. The N values of Qi are ranked from the smallest to the largest and the Sen’s estimator is 
computed by 
                                                  (8) 
 
A 100(1-α)% two-sided confidence interval about the slope estimate is obtained by the  nonparametric 
technique based on the normal distribution (Drápela and Drápelová, 2011). 
3. RESULTS AND DISCUSSION 
The SPI for multiple time scales of 3- and 12- months was applied to all stations so that the severity of 
the drought can be estimated for both short and long term effect. As stated before, a drought event is 
defined when the SPI value reaches a value of -1.0 or less and the drought ends with the SPI reaching 
a positive value. Initially, a simple regression analysis was carried out to determine the Coefficient of 
Determination, R2 between SPI values and time series data from 1949 to 2010. The R2 values varied 
between 0.01 – 0.06 and 0.03 - 0.18 for 3-months and 12-months SPI values. Based on the results, 
the regression values were very low and the reason being that the SPI values vary a lot from +ve to     
-ve depending on the rainfall. 
  
The trend analysis techniques were applied to the SPI values calculated from the 3-month and 12-
month time scales. The z statistics obtained from both MK and SR tests for all five stations are 
presented in Table 3. Positive value indicates an increasing trend and vice versa. At the 5% 
significance level, the null hypothesis cannot be rejected (-1.96>z>1.96). It is clearly seen from the 
results, for both time scales, all stations showed statistically significant downward trend between 1949-
2010. Both techniques yielded similar results for all time periods and stations. The z values for MK and 
SR ranges from -2.08 to -11.5 and from -2.08 to -11.2, respectively. Yue et al. (2002) and Yenigun et 
al. (2008) also found MK and SR tests had similar performance for analysis of trends. 
 
Table 3. z values from MK and SR tests  
Station 
1949-2010 1949-1982 1977-2010 
MK SR MK SR MK SR 
3 month 
1 -2.77 -2.78 -1.08 -0.98 -1.40 -1.45 
2 -4.27 -4.31 -2.52 -2.54 -0.84 -0.79 
3 -3.18 -3.14 0.80 0.82 -3.33 -3.32 
4 -2.08 -2.08 -1.00 -1.07 -2.05 -2.04 
5 -6.62 -6.60 -4.03 -3.96 -4.10 -4.20 
12 month 
1 -7.35 -7.34 -1.33 -1.00 -5.22 -5.10 
2 -10.10 -10.00 -4.28 -4.14 -3.80 -3.56 
3 -6.95 -6.61 3.23 3.32 -9.36 -8.91 
4 -4.23 -4.30 -0.44 -0.49 -4.34 -4.32 
5 -11.50 -11.20 -6.41 -6.47 -6.28 -6.73 
                                                                    *For z values, results written in bold indicate downward trend  
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For comparison, the series of 60 years data were subdivided into two 33 year periods; 1949-1982 and 
1977-2010 in order to compare one time period to the other and examine changes of the precipitation. 
The z statistics obtained from MK and SR trend tests for the SPI values from the two time series sets 
of data are in Table 3. In these results, contrasting the first analysis using the whole period, only 
Stations 2 and 5 showed significantly decreasing trends for the first period (1949-1982). For both 
techniques, the z values ranges from -2.52 to -6.47. Only Station 3 gave significant increasing trend 
with the z values of MK (3.23) and SR (3.32), respectively. For the second period (1977-2010), except 
for Stations 1 and 2, all stations showed statistically significant decreasing trends using both 
techniques with z values ranges from -2.04 and -9.36, respectively. There are increasing numbers of 
stations showing significant downward trends between these two time periods. For 3- month time 
scale, there are from two to three stations while for 12- month time scale, from two to five stations. It 
confirms the decrease in rainfall over the last 33 years. Figure 2 shows the trend in SPI computed for 
3- and 12- month scale for Station 1. 
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(b) 12 month time period 
Figure 2. The SPI values for Station 1 
Regression and Sen’s slope techniques were applied to estimate the slope of the trend. The results 
obtained from these two techniques (Table 4) were compared. The signs of the slopes are consistent 
with the results MK and SR. Using Sen’s slope estimator, except for Station 2, 1977-2010 gave the 
highest values of slope which ranges from -0.0006 to -0.0027 for both time scales. It indicated that the 
slopes magnitudes were large in comparison with the first period (1949-1982) and when the whole 
period is considered. In contrast, the slopes from the regression yielded very small values with not 
much difference when applied to these three time periods.   
 
Table 4. Slopes of the trend   
Station 
1949-2010  1949-1982  1977-2010 
Regression Sen’s slope  Regression Sen’s slope  Regression Sen’s slope 
3 month 
1 -0.00002 -0.0005  -0.00001 -0.0005  -0.00002 -0.0006 
2 -0.00002 -0.0007  -0.00004 -0.001  -0.00001 -0.0004 
3 -0.00002 -0.0006  0.00001 0.0004  -0.00005 -0.0014 
4 -0.00001 -0.0004  -0.00002 -0.0005  -0.00002 -0.0009 
5 -0.00004 -0.001  -0.00006 -0.0017  -0.00006 -0.0018 
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12 month 
1 -0.00004 -0.001  -0.00001 -0.0005  -0.00005 -0.0023 
2 -0.00005 -0.002  -0.00005 -0.0017  -0.00003 -0.0017 
3 -0.00004 -0.001  0.00005 0.0015  -0.0001 -0.0043 
4 -0.00003 -0.001  -0.00001 -0.0002  -0.00006 -0.0018 
5 -0.00007 -0.002  -0.00009 -0.0027  -0.0001 -0.0027 
 
The drought severity based on the SPI value was analyzed for both time periods of 1949-82 and 1977-
2010. For this analysis, only the results referring to the 3-month time scales are discussed herein. By 
analyzing the drought severity, it was observed that drought severity is increasing with time (Table 5). 
In the 1949-82 period, the drought severity (months) were moderate (32), severe (16) and extreme 
droughts (11) and these values were less than for the period 1977-2010 with moderate (38), severe 
(22) and extreme droughts (14), respectively. These trends indicated that with increasing in time scale 
the droughts tend to be more severe.  
 
Table 5. The number of drought (month) in different drought severity categories in both time 
periods. 
Stn. 
Category of SPI 
Moderate  Severe  Extreme 
1949-82 1977-2010  1949-82 1977-2010  1949-82 1977-2010 
1 32 37  21 24  4 11 
2 28 38  13 19  16 18 
3 36 36  15 23  13 11 
4 33 38  19 16  11 17 
5 
Mean 
30 
32 
43 
38 
 11 
16 
29 
22 
 10 
11 
11 
14 
4. CONCLUSIONS  
This study aimed at identifying possible drought trends in Victoria using the Mann-Kendall and 
Spearman’s rho tests. The detection of changes is valuable information for future water resources 
management. Monthly precipitation data for over 60 years from five meteorological stations were 
selected for the sudy. The results were compared with each other as conclusions might be different 
from one location to another. For further drought analysis, this study analysed the whole period of time 
(1949-2010) and also grouped the stations into two time periods 1949-1982 and 1977-2010 for 
comparison. For both 3- and 12- months time scales, all stations showed statistically significant 
downward trend when the whole period was considered. For the 1949-1982 periods, only two stations 
showed significant decreasing trends for both time scales. However, during the second period (1977-
2010), they increased to three stations for 3- month time scale and five stations for the 12- month time 
scale. The decreasing trends especially in the last 33 years are also obtained using Sen’s slope 
estimator. From the observation of past drought events, it is expected that the severity of drought to be 
more often in the future. Even though this study did not seek to determine any possible causes of 
decreasing trends that were observed, the results presented herein will be useful as a benchmark 
towards further analysis of the effect of climate change.    
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