In Brief
The ventral, object-processing pathway in primate visual cortex is now known to contain neurons sensitive to large-scale environmental shape. Vaziri and Connor show how such neurons respond to a variety of parallel and orthogonal planes and edges. These neurons could represent a gravity-related reference frame for object vision.
SUMMARY
The ventral visual pathway in humans and non-human primates is known to represent object information, including shape and identity [1] . Here, we show the ventral pathway also represents scene structure aligned with the gravitational reference frame in which objects move and interact. We analyzed shape tuning of recently described macaque monkey ventral pathway neurons that prefer scene-like stimuli to objects [2] . Individual neurons did not respond to a single shape class, but to a variety of scene elements that are typically aligned with gravity: large planes in the orientation range of ground surfaces under natural viewing conditions, planes in the orientation range of ceilings, and extended convex and concave edges in the orientation range of wall/floor/ceiling junctions. For a given neuron, these elements tended to share a common alignment in eye-centered coordinates. Thus, each neuron integrated information about multiple gravity-aligned structures as they would be seen from a specific eye and head orientation. This eclectic coding strategy provides only ambiguous information about individual structures but explicit information about the environmental reference frame and the orientation of gravity in egocentric coordinates. In the ventral pathway, this could support perceiving and/or predicting physical events involving objects subject to gravity, recognizing object attributes like animacy based on movement not caused by gravity, and/or stabilizing perception of the world against changes in head orientation [3] [4] [5] . Our results, like the recent discovery of object weight representation [6] , imply that the ventral pathway is involved not just in recognition, but also in physical understanding of objects and scenes.
RESULTS
We studied responses of individual neurons in anterior inferotemporal cortex (AIT) of two head-restrained, passively fixating rhesus monkeys. Abstract 3D shape stimuli were back-projected onto a large screen (subtending 77 3 61 ) using binocular disparity, shading, and perspectival texture as depth cues. Stimuli ranged continuously in size from small objects to large objects to scene-like environments (visible surface regions of stimuli that extended beyond the screen boundaries) ( Figure 1A ). Initially random stimuli evolved according to a genetic algorithm in which neural response level determined fitness [7] [8] [9] (Figure 1B ). This method guides search through a large shape space by locating and densely sampling the regions in which the neuron responds. Neurons were typically tested with 400-600 stimuli (five to eight generations of 80 stimuli each), providing enough variation to analyze the common shape information that evoked responses. Sampling was constrained to be evenly distributed across the small object, large object, and environment ranges. As recently reported [2] , a substantial fraction of AIT neurons are more responsive to scene stimuli than to object stimuli. Here, we analyzed the shape information carried by neurons with significantly stronger responses (Wilcoxon rank-sum test, p < 0.05, two-tailed) to scenes (58 out of 141).
Integration of Multiple Shape Elements Defining a Common Reference Frame
We observed that many scene-sensitive neurons responded strongly to a surprising diversity of large rectilinear shape elements. To quantify these shape elements, we densely sampled points across the stimulus surface, and at each point measured (1) 3D surface orientation (the direction of a normal vector pointing away from the interior), (2) 3D surface curvature (the maximum and minimum cross-sectional curvatures), and (3) 3D edge orientation (orientation of the flattest cross-sectional curvature) ( Figure 1C ). Thus, each stimulus was parameterized as a set of points in surface orientation 3 curvature 3 edge orientation 3 position space. We characterized a neuron's surface shape sensitivity by binning this space and calculating average responsiveness across the stimuli occupying each bin [8] (see Figure S1 and the Supplemental Experimental Procedures for details).
The example neuron in Figure 2 was typical of the scene-selective subpopulation. Response strength for this neuron across the surface curvature domain is shown in Figure 2A . Each icon diagrams maximum and minimum cross-sectional curvatures as in Figure 1C (arrow represents a surface normal vector pointing away from the interior). The color represents the average normalized response in each surface curvature bin (see the scale bar). The horizontal axis represents minimum cross-sectional curvature (K min ), i.e., the most concave/least convex cross-section at a given point, transformed to a range of -1 (sharp concave) to 1 (sharp convex). The vertical axis represents maximum cross-sectional curvature (K max ), i.e., the most convex cross-section. The upper-right corner of this domain (K min = 1, K max = 1) represents sharp convex points. The upper-left corner represents hyperbolic (saddle-shaped) surfaces. The lower-left corner (K min = -1, K max = -1) represents sharp concave dimples. This neuron was typical of scene-selective neurons in having strong responses to surface curvatures in the range of planes (K min = 0, K max = 0), convex edges (K min = 0, K max = 1; like the edge of a tabletop), and concave edges (K min = -1, K max = 0; like the junctions between walls and floors or walls and ceilings). (B) Stimulus evolution. We used a genetic algorithm in which fitness was defined by neural response rate to guide evolution of initially random stimuli. High fitness ancestor stimuli produced multiple partially morphed descendants in subsequent stimulus generations. This example descent path demonstrates global shape morphing, local shape morphing, and rotation about the x, y, and z axes. The goal was to guide sampling in 3D shape space toward regions in which the neuron was responsive and then to sample responses in and near that region with a large number of stimulus variations. The algorithm was genetic only in the sense of including inheritance, probabilistic selection, and probabilistic mutation; it did not include crossover or recombination of shape elements. Stimuli evolved through two independent lineages in which each generation comprised 40 stimuli (five repetitions each). Available recording time typically allowed for five to eight generations in both lineages. (C) 3D surface shape analysis. To characterize each stimulus, we densely sampled points across the visible stimulus surface. At each point, we measured 3D position, 3D surface orientation, 3D edge orientation, and 3D surface curvature. 3D surface orientation corresponded to the direction of a surface normal vector pointing away from the interior (black arrow). 3D curvature was characterized by the principal curvatures, i.e., the maximum (most convex) cross-sectional curvature (red line) and the minimum cross-sectional curvature (blue line). 3D edge orientation was defined by the orientation of the principal curvature closest to 0, i.e., flat (blue arrows). See also Figure S1 .
Figures 2B-2D represent 3D orientation sensitivity within these surface curvature ranges. In Figure 2B , planar orientation is plotted across a faceted hemispherical surface projecting toward the viewer. Tilt (the angle of the surface normal in the image plane [10] ) is plotted in the circumferential direction, and slant (the angular deviation of the surface normal from the image plane) is plotted in the radial direction. The outermost ring represents surface normal slants of 0 (for which the planar surfaces are ''edge on'' and not visible at the center of gaze but are visible at peripheral locations). The outermost facet at tilt = 90 has the orientation of a horizontal ground plane (i.e., facing upward). The outermost facet at 270 has the orientation of a horizontal ceiling plane (i.e., facing downward). Facets in the center face toward the viewer. The color of each facet represents the neuron's average response strength for planar and near-planar surfaces at that facet's orientation (see the scale bar).
This neuron responded most strongly to leftward tilted planes with surface normal slants near 0
. Tilt tuning was centered at 113 (arrowhead) based on a fitted von Mises function. An example stimulus in this range is shown at the upper right of Figure 2B . Surprisingly, this neuron also responded to planar surfaces at antipodal tilts, as in the example stimulus at the lower right. This second peak was centered nearly 180 away from the first at tilt = 305 (arrowhead; the two peaks were fit with a sum of two von Mises functions; Figure S2A ). These two peaks correspond to the eye-centered appearance of gravity-aligned ground and ceiling planes when the head is tilted 20 -30 to the right, as during many normal behaviors. Antipodal ground and ceiling orientations are associated in natural viewing since changes in head posture cause ground and ceiling orientation to co-vary in eye-centered coordinates.
This neuron was also tuned for the orientation of convex edges ( Figure 2C ) and concave edges ( Figure 2D ). Edge orientations (orientation of flattest cross-sectional curvature) are represented in these plots by lines radiating out from a common center point. Again, tilt (angle in the image plane) is plotted in the circumferential direction and slant (angular deviation from the image plane) is plotted in the radial direction. Tilt tuning peaks (arrowheads) were fit with single von Mises functions on the 180 edge-tilt domain ( Figures S2B and S2C ). Peak edge tilts were approximately coplanar with the ground and ceiling surface peaks (i.e., orthogonal to the planar surface normals), at 44 for convex edges and 31 for concave edges. Example stimuli in this range are shown at the bottom of Figures 2C and 2D . These peaks correspond to the eyecentered appearance of gravity aligned horizontal edges (e.g., wall/floor and wall/ceiling junctions) when the head is tilted to the right.
Thus, this neuron responded to a variety of structures characteristic of the same tilted viewpoint. This means that although it did not carry a clear signal for a single type of structure, it did carry robust information about the orientation of gravity-aligned scene elements. Such neurons could provide visual information about the direction of gravity in egocentric coordinates (although under the conditions of this head-restrained experiment, such information would be in conflict with vestibular and proprioceptive cues for the direction of gravity).
Population Bias toward Statistically Common Scene Orientations
The population response strength pattern was consistent with representation of gravity-related structure under a normal range of viewing conditions. To visualize population response strength, we averaged response matrices across scene-selective neurons and plotted the result in the curvature and orientation domains ( Figures 3A-3D) . We contrasted the results with an equivalent analysis of 65 neurons that were significantly (Wilcoxon ranksum test, p < 0.05, two-tailed) more responsive to objects than to scenes (Figures 3E-3H ).
In the surface curvature domain, scene-selective neurons were strongly biased toward rectilinear shape elements: planes, concave edges, and, to a lesser extent, convex edges (Figure 3A) . Edges are geometrically correlated with planes, and for any given neuron in our sample, about 40% of randomly generated stimuli occupied both the planar orientation tuning peak and the edge orientation tuning peak. However, about 35% of stimuli occupied the planar tuning peak alone, and about 25% occupied the edge tuning peak alone, allowing us to dissociate responses to planes and edges. We did this across neurons with a two-way repeated-measures ANOVA, which showed main effects of both planar peak stimulation (F(1,57) = 24.18; p < 0.00001) and edge peak stimulation (F(1,57) = 7.78; p < 0.01). Thus, both planes and edges independently drove responses in the scene-selective population. In contrast to sceneselective neurons, object-selective neurons responded more exclusively to convex surfaces for which K max or both K max and K min were positive ( Figure 3E ), consistent with previous analyses of 3D object representation [7] . Thus, the scene population was biased toward rectilinear shape elements that tend to align with gravity, whereas the object population was biased toward protruding features, which tend to define the identity and functionality of objects.
The scene and object populations were also strikingly different in the 3D orientation domain. The scene population was biased toward orientations that characterize gravity-aligned structures under normal viewing conditions. Planar responses were strongest in the 45 -135 tilt range ( Figure 3B , near the top of the hemispheric surface), with a von Mises fitted peak at 97 (arrowhead; see Figure S3A ). This tilt range corresponds to the eyecentered appearances of gravity-aligned ground planes across normal variations in right-left head tilt. Tuning in this tilt range was biased toward slants ranging from horizontal, matching the eye-centered appearance of a ground plane when looking straight ahead, to 45
, matching the eye-centered slant of a ground plane when gaze is tilted downward by 45 . Thus, this broad tilt or slant peak corresponds to the appearance range of gravity-aligned ground planes across normal variations in head tilt and gaze direction. Responsiveness to ground planes beyond the 45 range would be ambiguous because the same neurons would respond to vertical walls at lesser head angles.
In addition to the primary peak near 90 , there was an antipodal secondary peak centered at tilt = 279 , in the range for gravity-aligned ceilings. These peaks cannot be due simply to a bias in receptive field positions toward the bottom and top of the visual field, since scene-selective AIT neurons respond only to 3D environmental shape and are unresponsive to 2D stimuli at equivalent locations [2] . Planar orientation peaks were peculiar This neuron was tested with 404 stimuli. Each stimulus was parameterized in terms of 3D position, 3D surface orientation, 3D edge orientation, and 3D surface curvature at points densely sampled across its visible surface. These measurements were binned, and the average normalized response in each bin was calculated as described in Figure S1 . These values are represented with a blue-to-yellow color scale. The range for each plot is indicated by the adjacent blue-toyellow scale bar. For example stimuli, absolute response rate is indicated by the color of the surrounding border, which is referenced to the black-to-red scale bar at the lower right. Only high-response stimuli are shown, so all the surrounds are relatively bright red. (A) Response strength across the 3D surface curvature domain. The value in each bin was found by averaging across 3D surface orientations and selecting the maximum value across the edge orientation dimension. The maximum response, at K max = 0, K min = -1 (concave edges), was 0.710 ± 0.014. The response to planes, at K max = 0, K min = 0, was 0.705 ± 0.012. (B) 3D surface orientation tuning for planar and near-planar surfaces. This analysis was restricted to the planar surface curvature bin (K max = 0; K min = 0) and the five immediately adjacent bins. The value in each orientation bin was found by averaging across the edge orientation dimension, which produced lower absolute values compared to the surface curvature analysis. Surface orientations are represented by facets on a hemispherical surface projecting toward the reader (the center of the hemisphere is dilated to make room for the central facets). The hemisphere is shown tilted in four directions to make the edges visible. The maximum response, at tilt = 112. 5 , slant = 22.5 , was 0.224 ± 0.025.
(legend continued on next page)
to the scene-selective population; the object-selective population had no visible bias for planar tilt ( Figure 3F ). The scene-selective population was also biased toward horizontal edge orientations, with von Mises tilt peaks centered at 4 for convex edges (Figure 3C , arrowheads; Figure S3B ) and 6 for concave edges (Figure 3D , arrowheads; Figure S3C ). However, the horizontal trends for edges were low in magnitude; responses in the vertical range were nearly as strong. The objectselective population had no visible trends for edge orientation ( Figures 3G and 3H) .
Alignment of Scene Structure Tuning Peaks for Individual Neurons
As exemplified in Figure 2 , scene-sensitive neurons can be tuned for multiple structural elements aligned in a common reference frame. Average population response peaks in Figure 3A suggest that this is a general phenomenon, focused on reference frame orientations experienced during normal vision. To examine alignments for individual neurons across the population, we fit planar and edge orientation tuning peaks with von Mises functions, as for the Figure 2 example.
The most consistent alignment was between ground and ceiling plane orientations. Figures 2B and 3B show an antipodal relationship between planar tuning peaks in the ground and ceiling tilt ranges. We hypothesized that many individual scene-selective neurons would exhibit antipodal planar tuning and that across the population these antipodal pairs would span a range of tilts experienced during normal behavior. This hypothesis is supported by the relationship between ground and ceiling peaks shown in Figure 4A . For each neuron, planar tilt tuning (averaged across slants) was fit with a sum of two von Mises functions. In most cases (43 out of 58), this fitting procedure produced one peak in the 0 -180 tilt range (the ''ground'' peak, plotted against the horizontal axis) and one peak in the 180 -360 range (the ''ceiling'' peak, plotted against the vertical axis). Across the population, ground and ceiling peaks had a strong linear relationship (r = 0.71; p = 0.001) close to the diagonal, showing antipodal tuning. This relationship seems likely to reflect the co-variance of ground and ceiling orientations during normal visual experience. These neurons are concentrated near horizontal (center of Figure 4A ), but the distribution extends to the upper-right and lower-left corners, i.e., neurons that would respond to vertical walls facing right and left.
Figures 2 and 3A also show a parallel relationship between edge and planar tilt tuning. We hypothesized that similar relationships would hold for individual neurons across the population. We did not observe such a relationship for convex edges (r = 0.26; p = 0.25; Figure 4B ), possibly due to the weaker representation of such edges across the population ( Figure 3A) . However, there was a significant relationship between concave edge orientation and planar tilt tuning (r = 0.45; p = 0.02; Figure 4C ). This relationship is consistent with the orientation of wall/floor and wall/ceiling junctions in constructed environments. The weaker relationship of edge orientations to planar orientations matches the broader representation of edge orientations in the population ( Figures 3C, 3D , S3B, and S3C), which may reflect the importance of vertical edge information. For example, neurons near the top center and bottom center of Figures 4B and 4C (ground tilt = 90 and edge tilt = 90 or -90 ) could integrate information about elongated vertical structures (like trees) with information about horizontal ground planes.
DISCUSSION
Ventral pathway visual cortex is known for its role in object perception, recognition, and recall. Neurons in higher-level ventral pathway areas exhibit highly specific tuning for 2D and 3D shape, providing a basis for knowledge about object structure and identity. Neural representation of 3D surface shape is biased toward convex elements-bumps, protrusions, torsos, and limbs-that define the identity and functionality of objects. Across the neural population, 3D orientation tuning evenly spans the visible range, reflecting the variable orientation of objects under natural viewing conditions. Our results here for object-selective neurons were consistent with these previous observations.
However, we observed a very different coding strategy for scene-selective neurons in the ventral pathway. Response patterns were eclectic, rather than specific, encompassing a range of completely different 3D shape elements. Shape representation was biased toward rectilinear shape elements-planes, convex edges, and concave edges. (A similar bias has been described for neurons in more posterior regions of macaque cortex associated with scene perception [11] .) At the individualneuron level, orientation tuning was the common factor relating otherwise distinct structures eliciting high responses. In other words, a given neuron responded to diverse rectilinear elements with related orientations in eye-centered coordinates. 3D orientation tuning was biased toward horizontal elements, in a range consistent with the eye-centered appearance of grounds, ceilings, and associated edges under natural viewing conditions. We hypothesize that ventral pathway representation of scene elements typically aligned with gravity (floors, ceilings, walls, and wall/floor/ceiling junctions) is important for perceiving the orientation of gravity in an egocentric reference frame. The eclectic shape responses of individual neurons make them poorly suited for representing structure or identity. Their signals carry structural information, but it is highly ambiguous. And, given the consistent alignment relationships between high-response stimuli, especially ground and ceiling planes, structural information would remain correlated and difficult to decode at the population level. See also Figure S2 . In contrast, this eclectic coding strategy would provide a robust signal for orientation of the overall gravitational environment. Consistent with this hypothesis, there is substantial psychophysical evidence that vision affects the perceived direction of gravity, especially when the head is tilted [12] [13] [14] [15] . Even visual imagery alters the subjective vertical [16] , arguing that high-level visual processing is involved.
Both horizontal and vertical shape elements are important cues for the orientation of gravity. The partial bias toward horizontal elements observed here, especially for planes, may reflect the ubiquity of the ground plane, which is present under most natural viewing conditions. Ground planes are usually orthogonal to gravity on the very large scale to which these neurons respond, as well as on a local scale in most environments where we operate. Most objects and agents are in constant physical interaction with the ground plane. Vertical planes (e.g., walls) are not always present or visible, and, in contrast to horizontal planes, they are not invariant to our continual eye, head, and body y rotations across a 360 range. Vertical edges, on the other hand, are invariant to y rotations, which could explain the much weaker bias in edge orientation sensitivity.
Visual information about the orientation of gravity could be a useful postural cue, given the importance of vision for balance under challenging circumstances, e.g., when somatosensory cues for the direction of gravity are compromised [17] . It could also support perceptual stabilization against head and eye movements. Just as the world does not appear to shift when gaze moves from one point to another, it does not appear to rotate when the head tilts left or right or gaze tilts up or down.
But the greater importance of such signals in the ventral pathway might be for understanding the relationship of objects to gravity. Most living and constructed objects have a canonical orientation in the gravitational field, so knowing the direction of gravity could be useful for rapid and accurate identification. Beyond identification, there is a growing recognition of how acutely we perceive the physics of the visual world and how we use that perception to understand and predict causality, animacy, and even intentionality of objects [18] [19] [20] . This must depend on internal modeling of interacting forces and masses [4] . Gravity is a strong, ubiquitous force that must be considered in all such calculations [3] . Gallivan et al. [6] recently reported that the ventral pathway is sensitive to object weight, i.e., the force of gravity acting on objects. Our results suggest that the ventral pathway also represents the direction of this force. Both magnitude and direction would be critical for understanding how gravity affects balance, movements, and interactions of objects and agents.
Knowing the direction of gravity in egocentric coordinates might be particularly critical to skilled physical interactions with objects (lifting, pushing, carrying, balancing, hitting, and throwing). Rapid, effective action often requires constant changes in body posture, head posture, and gaze direction while maintaining an acute sense of gravitational physics, e.g., when playing tennis. Judging how to hit a moving tennis ball while diving to the left, diving to the right, or reaching backward requires stable knowledge about the direction of the gravitational force acting on the ball, ideally in egocentric coordinates for fast, accurate motor planning and execution. Knowledge about gravity's direction could come from vestibular or somatosensory processing, but our results suggest that gravitational information is also derived from visual cues, even in the face of the conflicting vestibulary and somatosensory cues in our experiment, where head and body orientation remained upright. Visual cues, processed in the ventral pathway itself, might be more immediately available for integration with other visual object and scene information. It is surprising that environmental information is represented in the ventral pathway at all, given the extensive representation of scenes and buildings in retrosplenial (RS) and parahippocampal (PPA) brain areas [21] . It seems reasonable that an additional representation in ventral pathway might serve to bring scene information into close interaction with object information, to enhance understanding of objects in environmental contexts. There is human fMRI evidence that scene and object information are brought together in the lateral occipital complex [22] , a likely homolog for macaque higher-level ventral pathway, as well as in PPA and RS [23] [24] [25] [26] [27] .
This seems to us the most plausible hypothesis to explain the highly specific representation of gravity-aligned scene structure we observed. However, our results by themselves provide only circumstantial evidence for this hypothesis. The causal role of these neurons in gravity-related perception or any other function remains to be shown. A major question is how these visually based signals would interact with vestibular and somatosensory cues when the head and/or body are actually tilted with respect to gravity. More generally, the role of ventral pathway cortex in physical modeling of the world remains almost entirely unexplored and unproven. It will be critical in the future for ventral pathway stimulus paradigms to move beyond static objects presented in isolation toward dynamic, physically realistic events involving objects, agents, and scenes. 
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