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Introduction
Time series prediction in general, and multi-step-ahead time series prediction in particular, has been the focus of research in many domains. In one-step-ahead prediction, the predictor uses all or some of the observations to estimate a variable of interest for the time-step immediately following the latest observation. Predicting two or more steps ahead, named as multi-step-ahead prediction, however, appeal not only to researchers, but also, probably more importantly, to policy makers, stockbrokers and other practitioners. Nevertheless, unlike one-step-ahead prediction, multi-step-ahead prediction faces typically growing amount of uncertainties arising from various sources. For instance, an accumulation of errors and lack of information make multi-step-ahead prediction more difficult [1] . Thus, given a specific modeling technique, selecting suitable modeling strategy for multi-step-ahead time series prediction has been a major research topic that has significantly practical implication.
At present, there are two commonly used modeling strategies, namely iterated strategy and direct strategy, to generate multi-step-ahead forecasts. Iterated strategy constructs a prediction model by means of minimizing the squares of the in-sample one-step-ahead residuals, and then uses the predicted values as an input to predict the following forecast. Since it uses the predicted values from the past, it can be shown to be susceptible to the error accumulation problem [2, 3] . In contrast to the iterated strategy which constructs a single model, direct strategy first suggested by Cox [4] constructs a set of prediction models for each horizon using only its past observations, where the associated squared multi-step-ahead errors, instead of the squared one-step-ahead errors, are minimized [5] . The accumulation of errors in iterated strategy drastically deteriorates the prediction accuracy, while direct strategy is time consuming. Addressing these problems, Bontempi [6] introduced a multiple-input multiple-output (MIMO) strategy for multi-step-ahead prediction with the goal of preserving, among the predicted values, the stochastic dependency characterizing the time series, which facilitates to model the underlying dynamics of the time series. In this case, the predicted value is not a scalar quantity but a vector of future values whose size equals to the prediction horizon. Recently, experimental assessment of three aforementioned strategies, such as iterated strategy, direct strategy and MIMO strategy, on the NN3 and NN5 competition data showed that the MIMO strategy is very promising and able to outperform the two counterparts [7, 8] . It should be noted that the implementation modeling technique in [7, 8] is lazy learning, a local modeling technique with flexibility in constructing input-output modeling structure.
As a well-known intelligent algorithm, support vector machines (SVMs) have attracted particular attention from both practitioners and academics in terms of time series prediction (in the formulation of support vector regression (SVR)) during the last decade. They are found to be a viable contender among various time series modeling techniques (see [9] [10] [11] ), and have been successfully applied to different areas (see [12] [13] [14] ). Despite the promising MIMO strategy justified in [7, 8] , the standard formulation of SVR cannot take the straightforward use of MIMO strategy for multi-step-ahead prediction due to its inherent single-output structure.
Consequently studies highlighting the superiority of SVR for multi-step-ahead time series prediction have to rely either on iterated strategy [10, 15] , direct strategy [16, 17] , and recently a wise variant of direct strategy using a set of single output SVR models cooperated in an iterated way for multi-step-ahead prediction [18] . To generalize the SVR from regression estimation and function approximation to multi-dimensional problems, Pérez-Cruz et al. [19] proposed a multi-dimensional SVR that uses a cost function with a hyperspherical intensive zone, capable of obtaining better predictions than using an SVR independently for each dimension.
Subsequently, Sanchez-Fernandez et al. [20] used the new SVR algorithm to deal with the problem of multiple-input multiple-output frequency nonselective channel estimation. More recently, Tuia et al. [21] proposed a multiple-output SVR model (M-SVR), based on the previous contribution in [20] , for the simultaneous estimation of different biophysical parameters from remote sensing images. Upon the work of [19] [20] [21] , M-SVR has been established and justified in a variety of disciplines, including communication [20] , energy market [22] , machine learning [23] .
Although past studies have clarified the capability of M-SVR, there has been very few, if any, effort to examine the potential of M-SVR for multi-step-ahead time series prediction. As such, this study proposes a MIMO strategy based M-SVR approach for multi-step-ahead time series prediction, and then comparatively examines the rank of three leading prediction strategies by providing the first empirical evidence as whether the M-SVR is promising for generating accurate multi-step-ahead prediction, and which prediction strategy should be preferred in practice when using SVR as modeling technique. It should be noted that, although the 4 4 comparative study of the three prediction strategies mentioned above have been conducted in [7, 8] , the modeling technique used in these two published work is lazy learning. The applications of computational intelligence methods, e.g. SVR, with multiple inputs multiple outputs structure for multi-step-ahead time series prediction,
had not yet been fully explored, which may shed a different light on the theoretical modeling issues and provide implications for practitioners. In addition, not only the prediction accuracy, but also the computational cost of the three aforementioned strategies is examined in the current study, highlighting the potential in massive computing environment. As such, the three examined models turned out to be: standard support vector regression using iterated strategy (abbreviated to ITER-SVR), standard support vector regression using direct strategy (abbreviated to DIR-SVR), and multiple-output support vector regression using MIMO strategy (abbreviated to MIMO-SVR). In addition, Naïve and Seasonal Naïve models are selected as benchmarks here because they are normally used to generate baseline forecasts. Both simulated (i.e., Hénon and Mackey-Glass time series) and real (i.e., NN3 competition data) datasets are adopted for the comparisons. The experimental results are judged on the basis of the prediction accuracy and computational cost. This paper is structured as follows. In Section 2, we provide a brief introduction to the M-SVR and prediction strategies used in this study. Afterwards, Section 3 details the research design on data source, data preprocessing, accuracy measure, input selection, SVR implementation, and experimental procedure. Following that, in Section 4, the experimental results are discussed. Section 5 finally concludes this 
Methodologies

M-SVR formulation
M-SVR proposed by Pérez-Cruz et al. [19] is a generalization of the standard SVR. Note that, though the M-SVR is well-studied in a variety of disciplines (see [20, 22, 23] ), what is novel here is its application to multi-step-ahead time series prediction. Detailed discussions on the M-SVR can be found in [19] [20] [21] , but a brief introduction about formulation is provided here.
Given a time series{ 
Where
ϕ ⋅ is an nonlinear transformation to the feature space which is higher dimensional space usually, and C is a hyper parameter which determines the trade-off between the regularization and the error reduction term.
( )
L u is a quadratic epsilon-insensitive cost function defined as Eq. (2), which is a differentiable form of the Vapnik ε insensitive loss function.
In Eq. (2) when ε is nonzero, it will take into account all outputs to construct each individual regressor and will be to obtain more robust predications, then yield a single support vector set for all dimensions. It should be noted that the resolution of the proposed problem cannot be done straightforwardly, thus an iterative reweighted least squares (IRWLS) procedure based on quasi-Newton approach to obtain the desired solution was proposed by Sanchez-Fernandez et al. [20] . By introducing a first-order Taylor expansion of cost function ( ) L u , the objective of Eq. (1) will be approximated by the following equation
where CT is constant term which does not depend on W and b , and the superscript k denotes th k iteration.
To optimize Eq. (3), an IRWLS procedure is constructed which linearly searched the next step solution along the descending direction based on the previous solution [20] . According to the Representer Theorem [24] , the best solution of minimization of Step 2: Compute the solution β s and b s according to the next equation
where 
Step 3: use a back tracking algorithm to compute The convergence proof of the above algorithm is given in [20] . Because 
Strategies used in this study
Multi-step-ahead time series forecasting can be described as an estimation on future time series , ( 1, 2, , )
, while H is an integer and more than one,
given the current and previous observation , ( 1, 2, , ) t t N ϕ =  . In the present study, iterated strategy, direct strategy, and MIMO strategy are selected for multi-step-ahead forecasting. For each selected strategies, there are a large number of variations proposed in the literatures, and it would be a hopeless task to consider all existing varieties. Our guideline was therefore to consider the basic version of each strategy (without the additions, or the modifications proposed by some other researchers). The reason for selecting the following three strategies is that they are some of the most 
1) Iterated strategy
The first is named as the iterated strategy by Chevillon [2] and is often advocated in standard time series textbooks (see [25, 26] ). This strategy constructs a prediction model by means of minimizing the squares of the in-sample one-step-ahead residuals, and then uses the predicted value as an input for the same model when to forecast the subsequent point, and continues in this manner until reaching the horizon.
In more detail, iterated strategy first embeds the original series into an input-output format:
, , ,
Then the iterated prediction strategy learns one-step-ahead prediction model:
where ω denotes the additive noise.
After the learning process, the estimation of the H next values is returned by:
+1, ,ˆ, ,
2) Direct strategy In contrast to the iterated strategy which uses a single model, the other commonly applied strategy, namely direct strategy first suggested by Cox [4] , constructs a set of prediction models for each horizon using only its past observations, 9 where the associated squared multi-step-ahead errors are minimized [5] . Direct strategy estimates H different models between the inputs and the H outputs to
The direct strategy first embeds the original series into H datasets
where
Then, the direct prediction strategy learns H direct models on
.
Where ω denotes the additive noise.
3) MIMO strategy
The last strategy, namely MIMO, was first proposed by Bontempi [6] and characterized as an approach structured as multiple-input multiple-output, where the predicted value is not a scalar quantity but a vector of future values MIMO strategy first embeds the original series into datasets
, , , , ,
Then MIMO prediction strategy learns multiple-output prediction model ( )
After learning process, the estimation of the H next values are returned by
Research design
Data and preprocessing
To evaluate the performances of the proposed M-SVR using MIMO strategy and the counterparts in terms of the forecast accuracy, two simulated time series, i.e.,
Hénon and Mackey-Glass time series, and a real world dataset, i.e., NN3 competition dataset, are used in this present study.
Hénon and Mackey-Glass time series are recognized as benchmark time series that have been commonly used and reported by a number of studies related to time series modeling and forecasting [27] [28] [29] [30] .
The Hénon map is one of the most studied dynamic systems. The canonical
Hénon map takes points in the plane following Hénon [31] . 
The Mackey-Glass time series is approximated from the differential Eq. (14) (see [32] ). 10 17 0.2 0.1 1
For each data-generating process (DGP), i.e., Hénon and Mackey-Glass process, we simulate twenty time series with different initialization and sample size, as is shown in Table 1 . The data for these time series are generated by the Chaotic Systems Toolbox 1 <Insert Table 1 . The data are of a monthly reference, with positive observations and structural characteristics which vary widely across the time series.
For example, many of the series are dominated by a strong seasonal structure (e.g. After the linear transference, deseasonalizing and detrending were performed. We conducted deseasonalizing by means of the revised multiplicative seasonal decomposition presented in [33] . Detrending was performed by fitting a polynomial time trend and then subtracting the estimated trend from the series when trend is detected by the Mann-Kendall test [34] .
Accuracy measure
To compare the effectiveness of the different model, no single accuracy measure can capture the distributional features of the errors when summarized across data series. For each forecast horizon h , here, we consider three alternative forecast accuracy measures: the mean absolute percentage error (MAPE), symmetric mean absolute percentage error (SMAPE), and mean absolute scaled error (MASE). MAPE has the advantage of being scale-independent, and so are frequently used to compare forecast performance across different datasets. However, the MAPE also have the disadvantage that they put a heavier penalty on positive errors than on negative errors [35] . This observation led to the SMAPE which is the main measure considered in NN3 competition [36] . MASE has recently been suggested by Hyndman and Koehler [35] as a means of overcoming observation and errors around zero existing in some measures. The MASE has some features which are better than the SMAPE, which has been criticized for the fact that its treatment of positive and negative errors is not symmetric [37] . However, because of their widespread use, the MAPE and SMAPE will still be used in this study. The definitions of them are shown as follows:
( )
where + 
Input selection
Filter method was employed for input selection in this study. In the case of the filter method, the best subset of inputs is selected a priori based only on the dataset.
The input subset is chosen by a pre-defined criterion, which measures the relationship of each subset of input variables with the output. Specifically, in terms of input selection criteria, the partial mutual information (PMI) [38] was used for the ITER-SVR and DIR-SVR, while an extension of the Delta test [39] was used for the but in essence they all belong to filter methods. The maximum embedding order was set to 12 for NN3 datasets with a reference to [7] and 20 for Hénon and
Mackey-Glass datasets.
SVR implementation
LibSVM (version 2.86) [40] and M-SVR [19] [20] [21] were employed for standard SVR and multiple-output SVR modeling in this study, respectively. We selected the Radial basis function (RBF) as the kernel function through preliminary simulation. To determine the hyper-parameters, namely , , C ε γ (in the case of RBF as the kernel function), a population-based search algorithm, named particle swarm optimization (PSO) [41] , is employed to search in the parameters space in the current study. In solving hyper-parameter selection by the PSO, each particle is requested to represent a potential solution ( ) , , C ε γ , namely hyper-parameters combination. Concerning the selection of parameters in PSO, it is yet another challenging model selection task [42] .
Fortunately, several empirical and theoretical studies have been performed about the parameters of PSO from which valuable information can be obtained [43, 44] . In this study, the parameters are determined according to the recommendations in these studies and selected in a trial-error fashion. Table 2 below summaries the final parameters of PSO.
It should be noted that the input selection and parameters tuning are two independent tasks in this present study. Once the inputs are set to each time series through the filter method mentioned above, PSO is employed for parameters space searching and 5-fold cross validation is used for performance evaluation, this is, altogether PSO plus 5-fold cross validation produces the optimal parameters for SVR and MSVR models based on the training sets.
<Insert Table 2 
Results and discussion
The prediction performances of all the examined models (i.e., Naïve, Seasonal Naïve, ITER-SVR, DIR-SVR, and MIMO-SVR) in terms of three accuracy measures  Concerning the average accuracy measures, we can see that, whatever the short ( 1 6 h ≤ ≤ ), medium ( 7 12 h ≤ ≤ ), or long ( 13 18 h ≤ ≤ ) horizon examined, whatever the dataset used, and whatever the accuracy measure considered, MIMO-SVR and DIR-SVR consistently achieve better accurate forecasts than ITER-SVR, even with a few exceptions. It is conceivable that the reason for the inferiority of ITER-SVR is that the accumulation of errors in iterated case drastically deteriorates the accuracy of the prediction. In addition, as far as the comparison between MIMO-SVR and DIR-SVR is concerned, the MIMO-SVR emerges the winner, even with a few exceptions.
It is conceivable that the reason for the superiority of MIMO-SVR is that it preserves, among the predicted values, the stochastic dependency characterizing the time series.
Following [46] , we also conduct a number of statistical tests to the statistical significance of any two competing models at 0.05 significance level. For each performance measure, prediction horizon, and dataset, we perform an ANOVA procedure to determine if there exists statistically significant difference among the five models in hold-out sample. The results are omitted here to save space. All ANOVA results are significant at the 0.05 level (with the exception of the horizon 6 and 18 for MAPE, horizon 6, 10, and 11 for SMAPE, and horizon 7, 8, 11, and 15 for MASE on NN3 dataset; horizon 15, 16, 17, and 18 for SMAPE on Hénon dataset), suggesting that there are significant differences among the five models. To further identify the significant difference between any two models, the Tukey's HSD test was used to compare all pairwise differences simultaneously in the current study. Note that  The ITER-SVR is the least expensive model, but the difference of computational cost between ITER-SVR and MIMO-SVR is negligible, particularly for the small sample case.
Conclusions
As a well-known intelligent algorithm, SVR is a well-established and well-tested technique for multi-step-ahead prediction. However, the standard formulation of SVR using conventional prediction strategies for multi-step-ahead prediction suffer from either from error accumulation, like in the ITER-SVR, or from expensive computational cost, like in the DIR-SVR. This paper assessed the performance of the novel application of multiple-output SVR (M-SVR) using MIMO strategy for multi-step-ahead time series prediction, and then goes a step forward by comparatively examined the rank of three leading prediction strategies with SVR.
Specifically, quantitative and comprehensive assessments were performed with the simulated and real datasets on the basis of the prediction accuracy and computational cost. In addition, Naïve and Seasonal Naïve are selected as benchmarks. According to the obtained results, the MIMO-SVR achieved consistently better prediction performance than DIR-SVR and ITER-SVR in terms of MAPE, SMAPE, and MASE across three datasets, even with a few exceptions. However, the difference of prediction performance between DIR-SVR and ITER-SVR is not significant at the 0.05 level in the most cases. The computational load of DIR-SVR is extremely expensive compared to the two competitors. However, the difference of computational load between ITER-SVR and MIMO-SVR is negligible. Results indicate that the MIMO-SVR is a very promising technique with high-quality forecasts and accredited computational loads for multi-step-ahead time series prediction.
The limitations of this study lie in two aspects. First, we have used only SVR as the modeling technique; future research could examine more modeling technique, such as neural networks, to substantiate our findings. Second, our experimental study focuses on three commonly used prediction strategies. Further research is needed to investigate the performance of multi-step-ahead time series prediction with richer strategies. Tables   Table 1 Initialization and sample 
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