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ABSTRACT
We produce radiation hydrodynamics models of an AGN ‘torus’ plus outflow on 1 − 100 pc scales.
This large scale permits direct comparison with observations, provides justification for configurations
used in radiation transfer models, and tests the sensitivity of results of smaller scale dynamical models.
We find that anisotropic radiation from an AGN accretion disk can cause an outflow to evolve to become
more polar, agreeing with the ubiquity of polar extended mid-IR emission, and the general geometry
predicted by radiative transfer models. We also find the velocity maps can reproduce many features
of observations, including apparent ‘counter-rotation’.
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1. INTRODUCTION
The ‘torus’ is a key component of the classic uni-
fication picture of an active galactic nucleus (AGN)
(Antonucci 1993; Netzer 2015). Here, the AGN is a
structure mostly illuminated by a bright accretion disk
around a supermassive black hole (SMBH). Additional
contributions to luminosity and extinction can come
from other components, such as a disk wind (Konigl
& Kartje 1994; Murray et al. 1995; Elvis 2000; Proga
et al. 2000; Long & Knigge 2002; Proga & Kallman 2004;
Kollatschny & Zetzl 2013; Higginbottom et al. 2013;
Galianni & Horne 2013; Laor & Davis 2014; Higginbot-
tom et al. 2014; Matthews et al. 2015, 2017; Mangham
et al. 2017; Nomura & Ohsuga 2017; Lu et al. 2019;
Mizumoto et al. 2019) or a warped disk (Petterson 1977;
Papaloizou & Lin 1995; Pringle 1997; Nayakshin 2005;
Ulubay-Siddiki et al. 2009; Wu et al. 2010; King et al.
2013; Matthews et al. 2020). The luminous central en-
gine is then obscured by an axisymmetric dusty molecu-
lar ‘torus’, classically a static structure whose thickness
is supported by infrared radiation pressure (Pier & Kro-
lik 1992; Granato & Danese 1994; Krolik 2007; Shi &
Krolik 2008). However, more recent observations and
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simulations suggest a more complex and dynamic pic-
ture.
High resolution ALMA observations show the molecu-
lar components of AGNs have signs of inflows, outflows,
rotation, a possibly lopsided or misaligned morphol-
ogy, and non-circular motions or perhaps even counter-
rotation (Garc´ıa-Burillo et al. 2016; Alonso-Herrero
et al. 2018; Izumi et al. 2018; Alonso-Herrero et al. 2019;
Impellizzeri et al. 2019; Garc´ıa-Burillo et al. 2019; Tang
et al. 2019). Infrared interferometry additionally re-
veals an extended polar structure, suggesting a bicon-
ical dusty wind emitted from the ‘torus’ region (Ho¨nig
et al. 2012, 2013; Tristram et al. 2014; Lo´pez-Gonzaga
et al. 2016; Leftley et al. 2018). These observations have
spatial resolutions often approaching ∼ 1 pc, and reveal
structure on ∼ 10 pc scales.
High resolution radiation hydrodynamics (RHD) sim-
ulations have confirmed that the torus could be sup-
ported by infrared radiation pressure, at least under
certain conditions. The dust-gas mix is very opaque
at UV wavelengths, and the radiation pressure (either
UV or re-radiated IR) also drives an outflow (Dorod-
nitsyn et al. 2011, 2012; Dorodnitsyn & Kallman 2012;
Wada 2012, 2015; Chan & Krolik 2016; Dorodnitsyn
et al. 2016; Namekata & Umemura 2016; Chan & Krolik
2017; Costa et al. 2018; Williamson et al. 2019, Paper
I). X-ray heating and supernovae can contribute to this
simulated outflow and help inflate the torus (Wada &
Norman 2002; Wada et al. 2016; Kawakatu et al. 2020).
These sets of simulations all use different approaches
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to modelling RHD (and other physics), and produce a
variety of outflow rates, as we illustrate further in Sec-
tion 4.4.
At coarse resolutions, the UV radiation pressure is
smoothed out over a large mass element, and the wind
is suppressed (Paper I). Hence, to properly resolve the
optically thick wind generation region, these simulations
are usually performed at sub-parsec scale resolution,
with domain sizes of ∼ 1 pc. This domain size contains
the sublimation radius, where the effects of radiation on
dust are at their most extreme.
Hence there is a gap between resolved simulations of
the inner wind-generating region of the ‘torus’, and ob-
servations of the ‘torus’. Often, the entire simulated
domain is smaller than the resolution limit of the ob-
servations! These two scales may represent very differ-
ent regions of the AGN – an ‘inner torus’ that is largely
dominated by the radiation and gravity of the central en-
gine, and an ‘outer torus’ or ‘inner circumnuclear disk’,
where contributions from galactic physics (e.g. accre-
tion, gravity potential), and interstellar medium physics
(i.e. multi-phase and supernova-regulated) are more sig-
nificant.
Therefore, there is motivation to produce a model that
extends high resolution simulations to a larger physical
domain, so that the results can be directly compared
with observations. This gives insight as to whether the
diversity in small scale ‘circum-sublimation-radius’ sim-
ulation physics leads to a diversity in large-scale pre-
dictions, or whether the parameter space is degenerate
and the sub-parsec physics can not be well constrained
by super-parsec scale observations. This can also pro-
vide a theoretical justification for the wind+disk geome-
tries required by radiation transfer simulations (Ho¨nig
& Kishimoto 2017; Stalevski et al. 2017, 2019; Gonza´lez-
Mart´ın et al. 2019a,b; Mart´ınez-Paredes et al. 2020).
This approach can furthermore lead to an interpreta-
tion of the ambiguous results of observations, such as the
conflicting explanations for apparently counter-rotating
gas (Garc´ıa-Burillo et al. 2016; Impellizzeri et al. 2019).
Our dynamical model is based on the emerging picture
that the ‘torus’ is a combination of a disk, wind, and
a puffed-up wind-launching region (Ho¨nig 2019), with
dynamics dominated by radiation pressure effects.
The layout of this paper is as follows: in Section 2 we
explain our numerical method and the choice of simula-
tion parameters; in Section 3, we present the resulting
properties and evolution of our simulations, as well as
the results of mock observations; in Section 4, we put
these results in context of recent literature; and in Sec-
tion 5 we summarize the key discoveries of this work.
2. METHOD
Our methodology is an extension of the model used
in Paper I. That model consisted of smoothed-particle
hydrodynamics (SPH) simulations of a parsec-scale disk
of gas subject to heating and radiation pressure from
a central AGN. In this work, we produce a larger scale
model. This requires additional sub-grid physics to rep-
resent behavior that is now unresolved.
As illustrated in Figures 2 & 3 in Paper I, a very fine
resolution is required to correctly capture the process of
radiation pressure generating winds at the inner edge of
a dense disk. The key criterion is that the flux-weighted
optical depth of a resolution element must be τ  1.
This is a density dependent criterion, with the required
resolution becoming finer at higher densities (i.e. higher
volumetric opacities). Therefore, the effects of radia-
tion pressure on an existing low density wind can still
be correctly captured at lower resolutions. It is only
the generation of winds – or, at minimum, the uplift-
ing of low density material – that can not be accurately
modelled at coarser resolutions.
Consequently, rather than explicitly modelling the
production of winds, we use a sub-grid model that in-
troduces uplifted material in the inner region with some
injected velocity, and then explicitly evolve the low-
density wind. The principle here is that it is better to
be deliberately artificial than incorrect. We do not re-
solve the mechanism for uplifting material in the central
region, so it is preferable to introduce a model that artifi-
cially generates uplifted material rather than attempting
to ‘self-consistently’ but inaccurately model wind gener-
ation. We emphasize again that it is only the uplift of
material that is unresolved and must be generated with
a sub-grid method – the elevated gas has a low density,
and can be accelerated rapidly by explicitly resolved ra-
diation pressure. We can therefore produce winds even
if the injection speed is well below escape velocity or
even near zero.
In this Section we summarize the existing model and
simulation code, and then explain the new sub-grid
features. A more thorough description of the existing
model is given in Paper I.
2.1. Summary of existing model
The core dynamical feature of the model is a dusty gas
disk, impacted by an AGN radiation field. The opacity
of dusty gas can be over a hundred times the Thomson
opacity used to define the Eddington luminosity. Hence,
an AGN with a luminosity as low as 1% of its Edding-
ton luminosity is well above the ‘dusty’ Eddington lu-
minosity, and in our simulations the radiation pressure
produces dramatic outflows (see Pier & Krolik 1992).
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The anisotropic emission from an AGN accretion disk
may allow gas to accrete along the accretion disk plane,
but we find that this slice is too thin to be easily re-
solved in 3D Lagrangian simulations. Instabilities such
as the Radiative Rayleigh-Taylor instability may provide
another mode of dusty accretion (Jacquet & Krumholz
2011; Park et al. 2014), but the Rayleigh-Taylor insta-
bility is notoriously difficult to capture in SPH (Agertz
et al. 2007) (although as we note below, this effect is
reduced in our simulations). Therefore, we focus our
attention on the production and evolution of these out-
flows, where the accurate kinematics of SPH are most
useful, and ignore accretion processes.
We also ignore the effects of magnetic fields. Mag-
netic fields may have some role in angular momentum
transport within the thin disk and in launching the wind
Balbus & Hawley (1991); Blaes & Balbus (1994); Chan
& Krolik (2017); Vollmer et al. (2018), but these phe-
nomena are largely subsumed into the ‘sub-grid’ region
of our simulations. One radiation magnetohydrodynam-
ics study found that radiation dominates the outflow
(Chan & Krolik 2017), while an analytic calculation in
the strong-field limit (i.e. equipartition between thermal
and magnetic energy densities) found that magnetic and
radiative energy densities are similar in the disk, but
thin outflowing gas is dominated by radiation pressure
(Vollmer et al. 2018). It is also unclear to what extent
idealized MHD is appropriate for modelling polarised
dusty molecular gas.
Hydrodynamics and gravity are solved with GIZMO
(Hopkins 2015) in P-SPH mode, using an ideal gas equa-
tion of state. The P-SPH formalism was used in the first
set of FIRE simulations (Hopkins et al. 2014), and is a
‘modern’ SPH formalism that resolves or reduces many
of the traditional problems with SPH (Hopkins 2013).
This includes improved gradient calculations and im-
proved artificial viscosity allowing better capturing of
interfaces and instabilities, and reduction of spurious
shear, although P-SPH still smooths out shocks when
compared with grid and Godunov-style schemes (Hop-
kins 2015). As much of the gas in our simulations is
cold with low sound speeds (∼ 1 km s−1) compared with
typical flow speeds (∼ 100s of km s−1), we do expect
shocks to be present in colliding flows. However, while
these problems may appear dramatic in idealized tests,
comparisons of galaxy simulation codes have found the
differences are dominated by sub-grid modelling rather
than hydrodynamic schemes (Scannapieco et al. 2012;
Hopkins 2015; Schaller et al. 2015). Similarly, here we
are dominated by radiation effects.
In our code, radiative accelerations, flux-weighted
opacities, and radiative heating and cooling rates, and
are calculated with a series of Cloudy models (Ferland
et al. 2013, 2017), and tabulated for interpolation in the
simulation. We also tabulate the emissivities of a selec-
tion of lines for post-processing analysis, but these do
not affect the dynamics of the simulation.
The Cloudy models include an AGN SED, a constant
stellar background of 1000 Habing units, a dust grain
model that includes graphites and silicates with sizes
following the MRN distribution (Mathis et al. 1977),
and extinction from dust and gas (including molecules).
The central AGN engine is assumed to be the only (non-
background) source of radiation. We varied the Edding-
ton factor in Paper I, but in this work we almost always
use a fixed value of γedd = 0.01.
We produce three tables: a ‘dusty’ table, a ‘sput-
tered’ table, and a ‘high density’ table. The ‘dusty’
and ‘high density’ tables include grain molecules, while
the ‘sputtered’ table does not. The sputtered table is
used for particles with temperatures 105 − 108 K, the
‘high density’ table is used for particles with temper-
atures 101 − 103 K and densities 108 − 109 cm−3, and
the ‘dusty’ table is used otherwise. We interpolate be-
tween the tables where appropriate. The high-density
table only contains cool-warm gas. Hot dense gas does
not exist in our simulations, and it was difficult for the
Cloudy runs to converge at these high densities. Hence
we were justified in not performing superfluous Cloudy
runs for an empty part of the phase diagram.
The main ‘dusty’ table includes 8 densities from
100 − 107 cm−3, equally spaced in log space. The tem-
perature from 101 − 105 is tabulated in 17 equally log-
spaced steps. Radiation intensity is tabulated from
101.25 − 109.25 erg cm−2 s−1 in 17 equally log-spaced
steps. Each Cloudy run outputs a large number of
cells at different optical depths, which we interpolate to
50 equally log-spaced steps from τ = 0.01 to τ = 7.
We note that some plots in this paper appear to have
gas with nH below 10
0 cm−3. In the zoomed-in plots
(≤ 20 pc), this is an artifact of the smoothing kernel used
in the plots, and not representative of the particle den-
sities used in the simulation. There is ‘real’ low density
gas in the simulations, but only at large distances where
the particles are not dynamically important. Examin-
ing one sample snapshot (heavy vesc 55 thick at ∼ 2
Myr), we find that 99.5% of gas with nH < 10
0 cm−3
is beyond 20 pc, and 77% is beyond 100 pc. Similarly,
the snapshot has no gas hot enough to use the ‘sput-
tered’ table. Some particles (∼ 2% in the sample) do
exceed the tabulated radiation intensity, in which case
we extrapolate by assuming that heating and radiative
acceleration increase proportionally with intensity.
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We continue to use an SMBH of mass MBH = 10
6
M. These are on the low end of AGN masses and Ed-
dington factors, and are chosen as a compromise with
computational expense. Higher masses and luminosities
increase accelerations and require a shorter time step. A
higher mass SMBH would require a higher mass ‘torus’,
and a larger particle count – increasing the particle mass
too much has an effect on radiation pressure, as noted
above. Hence we model an AGN with a luminosity of
L ∼ 1042 ergs−1, weaker than typically observed AGNs
(Woo & Urry 2002; Schulze & Wisotzki 2010). We do
perform one run with γedd = 0.08 to test the luminosity
dependence (section 3.2.5). We do not self-consistently
calculate accretion of mass and angular momentum onto
the SMBH accretion disk, and so we keep the AGN lu-
minosity constant within each simulation.
In the dynamical simulations, AGN radiation is emit-
ted anisotropically, following
F (r, φ) =
L
4pir2
f(φ) (1)
where L is the luminosity of the AGN, r is the distance
from the AGN, φ is the angle from the equatorial axis
of the AGN, and the anisotropy function f(φ) is defined
to be
f(φ) =
1 + a sinφ+ 2a sin2 φ
1 + 2a/3
(2)
where we define a = (ηa − 1)/3, and define ηa as the
“anisotropy factor”, equal to the ratio between the po-
lar flux and the equatorial flux. This is a free param-
eter to control the relative strengths of disk emission
and isotropic emission, and can be varied between the
simulations to represent different models of the central
engine.
Optical depths from the AGN to each particle are cal-
culated with a raytracing method, using an oct-tree al-
gorithm (Revelles et al. 2000) to efficiently detect colli-
sions between rays and SPH particles.
The simulation includes a fixed background potential
consisting of a Plummer-softened Keplerian component
representing the SMBH, and a Hernquist component to
represent a central stellar bulge (of mass MH = 10
9 M,
and scale cH = 250 pc). This choice of bulge mass comes
from the M −σ relation, which implies a roughly 1000:1
ratio between SMBH mass and bulge mass (Ha¨ring &
Rix 2004; McConnell & Ma 2013). In the simulations in
this work, the Plummer softening length is hBH = 0.01
pc, larger than that of Paper I.
Self-gravity is also included. We initalize the disk with
a rotation curve that is balanced with both the imposed
potential and the gas.
Combined with radiative cooling, self-gravity can
cause the gas to collapse into dense, potentially star-
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Figure 1. A schematic of the injected wind parameters, as
described in Section 2.2. Note that M˙w is the mass outflow
rate for the entire wind – not for one sector.
forming, clumps. Gas particles above a threshold den-
sity are considered ‘star-forming’. Each time-step, these
particles may be deleted from the system with a proba-
bility corresponding to the local free-fall time-scale. In
the simulations in this work, the mass of star formation
is much less than the bulk mass of the gas, and far less
than the mass of the bulge and SMBH. Hence we do not
track the newly formed stars, but instead assume they
form a negligible portion of the mass of the stellar bulge.
2.2. Additions and modifications to the model
Particles are produced across a range of inclinations
on the surface of a sphere centered on the origin, ax-
isymmetrically and evenly distributed. This produces
a biconical outflow. The generation of this material is
governed by a number of parameters, which we list here,
where the ‘w’ sub-script stands for “wind’: the mass
generation rate (M˙w), the initial radial velocity (vw),
the radius where winds are injected (rw), the inclination
of the center of the generation region (φw), the (unre-
solved) wind launching radius (rL) for determining the
initial tangential velocities, and the thickness of the gen-
eration region (∆φw). These properties are illustrated in
Figure 1. Tangential velocities are set by assuming that
the wind particles conserve specific angular momentum
from Keplerian circular motion at rL to particle gener-
ation at rw. That is, the tangential velocity of the wind
particles is v⊥ =
√
GMrL/rw.
We also include a sub-grid model for unresolved ex-
tinction in the central region. This is the unresolved
“inner torus” region where internal radiative transfer
effects (such as vertical support from infrared radiation
pressure) are more significant. Sub-grid extinction is as-
sumed to be axisymmetric. The optical depth follows a
split linear function – equivalently, we could say (with
RHD models of AGNs 5
fixed mass opacity) the column density follows a split
power law. This is given by:
τ =
τ0 − φ/αE φ ≤ φTτ0 − φT /αE − (φ− φT )/βE φ ≥ φT (3)
where τ0 is the optical depth along the inner torus
plane, αE is the optical depth slope for the dense equa-
torial part of the inner torus, βE is the optical depth
slope for the higher inclination region of the inner torus,
and φT is the inclination of the transition between these
two regimes. This type of profile is produced in our
small-scale simulations in Paper I. Similar profiles are
found in other dynamical simulations (e.g. Wada 2015).
We use a larger φT and a lower αE than predicted by
the models in Paper I, to represent the thicker ‘torus’
we expect from infrared radiation pressure, and from the
high covering fractions found in observations (e.g. Lusso
et al. 2013; Roseboom et al. 2013).
2.3. Simulations
We produce a suite of runs, varying the anisotropy of
the input radiation field, the sub-grid extinction profile,
the wind mass input rate, the initial velocity of the input
wind, and the range of inclinations of wind particles. In
all runs, we inject the wind at rw = 1 pc. Wind and disk
particles have a mass of 0.1 M. The disk is initalized
with 106 particles, giving Md = 10
5 M. Observations
have shown that a ‘torus’ typically has a mass on the
order the SMBH’s (Garc´ıa-Burillo et al. 2016; Alonso-
Herrero et al. 2018; Izumi et al. 2018), and we select a
disk mass on the small end of this range, for computa-
tional efficiency.
At the fiducial luminosity, the AGN has a sublima-
tion radius of rsub = 0.015. Based on previous simula-
tions, we assume that the critical wind launching region
is around the sublimation radius (Chan & Krolik 2016;
Dorodnitsyn et al. 2016; Namekata & Umemura 2016;
Williamson et al. 2019, Paper I). Hence we set the sub-
grid wind-launching radius to rL = rsub = 0.015 pc. The
tangential velocities of the wind set by conservation of
angular momentum from rL (see Section 2.2). We note
that rw ≈ 70rsub, and that most of the details of wind
generation should be contained in the sub-grid region
r < rw.
We select three characteristic initial wind velocities to
investigate: 10 km s−1, 100 km s−1, and 500 km s−1.
We can characterize these velocities by comparison with
the escape velocity. The escape velocity at r = 1 pc
from our gravitational potential is ∼ 207 kms−1, and so
these choices represent v  vesc, v ∼ vesc and v  vesc.
The slow v = 10 km s−1 winds represent gas that has
sloshed out of the inner regions of the system but is not
yet a strong wind. These runs test the acceleration of
gas in the r ≥ 1 pc region. The v = 100 km s−1 runs are
in the the regime where the wind may or may not fail,
depending on the contributions of radiation pressure and
self-gravity from the gas. For the v = 500 km s−1 runs,
v  vesc and the dynamical situation becomes simple –
the wind trajectory is mostly ballistic. Hence we mostly
focus our analysis on lower velocities.
We select two sets of outflow rates: 0.0546 Myr−1,
and 0.546 Myr−1 for the wind-test runs (section 3.1),
and 0.0378 Myr−1, and 0.378 Myr−1 for the full-scale
runs (section 3.2). The wind covers a smaller solid an-
gle in the full-scale runs, and the lower mass input rate
means that the input mass outflow rate per steradian is
closer between the two suites of runs. In particular, the
large-scale runs with φw = 35
◦ and ∆φw have the same
input mass outflow rate per steradian as the small-scale
runs. The precise value of 0.546 (as opposed to a round
number like 0.5) is somewhat arbitrary – it is produced
from a round number in test runs not published here.
The luminosity of our fiducial simulations corresponds
to a SMBH accretion rate of
M˙in =
L
c2η
≈ 2.2× 10−4 Myr−1
( η
0.1
)−1
, (4)
where η is the radiative efficiency of accretion. Hence,
we are assuming that the majority of inflowing gas is
ejected as a wind, and only a fraction is accreted.
Given the different mass outflow rates and injected
wind speeds, the mechanical luminosities of our injected
winds (m˙v2w/2) range from 10
−6L to 0.034L, represent-
ing a large range of coupling factors.
The outflow velocities selected for the models in this
paper span the lower range of outflow velocities found in
smaller scale RHD simulations (Dorodnitsyn et al. 2016;
Chan & Krolik 2016; Namekata & Umemura 2016; Chan
& Krolik 2017; paper I, also see Section 4.4), as this is
where dynamical simulations of the outflow are most
insightful. If vw  vesc, then the outflow will simply
produce a cone, provided that ISM structure is ignored
as we do in this paper. This simple geometry could be
generated analytically for a radiation transfer code.
We use four models for the radiation field and sub-grid
opacities, summarized in Table 1. ‘defaultaniso’ and
‘thinaniso’, represent an anisotropic radiation source
with a sub-grid anisotropic obscuring ‘torus’ of two dif-
ferent thicknesses. To test to what extent the outflow
properties are affected by the anisotropy of the radia-
tion source and obscuration, we also test a model with
isotropic obscuration (‘iso’), and a model with isotropic
obscuration and emission (‘doubleiso’).
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Name τ0 αE φT βE ηa
defaultaniso 5 10 40 50.5 0.01
thinaniso 1 50 40 252.5 0.01
iso 1 ∞ n/a ∞ 0.01
doubleiso 1 ∞ n/a ∞ 1
Table 1. Summary of input radiation parameters
3. RESULTS
3.1. Wind-test runs
3.1.1. Wind-test runs – setup of simulations
We perform a suite of 24 wind-test runs, to inves-
tigate the self-consistency of outflows. These models
have a run-time of 100 kyr. The orbital time at 1 pc
(the wind injection radius) is torb ≈ 15 kyr, increasing
to torb ≈ 140 kyr at a radius of 5 pc. Hence, these short
simulations can test the evolution of the wind near the
injection radius, but can not show the evolved configu-
ration on (e.g.) a 10 pc scale.
In the wind-test runs, the outflows are generated
isotropically (i.e. across the entire surface of a sphere,
φw = ∆φw = 45
◦) to test which inclinations produce
a successful wind. However, the AGN emits radiation
anisotropically (section 2.1), and we explore all four sub-
grid opacity models (table 1), some of which are also
anisotropic. This means the resulting wind can evolve
to become anisotropic. Along with two different mass
outflow rates and three different injection speeds vw,
this comes to a total of 2× 3× 4 = 24 wind-test runs.
3.1.2. Wind-test runs – results
We take snapshots from the end of the test simula-
tions, and measure the angle-dependent mass-weighted
radial velocities in spherical shells to characterize the
outflow. We plot the results for two spherical shells in
Figure 2 – an inner shell at 0.5 pc ≤ r < 1.5 pc, and an
outer shell at 6.5 pc ≤ r < 7.5 pc. The inner shell con-
tains the wind generation region, but only a somewhat
successful wind can reach the outer shell. A negative ra-
dial velocity (vr < 0) in the inner shell indicates the gas
is unlikely to have reached the injected speed, radius,
and inclination – i.e. we should not inject wind of this
speed at this inclination in the coming large-scale sim-
ulations. A negative radial velocity in the outer shell
indicates a failed wind or fountain – i.e. the gas has
flowed out to reach this radius or beyond, but is now
falling back inwards. The exact configuration of this
outer bin is not converged with time, but is qualita-
tively indicative of the results expected in the full scale
runs.
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Figure 2. Mean outflow velocities as a function of incli-
nation for all test runs at t = 100 kyr, in spherical shells of
radius r = 1 pc and r = 7 pc.
We find vr < 0 at low inclinations (φ < 10
◦) in the
inner region in almost all runs – this is simply the wind
hitting the disk. The only exception are the M˙ = 0.378
M yr−1, vw = 500 km s−1 runs, where the large out-
wards momentum destroys the disk. As noted above
(section 2.3), these high-speed winds otherwise flow ra-
dially outwards, largely unaffected by RHD forces, and
barely even by gravity over these short time-scales.
For the other runs, the outflow is accelerated signifi-
cantly by radiation pressure, and winds are ubiquitous,
even when the injection speed vw  vesc. The accel-
eration is stronger when the outflow rate is lower, and
when the sub-grid extinction is lower, but also increases
as the radiation field becomes more anisotropic. This is
analogous to super-Eddington accretion. Focusing flux
in a smaller solid angle can provide enough radiation
pressure to overcome gravity and accelerate the outflow,
even if the isotropically averaged flux could not. For the
vw = 100 km s
−1 runs, the outflows can continue to ac-
celerate out to the outer shell, reaching a maximum of
vr ∼ 500 km s−1.
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Name M˙ vw φw ∆φw
(M yr−1) km s−1 (◦) (◦)
heavy slow 55 thick 0.3780 10 55◦ 50◦
heavy slow 35 thick 0.3780 10 35◦ 50◦
heavy vesc 55 thick 0.3780 100 55◦ 50◦
heavy vesc 35 thick 0.3780 100 35◦ 50◦
light slow 70 thin 0.0378 10 70◦ 20◦
light slow 55 thick 0.0378 10 55◦ 50◦
light slow 35 thick 0.0378 10 35◦ 50◦
light vesc 70 thin 0.0378 100 70◦ 20◦
light vesc 55 thick 0.0378 100 55◦ 50◦
light vesc 45 thin 0.0378 100 45◦ 20◦
light vesc 35 thick 0.0378 100 35◦ 50◦
light vesc 20 thin 0.0378 100 20◦ 20◦
light rapid 55 thick 0.0378 500 55◦ 50◦
light rapid 35 thick 0.0378 500 35◦ 50◦
Table 2. Summary of initial conditions of full-scale runs
Even though the radiation pressure is entirely radial,
its strength is weaker at lower inclinations (closer to the
disk plane). This means that winds at lower inclinations
are more likely to fail, while winds at higher inclinations
tend to be accelerated. The result is that the outflow
tends to flow “upwards” more rapidly, and to flow in
equatorial directions more slowly, or to even fail.
Hence the initially uniform outflow velocity also be-
comes more polar. This effect is stronger at lower mass
outflow rates, which can be accelerated more efficiently
by radiation pressure. The speed and covering angle
of the vertical outflow also increases with increasing
anisotropy of the radiation field: the outflow of ‘dou-
bleiso’ is weaker than that of ‘iso’, which is weaker
than ‘thinaniso’ and ‘doubleaniso’. These last two only
differ in the scaling of their sub-grid extinction, and
so ‘thinaniso’ produces a stronger outflow than ‘dou-
bleaniso’, simply because (after sub-grid extinction), it
is a stronger radiation field everywhere.
Overall, we have found that outflows are successful
in all runs for at least some range of angles, even if the
wind has a near-zero injection speed. But the most criti-
cal point is that the generation of polar winds appears to
be robust. The anisotropy of radiation pressure from the
AGN accretion disk can allow more equatorial flows to
fail. Hence, even if the wind at small scales is isotropic,
larger-scale evolution can cause it to become more ver-
tical. This means that the geometry of the large-scale
structure is not strongly dependent on the initial prop-
erties of wind produced near the sublimation radius.
3.2. Full-scale runs
Based on the results of these wind-test runs, we pro-
duce a series of longer (t > 1 Myr) runs, that can be
examined in a more steady state. These are no longer
isotropic winds, but are injected at across some range of
inclinations in both hemispheres, to represent biconical
outflows produced at the inner face of the ‘torus’. We
vary the input speed and outflow mass rate as in the
small scale simulations, but also vary the thickness and
angle of the wind. In particular, we include both equa-
torial and polar wind launching angles. This greatly
increases the parameter space, and so we restrict the
sub-grid opacity model to the doubleaniso model. The
wind parameters for these simulations are listed in Ta-
ble 2. We perform 14 simulations in total.
The run-times range from 1 − 3 Myr, depending on
when the morphology has reached a steady state. The
‘rapid’ runs reach a steady state more quickly, as the
gas flow is largely radial, and only simple structure is
formed. Some of the ‘slow’ runs also reach a steady
state quickly, as the gas that does escape is accelerated
vertically to v  vesc. For these runs, we terminate
the simulation after t ∼ 1 Myr. But in most of the
‘vesc’ simulations, and in some of the ‘settled’ simula-
tions with more equatorial flows, a lot of gas can fall
back in, creating a more complex structure. As a rough
analytic estimate of the time-scale of this, a radial wind
launched at 100 km s−1 from r = 1 pc in our potential
would reach a distance of rmax = 16 pc, where the dy-
namical time (
√
rmax/|agrav(rmax)|) is tdyn ∼ 440 kyr.
We must complete several of these ‘cycles’ to reach a
steady state, requiring simulation times of 2–3 Myr.
3.2.1. Full-scale runs – development of extended outflow,
fountain & ‘torus’
We have plotted the evolution of the inner region of
four sample runs in Figures 3, 4, and 5. These show the
azimuthally averaged velocity, temperature, and density
of the simulations over several snapshots.
In all runs, the wind initially flows outwards at all
angles, except where the disk blocks the outflow. The
outflow speed is greatest in the more polar directions.
Later, lower angle winds eventually fail and begin to
flow back in. A dense front is produced on the inter-
face between successful and failed winds. The system
typically settles into a low-density rapid outflow at high
inclinations, and a failed wind/inflow at lower inclina-
tions, with a persistent dense biconical front in-between.
Generally the temperature follows a fairly simple equa-
tion of state, where dense gas is cold and rarefied gas is
hot.
This combination of outflow and inflow is a ‘fountain’
structure. Both inflow and outflow are largely radial.
This is because the gravitational potential is almost
8 Williamson, Ho¨nig, & Venanzi
Figure 3. Evolution of azimuthally averaged velocity fields of four sample full-scale runs
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Figure 4. Evolution of azimuthally averaged temperature distribution of four sample full-scale runs
10 Williamson, Ho¨nig, & Venanzi
Figure 5. Evolution of azimuthally averaged density distribution of four sample full-scale runs. A zoom panel shows the
clumpy structure in one run – note the different color scale).
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spherically symmetric, as it is dominated by the grav-
ity of the SMBH and the bulge. The gas only makes
a secondary contribution to large-scale gravity. Hence,
the motion of the wind becomes somewhat Keplerian, in
regions where radiation pressure becomes unimportant
due to extinction, or due to inclination effects (i.e. be-
cause radiation is weaker at more equatorial angles). In
the infall phase, the gas is effectively in a highly eccen-
tric elliptical orbit, and so falls back towards the SMBH
almost radially. The wind (both inflowing and outflow-
ing phases) also tends to have a low rotation speed, due
to conservation of angular momentum over the large dis-
tance between the wind production radius (the sublima-
tion radius rL = 0.015 pc) and the radii of interest for
the fountain (r ∼ 1–20 pc). Hence, circular motion is
a small contribution, and the wind trajectory is indeed
similar to a Keplerian ellipse in a plane.
In some simulations, more complex structure can also
form at later times. In light vesc 20 thin, the failed in-
falling wind collides with the equatorial outflowing wind
to produce a dense turbulent biconical structure. In
heavy vesc 55 thick, the inflowing wind fragments into
dense clumps. This clumpiness is seen in the other runs,
but is most prominent when the outflow is massive. This
appears to be caused by hydrodynamic instabilities at
the interface between inflows and outflows (rather than
numerical effects from e.g. artificial viscosity), but we
will explore the mechanisms and ramifications of this
clumpiness in a future paper.
We summarize all 14 of our full-scale runs in Figures 6-
8. For each run, we examine the final snapshot of each
run, once the wind has settled down into a steady state.
We calculate the momentum surface density, mass col-
umn density, and optical depth along a grid of rays
from the AGN center to infinity. This is a grid of 40
evenly spaced inclination angles and 40 evenly spaced
azimuthal angles. The azimuthal mean, maximum, and
minimum of outflow quantities at each inclination are
plotted in these Figures, as lines with errorbars.
The momentum surface density is plotted in Figure 6,
where positive p indicates outflow and negative p in-
dicates inflow. Here the fountain structure is clear in
almost all runs, with outflows at high angles and in-
flows at low angles. The only exceptions are the ‘rapid’
runs, where outflows greatly exceed escape velocity and
do not fall back in at any angle. All runs have signifi-
cant outflowing material at very high inclinations, even
when winds are launched at low angles. Often there is
outflow even at 90◦ – i.e. ‘straight up’. In several runs,
there is a large range of inclinations where both inflow
and outflow are present. The system is therefore not
azimuthally symmetric, and contains three-dimensional
structure. This is the turbulent clumpiness described
above.
The contribution of the outflows to the obscuring
‘torus’ is plotted in Figures 7 & 8. The column densities
(Figure 7) can be fairly significant over a large covering
fraction, especially for a massive outflow. However, this
obscuration is not generally optically thick. The flux-
weighted optical depths of the simulated gas are plot-
ted in the top panel of Figure 8, and here τ > 1 only
for some parts of some runs. In the bottom panels of
Figure 8 we include the contribution from the sub-grid
optical depths in the source, which generally dominates,
although the simulated gas adds a significant contribu-
tion at high inclinations. So we conclude that most of
the obscuration required for the AGN unification scheme
is from structure at a sub-parsec scale (. 70rsub), and
not produced by large-scale outflows.
3.2.2. Full-scale runs – mock observations
A key aim of our models is to produce a self-consistent
dynamical model to broadly explain the types of mor-
phologies derived from observations and radiation trans-
fer models (Ho¨nig & Kishimoto 2017; Stalevski et al.
2017). We do not compare our dynamical models di-
rectly with specific observations in detail, as this would
require a much larger parameter-space search, and a
fuller radiation transfer model. This is beyond the scope
of this paper. Nevertheless, we can use simple assump-
tions to make qualitative comparisons with observations,
and to put our simulations in context.
We use a simple raytracing technique for post-
processed radiation transfer. The emissivity of sev-
eral molecular lines are calculated and tabulated us-
ing Cloudy following the same ray-tracing described
in Section 2.1, and obscuration is traced along the line
of sight. The line-of-sight opacity for these narrow lines
is given by a simple dusty gas opacity law, extracted
from Cloudy. The estimate of infrared emission FIR
for a particle is simply proportional to T 4d , where Td
is the dust temperature, as previously tabulated using
Cloudy. We set the broadband infrared opacity of the
dusty gas to 65.2 cm2 g−1. This is the opacity of a
dust-gas mix where the sole source of extinction is from
perfectly absorbing spherical dust particles with a ra-
dius of 0.2 µm, an internal density of 6 × 103 g cm−3,
and a total dust mass fraction of 1%.
We emphasize that a ‘critical density’ is not sufficient
to completely characterize the behavior of a line, with-
out further information about the radiation field. In
our simulations, the line emissivities are a function of
gas density, gas temperature, unextinguished AGN in-
tensity, and flux-weighted optical depth to the AGN.
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Figure 7. Column density versus inclination at the final snapshot of each of the full scale runs. Runs are collected as in
Figure 6.
The dust temperature also depends on these proper-
ties, although only weakly on density. Hence we find
we can largely characterize the emissivity as a function
of two variables – the gas density and the dust tempera-
ture. The dust temperature acts sort of like a low-energy
‘ionization parameter’, collecting the effects of the radi-
ation field and gas temperature into a single parameter.
In particular, we find three different ‘regimes’ of dust
temperature.
Only a small number of particles close to the AGN
engine contain hot dust (Td > 100 K), and we find
these line emissivities all decrease rapidly with increas-
ing dust temperature, representing a more intense ra-
diation field destroying molecules (note that typically
Tg > Td). There is also a somewhat ragged increase
of emissivity with density for all lines. For the ‘cold’
(Td < 15 K) and ‘warm’ (15 < Td < 100 K) dust, we
find that the emissivities are generally constant at low
densities, then start rising at nH ∼ 10 cm−3, before
reaching a peak at some point. Examining a sample
run in detail, we found two peaks at different emissiv-
ities at high nH , which we found corresponded to gas
populations with two different dust temperatures – the
emissivities from gas with cold dust were typically lower.
The ‘cold’ dust phase represents outflowing gas far from
AGN illumination.
In Figure 9 we plot the normalized median line
emissivity for various values of nH for these three
dust temperature regimes, in a snapshot of run
heavy vesc 55 thick at t = 2 Myr. The ‘warm’ dust
regime contains the bulk of the mass and emission, and
so we concentrate on the middle panel here, although the
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Figure 8. Optical depth versus inclination at the final snapshot of each of the full scale runs. Runs are collected as in Figure 6.
Top row: optical depths from simulated gust & dust. Bottom row: optical depths including sub-grid extinction.
‘cool’ dust regime shows similar behavior in most cases.
The two HCN lines follow similar paths, both steadily in-
creasing with nH up to the maximum densities found in
the simulation. These lines highlight the densest regions
of gas, with HCN(8-7) emphasizing slightly denser gas
than HCN(4-3). Both CO(3-2) and CO(6-5) increase
from nH = 10 cm
−3 before flattening out at around
nH = 10
3 cm−3. These emphasize a mix of moderate-
to-high density gas, from around nH = 10
2 cm−3 up-
wards. Both lines produce very similar emission. The
H2 lines have a shallower slope with respect to density,
and therefore emphasize an even broader range of den-
sities, including low density gas. Here there is a notable
difference between the ‘cool’ and ‘warm’ dust phases.
In both phases, H2 (0-0) S(0) is biased towards higher
densities than H2 (0-0) S(3), but H2 (1-0) S(1) is more
biased towards higher densities in the ‘warm’ phase, and
flatter in the ‘cool’ phase.
3.2.3. Full-scale runs – mock morphology observations
To demonstrate the general observed morphol-
ogy, we produce imagery of two sample runs, run
light vesc 45 thin and run heavy vesc 55 thick at t = 2
Myr in Figure 10. The images are given at a 100 pc
scale, and a 10 pc scale. Here it is clear how different
molecular lines highlight different components, and also
that the two models produce noticeably different images.
As expected, we find that our two CO lines produce very
similar images to each other, as do our two HCN lines,
and our three H2 lines, and so we will discuss each set of
lines as a group. H2 (0-0) S(0) is dimmer than the other
H2 rotational lines, but highlights gas in fairly similar
states.
Generally, the CO and HCN lines therefore high-
light the dense disk, and the high-density portions of
the outflow. The HCN lines emphasize higher densi-
ties than the CO lines. So for the massive outflow of
heavy vesc 55 thick, the outflow is visible in both CO
and HCN, but appears more extended in CO. But for
the less massive outflow of light vesc 45 thin, the out-
flow is only visible in CO, and only the disk is visible
in the HCN lines. Substructure is also visible in the
outflow, in the form of sub-parsec scale clumps and fil-
aments. The dust is optically thin at these long wave-
lengths, and so the disk is brightest through the large
column densities in the centre – i.e. it is limb-darkened.
The H2 lines emphasize the lower density outflow
much more than the CO and HCN lines. This means
the outflow is visible even in light vesc 45 thin. Here
the thin-walled outflow cone is limb-brightened, produc-
ing an x-shaped structure. The thicker-walled outflow of
heavy vesc 55 thick does not show this x-shape – a limb
brightened x-shape is an indicator of a thin-walled cone.
Dust is fairly opaque to these shorter wavelengths, as
required by AGN unification. The disk is therefore self-
obscuring, and only visible from edge-on as a shadow.
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Figure 9. Normalized median emissivities of simulation
heavy vesc 55 thick at t = 2 Myr in density and dust tem-
perature bins.
In light vesc 45 thin, radial beams of H2 emission are
also visible. These are caused by ‘windows’ in ob-
scuration near the AGN engine. Examining an ani-
mation of this run, we see these radial beams flicker
rapidly – the ‘windows’ are caused by short-scale varia-
tions in ‘weather’ near the centre of the simulation. In
heavy vesc 55 thick, the walls of the outflow cone are
too thick for these beams to be visible.
The dust temperature and therefore FIR depends
strongly on the incident radiation field. The outflows are
visible as an extended hourglass, but the peak bright-
ness is at the base of the wind, where the dust is heated
the most.
This hourglass structure is not caused by any radiative
process accelerating the gas vertically – radiation pres-
sure is strictly radial in these simulations. After ∼ 10s of
pc, the gas is moving ballistically on hyperbolic orbits,
producing these vertical hyperbolic-like hourglass struc-
tures, provided the outflow is somewhat vertical before
reaching the ballistic phase. Note that, although the or-
bits are hyperbolic, this structure is sometimes referred
to as a ‘parabolic’ hollow cone.
In heavy vesc 55 thick, the injected wind is slightly
polar by design – i.e. it is assumed that some small-
scale process is preferentially launching a somewhat po-
lar wind (section 3.1.2). But in light vesc 45 thin, the
wind is launched at 45◦, and evolves into a more polar
wind through the anisotropic radiation pressure of the
AGN accretion disk. We see similar results in the other
runs. In Figure 11, we plot FIR on a 500 pc scale for
all of our full-scale runs. In almost all cases, polar ex-
tended IR emission is observed, regardless of the wind
launching angle. These polar extended structures ap-
pear to have a robust mechanism for their formation,
and are not produced by fine-tuning the input parame-
ters. The AGN flux and radiation pressure is stronger
in the polar direction, and so almost any distribution of
dusty gas will tend to be pushed in the polar direction,
and be illuminated by the AGN. The only exceptions are
the ‘rapid’ runs, where the wind speed is so high that
the effects of gravity and radiation pressure are almost
negligible.
The kinematic structures captured by the different
lines are shown more systematically for all runs in Fig-
ure 12. For the top two rows, we calculate the emissivity
weighted average radial and circular velocities for each
molecular line (and broadband FIR), for all runs at t = 1
Myr. Some of the features are better at distinguishing
outflow features than others. The CO and HCN lines
emphasize dense gas, and mostly detect inflowing and
rotating material, except for the heaviest outflows in
the CO lines. The H2 lines capture more outflowing gas
and less rotation. There is a correlation between radial
velocity and circular velocity in H2 – outflowing mate-
rial has a lower rotation speed. The infrared thermal
emission selects the wind most effectively, showing high
outflow velocities and low circular velocities.
We include the effects of line-of-sight extinction in
the bottom four rows of Figure 12, from a face-on view
(rows 3 & 4) and an edge-on view (rows 5 & 6). The face-
on view of CO and HCN lines still mostly emphasizes the
disk and outflow, because the dust is mostly transparent
in these wavelengths. However, in the heaviest outflows
the disk and inflow are less visible, and the outflow is
emphasized. The effect of extinction is stronger in the
H2 lines, increasing towards shorter wavelengths. The
edge-on view greatly emphasizes the outflowing gas in
all lines for most runs – the large column density of the
disk and the thick inflow cause them to become optically
thick, and their emission is less visible.
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Figure 10. Emission for various lines, and broad thermal emission from dust (FIR), at 10 pc and 100 pc scales, for runs
heavy vesc 55 thick and light vesc 45 thin at t = 2 Myr.
In Figure 13, we calculate the radii within which 50%
and 90% of the luminosity of each line (or FIR) is pro-
duced, labelled as r50 and r90. Similarly to Figure 12,
in the top two rows, these are calculated without ex-
tinction – i.e. this is the physical radius from which
this emission is produced – and in the bottom two rows,
these are calculated with line-of-sight emission from an
edge-on view. r50 and r90 are another measure of the
distribution and concentration of the emission, and the
plot demonstrates how the distribution varies based on
run properties. We also plot a line of r50 ∝ r90. Lumi-
nosity distributions that vary only in scale and not in
concentration will lie parallel to this line.
The HCN lines particularly emphasize the dense gas of
the disk, and therefore have small uncorrelated r50 and
r90, except for the more massive outflows. Here we can
indeed distinguish the wind angle for the massive out-
flows: the more vertical wind produces a dense fountain
that concentrates r50, while the more horizontal wind
distributes HCN emission more evenly.
The H2 lines capture the outflow most effectively, and
show the strongest correlation between r50 and r90. The
strongest outflows have the highest r50 and r90.
The CO lines lie in-between, showing several runs with
low r50 and r90, but with large r50 and r90 for the most
massive outflows. Here the angle of the outflow can not
be easily distinguished between those two runs based on
the CO distribution alone.
Overall, we see that the concentration of emission in
a particular line is not a strong indicator of the wind
structure. Many lines emphasize the disk and do not
capture the outflow well at all, and when the lines do
capture the outflow, the different winds simply produce
emission of different extents.
3.2.4. Full-scale runs – mock velocity observations
We produce mean line-of-sight velocity maps for
our seven molecular emission lines at t = 2 Myr
from near edge-on viewing angles, using line-of-sight
extinction as in Section 3.2.3. We plot the re-
sults for heavy vesc 55 thick in Figure 14, and for
light vesc 45 thin in Figure 15. These velocity maps are
convolved with a 0.4 pc radius Gaussian, to represent
a finite beam size. This is about 6 mas at the distance
of NGC 1068, about 10× finer than recent ALMA ob-
servations (Garc´ıa-Burillo et al. 2019), and similar to
the latest GRAVITY observations (Gravity Collabora-
tion et al. 2020).
The disk rotation is clearly visible, but is partially
hidden by the signal of the outflowing gas, particularly
in heavy vesc 55 thick. These images include several
other features that could be misinterpreted as counter-
rotation or non-aligned rotation. In heavy vesc 55 thick
(Figure 14), there is a strong outflow signal in the center
where outflows are generated, appearing as a sharp gra-
dient between blue-shifted and red-shifted emission for
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Figure 11. Broad thermal emission from dust (FIR), for
all full-scale runs, at t ≈ 1 Myr.
several lines. Beyond the central parsec, the clumpy mix
of outflow and inflow hides the outflow signal, except at
the edge of the outflow, where an ‘x’ shape appears.
This could be misinterpreted as a pair of crossed discs,
at ∼ 45◦ to the AGN plane.
The weaker outflow does not hide the disk of
light vesc 45 thin (Figure 15), but the more uniform
outflow produces a clearer signal, especially at higher
viewing angles and the H2 lines. This simple model of a
disk plus outflow/fountain again produces a number of
velocity gradients in different directions, most of which
are produced by the radial flow rather than rotation.
However, mean line-of-sight velocity maps can be mis-
leading, as inflow superimposed on outflow can appear
as near-stationary gas. So in Figure 16 we plot the full
position-velocity diagrams for a vertical and horizontal
slice at a viewing angle of 10◦ for both sample simula-
tions and all lines. For clarity, these axes are plotted on
the center-left plots of Figures 14 & 15.
Disk rotation is not visible in the vertical slit, as this
is the axis where the disk velocity is tangential to the
line of sight. Instead, outflows and inflows dominate
the position-velocity diagram. The fountain dynamics
produce a wide range of velocities in every ray, and be-
cause the viewing angle is close to edge-on, there is only
a weak velocity slope with z. The thin-walled biconi-
cal outflows of light vesc 45 thin are nevertheless visible
as two peaks at around ±80 km/s in the inner ∼ 10
pc, in the CO and H2 lines. These outflows are also
present in heavy vesc 55 thick, as the upper and lower
edge of the v distribution, but strong fountain inflows of
heavy vesc 55 thick ‘fill in’ the intermediate velocities.
This produces a broader peak centred on v = 0, except
at z = 0, where inflow and outflow velocities reach a
peak, following a near-Keplerian infall curve (note that
ballistic radial infall/outflow has the same power-law in-
dex as circular rotation).
Dust is optically thin in the wavelengths of the HCN
and CO lines we have selected, and we see a superpo-
sition of outflow and inflow along each line of sight. In
our hollow cone outflow+fountain structure, gas flows
outwards at the inner edge of the hollow cone, and falls
inwards along the outer edge. Each line of sight through
the bicone sees the following velocity phases, in order
from nearest to furthest:
1. red-shifted inflow along outer edge of biconical
flow, on near-side of AGN
2. blue-shifted outflow along inner edge of biconical
flow, on near-side of AGN
3. red-shifted outflow along inner edge of biconical
flow, on far-side of AGN
4. blue-shifted intflow along outer edge of biconical
flow, on far-side of AGN
Hence through each line of sight, we see outflow and
inflow on the near side, as well as inflow and outflow on
the far side.
Extinction does have some effect on the p–v di-
agrams for the H2 lines, but only in the case of
heavy vesc 55 thick where the outflow is particularly
thick. Here the blue-shifted emission is blocked, at least
for the shorter wavelength H2 (0-0) S(3) and H2 (1-0)
S(1) lines. The near-side inflow on the outer edge of the
hollow cone is sufficiently optically thick in these wave-
lengths to block the emission of the near-side outflow on
the inner edge of the hollow cone. That is, component
(1) of the list above is optically thick, and components
2-4 are not visible.
The horizontal slit shows a much stronger Keplerian
disk rotation signal, and the non-circular flows are less
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Figure 12. Emission-weighted radial and circular velocities for different emission lines, for all runs at ≈ 1 Myr. Top:
unextinguished emission. Middle: extinguished emission, face-on view. Bottom: extinguished emission, edge-on view
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Figure 13. Half-light and 90%-light radii for different emission lines, for all runs at ≈ 1 Myr. Top: unextinguished emission.
Bottom: extinguished emission, edge-on view
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Figure 14. Mean los velocities at t = 2 Myr for run heavy vesc 55 thick. The dotted lines indicate the vertical and horizontal
slits used for Figure 16.
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Figure 15. Mean los velocities at t = 2 Myr for run light vesc 45 thin. The dotted lines indicate the vertical and horizontal
slits used for Figure 16.
dramatic. Here, the wind is only visible when it is
quite close to the disk surface – i.e. very equatorial out-
flows, or the inflow phase of a fountain returning along
a near-equatorial path. There are no strong equatorial
outflows. The inflow signal is particularly strong for
heavy vesc 55 thick, producing a ‘catseye’ shape. Here,
peak line-of-sight velocities become larger as x → 0,
from Keplerian infall. At x ∼ 0, the line of sight ve-
locity for an equatorial flow is close to its true radial
velocity relative to the AGN. Hence there is a gap at
low velocities around x ∼ 0 – gas near the SMBH must
be moving.
Here, the velocity phases we see along a line of sight
are, from nearest to furthest:
1. red-shifted inflow along far outer edge of biconical
flow (near-equatorial), on near-side of AGN
2. disk rotation
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Figure 16. Position-velocity diagrams for runs heavy vesc 55 thick (top row) and light vesc 45 thin (bottom row), in a vertical
slit (left) and horizontal slit (right), from a viewing angle of 10◦.
3. blue-shifted inflow along far outer edge of biconical
flow (near-equatorial), on far-side of AGN
Extinction also has a similar effect in the H2 line p–v
diagrams as above. The near-side inflow, and the disk,
block much of the emission from the far-side inflow, par-
ticularly in the H2 (0-0) S(3) and H2 (1-0) S(1) lines.
The simulations show complex velocity structures. We
caution against an oversimplified interpretation of veloc-
ity maps and p–v diagrams. As we have found, each line
of sight can intersect inflow, outflow, and disk rotation.
In unresolved observations, this combination of winds
and rotation could appear as a single broad velocity dis-
tribution, but this should not be interpreted as entirely
due to either rotation or outflows alone.
3.2.5. Higher Eddington luminosity run
While it was not our intent to perform a full parame-
ter study of SMBH mass and Eddington factor, or to fo-
cus on modelling any particular observed AGN, our Ed-
dington factor (γEdd = 0.01) is significantly lower than
is typically observed for AGNs of this mass (106 M).
Hence we have performed a single run at a higher Ed-
dington factor (γEdd = 0.08) as a sanity check. Other
than Eddington factor, this simulation has identical pa-
rameters to heavy vesc 55 thick.
We plot a comparison between heavy vesc 55 thick
and our high Eddington factor run at t ≈ 2 Myr in
Figure 17. Here, the results are as we might expect in-
tuitively and from previous work (e.g. Wada 2015). At
a higher Eddington factor, the wind is faster, the bicon-
ical structure has a wider opening angle, and the inflow
impacts the disk at a greater radius. We still see the
fountain structure of vertical outflow and equatorial in-
flow with a cool dense front in-between. The winds are
of course qualitatively different, but there does not ap-
pear to be a transition in quantitative properties.
Figure 17. Azimuthally averaged densities, temperatures,
and velocities, to show the effects of higher Eddington fac-
tor. Left column: heavy vesc 55 thick (γEdd = 0.01). Right
column: Identical run except with γEdd = 0.08.
4. DISCUSSION
4.1. Comparison with resolved velocity maps
We can qualitatively compare our p-v maps with those
of NGC 1068 (Garc´ıa-Burillo et al. 2019; Impellizzeri
et al. 2019), NGC 3227 (Alonso-Herrero et al. 2019), and
RHD models of AGNs 21
Circinus (Izumi et al. 2018). Our model parameters are
closest to those of Circinus (although at a lower γedd),
and a similar basic structure is seen – a central ‘blob’,
and a sharp peak of red and blue shift in the center.
In our models, this structure is produced by a disk and
biconical outflow, where the outer part of the cone is
a failed wind – i.e. there is no real counter-rotating
component. The p-v diagrams of NGC 1068 and NGC
3227 show a similar structure, but lack the blue-shifted
peak in the middle. This may be due to opacity or
continuum contributions that become more significant
at higher masses, and we will examine these details in
an upcoming paper.
4.2. Comparison with radiation transfer models
We have not produced a detailed spectrum of our
model for comparison with observations. An accurate
spectrum requires a more complex radiation transfer
scheme, and the lines can be sensitive to sub-grid fea-
tures such as sub-grid clump optical depth (Audibert
et al. 2017), and the detailed grain population (Laor &
Draine 1993). We would be testing these post-processing
choices at least as much as our dynamical model.
However, our model provides a dynamical explanation
for the wind geometries invoked in pure RT models to fit
observed spectra (Ho¨nig & Kishimoto 2017). These find
that a dusty wind can explain the apparent anisotropy
of mid-IR emission (as the wind is visible at any inclina-
tions), and can explain the polar extended IR emission.
A hollow-cone plus disk geometry, as expected from a
wind, can reproduce observed IR spectra (Stalevski et al.
2017). However, on smaller scales a ‘hyperbolic’ wind
geometry may be preferred (Stalevski et al. 2019), in
tension with our simulated winds that are bowl-shaped
or ‘parabolic’ (in wind geometry, not in particle orbits).
This tension may be caused by the lack of infrared ra-
diation pressure in our models – our winds are initially
launched radially rather than vertically.
4.3. Comparison with dynamical models
Most previous RHD simulations have mostly been per-
formed in the small-scale regime, where wind generation
can be resolved (Chan & Krolik 2016; Dorodnitsyn et al.
2016; Namekata & Umemura 2016; Williamson et al.
2019, Paper I), but below the resolution of most obser-
vations. In this work, we have investigated whether the
small-scale details are critical for the large-scale (observ-
able) evolution of the wind, and similarly, whether ob-
servations can properly constrain these small-scale mod-
els. As summarized in Figures 12-13, we find that large-
scale emission is only weakly affected by wind injection
parameters, other than varying the extent of emission.
Our simulations also showed that an isotropically in-
jected wind can be accelerated into a polar wind by the
anisotropy of the accretion disk radiation. Large-scale
evolution of outflows is therefore universal, and polar
extended dusty gas should be common. This is consis-
tent with the observed polar extension of mid-infrared
emission (e.g. Tristram et al. 2014; Asmus 2019).
Small-scale effects are however necessary for produc-
ing the angle-dependent extinction – the outflows are
only a secondary contribution to opacity. This small-
scale extinction can be produced by infrared radiation
pressure ‘puffing up’ the disk into a torus (Krolik 2007;
Chan & Krolik 2016; Dorodnitsyn et al. 2016; Namekata
& Umemura 2016).
These models neglect supernova feedback, which may
play an important role in thickening the disk and driving
an outflow (Wada et al. 2016). Supernova feedback is a
complex process, and includes many adjustable param-
eters, and we will investigate this more fully in a future
paper.
The simulations most directly comparable to those of
this paper are the larger scale (32 pc) simulations per-
formed by Wada (2015); Wada et al. (2016). A broadly
similar fountain structure is formed, with vertical out-
flow and either weaker winds or inflow at the more
equatorial angles. They also find thermally stratified
structures, with temperature decreasing from the disk
towards the vertical outflow.
One key difference is that they find no outflows are
produced when γedd = 0.01 (Wada 2015). However, as
noted in Paper I and above, the radiative acceleration
of dense gas is suppressed if the resolution elements are
optically thick to AGN radiation. From an examination
of their parameters and figures, it appears that this is
indeed the case for their disk gas, and that wind pro-
duction is likely suppressed in their simulations. This
further justifies our choice of using an injected wind for
our own large-scale simulations.
4.4. Comparison of wind injection properties with
previous RHD models
We can compare our wind injection parameters to the
results of previous high resolution simulations of the in-
ner wind-producing region. To do this, we must rescale
their results to the SMBH mass (M = 106 M) and
Eddington ratio used here (γedd = 0.01). We use scal-
ings adapted from equations 34-35 of Chan & Krolik
(2016) by neglecting the opacity-dependent terms, as
these terms supply part of the model-dependence that
we are testing. The scalings are as follows:
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Citation vout M˙ p˙ K˙
(km s−1) (M yr−1) (M yr−1 km s−1) (M yr−1 km2 s−2)
Chan & Krolik (2016) 1580 0.003 4.7 7500
Dorodnitsyn et al. (2016) (upper limit) 100 0.01 1 100
Namekata & Umemura (2016) (min) 40 0.0003 0.012 0.48
Namekata & Umemura (2016) (max) 570 0.0007 0.4 230
Chan & Krolik (2017) (IR) 600 0.0047 2.8 1700
Chan & Krolik (2017) (UV) 190 0.022 4.2 790
Williamson et al. (2019) 280 0.006 1.7 230
Table 3. Summary of scaled outflow properties in pervious work. Note that these values are measured with different methods
and definitions, and can only be coarsely compared.
vout∝M1/4γ1/4edd (5)
M˙ ∝M3/4γ3/4edd . (6)
Using these scaling relations, we extract a wide range
of outflow properties from the literature (Dorodnitsyn
et al. 2016; Chan & Krolik 2016; Namekata & Umemura
2016; Chan & Krolik 2017; paper I). The outflow prop-
erties vary with position and time, and so there is no
single value for ‘the’ outflow velocity and mass outflow
rate of a simulation. Hence the quoted values can not
be directly compared in detail, but rather give a sense
of some typical values from the simulation.
Mass outflow rates and velocities at infinity (along
with scaling relations) are given directly in Chan &
Krolik (2016). In Chan & Krolik (2017), two sets
of outflow properties are quoted – one for the in-
frared dominated wind, and one for the UV domi-
nated wind, and we show both here. The γedd = 0.01
model (Γ = 0.01 in their terminology) of Dorodnit-
syn et al. (2016) has a late-time mass outflow rate of
∼ 10−2 Myr−1, and maximum vertical and radial ve-
locities (at different radii) of 240 km s−1 and of 220
kms−1. We characterize this simulation with a mass
outflow rate of exactly 10−2 Myr−1, and a velocity of
330 km s−1 ∼ √2402 + 2202 km s−1. This outflow ve-
locity represents an upper limit from their simulation.
Namekata & Umemura (2016) quote a mass outflow rate
of 0.05−0.1 Myr−1, and velocities of 200−3000 km s−1,
and we use the maximum and minimum of both prop-
erties. For our own previous simulation (paper I) we
directly re-examine the simulation data for run a2 e01
to determine the outflow properties.
The scaled outflow properties are summarized in Ta-
ble 3. As noted in Section 2.3, our simulations span the
lower range of outflow velocities found in smaller scale
RHD simulations, which is the most dynamically inter-
esting regime.
5. SUMMARY & CONCLUSIONS
We performed RHD simulations of and dusty AGN
disk (‘torus’) and wind, to capture evolution on a ∼
1 − 100 pc scale ( rsub = 0.15 pc). We varied the
parameters of the injected wind, as well as the sub-grid
parameters of the AGN. Here we summarize our find-
ings:
• We find polar extended infrared emission to be al-
most ubiquitous, as found in observations (Ho¨nig
et al. 2012, 2013; Tristram et al. 2014; Lo´pez-
Gonzaga et al. 2016; Leftley et al. 2018). An out-
flow can evolve into a polar wind after being ac-
celerated by the anisotropic radiation of the AGN
accretion disk. Provided the initial outflow speed
does not vastly exceed the escape velocity, the
equatorial component of the wind tends to ‘fail’, as
it receives less radiation pressure from the accre-
tion disk. The vertical component always persists,
even with near-zero initial outflow speeds. Ver-
tical winds therefore do not strongly depend on
the initial wind launching mechanism, and polar
extensions of dusty gas should be expected to be
common.
• We produce a hollow-cone structure, consistent
with results from RT models of observations. Our
models produce a parabolic cone, while some RT
models imply a hyperbolic structure, which may
require the inclusion of infrared radiation pressure
from the AGN’s dusty disk. Overall, our 3D RHD
simulations provide the physical justification for
the use of disk+wind RT models that show a uni-
versally better match to observed SEDs and in-
terferometry than classical torus models (Ho¨nig
& Kishimoto 2017; Stalevski et al. 2017, 2019;
Gonza´lez-Mart´ın et al. 2019a,b).
• The optical depth of the outflows beyond r &
50rsub is too thin to explain the observed angle-
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dependent obscuration (Antonucci 1993), which
must be produced on a smaller scale – closer to
the sublimation radius – through infrared radia-
tion pressure.
• The velocity maps of the simulations are complex,
even when the simulation geometry is fairly sim-
ple. We reproduce ‘counter-rotating’ features, as
found in observations (Garc´ıa-Burillo et al. 2019;
Impellizzeri et al. 2019).
In future work we will examine the production of
clumps, the role of supernova feedback, and perform
post-processing analysis to compare these results to
higher mass AGNs such as NGC1068, as well as imple-
ment a form of infrared radiation pressure. We will also
perform a fuller parameter study to further investigate
the effects of varying the mass and Eddington factor.
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