ABSTRACT. One-dimensional propagation phenomena of physics and technology are described by boundary value problems for hyperbolic partial differential equations in one space dimension. Since the paper of J. Bernoulli published in 1728, functional equations are usually associated with such problems, the best known in the last decades being the neutral differential equations with deviated arguments. The distortionless propagation corresponds to the case of the equations with pointwise (lumped) time delays. The present paper will consider some applications of these equations in nuclear and power engineering, engineering mechanics, hydraulics. The basic model validation steps (basic theory, invariant sets, inherent stability) are discussed.
Basic examples
According to a well known pioneering reference [14] the first reference about a differential equation with deviating argument goes back to the XVIIIth century and is due to J o h a n n B e r n o u l l i [3] . As the (Latin) title of the paper shows, he considered a weighted stretched vibrating cord with distributed masses on it. Finally he was led to the equationẏ = y(t − 1).
For our goal it is important to note that this equation arose from a problem of partial differential equations moreover, of hyperbolic type, even if the association appeared to be mistaken. The fact that functional equations may be associated to various boundary value problems for PDE became an elementary truth in the 2000 M a t h e m a t i c s S u b j e c t C l a s s i f i c a t i o n: 35L20, 34K40, 34K35. K e y w o r d s: hyperbolic partial differential equations, boundary value problems, neutral functional equations, lumped time delays. This work has been partly supported from the Project PCE ID-95 of the Romanian Council for the Research in Higher Education.
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XXth century or even earlier. From the long list of references we pick up a rather general situation considered by K. L. C o o k e [7] ∂u 1 ∂t + τ 1 (λ, t) ∂u 1 ∂λ = Φ 1 (λ, t),
with the boundary conditions described by ordinary differential equations
with the initial conditions:
and under the assumption that τ 1 (λ, t) > 0, τ 2 (λ, t) < 0 in the considered domain (what gives the hyperbolic character to the system): u 1 (λ, t) is the so-called forward wave and u 2 (λ, t) -the backward wave. Mathematically speaking, these waves represent the Riemann invariants of the problem. Consider the system of the characteristics
Let t 1 (λ; 0, t) be an increasing characteristic curve (verifying the equation associated to τ 1 (λ, t) > 0, i.e., to the forward wave) starting from the boundary point (0, t). Since τ 1 (λ, t) is continuous and (0, 1) is a bounded interval, t 1 (λ, 0, t) is continuable on (0, 1) and we may define T 1 (t)-the forward propagation timeas T 1 (t) = t 1 (1; 0, t) − t (see Fig.1 ). If we consider the forward wave along the increasing characteristic
make use of the first equation of (1) and integrate with respect to λ, we obtain for each fixed t
which reads
ONE-DIMENSIONAL DISTORTIONLESS PROPAGATION
in fact a functional relation between the boundary values of the forward wave.
Similarly, let t 2 (λ; 1, t) be a decreasing characteristic curve: we may define the backward propagation time T 2 (t) as t 2 (0; 1, t) − t and obtain the functional relation between the boundary values of the backward wave
Denoting for the simplicity of equation writing
and substituting in the boundary conditions (2), the following system of differential equations with deviating argument is obtained:
In fact, if u 1 (λ, t), u 2 (λ, t) is a solution of (1)-(3), then y 1 (t), y 2 (t) is a solution of the system (10); the initial conditions of (10) can also be determined from the initial conditions of the mixed problem. The converse is also true: using the representation formulae
it is possible to fully describe the solution of the mixed problem by the solution of the mixed problem (1)- (3) Two additional remarks may be formulated concerning the above one to one correspondence. The first one is that it represents a natural way of introducing all types of differential equations with deviated argument; indeed, following [7] , introduce the following integers
The boundary conditions (2) are said to be of retarded, neutral or advanced type if M > 0, M =) or M < 0 accordingly; this terminology is analogous to that familiar in the theory of functional differential equations; also the evolution in time of the smoothness of the solutions is in accordance with that known in the classification of the nonlinear functional differential equations (the so-called Kamenskii classification of 1958, see [10] ). In particular, if M < 0 (the advanced type case) there is a loss of smoothness at each step and, if the initial conditions are not analytic or at least C ∞ , the solution exists up to a certain natural boundary; also smoothness remains unchanged in the neutral case (M = 0) or is even increasing (if M > 0).
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The second remark is that (10) is a system with pointwise argument deviations and if these deviations were constants, the case would correspond to the so-called distortionless propagation. As it will be shown next, distortionless propagation follows from lossless and decoupling of the basic waves propagation equation.
Distortionless propagation
As pointed out in [4] , distortionless "signalling" is of fundamental importance in applied science; the simplest case arises in the equation of the vibrating string
whose general solution is
with φ, ψ arbitrary functions : φ(t − λ/c) is a wave travelling "to the right" with velocity c-the forward wave; this wave is transmitted to a distant point λ without distortion but with a time delay τ = λ/c. The equation for spherical waves in n dimensions is
and if n = 3 the general solution is
Again we obtain a distortionless transmission but with attenuation r −1
. As pointed out in [9] , it is a very happy circumstance that we live in a three dimensional space because signals can be broadcasted without distortion only if n = 1 or n = 3.
A. A most common transmission system is the electrical transmission line that can be, in the general case, inhomogeneous and dissipative; its equations (the "telegraph equations") are as follows
where the two waves are no longer separated as in (1) . In fact these are considered as the general telegraph equations and the wave equations are one of their special cases.
It is said that the transmission line is distortionless if there is a solution of the form
Here the function f (·) is called attenuation and τ (·) is the propagation delay; they have to be independent of φ and also f (0) = 1, τ (0) = 0. Under the natural assumptions of physical nature : (17) is a symmetric system in the sense of Friedrichs and we have the possibility to introduce the Riemann invariants by
or by the converse equalities
A rather straightforward manipulation will change them to the following equations
where a(λ) = l(λ)/c(λ). If we impose the distortionless propagation for the forward wave u + , this will mean the first equation decoupled from the second one; therefore a(λ) has to be chosen as satisfying the Riccati equation below
which is to be found as one of the necessary conditions for any distortionless propagation [4] . Equations (21) become
will transform system (23) to
− ∂w
where
If the following additional matching condition (nothing more but the generalized to nonuniform lines Heaviside condition) is met
then β(λ) = 0 a.e. on (0, 1) and the two Riemann invariants (the "waves") are decoupled as in the previous section, hence the propagation is distortionless. We do not insist here on the transformation of the boundary conditions since this will appear quite clear in the applications that follow.
Two applications
A. The first application-feedback control of an overhead crane-is considered as benchmark in Control Theory, even if it is considered from rather different viewpoints. For instance, its nonlinear model with lumped parameters, i.e., described by ordinary differential equations [1] was used for the application of recent nonlinear control techniques [11, 12] . A more recent model [2] takes into account the distributed elasticity of crane's pendulum rod and is as follows
which is much alike to the general structures considered previously: while the boundary conditions are quite standard, they are controlled by a system of ordinary differential equations, itself controlled by the boundary values. We have in fact a standard "indirect" boundary control problem; the term "indirect" arises from the classical Control Theory and its meaning is that the control signal u(t) is applied at the boundary of the distributed parameter area through a lumped parameter controller having its own dynamics. A first change of functions will give the form (17) to the partial differential equations and will modify the boundary conditions accordingly
and, therefore
Next, we introduce the forward and backward waves-the Riemann invariants
to obtain their equations
Here the distortionless propagation condition is a (λ) = 0 a.e., i.e., a(λ) has to be, e.g., piecewise constant. We may deduce that in this case distortions are introduced by a certain degree of non-uniform elasticity.
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Assuming that we are in the distortionless case (which is also lossless), we shall consider the two families of characteristics dt dλ = ± 1 a(λ) ,
and the time delay propagation
Integration of the Riemann invariants along the characteristics will give
If these equalities are introduced in the boundary conditions, with suitable notations and after some simple manipulation the following system of functional differential equations is associated
which is a Cartesian product of an ODE and a shift equation-known to be equivalent to a neutral FDE [18] . Also we may introduce the variable v p =ẋ p and then eliminate v p in (35) to obtain
which is obviously a neutral FDE. B. Another application involving distortionless propagation is the dynamics of circulating fuel nuclear reactor. This technology is again an object of detailed analysis (after an interruption of 20-25 years) see, e.g., [5] . One of the standard models is that of [13] , where the delayed neutrons are "circulating" as a distortionless propagation of a fluid wave
Let us mention that the boundary conditions are here of periodic type. The partial differential equations are already decoupled what ensures distortionless propagation; moreover, only a single family of characteristics is present here, hence only forward waves are defining the solution. The same approach as previously will associate the following system of FDE
Observe that the equations for q i contain a lumped time delay accounting for distortionless propagation while the variable n displays a distributed delay due to the fact that it enters the partial differential equations. The difference equations for q i (t) show again a system of FDE of neutral type.
Various problems and solutions
Previous considerations showed a technique of associating FDE of neutral type (mainly) to IBVP for some hyperbolic PDE. The so-called distortionless propagation is associated to neutral equations with lumped delays. Such functional equations may be considered as representing self contained mathematical objects for which standard problems may be formulated and solved [16, 17] . If we consider, for instance, the linear system
a Cauchy problem and exponential stability may be considered. System (35) with u(t) ≡ 0 belongs to this class. Its characteristic equation is
and obviously requires stabilization since it has at least a zero root. It is not obvious if (35) is stabilizable, in any case we need to know more about the roots of the other factor which coincide with the roots of
Such quasi-polynomials were considered in the memoir [6] by extending the Sturm method. A different approach would be the use of the Liapunov functional
The Liapunov approach is important also for the control problem-synthesis of the feedback control u(t) in order to stabilize the system. The discussion of (38) is far more interesting since it is a nonlinear system. Some of the properties were established in [17] ; we recall them in brief. The first one deals with the physical significance of the state variables that have a definite sign; mathematically speaking, an invariant set has to be pointed out.
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Consider system (38) under the standard assumptions induced by physics:
For stability of the equilibria of (38), it is necessary to compute the equilibria-a fixed ρ in (38) would imply a unique equilibrium. If the system in deviations is written, we obtain a system that may be given in the forṁ
This structure is obtained by writing the formula of the variation of parameters for the difference equation in (38) and substituting it in the equation for ζ-the deviation of n with respect to the equilibrium. We have to add the differential equation for the external circuits of the reactor, which defines the state vector x,
With a very non-rigorous motivation this model is replaced by the followinġ
which is very convenient for the construction of a suitable Liapunov functional [13, 17] . Therefore the last model (45) is indeed useful and it is a sound mathematical challenge to explain it rigorously. If we consider the integro-differential equation for ζ, it is easy to observe that the two models are equivalent provided for each i and each γ i (λ), 0 ≤ λ ≤ h, it is possible to find some ζ i (λ), −∞ < λ < 0, such that the following holds:
If the book [15] is to be reminded, namely its chapter dealing with integral blocks, the above integral equation defines a controllability problem; it is an equation of the first kind and its solution should allow a convenient (from the stability point of view) dependence of ζ i (·) and γ i (·). This is still an open problem, but it is felt it could be solved within the framework of the standard theory for linear integral equations. Indeed, a simple and quite straightforward manipulation of (46) shows that ζ i (·) may be considered h-periodic and determined on (−h, 0) from the following Fredholm equation of the first kind
Boundary control of the hyperbolic system of conservation laws
This paragraph has been stimulated by the problems in [8] . Generally speaking, many of the models in process control arise from the conservation laws: we think, first of all, those models described by ODE. If one-dimensional propagation is considered, the system of the conservation laws accounts for standard models of systems containing steam, water, gas pipes or electrical transmission lines. Especially equations arising from fluid mechanics (unlike those from electrical engineering-see the first section) are nonlinear and, therefore, it is possible to write down only a representation of the form
with f : Ω ⊆ R 2 → R 2 being the so-called flux density. To this we may add the two boundary conditions
u 0 and u L being the control actions. The novelty of this model for control is the nonlinear structure of (48) unlike the previous cases where the PDE are supposed linear; but the models there had as counterpart a control dynamics at the boundaries. The approach consists of the exact diagonalizing of (48), i.e., a correct introduction of the Riemann invariants (the "waves"); the next step is nevertheless linearization (of the diagonal structure) and the choice of a quadratic c.l.f. (Control Liapunov Function(al)). A better approach (in our opinion) would be the use of the energy integral to construct an improved c.l.f.
Conclusions and future research
The paper contains, in fact, mostly open problems or only solved partly. We reproduce them below:
-stability analysis and stabilization of the overhead crane model; -complete Liapunov analysis of the circulating fuel nuclear reactor (with possible re-writing of the model); -boundary control of the system of conservation laws in the nonlinear case (with possible re-writing of previous results concerning steam or water pipe system control).
