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Abstract
This paper is concerned with a class of essentially strongly order-preserving semiﬂows, which
are deﬁned on an ordered metric space and are generalizations of strongly order-preserving semi-
ﬂows. For essentially strongly order-preserving semiﬂows, we prove several principles, which are
analogues of the nonordering principle for limit sets, the limit set dichtomy and the sequential
limit set trichotomy for strongly order-preserving semiﬂows. Then, under certain compactness
hypotheses, we obtain some results on convergence, quasiconvergence and stability in essentially
strongly order-preserving semiﬂows. Finally, some applications are made to quasimonotone sys-
tems of delay differential equations and reaction–diffusion equations with delay, and the main
advantages of our results over the classical ones are that we do not require the delicate choice
of state space and the technical ignition assumption.
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1. Introduction
There have been extensive investigations on monotone dynamics (see, e.g., [3,5,7,20,
33] and references therein). A monotone dynamical system is one on an ordered met-
ric space which has the property that ordered initial states lead to ordered subsequent
states. Results concerning various stability and convergence in monotone dynamical
systems have been obtained. Hirsch [6] established that most orbits of a cooperative
and irreducible system of ordinary differential equations converge to the set of equi-
libria in the sense of topology, Lebesgue measure and cardinality, and an extension of
this result to a strongly monotone semiﬂow on a strongly ordered topological space
was carried out in Hirsch [7]. Some results parallel to Hirsch’s were also obtained in
the works of Matano [13,14], where the notion of a strongly order-preserving semiﬂow
was introduced to investigate parabolic partial differential equations. Smith and Thieme
[21] combined the ideas of Hirsch and Matano to obtain a theory that develops more
naturally and more simply than that of both authors. On the one hand, a slight general-
ization of Matano’s idea of a strongly order-preserving semiﬂow was adopted in [21].
On the other hand, by modifying the nonordering principle for limit sets and the limit
set dichotomy due to Hirsch, the authors of [21] established the sequential limit set
trichotomy, from which a series of convergence, quasiconvergence and stability results
were then derived. Motivated by earlier work of Polác˘ik [15], who obtained generic
convergence results for abstract semilinear parabolic evolution systems assuming less
compactness but more smoothness, the results in Smith and Thieme [23] improve those
in [21]. For related results, we refer to [8,9,16,17,25–28,30,31,33].
Even though the convergence and stability results in the above-mentioned work have
been extensively applied to various evolution equations which occur in many biological,
chemical, physical and economic models (see, e.g., [3,5–9,12–28,30–33]), it should be
mentioned that when the abstract generic convergence principles developed by Hirsch,
Smith and Thieme are applied to quasimonotone systems of delay differential equations
and reaction–diffusion equations with delay, there are some drawbacks not to be ig-
nored such as: the requirements of the delicate choice of state space and the technical
“ignition” assumption. To see this point, we consider the following system of delay
differential equations
x′(t) = f (xt ), (1.1)
where f : C −→ Rn is continuously differentiable, in which C = C([−r, 0], Rn) is
a Banach space equipped with the the usual supremum norm and the usual pointwise
functional ordering. Let {e1, e2, . . . , en} denote the standard basis in Rn. If x ∈
Rn, let (̂x)() = x,  ∈ [−r, 0]. Assume for simplicity that solutions of the initial
value problem (1.1) exist and are unique on R1+. Smith [19] gave sufﬁcient conditions
for (1.1) to generate an eventually strongly monotone semiﬂow so that the powerful
theory of monotone dynamical systems developed in Hirsch [7] can be applied to delay
differential equations. More precisely, Smith introduced the following quasimonotone
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assumption:
(H) If , ∈ C,  and i (0) = i (0) for some i, then fi()fi().
It was argued in [19] that (1.1) satisfying (H) is a quasimonotone system of delay
differential equations and also generates a monotone solution semiﬂow. In order that
(1.1) generates an eventually strongly monotone semiﬂow, the following irreducibility
assumption was introduced:
(I) For each  ∈ C, (f ′()ê1, f ′()ê2, . . . , f ′()ên) is an irreducible n × n matrix.
Smith [19] showed by example that the above hypotheses (H) and (I) alone are in-
sufﬁcient for (1.1) to generate an eventually strongly monotone semiﬂow and suggested
that a reformation of the state space is necessary in order to establish eventual strong
monotonicity. We may check that the solution semiﬂow generated by (1.1) satisfying
(H) and (I) is strongly order-preserving if and only if it is eventually strongly monotone
on C with the usual pointwise ordering. When f is a bounded linear operator satisfying
(H), then the Riesz representation theorem and the arguments in [19] imply that a proper
choice of the delay “r” can insure that the ignition assumption holds. But when f is
nonlinear and satisﬁes (H) and (I), f might not be able to satisfy the ignition assump-
tion even if we choose the delay “r” as small as possible consistent with the potential
arguments of x(·) in (1.1). Meanwhile, the delicate choice of the delay “r” generally
yields a vector r = (r1, r2, . . . , rn)T ∈ Rn+. Deﬁne Cr =
∏n
i=1 C([−ri, 0], R1) as a Ba-
nach space equipped with the usual supremum norm. Let C+r =
∏n
i=1 C([−ri, 0], R1+).
One can observe that C+r is an order cone in Cr and induces the usual pointwise
ordering. In the remainder of this section, we always assume that f satisﬁes (H). Then
by the Riesz representation theorem,
(f ′())i = ai()i (0) +
n∑
j=1
∫ 0
−rj
j () dij (,),
where  ∈ C,  ∈ C, ij (−rj ,) = 0, and ij (,) is nondecreasing on  ∈ [−rj , 0],
i, j = 1, 2, . . . , n. Smith [19] introduced the following ignition assumption:
(R) For each j ∈ N , for which rj > 0, there exists i such that for all  ∈ C,
ij (−rj + ε,) > 0 for all sufﬁciently small ε > 0.
According to Smith [19], if f satisﬁes (H), (I) and (R) then (1.1) generates an even-
tually strongly monotone semiﬂow, and hence the classical generic quasiconvergence
principles in [7,21] can be applied to (1.1). In the applications, however, we might only
be able to estimate the upper bound of each component of the vector of delays so that
the delay “r” cannot be properly chosen. On the other hand, the need of the technical
ignition assumption may limit the applications of generic quasiconvergence principles
of [7,21] in some cases when (1.1) only satisﬁes (H) and (I). Due to these facts, it
is of course a necessary task to improve the generic quasiconvergence principles. We
can observe that the above hypotheses (H) and (I) are independent of the choice of the
delay “r”. Therefore, dropping (R) will free us from the delicate choice of the delay
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“r” and it then sufﬁces to choose the upper bound of all components of the vector of
delays.
It is natural to ask whether the similar generic convergence results still hold for (1.1)
with f only satisfying (H) and (I). To answer this question, we introduce the notion
of essentially strongly order-preserving semiﬂow, which is a generalization of strongly
order-preserving semiﬂow. Somewhat more precisely, let X be an ordered metric space
with metric d and a closed partial order relation  . Let  be a continuous monotone
semiﬂow on X, that is,  is a continuous semiﬂow on X and whenever x, y ∈ X with
xy, we have t (x)t (y) for all t0. We give the following key deﬁnitions.
Deﬁnition 1.1. The semiﬂow  is said to be strongly order-preserving with respect to
t00 if for any x, y ∈ X with xy, one of the following holds:
(i) t0(x) = t0(y);
(ii) there exist open sets U and V, and some constant T00 such that t0(x) ∈ U ,
t0(y) ∈ V and T0(U)T0(V ).
For simplicity here, we introduce the following notation. For any x, y ∈ X, xt0y
iff there exist x˜, y˜ ∈ X with x˜ y˜ such that t0 (˜x) = x and t0(y˜) = y. We shall write
“” for “t0” when no confusion results. We also write x ≺ y iff xy and x = y.
For A,B ⊆ X, AB iff ab for a ∈ A, b ∈ B and A ≺ B iff a ≺ b for a ∈ A, b ∈ B.
Generally speaking, t0(X) = X, and “” is only the ordering on t0(X), but it is
not the ordering on X.
By exploiting this notation “”, we make the following deﬁnition.
Deﬁnition 1.2. The semiﬂow  is said to be essentially strongly order-preserving if
for any x, y ∈ X with x ≺ y, there exist open sets U and V, and some constant T00
such that x ∈ U , y ∈ V and T0(U)T0(V ).
Remark 1.1. Obviously, Deﬁnition 1.1 is equivalent to Deﬁnition 1.2.
Remark 1.2. If t0 = 0, then a monotone and essentially strongly order-preserving
semiﬂow is just strongly order-preserving in the sense of Smith and Thieme [21].
Remark 1.3. As we will see from Theorem 2.1 below, if f satisﬁes (H) and (I), then
the solution semiﬂow generated by (1.1) is strongly order-preserving with respect to
t0 = r .
For x ∈ X, let O(x) = {t (x) : t0}. If O(x) is compact, we deﬁne (x) =⋂
t0 O(t (x)). As is well known, (x) is nonempty, compact, connected, and in-
variant. Let E = {x ∈ X : t (x) = x, t0} be the set of equilibria of . The set
of quasiconvergent points is denoted by Q = {x ∈ X : (x) ⊂ E} and the set of
convergent points by C = {x ∈ X : (x) is a singleton set}.
Deﬁnition 1.3. If xn ∈ X for n0, we say {xn}∞n=1 essentially approximates x0 from
below (above) if xn ≺ xn+1 ≺ x0 (x0 ≺ xn+1 ≺ xn) and xn → x0 as n → ∞.
40 T. Yi, L. Huang / J. Differential Equations 221 (2006) 36–57
Remark 1.4. If {xn}∞n=0 satisﬁes Deﬁnition 1.3, we also say x0 can be essentially
approximated from below (above) by {xn}∞n=1.
Deﬁnition 1.4. If x ∈ X, then x is a stable point if for every ε > 0 there exists  > 0
such that d(t (x),t (y)) < ε for t0 whenever y ∈ X and d(x, y) < . We let S
be set of all stable points of X. A point x is an asymptotically stable point if there
is a neighborhood V of x with the property that for every ε > 0 there exists Tε > 0
such that d(t (x),t (y)) < ε if tTε and y ∈ V . We let A denote the set of all
asymptotically stable points of X. A point x is attracting if there is a neighborhood V
of x such that (y) = (x) for all y ∈ V .
Remark 1.5. From Deﬁnition 1.4, we know that A is an open subset of X and A ⊂ S.
Deﬁnition 1.5. If x ∈ X, then x has the property − (+) if there exists {xn}∞n=1
such that {xn}∞n=1 essentially approximates x from below (above) and
⋃
n1 (xn) is
compact. We also use −[x] (+[x]) to denote x has the property − (+). Moreover,
if M ⊂ X, then +[M] (−[M]) denotes that all the elements of M have the property
+ (−). In particular, if M = X, then + ≡ +[X] (− ≡ −[X]) for short.
The main purpose of this paper is to derive results concerning generic quasicon-
vergence and stability for essentially strongly order-preserving semiﬂows. To this end,
we prove the analogs of the limit set dichtomy and the sequential limit set trichotomy
for the essentially strongly order-preserving semiﬂows by modifying the proofs due to
Hirsch, Smith and Thieme. Now we are in a position to state our two main results,
which imply that, under suitable hypotheses, almost all orbits of essentially strongly
order-preserving semiﬂows are stably convergent to the set of equilibria.
Theorem 1.1. If  is an essentially strongly order-preserving semiﬂow on the ordered
metric space X and + ∪− holds, then X = Int Q∪ Int C. In particular, X = Int Q.
Theorem 1.1 is a generalized version of a result by [21, Theorem 3.3]. See also [7,
Theorem 7.5] and [14, Theorem 5] for similar results.
Certain additional hypotheses are required in order to obtain the stability properties of
essentially strongly order-preserving semiﬂows. The metric space X is normally ordered
if there exists a normality constant k > 0 such that d(x, y)kd(u, v) whenever u, v ∈
X and x, y ∈ [u, v].
Theorem 1.2. Assume that  is an essentially strongly order-preserving semiﬂow on
the normally ordered metric space X and − ∪ + holds. If there exists an open and
dense subset X0 of X such that −[X0] ∩ +[X0] holds, then A ∪ Int(S ∩ C) = X,
and hence X = Int S.
Theorem 1.2 is a generalization of Theorem 3.9 in [21] and implies that the phase
space X contains an open and dense set of stable quasiconvergent points.
The organization of the rest of this paper is as follows. In Section 2, we consider
applications of Theorem 1.2 to quasimonotone systems of delay differential equations
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and reaction–diffusion equations with delay, which shows that our new order-preserving
property does not require the delicate choice of state space and the technical ignition
assumption required in classical work. In Section 3, the limit set dichtomy for essentially
strongly order-preserving semiﬂows are proved. In Section 4, we establish the sequential
limit set trichotomy for essentially strongly order-preserving semiﬂows and show that
the sequential limit set trichotomy provides important stability information. In Section
5, the results of Section 4 are used to derive a series of convergence, quasiconvergence
and stability results, particularly Theorems 1.1 and 1.2.
2. Applications
In this section, we apply Theorem 1.2 in the Introduction to quasimonotone systems
of delay differential equations and reaction–diffusion equations with delay, where we
do not require the delicate choice of state space and the technical ignition assumption.
2.1. Quasimonotone delay differential equations
Consider the following system of delay differential equations
x˙(t) = f (xt ), (2.1)
where f : C −→ Rn is completely continuously differentiable, r > 0, C = C([−r, 0],
Rn) is a Banach space equipped with the usual supremum norm. In Section 2.1, we
introduce the following notations and assumptions. If x(t) is deﬁned and continuous
on [−r, ),  > 0 and 0 t < , then xt ∈ C is given by xt () = x(t + ),  ∈ [−r, 0].
Given  ∈ C, (2.1) has a unique solution xt () on a maximal interval of existence
[0, ) satisfying x0 = . It follows that xt (·) is a local semiﬂow on C. Also, deﬁne
C+ = C([−r, 0], Rn+) as a nonnegative cone in C. Then (C,C+) is a ordered Banach
space. For any , ∈ C,  iff  −  ∈ C+,  <  iff  and  = , >
iff −  ∈ Int C+.
Following [19], we introduce the following assumptions:
(K) For all  ∈ C and  ∈ C+ with i (0) = 0, f ′i ()()0.
(I) For each  ∈ C, the n × n matrix (f ′()̂e1, . . . , f ′()̂en) is irreducible.
Deﬁnition 2.1. If f satisﬁes (K) and (I) on C, then f is essentially cooperative and
irreducible in C.
In order to insure that (2.1) generates a global semiﬂow with appropriate compactness
hypotheses we will also assume the following:
(T) For each  ∈ C,  = +∞. Moreover, for each compact subset A ⊂ C, there exists
a closed and bounded subset B = B(A) ⊂ C such that for each  ∈ A,() ⊂ B
for some T0 > 0.
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In the following result, we summarize several important consequences of our as-
sumptions.
Theorem 2.1. Let f satisfy (K), (I) and (T). If , ∈ C, and  < , then either
xt () = xt () for t(n + 2)r or xt ()>xt () for t(n + 2)r . Hence, xt (·) is an
essentially strongly order-preserving semiﬂow. Moreover, + and − in Section 1 also
hold.
Proof. The proof follows from a similar discussion in Theorem 2.5 of [19]. 
Theorem 2.2. Let f satisfy (K), (I) and (T). Then C contains an open and dense set
of stable quasiconvergent points.
Proof. Theorem 2.2 follows from Theorems 1.2 and 2.1. 
The results for (2.1) can be applied to the following n-dimensional generalized
gonorrhea model
x′i (t) = hi(xt )(Pi − xi(t)) − bixi(t), (2.2)
where i = 1, 2, . . . , n, Pi > 0, bi > 0, h = (hi)n1 : C → Rn is continuously differen-
tiable, completely continuous and satisﬁes h(̂0)0. Let P = (Pi)n1 and D = [̂0, P̂ ]] =
{ ∈ C+ : >P̂ }. Deﬁne the map gi : D → R1 by gi() = hi()(Pi−i (0))−bii (0).
Also, let g = (gi)n1.
Lemma 2.1. h satisﬁes (K) and (I) on D if and only if g satisﬁes (K) and (I) on D.
Proof. We only prove necessity. Sufﬁciency can be dealt with analogously, and there-
fore, its proof is omitted. Assume that h satisﬁes (K) and (I) on D. It then follows
from h ∈ C1 that g ∈ C1. Let  ∈ D and  ∈ C+. Then
g′i () = lim
s→0
gi(+ s) − gi()
s
= (Pi − i (0))h′i ()− hi()i (0) − bii (0).
Let i (0) = 0. Then h′i ()0. Hence,
g′i ()(Pi − i (0))h′i ()0.
Assume that i = j and let aij = g′i ()êj = (Pi − i (0))h′i ()êj . Since (h′i ()êj )n×n
is irreducible and Pi − i (0) > 0, it follows that (aij )n×n is irreducible. This means
that g satisﬁes (I) on D. This completes the proof. 
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Remark 2.1. If hi() = ∑nj=1 ijj (−rij ), rij 0, and (ij )n×n is irreducible, then
h satisﬁes (K) and (I). In the case that rij ≡ 0, model (2.2) has been studied by
Lajmanovich and Yorke [10]. For more details and more references on this subject, we
refer the reader to [2,10,18,25].
Remark 2.2. The map h in Lemma 2.1 generally fails to satisfy the ignition assumption
in [19]. For example, let Pi > 4, i = 1, 2, . . . , n, and r = 2. Deﬁne
(x) =
{
0, x − 1,
(x + 1)2, x > −1.
Set ij (, ) = (i (0) + ), where  ∈ C and  ∈ [−2, 0]. Also, let h ∈ C1(C,Rn)
satisfy h(̂0) = 0 and h′i () =
∑n
j=1
∫ 0
−2 j () dij (, ). It is easy to verify that h
satisﬁes (K) and (I) and is also completely continuous on D. From 12 Pi > 2, we know
that ij
( 1
2 P̂ , 
) =  ( 12 Pi + ) is strictly increasing with respect to  ∈ [−2, 0]. So
we must choose the delay vector r(2, 2, . . . , 2)T ∈ Rn. Again since
ij (̂0, ) = () =
{
0,  − 1,
(+ 1)2,  > −1,
it follows that h does not satisfy the ignition assumption (R) in [19], neither does g
by Lemma 2.1. Therefore, we cannot apply the abstract results of [21] to (2.2).
Let xt () be a solution of (2.2) on a maximal interval of existence [0, ()) satisfying
x0() =  ∈ D. Then we have the following.
Lemma 2.2. (i) () = +∞,  ∈ D, and hence, xt (·) is a semiﬂow on D;
(ii) xt (·) satisﬁes assumptions (+) and (−) on D.
(iii) xt (·) is an essentially strongly order-preserving semiﬂow on D.
Proof. Using gi (̂0) = hi (̂0)Pi0, g(P̂ )>0 and [20, Corollary 5.2.2], we conclude that
conclusions (i) and (ii) hold. By the similar argument as that in the proof of Theorem
2.1, we can prove conclusion (iii). 
By using similar arguments as that of Theorem 2.2, we can prove the following.
Theorem 2.3. Let h satisfy (K) and (I) on D. Then D contains an open and dense set
of stable quasiconvergent points.
2.2. Quasimonotone reaction–diffusion equations with delay
In this subsection, we introduce the following notations and assumptions. Let M be
compact topological and n be a given positive integer. Let CM = C(M,Rn) be the set
of all vector-valued functions on M equipped with the usual supremum norm ‖ · ‖M .
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Then CM is a Banach space. Also, let C+M = C(M,Rn+). It follows that (CM,C+M ) is an
ordered Banach space. If x ∈ Rn, let xˆ ∈ CM denote the constant function identically
equal to x. For ,  ∈ CM , we write  iff  −  ∈ C+M ,  <  iff  and
 = , > iff  −  ∈ Int C+M . Suppose that  is a bounded domain in RN with
a smooth boundary, . Let C = C[−r,0], C˜ = C¯×[−r,0]. We will identify C˜ with
C([−r, 0], C¯) where this does not cause confusion. Consider the following systems
of reaction–diffusion equations with delay
⎧⎪⎪⎨
⎪⎪⎩
ui
t (x, t) = diui(x, t) + fi(x, u1t (x), . . . , unt (x)), t > 0, x ∈ ,
ui(x,t)
n + i (x)ui(x, t) = 0, t > 0, x ∈ ,
ui(x, s) = i (x, s), −rs0, x ∈ ,
(2.3)
where i = 1, 2, . . . , n, is the Laplacian operator on , f = (fi)n1 ∈ C(¯ × C,Rn).
In (2.3), di0 and if di = 0 we agree that no boundary condition applies to ui . The
operator di could be replaced by any uniformly elliptic operator with sufﬁciently
smooth coefﬁcients. The functions i : ¯ → R1+ are assumed to be continuously
differentiable and n denotes differentiation in the direction of the outward normal
to . We write ut (x) = (u1t (x), . . . , unt (x)) for the element of C, parameterized by
x ∈  given by ut (x) = u(x, t + s),−rs0. The initial date  = (i ) is a given
continuous function on × [−r, 0].
In Section 2.2, we also assume that f is Lipschitz on bounded subsets of C uniformly
in x ∈  :
(C1) For each R > 0 there exists LR > 0 such that |f (x,) − f (x,)|LR‖− ‖
whenever , ∈ C with ‖‖, ‖‖R and x ∈ ¯.
If  ∈ C˜, let ut () represent mild solutions of (2.3) in the sense of Martin and Smith
[12]. The existence and uniqueness of a local mild solution ut () of (2.3) is established
in [4,11,29,31]. The mild solution ut () can be continued to a maximal interval of
existence [0, ),  =  > 0, with the property that if  < ∞ then limt→− ‖ut‖ = +∞
(see [4]).
Deﬁne the map U : D˜ ⊂ R1+ × C˜ → C˜ by U(t) = ut () for (t,) ∈ D˜ = {(t,) ∈
R1+ × C˜ : 0 t < }. Then U is a dynamical system, also called a local semiﬂow,
deﬁned on C˜ in the sense of Hirsch from [29]. Suppose that  ∈ C˜ and  = +∞.
Then in a similar way as that in previous section, we can deﬁne O() and ().
The following three propositions are adapted from [12,31].
Proposition 2.1. For each t > r , U(t) : C˜ → C˜ is completely continuous. More
precisely, if B ⊂ C˜ is a bounded set with r < t <  for all  ∈ B, then U(t)B is
precompact.
Remark 2.3. If  ∈ C˜ is such that  = +∞ and O() is bounded, then Proposition
2.1 implies that O() is precompact. It follows that () is nonempty, compact,
connected and invariant.
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Here, we also consider the positive invariance of an order interval
∑
=
n∏
i=1
[ai, bi] ⊂ Rn,
where we allow the possibility that ai = −∞ or bj = +∞ for some i and j. The
following hypothesis guarantees the invariance of .
(C2) If  ∈ C satisﬁes (s) ∈ ,−rs0, and if for some i, i (0) = ai (or
i (0) = bi) then fi(x,)0 (or fi(x,)0) for all x ∈ ¯.
Proposition 2.2. Let  be given and for every i such that ai > 0 or bi < 0, assume
di = 0 or i = 0 in (2.3). If (C2) holds and (x, s) ∈  for all x ∈  and s ∈ [−r, 0]
then u(x, t) = u(t)(x) ∈  for x ∈  and t ∈ [0, ).
Remark 2.4. Let C˜ = { ∈ C˜ : (x, t) ∈  for x ∈ ¯ and t ∈ [−r, 0]}. Then
Proposition 2.2 implies that U is a local semiﬂow on C˜. Moreover, if  is bounded
then U is a semiﬂow on C˜ by Remark 2.3.
In order to apply the results developed above concerning essentially strongly order-
preserving semiﬂows to (2.3), we need the following quasimonotone condition:
(QM) Whenever , ∈ C˜ satisfy  and i (0) = i (0) for some i then fi(x,)
fi(x,) for all x ∈ ¯.
The next result provides sufﬁcient conditions for U to be monotone in the sense of
Hirsch.
Proposition 2.3. Suppose f in (2.3) satisﬁes (QM). If , ∈ C˜ and  then
U(t)U(t) for all t ∈ R1+ for which both sides are deﬁned.
In the following we assume that f satisﬁes (QM) and that f has a derivative,
f ′(x,), with respect to its second argument which is continuous in (x,) ∈ ¯× C.
Let {e1, e2, . . . , en} be the standard basis for Rn and eˆi ∈ C. We introduce the following
assumption:
(I) For each  ∈ C, x ∈ 
A(x,) ≡ col(f ′(x,)(eˆ1), . . . , f ′(x,)(eˆn))
is an irreducible n × n matrix.
Theorem 2.4. Let f satisfy (QM), (I) and (C1). Assume that di > 0 for some i in
(2.3). Let , ∈ C˜ satisfy  < . Then
u(t,)u(t,), 0 t <  ≡ min{, }.
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Let  ⊂ {1, 2, . . . , n} be such that di = 0 if and only if i ∈  and let k = card. If
(n + k + 1)r < , then either
U(t,)>U(t,), (n + k + 1) t < 
or
U(t,) = U(t,), r t.
Proof. Theorem 2.4 follows easily from the proof of Theorem 1.5 in [12]. 
Remark 2.5. In Theorem 2.4, we do not require the ignition assumption (R) as in
[12,31].
Finally, in order that the results in previous sections can be applied to (2.3), we also
need the following compactness assumption:
(T) For each  ∈ C˜,  = +∞. Moreover, for each compact subset A ⊂ C˜, there
exists a closed and bounded subset B = B(A) ⊂ C˜ such that for each  ∈
A,O(UT0()) ⊂ B for some T0 > 0.
Remark 2.6. If {n}∞1 is sequence of bounded order intervals which satisﬁes Propo-
sition 2.3 and
⋃
n1 n = Rn, then (T) holds.
Using Theorem 1.2, we can get the following result.
Theorem 2.5. Let (T) and the hypotheses of Theorem 2.4 hold. Then there exists an
open and dense subset of stable quasiconvergent points in C˜.
Proof. By Theorem 2.4, the semiﬂow U is essentially strongly order-preserving with
respect to t0 = r . In order that we can apply Theorem 1.2, it sufﬁces to verify the
compactness assumption ±. Let  ∈ C˜. Then by (T) and Remark 2.3, O() is a
compact subset. Let {n}n0 ⊂ C˜ and n → 0(n → ∞). Then by (T), there exists a
bounded and closed subset B ⊂ C˜ and Tn > 0 such that ⋃n0 O(UTn(n)) ⊆ B. Hence⋃
n0 (n) ⊆ B. It follows from the invariance of
⋃
n0 (n) and Proposition 2.1
that
⋃
n0 (n) ⊆ U(2r)B, and U(2r)B is a compact subset. Thus,
⋃
n0 (n) is
compact. Therefore, the compactness assumption + ∩ − holds. This completes the
proof. 
Remark 2.7. Similar to the discussion in Remark 2.2, we can easily ﬁnd a map f
satisfying the conditions of Theorem 2.5, but it does not satisfy the ignition assumption
in [12].
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3. Limit set dichotomy
Throughout the remainder of this paper, we assume that X is an ordered metric space
with metric d and a closed partial order relation  and that the monotone semiﬂow 
is strongly order-preserving with respect to t00. It is also assumed that every orbit
has compact closure in X.
As an application of Theorem 2.1 in Chapter 1 of Smith [20], we obtain the fol-
lowing convergence and nonordering principles for essentially strongly order-preserving
semiﬂows.
Theorem 3.1. Let x ∈ X. If x ≺ T (x) for some T > 0, then t (x) −→ p ∈ E
as t −→ +∞. Similarly, if T (x) ≺ x for some T > 0, then t (x) −→ p ∈ E as
t −→ +∞.
Proposition 3.1 (Nonordering of limit sets). If z ∈ X with x, y ∈ (z), then x ≺ y,
that is, (z) cannot contain two points x and y with x ≺ y.
Corollary 3.1. If z ∈ X, x ∈ (z) and x(z) ((z)x), then (z) = {x}.
Proof. Suppose, without loss of generality, that x ∈ (z) and x(z). We ﬁrst prove
that t0(x) = x. Otherwise, from x(z) and the invariance of (z), we know that
x < t0(x). Again by the invariance of (z), there exists x˜ ∈ (z), such that t0 (˜x) =
x. Because of the monotonicity of  and the fact that x x˜, we can deduce that
x < t0(x)t0 (˜x), a contradiction. Next we will show that (z) = {x}. Otherwise,
there exists y ∈ (z)\{x}. By the invariance of (z), there exists y˜ ∈ (z) such that
t0(y˜) = y. Thus, x ≺ y. But this contradicts Proposition 3.1. This completes the
proof. 
By modifying Joel Friedman’s proof in Proposition 6.6 of [7], we can obtain:
Proposition 3.2 (Colimiting principle). If x, y ∈ X with x ≺ y and tk → ∞, tk (x) →
p, tk (y) → p as k → ∞, then p ∈ E.
Proposition 3.3 (Intersection principle). If x, y ∈ X with x ≺ y, then (x)⋂
(y) ⊂ E.
Proof. If p ∈ (x)⋂(y), then there exists a sequence tk → ∞ such that tk (x) →
p, tk (y) → q. Monotonicity of  implies that pq. If p = q, then by Proposition
3.2, we have p ∈ E. If p < q, we may assume, without loss of generality, that
tk−t0(x) → p˜ and tk−t0(y) → q˜ as tk → ∞. Hence, by monotonicity of  and the
fact that xy, we obtain p˜ q˜ with t0(p˜) = p and t0 (˜q) = q, that is, p ≺ q. Again
since p, q ∈ (y), this contradicts Proposition 3.1. This completes the proof. 
Combing the argument in Lemma 2.1 of [21] and Deﬁnition 1.2, we can get the
following result.
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Lemma 3.1. Let K and H be two compact subsets of X satisfying K ≺ H . Then there
are two open sets U and V, K ⊂ U , H ⊂ V , and T00, ε > 0 such that
T0+s(U)T0(V ) and T0(U)T0+s(V ), 0sε.
Remark 3.1. If K and H are two compact subsets of X satisfying that K < H and
K , H are invariant, then K ≺ H and hence, the result of Lemma 3.1 continues to hold.
Lemma 3.2. Assume that x, y ∈ (z) with xy. Let I (x, y) = sup{r0 : t (x)y,
0 tr} and J (x, y) = sup{r0 : xt (y), 0 tr}. Then we have the following.
(i) I (t (x),t (y)) and J (t (x),t (y)) are nondecreasing with respect to t0;
(ii) If xkyk and xk → x, yk → y as k → ∞, then
lim
k→∞ I (xk, yk)I (x, y) and limk→∞ J (xk, yk)J (x, y);
(iii) If x ≺ y, then limt→∞ I (t (x),t (y)) > 0 and limt→∞ J (t (x),t (y)) > 0.
Proof. We only prove the assertions with respect to the mapping I (·, ·). The assertions
with respect to the mapping J (·, ·) can be dealt with analogously, and so, their proofs
are omitted.
Using the corresponding proof in Lemma 2.9 of [21], we can prove conclusions (i)
and (ii).
We now prove conclusion (iii). Note that conclusion (i) implies that both of limits in
conclusion (iii) exist, but they might be +∞. By Deﬁnition 1.2, there exist two open
sets U and V, x ∈ U , y ∈ V , and T00 such that T0(U)T0(V ). By continuity of
, there exists ε > 0 such that s(x) ∈ U for s ∈ [0, ε]. Hence T0(s(x))T0(y)
for s ∈ [0, ε]. Therefore, by the deﬁnition of I, we have I (T0(x),T0(y))ε > 0. It
follows from conclusion (i) that
lim
t−→+∞ I (t (x),t (y))I (T0(x),T0(y))ε > 0.
This completes the proof. 
In general, essentially strongly order-preserving semiﬂows cannot have the properties
as in [21, Lemma 2.9] but can still have the following by carrying out a rigorous
discussion.
Lemma 3.3. Let x, y ∈ X satisfy x ≺ y. If p < q, tk → +∞, tk (x) → p, tk (y) → q
as k → ∞, then there exists t∗ ∈ [0, t0] such that either (p) < t∗(q) or t∗(p) <
(q).
Proof. We may assume, without loss of generality, that tk−t0(x) → p˜, tk−t0(y) → q˜
as tk → ∞. Then p˜ q˜ with t0(p˜) = p and t0 (˜q) = q. So, p ≺ q. Let I = I (p, q)
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and J = J (p, q), where I (·, ·) and J (·, ·) are deﬁned as that in Lemma 3.2. Then, by
Lemma 3.2, I > 0 and J > 0. If I = +∞ or J = +∞, we may assume, without loss
of generality, that I = +∞, that is, O(p)q and (p)q. If (p) < q, then the
proof is complete. Otherwise, q ∈ (p) ⊂ (x). Hence, this yields a contradiction to
Proposition 3.1. Below we may assume that I < +∞ and J < +∞. Let
K = {r (p) : 0rI } and H = {r (q) : 0rJ }.
Then K and H are compact. Now we will show that K < q. Similarly, we can prove
p < H . Otherwise, there exists t1 ∈ (0, I ] such that q = t1(p) ∈ (x), a contradiction.
We next distinguish several cases to ﬁnish the proof.
Case 1: t0(K) ≺ t0(q) or t0(p) ≺ t0(H).
We may assume, without loss of generality, that t0(K) ≺ t0(q). By Lemma 3.1,
there exist two open sets U˜ and V˜ , t0(K) ⊂ U˜ , t0(q) ∈ V˜ , and T00, ε > 0 such
that T0+s(U˜ )T0(V˜ ) for s ∈ [0, ε]. Let U = (t0)−1(U˜) and V = (t0)−1(V˜ ).
Then K ⊂ U , q ∈ V and T0+t0+s(U)T0+t0(V ) for s ∈ [0, ε]. Since tk (x) → p
and tk (y) → q as tk → +∞, there exists k0 > 0 such that for any k > k0 and
0rI , we have
tk (y) ∈ V and tk+r (x) ∈ U.
Thus, T0+t0+s(tk+r (x))T0+t0(tk (y)) for 0sε and 0rI . Monotonicity of
 implies that
r+s(t+tk (x))t+tk (y), tT0, k > k0, 0sε, 0rI.
Hence I (t+tk (x),t+tk (y))I + ε. Therefore, by Lemma 3.2, we obtain
I lim
t−→+∞ I (t (x),t (y))I + ε,
a contradiction.
Case 2: There exist r∗ ∈ (0, I ] and s∗ ∈ (0, J ] such that t0(r∗(p)) = t0(q),
t0(s∗(q)) = t0(p) and t0(p) < t0(q).
For this case, we have t0(p) ≺ t0(q). Thus, t0(p) ≺ t0(r∗(p)) = t0+r∗(p).
By Theorem 3.1, we have t (p) → e ∈ E as t → +∞. Similarly, we can prove
t (q) → e ∈ E as t → +∞. Again since t0(p) = r∗+s∗(t0(p)) and t0(q) =
r∗+s∗(t0(q)), it follows that t0(p) = t0(q) = e, a contradiction.
Case 3: t0(p) = t0(q).
Obviously, t0(p) = t0(q) ∈ (x)
⋂
(y). By Proposition 3.3, we obtain t0(p) =
t0(q) = e ∈ E. Let t1 = inf{t0 : t (p) = t (q) = e}. Then t1 ∈ (0, t0] and
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t1(p) = t1(q) = e. Choose ε = min{t1, I, J }. Then ε > 0. By the deﬁnitions of I
and J, we have
t1−s(s(p))t1−s(q) and t1−s(p)t1−s(s(q)), for all s ∈ [0, ε],
that is, et1−s(q) and t1−s(p)e for all s ∈ [0, ε]. Therefore, by the deﬁnition of
t1, we have either e < t1−ε(q) or t1−ε(p) < e. We may assume, without loss of
generality, that e < t1−ε(q). Choose t∗ = t1 − ε. Then (p) = {e} < t∗(q). This
completes the proof. 
By the similar argument as that in the proof of Proposition 2.7 of [21], we can prove
the following.
Proposition 3.4 (Absorption principle). Let x, y ∈ X. If there exists z ∈ (x) such
that z ≺ (y) (or (y) ≺ z), then (x) < (y) (or (y) < (x)).
The next result is also used to prove the limit set dichotomy.
Proposition 3.5 (Limit set separation principle). Let x, y ∈ X satisfy x ≺ y. If tk →
∞, tk (x) → p, tk (y) → q as k → ∞ and p < q, then (x) < (y).
Proof. By Lemma 3.3, we may assume, without loss of generality, that there exists
t∗ ∈ [0, t0] such that (p) < t∗(q). We also may assume, without loss of generality,
that
tk−3t0(x) → p˜, tk−3t0(y) → q˜, tk−6t0(x) → p˜, tk−6t0(y) → q˜ as tk → +∞.
Then p˜ q˜, p˜ q˜, 3t0(p˜ ) = p, 3t0 (˜q ) = q, 3t0(p˜ ) = p˜, 3t0 (˜q ) = q˜. It follows
from p < q that p˜ < q˜ and p˜ < q˜. By Lemma 3.3, there exist t˜ ∈ [0, t0] and t˜ ∈ [0, t0]
such that
either(p˜ ) <  t˜ (˜q ) or  t˜ (p˜ ) < ( q˜ )
and
either(p˜ ) < 
t˜
(˜q ) or 
t˜
(p˜ ) < (˜q ).
We next distinguish several cases to ﬁnish the proof.
Case 1: (p˜ ) <  t˜ (˜q ).
For this case, from (p) = (p˜ ), we have (p) <  t˜ (˜q ) and (p) < t∗(q) =
t∗(3t0 (˜q )). Thus, from t˜ < (t∗ + 3t0) − t0 and the invariance of (p), we obtain
(p) ≺ t∗(q) ∈ (y). By Proposition 3.4, it follows that (p) < (y). Therefore,
(p) ≺ (y). So, by Proposition 3.4 again, we have (x) < (y).
T. Yi, L. Huang / J. Differential Equations 221 (2006) 36–57 51
Case 2: (p˜ ) < 
t˜
(˜q ).
For p˜ and p, we can show (x) < (y) by a similar argument as that in the proof
of Case 1.
Case 3:  t˜ (p˜ ) < (˜q ) and  t˜ (p˜ ) < ( q˜ ). By a similar argument as that in the
proof of Case 1, we can show (x) < (y).
This completes the proof. 
Arguing as in the proofs of Hirsch [7, Theorem 6.8] and Smith [20, Theorem 1.3.7],
we can get the following result.
Theorem 3.2 (Limit set dichotomy). Let x, y ∈ X satisfy x ≺ y. Then one of the
following holds:
(i) (x) < (y);
(ii) (x) = (y) ⊂ E, moreover, limt→∞ d(t (x),t (y)) = 0.
4. Sequential limit set trichotomy
In this section, we establish the sequential limit set trichotomy for an essentially
strongly order-preserving semiﬂow . Essentially the results of convergence and stabil-
ity in the later section are based on the sequential limit set trichotomy, which, in turn,
follows from the nonordering of limit sets (Proposition 3.1) and the limit set dichotomy
(Theorem 3.2).
For the sake of convenience, we introduce the following notations and deﬁnitions
which will be employed throughout this paper.
Deﬁnition 4.1. If x, y ∈ X, then [x, y] = {z ∈ X : xzy} is an order interval in X.
A subset M of X is order convex if [x, y] ⊂ M whenever x, y ∈ M and xy.
Deﬁnition 4.2. Assume that x ∈ X and that there exists a sequence xn in X such that
{xn}∞n=1 essentially approximates x from below (above), and
⋃
n1 (xn) is compact. A
point x has the property A− (A+) if there exists p ∈ E such that (xn) < (xn+1) <
p = (x0) ((x0) = p < (xn+1) < (xn)), n1 and limn→+∞ dist((xn), p) =
limn→+∞ infy∈(xn) d(y, p) = 0. A point x has the property B−(B+) if there exists
p ∈ E such that (xn) = p < (x0) ((x0) > p = (xn)), n1 and if q ∈ E and
q < (x0) (q > (x0)) then qp (pq). A point x has the property C− (C+) if
(xn) = (x0) ⊂ E, n1 and limt→∞ d(t (x1),t (x0)) = 0.
Remark 4.1. If x ∈ X, we use P [x] to denote the property P possessed by x for short.
For example, the property A+ possessed by x is denoted by A+[x]. Moreover, we also
use A+[x, xn, p] to denote the property A+ possessed by x where the sequence xn for
n1 and the equilibrium p are involved. The other properties A−, B+, B−, C+ and
C− can be similarly deﬁned.
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The following result is the sequential limit set trichotomy for essentially strongly
order-preserving semiﬂows, which follows by applying Proposition 3.1 and Theorem
3.2 and using a similar argument as in the proof of Smith and Thieme [21, Proposition
3.1].
Proposition 4.1. Let x0 ∈ X. If −[x0] holds, then A−[x0] ∪ B−[x0] ∪ C−[x0] holds,
that is, x0 has one of the properties A−, B− or C−.
Clearly, an analogous result holds if x0 ∈ X can be essentially approximated from
above in X.
Proposition 4.2. Let x0 ∈ X. If +[x0] holds, then A+[x0] ∪ B+[x0] ∪ C+[x0] holds.
Our next two lemmas allow us to study the stability properties with many conve-
niences. Following arguments similar to the proof of [21, Corollary 3.2], one obtains
Lemma 4.1. Let xn ∈ X, n0 and p ∈ E. If B−[x0, xn, p] (or B+[x0, xn, p]) holds,
then we have the following:
(i) There exists an open subset U , T00, T10, and n11 such that p ∈ U and
t (U)t+T1(xn1) (t+T1(xn1)t (U)) for tT0;
(ii) There exists an open neighborhood t V of x0 with the following property: for each
x ∈ V , x ≺ x0 (x0 ≺ x), there exists an open neighborhood W = Wx of x in V,
an integer N = Nx1 and T = Tx > 0 such that pt (W)t (xn) (t (xn)
t (W)p) for all tT and nN . Hence x ∈ W ⊂ C and there exists n1 > 1
such that xn ∈ Int C for all nn1.
The following lemma is obvious from Deﬁnition 1.2.
Lemma 4.2. Let x, y ∈ X satisfy x ≺ y. Then we have the following:
(i) There exists an open neighborhood U of x with the following property: for each
z ∈ U , x ≺ z, there exists an open neighborhood V = Vz of z in U, and T = Tz > 0
such that t (x)t (V )t (y) for all tT ;
(ii) There exists an open neighborhood U of y with the following property: for each
z ∈ U , z ≺ y, there exists an open neighborhood V = Vz of z in U, and T = Tz > 0
such that t (x)t (V )t (y) for all tT .
Employing Lemma 4.1 (ii), we obtain the following result.
Proposition 4.3. Let x ∈ X. If B−[x] ∪ B+[x] holds, then x ∈ Int C.
Deﬁnition 4.3. If x ∈ X, then  is said to be locally uniformly normally ordered at
x if there exist an open neighborhood M of x and T0 > 0 such that (M × [T0,∞))
is a normally ordered metric subspace of the ordered metric space X.  is said to be
locally uniformly normally ordered if for every x ∈ X,  is locally uniformly normally
ordered at x.
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The following deﬁnition can be found in [23].
Deﬁnition 4.4. If x ∈ X, then  is said to be locally uniformly compact at x if there
exist an open neighborhood M of x and T0 > 0 such that (M × [T0,∞)) is a compact
subspace of the ordered metric space X.  is called locally uniformly compact if for
every x ∈ X,  is locally uniformly compact at x.
Remark 4.2. In particular, if X is normally ordered, then  is locally uniformly nor-
mally ordered.
As shown in [21, Remark 3.2 and Proposition 3.8], the sequential limit set trichotomy
for strongly order-preserving semiﬂows on normally ordered spaces provides stability
and asymptotic stability information. In the next result we assume a weaker condition on
the phase space, under which Proposition 4.4 can be established by applying Lemmas
4.1 and 4.2 and making simple modiﬁcations of the arguments in [21, Remark 3.2 and
Proposition 3.8].
Proposition 4.4. Assume that x0 ∈ X and  is locally uniformly normally ordered at
x0. Then we have the following:
(i) If B−[x0] ∪ B+[x0], then x0 ∈ A;
(ii) If C−[x0] ∪ C+[x0], then x0 ∈ A;
(iii) If A−[x0] ∩ A+[x0], then x0 ∈ S;
(iv) If C−[x0] ∩ C+[x0], then x0 ∈ A.
Proof. We will prove the ﬁrst item only. This proof also serves as an illustration of
how to carry out modiﬁcations of the arguments in [21]. Since  is locally uniformly
normally ordered at x0, there exist an open neighborhood M of x0 and T0 > 0 such
that (M × [T0,∞)) is a normally ordered metric subspace, and m is assumed to be
its normal constant. Without loss of generality, we can assume that B−[x0] holds. Then
there exists xn ∈ X, n1 and p ∈ E such that B−[x0, xn, p] holds. It follows from
Lemma 4.1(ii) that there exists an open neighborhood V ⊂ M of x0 with the following
property: for each x ∈ V , x ≺ x0, there exists an open neighborhood W = Wx of x
in V, an integer N = Nx1 and T = Tx > 0 such that pt (W)t (xn) for all
tT and nN . Since xn → x0 as n → ∞, it follows that there exists n1 > 1 such
that, for any nn1, there exists an open neighborhood W = Wn ⊂ V of xn, an integer
N = Nn > n1 and T = Tn > 0 such that
xN ∈ V and pt (W)t (xN) for tT .
Hence, from xN ∈ M and {p} = (xN) ⊂ (M × [T0,∞)), we have
d(t (x),t (xn))d(t (x), p) + d(t (xn), p)2m(t (xN), p),
for all x ∈ W, tT0 + T .
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By the deﬁnition of A, we may conclude xn ∈ A for all nn1, and therefore, x0 ∈ A.
This completes the proof of Proposition 4.4(i). 
If  is locally uniformly compact at x0 ∈ X, then one can obtain the next result by
arguing almost precisely as in the proofs of [23, Lemmas 3.1 and 3.2].
Proposition 4.5. Assume that x0 ∈ X and  is locally uniformly compact at x0. Then
we have the following:
(i) If B−[x0] ∪ B+[x0], then x0 ∈ A;
(ii) If C−[x0] ∪ C+[x0], then x0 ∈ A;
(iii) If A−[x0] ∩ A+[x0], then x0 ∈ S;
(iv) If C−[x0] ∩ C+[x0], then x0 ∈ A.
5. The main results
In this section we state the main results of this paper. Employing the sequential limit
set trichotomy for essentially strongly order-preserving semiﬂows with its related prop-
erties, we can prove several important theorems of this section by slightly modifying
the corresponding proofs of [21].
With the aid of the argument in Theorem 3.3 of [21], the proof of Theorem 5.1 is
established by applying Propositions 4.1 and 4.2.
Theorem 5.1. If + ∪ − holds, then X = Int Q ∪ Int C. In particular, X = Int Q.
Using Propositions 4.1 and 4.2 together with the deﬁnition of S, we can obtain the
following result.
Proposition 5.1. If + ∪ − holds, then S ⊂ Q.
Under certain additional conditions, we can obtain the following two theorems by
arguing as in the proofs of [21, Theorems 3.5 and 3.9] and applying Propositions 4.1,
4.2, 4.4 and 4.5.
Theorem 5.2. Assume that  is either locally uniformly compact or locally uniformly
normally ordered and − ∪ + holds. Then A ∪ Int C = X.
Theorem 5.3. Assume that  is either locally uniformly compact or locally uniformly
normally ordered and − ∪ + holds. If there exists an open and dense subset
X0 of X such that −[X0] ∩ +[X0] holds, then A ∪ Int(S ∩ C) = X, and hence
X = Int S.
Arguing as in the proof of [21, Theorem 3.10] and applying Propositions 4.1 and
4.2, we have the following result.
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Theorem 5.4. Let − ∩+ hold. If X is connected and does not contain two ordered
equilibrium, then E is a singleton set and (x) = E for all x ∈ X.
In the remainder of this section, it is further assumed that X is an ordered topological
subspace of the ordered Banach space (Y, P ).
Applications of the ﬁxed-point index in [1] and simple modiﬁcations of the argument
in the proof of the last conclusion of Proposition 3.7 in [21] yield the next two lemmas.
Lemma 5.1. Suppose that X is a convex compact set and f ∈ C(X,X) is monotone.
Assume that p1, p2 ∈ X satisfy p1Xp2. If there exists  > 0 such that for any
x ∈ {x ∈ X : ‖x − pi‖}, limn−→∞ f n(x) = pi , where i = 1, 2, then there exists
p ∈ X\{p1, p2} such that f (p) = p.
Lemma 5.2. Assume that p, q ∈ Y and that X = [p, q] is an order interval in Y.
Suppose that t is condensing on X with respect to some measure of noncompactness
for each t > 0. If p and q are attracting equilibria of  on X, then there exists
r ∈ E ∩ X\{p, q}.
The following theorem follows immediately from Propositions 4.1 and 4.2, Lemma
4.1(i) and Lemma 5.2.
Theorem 5.5. Suppose that X is an order convex subset of an ordered Banach space.
Let t be condensing on X with respect to some measure of noncompactness for each
t > 0. Assume that −[X\E] ∩ +[X\E] holds and that X contains at most two
order-related equilibrium. Then X = Q.
Proof. Suppose to the contrary, then there exists x ∈ X\Q. By our assumption and
Propositions 4.1 and 4.2, B−[x] ∩ B+[x] holds. Hence, there exist xn, yn ∈ X, n1,
and p, q ∈ E such that B−[x, xn, p] ∩B+[x, yn, q]. Choose X˜ = [p, q] such that X˜ is
a closed order interval on Y. Since X is order convex, we have X˜ ⊂ X. It follows from
Lemma 4.1(i) that p and q are attracting equilibria of  on X˜. Therefore, by Lemma
5.2, we obtain p∗ ∈ X˜\{p, q}, a contradiction. This completes the proof. 
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