In this work, we consider the problem of synchronizing two sets of data where the size of the symmetric difference between the sets is small and, in addition, the elements in the symmetric difference are related. In this introductory work, the elements within the symmetric difference are related through the Hamming distance metric. Upper and lower bounds are derived on the minimum amount of information exchange. Furthermore, explicit encoding and decoding algorithms are provided for special cases.
I. INTRODUCTION
Suppose two hosts, A and B, each have a set of length-n qary strings. Let S A denote the set of strings on Host A and let S B denote the set of strings on Host B. The set reconciliation problem is to determine the minimum information that must be sent from Host A to Host B with a single round of communication so that Host B can compute their symmetric difference
This problem has been the subject of study in many works such as [1] , [3] , [4] , and [8] . In [4] and [9] , coding schemes were studied that were based upon error-correcting codes and polynomial interpolation. Although these schemes require nearly optimal information exchange, the algorithms possess high computational complexity. In particular, the work in [8] provides an approach to set reconciliation that, for the case of binary strings (q = 2) of length n, requires O(tn) bits of information exchange and has computational complexity O(t 3 ). To mitigate this high computational complexity, in [8] a set reconciliation algorithm was proposed that has expected complexity that is linear with respect to the size of the set S A △ S B .
In this paper, we consider a variant of the traditional set reconciliation problem whereby the elements in the symmetric difference S A △ S B are related. In particular, we consider the setup where this symmetric difference can be partitioned into subsets such that elements in each of these subsets are within a certain Hamming distance of each other. The focus in this work will be on transmission schemes that minimize the amount of information exchanged between two hosts. This model is motivated by the scenario where two hosts are storing a large number of (potentially large) documents. Under this setup, information is never deleted so that each database contains many different versions of the documents. Each document has a fixed number of fields and each field has a fixed size. When synchronizing sets of documents between two hosts, a set of hashes is produced for every document on both hosts. For every document, a single hash is then formed by concatenating (in a systematic fashion) the result of hashing each field of the document.
Suppose h a = (0, 9, 5, 4, 3) ∈ Z 5 10 is the result of performing the hash described in the previous paragraph on document
1. An illustration for two (t, h, ℓ)-sets S A (circles) and S B (triangles), where subsets of S A △ S B are divided to t = 3 subsets each with at most h = 6 elements such that any pair of elements within one of these subsets are at distance at most ℓ.
a. Suppose a single field on document a is updated resulting in the document a ′ and that h a ′ = (0, 9, 5, 4, 5) ∈ Z 5 10 is the hash for a ′ . By the previous discussion, h a and h a ′ differ only in the portion of h a ′ which corresponds to the field that was updated and the Hamming distance between h a and h a ′ is one. Motivated by this setup, we study the problem of reconciling sets of elements whereby subsets of elements in the symmetric difference are within a bounded Hamming distance from each other.
The contribution of this preliminary work will be to consider bounds and coding schemes for reconciling sets of related strings. The paper is organized as follows. In Section II, we formally define our problem and introduce some useful notation. Section III provides upper and lower bounds on the amount of required information exchange. In Section IV, we provide a coding scheme for reconciling certain sets of related information.
II. MODEL AND PRELIMINARIES
For two strings x, y ∈ Z n q , let d H (x, y) denote their Hamming distance. We denote the Hamming weight of x as wt(x). We assume q is a constant.
An illustration is given in Figure 1 . We motivate the previous definition with an example. 
{(0, 0, 0, 0, 0), (1, 0, 1, 1, 1)} and S B = {(0, 0, 0, 0, 0), (1, 1, 0, 0, 1)}. Then we say that (S A , S B ) are (1, 2, 3)-sets since S A △ S B = {(1, 0, 1, 1, 1), (1, 1, 0, 0, 1)} can be decomposed into 1 set of size 2 whereby the Hamming difference between any two elements is at most 3.
III. BOUNDS ON INFORMATION EXCHANGE
We begin this section by introducing a graphical interpretation of our problem and then revisiting a result from [4] . Afterwards, we consider non-asymptotic and asymptotic upper and lower bounds for the synchronization of (t, h, ℓ)-sets.
Consider the undirected graph G (t,h,ℓ) where each vertex in G (t,h,ℓ) represents a set of length-n q-ary strings. Notice that under this setup, G (t,h,ℓ) has exactly 2 q n vertices. There exists an edge between two vertices in G (t,h,ℓ) if and only if the two vertices are (t, h, ℓ)-sets.
The following proposition from [4] depicts a close connection between the minimum information exchange for our set reconciliation problem and chromatic number of G 2 (t,h,ℓ) . The square graph G 2 (t,h,ℓ) is a graph over the same vertex set as G (t,h,ℓ) where two vertices are adjacent if their distance in G (t,h,ℓ) is 1 or 2.
Theorem 1] The minimum information exchange required in one round of communication for reconciling any two (t, h, ℓ)-sets is the chromatic number χ(G 2 t,h,ℓ ). As a consequence of Theorem 1, there exist hosts A and B where (S A , S B ) are (t, h, ℓ)-sets such that at least log 2 (χ(G 2 (t,h,ℓ) )) bits of information is necessary for Host A to transmit to Host B so that Host B can determine S A △ S B . Theorem 2 provides non-asymptotic upper and lower bounds for χ(G 2 t,h,ℓ ). Theorem 2. Let G = G (t,h,ℓ) and suppose C is a q-ary code with length n and minimum Hamming distance ℓ+1. We have,
Proof. In order to give a lower bound on χ(G 2 ), we give a lower bound on the size of the largest clique in G 2 , which we denote as ς(G 2 ). The upper bound will be derived by providing an upper bound on the maximum degree of a vertex, which we denote as ∆(G 2 ). It is well-known (see [11] for instance)
We produce a lower bound for ς(G 2 ) by considering the size of a clique in G 2 . Suppose that Host A contains no elements from GF (q) n so that S A = ∅. Let S ′ B ⊂ GF (q) n be such that |S ′ B | ≤ t and for any x 1 ,
We form the set S B , which represents the set of elements on Host B, from S ′ B in the following manner. First we initialize
Under this setup, let v 1 be the vertex in G representing the set S A and similarly let v 2 be the vertex in G representing the set S B . It is straightforward to observe that that since (S A , S B ) are (t, h, ℓ)-sets, the distance between v 1 and v 2 in G is one. Let v 2 , v ′ 2 be two vertices in G that represent two different possibilities for S B . Then, by design the distance between v 2 and v ′ 2 is at most two so that the vertices are adjacent in G 2 . Thus, the vertices v 1 , v 2 , v ′ 2 are all pairwise adjacent and they are part of a clique. Let C ⊂ GF (q) n be a code with minimum Hamming distance ℓ + 1. From the previous discussion, notice that there are at least
We now produce an upper bound for ∆(G 2 ). Since the number of neighbors for a vertex v ∈ G 2 does not depend on the choice of v, we will simply assume
We now count the number of possible choices for S B so that the sets (S A , S B ) are (2t, h, ℓ)-sets under the assumption that S A = ∅. We proceed similarly to before. Let S ′ B ⊂ GF (q) n be any set of at most 2t elements from GF (q) n . We form the set S B in a manner similarly to before (two paragraphs up) given the set S ′ B . Under this setup, there are at most
gives the upper bound in the lemma.
Asymptotic Bounds
In our asymptotic analysis, we will find the following inequalities and lemma useful. From [10] 
and from ( [7] , p.309), it follows that
x andĤ(x) = x lg e x , and where, as a convention, 0 lg 0 = 0.
Let c be the size of the largest code in GF (q) n with minimum Hamming distance at least ℓ + 1.
for nonnegativeř 1 ,č, andr 2 such thatř 1 ≤ r 1 ,č ≤ c, and r 2 ≥ r 2 .
We now find lower bounds on r 1 and c and an upper bound on r 2 .
In the following, we consider the quantity lg χ G 2 under the assumption that n → ∞, t → ∞, and h → ∞. Since n → ∞, t → ∞, and h → ∞, we normalize lg χ G 2 by thn. Let τ = lg t n and η = lg h n ; and assume λ ≤
and
Notice the bounds from (3) and (4) do not depend on the parameter τ . We have the following obvious upper bound on the amount of information (in bits) that needs to be transmitted:
Thus, we should compare (3) to
We compare these bounds for fixed values of η in Fig. 2 . Assume q = 2. Then from (5), we have that the optimal number of bits of information exchange is at most t(n + hℓ lg n). Notice that if the approach from [8] was used, then at least thn bits of information, which for n large enough and small ℓ, is more than t(n + hℓ lg n). Thus, algorithms for reconciling (t, h, ℓ)-sets have the potential to reduce the amount of information exchanged between hosts. As a starting point, in the next section, we consider an approach to reconciling (1, h, ℓ)-sets. 
IV. RECONCILING (1, h, ℓ)-SETS
In this section, we consider transmission schemes for the problem of reconciling (1, h, ℓ)-sets, where |S A △ S B | ≤ h and for all u, w ∈ S A △ S B , we have d H (u, w) ≤ ℓ. We begin by describing the encoding procedure that is performed on Host A. Afterwards, we discuss the decoding procedure, which is performed on Host B. Recall, the goal, after the decoding procedure, is to compute
The key idea behind the encoding and decoding is to encode the symmetric difference S A △ S B by specifying one element say X ∈ S A △S B and then specifying the remaining elements in S A △ S B by describing their location relative to X. As a result, as will be described shortly, the information transmitted from Host A to Host B can be decomposed into two parts denoted w 1 and w 2 . The information in the w 1 part describes the locations of the elements in S A △ S B relative to X. The information in the w 2 part will be used to fully recover X. Once X is known and the locations of the other elements in S A △ S B are known relative to X, then the symmetric difference S A △ S B can be recovered.
We first introduce some useful notation. An [n, d] q code is a linear code over GF (q) of length n with minimum Hamming distance d. Suppose r is a positive integer where r < n. Let α be a primitive element in GF (q r ) where q is prime. Furthermore, let H be an r × n matrix with elements from GF (q). Suppose S = {x 1 , x 2 , . . . , x s } ⊆ GF (q) n . For shorthand, we denote the set {H · x 1 , H · x 2 , . . . , H · x s } as H · S. We define S H,i where 1 ≤ i ≤ q r so that S H,i = {x ∈ S : H · x = α i }, where with an abuse of notation, α q r = 0. We refer to the j-th element in S H,i , when ordered in lexicographic order, as S H,i,j . Finally, let I H : {GF (q) n } → Z q r q n be defined as I H (S) = (|S H,1 |, |S H,2 |, . . . , |S H,q r −1 |, |S H,0 |), for S ⊆ {GF (q) n }. We provide the following example illustrating these definitions. To describe the encoding (and subsequent decoding) procedure, we also make use of the following matrices. We first formally introduce these matrices and then describe in words their function: 1) H ℓ ∈ GF (q) r×n , for some positive integer r, is the parity check matrix for an [n, 2ℓ + 1] q code C ℓ . 2) H 1 ∈ GF (2) u×q r , for some positive integer u, is the parity check matrix for an [q r , 2h
In addition to the matrixH ℓ , we will require one more tool to encode w 2 . We first introduce some additional notation similar to [5] . Let b = (b 1 , b 2 , . . . , b m ) be a sequence of length m with elements from GF (q n−r ) such that for any positive
Then, we refer to the sequence b as a B s sequence. Notice that a B s sequence can be formed from the columns of a parity check matrix for an [m, d] q code with dimension n − (n − r) provided d ≥ s + 1.
We now proceed by describing the encoding procedure followed by the decoding procedure.
A. Encoding
The following procedure is performed on both Host A and Host B. For shorthand, we refer to the set S A or S B as S. We assume that the operations in step 3) take place over the field GF (q n−r ) where n − r > r and also that m > q r where
is the information transmitted by Host A to Host B and suppose (w B 1 , w B 2 ) is the result of the encoding procedure if it is performed on Host B. We illustrate how to recover
. We first describe in words the ideas behind the decoding procedure. The decoding procedure has two broad stages whereby, in the first stage we determine the locations of the elements in S A △ S B relative to some X ∈ S A △ S B and then in the second stage the element X is recovered. The decoding begins by first recovering the syndromes of the elements in the set S A △ S B . More precisely, as a result of the errorcorrection ability of the code with a parity check matrix H 1 , we first recover the set S S = {H ℓ · y : y ∈ S A △ S B }. Next, we arbitrarily choose an element say X S ∈ S S . Given this setup, X (described earlier) is precisely equal to the element in X which maps to X S under the map H ℓ so that X = X ∈ S A △ S B : X S = X · H ℓ .
To determine the locations of the other elements in S A △S B relative to X we add every element in the set S S to X S . Let S L = {Y S + X S : Y S ∈ S S }. As will be described below in more detail from the set S L we can determine the values of the elements in S A △ S B relative to X. Next, the value of X is determined by canceling out some of the contributions of the elements in (S A △ S B ) \ X from the vector w 2 . We now describe in more details the procedure before proving its correctness.
Suppose D 1 : GF (2) u → GF (2) q r is the decoder for the code C 1 which by assumption has minimum Hamming distance at least 2h + 1. D 1 takes as input a syndrome and outputs an error vector with Hamming weight at most h. Let D ℓ : GF (q) r → GF (q) n be the decoder for C ℓ , which has Hamming distance 2ℓ + 1. The decoder D ℓ takes as input a syndrome and outputs an error vector with Hamming weight at most ℓ. In the following, α is a primitive element of GF (q r ).
. 2) Supposeẑ has 1s in positions {k 1 , k 2 , . . . , k v }. Ifẑ = 0, then let F = ∅, and stop.
where x is any element in S A △ S B and for 2 ≤ i ≤ T , wt(e i ) ≤ ℓ. Furthermore, since |S A △ S B | = T , then for any distinct 2 ≤ i, j ≤ T , we have e i = e j . Let k 1 = log α (H ℓ · x) so that H ℓ · x = α k1 . Then we can write x = c + e for some c ∈ C ℓ such that wt(e) is minimized (i.e., there does not exist some other c ′ ∈ C ℓ where wt(c ′ + x) < wt(e)). Then, we have
Recall from the previous discussion that e i are distinct, nonzero, and have weight at most ℓ,
. From Claim 1, we have that at step 2)ẑ is non-zero in positions α k1 , α k2 , . . . , α kv , where v = T .
Notice that ifẑ = 0, then S A △S B = ∅. Since H ℓ ·x = α k1 and D ℓ can correct up to ℓ errors, at step 3) of the decodinĝ e 2 = D ℓ (α k1 + α k2 ) = D ℓ (H ℓ · x + H ℓ · (x + e 2 )) = D ℓ (H ℓ · e 2 ) = e 2 and similarlyê 3 = e 3 , . . . ,ê v = e v .
From the definition of w 2 ,
Then, at step 4) of the decoding we have
Since T = v ≤ h and b = (b 1 , b 2 , . . . , b m ) is a B h sequence, s 2 =H ℓ · x at step 5) of the decoding. Then, at step 6), x = x since α k1 = H ℓ · x and H F has full rank. At step 7) sinceê 2 = e 2 ,ê 3 = e 3 , . . . ,ê T = e T , F = S A △ S B as desired.
We note that (w 1 , w 2 ) requires approximately u+lg q n−r = u + (n − r) lg q bits where u is the dimension of the parity check matrix for H 1 . If we approximate u = hr lg q and r = ℓ(lg n + lg q), then (w 1 , w 2 ) requires approximately lg q(n + (h − 1)ℓ(lg n + lg q)) bits of information. If q = 2, (w 1 , w 2 ) requires approximately n + (h − 1)ℓ(lg n + 1).
If the approach from [8] were used then at least h(n+1) bits of information exchange would be required which is significantly more than the quantity in (8) .
C. An Example
In this section, we illustrate the encoding and decoding procedures from Section IV-A and Section IV-B. 1) Setup: 1, 1 , 0, 0, 0, 1), (1, 1, 0, 0, 1, 1, 0), (1, 0, 0, 0, 0, 1, 1), (0, 0, 0, 1, 0, 0, 1)}, and Host B has the set S B = {(1, 1, 1, 0, 0, 0, 1), (1, 1, 0, 0, 1, 1, 0) , (1, 0, 0, 0, 0, 1, 1), (1, 0, 0, 1, 0, 0, 1)}. In this case, S A △ S B = {(0, 0, 0, 1, 0, 0, 1), (1, 0, 0, 1, 0, 0, 1)} and d H ((0, 0, 0, 1, 0, 0, 1), (1, 0, 0, 1, 0, 0, 1)) = 1 so that (S A , S B ) are (1, 2, 1)-sets. In this case x = (0, 0, 0, 1, 0, 0, 1) ∈ S A \S B and y = (1, 0, 0, 1, 0, 0, 1) ∈ S B \ S A .
2) Encoding: We let z A , z B be the result of performing step 1) on Hosts A and B respectively. Similarly let w A 1 , w B 1 , w A 2 , w B 2 be the result of performing steps 2), 3) on Hosts A and B respectively. Suppose ζ is a primitive element of GF (8) and β is a primitive element of GF (16) where we use the primitive polynomial x 3 + x + 1 to represent elements over GF (8) as binary vectors and we use the primitive polynomial x 4 + x + 1 to represent the elements over GF (16) as binary vectors.
We will make use of the matrices H ℓ = H l H ℓ has full rank as desired. We will use the B 2 sequence b = (β, β 2 , . . . , β 15 ) for the example. At step 1) of the encoding, z A = (0, 2, 0, 1, 1, 0, 0, 0) mod 2 = (0, 0, 0, 1, 1, 0, 0, 0) and z B = (0, 2, 0, 1, 0, 1, 0, 0) mod 2 = (0, 0, 0, 1, 0, 1, 0, 0) so that z A + z B = (0, 0, 0, 0, 1, 1, 0, 0). At step 2) of the encoding, we have w A 1 = (1, 1, 1, 0, 0, 0) and w B 1 = (0, 0, 0, 1, 1, 0). Now, at step 3) of the encoding w A 2 = β 2 · β 5 + β 2 · β 2 + β 4 · β 14 + β 5 · β 6 . Similarly we have w B 2 = β 2 · β 5 + β 2 · β 2 + β 4 · β 14 + β 6 · β 7 . 3) Decoding: As before, we assume the decoding is performed on Host B and the information (w A 1 , w A 2 ), (w B 1 , w B 2 ), and S B is known. Let D ℓ be the decoder for the code with a parity check matrix H ℓ and suppose D ′ 1 is the decoder for the code with a parity check matrix H ′ 1 . At step 1) of the decoding we have that z = D ′ 1 (w B 1 + w A 1 ) = (0, 0, 0, 0, 1, 1, 0, 0) = z A + z B as desired. In this case z has 1s in positions ζ 5 and ζ 6 so we let k 1 = 6 and k 2 = 5.
At step 3) of the decoding,ê = D ℓ (ζ 5 + ζ 6 ) = D ℓ (ζ 1 ) = (1, 0, 0, 0, 0, 0, 0) = x + y. Now at step 4), we have z ′ = w A 2 + w B 2 + β 5 ·H ℓ ·ê = β 5 · β 6 + β 6 · β 7 + β 5 · β 10 = β 7 · (β 4 + β 6 + β 8 ) = β 7 · (β 5 + β 6 ). At step 5) of the decoding, we now have s 2 = z ′ β 5 +β 6 = β 7 . At step 6), we find thatŷ = (1, 0, 0, 1, 0, 0, 1) since H ℓ · y = ζ 6 andH ℓ ·ŷ = s 2 = β 7 as desired. Then, at step 7), F = {(1, 0, 0, 1, 0, 0, 1), (0, 0, 0, 1, 0, 0, 1)}.
Notice that, under the procedure described, we have transmitted 10 bits of information between Host A and B whereas alternative methods such as those described in [9] require at least 14 bits of information exchange.
