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Résumé
Cet article présente MOLOSS, un solveur pour la satis-
fiabilité en logique modale. MOLOSS implémente et étend
le travail théorique d’Aceres et al. [1] dans lequel les au-
teurs définissent une procédure de décision basée SMT,
pour les logiques modales. Cette procédure traduit classi-
quement une formule de la logique modale en une formule
du premier ordre et instancie les quantificateurs de la for-
mule résultante pour vérifier sa satifaisabilité en utilisant un
solveur SAT. Notre implémantation permet de comparer la
procédure d’Aceres et al. avec une autre dans laquelle les
quantificateurs de la formule du premier ordre sont gérés
directement par le solveur SMT utilisé.
Abstract
This paper introduces MOLOSS, a solver for satisfiabi-
lity checking for modal logics. MOLOSS implements and
extends theoretical work by Aceres et al. [1] in which the
authors define an SMT-based decision procedure for modal
logics. This procedure classically translates a modal logic
formula into a first-order logic formula and instantiates the
quantifiers in the resulting formula to check its satisfiability
using a SAT solver. Our implementation allows to compare
the procedure of Aceres et al. with another one in which the
quantifiers of the first-order formula are directly managed
by the SMT solver.
1 Introduction
Les logiques modales propositionnelles sont des exten-
sions de la logique propositionnelle qui introduisent des
opérateurs représentant la nécessité, la croyance, le temps,
l’obligation etc. Pour vérifier la satisfiabilité de formules
de telles logiques, on trouve trois types de méthodes :
— des méthodes par tableaux comme InKreSAT [15],
FaCT++ [28], LoTREC [11], MetTeL2 [26],
LWB [2]
— des méthodes par traduction du problème de satis-
fiabilité vers un problème de satisfiabilité dans une
autre logique, comme S52SAT [9], Km2SAT [27],
*SAT [13], KCSP [7], QMRES [25] ouMoSaiC [21]
— d’autres méthodes, comme KSP [24], KK [29] ou
BDDTab [14] par exemple
Dans [1], Areces et al. définissent une procédure de déci-
sion basée sur des solveurs SMT pour la logique modale K,
les modalités globales et la logique hybride. Cet article pré-
sente MOLOSS, une implémentation du travail théorique
de Areces et al. MOLOSS étend également ce travail en dé-
finissant de nouvelles procédures d’instanciation pour des
axiomes de cadre qui ne sont pas pris en compte dans [1].
Cet article est organisé comme suit. La section 2 dé-
crit brièvement les logiques modales et leur traduction en
logique du premier ordre. La section 3 présente l’algo-
rithme défini dans [1] et la section 6 donne un aperçu de
l’implémentation de MOLOSS, en particulier l’utilisation
d’une procédure Max-SMT pour restreindre l’explosion du
nombre de mondes dans le modèle de Kripke. La section 7
présente les résultats d’expérimentations sur différentes lo-
giques modales et les différents modes opératoires de MO-
LOSS et la section 8 présente quelques perspectives.
2 Logique modale
La logique modale propositionnelle ou la logique mo-
dale basique (BML pour Basic Modal Logic) peuvent
être vues comme une extension de la logique proposition-
nelle. Soit P un ensemble non vide de variables propo-
sitionnelles, la syntaxe de BML est définie comme ϕ =
p | ¬p | ϕ → ϕ | ϕ | ♦ϕ où p ∈ P. ♦ est l’opérateur dual
de , i.e. ♦ϕ = ¬¬ϕ. ∧ et ∨ sont définis classiquement à
partir de→. On peut remarquer que dans [1], les formules
sont considérées comme étant en forme normale négative,
i.e. le symbole de négation ¬ ne peut être appliqué que sur
des propositions atomiques. La sémantique de BML est dé-
finie avec un modèle de Kripke [18] 〈W,R,V〉 où W est un
ensemble non vide de mondes, R ⊆ W × W est une rela-
tion d’accessibilité binaire surW définissant la sémantique
de  et appelée relation d’accessibilité et V : P 7→ P(W)
est une fonction de valuation. Étant donnés un modèle de
KripkeM et un monde w ∈ W, la sémantique des formules
de BML est définie comme suit 1 :
M,w |= p ssi w ∈ V(p)
M,w |= ¬p ssi w < V(p)
M,w |= ϕ→ ψ ssi siM,w |= ϕ alorsM,w |= ψ
M,w |= ϕ ssi pour tout w′ ∈ W t.q. wRw′
on aM,w′ |= ϕ
Des contraintes sur R peuvent être définies par des
axiomes de cadre. Les axiomes de cadre les plus utilisés
sont représentés sur le tableau 1 (l’axiome (K) est admis
dans toutes les logiques modales que nous considérerons).
Nous ne considérerons ici que les logiques modales pour
lesquelles toute formule peut être traduite en une formule
de la logique classique du premier ordre avec la signa-
ture suivante : les constantes représentent les mondes poss-
sibles, il n’y pas d’autre symbole de fonction, les prédicats
unaires correspondent aux propositions et il y a un symbole
de prédicat binaire, R, représentant la relation d’accessibi-
lité. Cette traduction peut être représentée par une fonction
STw avec w ∈ W des formules de la logique modale vers
les formules de la logique classique du premier ordre [5].
Par exemple, STw((a ∧ b)) = ∀x wRx → (A(w) ∧ B(w)).
Les règles définissant STw sont les suivnates :
STw(p) = P(w)
STw(¬p) = ¬STw(p)
STw(ϕ→ ϕ′) = STw(ϕ)→ STw(ϕ′)
STw(♦ϕ) = ∃x wRx ∧ STx(ϕ)
STw(ϕ) = ∀x wRx→ STx(ϕ)
La propriété suivante est vraie : soientM un modèle de
Kripke, w ∈ W et ϕ une formule de BML, alorsM,w |= ϕ
ssiM′, σ[x 7→ w] |= STx(ϕ) oùM′ est une interprétation
du premier ordre classique représentantM et σ est une af-
fectation pourM′. Pour utiliser un système d’axiomes par-
ticulier, une théorie du premier ordre classique utilisant les
conditions de cadre doit être définie et M′ doit être une
interprétation dans cette théorie. La vérification de la sa-
tisfiabilité d’une formule modale peut donc être réduite à
la vérification de la satisfiabilité d’une formule du premier
ordre classique particulière dans une théorie particulière
(cf. [19, 17] pour des détails, en particulier sur la com-
plexité d’une telle transformation).
1. La satisfiabilité et la validité sont définies comme d’habitude.
3 Algorithme
3.1 Présentation de l’algorithme principal
L’algorithme décrit dans [1] et présenté sur l’algo-
rithme 1 prend en entrée une formule de BML ϕ et construit
un ensemble S de formules de la logique du premier ordre
contenant les traductions de ϕ via la fonction STw comme
présenté en section 2. S est alors instancié en utilisant une
fonction d’abstraction abs « encadre » toutes les formules
du premier ordre fermées comme suit :
abs(P(x)) = P(x)
abs(xRy) = xRy
abs(¬ϕ) = ¬abs(ϕ)
abs(ϕ→ ψ) = abs(ϕ)→ abs(ψ)
abs(∃x wRx ∧ ϕ(x)) = ∃x wRx ∧ ϕ(x)
abs(∀x ¬wRx ∨ ϕ(x)) = ∀x ¬wRx ∨ ϕ(x)
Par exemple, abs((∀x ¬wRx ∨ P(x)) ∧ P(a)) =
∀x ¬wRx ∨ P(x) ∧ P(a) . La fonction inverse de abs est
notée conc : elle « enlève » le cadre autour des littéraux.
Chaque formule du premier ordre encadrée est associée à
une nouvelle variable propositionnelle. abs(S) est alors en-
voyée à un solveur constitué d’un SAT solveur et éventuel-
lement d’autres procédures de décision. Si abs(S) est insa-
tisfiable, alors S est également insatisfiable, sinon un mo-
dule d’instanciation calcule des raffinements de abs(S) en
utilisant des règles d’instanciation en ajoutant de nouvelles
formules dans S. Le nouvel ensemble de formules est ins-
tancié et envoyé à son tour au solveur. Le but principal du
module d’instanciation est de rejeter les modèles proposi-
tionnels produits par le solveur qui ne correspondent pas
un à modèle premier ordre de S.
Durant l’exécution de l’algorithme, une configuration
C = 〈S,Θ•, . . .〉, où Θ• est un ensemble contenant des
informations sur les règles d’instanciation précédemment
appliquées, est utilisée pour éviter d’appliquer la même
règle plusieurs fois et ainsi de produire la même formule
plusieurs fois. Il existe un ensemble Θ• pour chaque règle
d’instanciation. Initialement, C = 〈STw(ϕ),∅, . . .〉 où ϕ est
la formule modale dont la satisfiabilité doit être vérifiée.
3.2 Règles d’instanciation
Les règles d’instanciation sont utilisées pour gérer les
formules quantifiées, en particulier pour générer de nou-
velles constantes représentant des mondes et pour mettre à
jour la relation d’accessibilité si nécessaire. Les règles sont
des fonctions prenant comme paramètres une configuration
et un modèle propositionnel Γ et renvoyant une nouvelle
configuration. Elles fonctionnent toutes de la même façon :
nom propriété axiome condition de cadre
K distribution (ϕ→ ψ)→ (ϕ→ ψ)
T réflexivité ϕ→ ϕ ∀w, wRw
4 transitivité ϕ→ ϕ ∀w, u, v, wRw ∧ uRv→ wRv
B symétrie ϕ→ ♦ϕ ∀w, u, wRu↔ uRw
5 euclidienne ♦ϕ→ ♦ϕ ∀w, u, v, wRu ∧ wRv→ uRv
CD fonctionnelle ♦ϕ→ ϕ ∀w, u, v, wRu ∧ wRv→ u = v
Table 1 – Axiomes et conditions de cadre
Algorithm 1 : Algorithme pour décider de la satis-
fiabilité de la formule modale ϕ
S ← STw(ϕ) ;
C ← 〈S,∅, . . .〉 ;
while true do
envoyer abs(S) au solveur ;
if le solveur répond UNSAT then
return UNSAT ;
else
récupérer le modèle Γ de abs(S) ;
if aucune règle d’instanciation ne
s’applique then
construire un modèle de KripkeM de ϕ
à partir de Γ ;
return SAT etM ;
else
mettre à jour C en utilisant la règle
d’instanciation ;
— elles sélectionnent un littéral encadré particulier ε
dans Γ qui n’a pas encore été choisi pour générer de
nouvelles formules via la règle en cours d’exécution.
— conc(ε), la version « non encadrée » de ε, est utilisée
pour générer de nouveaux mondes où de nouvelles
relations entre les mondes.
— les mondes utilisés pour cette instanciation particu-
lière sont ajoutés à la configuration correspondante
(possiblement avec ε) afin de se souvenir l’instancia-
tion courante et d’éviter de la réutiliser par la suite.
Dans [1], les auteurs définissent deux règles pour BML,
une pour chaque quantificateur du premier ordre.
Définition 1 (règle originelle ∃ de [1])
f∃(〈S,Θ∃, . . .〉,Γ) = 〈S′,Θ′∃, . . .〉 s’il existe un littéral
encadré ε = ∃y cRy ∧ ϕ(y) dans Γ \ Θ∃ et S′ = S ∪
{conc(ε)→ (cRd∧ϕ(d))} avec d une nouvelle constante et
Θ′∃ = Θ∃ ∪ {ε}.
La règle ∃ est appliquée quand il existe un littéral en-
cadré ε = ∃y cRy ∧ ϕ(y) dans le modèle proposition-
nel de abs(S ) qui n’a pas encore été utilisé pour géné-
rer un nouveau monde. Elle génère alors une nouvelle
constante d représentant un monde et ajoute une formule
conc(ε) → (cRd ∧ ϕ(d)) dans S spécifiant que le monde
concerné par le quantificateur existentiel est instancié avec
d. ε est alors ajoutée au sous-ensemble de configurationΘ∃
pour éviter de la réutiliser par la suite.
Définition 2 (règle originelle ∀ de [1])
f∀(〈S,Θ∃, . . .〉,Γ) = 〈S′,Θ′∀, . . .〉 s’il existe un littéral
encadré ε = ∀y ¬cRy ∨ ϕ(y) dans Γ tel que cRd ∈ Γ,
(ε, d) < Θ∀ et S′ = S ∪ {conc(ε) → (¬cRd ∨ ϕ(d))} et
Θ′∀ = Θ∀ ∪ {(ε, d)}.
La règle ∀ est appliquée quand une formule universel-
lement quantifiée ∀y ¬cRy ∨ ϕ(y) apparaît dans S. Cette
formule est la traduction d’une formule ϕ, donc tous les
mondes accessibles depuis c doivent « satisfaire » ϕ. Ainsi,
si un tel monde c existe et n’a pas encore été utilisé pour
instancié la formule, conc(ε)→ (¬cRd ∨ ϕ(d)) est ajouté à
S. On peut remarquer que Θ∀ ne contient pas simplement
des formules encadrées, mais des couples constitués d’une
formule encadrée et d’un monde.
Areces et al. ont proposé dans [1] deux extensions à
BML : une pour les modalités globales et une pour la lo-
gique hybride (d’où l’utilisation d’un solveur SMT pour
gérer les fonctions non interprétées). Nous proposons dans
MOLOSS d’étendre les règles ∃ et ∀ pour prendre en
compte des conditions de cadre supplémentaires : réflexi-
vité, symétrie, transitivité et relations euclidiennes.
Définition 3 (règle ref )
fref (〈S,Θ∀,Θref , . . .〉,Γ) = 〈S′,Θ′∀,Θ′ref , . . .〉 s’il existe
un littéral encadré ε = ∀y ¬cRy ∨ ϕ(y) dans Γ \ Θref et
S′ = S ∪ {conc(ε) → ϕ(c)}, Θ′ref = Θref ∪ {ε} et Θ′∀ =
Θ∀ ∪ {(ε, c)}.
Cette règle assure que ϕ est vraie dans un monde c siϕ
est vraie dans c et représente donc la réflexivité. Une autre
possibilité pour représenter cette propriété est de modifier
la règle ∃ en ajoutant dRd dans S′ pour chaque monde d
nouvellement créé par la règle ∃ et en laissant la règle ∀
instancier des propriétés du type ϕ dans le monde, mais
des expérimentations ont montré que la règle proposée est
plus rapide que la version modifiée de la règle ∃.
Définition 4 (règle sym)
fsym(〈S,Θsym, . . .〉,Γ) = 〈S′,Θ′sym, . . .〉 s’il existe un lit-
téral encadré ε = cRd dans Γ tel que {c, d} < Θsym et
S′ = S ∪ {cRd ↔ dRc} et Θ′sym = Θsym ∪ {{c, d}}.
Cette règle représente la propriété de symétrie. Comme
{c, d} est un ensemble et non pas un tuple, il n’y a pas be-
soin d’ajouter {d, c} dans Θsym.
Définition 5 (règle trans)
ftrans(〈S,Θtrans, . . .〉,Γ) = 〈S′,Θ′trans, . . .〉 s’il existe deux
littéraux encadrés ε = cRd et ε′ = dRe dans Γ tels
que (c, d, e) < Θtrans et S′ = S ∪ {cRd ∧ dRe → cRe} et
Θ′trans = Θtrans ∪ {(c, d, e)}.
Cette règle représente la propriété de transitivité. La
configuration de la règle conserve les triplets de mondes
impliqués dans la relation de transitivité.
Définition 6 (règle euc)
feuc(〈S,Θeuc, . . .〉,Γ) = 〈S′,Θ′euc, . . .〉 s’il y a deux litté-
raux encadrés ε = cRd et ε′ = cRe dans Γ tels que
(c, {d, e}) < Θeuc et S′ = S ∪ {cRd ∧ cRe → (dRe ∧ eRd)}
et Θ′euc = Θeuc ∪ {(c, {d, e})}.
Cette règle représente la propriété euclidienne pour une
relation.
Définition 7 (rule ∃ f onc) f∃(〈S,Θ∃,Θfun, . . .〉,Γ) =
〈S′,Θ′∃,Θ′fun, . . .〉 s’il existe un littéral encadré
ε = ∃y cRy ∧ ϕ(y) in Γ \ Θ∃ et
— Soit il existe d tel que (c, d) ∈ Θfun et S′ = S ∪
{conc(ε)→ (cRd ∧ ϕ(d))} et Θ′∃ = Θ∃ ∪ {ε}.
— Soit il n’existe pas un tel d et on définit une nouvelle
constante d et S′ = S ∪ {conc(ε) → (cRd ∧ ϕ(d))},
Θ′∃ = Θ∃ ∪ {ε} et Θ′fun = Θfun ∪ {(c, d)}
Cette réécriture de la règle ∃, représente une relation
fonctionnelle. MOLOSS n’autorise qu’un seul succésseur
par état et stocke dans une table chaque couple (état, suc-
césseur). Toutefois cette règle est valide que si elle est uti-
lisée sans les autres axiomes.
Enfin, on peut remarquer qu’il y a deux types de règles :
des règles de saturation comme ∀, ref , trans, ou euc qui
étendent le modèle et des règles d’introduction comme ∃ et
∃ f onc, qui ajoutent un nouveau monde avec les propriétés
attendues.
4 Restreindre l’expansion du modèle
Dans notre contexte, les formules en logique modale vé-
rifient la propriété du modèle fini [6] : si une formule mo-
dale est satisfiable, alors elle est satisfiable dans un modèle
fini. Cependant, la borne supérieure du nombre de mondes
nécessaires pour satisfaire une formule donnée dépend de
la logique considérée : par exemple, le nombre de mondes
pour S5 est linéaire en nombre d’opérateurs ♦ [9] alors
que pour S4 elle est en O(2m) pour une formule de taille
O(m) [16]. La taille du modèle peut être limitée en ten-
tant d’éviter d’introduire un nouveau monde à chaque fois
qu’une formule ∃y cRy ∧ ϕ(y) est instanciée, en vérifiant
d’abord si monde existant ne satisfait pas la formule (mo-
dulo une relation entre ce monde et y). Pour implémenter
cette relation de priorité entre les mondes, MOLOSS utilise
une procédure de type Partial Weighted Max-SAT/SMT.
Un ensemble Ssoft de contraintes souples de la forme (for-
mules, poids) est ajouté à la configuration et chaque fois
qu’une formule ∃y wRy∧ ϕ(y) est instanciée et qu’un nou-
veau monde d est créé, une formule interdisant dRx pour
tous les mondes x créés précédemment est ajoutée à S soft
avec un poids égal au nombre de mondes créés précédem-
ment. Le solveur doit satisfaire les formules de S en mi-
nimisant la somme des poids des formules de Ssoft qui ne
sont pas satisfaites. Les poids des formules dans Ssoft ga-
rantissent que le solveur utilise le monde le plus ancien
possible pour satisfaire la formule.
Définition 8 (rule ∃soft)
f∃soft (〈S,Ssoft,Θ∃,Θw, . . .〉,Γ) = 〈S′,S′soft,Θ′∃,Θ′w, . . .〉
s’il existe un littéral encadré ε = ∃y cRy ∧ ϕ(y) dans
Γ \ Θ∃ et S′ = S ∪ {conc(ε) → (∨w∈Θw cRw ∧ ϕ(w)) ∨
(cRd∧ϕ(d)} avec d une nouvelle constante et S′soft = S′soft∪{(∧w∈Θw ¬wRd, |Θw|+1)}, Θ′∃ = Θ∃∪{ε} et Θ′w = Θw∪{d}.
Le solveur Z3 supporte directement les assert-soft [4].
Afin de pouvoir utiliser cette approche avec Minisat, les
contraintes souples sont gérées en dehors du solveur. Au
lieu de stocker les formules ϕsoft dans Ssoft, nous stockons
des contraintes dures de la forme g → ϕsoft dans S, où g
est une nouvelle variable propositionnelle appelée garde.
Ssoft est une structure de file ne contenant que les variables
de garde. Lorsque nous vérifions la satisfiabilité proposi-
tionnelle avec Minisat, les variables de garde sont forcées
à true. Si la formule est UNSAT, les variables de garde
sont défilées de Ssoft une par une et mise à false dans la
prochaine requête de satisfiabilité au solveur, « autorisant»
ainsi l’utilisation du monde correspondant. Remarquons fi-
nalement que ces nouvelles règles ne sont utilisées qu’avec
des logiques utilisant les axiomes (4) ou (5).
5 Validité et complétude
5.1 Complétude
Rappelons que S est un ensemble de formules du pre-
mier ordre. Nous définissons :
STx,tot(ϕ) := STx(ϕ) ∧ axiomes de cadre
Sntot := Sn ∪ {axiomes de cadre}
Considérons deux ensembles S et S′. S → S′ dénote
alors le fait que S′ est obtenu en appliquant une règle sur
une configuration contenant S. Le lemme suivant est équi-
valent au lemme 2 de [1] :
Lemme 1 Si Sn → Sn+1, alors Sntot et Sn+1tot sont équisatis-
fiables.
On peut définir un lemme correspondant au lemme 3
de [1] de la même façon :
Lemme 2 SiM est un modèle premier ordre pour S, alors
il existe un modèle Γ pour abs(S).
Preuve 1 Γ est construit de la façon suivante : pour un
littéral ψ, ψ ∈ Γ siM  ψ et ¬ ψ ∈ Γ siM 2 ψ. Γ 
abs(S ) est alors prouvé par induction.
Théorème 1 Si l’algorithme termine et répond UNSAT,
alors la formule est insatisfaisable.
Preuve 2 Si l’algorithme répond UNSAT, alors il existe une
suite finie de configurations
C0 → C1 → ...→ Cn.
telle que abs(Sn) est insatisfaisable. En utilisant le
lemme 2, Sn est également insatisfaisable, donc Sntot est
insatisfaisable. En itérant le lemme 1, on prouve donc que
S0tot est insatisfaisable.
5.2 Validité
Théorème 2 Si l’algorithme termine et répond SAT, alors
S0tot est satisfiable.
Preuve 3 Si l’algorithme répond SAT, alors il existe une
suite finie de configurations
C0 → C1 → ...→ Cn
telle que Sn est satisfiable et aucune procédure d’instan-
ciation ne peut être appliquée. Il existe donc un modèle Γ
pour abs(Sn). Un modèle du premier ordreM est construit
à partir de ce modèle propositionnel :
— les constantes sont celles apparaissant dans S n
— les prédicats sont construits de la façon suivante :
— P(w) := true ssi P(w) ∈ Γ
— R(w,w′) := true ssi R(w,w′) ∈ Γ.
Les étapes 1 et 2 de la preuve du théorème 5 de [1] sont
encore valides et doncM  ST (ϕ).
Montrer que M est également un modèle pour les
axiomes de cadre est immédiat par l’absurde, doncM 
STtot(ϕ).
6 Implémentation de MOLOSS
MOLOSS est implémenté en OCaml et est disponible
sur [12] sous licence GPL. Voici quelques détails à propos
de l’implémentation :
— MOLOSS prend en entrée le format InToHyLo uti-
lisé dans de nombreux solveurs (cf. [20, 15])
— MOLOSS peut utiliser trois solveurs en back-end :
Z3 [23], mSAT [8] et Minisat [10] (utilisé par défaut)
— il existe un mode direct qui envoie simplement la
traduction en logique du premier ordre de la formule
en logique modale vers Z3 fonctionnant ainsi en sol-
veur SMT. Cela permet de laisser Z3 gérer les quan-
tificateurs sans utiliser de règle d’instanciation.
— lorsque plusieurs règles d’instanciation peuvent être
appliquées, l’ordre dans lequel elles le sont peut
impacter sérieusement les performances du solveur.
L’ordre suivant est utilisé dans MOLOSS : ∃ <
trans ∼ euc < ∀ < sym ∼ ref
7 Expérimentations
MOLOSS a été testé sur un ordinateur avec 3 proces-
seurs Intel XEON E-2670 et 64 Go de mémoire vive. Nous
avons généré aléatoirement des formules de test de profon-
deur comprise entre 10 et 23 pour des logiques modales
particulières (K, T, S4, . . . ).
Les différents modes de MOLOSS ont été comparés en
utilisant ces formules de test : le mode direct, le mode
utilisant des règles d’instanciation et Z3 comme solveur
SAT et le mode utilisant des règles d’instanciation et Mi-
nisat comme solveur SAT. Un timeout de 900s a été fixé
et seules les formules pour lesquelles au moins un des trois
modes précédemment cités a émis un résultat sont considé-
rées. Lorsque plusieurs modes renvoient un résultat pour la
même formule, nous avons vérifié que les résultats étaient
identiques.
Le tableau 2 présente les taux de succès pour les diffé-
rents modes. Les colonnes Z3 et MS (pour Minisat) pré-
sentent la proportion de formules pour lesquelles MO-
LOSS avec le mode correspondant était plus rapide que
le mode direct. La colonne both représente la propor-
tion de formules pour lesquelles au moins un des solveurs
avec règles d’instanciation était plus rapide que le mode
direct. Enfin, la colonne MS/Z3 présente la proportion
de formules pour lesquelles Minisat était plus rapide que
Z3 comme solveur SAT. Le tableau 3 présente le taux de
timeout pour chaque mode.
Les modes utilisant des procédures d’instanciation sont
plus rapides que le mode direct. Il y a toutefois deux ex-
ceptions : les logiques T et S4. Une explication possible
pourrait être le fait que T et S4 utilisent la propriété de
réflexivité. On peut cependant noter que S5 utilise égale-
ment la propriété de réflexivité, mais que cette propriété
logique Z3 MS both MS/Z3
K 0.8049 0.9432 0.9892 0.9324
T 0.3180 0.2809 0.4259 0.2870
B 0.7159 0.8023 0.9040 0.7985
K4 0.4571 0.8857 0.8857 0.9429
S4 0.1873 0.7570 0.7570 0.9316
K5 0.5374 1 1 0.9962
S5 0.3351 0.9046 0.9072 0.9820
Table 2 – Comparaison des différents modes
logique direct Z3 MS
K 0.2442 0.0169 0.0492
T 0.2191 0.2347 0.5648
B 0.2342 0.0461 0.1459
K4 0.2555 0.3328 0.0571
S4 0.4886 0.5722 0.0582
K5 0.5624 0.3589 0
S5 0.7062 0.5129 0.0129
Table 3 – Taux de timeout
est contrebalancée pour la propriété euclidienne qui avan-
tage MOLOSS. La figure 1 montre que pour la plupart des
logiques considérées il existe deux nuages de points, un
pour chaque oracle, et que ces nuages de points distincts
n’apparaissent pas pour T, S4 et S5. Ce point devra être
approfondi dans la suite de nos travaux.
Dans la plupart des cas, MOLOSS utilisant Minisat
comme solveur SAT est plus rapide que MOLOSS utili-
sant Z3 comme solveur SAT. Plus précisément, pour les
logiques K4, S4, K5 et S5, Minisat est plus rapide que Z3,
mais pour K et B, Minisat atteint la limite de temps plus
souvent que Z3. Enfin, il n’y a pas de gagnant entre Minisat
et Z3 pour la logique T, même si Minisat atteint la limite de
temps plus souvent que Z3. Ces résultats sont étranges car
les procédures d’instanciation sont appelées sur un modèle
et ne dépendent pas directement du solveur SAT utilisé.
8 Conclusion
Dans cet article nous avons décrit MOLOSS, une pre-
mière implémentation et extension du travail théorique pré-
senté dans [1]. MOLOSS traduit classiquement des for-
mules de logique modale en formule en logique classique
du premier ordre et permet pour vérifier la satisfiabilité
de ces formules traduites d’utiliser soit Z3 comme solveur
SMT ou d’utiliser des procédures d’instanciation et un sol-
veur SAT. Nous avons également implémenté une procé-
dure permettant d’éviter l’explosion du nombre de mondes,
soit en utilisant la procédure Max-SMT de Z3, soit en utili-
sant une procédure incrémentale et une relaxation graduelle
des contraintes pour des solveurs SAT.
Lors des tests de MOLOSS sur des formules géné-
rées aléatoirement pour différentes logiques modales, nous
avons pu vérifier qu’utiliser les procédures d’instanciation
était plus efficace que de laisser le solveur SMT gérer lui-
même les quantificateurs du premier ordre. Cela était at-
tendu, car les règles d’instanciation sont guidées par les
axiomes de cadre et sont donc plus efficaces que l’algo-
rithme d’E-matching utilisé dans Z3 pour gérer les quanti-
ficateurs.
Enfin, des campagnes de tests doivent être menées afin
de comparer MOLOSS à des solveurs de l’état de l’art
comme ceux cités dans la section 1 sur des benchmarks
classiques comme ceux présentés dans [3, 22] et non pas
des formules générées aléatoirement. Cela permettrait de
montrer que l’approche prise par MOLOSS est intéressante
et devrait nous permettre de l’améliorer.
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