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Abstract
We present a new algorithm for spectral clustering based on a column-pivoted QR
factorization that may be directly used for cluster assignment or to provide an initial
guess for k-means. Our algorithm is simple to implement, direct, and requires no ini-
tial guess. Furthermore, it scales linearly in the number of nodes of the graph and
a randomized variant provides significant computational gains. Provided the subspace
spanned by the eigenvectors used for clustering contains a basis that resembles the set of
indicator vectors on the clusters, we prove that both our deterministic and randomized
algorithms recover a basis close to the indicators in Frobenius norm. We also experi-
mentally demonstrate that the performance of our algorithm tracks recent information
theoretic bounds for exact recovery in the stochastic block model. Finally, we explore
the performance of our algorithm when applied to a real world graph.
Spectral clustering has found extensive use as a mechanism for detecting well-connected
subgraphs of a network. Typically, this procedure involves computing an appropriate num-
ber of eigenvectors of the (normalized) Laplacian and subsequently applying a clustering
algorithm to the embedding of the nodes defined by the eigenvectors. Currently, one of
the most popular algorithms is k-means++ [5], the standard iterative k-means algorithm
[28] applied to an initial clustering chosen via a specified random sampling procedure. Due
to the non-convex nature of the k-means objective, however, this initialization does not
preclude convergence to local minima, which can be poor clusterings.
We provide an alternative, direct (non-iterative) procedure for clustering the nodes in
their eigenvector embedding. It is important to note that our procedure is not a substitute
for k-means++ when tackling general (i.e., non-spectral) clustering problems. For spectral
embeddings of graphs with community structure, however, we take advantage of additional
geometric structure of the embedding to build a more robust clustering procedure. Fur-
thermore, our algorithm is built out of a simple column-pivoted QR factorization, making
it easy to implement and use. Finally, a simple randomized acceleration of our algorithm
substantially reduces the cost of cluster assignment, making it feasible for large problems
of practical interest.
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1 Background and setup
Given a simple undirected graph G with adjacency matrix A ∈ {0, 1}n×n, we consider the
multi-way clustering problem of partitioning the vertices of G into k disjoint clusters. A
common (albeit unrealistic) generative model for graphs exhibiting this sort of cluster struc-
ture is is the k-way stochastic block model.
Definition 1 (Stochastic block model [25]). Partition [n] into k mutually disjoint and non-
empty clusters C1, . . . , Ck. Given probabilities p and q such that p > q, let M ∈ [0, 1]n×n
have entries Mii ≡ 0 and, for i 6= j,
Mij ≡
{
p, {i, j} ⊂ Ck for some k,
q, else.
A symmetric adjacency matrix A ∈ {0, 1}n×n with Aij ∼ Bernoulli(Mij) for i < j and
Aii ≡ 0 for all i is said to be distributed according to the k-way stochastic block model
(SBM) with clusters {Ci}ki=1, within-cluster probability p, and between-cluster probability q.
For an SBM with equisized clusters, the maximum-likelihood estimate for the clusters
can be phrased in terms of maximizing the number of within-cluster edges; that is, given
A, find a matrix X whose columns are indicator vectors for cluster membership such that
X attains the optimal value of the combinatorial optimization problem
maximize
X
Tr
(
XTAX
)
subject to X ∈ {0, 1}n×k, XTX = n
k
Ik.
(1)
If A is not assumed to be a random sample from the SBM, then the above problem does
not have the interpretation of maximum-likelihood estimation, though it remains a common
starting point for clustering. Given that the combinatorial optimization problem is NP-
hard, it is typical to relax (1) to a computationally-tractable convex formulation.
A common relaxation of (1) is to remove the restriction that X ∈ {0, 1}n×k and instead
optimize over real-valued matrices,
maximize
X
Tr
(
XTAX
)
subject to X ∈ Rn×k, XTX = n
k
Ik.
(2)
While this optimization problem is still non-convex, it follows from the Courant-Fischer-
Weyl min-max principle that an optimal point X∗ is given as X∗ = VkQ, where Vk ∈ Rn×k
contains the eigenvectors of A corresponding to the k largest eigenvalues and Q ∈ Ok is
an arbitrary orthogonal transformation. Because the solution X∗ is no longer discrete, the
canonical spectral clustering approach uses the rows of X∗ as coordinates in a standard
point-cloud clustering procedure such as k-means.
We propose an algorithm based on a column-pivoted QR factorization of the matrix V Tk
that can be used either as a stand-alone clustering algorithm or to initialize iterative algo-
rithms such as k-means. Our approach stems from the computational quantum chemistry
literature, where the same basic procedure has been developed as a method for construct-
ing spatially-localized bases of an eigenspace associated with the nonlinear eigenproblem of
Kohn-Sham density functional theory [11, 12]. Our numerical experiments show that our
approach closely tracks the information-theoretic limit in terms of exact clustering of the
stochastic block model, whereas k-means++ on its own does not.
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1.1 Related work
An algorithm using a column-pivoted QR for cluster assignment of general point-cloud
data—with an assumption of orthogonality amongst the clusters—has previously appeared
in the literature in the context of spectral relaxation of the k-means objective [39]. Curi-
ously, though we find the basic idea to be powerful, this algorithmic approach seems to have
been ignored and we can find no further reference to it. We expand upon this work, taking
advantage of algorithmic improvements appearing in the computational chemistry litera-
ture for greater efficiency. Further, by addressing the sparse adjacency matrix case instead
of the Gram matrix of point-cloud data, we are able to strongly motivate our approach
based on proven spectral properties of model graphs and graphs with assumed underlying
cluster structure.
Spectral methods as we discuss here stem from work on the Fiedler vector [16, 14] for the
two-block case and spectral embeddings coupled with k-means clustering [33] in the multi-
block case. For a more comprehensive overview of initialization procedures for k-means see,
e.g. , Celebi et al. [9]. Recent analysis of these methods applied to the SBM [35, 18] focuses
on misclassification of nodes. Another line of work considers matrices besides the adjacency
matrix or normalized Laplacian to achieve theoretical detection thresholds [26, 30]. Other
recent work [31] demonstrates where spectral methods break down and argues for the use
of SDP-based methods.
Recently, there has been significant work on understanding when it is possible to exactly
recover communities in the sparse SBM, wherein the probability of connections between
nodes is Θ(log n/n). Specifically, the information theoretic bound for when exact recovery
is possible with two blocks was developed by Abbe et al. [1] and an SDP-based algorithm
achieving the bound was proposed. Additional recent work [2, 22, 23] has extended this
theory to the multi-block case (for a constant or slowly growing number of clusters) and
generalized the SDP approach. We will return to this example in the numerical results
section.
2 Algorithm
2.1 Preliminaries
Suppose G is a simple undirected graph with symmetric adjacency matrix A ∈ {0, 1}n×n.
Let the eigendecomposition of A be given by
A =
[
Vk Vn−k
] [ Λk 0
0 Λn−k
] [
Vk Vn−k
]T
,
where Vk ∈ Rn×k and Vn−k ∈ Rn×(n−k) contain pairwise orthonormal columns of eigen-
vectors, and Λk = diag(λ1, λ2, . . . , λk) contains the k largest eigenvalues of A sorted as
λ1 ≥ λ2,≥ · · · ≥ λk. Of interest in spectral clustering is the structure of the eigenspace
spanned by the columns of Vk or a related matrix, as we make explicit below.
Definition 2. Suppose C1, C2, . . . , Ck is a clustering of the vertex set [n]. We say the matrix
W ′ ∈ {0, 1}n×k with entries given by
W ′ij ≡
{
1, if vertex i belongs to cluster j,
0, otherwise,
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is an indicator matrix for the underlying clustering. If W ′ is an indicator matrix and
W ∈ Rn×k+ is given by scaling the columns of W ′ to have unit `2 norm then we call W a
normalized indicator matrix for the underlying clustering.
Suppose A is sampled from the k-way SBM on n nodes with within- and between-
cluster connection probabilities p and q. Letting W be a normalized indicator matrix for
the underlying clustering and provided that p and q do not decay too quickly asymptotically,
standard matrix concentration inequalities [37, 6] coupled with the Davis-Kahan theorem
[13] give convergence of the spectral projector VkV
T
k in n, i.e., for fixed k there exists
δn = o(1) such that ∥∥WW T − VkV Tk ∥∥2 ≤ δn
with high probability. The exact nature of these concentration results depends strongly on
the asymptotic behavior of p and q, however, the general idea is that with high probability
any given A will be close to the average adjacency matrix. More generally, if A is a
symmetric adjacency matrix not necessarily coming from the SBM that is sufficiently close
to M , the same basic argument applies [38]. Therefore, let  > 0 be such that∥∥WW T − VkV Tk ∥∥2 ≤ .
From this bound on the distance between spectral projectors we can conclude the existence
of Q ∈ Ok such that
‖W − VkQ‖F ≤
√
k+O(2). (3)
Concisely, we expect the eigenvector matrix Vk to look like the normalized indicator
matrix W , under a suitable orthogonal transformation. Alternatively, VkQ provides an
approximately sparse basis for the range of Vk. Thus, while any orthogonal transformation
of the (appropriately scaled) eigenvectors is a solution to (2), there exists a specific solution
that directly reflects the underlying cluster structure. If W and Vk in (3) were both known,
finding an orthogonal transformation to make Vk resemble W is not a difficult problem.
However, we seek to find this transformation without knowing the clustering a priori.
In general, when handed a graph that may not come from the SBM, we cannot leverage
explicit knowledge of eigenvectors. However, for graphs that admit a k-way clustering,
there is a slightly more general geometric structure we can appeal to—so-called orthogonal
cone structure (OCS). Motivation for this model and the nomenclature is borrowed from
Schiebinger et al. [36]. However, they address a slightly different (though related) problem
and we do not use their model exactly. Additional justification for finding OCS in graphs
with community structure may be found in Gharan & Trevisan [19] and Benzi et al. [7].
To aid in our discussion, for a given orthonormal vector q ∈ Rk and scalar µ ∈ [0, 1] we
define the cone Kµ(q) as
Kµ(q) ≡
{
x ∈ Rk
∣∣∣∣ xT q‖x‖2 ≥ 1− µ
}
.
Given this simple definition of a cone, we may now define OCS rigorously.
Definition 3. A set of points {xi}ni=1 in Rk exhibit orthogonal cone structure (OCS) with
parameters η ∈ (0, 1], µ ∈ [0, 1] , and δ > 0 if the following hold:
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1. There exists a set of orthonormal vectors {qi}ki=1 such that at least ηn of the xi satisfy
xi ∈ Kµ (qj) (4)
for exactly one j = 1, . . . , k. Furthermore, each of the Kµ (qj) contains at least one
xi.
2. Let I denote the set of xi that satisfy 4 for some j, then
‖xi‖2 ≤ δmin
l∈[k]
max
xj∈Kµ(ql)
‖xj‖2 ∀ xi /∈ I.
When these two conditions are satisfied for a set of points in Rk we say {xi}ni=1 ∈ OCSk(η, µ, δ).
This definition essentially says that given n points, a fraction η of them can be assigned
uniquely to a set of cones with orthogonal centers, while the remaining points have small
norm relative to the largest point in each cone. Importantly, given the cone centers {qj}kj=1
it is easy to correctly cluster the points that lie in the cones—under the assumption that
the cones reflect the desired cluster structure. This is accomplished by simply checking
which qj a given point has largest magnitude inner product with. Those points that lie
outside the cones are assumed to not be particularly well-suited to any of the clusters and
any assignment is considered acceptable.
In both OCS and the SBM we have n points contained in k cones, the centers of which
are assumed to be orthogonal. However, they are represented in an arbitrary coordinate
system using the eigenvectors, which means the embedding coordinates of each point do not
make it easy to determine which points belong to which cone. If we can find a coordinate
system roughly aligned with the centers of the cones, we can then rotate the points into
this system and read off the cluster assignment based off the largest magnitude entry. This
idea is illustrated in Figure 1.
Figure 1: Two dimensional demonstration of the expected orthogonal cone structure. While
the computed eigenvectors (left) may not readily allow for coordinate-based clustering, there
is a rotation of the coordinate system (right) that does.
We accomplish this task primarily with the use of a column-pivoted QR factorization.
We define this factorization notationally for matrices that are wider than they are tall,
which is the setting we will require later.
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Definition 4. Let B ∈ Rk×n with k ≤ n have rank k. The column-pivoted QR factorization
(CPQR) of B is the factorization
BΠ = Q
[
R1 R2
]
as computed via the Golub-Businger algorithm [8] (see also Chapter 5 of Golub & Van
Loan [20]) where Π ∈ Rn×n is a permutation matrix, Q ∈ Ok is an orthogonal matrix,
R1 ∈ Rk×k is upper triangular, and R2 ∈ Rk×(n−k).
Ideally, the permutation Π is chosen to make R1 as well-conditioned as possible given B.
The Golub-Businger algorithm chooses this permutation using a greedy heuristic wherein
at each step of the algorithm the column with largest norm is picked as the pivot and the
remaining columns are orthogonalized against it.
Lastly, we briefly define a slightly less common matrix factorization we leverage in our
algorithm—the polar factorization
Definition 5. For a matrix B ∈ Rk×k, the polar factorization of B is the factorization
B = UH
where U ∈ Rk×k is orthogonal and H ∈ Rk×k is positive semi-definite.
Such a factorization always exists and, if B has full rank, H is guaranteed to be positive
definite. Importantly, in any orthogonally-invariant norm U is the closest orthogonal matrix
to B [15]. Finally, the polar factorization may be computed easily from the orthogonal
factors from the singular value decomposition (SVD) of B with computational cost O(k3)
or by a specialized routine. Further details may be found in, e.g., Higham [24].
2.2 Algorithm statement
Given Vk we propose the following algorithm for finding k clusters in the graph:
1. Compute the CPQR factorization
V Tk Π = QR.
2. Let C denote the k columns selected as the first k columns of Π.
3. Compute the polar factorization
(
V Tk
)
:,C = UH.
4. For each j ∈ [n] assign node j to cluster
cj ≡ arg max
i
(∣∣UTV Tk ∣∣i,j) .
Note that |·| is used to represent the elementwise absolute value operation when applied
to a matrix and here we assume that every node belongs to exactly one cluster. For real-
world applications, if all entries in a column are small we may optionally not assign the
corresponding node to any cluster, but we do not explore that further at this time.
The above algorithm is strikingly simple, there is no dependence on any sort of initial
guess, it is naturally invariant to the data ordering, and it is constructed out of common
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and efficient matrix factorizations. From an implementation standpoint the CPQR may be
computed using, e.g., the qr function in MATLAB R© or the LAPACK [4] routine DGEQP3
[34]. Overall, the cost of this algorithm is linear in the number of nodes of the graph
and quadratic in the number of clusters, i.e., O(nk2). The lack of an initial guess is a
particularly important distinction from the generally used k-means algorithm.
A simple randomized variant of our algorithm allows us to more efficiently compute a
matrix Q such that QTVk may be used for cluster assignment with high probability. To do
this, we define the probability distribution ρ over [n] as
Pr({j}) =
∥∥∥(V Tk ):,j∥∥∥2
k
.
Sampling strategies based on ρ are not new and corresponds to sampling via the so-called
leverage scores [29] of the spectral projector VkV
T
k . Generically, similar strategies are com-
mon in the construction of low rank factorizations [17]. However, here we have a different
goal. The spectral projector is always exactly rank k, and we are not concerned with suf-
ficiently sampling its range. Rather, we simply need to ensure sampling of one column
associated with each cluster for the QR factorization to be effective; we are essentially
throwing away excess data. The use of leverage scores ensures that the probabilities of
selecting a column from a given cluster are all (roughly) equal.
Given Vk, an oversampling factor γ, and a failure probability δ, the following algorithm
computes the cluster assignments:
1. Sample a set J of γk log (kδ ) nodes from [n] based on the discrete distribution ρ.
2. Compute the CPQR factorization(
V Tk
)
:,J Π = QR.
3. Let C denote the k columns selected as the first k columns of Π.
4. Compute the polar factorization
((
V Tk
)
:,J
)
:,C
= UH.
5. For each j ∈ [n] assign node j to cluster
cj ≡ arg max
i
(∣∣UTV Tk ∣∣i,j) .
The cost of the CPQR is now O(k3 log k), yielding a cluster assignment operator in
time independent of n. While computing UTVk in step 3 formally scales as O(nk2), the
dominant cost in the deterministic algorithm is the CPQR. If one only wishes to cluster a
subset of the nodes or check if two nodes are in the same cluster, then UT need only be
applied to some columns of V Tk . Furthermore, U
TV Tk scales well when computed on parallel
architectures and the assumed structure, specifically the locality, of the product could also
potentially be used to reduce the cost of its computation. The other dependence on n in
the form of O(nk) is in computing the column norms of V Tk to build ρ. This operation
also parallelizes well and asymptotically costs no more than writing down Vk itself. To
truly make the cost of constructing U independent of n, however, one may sample nodes
uniformly to build J . In this case one must sample slightly more than k log k, in a manner
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that depends on the size of the smallest cluster relative to n, to ensure the same failure
probability.
Prior to embarking on the proofs, we provide a brief high-level rationale for the use
of a CPQR. Assuming every point belongs to exactly one cluster, the k-means algorithm
applied to the spectral embedding may be expected to work in principle given a sufficiently
close initial guess for the cluster centers. Equivalently, given one node from each cluster we
may use it as a proxy for a cone center. It turns out the CPQR procedure achieves this goal
when we are working with the spectral embedding for a graph with community structure.
Heuristically, consider picking an initial node at random. It belongs to one of the clusters
and thus might be a reasonable surrogate for a cone center that represents that cluster.
Now, we need a procedure to pick a point that is guaranteed to be in a different cluster to
use as another center. For general clustering problems this may be difficult. However, here
we observed that the clusters have additional structure: we expect them to be orthogonal.
This motivates the use of the CPQR. Once we orthogonalize all of the points against the
center point of the first cluster, the norms of other points in the same cluster become small
while the norms of points in different clusters remain more or less the same. Therefore,
picking the point with largest remaining norm should yield a viable center for a different
cluster. By repeating this procedure k times we hope to get a good set of k different cluster
centers. This procedure is codified by the CPQR factorization introduced earlier.
The preceding procedure ideally gives us k points, each of which represents one of the
underlying cones. However, we expect the cones to exhibit orthogonal structure and the
selected cluster centers may not be quite orthogonal. Hence, we compute the “closest”
orthogonal matrix to
(
V Tk
)
:,C via the polar factorization. This orthogonal matrix defines a
coordinate system that aligns with the expected structure of the points. Once viewed in
this coordinate system (by applying the appropriate rotation) we may simply cluster the
points based on their largest magnitude entry.
Remark 1. One may, alternatively, simply use the Q factor from the CPQR as the new
coordinate system, which corresponds to a greedy orthogonalization of the k points. In the
later examples, because R1 ends up being quite well conditioned there is not a significant
difference between these two strategies. The polar factorization has the potential advantage
of not giving preferential treatment to any of coordinate directions based on the order in
which they were selected.
2.3 Analysis
To make our analysis concrete, we assume the indicator structure inherent to the SBM.
The justification for OCS is the same. In particular, one may relax the model for W to
represent more general OCS. As long as W is assumed to only contain one nonzero per row
the following analysis still holds (with slightly larger constants to account for the fact that
each column of W may contain more than one nonzero value). This is reasonable because
the problem is fundamentally the same for both the SBM and more general OCS: given a
collection of orthogonal indicator vectors that have been arbitrarily rotated and perturbed,
how do we recover the underlying structure?
Theorem 7.2 of Gu & Eisenstat [21] proves that for a CPQR as defined above
σk (R1) ≥ σk(B)
f(n, k)
, (5)
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where σj denotes the j
th singular value of a matrix and f(n, k) = 2k
√
n. This bound
ensures that the singular values of R1 are not too much smaller than the singular values
of B. The CPQR defined here is related to a broader class of rank-revealing QR (RRQR)
factorizations [10, 21] that seek a permutation Π such that (5) holds for different forms of
the denominator f(n, k), e.g.,
√
k(n− k) + min(n, n− k). Because the matrices we deal
with are quite far from the pathological worst-case examples we find the standard CPQR
algorithm sufficient for our needs.
We will show our algorithm finds a matrix U such that VkU is close to W (up to a
signed column permutation) without explicit knowledge of the sparsity structure of W. The
potentially different column order inherited from the signed permutation simply corresponds
to a relabeling of the clusters and since we take use the largest entry in absolute value to
do cluster assignment the sign does not matter.
We prove two lemmas that ensure the CPQR pivoting strategy applied to V Tk (or a
randomly selected subset of its columns) implicitly identifies k linearly independent columns
of WW T .
Lemma 1. Let W ∈ Rn×k and V ∈ Rn×k have orthonormal columns and satisfy∥∥WW T − V V T∥∥
2
≤ 
with  < 2−k/
√
n. If V TΠ = QR is a CPQR factorization and C denotes the original
indices of the first k columns selected by the permutation Π, then
range
{(
WW T
)
:,C
}
= range {W} .
Proof. Theorem 7.2 of Gu & Eisenstat [21] coupled with the fact that σi(V ) = 1 for
i = 1, . . . , k implies that σmin(R1) ≥ 2−k/
√
n. Substituting in the CPQR factorization
yields (
WW T + E
)
Π = V Q
[
R1 R2
]
with ‖E‖2 ≤ . Now, σmin(R1) ≥  implies that
(
W T
)
:,C is non-singular, as otherwise the
distance from V QR1 to the nearest singular matrix is less than , which is a contradiction.
The result follows.
Lemma 2. Let W ∈ Rn×k be a normalized indicator matrix and V ∈ Rn×k have orthonor-
mal columns and satisfy ∥∥WW T − V V T∥∥
2
≤ 
with  < 2−k/
√
n and assume there exists γ > 0 such that
1
γk
≤
∑
i∈Cj
‖V:,i‖22
for j ∈ [k]. Let J denote γk log kδ samples with replacement from the discrete distribution
ρ over [n]. If
(
V T
)
:,J Π = QR is a CPQR factorization and C denotes the original indices
of the first k columns selected by the permutation Π, then with probability 1− δ
range
{(
WW T
)
:,C
}
= range {W} .
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Proof. The matrix WW T has k distinct linearly independent columns, and because of the
normalization the sum of square column norms for each set is 1. Therefore, the distribution
ρ has mass 1k on each set of linearly independent columns. Now, a simple coupon-collecting
argument [32] over k bins where the smallest mass a bin can have is 1/ (γk) ensures that
J contains k linearly independent columns. The result now follows immediately from
Lemma 1.
Remark 2. In either lemma, one may substitute the CPQR for a different RRQR [10] or
strong RRQR [21] and inherit the appropriate upper bound on  based on the corresponding
f(n, k).
By assumption, W ≈ V Z for some unknown orthogonal matrix Z. The key aspect of
Lemma 1 and Lemma 2 is that the CPQR identifies sufficient information to allow the
construction of an orthogonal matrix U that is close to Z.
Theorem 1. Let W ∈ Rn×k be a normalized indicator matrix and suppose n > 4. Let
V ∈ Rn×k with orthonormal columns satisfy∥∥WW T − V V T∥∥
2
≤ 
with  < 2−k/
√
n. If U is computed by the deterministic algorithm in subsection 2.2 applied
to V T , then there exists a permutation matrix Π̂ such that
‖W Π̂− V U‖F ≤ k
√
n
(
2 + 2
√
2
)
+O (2) .
Proof. Let C denote the original indices of the first k columns selected by the permutation
Π. Based on the nonzero structure of W and Lemma 1, there exists a permutation matrix
Π̂ such that RI ≡ Π̂T
(
W T
)
:,C is diagonal with positive diagonal entries. Our assumptions
on W and V imply an that there exists an orthogonal matrix Z such that∥∥∥ZΠ̂RI − (V T ):,C∥∥∥F ≤ √k+O (2)
Now, observe that
(
ZΠˆ
)
RI is the polar factorization of a matrix. Using perturbation
analysis for polar factorizations [24] yields∥∥∥ZΠ̂− U∥∥∥
F
≤ 
(
1 +
√
2
)
k
√
n+O (2) .
Similar to above, our assumptions also imply that∥∥∥W Π̂− V ZΠ̂∥∥∥
F
≤
√
k+O (2) .
Substituting U for ZΠ̂ and using the bound of their difference allows us to conclude the
desired result.
Theorem 2. Let W ∈ Rn×k be a normalized indicator matrix and suppose n > 4. Let
V ∈ Rn×k with orthonormal columns satisfy∥∥WW T − V V T∥∥
2
≤ 
10
with  < 2−k/
√
n and assume there exists γ > 0 such that
1
γk
≤
∑
i∈Cj
‖V:,i‖22
for j ∈ [k]. If U is computed following the randomized algorithm in subsection 2.2 then
with probability 1− δ there exists a permutation matrix Π̂ such that
‖W Π̂− V U‖F ≤ k
√
n
(
2 + 2
√
2
)
+O (2) .
Proof. The proof mirrors that of Theorem 1, we simply use Lemma 2 in place of Lemma 1
to ensure that the permutation Π̂ exists.
Theorems 1 and 2 showt that if the subspace spanned by Vk is close to one containing
indicator vectors on the clusters, then both of the proposed algorithms yield an orthogonal
transformation of Vk approximating the cluster indicators. This representation of the sub-
space may then be directly used for cluster assignment. If desired, one may also use the
computed clustering to seed the k-means algorithm and attempt to further improve the
results with respect to the k-means objective function. This can either be accomplished
by computing the cluster centers, or by using the points associated with the set C as the
initial cluster centers.
2.4 Connections to the SBM
The preceding theory is rather general, as it only relies on normalized indicator structure
of W. The connection to the SBM is by virtue of W representing the range of EA = M ,
which is a rank k matrix. Specifically, for a given instance of the SBM, Corollary 8.1.11 of
Golub & Van Loan [20] yields
‖WW T − VkV Tk ‖2 ≤
4
m(p− q)− p ‖(A−M)‖2 . (6)
We now restrict ourselves to the regime where p, q ∼ lognn , and introduce the parametriza-
tion p ≡ α logmm and q ≡ β logmm as in Abbe et al. [1]. Note that here we assume a
constant number of clusters k and therefore n → ∞ implies that m → ∞. In this regime,
‖A−M‖2 .
√
logm with probability tending to 1 as m→∞.
Theorem 3. There exists a universal constant C such that
P
{
‖A−M‖2 ≥
(
3
√
2
√
α+ (k − 1)β + C
)√
logm
}
→ 0
as n→∞.
Proof. The result is a direct consequence of Corollary 3.12 and Remark 3.13 of Bandeira &
Van Handel [6] applied to A−M . Using the notation of that reference, C is selected such
that C2 > c˜1/2.
Corollary 1. There exists a constant depending only on α and β, denoted Cα,β, such that
P
{
‖WW T − V V T ‖2 ≥ Cα,β
(α (1− 1/m)− β)√logm
}
→ 0
as n→∞.
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Proof. The result is obtained by combining Theorem 3 with (6) and letting
Cα,β = 3
√
2
√
α+ (k − 1)β + C
Corollary 1 gives an upper bound on ‖WW T −V V T ‖2 that holds with high probability
and decays asymptotically as 1√
logm
. It is important to note that this rate of decay is
not sufficient to satisfy the assumptions required for Lemmas 1 and 2. Nevertheless, as
evidenced by our numerical results our algorithms perform quite well in this sparse regime.
In fact, under the assumption that our algorithm correctly identifies one point per cluster
our results say that the root mean squared error 1n‖W Π̂− V U‖F decays like 1√n logn .
In practice, Lemmas 1 and 2 are used to ensure that one column associated with each
cluster is found. While matrices exist for which the worst-case CPQR bounds used are
achieved, we conjecture that this does not occur for the structured matrices appearing in
this application of CPQR. In fact, a stronger row wise error bound on ‖WQ− V ‖F for Q
that solves the orthogonal Procrustes problem would allow for the development of stronger
results for our algorithm. We do not know of any sufficient results in the literature and are
working to develop such bounds.
2.5 Connections to OCS
The preceding theory may also be connected to OCS. In particular, we may view the
collection of orthogonal cone centers {qj}kj=1 as an arbitrary rotation of the canonical basis
vectors. This means that the indicator matrix W is also relevant for the OCS model.
However, now we need to assume that a fraction 1 − η of the rows of W are exactly
zero, corresponding to nodes that do not belong to any cone. In practice, this motivates
a potential modification of our algorithm to avoid assigning a cluster to any column of∣∣UTV TK ∣∣ where all of the entries are uniformly small.
In the OCS framework, the prior theory carries through in a similar manner with a few
small modifications we discuss here. In particular, Lemmas 1 and 2 must be modified to
ensure that one column per cone is selected. We accomplish this in the following lemma by
using the same conditioning argument as before and assuming that µ and δ are sufficiently
small.
Lemma 3. Let V ∈ Rn×k have orthonormal columns with the columns {vi}ni=1 of V T
exhibiting OCS, specifically {vi}ni=1 ∈ OCS(η, µ, δ) with cone centers {qi}ki=1 . Furthermore,
let cM ≡ maxi∈[n] ‖vi‖2 and assume that
δcM <
2−k√
n
and µc2M <
2−2k−4
n
.
If V TΠ = QR is a CPQR factorization and C denotes the original indices of the first k
columns selected by the permutation Π, then for each j ∈ [k] the matrix (V T )
:,C has exactly
one column contained in Kµ (qj) .
Proof. As before, the smallest singular value of
(
V T
)
:,C is bounded from below by
2−k√
n
.
This precludes any column of
(
V T
)
:,C from having norm less than
2−k√
n
since cM < 1. In
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particular, this implies that no column is outside the cones Kµ (qj) from the definition of
OCS.
It remains to prove that no two columns of
(
V T
)
:,C come from the same cone. We
proceed by contradiction. Assume i1, i2 ∈ C and vi1 , vi2 ∈ Kµ(qj) for some j. Using our
upper bound on µcM we may conclude that
‖vi1 − qjqTj vi1‖2 ≤
2−k−2√
n
and the same inequality holds for vi2 . Therefore, there exists a perturbation of
(
V T
)
:,C with
`2 norm bounded by
2−k√
n
that makes two columns co-linear, which contradicts our lower
bound on the smallest singular value. Finally, since |C| = k the result follows.
Asserting that we can select one point per cone via Lemma 3 yields the following recovery
theorem.
Theorem 4. Let V ∈ Rn×k have orthonormal columns, and assume the columns of
V T , denoted {vi}ni=1 ∈ OCS(η, µ, δ) with cone centers {qi}ki=1 . Furthermore, let cM ≡
maxi∈[n] ‖vi‖2 and assume that
δcM <
2−k√
n
and µc2M <
2−2k−4
n
.
If U is computed by the deterministic algorithm in subsection 2.2 applied to V T , then there
exists a permutation matrix Π̂ such that Usatisfies
‖Π̂UT vi −QT vi‖2
‖vi‖2 ≤
(2 +
√
2)k3/2cMµ
cm
∀ i ∈ [n]
where the columns of Q are the underlying cone centers {qi}ki=1 and cm ≡ minj∈C ‖vj‖2.
Proof. Based on Lemma 3 there exists a permutation Π̂ such that
‖ (V T )
:,C Π̂−QD‖F ≤
√
2kcMµ,
where D is a diagonal matrix and Dii is equal to the two norm of the i
th column of
(
V T
)
:,C .
Equivalently we may assert that∥∥∥(V T ):,C −QΠ̂T Π̂DΠ̂T∥∥∥F ≤ √2kcMµ.
Thinking of
(
QΠ̂T
)(
Π̂DΠ̂T
)
as the polar factorization of some matrix divided into its
orthogonal and positive definite parts, we use perturbation theory for polar factorizations
[24] to bound the distance between U and QΠ̂T as
‖U −QΠ̂T ‖F ≤ (2 +
√
2)k3/2cMµ
cm
.
Using
‖Π̂UT vi −QT vi‖2 ≤ ‖U −QΠ̂‖F ‖vi‖2
allows us to conclude the desired result.
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This result implies that if µ and δ are small enough our algorithm can correctly assign
the ηn nodes that belong to clusters, up to an arbitrary labeling encoded in Π̂. While
our CPQR analysis yields a lower bound on minj∈C ‖vj‖2 in terms of k and n it is often
pessimistic in practice, so we leave our result in terms of the smallest column norm. Adding
some assumptions about the total mass of nodes per cone allows Lemma 3 and Theorem 4
to be modified in a similar manner to address the randomized variant of our algorithm.
Ultimately, these results are somewhat unwieldy and appear pessimistic when compared
with the observed performance of our algorithm. It is also difficult to assert that a graph’s
eigenvectors will obey such structure (especially if we require small δ and µ.) Later, we
demonstrate the behavior of our algorithm on real graphs and its favorable performance
when compared with standard spectral clustering methods.
2.6 Connected components
A limiting, and somewhat cleaner, scenario of the graph clustering problem is the graph
partitioning problem. Here, we are given a graph that is comprised of k disjoint connected
components. A relatively simple problem is to partition the graph into these k components.
It turns out, given any orthonormal basis for the k-dimensional eigenspace associated with
the zero eigenvalue of the normalized Laplacian our algorithm exactly recovers the parti-
tion (with high probability in the case of the randomized variant). While there are many
algorithms for finding connected components, we find this to be an interesting property of
our algorithm.
Given a matrix W ∈ Rn×k with orthonormal columns and at most one nonzero in each
row, let V ∈ Rn×k differ from W by some rotation Z ∈ Ok. In this case, it is simple to
modify the analysis of subsection 2.3 to show that our algorithm applied to V will exactly
recover W up to a permutation of the columns.
A more interesting observation is that given any k˜ < k dimensional subspace of the k-
dimensional subspace associated with the zero eigenvalue of the normalized Laplacian our
deterministic algorithm will partition the nodes into k˜ connected components. We prove
this by showing that our algorithm necessarily places each connected component in the
same cluster by virtue of its assignment step.
Theorem 5. Let V ∈ Rn×k˜ have orthonormal columns, let W ∈ Rn×k have orthonormal
columns with exactly one nonzero per row, and assume k˜ ≤ k. If V = WZ for some
Z ∈ Rk×k˜ with orthonormal columns, then our deterministic algorithm partitions [n] into
k˜ clusters in a manner such that no two clusters contain rows of W with the same sparsity
pattern.
Proof. Let Si ⊂ [n] denote the support of column i of W. Using this notation, we see that
the columns of
(
V T
)
:,Si are co-linear —they are all proportional to the i
th column of ZT .
This implies that given any orthogonal matrix U, each column of
∣∣∣UT (V T ):,Si∣∣∣ attains its
maximum in the same row. Therefore, we see that each connected component is assigned
to a single cluster using our algorithm
Remark 3. In general the use of the CPQR should ensure that all of the output clusters
will be nonempty, however, this depends on properties of Z. Intuitively, because U is the
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closest orthogonal matrix to k˜ different well-conditioned columns of ZT at least one column
of ZT will align closely with one column of U.
Interestingly, this property is not shared by the k-means algorithm in the presence of
degree heterogeneity. In fact, given an initial guess that properly partitions the nodes into
disconnected sets, k-means may move to a local minimum of its objective function that
does not respect the proper partition. Intuitively, this may occur when it is advantageous
to place a cluster with a center near the origin that collects low degree nodes irrespective
of cluster. While a simple thought experiment, it provides additional justification for using
angular relationships between embedded nodes rather than a distance-based clustering.
3 Numerical results
We now present numerical simulations to validate the performance of our algorithm through
examination of its behavior for multi-way spectral clustering. All of our experiments were
conducted using MATLAB R© and the included k-means++ implementation was used as
a point of comparison. If k-means failed to converge after 100 iterations (the default
maximum) we simply took the output as-is. Code implementing our methodology and these
experiments may be found at https://github.com/asdamle/QR-spectral-clustering.
3.1 SBM
We first consider the SBM with k = 9 equisized clusters and show via simulation that
our algorithm, in contrast to k-means++, recovers the phase transition behavior near the
information theoretic threshold [1, 2, 22, 3]. We also demonstrate similar phase transition
behavior when there are k = 7 unequisized clusters.
For our tests with the SBM we compare the behavior of three different clustering
schemes: our algorithm, k-means using the columns C from our algorithm as an initial
guess for cluster centers, and k-means++ itself. We exclusively utilize the randomized vari-
ant of our algorithm with an oversampling factor of γ = 5. For more general problems, the
non-random method may perform better, however, in this context they performed almost
identically and hence the deterministic results are omitted.
Interestingly, in the regime where p and q are both Θ(log n/n) we do not necessarily
expect rapid enough asymptotic concentration of A for our results to theoretically guarantee
recovery to the information theoretic limit. Nevertheless, we do observe good behavior of
our algorithm when applied in this setting and, as we will see, the same behavior is not
observed with k-means++.
One major avenue of work in recent years has been in the area of semidefinite pro-
gramming (SDP) relaxation for clustering [23, 2, 1]. Broadly speaking, such relaxations
recast (1) in terms of XXT and then relax XXT to a semidefinite matrix Z. These SDP
relaxations often enjoy strong consistency results on recovery down to the information the-
oretic limit in the case of the SBM, in which setting the optimal solution Z∗ can be used to
recover the true clusters exactly with high probability. However, these algorithms become
computationally intractable as the size of the graph grows.
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3.1.1 Equisized clusters
First, we consider k = 9 equisized clusters each with size m = 150 (i.e., n = 1350) and
within-cluster and between-cluster connection probabilities p = α logm/m and q = β logm/m,
respectively. Defining a grid of 80 equispaced values of α and 40 equispaced values of β,
we generated 50 instances of the SBM for each (α, β) pair (redrawing the adjacency matrix
if it was disconnected). Then, for both the adjacency matrix A and the degree-normalized
adjacency matrix AN with entries (AN )ij ≡ Aij/
√
didj , where di is the degree of node i, we
computed the top nine eigenvectors and used them as input to each of the three algorithms
mentioned before. While for degree-regular graphs we do not expect to observe differences
in the results between A and AN , when applied to graphs not coming from the SBM or
that are not as degree-regular we anticipate better performance from degree-normalization.
In the plots of Figure 2 we color each point according to the fraction of trials resulting
in successful recovery for each (α, β) pair, i.e., the fraction of trials in which all nodes were
correctly clustered. These phase diagrams show the primary advantage of our algorithm
over k-means++: robust recovery (where possible). Whether used to explicitly compute
the clustering directly, or to seed k-means, we cleanly recover a sharp phase transition
that hews to the theory line. In contrast, k-means++ fails to exactly recover the clusters a
substantial portion of the time, even far from the phase transition.
Theoretically, if we scale k as k = o(logm) and take the asymptotic limit as m→∞ then
a sharp phase transition between where recovery is possible almost surely and where it is not
occurs at the threshold curve
√
α −√β = 1 [3]. (Note that similar results exist elsewhere
[22], albeit with a slightly different definition of α and β.) In Figure 2 we observe that
our phase transition does not quite match the asymptotically expected behavior. However,
based on results for the two-block case [1], various arguments [3] show that we expect the
location of the recovery threshold in the finite case to deviate from the asymptotic threshold
with error that decays only very slowly, i.e., Ω(1/ logm).
To further explore the discrepancy between our algorithms performance and the asymp-
totic theory we consider a slightly different criteria than exact recovery. A natural metric
for a good graph clustering is to minimize the number of edges between clusters while
normalizing for cluster size. Specifically, we define the multi-way cut metric for a k-way
partition of nodes into nonempty sets S1, S2, . . . , Sk as
max
i=1,...,k
#{Edges between Si and Si}
|Si| . (7)
Figure 3 shows the fraction of times that our algorithm yields as good or better a multi-
way cut metric than the true clustering. Near the threshold we may not be recovering the
underlying clustering, but perhaps we should not expect to since we are often finding a
better clustering under a slightly different metric.
3.1.2 Unequisized clusters
Secondly, we consider the case where there are k = 7 unequisized clusters with sizes m =
70, 80, 90, 100, 110, 120, and 130. In this case we define the within- and between-cluster
connection probabilities as p = α log 70/70 and q = β log 70/70. As before, we test the
algorithms for exact recovery and present the phase plots in Figure 4. As before, our
algorithm shows a sharp phase transition whereas k-means++ does not. Such behavior is
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Figure 2: The phase plots here show the fraction of trials exhibiting exact recovery in the
case of equisized clusters, and the asymptotic transition curve
√
α−√β = 1 is given in red.
The top row of phase plots corresponds to our randomized algorithm applied to eigenvectors
Vk of A (top-left) and of AN (top-right). We also give results based on seeding k-means
with the clustering C from our algorithm applied to eigenvectors from AN (bottom-left),
and results for vanilla k-means++ (bottom-right).
still expected [2], though the characterization of its location becomes significantly more
complicated. Importantly, our algorithm seamlessly deals with unknown cluster sizes.
3.2 A real world graph
We complement our experiments using the SBM by demonstrating the application of our
algorithm to a real world graph and comparing its performance with that of k-means++.
To measure performance we consider both the k-means objective function —the sum of
squared distances from points to their cluster centers —and the multi-way cut metric (7).
Since it is a metric on the graph itself (as opposed to the embedding), minimization of the
multi-way cut metric over possible partitions is the more interpretable metric. Furthermore,
as we will observe, a smaller k-means objective value does not necessarily translate into a
smaller multi-way cut metric.
The graph we consider is the collaboration network for the arXiv Astrophysics category
[27]. This graph consists of 18,772 nodes and 198,110 undirected edges corresponding to au-
thors and co-authorship, respectively. The graph is partitioned into 290 connected compo-
nents, the largest of which contains 17,903 nodes. For all of the experiments conducted here,
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Figure 3: The phase plot shows the fraction of trials (for equisized clusters) where applica-
tion of our algorithm to eigenvectors Vk of A yields a multi-way cut metric (7) less than or
equal to that of the true underlying clusters. The asymptotic transition curve
√
α−√β = 1
is given in red.
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Figure 4: The phase plots here show the fraction of trials exhibiting exact recovery in
the case of unequisized clusters. The top row of phase plots corresponds to our random-
ized algorithm applied to eigenvectors Vk of A (top-left) and of AN (top-right). We also
give results-based on seeding k-means with the clustering C from our algorithm applied to
eigenvectors from AN (bottom-left), and results for vanilla k-means++ (bottom-right).
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Table 1: Comparison of deterministic CPQR-based clustering and k-means++.
Algorithm k-means objective multi-way cut (7)
k-means++ mean 1.36 8.48
k-means++ median 1.46 10.21
k-means++ minimum 0.76 1.86
k-means++ maximum 2.52 42.03
CPQR-based algorithm 2.52 1.92
k-means seeded with our algorithm 0.76 1.86
we used k eigenvectors corresponding to the k largest eigenvalues of a degree-normalized
adjacency matrix AN as in subsection 3.1.1.
We begin with a simple experiment conducted using the whole graph. Because the
graph has 290 connected components, it is possible to partition the nodes into k discon-
nected subgraphs using any subspace of the invariant space associated with the first 290
eigenvalues. As outlined in Theorem 5 our algorithm theoretically accomplishes this task
without fail. Our experiments validate this fact, looking for a 10-way partition our de-
terministic algorithm achieved a multi-way cut metric of zero. In contrast, over 50 trials
the smallest multi-way cut metric found using k-means++ was 0.08. Seeding k-means using
our clustering resulted in multi-way cut metric of 11.03, though the k-means objective was
decreased from 6.31 to 4.69. In particular this demonstrates that the k-means objective
function is not necessarily a good proxy for the multi-way cut metric.
Next, we take the largest connected component of the graph and seek to partition it six
ways. Admittedly, as with many real world graphs it is not an easy problem to determine a
value for k that leads to a natural clustering. Nevertheless, here we choose k = 6 and note
that there is a slightly larger gap in the spectrum between the sixth and seventh eigenvalues
than others in the surrounding area.
Table 1 summarizes the results comparing our deterministic algorithm with 50 trials of
k-means++. While our algorithm does not find the best possible multi-way cut, it gets close
in a deterministic manner and serves as a very good seeding for k-means. Interestingly,
this is accomplished with complete disregard for the k-means objective function: our algo-
rithm results in a sum of squared distances larger than any of the local minima found by
k-means++. However, by seeding k-means with the clustering performed by our algorithm
we find as good a local minima of the k-means objective as any found by k-means++.
4 Discussion and conclusion
We have presented a new efficient (particularly the randomized variant) algorithm for spec-
tral clustering of graphs with community structure. In contrast to the traditionally used
k-means algorithm, our method requires no initial guess for cluster centers and achieves
the theoretically expected recovery results for the SBM. Given that a bad initial guess can
mean the k-means algorithm does not achieve the desired result this is a particularly im-
portant feature. Furthermore, we can always use our algorithm to generate an initial seed
for k-means and observe in our experiments that this can provide small gains in recovery
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near the phase transition boundary. When considering a real world graph, our algorithm
compares favorably as a means for determining clusters that achieve a small multi-way cut
metric.
Recent results have yielded important understanding of what can be possible for recovery
in the SBM. However, the SDP-based methods that achieve these results do not scale to
large problems of practical interest. Conversely, the traditionally used k-means algorithm,
while scalable to large problems, fails to achieve the best possible behavior on these small
scale SBMs due to its dependence on an initial guess. Our algorithm is both scalable to
large problems and matches the behavior of SDPs on smaller model problems. These two
properties make it attractive for general use.
Here we have explored the behavior of our algorithm on the SBM and provided the-
oretical justification for its use. To motivate its use for more general problems, we have
discussed its connections to the more broadly applicable OCS of clusters arising naturally
in various problems. Furthermore, Theorems 1 and 2 may be extensible to cluster indica-
tors with a more general structure, though at the expense of weaker results. We intend
to further explore the behavior of our algorithms on a wider range of real-world graphs in
future work.
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