We introduce and describe the alternating &point of a logic program with negation.
Introduction
Horn clause programs have an intuitive and wellaccepted semantics defined by the least fixpoint of an operator that essentially performs modus ponens reasoning. Several early attempts to extend this operator to programs with negative subgoals ran into problems of one sort or another. Two recent proposals to improve matters are named "stable models", due to Gelfond and Lifschitz, and "well-founded partial models", due to Van Gelder, Ross, and Schlipf. Both stable models and well-founded partial models were defined somewhat nonconstructively, in the sense that certain sets could be recognized if presented, but no algorithm to construct them from the program was given. This paper addresses that problem.
A logic program with negation is a set of rules, some of which have negative subgoals. A rule specifies that a certain goal (the head of the rule) can be solved (is true, or can be accomplished) if zero or more subgoals (the rule body) can be solved . However, a negative subgoal is considered solved just when, in some sense, its positive version cannot be solved. For example, the rule u(X) t e(Y,X), -w(Y).
is read as follows: One way to solve u(X) is to find a Y such that e(X,Y) can be solved and w(Y) cannot be solved.
Salient points about the rule syntax shown here are: (1) "en is read as "if"; (2) commas separating subgoals denote conjunction; (3) logical variables begin with capital letters; and (4) variables appearing only in the rule body are implicitly existentially quantified.
This natural treatment of negation as failure to prove, which goes back to Clark [Cla78] , and the Closed World Assumption of Reiter [Rei78] quite smoothly when the rules are not recursive, as proof possibilities can be explored exhaustively. Substantial research has been directed at problems occurring in recursive rules (see Section 2). One approach that is gaining popularity is called the stratified semantics.
It applies to the class of programs in which negation is not recursive; i.e., if relation p depends negatively on q, there is no chain of dependencies from q back top (q need not be distinct from p) .
Recent research has investigated ways to extend the stratified semantics to cover (some or all) programs that do contain recursive negation. The first such extension was to locally stratified programs, for which the perfect model semantics was defined [Prz88] . This was recently extended to a weakly perfect model semantics in PP88. Two other proposals, closely related to each other, define stable models [GL88] and well-founded partial models [VGRS88] .
In this paper we give a new formulation of the stability transformation (called simply Sn in [GL88]) for a given logic program P. We define sp as an operator on a set of negative literals, or facts, T. We shall show that s, has a remarkable relationship to the well-founded partial model, which is illustrated in Figure 1 . If ? is any subset (underestimate) of the negative portion (I@) of the well-founded partial model, then s,(f) is a superset of the negative and undefined portions combined (r?l U IV?), and
is again a subset of i?l. As suggested by the picture, the sequence alternates, and (loosely speaking) "converges" to @ from below and to (I@ U W?) from above. More precisely, let Ap(f) = sp(sp(i)).
Then Ap is monotonic and its least fixpoint is @. Finally, IV+, the positive portion of the well-founded partial model, is exactly the complement of sp(l@) with respect to the Herbrand base.
Related Work
The original "program completion" approach, due to Clark [Cla78] , and discussed in detail by Shepherdson [She85, She881 and Lloyd [Llo87] , has been modified to use 3-valued logic by Fitting [Fit851 and Kunen [Kun87] .
However, these developments did not overcome an objection raised in [VG86] , that the usual rules to define transitive closure of a directed graph did not yield the value false on pairs of nodes not in the transitive closure. Interestingly, Kunen has recently shown that no function-free logic program can do this in the Fitting (or Clark) semantics [Kun88] ; that is, the program cannot define a "total" predicate that is true in the transitive closure and false in its complement. Fitting and Ben-Jacob have proposed a new 3-valued semantics, but it still lacks this capability, apparently [FB88] .
An alternative approach is stratified semantics, in which the positive facts are derived in layers so that each layer only depends negatively on (already completed) lower layers, whose negative facts are taken to be the appropriate complement of the positive facts; in particular, the complement of the transitive closure comes out in the natural way. This approach has been treated in [CH85, ABW88, Lif88, VG86] Perhaps the earliest extension of the stratified class was the locally stratified class, defined and studied by Przymusinski [Prz88] . He defined perfect models, and showed that every locally stratified program has a perfect model. Again, not every program is locally stratified, and Cholak has shown recently that it is not decidable in general whether a program is locally stratified [Cho88] .
Van Gelder, Ross, and Schlipf introduced a further extension in the well-founded semantics, showing that every locally stratified program has a total wellfounded model; in addition all programs have a wellfounded partial model, which can also be interpreted as a 3-valued model in Fitting's sense [VGRS88] . The well-founded partial model is defined in terms of a transformation that involves "unfounded sets", which are not constructively defined. A main result of this paper is that the alternating fixpoint provides a constructive definition of the well-founded partial model.
Concurrently, Gelfond and Lifschitz proposed an elegant definition of a stable model [GL88] . Drawing on ideas in [Ge187], they define a "stable model" as one that is able to reproduce itself with a certain natural transformation, which we call the stability transformation (they call it simply Sn). A given program may have zero, one, or many stable models. They argue that when a program has a unique stable model, it is the natural one to associate with the program. Stable models are closely related to wellfounded models, and alternating fixpoints are defined here using a variant of their stability transformation. In [VGRS88] t i is shown that a well-founded total model is always the unique stable model, but not vice versa. Marek and Truszczynski [MT881 have shown that determining whether a propositional program has a stable model is NP-complete.
In follow-up work, Ross has described and proved properties of a procedural semantics for the wellfounded model [Ros89], and Van Gelder has shown that well-founded semantics has as much expressive power as IFP yVG88] when the closure ordinal of IFP is no greater than w.
Another recent extension, weakly perfect models, is described in [PP88] , where the theorem is stated that programs with weakly perfect models are a proper subset of those with well-founded models, and the two models agree when both exist. In Przymusinski's latest proposal, generalized perfect models are defined using 3-valued logic, and employing greatest fixpoints to derive negative facts [Prz89] . The author states that they agree with well-founded partial models; the definition is constructive, but somewhat different from the alternating flxpoint construction.
Semi-wellfounded models and semi-stable models are extensions of well-founded and stable models that were defined and studied by Schlipf [Sch88] .
Notation
We shall be working with sets of literals (atoms and negated atoms) based on an underlying universe of atoms, usually H, the Herbrand base. We introduce now some notation for frequently used operations on such sets. Definition 3.1: If I is a set of literals, then 7 . I denotes the set in which each literal in I has been complemented.
We use I + J and I -J to denote disjoint union and set difference, respectively.
The conjugate of a set of literals is essentially the complement in H, but with the polarity reversed as well; conjugate is only defined for sets that are all positive or all negative.
1. If I is a set of positive literals, its conjugate is the negative set P = 7. (H -I).
2. If J is a set of negative literals, its conjugate is the positive set 7 = H -(-. J).
cl We normally use names with a tilde ("N") for sets of all negative literals, and use 'Y" superscripts in the names of positive sets. These symbols are part of the names of the sets, not operations upon them.
The Stability Transformation Revisited
It is customary to represent a (2valued) model of a logic program P as the set M of ground (variablefree) atoms that are true in the model; M is a subset of H, the Herbrand base of all ground atoms in the language of P. The set of negative literals that are true is then m.
The stability transformation introduced in [GL88] was described as a transformation on M. However, it turns out to be simpler and more intuitive, at least for our purposes, to describe the transformation in terms of a set of negative literals.
For a given program P, let PH be its Herbrand instantiation, in which ground terms in the Herbrand universe are substituted for variables in the rules in every possible way. (PH is often infinite.)
Recall the transformation Tp(I), called the immediate consequence operator for a Horn clause program P, whose output is a set of atoms such that p E Tp(I) if and only if p is the head of some rule in PH all of whose subgoals are in I. Now let P be program, possibly with negative subgoals in its rules. We shall think of each negative subgoal -p(z)
as though it were a positive subgoal on a new relation, whose symbol is up. From this point of view P is a Horn program.
Let I' be a set of negative literals.
(Intuitively, we shall think of i as complements of those atoms "known to be false".) We define P' to be PH U i. Again we interpret -up E I' as a rule for up with no subgoals, i.e., a fact.
In effect, for a program with negation in its rules, we define Tpr to act on sets of literah, and require the negative subgoals to be explicitly present in I; that is, a negative subgoal -q is not true just by having q absent from I; we require -q to be present in I.
Next we define Sp(i) = TF(@), i.e., the least fixpoint of Tp). Intuitively, Sp(f) gives the set of positive facts that can be derived using P and the fixed set of negative facts i. Note that the closure ordinal is at most w here.
Finally, our version of the stability transformation is given by S,(f) = spa = 7. (II -Sp (1)) That is, complement Sp in N and make each atom a negative literal. If we adopt the convention that a Z-valued model is represented by its negative literals, then a fixpoint of sp represents a stable model, by a direct translation of the definitions in [GL88].
The Alternating Fixpoint
The alternating flxpoint of a program P is the least fixpoint of the transformation Ap, which is defined
It is monotonic, so its least flxpoint is given by
The closure ordinal may be transfinite when the Herbrand universe is infinite. Of course, for finite Herbrand universes, it is routine to show that the least flxpoint of Ap is computable in time that is polynomial in the size of the Herbrand universe, if the program P is regarded as fixed. VGRS88] , and is one of the examples that led to the formulation of well-founded semantics, as well as stable models. Interestly, this program turns out to be closely related to a game described by Kolaitis, and used to prove that there are queries in fixpoint logic that are not expressible by stratified programs [Ko187] . In this respect, the program can be viewed as describing a game where one wins if the opponent has no moves, as in checkers (draughts).
wins(X)cmove(X,Y), twins.
Some sample move graphs are shown in Fig. 2 . Whenever the move EDB relation is acyclic, successive applications of Ap find nodes that "lose" immediately, then after one move, then after two moves, etc. For example, in part (a) of the figure, abbreviating wins to w, Sp(0) = 0, so Jr = Qp(0) is "everything". Then Sp(f~) is everything with an out-arc, so
Continuing, Sp(f2) = {w(b), w(e), w(g)), so But even when a cycle is present in the EDB, there may be a total alternating fixpoint model, as in part (c).
Here 12 = Ap(@) = {~w(c)}. Then Sp(f~) = {w(b)}, so the next overestimate 1.
2.
is &i = sp(f2) = (7w(a),--w(c)}, from which id = Ap(fz) = 8p(&) = {Tw(a),-w(c)}. Thus {w(b), Tw(a), -w(c)} is the alternating fixpoint total model.
Here, as in part (a), we have reached a fixpoint of not only Ap, but $ip as well. These are examples of the theorem from pGRS88] that every total wellfounded model is also a unique stable model, and Theorem 7.6 of this paper. 0 6 Well-Founded Partial Models
This section reviews the definitions of unfounded sets and the transformations Up and Wp from [VGRS88] . U f n ounded sets provide the basis for negative conclusions in the well-founded semantics. Definition 6.1: Let a program P, its associated Herbrand base H, and set of literals I be given. We say U E H is an unfounded set of P with respect to I if each atom p E U satisfies the following condition: For each instantiated rule P of P whose head is p, (at least) one of the following holds:
Some subgoal literal of rule r, q or -q, occurs in 1. I, i.e., is inconsistent with I.
Some positive subgoal of rule r occurs in U.
A literal that makes (1) or (2) above true is called a witness of unusability for rule r (with respect to I).
The union of all unfounded sets with respect to a given I is also unfounded, and is called the greatest unfounded set. 0 Example 6.1: Consider again the rules in Example5.1. LetI={c,qs,+}.
ThenUl={p,q,r}isan unfounded set with respect to I: The third rule for p and the second rule for r satisfy condition 1 above, and the other rules for p, q, and P satisfy condition 2.
Note, however, that Us = (a, b} is not an unfounded set with respect to I. 0 Definition 6.2: For I a set of literals:
is the usual immediate consequences transformation: p E Tp(1) if and only if there is some instantiated rule r of P such that r has head p, and each subgoal literal in the body of P occurs in I. l Up(l) is the greatest unfounded set of P with respect to I. l Wp(l) = Tp(l) U -. Up(l).
Cl
It is immediate that Tp, Up, and Wp, are monotonic transformations. The weli-founded partial model is the least fixpoint of Wp.
Properties of the Alternating Fixpoint
We now establish the claim presented informally in the introduction and Figure 1 . We assume throughout that the program is P, the Herbrand base is H, and the well-founded partial model is W, which consists of positive literals W+ and negative literals F?I. Let W' be the undefined portion, but represented as negative literals, i.e., W' = W+ + (7 . W). Recall the definitions of Sp and sp from Section 4. Because we are at a fixpoint, Sp(F) = x. Let B = Wp(A) be composed of B+ and fi. We must have B+ = A+, or Sp(A) would be larger than A+. Since W is the least fixpoint of Wp and Wp is monotonic, it follows that B > A. But if -tp E B -A, then p is in an unfounded set with respect to A, which implies that every rule for p has a witness of unusability. That is, for any given rule for p, either it has a positive subgoal q such that -q E AUB, or it haa a negative subgoal -rr such that r E A+. It follows that p is not in Sp(A + A?), hence is in sp(j + A?) = A, a contradiction. 1 Theorem 7.6: The alternating fixpoint partial model is identical to the well-founded partial model. Proof: By the preceding lemmas, the least fixpoint of Ap is l%', the negative portion of the well-founded partial model.
The positive portion is given by
SP(W). I 8 First Order Rule Bodies
Some care is required generalize well-founded semantics to programs in which rule bodies may be arbitrary first order formulas. A system in fixpoint logic (FP) is essentially a logic program in which rule bodies may be first order formulas, but the inductively defined (IDB) relations are required to appear only positively in those bodies, i.e., under an even number of negations. The EDB facts may be positive or negative. Permitting first order rule bodies in logic programs was studied from a different point of view by Lloyd and Topor [LT84] . We show that any FP system can be rewritten into a normal logic program such that the positive part of the alternating fixpoint partial model agrees with the original FP model. (By "normal", we mean each rule body is a conjunction of literals.) First we concentrate on a restricted class of formulas, called decomposable. Let ? denote either a vector of variables, or a vector of terms, according to context. Definition 8.1: A first order formula is called clecomposable if it contains no universal quantifiers, and for every subformula 4, if the closest quantifier to 4 is 3X, then X actually occurs freely in 4.
A subformula in a decomposable formula is called locally positive if there are an even number of negations between it and the nearest quantifier (or the top of the formula), and locally negative otherwise.
A subformula is called globally positive if there are an even number of negations above it, and g1obaUy negative otherwise.
The positivity or negativity of a subformula is called its polarity. 0
The idea behind the definition of !ocaJy positive and lo&y negative is this: If a subformula of the form 3X ~#J(X, f) is extracted from a rule body and replaced by a subgoal a(?), where q is a new relation symbol, and a new rule is added, q(f) + 3x 4(X, f) then we want atoms in 4(X,?) to maintain their local polarity (positive or negative) in the new rule.
In particular, when 4 is quantifier-free, the local polarity determines the polarity of the corresponding literals when the new rule is expressed as a normal logic programming rule or rules.
Local polarity is maintained if the rule is in decomposable form, because all atoms must contain X. On the other hand, if some atom contained only ?, it might be negative in the original rule body and become positive in the new rule, or vice versa. Because Sp and Ap treat negative atoms differently from positive, this change in the rule bodies could change the fixpoint and the meaning of the program.
Lemma 8.1: Every first order formula can be rewritten into a logically equivalent decomposable form.
Proof: (Sketch) The necessary rewrite rules are:
In the latter two rules, 4 is understood not to contain x. I Example 8.1: Consider a program to determine the well-founded part of a binary relation e. Recall that a node is well-founded if it has no infinite descending chain from it, and unfounded otherwise. Let w represent "well-founded" and u "unfounded". The well-founded property is expressible in FP by:
The w(Y) subgoal is "globally" positive, but locally negative. To transform into a normal logic program, we "extract" the locally negative existential subformula, and give it a new relation name, U, giving:
The final program, in normal syntax, is:
The positive w literals in its alternating fixpoint partial model are indeed the well-founded part of e, as are the negative u literals.
Notice that there will be no positive literals for the introduced relation U. This is typical for introduced relations that replace globally negative subformulas. This suggests the general rule that the alternating fixpoint partial model captures the negation of positive existential closures (such as transitive closure), but not the negation of positive universal closures (such as well-foundedness). 0
To transform an FP system PF into a normal logic program in general, we continue "extracting" locally negative existential subformulas and introducing new relation names and rules for them until it is no longer possible. The PF rule bodies are put into decomposable form before the process begins, and the final rule bodies are converted to normal rules after putting them into disjunctive normal form, yielding a normal logic program P whose IDB relations are those of PF plus the introduced relations.
Each introduced relation is classified as globally positive or globally negative in accordance with the global polarity of the subformula in PF that it represents. The original inductive (IDB) relations in PF are globally positive. Our claim is that 1, > 11.
(an introduced IDB relation) has a subgoal whose relation is q1 (any IDB relation The claim is established by induction on the dependency graph of the introduced relations (with the IDB of PF at the leaves). This graph is a tree with an edge from q2 to q1 whenever a rule for q2 44,4) Sf /+4(x'; Hence A, is a fixpoint of the transformation Q defined above.
It remains to show that A, E J, . We can show by induction that A,, E J, for all n, using monotonicity of Tp and Sp. Thus A, = ~(4,4). 1
Conclusion
The alternating fixpoint provides additional insights into the well-founded semantics, and its relation to stable models. It offers a constructive definition for the well-founded partial model. It may provide a foundation for definition of recursively enumerable and decidable query classes in unstratified programs.
