Abstract-Internet-of-Things (IoT) represents an emerging era of networking that connects a variety of common appliances to one another, as well as with the rest of the Internet, to vastly improve our lives. Despite being significantly resource-constrained, IoT nodes are expected to participate in numerous computationallyintensive security protocols to overcome threats from the public Internet. Given that IoT nodes (e.g., smart meters) typically exchange tactical data that requires data protection for a short time span of up to a few days, we examine the use of smaller cryptographic key sizes to provide IoT security. We show that small key sizes quite drastically reduce the cryptographic computational processing requirements for IoT nodes. We estimate the cost of breaking public key crypto systems when the adversary is limited by the available resources (i.e., dollar cost) and time (i.e., number of days). We consider Moore's law, as well as More than Moore, and Less than Moore technology growth rates, in conjunction with the capabilities of a real-world key-breaker to calculate the cost estimates. Finally, we also present the trade-off between the processing load for an IoT node versus the desired time span of privacy protection.
I. INTRODUCTION

I
NTERNET of things (IoT) represents an emerging era of networking that connects a variety of day-to-day, commonly-used, home appliances to one another, as well as with the rest of the Internet, with the goal of vastly improving our lives. IoT enables numerous, useful, real-world applications, such as assisted-driving, tele-healthcare, inventory tracking, smart homes/offices, etc. However, successful adoption of IoT depends greatly on its ability to provide sufficient protection of the users and their private data against the Internet real-time security threats ( [1] , [2] ).
To provide security and privacy, as well as to assimilate with the rest of the Internet, IoT nodes are required to participate in a variety of widely-used and well-established security mechanisms (e.g., SSL, IPSec, PKI, Diffie-Hellman key exchange, etc.) that require performing numerous computationally intensive cryptographic operations. However, a typical node in the This work was part of the National Science Foundation (NSF) Future Internet Architecture Project, and was supported by the NSF under the following grant numbers: CNS-1040689, ECCS-1308208, and CNS-1352880. The associate editor coordinating the review of this paper and approving it for publication was X. Fu IoT is far more resource-constrained than a host in today's Internet. Consequently, achieving security and privacy in IoT presents a major challenge. Considering that IoT nodes typically exchange tactical data, as opposed to strategic data, it is more desirable to achieve data protection for a time span ranging from real-time to a few days, as opposed to several years or decades. Therefore, we examine the use of public key crypto systems with smaller key sizes, which results in computationally vastly less-intensive cryptographic operations.
To further clarify the goal of our work, consider the following example of a smart grid network, in which a smart meter sends energy usage information to a utility company server for billing purposes, real-time power grid optimization, etc. Now, assume that the house owner is out of town for 4-5 days. If a remote adversary eavesdrops on the communication between the smart meter and the utility company server and manages to recover the information regarding the reduction in power usage, then the adversary learns that the house could be empty, and may consider it as a target for burglary ([10] ).
In the above example, it is necessary to encrypt the information exchange between the smart meter and the utility company server. The energy usage information is useful to the adversary if it can recover that information within a few days before the house owner returns. In such a scenario, it is fairly reasonable to encrypt the information using substantially smaller key sizes than the typical 128-bit symmetric key size, which is recommended for protecting information for a long period of about 30 years ( [3] , [5] ). In this work, we determine the cost for an adversary to break the system in terms of number of days and dollar budget for various small key sizes.
We summarize the main contributions of our work as follows. First, given that IoT data typically requires protection for only a few days, we introduce a more appropriate timeand-budget limited adversary model suitable for IoT. Second, using the capabilities of an efficient real-world key-breaker based on FPGA, in conjunction with Moore's law, we estimate the cost of breaking public-key crypto systems under small key sizes, in terms of the number of days and the associated dollar cost. Third, we show that small cryptographic keys very drastically reduce the cryptographic computational processing requirements for IoT nodes. Finally, we also present the tradeoff between the processing load for an IoT node versus the desired time span of privacy protection.
II. ADVERSARIAL MODEL
We consider the following adversarial model in our evaluation of the security and privacy of data in IoT.
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Budget-limited adversary:
The adversary has a limited budget in terms of Dollar amount; for example, $10,000 only. Alternatively, the monetary value of the information being protected is at least as much as the Dollar budget of the adversary, which may serve as a motivation for the adversary to break the crypto system (also refer our Smartgrid example in Section IV). In our example above, an adversary with a budget limit of $10,000 may consider breaking the crypto system only if he/she gains far more than $10,000.
Time-limited adversary: The adversary has a limited amount of time to break the system; for example, the computational resources to break the crypto system may be available to the adversary for a time period of one week. Alternatively, the data being protected is of useful value to the adversary only for a prescribed amount of time; for example, if the protected data is recovered within the time span of a few days.
Our time-and-budget limited adversarial model more accurately captures the requirements of certain classes of IoT applications.
III. MOTIVATION: REDUCTION IN COMPUTATIONAL REQUIREMENTS FOR IOT NODES
We motivate our rationale for why it is acceptable to use small cryptographic keys in certain situations.
In some widely-used protocols such as SSL, for each new session between a pair of parties, a new shared secret key is established using the Diffie-Hellman key exchange (DHKE) protocol using expensive cryptographic computational operations. The ephemeral shared secrets established in this manner are not derived from long term private keys used for the purpose of server authentication, digital signatures, etc. Using DHKE in conjunction with SSL provides forward secrecy, i.e., even if the long term private key becomes compromised in the future, the data exchanged in the past sessions still remains protected ( [11] , [12] ).
When the DHKE parameters are considerably small, it results in a drastic reduction in the computational processing power required for cryptographic operations, which is very desirable for IoT nodes.
A small number of modular exponentiation operations are performed during the DHKE protocol (as well as in other well-known cryptographic algorithms such as RSA, ElGamal encryption/decryption, etc.). Modular exponentiation operation is carried out efficiently through repeated squaring and reduction ( [13] ). Let n denote the number of bits representing the modulus value. Then, the computational complexity of the modular exponentiation, expressed in terms of the number of bit operations, is O(n 3 ) ( [13] ). To compare the reduction in processing when using smaller key sizes, we define relative computational effort as the ratio, Effort rel (n) = ( n 3 3248 3 ); note that a 3248-bit asymmetric/public key modulus value is equivalent to a symmetric/secret key of size 128 bits [5] .
For example, when a 1024-bit modulus is used, the relative computational effort equals Effort rel (1024) = 3.1%; in other words, the number of bit operations when using a 1024-bit modulus is only about 3.1% of the total number of bit opera- tions carried out when a 3248-bit modulus were instead used. Fig. 1 depicts the relative computational effort for modular exponentiation under various modulus sizes.
Our result in Fig. 1 implies that, where permissible, use of smaller key sizes results in significantly faster cryptographic operations, and also reduces the energy consumption in a manner desirable for the IoT nodes.
In this section, we have analyzed the relative reduction in computational effort for performing cryptographic operations for different modulus sizes from the perspective of IoT nodes. In the following section, we analyze the cost from the perspective of a time-and-budget limited adversary to break the crypto systems of various key sizes.
IV. BREAKING CRYPTO SYSTEMS UNDER THE TIME-AND-BUDGET-LIMITED ADVERSARY MODEL
We present our estimates for the cost of breaking crypto systems under the time-and-budget limited adversary model for IoT in this section.
Copacobana, which is built using FPGA in the year Y 0 = 2006 at a Dollar cost of M 0 = $10000, can recover L 0 = 56-bit DES symmetric/secret keys in D 0 = 8.7 days ( [5] , [7] , [8] , [9] ). Therefore, the cost of this attack,
Moore's law dictates that the cost of any successful attack drops by a factor of two, every λ = 1.5 years. Therefore, applying Moore's law to C 0 from (1), we can estimate the cost of breaking DES in a desired future year Y ( [3] , [4] , [5] , [6] ) as follows: 
Equation (3) implies that an adversary with a budget of $1000, for example, in the year Y = 2014 can recover a L 0 = 56-bit symmetric key in D = 2.158 days.
More generally, the cost of breaking a symmetric cipher that uses a L-bit key, where L > L 0 , can be expressed as follows:
Using (4), we can determine that an adversary with a budget of $1000, for example, in the year Y = 2014 can recover a L = 60-bit key in D = 34.5 days.
Equation (4) expresses the cost of breaking a symmetric key crypto system such as DES, AES, etc. We now consider the cost of breaking an asymmetric/public key crypto system such as RSA, DHKE, etc.
Ecrypt2 [5] expresses the equivalence between symmetric/ secret, and asymmetric/public key sizes as follows. Let n denote the number of bits necessary to represent the public key modulus value. Then, the n-bit public key modulus value provides security equivalent to a symmetric key of size, s(n) bits, where,
Equation (5) implies that a public key modulus value of length, n = 512 bits, for example, is equivalent to a symmetric key of size s(n) ≈ 50 bits; similarly, a public key modulus value of length, n = 712 bits is equivalent to a symmetric key of size s(n) ≈ 60 bits, and so on.
Combining (4) and (5), we calculate the cost of breaking a public key crypto system in D = 3 days, for example, when using a modulus value of size equal to n bits. Specifically, we compute the Dollar cost, M = cost * (Y, s(n), λ)/D, for Y ∈ {2014, 2020}, λ = 1.5 years, D = 3 days, and for values of n ∈ [625, 900]. We have shown these results in Fig. 2 .
Protecting Information in the Smart Grid: Now, as a concrete example, consider the information exchange between a smart meter, and the utility company server from Section 1. Assume that the adversary has a budget of M = $50000, and that the house owner is away for 5 days. Further, assume that the smart meter and the utility server secure their communication through DHKE using a modulus of length close to n ≈ 750 bits in the year Y = 2014 (similarly, n ≈ 850 bits in the year Y = 2020), for example. If the adversary knows that he/she can gain far more than M = $50000 through stealing of valuables from the house, then the adversary might consider breaking the crypto system over D = 3 days, and then break in to the house on the 4th day, if he/she finds that there is indeed reduction in Thus, based on the above estimates, the smart meter and utility company server may choose a DHKE modulus of length n ≈ 800 bits in the year Y = 2014 (similarly, n ≈ 900 bits in the year Y = 2020) to remain secure against an adversary with the available budget of M = $50000.
More than Moore, and Less than Moore Growth Rate: We have thus far limited our discussion assuming that the predictions of Moore's law remain accurate; i.e., the computing power doubles every λ = 1.5 years. However, there are concerns whether Moore's law will continue to hold in the future due to physical limitations in increasing the number of gates per square inch. Thus, it is possible that the technology growth rate may fall under the category of "Less than Moore". On the other hand, it is also not unlikely that some disruptive new technology may be developed in the future that would accelerate the growth of technology "More than Moore", i.e., beyond the predictions of Moore's law.
Therefore, we consider both the "Less than Moore" and "More than Moore" cases in our work. For the "Less than Moore" case, we choose λ = 3.0 years; i.e., the computing power doubles every 3.0 years. Similarly, to study the impact of the "More than Moore" case, we choose λ = 0.75 years; i.e., the computing power doubles every 9 months.
We have shown the results for different technology growth rates in Fig. 3 . Specifically, we compute the number of days,
Notice from Fig. 3 that when the technology grows steadily at the rate of Moore's law, an adversary with M = $50000 may break a DHKE modulus value of length n ≈ 950 bits in D = 5 days in the year Y = 2025. Stated alternatively, a DHKE modulus value of length n = (950 + s) bits is sufficient to remain secure from such a time-and-budget limited adversary, where s denotes the safety margin; s = 50 bits, for example. However, if the technology progresses at "Less than Moore" rate, a smaller modulus value of n(800 + s) bits may be sufficient for securing the communication. Similarly, if the technology progresses at "More than Moore"rate, a larger modulus value of n = (1320 + s) bits may be necessary to remain secure against the above time-and-budget limited adversary.
Processing Load of IoT node versus Desired Time Span of Privacy Protection:
We present the trade-off between the processing load at an IoT node for modular exponentiation versus the desired time span of privacy protection in Fig. 4 . We assume that the adversary has a budget of M = $50000.
The relative processing load, (n 3 /3248 3 ) = 1.0 = 100% when a n = 3248-bit modulus is used. Notice from Fig. 4 that such a large modulus value provides security for a very long period of time ≈ 10 20 days. An IoT node can use much smaller modulus to reduce the processing load, as we have shown in Fig. 1 . To achieve privacy protection for 10 days, for example, a relative processing load of <2.0% is sufficient. Even if the desired time span for privacy protection is as large as 10 8 days, the relative processing load is still only ≈ 10%. In other words, the processing load at IoT increases only moderately even with very rapid increase in the desired time span for privacy protection.
Our examples above illustrate the relative ease, in terms of processing load, with which an IoT node can achieve sufficient security against time-and-budget limited adversaries. Thus, if the lengths of public key moduli are selected depending on the capabilities of the time-and-budget limited adversary model appropriate for a given application, we can drastically reduce the processing load for IoT nodes.
V. CONCLUSION
We showed that a small 1024-bit public key modulus, for example, requires an IoT node to perform only 3.1% of the computations relative to a typical 3248-bit modulus. We estimated the number of days, and the budget, in terms of Dollar cost, required for an adversary to break various small-sized keys for the communication between household smart meters and utility company servers. Under the time-and-budget limited adversary model, we also considered how to choose the size of modulus values under different technology growth rates, characterized as More than Moore, Moore, and Less than Moore. Finally, we also showed that a relative processing load of < 2.0% is sufficient to achieve privacy protection for 10 days against an adversary with $50,000 budget.
