Network analysis of large-scale neuroimaging data has proven to be a particularly challenging 30 computational problem. In this study, we adapt a novel analytical tool, known as the community 31 dynamic inference method (CommDy), which was inspired by social network theory, for the 32 study of brain imaging data from an aging mouse model. CommDy has been successfully used 33 in other domains in biology; this report represents its first use in neuroscience. We used 34
Previous investigators have suggested that complex dynamic networks, be they populations 86 of neurons, large ecosystems, or social networks, share common underlying organizational 87 motifs [23, [31] [32] [33] . Therefore, common methods may be used to describe and understand these 88 networks. One dynamic network analysis method, known as the community dynamic inference 89 method (CommDy) [34] , which is grounded in social network theory, groups nodes into 90 communities (functional clusters) in a way that minimizes the overall changes in the community 91 affiliations of individuals over time. CommDy was developed specifically to characterize 92 dynamics and was originally applied to the study of social networks, which is an area of study 93 that has been plagued by the same conceptual and computational bottlenecks seen in brain 94 imaging data analysis. For example, CommDy has successfully characterized group behavior of 95 sheep [35] and equids [36] , as well as social interactions among groups of people [37] , though it 96
has not yet been applied to neuroscience. 97
In the current report, we adapt CommDy for the analysis of flavoprotein autofluorescence 98 imaging data from the mouse cerebral cortex in young and aged animals obtained using both 99 brain slice and whole-animal approaches. Flavoprotein autofluorescence imaging capitalizes on 100 intrinsic fluorescence that occurs in mitochondrial flavoproteins as neurons become active. We 101 and others have found that such signals are very stable over time and are highly sensitive to 102 neuronal activation [38] [39] [40] . Here, we examine changes in the auditory and motor cortices. 103 These brain regions were chosen based on ease of data acquisition, but have both been shown 104 to show significant vulnerability with aging [41] [42] [43] [44] [45] [46] . Despite our growing understanding of the 105 changes that occur in the cortex with aging, we lack a network-level description of how aging 106 impacts the cerebral cortex and what synaptic changes may give rise to these network-level 107 differences. Therefore, in this study, we adapt CommDy for the analysis of neuroimaging data 108 and compare network-level changes in the auditory and motor cortices of young and aged mice. 109 110 Results 111
Method development: 112
Two datasets were examined in this study: brain slice imaging data from the auditory cortex 113 during paroxysmal depolarizations and in vivo imaging data from the awake mouse motor cortex 114 (See Figure 1) . These regions and types of preparations were used for reasons of experimental 115 convenience and illustrate the flexibility of the CommDy technique to handle different types of 116 datasets. Initial development of CommDy was done on slice data, where the signal-to-noise 117 ratios are high, and then adapted for in vivo spontaneous activity data. 118 119 Prior to applying the CommDy technique, there are several data pre-processing steps required 120 to transform raw brain imaging data into CommDy input, including construction of the time 121 series of a simple network model and static community detection in each time step. After that, 122
CommDy was applied to infer dynamic communities. To create the network model, pixels were 123 used as nodes and a weighted and thresholded network of pixel value correlations across an 124 empirically-determined number of time steps (the "window size") was then generated. The 125 threshold was determined empirically and correlation values above the threshold were used to 126 build the correlation matrix. 127
128
To determine the appropriate time window and correlation thresholds for CommDy analysis 129 applied to flavoprotein autofluorescence imaging data for slice data, the analysis window size 130 was systematically changed from 25 frames (352 msec) to 200 frames (2817 msec) and the 131 resulting spatial distributions of the average degree of each node were examined (See 132
Supplemental Figure 1 ). For each analysis window (25, 50, 100 or 200 frames), the correlation 133 coefficient for each pair of pixels was computed for the time segment where the analysis 134 window straddled the peak of the response. The average degree of each pixel was then 135 computed as the number of other pixels with which it had correlation coefficients in the range 136 described above each column. Given the large degree of variability seen across images (e.g., 137
there are many more correlations between 0.5-0.6 than 0.9-1.0), the degree of each node was 138 normalized to the maximum degree for each image. Each image, therefore, contains the spatial 139 distribution of normalized node degree for a given analysis window size and given range of 140 correlation coefficient. At an analysis window of 25 frames, high numbers of correlations were 141 seen in portions of the auditory cortex at correlation coefficient thresholds between 0.7 and 0.9, 142 but at thresholds above 0.9, spurious correlations were detected outside of the slice (dashed 143 arrow, top right image). Using a 50 frame window, nodes restricted to the auditory cortex were 144 seen at all thresholds above 0.7. Similar findings were seen at 100 and 200 frames. Given the 145 increased utility of any dynamic network analysis tool at shorter analysis windows (and therefore 146 higher temporal resolution), it was determined that the smallest window not producing spurious 147 correlations would be used for analysis. Similar findings were seen with other activations seen 148 in other animals and a similar analysis was done for in vivo data (data not shown). Therefore 50 149 frames and a correlation threshold of 0.7 (corresponding to the red box in Supplemental Figure  150 1) were the window and threshold used for all subsequent analyses. 151 152 By sliding the correlation window 1 step or frame each time following each correlation 153 extraction, and doing this over the entire timeline, a time series of correlation networks was 154 obtained (Figure 2A -E). CommDy can take the resulting dynamic network as the input directly 155 or, for more efficient processing, it takes any partition of the time steps of the network time 156 series into static communities. In each time step of these time series we applied the Louvain 157 static community inference method [47] to find snapshots of functional clusters, the "groups" that 158 form the basis of CommDy. The Louvain algorithm was chosen because among the modern 159 static community inference methods, its steps are highly intuitive and it is highly scalable, while 160 achieving results comparable to other methods. The algorithm is based on two steps that are 161 repeated iteratively to optimize the modularity in the network ([48] , Figure 2F -J). First, the 162 algorithm groups nodes into communities to maximize modularity locally. Then the algorithm 163 hierarchically rebuilds the network aggregating the newly discovered communities into super-164 nodes. Thus, the nodes in this new network are communities discovered in the previous step 165 and the new links between those nodes are weighted by the cumulative weight of the links 166 between the old nodes that were aggregated into the corresponding communities. The two 167 steps are repeated iteratively until no further increase in modularity is possible. 168
169
To assess the stability of the Louvain algorithm, which is stochastic in nature, we examined six 170 paroxysmal depolarizations in young mice, and six paroxysmal depolarizations in aged mice. 171
The Louvain algorithm was run 30 times on each paroxysmal depolarization and we computed 172 the standard deviation of each modularity value. We found that all standard deviations were 173 below 5x10 -3 , which is lower than previous reports (Blondel et al. 2008) , and, for modularity 174 values above 0.5, the coefficient of variation was below 0.5%, suggesting that these modularity 175 values are stable and the identified static communities are consistent across repetitions. The 176
Louvain algorithm was then compared to the Infomap method [49] , which has been used 177 previously to map neural circuits [50, 51] . The algorithm 178 (http://www.mapequation.org/code.html) was run using default parameters, specifying weighted 179 undirected links and optimizing a two-level partition. The input of the algorithm was the 180 correlation network (link list format), while the output is a (.map) file which describes the best 181 two-level partition (no hierarchical structure is preserved). We observed that the Infomap 182 algorithm only detected the large mass of pixels encompassing the auditory cortex, but did not 183 detect heterogeneities in the response seen with Louvain (Supplemental Figure 2) . 184
185
To understand how the clusters (communities inferred by Louvain algorithm in each time step) 186 change over time, we use the CommDy method [34, 37, 52, 53] . In CommDy, dynamic 187 communities are essentially viewed as dynamic clusters, where the membership of the 188 individual inside the cluster is determined by the total value of the "social cost," as manifested individual who is not observed at a gathering of a community of which it is a member. A dynamic 202 community is then defined as a time series of sets of individuals among whom the overall social 203 cost of interacting is minimized [34] . Note that these costs have not yet been defined for brain 204 networks and were set to equal values for our initial studies, with subsequent exploration of the 205 range of the parameters. For visualization, once communities were assigned, the pixels 206 belonging to the top 20 communities over the entire timeline were distinguished using a palette 207 of 20 colors . Spatial relationships between the nodes were not considered when 208 assigning groups because of the potential introduction of bias based on assumptions about the 209 relationship between structural and functional connectivity. approaches is CommDy's ability to quantitatively describe the characteristics of the inferred 213 network activity in terms of the node and structural network metrics based on network analysis 214 theory [36] . These metrics permit quantitative comparisons between different networks (e.g., 215
comparing the cortical networks in aged vs. young animals). Therefore, quantitative analyses of 216
CommDy activation patterns were performed using 10 relevant community metrics that describe 217 the interactions between pixels (see supplementary Table 1 for a listing and definition of the 218 metrics). 219
Paroxysmal depolarizations were imaged in brain slices taken from 5 young (5.5 months, n=5) 222 and 5 aged (22 months, n=5) animals (a total of 41 and 30 activations, respectively). As 223 expected, baseline differences in aged and young animals were noted in hearing thresholds 224 (33.9 ± 2.2 [SD] dB SPL for young and 59.9 ± 27.6 [SD] dB SPL for aged, p=0.032, Mann-225 Whitney). In addition, as previously described in a related dataset [56] , there were differences 226 found in cortical thickness between the two groups (1.20 ± 0.04 [SD] mm for young and 1.04 ± 227 0.04 [SD] mm for aged, p=0.012, Mann-Whitney). 228 229 Initially, static analysis was performed on auditory cortical networks in young and aging mice. To 230 do this, the average degree of each node was computed for each pixel as the average number 231 of edges at each node during the 100 frame window surrounding the peak of the paroxysmal 232 depolarization. These values were then averaged across paroxysmal depolarizations within 233 each animal, normalized to the overall magnitude of the response, and the resulting grand 234 average for each group of animals is shown in Figure 3 . As shown, the average normalized 235 degree of each node in all was substantially higher in younger animals than in aged animals 236 (mean normalized node degree in young animals = 813.0 (353.6 SD) connected nodes per 237 active node, mean in aged animals = 149.1 (162.4 SD), connected nodes per active node, 238 p=0.005). These data suggest that the average connectivity between nodes is higher in younger 239 animals than in aging animals, and cannot be accounted for by any differences in the magnitude 240 in the response of the young vs. aged animals. 241
242
We then performed dynamic analysis using CommDy, which is built upon static communities 243 detected by the Louvain algorithm independently in each time step. Dynamic analysis of 244 paroxysmal depolarizations in young and aged animals using CommDy revealed that network 245 activity differed between these two groups. Young animals showed distinct patterns of activity 246 across the auditory cortex during paroxysmal depolarizations. See Figures 4A-E for an example 247 from one representative young mouse. Early during the response, multiple small clusters 248 (communities) were observed ( Figure 4B ). As the response evolves, a distinct cluster (colored 249 red) emerges in the upper layers of the AC ( Figure 4C ), which then spreads to produce two 250 broad red networksone in the upper layers and another in the lower layerswhich persists to 251 at least 500 msec after onset ( Figure 4E , see Supplemental Movie 1). In the aged animals, 252 there is also broad activation across the AC. However, the activation is much more 253 heterogeneous than that seen in the young animal and comprises pixels of many different 254 communities and never coalesces into coherent clusters seen in the young animal (Figures 4F-J  255 for a representative aged mouse, see Supplemental Movie 2). 256 257 Dynamic network metrics were compared between young and aged mice using univariate and 258 multivariate approaches. To ensure that differences in network measures were not due to 259 changes in the absolute magnitude of activation, individual group and community sizes were 260 normalized by the total number of pixels in each activation. Using a mixed effects model, age 261 was found to be a significant predictor for both normalized group size (mean values = 0.211 ± 262 0.113 [SD] pixels for young vs. 0.058 ± 0.046 [SD] for aged, p = 0.0001) and normalized 263 community size (mean values = 0.235 ± 0.142 [SD] pixels for young vs. 0.046 ± 0.044 [SD] for 264 aged, p = 0.0002). The differences in homing, a measure of network cohesion, trended towards 265 significance but did not survive correction for multiple comparisons (mean values = 0.756 ± 266 0.663 [SD] for young vs. 0.125 ± 0.081 [SD] for aged, p = 0.0168). See Figure 5A for a 267 comparison of all 10 network parameters. 268 269 Given the relationship between age, hearing loss and cortical thickness, we examined the 270 relationship between hearing loss and cortical thickness on the various CommDy network 271 parameters. Hearing loss showed no significant relationship to any network metric (lowest p-272 value = 0.413, observed for maximum community stay), though cortical thickness was 273 significantly correlated to normalized community size (R=0.687, p<0.0001, mixed-effects model, 274 Figure 5B ), normalized group size (R=0.687, p<0.0001, Figure 5C ), and homing (R=0.423, 275 p=0.0003, Figure 5D ). 276
277
To examine the relationships among all CommDy variables in young and aged mice, we 278 performed multivariate analysis with PCA, using all activations from all animals. We observed 279 that the first two components account for majority of the variance in the community metrics of all 280 the paroxysmal depolarizations from individual animals. This analysis revealed a clustering of 281 two groups of activations that segregate by age group in the statistical space projected onto the 282 first two components, with little overlap between these groups, shown for each paroxysmal 283 depolarization and coded by individual using different shapes ( Figure 6 ). Analysis of this biplot 284
shows that indicators of network temporal stability and cohesion, such as homing, community 285 stay, group size and community size show strong positive alignment (and are thus correlated) 286
for the cluster of young animals. In contrast, indicators of network fragmentation and instability, 287 such as visiting and switching costs, are more aligned with the cluster for the older individuals. 288
Review of the individual paroxysmal depolarizations from each animal shows that paroxysmal 289 depolarizations from different animals are intermingled, rather than clustered. This finding 290 suggests that the common feature separating the paroxysmal depolarizations is membership in 291 an age group, rather than membership to an individual animal. The weights of all three cost 292 metrics were systematically varied and in all cases, similar separations were seen in young vs. 293 aged animals (data not shown). Taken together, these data suggest that networks from aged 294 animals are more fragmented and less cohesive than those from young animals. 295
296
To test whether the aging-related changes in group and community size described above may 297 be related to changes in intracortical connectivity, diminished intracortical connectivity was 298 pharmacologically mimicked in a coronal brain slice from a young animal by blocking NMDA 299 receptors, which are enriched in cortico-cortical synapses [57, 58] . A concentration-dependent 300 drop in both normalized group and community size was seen with bath-application of the NMDA 301 blocker APV (1-way ANOVA, p = 5 x10 -9 for group size, p = 0.004 for community size, Figures 302 7A and B). To further determine whether network changes observed during NMDA blockade 303 resembled network changes that occur during aging, a classifier was built using the NMDA 304 blockade data, and the ability of this classifier to distinguish patterns of activity in young vs. 305 aged was measured. A random forest method [59] was used to build a classifier using the five 306 different classes of NMDA blockade data (baseline, 15, 30, 60 and 120 µM APV). Given the 5 307 dose categories, chance performance of the classifier = 0.2 (or 0.35 using the majority class as 308 the prediction). Using 50 trees and leave-one-out validation, the accuracy of the classifier for 309 APV data = 0.575, which is greater than that expected by chance (see confusion matrix, Figure  310 7C). When applied to all data obtained from young and aged animals, this classifier identified 30 311 out of 40 young as belonging to the baseline group and 22 out of 30 aged as belonging to one 312 of the APV groups, thus "correctly" identifying 74% of the activations ( Figure 7D ). When 313 comparing the 30 µM dose group (the category into which most of the aged data fell) to the 314 baseline group, the overall accuracy of the model was 0.70. Thus, using entirely different 315 datasets for model development and model validation, these data suggest that the aged data, 316 when looked at from a network perspective, bear strong commonalities to the effect of bathing a 317 young slice in 30 µM APV. 318
319
Analysis of in vivo data: 320 9 young (average age = 4.7 months, range = 4.4 to 5.0 months) and 9 aged (average age = 321 23.2 months, range = 23.0 to 23.5 months) mice were used for these experiments. Since 322 flavoprotein autofluorescence has not been used previously to measure spontaneous neural 323 activity in vivo, we initially characterized the spectral properties of the signals. The majority of 324 the power is in the delta range (approximately 3 Hz) in both young and aged animals. To 325 determine the modulation of spontaneous activity by anesthesia, mice were anesthetized with 326 ketamine/xylazine (after spontaneous signals were measured for CommDy analysis) and we 327 observed the expected overall decrease in frequency in both groups (p=0.006), as has been 328 seen previously [60, 61] , with no differences between groups (p=0.3, Supplemental Figure 2B) . 329
These data suggest that spontaneous flavoprotein autofluorescence signals track with more 330 commonly-measured indicators of spontaneous activity, such as EEG, but given the slow nature 331 of the signal are limited to lower frequency spectral bands than EEG. 332
333
To compare the overall degree of connectedness between nodes in aged vs. young animals, 334 the degree of each node was computed. Similar to the findings in brain slices from the auditory 335 cortex, the degree of connectivity, as measured by average number of edges per node, was 336 significantly decreased in the aged compared to the young animals (156.7 x 10 4 (SE 53.2 x 10 4 ) 337 edges/node vs. 6.1 x 10 4 (SE 3.8 x 10 4 ) edges/node, p = 0.02, See Figures 8A and B) . 338 339 340
Discussion: 341
The notion that neuronal cell assemblies are critical for perception and may shift dynamically 342 over time is a foundational principle in neuroscience [62, 63] , but quantifying such network 343 dynamics has been challenging. Here we provide proof-of-concept data that dynamic network 344 analysis, specifically CommDy, a network analytical technique initially developed for the 345 inference of communities in dynamic social networks, can quantitatively describe network-level 346 dynamics in brain imaging experiments. It is further shown that CommDy analysis from two 347 different brain regions under different conditions (slice vs. in vivo) shows that aging is 348 associated with a series of changes in network metrics that demonstrate aging-dependent 349 fragmentation of neuronal activity. It is further shown that the network characteristics seen are 350 similar to those seen after partial NMDA receptor blockade, suggesting a possible mechanism 351 for this aging-related fragmentation. Below we describe the limitations and the potential utilities The current work is based on flavoprotein autofluorescence imaging, which has the advantages 357 of providing a stable intrinsic signal with high sensitivity and good spatial resolution (100-200 358 microns [38] ), but has a relatively sluggish time course (~0.5-1 sec for time to peak [38] [39] [40] ). 359
Given this slow time course, one might expect that small differences in the time to activate of 360 different groups of neurons would be washed out by delays induced by neurometabolic 361 coupling. However, despite these slow responses, CommDy did reveal distinct populations, 362
suggesting that more subtle heterogeneities than could be appreciated using traditional 363 analytical approaches were detectable using CommDy in the time courses of the imaging 364
responses. 365
Another potential concern about the current analysis is the use of pixels as individual nodes, 366 rather than using defined regions or individual neurons. At the binning and magnification used in 367 this study, an individual pixel occupies an area of approximately 800-1600 µm 2 . To estimate the 368 number of neurons represented in this pixel, an upper estimate of the volume will be used, 369
corresponding to the full thickness of the slice or the cortex, though it is likely that the blue 370 excitation light incompletely penetrated the sample. The mouse cerebral cortex contains about 371 9.2x10 4 neurons/mm 3 [64] giving a rough estimate that each pixel in our preparation contained 372 signal emanating from on the order of ~50-100 neurons. Compared to techniques that image 373 spiking activity of individual cells, such as calcium imaging, flavoprotein autofluorescence offers 374 lower spatial resolution but offers a broad field of view (multiple millimeters), permitting large-375 scale networks to be identified. Compared to the most-commonly used technique for large-scale 376 brain imaging, fMRI with BOLD signals, where the voxel sizes range from millimeters in humans 377 to hundreds of microns in rats, the current analysis provides substantially higher spatial 378 resolution. It is important to note that the current analytical approach may be easily adapted to 379 any of the imaging techniques mentioned above. 380 381
Implications for aging 382
Pathological changes associated with aging have been described at virtually every level of the 383 central nervous system, including the cortex. Here, we observed aging-related disruptions in 384 network-level function of the auditory and motor cortices. In the slice preparation, these changes 385 are independent of the magnitude of the activation, and are likely not related to differences in 386 slice viability, since we have recently found that the auditory cortices in slices from young vs. 387 aged animals do not differ in their baseline redox state or response to metabolic stress [56] , and 388 are also likely not related to differences in GABAergic synaptic inhibition, since saturating doses 389 of a GABAA antagonist were used in the slice study. Similar fragmentation of networks was also 390 observed in the motor cortex, despite preservation of the overall spectral structure and spectral 391 responsiveness of the flavoprotein signal. Therefore, the current data suggest that aging causes 392 changes in the underlying local excitatory substructure in the cerebral cortex. The specific 393 substrate for these changes is unknown, but could relate to changes in local dendritic branching 394 and integration, changes in intrinsic excitability of pyramidal cells, or changes in synaptic 395
properties, all known to be altered in the aging brain [65] [66] [67] [68] . Regarding the latter hypothesis, 396
we observed that a classifier built only using dose-dependent changes in CommDy network 397 parameters induced by APV was able to classify data from young vs. aged animals with a high 398 degree of accuracy (Figure 8 ). These findings are remarkable in that the cross-validation was 399 done using entirely different datasets obtained from different types of slices (auditory cortex 400 slices for aging data and coronal slice for APV data). Further, these findings are consistent with 401 a body of literature demonstrating NMDA receptor hypofunction in the cerebral cortex of the 402 aging brain [69] [70] [71] . Therefore, these data suggest that the aging-related changes in network-403 level interactions observed in the cortex of this and previous studies [20, 21] may be, at least in 404 part, caused by changes in NMDA receptor function. 405
406
Another novel finding in this study is the observation that cortical thickness is a significant 407 predictor of group size, community size and homing in the auditory cortex ( Figures 5B-D) . This 408 relationship is consistent with the mechanisms of aging-associated thinning of the cortex. 409
Cortical thinning is related to the loss of synapses between cortical neurons and/or 410 demyelination of local cortical axons, with retention of the number of neurons [10, [72] [73] [74] . As 411 such, cortical thinning would be predicted to be associated with drops in cortical connectivity, 412 consistent with the current data. This idea is supported by previous findings from network theory 413
showing that random or uniform loss of connectivity, translated into uniformly lower network 414 density, results in smaller clusters [75, 76] . Hence, our results showing diminished group and 415 community size with aging, combined with the known drop in synaptic connectivity seen in 416 aging, are consistent with predictions from network theory. 417
418
In addition to aging-related decreases in network size, multivariate analysis revealed aging-419
related changes in virtually all metrics of network cohesion (e.g., visiting, switching, homing, 420 maximum community stay, Figure 5 ). In this context, it is worth pointing out that simple loss of 421 connectivity does not by itself directly imply lack of cohesion over time, as the small groups can 422 still coalesce into functional units. For example, even at low densities, the presence of well-423 connected clusters has been shown to result in synchronization in static networks [77] [78] [79] . Thus, 424 our results that show lower cohesion measures in older brains indicate that the loss of 425 cohesiveness cannot only be explained by drops in network connectivity and requires further 426 investigation. 427 428
Potential utilities of CommDy 429
CommDy may prove to be a useful tool to quantitatively study brain networks. Although the 430 current study is focused on flavoprotein autofluorescence imaging, CommDy can be adapted to 431 other forms of brain imaging as well. Such adaptation would permit CommDy to be used to 432 refine network-level hypotheses about brain function, for example, in the study of pathological 433 states in humans. It is speculated that many neurological and psychiatric disorders are caused 434 by functional disruptions in large-scale brain networks [80] [81] [82] . Most of the current work in this 435 area has focused on using network measures either as a tool to classify different disease states, 436 or as a means to better understand network disruptions associated with disease states. In both 437 cases, much of the work has been focused on the generation of static maps. However, in brain 438 diseases, fluctuations in clinical symptomatology are the rule rather than the exception. For 439 example, seizures in epilepsy, "off" states in Parkinson's Disease and hallucinations in 440 schizophrenia, all occur paroxysmally on the backdrop of stable brain structures, such that it will 441 only be possible to understand them using dynamic assessment tools. CommDy may add to the 442 growing toolbox of network assessment tools and will contribute to the understanding of brain 443 network dynamics. As previously described [56] , to measure hearing for the aging studies, ABRs were obtained in 454 response to tones at frequencies of 4, 8, 16, 32, 45, and 64 kHz, as well as in response to 455 broadband noise. Animals were anesthetized with 100 mg/kg ketamine + 3 mg/kg xylazine 456 intraperitoneally before the insertion of two subdermal electrodes, one at the vertex and one 457 behind the left ear. Stimuli were presented using a Tucker-Davis (TDT) system 3, ES1 free field 458 speaker, with waveforms being generated by RPvdsEx software. The output of the TDT speaker 459 was calibrated at all the relevant frequencies, using a Bruel and Kjaer type 4135 microphone 460 and a Bruel and Kjaer measuring amplifier (Model 2610). Each frequency was presented for 461 5ms (3ms flat with 1ms for both rise and fall times), at a rate of 2-6Hz with a 100ms analysis 462 window. Raw potentials were obtained with a Dagan 2400A amplifier and preamplifier 463 headstage combination, and filtered between 100Hz and 3000Hz. An AD instruments PowerLab 464 4/30 system was used to average these waveforms 500 times. Significant deflections, assessed 465 via visual inspection, within 10ms after the end of the stimulus were deemed to be a response. 466
Blinding of ABR assessments was not done given the conspicuous physical differences in 467 young vs. aged mice (i.e., aged animals are heavier and had less hair on snout). 468 469
Brain slice preparation: 470
The CBA/CaJ strain was used because of its gradual aging-related hearing loss [83] [84] [85] Five 471 young mice (5.5 months of age) and five aged mice (22 months of age) were used. Mice were 472 initially anesthetized with ketamine (100 mg/kg) and xylazine (3 mg/kg) and then transcardially 473 perfused with an ice-cold sucrose saline solution (in mM: 206 sucrose, 10.0 MgCl2, 11.0 474 glucose, 1.25 NaH2PO4, 26 NaHCO3, 0.5 CaCl2, 2.5 KCl, pH 7.4). Slices containing the auditory 475 cortex were cut using a modification of the method developed by Cruikshank et al. [86] , modified 476 for the aging brain, as described previously [56, 87] , see Figure 1B for brain image. Brains were 477 blocked by removing of the olfactory bulbs and the anterior 2 mm of frontal cortex with a razor 478 blade. The brain was then tipped onto the coronal cut and an off-horizontal cut was made on the 479 dorsal surface, removing a sliver of brain angled at 20° from the horizontal plane. The brain was 480 then glued onto the cut angled surface, and sections were then taken. All slices were then 481 transferred to a holding chamber containing oxygenated incubation artificial cerebrospinal fluid 482 (ACSF) (in mM: 126 NaCl, 3.0 MgCl2, 10.0 glucose, 1.25 NaH2PO4, 26 NaHCO3, 1.0 CaCl2, 2.5 483 KCl, pH 7.4) and incubated at 32°C for 1h prior to experimentation. The ACSF used for the 484 experiments use equimolar MgCl2 and CaCl2 and contained 1 µM of the GABAA antagonist 485 SR95531 to enhance spontaneous activity. Without the addition of SR95531, we found that the 486 amount of activity present in the slice was insufficient for either CommDy or traditional analyses. 487
During imaging, slices were placed on a stainless steel mesh for 2-sided perfusion, as we have 488 described previously [88] . To assess the impact of NMDA blockade on network activity, the 489 NMDA blocker D-APV (Tocris, catalog# 0106) was dissolved in ACSF and bath applied at a 490 series of concentrations ranging from 15 to 120 µM, with 20 minute wash-ins between each 491 dose escalation. Cortical thickness was evaluated by drawing a line tangent to the rostral-most 492 extent of the hippocampus, from the white/grey matter border of the cortex to the pia, as we 493 have described previously [56] . 494 495
In vivo preparation: 496
An initial stereotactic surgery under ketamine/xylazine (100 mg/kg and 3 mg/kg IP, respectively) 497 was done to glue a threaded headbolt onto the skull using OptiBond XTR kit (Cat # 35106) 498 cement. After at least 3 days to recover, mice were gradually acclimated to an imaging chamber 499 within a soundproof booth. Their headbolts were affixed to a holder, and the body was 500 suspended while under isoflurane (4%) anesthesia. The mice were then allowed to emerge from 501 anesthesia, initially for 5 min, and gradually up to 15-20 min. Awake data were obtained once 502 isoflurane was removed for at least 10 minutes. Once awake data were obtained, the animal 503 was re-anesthetized with ketamine/xylazine (100 mg/kg and 3 mg/kg IP, respectively) for 504 additional imaging. 505 506
Imaging: 507
For the slice work, flavoprotein autofluorescence imaging was done with a fluorescence 508 illuminator (Prior Lumen 200) and a UMNIB Olympus filter cube (470-490 nm excitation, 505 509 nm dichroic, 515 nm emission long pass). A coverslip was placed over the slice to provide a 510 stable imaging plane and data were collected using an infinity-corrected 4X macro objective (NA 511 0.28) and a Retiga EXi camera and StreamPix software (See Figure 1A for diagram of 512 experimental setup). Data were obtained with 8x8 hardware binning, producing images of 130 x 513 174 pixels. Acquisition rates were 71 frames per second. 514
515
In vivo imaging was done using a macroscope system outfitted with 85 mm f/1.4 and f/1.2 Nikon 516 lenses and an Adimec 1000m CCD camera (7.4 x 7.4 µm pixel size, 1004 x 1004 pixels). Blue 517 light (450 nm, 30 nm band-pass) was used for excitation and green light (515 nm, long-pass) 518 was collected, and a 495 DRLP dichroic mirror was used. Images were collected at 25 frames 519 per second. Pixels were binned 4x4 and a region of interest containing 60 x 70 pixels over both 520 motor cortices and symmetric with respect to the midline was selected for analysis. No filtering 521 was done on the signals. 522 523
Paroxysmal depolarizations: 524
In the presence of SR95531, spontaneous activations were observed with flavoprotein 525 autofluorescence imaging, consisting of a relatively sharp rise in fluorescence, peaking at about 526 150 msec after baseline, with a slow decline, gradually returning to baseline seconds ( Figure  527 1A, red trace). We routinely observe these spontaneous activations in all brain slices that 528 contain the cerebral cortex and are bathed in concentrations of SR95531 above 0.5 µM and 529 generally such activations occur roughly every 30-60 seconds with no obvious periodicity. 530
These electrical events strongly resemble the intra-and extracellular manifestations of 531 paroxysmal depolarizing shifts, respectively [89] [90] [91] [92] , and we have previously found that they 532 correlate with paroxysmal depolarizing shifts [93] . Therefore, we refer to them as paroxysmal 533 depolarizations. All slice analyses in this report are done on activity occurring during the 534 paroxysmal depolarizations. 535 536
Statistical analysis: 537
To examine the relationships between 10 CommDy network metrics described in Table 1 Supplemental Figure 1 
