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Resumen—En este trabajo se ha implementado un
algoritmo genético interactivo en un bot para el jue-
go Unreal Tournament 2004, utilizando como base un
bot que se definió anteriormente modelando el cono-
cimiento de un jugador experto. El algoritmo ofrece
dos tipos de interacción: por parte de un experto en
el juego, o por parte de un experto en el algoritmo.
Cada uno influirá en distintos aspectos del algoritmo,
para dirigirlo hacia unos mejores resultados con res-
pecto a la humanidad que presente el bot (objetivo de
este artículo). Se ha hecho un análisis de la influencia
del experto en la ejecución y los resultados muestran
cierta mejoría con la versión sin interactividad.
El mejor bot obtenido como resultado ha sido pre-
sentado a la BotPrize competition de 2014 (buscan
el bot más humano posible), quedando en segundo
lugar.
Palabras clave— Inteligencia Computacional, Inteli-
gencia Artificial, Computación Evolutiva, Algoritmos
Evolutivos, Algoritmo Evolutivo Interactivo, Unreal
Tournament, Human-like, Humanidad, Test de Tu-
ring
I. Introducción
Unreal Tournament 2004[1], también conocido co-
mo UT2004 o UT2K4, es un videojuego de acción
en primera persona, principalmente creado para la
experiencia multijugador, en el que el objetivo varía
según el modo de juego elegido. El juego incluye un
modo de un solo jugador que emula el juego mul-
tijugador a través del uso de entidades controladas
por ordenador que simulan a los jugadores humanos,
llamadas bots. El juego fue desarrollado por Epic
Games y Digital Extremes, y publicado por Atari.
La mayor adición que UT2004 hace al universo Un-
real es la introducción de vehículos a la fórmula de
los juegos FPS (First person Shooter), siguiendo los
pasos de otros juegos como Tribes 2, Halo: Combat
Evolved, y Battlefield 1942.
Una de las características centrales y definitorias
de los Unreal Tournaments, y uno de los mayores
componentes de su éxito, es la facilidad con la cual
muchos jugadores pueden crear y compartir sus pro-
pias modificaciones y contenido propio tales como
mapas, armas, y modos de juego innovadores, lla-
mados también mods. Varios de los mapas creados
por jugadores suelen ser más populares entre los ju-
gadores que aquellos que vienen con el juego. En
consecuencia, muchos, sino la mayoría, de los servi-
dores de UT alrededor del mundo incluyen mapas de
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terceros. Los mapas personalizados pueden ser crea-
dos con el editor (UnrealED) incluido con el juego.
Los elementos de inteligencia artificial (IA en ade-
lante) que se usan en los juegos de ordenador han
recorrido un largo camino. Al principio los sistemas
desarrollados se basaban en un conjunto de reglas
programadas directamente en el código del juego o
en secuencias de comandos de comportamiento in-
terpretadas por el código, dónde el factor aleatorio
era muy influyente.
Otro paso en el proceso de desarrollo fue la in-
troducción de métodos sencillos de Ciencias de la
Computación, tales como las máquinas de estados
finitos [2] . Esta técnica sigue siendo popular y se uti-
liza frecuentemente. Una máquina de estados finitos
describe el comportamiento de los enemigos contro-
lados por el ordenador (denominados popularmen-
te NPCs, Non-Player Characters por sus siglas en
Inglés). Sin embargo, como la demanda de los ju-
gadores crecía día a día, los juegos se hicieron cada
vez más complejos, gracias al uso de algoritmos de
computación cada vez más avanzados.
Una arquitectura de IA para juegos FPS suele es-
tar organizada en una jerarquía con cuatro compo-
nentes principales integrados: comportamiento, mo-
vimiento, animación y combate.
Este artículo propone una modificación del Bot
Experto[3], con la inclusión de un algoritmo gené-
tico interactivo. [4] El objetivo es conseguir un bot
que se comporte de la manera más humana posible,
en lugar de la idea inicial de los autores de crear
un bot muy competitivo en el combate. Además se
ha conseguido paralelizar el algoritmo, consiguiendo
reducir el tiempo de ejecución a la décima parte.
En el algoritmo implementado se han tenido en
cuenta dos tipos de interactividad, dependiendo del
perfil del experto humano que evaluará el comporta-
miento del bot. Estos perfiles son experto en Unreal
Tournament 2004 y experto en algoritmos genéticos.
II. Trabajos Previos
A. Test de Turing para bots
El test de Turing para bots [5] es una variante
del Test de Turing, donde un juez humano que in-
teractúa con un mundo virtual debe distinguir entre
otros humanos y bots que también interactúan con
ese mundo virtual.
El test de Turing para bots se propuso para avan-
zar en los campos de la Inteligencia Artificial e Inteli-
gencia Computacional en relación a los videojuegos.
Se consideró que un bot implementado deficiente-
mente implicaba un juego mediocre, por lo que un
bot que sea capaz de pasar esta prueba, y por lo
tanto que podría ser indistinguible de un jugador
humano, podría mejorar directamente la calidad de
un juego, además de que también sirvió para des-
acreditar la noción errónea de que ‘la IA para juegos
es un problema resuelto.’
Se hace hincapié en un bot que interactúa con
otros jugadores en un entorno multijugador. A di-
ferencia de un bot que simplemente tiene que tomar
decisiones óptimas y similares a las humanas para
jugar o vencer a un juego, esThe 2K BotPrizete bot
tiene que tomar las mismas decisiones y al mismo
tiempo dar la impresión de tener un comportamien-
to similar a un humano.
Este test fue diseñado para probar la capacidad
de un bot para interactuar con un entorno de jue-
go en comparación con un jugador humano. Esto se
convirtió en un torneo con unos cuantos objetivos en
mente:
Hay tres participantes: un jugador humano, un
bot y un juez.
El bot necesita parecer más humano que el juga-
dor humano. Las calificaciones del juez no son bipo-
lares, ambos jugadores pueden ser calificados de 1 a
5 (1=No es humano, 5=Humano).
Los tres participantes deben ser indistinguibles,
salvo por el nombre, que deberá ser generado alea-
toriamente. Estas medidas ayudan a que el juez no
se vea influido por el nombre o la apariencia de los
jugadores.
El chat está desactivado durante la partida.
Los bots no tienen poderes omniscientes como en
otros juegos. Estos solo pueden reaccionar ante es-
tímulos que puedan estar disponibles a otro jugador
humano. Los participantes humanos tenían un ni-
vel medio, ninguno era inexperto o capaz de jugar a
nivel profesional.
En 2008 tuvo lugar el primer torneo 2K BotPrize
(en adelante BotPrize), donde utilizó el juego Unreal
Tournament 2004. Los participantes crearon sus bots
con antelación usando el interfaz GameBots, que fue
modificado para ajustarse a las condiciones previa-
mente explicadas.
B. Botprize
El primer torneo BotPrize se celebró en Perth,
Australia, el 17 de diciembre de 2008, como parte
del simposio IEEE 2008 sobre Inteligencia Compu-
tacional y Juegos.
A cada equipo participante se le dio tiempo para
configurar y ajustar sus bots al cliente de juego mo-
dificado, aunque no se permitieron otros cambios de
programación. El torneo se llevó a cabo en las ron-
das, utilizando partidas en modo Deathmatch de 10
minutos de duración. Los jueces fueron los últimos
en unirse al servidor y todos los jueces observaron ca-
da jugador y cada bot exactamente una vez, aunque
la pareja formada por jugadores y bots cambiara.
Cuando terminó el torneo, ningún bot fue calificado
como más humano que cualquier otro jugador.
En los siguientes torneos que se disputaron entre
2009 y 2011, las puntuaciones de los bots fueron me-
jorando, aunque siguieron sin superar a ningún hu-
mano, por lo que el premio quedó desierto. No obs-
tante, en la edición de 2012, dos bots fueron capaces
de obtener puntuaciones superiores a los humanos.
Esta afirmación (que un bot que aparente ser más
humano que un propio humano) es una exageración,
ya que en el torneo en el que los bots tuvieron éxito,
la calificación media de "humanidad"de los jugadores
humanos era sólo del 41, 4%.
Esto demuestra algunas limitaciones de esta prue-
ba de Turing, ya que los resultados demuestran que
el comportamiento humano es más complicado y
cuantitativo de lo que se pensaba.
También se cree que los métodos y las técnicas
desarrolladas para el test de Turing para bots serán
útiles en otros campos distintos a los videojuegos, co-
mo los entornos virtuales de formación y en la mejora
de la interacción humano-robot.
C. Otros bots
Los bots ganadores de la edición 2012 fueron
UTˆ2Bot [6] y MirrorBot [7]. Más específicamente,
UTˆ2Bot fue creado por UTˆ2 , un equipo de la uni-
versidad de Texas; este bot se basa en dos ideas prin-
cipales: la neuroevolución multiobjetivo, para apren-
der habilidades de combate filtrando aquellas que
no den una sensación de humanidad, y el uso de
una base de datos con registros de partidos jugadas
por humanos, lo cual ayuda a mejorar la navegación
por el mapa de juego. Por otra parte, Mihai Polcea-
nu, un estudiante de doctorado de Rumanía, creó un
bot llamado MirrorBot, que imitaría las reacciones
del oponente, basándose en técnicas de interacción
humanas. Dado que los jueces son humanos, el bot
imitaría las reacciones propias de un humano, con-
siguiendo engañar al juez. No obstante, esta técnica
solo funciona cuando imita a un oponente humano.
En todo caso, la mayor referencia del bot presenta-
do en este artículo es el Bot Experto [3], ya que este
bot (esto es, NizorBot) es una versión evolucionada
del mismo.
La idea principal que reside en el desarrollo del bot
experto [3], es la de tener un agente que pueda ser
controlado por una serie de estados primarios, cuyo
comportamiento a su vez, pueda ser adulterado por
una serie de estados secundarios. El paso de unos
estados a otros dependerá de las decisiones tomadas
por el sistema experto.
El controlador está constituido por dos capas dis-
tintas, la capa cognitiva y la capa reactiva. La capa
cognitiva se encarga del control de la máquina de
estados finita. En base a lo que ocurra en el entorno
(información percibida a través de los sensores), es-
ta capa será la encargada de decidir cuando se pasa
de un estado a otro y con qué estado secundario,
apoyándose en el uso de la base de datos y el sis-
tema experto. La capa reactiva, al contrario que la
capa cognitiva, no realiza ningún tipo de delibera-
ción, simplemente, responde con acciones ciegas ante
eventos (a modo de sistema nervioso). Es decir, las
reacciones disparadas por esta capa representan ac-
ciones o respuestas inconscientes del agente y por lo
tanto, no deben ser controlables. Es por este motivo,
que las acciones disparadas por la capa reactiva no
son controlables ni tan siquiera por la capa cognitiva.
III. Unreal Tournament 2004
Unreal Tournament 2004 dispone de una gran can-
tidad de modos de juego, pero en nuestro caso, el bot
se ha diseñado específicamente para la modalidad
Deathmatch (Figura 1). Más concretamente, Death-
match es un tipo de juego, en el que el objetivo es o
bien llegar a un cierto número de frags (o muertes),
o bien con el número más alto de frags en el límite
de tiempo para la partida. Deathmatch es un tipo
de juego difícil, que requiere mucho entrenamiento,
si es que uno está jugando contra otros jugadores
. El modo Deathmatch se puede jugar contra una
mezcla de oponentes humanos o manejados por el
ordenador.
Fig. 1. Deathmatch en UT2004 con grafo usado para A*
Unreal Tournament 2004 goza de una amplia va-
riedad de armas, combinando armas clásicas actua-
lizadas de Unreal Tournament, nuevas armas de
UT2003, y armas totalmente nuevas. Varias armas
fueron diseñadas específicamente para su uso en mo-
dos de juego basados en vehículos, y suelen aparecer
únicamente en es modos de juego. Las superarmas
pueden desactivarse como una opción, por lo que
puede o no aparecer en el juego dependiendo de la
configuración del servidor.
IV. Metodología
La intervención humana en el guiado del proceso
de optimización de problemas ha resultado ser muy
provechosa en un buen número de casos mejorando
significativamente diversos aspectos de la búsqueda
como puede ser la calidad de la solución obtenida o
bien el rendimiento del algoritmo empleado para ob-
tenerla [8]. Esta mejora es especialmente significativa
en problemas que demandan un componente subjeti-
vo o que se formulan en un espacio de soluciones que
son difíciles de evaluar matemáticamente porque in-
herentemente contienen algún tipo de factor que se
mueve en el terreno de la psicología o la misma na-
turaleza humana; este es el caso de problemas que
se basan en la creatividad o que necesitan encontrar
soluciones cuyo fin máximo es el de incrementar la
satisfacción humana; precisamente muchos de estos
problemas se encuentran en áreas que se pueden aso-
ciar claramente a la sensibilidad humana tales como
la música, el arte o los videojuegos.
Sin embargo, la interacción de un algoritmo de
optimización con el ser humano puede realizarse de
formas diversas y puede establecerse desde puntos de
vista bastante diferentes: por una parte, la presencia
de un experto en el problema a resolver es importan-
te para evaluar correctamente (quizás en un plano
subjetivo) la calidad de los candidatos, mientras que
la presencia de un humano experto en el algoritmo
es necesaria para modificar o controlar el proceso al-
gorítmico de búsqueda de las soluciones [9]. A pesar
de las ventajas de un algoritmo interactivo, la reali-
dad es que estos producen fatiga al usuario (tanto al
experto en el problema como al experto en el algo-
ritmo de optimización) debido normalmente al alto
número de intervenciones que deben realizar. Una
solución a este problema consiste en “proactivizar”
el algoritmo de forma que el método de optimización
subyacente pueda predecir a priori las decisiones del
experto antes de la intervención de este (por ejem-
plo basándose en sus decisiones anteriores) y de esta
forma reducir el número de intervenciones. En lo que
respecta a técnicas metaheurísticas pues ya se han
realizado investigaciones eficaces en este sentido [10].
Relacionado con lo anteriormente declarado, la
mayor novedad del trabajo presentado aquí con res-
pecto al Bot Experto ha sido la inclusión de la eva-
luación interactiva en el algoritmo genético, lo cual
parece ser algo natural para la generación de bots
que se comporten humanamente ya que no es fácil
de definir exactamente las caracterícas de un com-
portamiento de esta clase.
El algoritmo genético que se ha implementado es
el mismo que se utilizó en el bot experto original. No
obstante, se le ha añadido un componente interactivo
a la hora de evaluar los individuos.
A continuación se describirá con detalle las carac-
terísticas del algoritmo empleado.
A. Estructura del cromosoma
El cromosoma de cada individuo se divide en 6
bloques de información, utilizando un total de 26
genes, tal como se puede ver en la Figura 2
Fig. 2. Representación gráfica del cromosoma empleado
A continuación se describen la función de cada uno
de estos bloques:
Bloque de distancias
Conjunto de parámetros que regulan las distancias
a partir de las cuales el agente ataca con cierto tipo
de armas y mantiene las distancias de seguridad con
respecto al enemigo.
• Gen 0 : Regula el valor de la distancia que el
agente considera como corta. Varía entre 0 y 1200.
• Gen 1 : Regula el valor de la distancia que el
agente considera como media. Varía entre el valor
del Gen 0 y 2000.
• Gen 2 : Regula el valor de la distancia que el
agente considera como larga. Varía entre el valor del
Gen 1 y 2800.
Bloque de selección de armas
Conjunto de parámetros que regulan la prioridad que
se le asigna a cada arma en función de la distancia, la
altura y la situación en la que se encuentra el agente
con respecto al enemigo.
• Gen 3-11: Controlan la prioridad que se le asig-
na a cada arma. Varían entre 0 y 100.
Bloque de control de salud
Conjunto de parámetros que controlan los niveles
de salud a partir de los cuales el agente decide ser
ofensivo, neutro o defensivo.
• Gen 12: Si el agente posee menos salud que la
indicada por este gen, el perfil sera generalmente de-
fensivo. Varía entre 0 y 100.
• Gen 13: Si el agente posee menos salud que la in-
dicada por este gen, el perfil sera generalmente neu-
tro. Varía entre el valor del gen 12 y 160. y 100.
Bloque de riesgo
Conjunto de parámetros que controlan la cantidad
de puntos de salud que el agente esta dispuesto a
arriesgar.
• Gen 14: Varía entre 5 y 30.
• Gen 15: Varía entre 15 y 80.
• Gen 16: Varía entre 15 y 60.
• Gen 17: Varía entre 10 y 120.
• Gen 18: Varía entre 20 y 100.
Bloque de tiempo
Este bloque esta compuesto por un solo gen que re-
gula la cantidad de tiempo a partir de la cual el
agente considera que a perdido de vista al enemigo.
• Gen 19: Varía entre 3 y 9 segundos.
Bloque de control de items
Conjunto de parámetros que regulan la prioridad que
se le asigna a determinados items. Cuanto más alto
sea el valor asignado, mayor prioridad se le asignará
al item a la hora de ser ’timeado’. El valor de cada
gen varía entre 0 y 100.
• Gen 20: Regula la prioridad asignada al Super
Shield Pack.
• Gen 21: Regula la prioridad asignada al Shield
Pack.
• Gen 22: Regula la prioridad asignada a la Light-
ning Gun.
• Gen 23: Regula la prioridad asignada al Shock
Rifle.
• Gen 24: Regula la prioridad asignada al Flak
Cannon y el Rocket Launcher.
• Gen 25: Regula la prioridad asignada a la Mi-
nigun.
B. Medición del fitness
Para poder medir la habilidad del individuo es ne-
cesario jugar una partida contra otro bot, en este
caso hemos usado el bot nativo de UT2004 en su
máximo nivel, ya que hemos decidido que tiene un
comportamiento más estable que otras alternativas.
Estas partidas tienen una duración de 5 minutos
y se ha utilizado el mapa DM-Ironic. Una vez que
terminan los 5 minutos de juego, se recopilan los
datos necesarios para la función de fitness.
La función utilizada para medir el fitness de los
individuos es la siguiente:
f(fr, d, dmgG, dmgT, s1, s2, tS, tL) =

(fr − d) + s2 + s12
+log((dmgG− dmgT ) + 1) sifr > d
fr
d + s2 +
s1
2
+log((dmgG− dmgT ) + 1) sifr < d
Donde:
fr : Número de frags.
d: Número de bajas.
dmgG: Daño total causado.
dmgT : Daño total recibido.
s1 : Número de escudos pequeños recogidos.
s2 : Número de escudos grandes recogidos.
Por norma general, las funciones de fitness para
UT2004 suelen ser más sencillas, utilizando solo el
número de victorias (fr) y derrotas (d), sin embar-
go, debido al comportamiento no determinista del
juego, se ha optado por usar otros factores para es-
tabilizar la función de fitness. Además estos facto-
res sirven para evaluar otros aspectos del bot, sobre
todo su comportamiento a la hora de recoger obje-
tos. Los objetos juegan un papel muy importante en
UT2004, por lo que un bot eficiente debe tener un
buen comportamiento en este aspecto.
Estos factores son los siguientes:
Número de escudos recogidos (s1 y s2): El núme-
ro máximo de escudos pequeños que pueden obte-
nerse en una partida de cinco minutos es de doce,
mientras que por el contrario el número máximo de
escudos grandes que pueden obtenerse es de quince.
Por este motivo, en la ecuación se divide el número
de escudos pequeños por dos.
Daño total hecho (dmgG) y recibido (dmgT): De-
bido a que la diferencia de daños total obtenida suele
oscilar entre los miles, decidimos utilizar el logaritmo
en base de diez de dicha operación para obtener un
valor que favoreciese al candidato más agresivo. Al
resultado de la diferencia se le suma una constan-
te para asegurarnos de que no se obtienen valores
negativos.
C. Método de selección
Se ha optado por utilizar el algoritmo de selección
por ruleta, un algoritmo de selección probabilista.
Esto quiere decir que un individuo tiene una proba-
bilidad de ser seleccionado proporcional a su fitness.
Sin embargo, al entrar en juego la probabilidad, es
posible que el mejor candidato no sea elegido, lo que
puede ser útil al impedir que un individuo monopo-
lice la solución, aunque esto implique una velocidad
de convergencia menor.
Además se ha optado por el uso del elitismo. Esto
implica que en cada generación del algoritmo se han
incluido los 5 mejores individuos de la generación
anterior, sin modificación alguna.
D. Operadores genéticos
Se ha optado por la opción del cruce uniforme.
Este tipo de cruce implica una mayor diversidad del
individuo, donde cada gen del individuo descendien-
te tiene la misma probabilidad de ser heredado de
uno de los dos progenitores.
Para la batería de pruebas se han empleado los
siguientes parámetros en el algoritmo:
Tamaño de población:30
Generaciones:50
Variación en la mutación:10%
Probabilidad de la mutación:33%
Elitismo:5
Cruce:Uniforme
E. Evaluaciones interactivas
Las evaluaciones interactivas se realizan de la si-
guiente forma:
Al llegar a un punto de parada del algoritmo, se
muestra en el formulario de la Figura 3.
Este formulario muestra los datos del mejor in-
dividuo seleccionado de la generación en la que se
ha producido la parada. La persona encargada de
evaluar el individuo debe ver la partida grabada del
mismo. Para ello tiene que buscar la partida guar-
dada a partir de la generación actual y el ID del bot
actual (la fila de posición). Una vez vista la parti-
da, el evaluador debe rellenar el formulario según las
impresiones que ha obtenido de la partida que acaba
de ver. Cada casilla que se marque hará que una par-
te del cromosoma se quede bloqueada, consiguiendo
disminuir el espacio de búsqueda. El algoritmo se-
guirá ejecutándose normalmente hasta que finalice o
llegue otro punto de parada definido por el usuario
A la hora de seleccionar las generaciones donde se
debe realizar las evaluaciones interactivas se ha deci-
dido por mantener la equidistancia entre las mismas,
es decir:
1 evaluación : Generación 25
2 evaluaciones : Generaciones 16 y 33
4 evaluaciones : Generaciones 10, 20, 30 y 40
Uno de los mayores problemas que se encontraron
en la versión anterior del bot fue la cantidad de tiem-
po empleado para realizar una batería de pruebas.
Unreal Tournament 2004 no permite acelerar la
velocidad de juego sin provocar efectos secundarios
en el comportamiento de los bots, por lo que es ne-
cesario jugar las partidas a velocidad real. Por lo
tanto, teniendo en cuenta que usamos generaciones
de 30 individuos y 5 minutos por cada partida, pues
es necesario algo más 150 minutos para evaluar una
generación, ya que es necesario cargar y descargar el
nivel cada vez que se evalúa un individuo.
Por lo tanto, una solución viable para acelerar el
tiempo de evaluación es ejecutar varias partidas si-
multáneamente. Esto es posible ya que cada indivi-
duo de una generación es independiente del resto,
por lo que pueden ser evaluados a la vez. No obs-
tante, la implementación de esta solución ha sido un
tanto costosa, ya que el Unreal Tournament 2004 no
fue diseñado para ser ejecutado concurrentemente.
Para la implementación de la paralelización ha re-
sultado muy útil la extensión de Pogamut ut2004-
tournament. Esta extensión permite lanzar partidas
desde Java de una forma sencilla, encargándose de
lanzar ejecutar el servidor de UT2004 con las op-
ciones que se deseen, además de ejecutar los bots.
De hecho, todo el proceso de paralelización se ha
construido alrededor de la funcionalidad de esta ex-
tensión.
F. Arquitectura
Si bien la parte referente al comportamiento del
bot ha permanecido prácticamente intacta (salvo
arreglar algunos bugs en el algoritmo de navegación),
el algoritmo genético se ha reimplementado utilizan-
do otras herramientas:
El original usaba su propia implementación de los
operadores genéticos. En esta versión se ha reempla-
zado por la librería Watchmaker [11], para permitir
una mayor flexibilidad.
El original usaba una base de datos SQLite para
almacenar los datos. En esta versión hemos optado
por guardar los datos en RAM durante la ejecución,
ahorrando tiempo en lectura/escritura de disco. Pa-
ra ello se ha creado una aplicación servidor que se
encarga de gestionar los datos durante la ejecución.
Para almacenar los datos en disco se han utilizado
archivos XML generados automáticamente con la li-
brería XStream [12] para Java (esta librería permite
serializar cualquier clase Java). Estos archivos XML
son más pesados que una base de datos SQLite, pero
no se utilizan durante la ejecución de las pruebas.
Por lo tanto, se ha programado una aplicación uti-
lizando una estructura cliente/servidor. El servidor
se ejecuta dentro un hilo de la interfaz gráfica, y los
clientes son los bots ejecutados por la interfaz gráfi-
ca, comunicándose mediante sockets.
Fig. 3. Formulario para evaluación interactiva
La aplicación principal se encarga de lanzar los
bots y de asignarles el cromosoma correspondiente.
Este cromosoma se lo envía utilizando los sockets, y
una vez que la partida finaliza, el bot le envía al ser-
vidor las estadísticas de la partida que se ha jugado
para evaluar el fitness del bot.
Una vez que se han evaluado todos los bots de
una generación, se ejecuta el algoritmo genético im-
plementado para calcular los nuevos individuos, y se
vuelve a repetir el mismo proceso hasta alcanzar el
número de generaciones deseado.
Por supuesto, durante este proceso pueden pro-
ducirse una gran cantidad de errores por diversos
motivos, por lo que el servidor es capaz de detectar
estos errores y actuar en consecuencia, por ejemplo,
reiniciando la partida de un bot que ha fallado. Para
ello es necesario que el servidor esté al corriente del
estado de cada partida.
V. Análisis de Resultados
En esta sección se describirán los resultados ob-
tenidos en las distintas pruebas tanto propias como
las evaluaciones por terceros.
En las evaluaciones propias se han realizado va-
rias ejecuciones del algoritmo genético previamente
descrito. Para comprobar el impacto de la evalua-
ción interactiva se han realizado varias baterías de
pruebas usando una, dos y cuatro evaluaciones in-
teractivas. interactivas, además de una batería de
pruebas sin evaluaciones interactivas, mientras que
para evaluar la humanidad del bot, este fue inscrito
en el Botprize 2014
En la Figura 4 se muestra una comparativa en-
tre las 4 variaciones del algoritmo, dependiendo del
grado de interactividad que se ha utilizado:
Fig. 4. Comparativa de fitness
Se puede observar que la mediana (representada
por la línea roja) ha aumentado a medida que las
evaluaciones interactivas han ido aumentando. Tam-
bién se puede ver que la diferencia entre el fitness
más alto y el más bajo de cada tipo disminuye con-
siderablemente al usar la interactividad.Al usar la
evaluación interactiva se congelan ciertas partes del
cromosoma, por lo que la diversidad de la población
disminuye, lo que provoca que los fitness de los indi-
viduos sean más similares.
A. Evaluación de humanidad
Para evaluar la humanidad del bot, se decidió que
inscribirlo en la edición 2014 de Botprize sería la for-
ma más adecuada de obtener una evaluación exhaus-
tiva. A continuación se describirá con mayor detalle
las novedades de esta edición y los resultados obte-
nidos.
La edición 2014 de Botprize se celebró en Dort-
mund, Alemania en Agosto del 2014 como parte del
CIG (IEEE Conference on Computational Intelli-
gence and Games). El objetivo de la competición
era determinar si un bot que fuera capaz de jugar
a un videojuego podría convencer a un panel de jue-
ces expertos de que se comportaba como un jugador
humano.
En el protocolo de evaluación de Botprize original,
la evaluación recaía exclusivamente de estos jueces
humanos que participaban en las partidas directa-
mente. Es decir, que los jueces evaluaban a partir
de su perspectiva en primera persona. Pero en 2014
se modificó el protocolo añadiendo evaluaciones de
terceros, usando un plataforma de crowdsourcing.
Por lo tanto, la humanidad del bot se calcula a par-
tir de las evaluaciones en primera persona (FPA,
First Person Assessment) y en tercera persona (TPA,
Third Person Assessment).
En ediciones anteriores los jueces eran personas
independientes, pero en esta edición los participan-
tes y otros miembros de organización del Botprize
actuaron como jueces en primera persona.
Fig. 5. Nuevo sistema de evaluación de Botprize 2014 (I)
Fig. 6. Nuevo sistema de evaluación de Botprize 2014 (II)
Además, existe un objetivo secundario en el con-
curso, donde se evalúa la capacidad de los bots para
poder juzgar la humanidad de los otros rivales.Este
objetivo no es una prioridad de nuestro bot, tal como
se puede ver en las siguientes figuras 7 y 8.
Fig. 7. Resultados de detección de bots de Botprize 2014(I)
Fig. 8. Resultados de detección de bots de Botprize 2014(II)
El ganador de esta edición (ver figuras 9 y 10)
vuelve a ser MirrorBot, programado por Mihai Pol-
ceanu (NIB CERV Centre de Réalité Virtuelle, Fran-
ce).
Valoramos el segundo lugar obtenido muy positi-
vamente, ya que solo ha sido superado por Mirror-
Bot, uno de los campeones de la edición de 2012.
En la figura 10 se recogen los resultados de to-
dos los participantes.Las filas resaltadas de azul son
los jugadores humanos,las amarillas son los bots que
han competido oficialmente y las grises aquellos bots
que han participado simplemente por motivos de in-
vestigación.
Fig. 9. Resultados de humanidad de Botprize 2014(I)
NizorBot ha sido programado teniendo en cuenta
los patrones de comportamiento de un jugador hu-
mano experto en Unreal Tournament 2004, lo que
explica que haya obtenido un buen índice de huma-
nidad, sobre todo a la hora de combatir, que es el
comportamiento que más destaca a la hora de juz-
gar a un bot. No obstante, existe cierto margen de
mejora a la hora de navegar por el mapa, ya que
depende mucho del grafo de navegación del mapa.
MirrorBot tiene un mejor comportamiento en este
área.
Fig. 10. Resultados de humanidad de Botprize 2014(II)
VI. Conclusiones y trabajo futuro
En este trabajo se ha implementado un algoritmo
genético interactivo en un bot para el juego Unreal
Tournament 2014. Viendo los resultados se puede
apreciar que se han mejorado los resultados de la
versión anterior sin interactividad, además de que
se ha conseguido mejorar los tiempos de evaluación,
consiguiendo una mejora de un 1000% en ese aspec-
to.
Como líneas de trabajo futuro se podrían destacar
la creación de una forma de evaluación de los indivi-
duos y la implementación de un nuevo algoritmo de
navegación para el bot. La función de fitness actual
tiene mucho ruido debido a la complejidad del Unreal
Tournament 2004, siendo muy dependiente del azar,
por lo que resulta interesante buscar formulas nue-
vas; otra línea de trabajo consiste en reducir la fatiga
de los usuarios humanos, motivadas por las inter-
venciones a las demandas del algoritmo subyacente
y por la propia naturaleza estocástica de mismo (lo
cual requiere múltiples ejecuciones), proactivizando
nuestra propuesta.
El algoritmo de navegación actual usa un grafo
que está incluido en el mapa del juego, siendo impo-
sible que el bot navegue sin esa información. Además
ese tipo de navegación resulta poco humana, ya que
el bot se va moviendo por los distintos puntos del
grafo en línea recta (salvo cuando entra en modo de
combate). Es otra vía de posible mejora en el futuro.
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