We present a new approach for the direct ͑and correct͒ calculation of thermal rate constants k(T) ͑''direct'' meaning that one avoids having to solve the state-to-state reactive scattering problem, and ''correct'' meaning that the method contains no inherent approximations͒. The rate constant is obtained from the long time limit of the flux-position correlation function, C f ,s (t), whose calculation is made efficient by taking advantage of the low rank of the flux operator. Specifically, the trace required to obtain C f ,s (t) is evaluated by a Lanczos iteration procedure which calculates only the nonzero eigenvalues. The propagation in complex time, t c ϭtϪiប␤/2, is carried out using a Chebychev expansion. This method is seen to be both accurate and efficient by application to the Eckart barrier, the collinear HϩH 2 reaction, and the three-dimensional DϩH 2 ͑Jϭ0͒ reaction.
I. INTRODUCTION
A long-standing goal of our research group has been the development of ways to calculate rate constants for chemical reactions directly, i.e., without having to solve the complete state-to-state reactive scattering problem, yet still correctly, i.e., without inherent approximation. That is, we seek to develop rigorous theoretical approaches that are the outgrowth of ideas from transition state theory ͑TST͒, which is a very useful ͑though approximate͒ approach to determining rate constants ''directly.' ' Our initial efforts 1, 2 in this direction focused on the thermally averaged rate constant k(T) for bimolecular reactions; a formally exact quantum expression for the rate was derived, and this was useful, for example, in showing the nature of the TST approximation and in suggesting more accurate quantum mechanical versions of TST. Later, 3 this rigorous rate expression was written in terms of reactive flux autocorrelation functions ͑that are similar, though not identical to earlier such expressions obtained by Yamamoto 4 ͒, and a number of groups 3, [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] ͑including ours͒ have used this formulation as the basis for practical calculations.
More recently our attention shifted to the ''direct'' calculation of the cumulative reaction probability ͑CRP͒, N(E), which is defined as N͑E ͒ϭ ͚ n p ,n r ͉S n p ,n r ͑ E ͉͒ 2 , ͑1.1͒
and in terms of which the thermal rate constant is given by
where Q r is the reactant partition function per unit volume and ␤ϭ1/k b T. ͕Sometimes, usually for unimolecular reactions, one is interested in the microcanonical rate, k(E), the average rate for a given total energy, and it is given in terms of the CRP by
where r is the density of reactant states per unit energy.͖ Equation ͑1.1͒ is of course not a ''direct'' expression for the CRP since it requires the S-matrix elements for transitions from all the energetically open reactant states ͕n r ͖ to all such product states ͕n p ͖. The following ''direct'' expression for the CRP was obtained, 3 however, as a by-product of the flux correlation function analysis, N͑E ͒ϭ 
͑1.4͒
where F is a flux operator ͑defined with respect to a dividing surface which separates reactants from products͒ and Ĥ is the total Hamiltonian of the system. A practical implementation of Eq. ͑1.4͒ was achieved 20, 21 by representing the microcanonical density operator as
where ⑀ is a potential energy operator which enforces outgoing wave boundary conditions. Such absorbing ͑empirical optical, negative imaginary͒ potentials have been used by a number of workers [22] [23] [24] [25] [26] [27] in a variety of contexts. A very efficient computational procedure 28 based on this approach has been developed and applied to several challenging problems, e.g., a full dimensional calculation of N(E) for the H 2 ϩOH→H 2 OϩH reaction. 29 ͕We note that another useful implementation of Eq. ͑1.4͒ has been achieved 30 by representing the microcanonical density operator as
for ␣ sufficiently small and M sufficiently large.͖ In the present paper we return to the problem of the direct determination of the thermal rate constant k(T), for three reasons. First, if one wishes to have k(T) itself, and is not primarily interested in N(E), as is typically the case for bimolecular reactions, then it is clearly desirable to be able to compute it for the temperature of interest and not have to compute N(E) over a range of E in order to carry out the Boltzmann average in Eq. ͑1.2͒.
A second reason for refocusing on k(T) is that its calculation ͑vide infra͒ is able to avoid introducing the absorbing potential ⑀ discussed above regarding Eq. ͑1.5͒. Although the use of absorbing potentials has made it possible to carry out the N(E) calculations noted above, their use does introduce numerical convergence parameters into the calculation that one would be quite happy to avoid. The k(T) calculation can bypass the use of absorbing potentials because it is carried out in the time domain and thus involves the time evolution operator, exp͑ϪiĤ t/ប͒, whereas the energy domain calculation of N(E) involves the Green's function G ϩ (E). These two operators are related by
and one sees that the absorbing potential ⑀ is needed so that the t→ϱ part of the integrand in Eq. ͑1.7b͒ is damped; i.e., it provides a long time cutoff. When carrying out the t-space calculation for k(T), however, it is easy to incorporate a long time cutoff without using absorbing potentials-one simply stops the calculation at finite t.
The third reason that we have returned to the calculation of k(T) is that some of the tricks that have been learned from doing the N(E) calculation ''directly'' can be carried over to the k(T) calculation and provide a more powerful approach than earlier ones. In particular, we evaluate the quantum mechanical trace expression for k(T) ͑vide infra͒ using an iterative Lanczos procedure analogous to that used by Manthe et al. 28 for the N(E) calculation. The low rank of the relevant operator greatly reduces the number of operations of the time evolution operator that are required.
Section II first summarizes the relevant flux correlation expressions for k(T) that we use. Section III describes the computational details of the present method, and then Sec. IV presents results for the one-dimensional Eckart barrier, the collinear HϩH 2 reaction, and the three-dimensional DϩH 2 reaction for Jϭ0. We compare to previous exact calculations and discuss the accuracy of the present method. Section V concludes.
II. FLUX CORRELATION FUNCTIONS: REVIEW OF THE RELEVANT FORMULAS
We begin with the expression for the exact thermal rate constant derived previously by one of us 1 in terms of a quantum mechanical trace,
Here Q r is the reactant partition function, F is the symmetrized flux operator ͓in the original formulation k(T) is given as the real part of the right-hand side of Eq. ͑2.1͒ with the unsymmetrized flux operator͔, and ဧ is a projection operator onto ''reactive space.'' This expression is very intuitive in that it gives the rate constant as a thermal average of the reactive flux through a surface dividing reactants and products. This is analogous to the expression for the exact classical rate constant,
which is the thermal average of the classical reactive flux through a surface f ͑q͒ϭ0 dividing reactants from products. ͑p,q͒ is the ''characteristic function'' which takes the value 1 for reactive trajectories and 0 for nonreactive trajectories. This plays the same role in the classical expression as does ဧ in the quantum mechanical expression, Eq. ͑2.1͒, which projects onto the reactive part of the Hilbert space.
As noted by Tromp and Miller, 5 the projection operator can be represented in many ways. For the purpose of this discussion, we consider a one-dimensional barrier problem with the barrier at sϭ0. The reactants are defined by sϽ0 and products by sϾ0, and p is the momentum conjugate to s. In the original formulation the projection operator was taken to be where we have combined the propagators with the Boltzmann operator to obtain a single propagator in complex time, t c ϭtϪi␤ប/2, and also used the property of the step function h() * h() ϭ h() in order to express k(T) as the trace of an Hermitian operator. From these expressions we define the flux-momentum correlation function
and the flux-position correlation function
so that the thermal rate constant is given by
In addition to these correlation functions Miller, Schwartz, and Tromp 3 derived a flux-flux autocorrelation function
and a left-right correlation function
in terms of which the rate constant can also be expressed,
One expects the flux-position and flux-momentum correlation functions to be most efficient since one only needs to evaluate them at a single ͑long͒ time ͑see Sec. III B͒. The flux-flux autocorrelation function must be evaluated at many times in order to compute its integral, and the left-right correlation function needs to be evaluated at two or more times in order to obtain the derivative.
III. DETAILS OF CALCULATION

A. Evaluating the trace
The flux operator is of low rank; in one dimension, diagonalizing it in a finite basis representation yields only two nonzero eigenvalues, one negative and one positive, corresponding to flux in the forward and backward directions. 13, 14, 31 The low rank of F implies a similar low rank for the operator Ĉ f s (t),
the trace of which is the rate constant ͑for large enough t͒. In the general multidimensional case we expect the number of nonzero eigenvalues of Ĉ f s (t) ͑i.e., its rank͒ to be approximately the number of states of the activated complex of TST that would contribute significantly to the partition function of the activated complex. The situation is thus analogous to Manthe and Miller's 28 treatment of the microcanonical case, where the CRP N(E) was expressed as the trace of a matrix/operator of low rank, the number of nonzero eigenvalues being approximately the number of energetically accessible states of the activated complex of TST. We thus follow the same strategy as Manthe and Miller 28 and use a Lanczos iterative procedure to compute the trace of Ĉ f s (t), for the number of Lanczos iterations required for convergence will only be a few more than the rank of the matrix.
In the Lanczos procedure one starts with some random vector v and builds a Krylov basis by multiplying Ĉ f s (t) successively onto v, i.e., v 0 ϭv,
etc., where ''SO'' implies Schmidt orthogonalization to all preceeding vectors. The matrix of Ĉ f s (t) in this basis ͑which is produced ''automatically'' in the process of constructing the basis͒ is tridiagonal. When the size of the Krylov basis ͑i.e., the number of Lanczos iterations͒ exceeds the rank of the matrix, then no new basis functions are introduced by further iterations, and the eigenvalues ͑and therefore the trace͒ of the matrix in the Krylov basis are the exact ones ͑i.e., the same as those in the original, perhaps much larger basis͒.
B. Propagation in complex time
When applying the operator/matrix Ĉ f s (t) to a vector, each operator in Ĉ f s (t) operates sequentially ͑from the right͒. Thus two operations of the time evolution operator-by far the most time consuming part of the calculation-exp͑ϪiĤ t c /ប͒ and exp(iĤ t c */ប), are required for each operation of Ĉ f s (t).
In this paper we have used the Chebychev polynomial expansion of the propagator 32 e
ϪiHt c /ប Хe
where H is the Hamiltonian matrix in some finite basis, N c is the order of the highest Chebychev polynomial, the J n are Bessel functions, and the T n are the Chebychev polynomials obtained by the recursion relation
⌬H is the spectral range of the Hamiltonian and H is the average value of the Hamiltonian. Specifically, if max and min are the largest and smallest eigenvalues of H, then
In cases where the Hamiltonian can be stored in core memory, we explicitly diagonalize the Hamiltonian to obtain min and max . When this is not the case ͑as for the DϩH 2 reaction in Sec. IV C͒, we estimate min and max from a low order Lanczos calculation using a sparse Hamiltonian matrix multiply.
The number of Chebychev polynomials needed depends on the spectral range and the propagation time. This relation occurs because the Bessel functions become exponentially damped as the order n becomes larger than the argument. In our case this implies the guideline
The Chebychev expansion for the propagator provides several advantages. It is an efficient representation and allows one to combine the operation of the time evolution operator and the Boltzmann operator. Intermediate results and restarting are not required. We are primarily interested in the case of large multidimensional systems where the Hamiltonian matrix cannot be stored directly. The Chebychev propagation only requires the storage of three complex vectors, and one can make use of a sparse matrix multiplication routine for applying the Hamiltonian matrix onto a vector.
C. The flux operator
The flux through a dividing surface defined by f ͑q͒ϭ0 is given by
͑3.7͒
where n f is the unit vector normal to the dividing surface and p is the momentum operator. However, this flux operator may be equivalently expressed as
͑3.8͒
We note that these two expressions for the flux operator do not have identical numerical properties in an L 2 basis representation. We have chosen to use the form in Eq. ͑3.8͒ because it is more straightforwardly generalized to higher dimensions and is easily applied with a sparse matrix multiply routine as mentioned above.
D. The basis set
We have chosen to use a discrete variable representation [33] [34] [35] as our finite basis. Specifically in the examples shown in Sec. IV we have used the sinc function DVR of Colbert and Miller 35 in all cases except for the Jacobi angle in the three-dimensional DϩH 2 reaction. For the Jacobi angle we have used a symmetrized Gauss-Legendre DVR. The sinc function DVR has evenly spaced points with the grid spacing ⌬x determined by the maximum kinetic energy in the problem. We have thus used the thermal de Broglie wavelength and a grid constant, N B , to determine ⌬x,
͑3.9͒
For the present applications we have found N B ϭ10-14 to be sufficiently large. The 1D kinetic energy matrix elements in a sinc function DVR can be expressed in closed form. 35 In addition, in the DVR the potential energy is approximated as a diagonal matrix with the diagonal elements equal to the potential evaluated at the specified DVR point. The greatest advantage, however, is the fact that the Hamiltonian matrix for a multidimensional system is sparse. This allows one to use a sparse matrix multiplication of the Hamiltonian within the Chebychev algorithm when the size of the matrix is too large to be stored in the core memory of the computer.
In the present formulation we need to evaluate the DVR matrix elements of the flux operator, F . The flux operator is easily evaluated in the form described in Sec. III C. That is, the matrix elements of the flux operator in the DVR are given by
where h(s j ) is the step function evaluated at the jth DVR point, and T j, jЈ is the kinetic energy matrix.
IV. RESULTS
In order to demonstrate the utility of the present method we have applied it to three test cases, the one-dimensional Eckart barrier, the two-dimensional collinear HϩH 2 reaction, and the three-dimensional DϩH 2 reaction for Jϭ0.
A. The Eckart barrier
As a starting point, we have applied the present method to the one-dimensional Eckart barrier,
with V 0 ϭ0.425 eV, aϭ0.734 a.u., and a mass of 1061 a.u. These parameters model the collinear HϩH 2 reaction. The basis is specified by N B and Q max . Q max defines the extent of the basis; the DVR grid is truncated for ͉s͉ϾQ max .
Below we investigate the efficiency of the flux-position correlation functions to compute thermal rate constants. For completeness, we have tested the Lanczos scheme for computing rate constants using the flux-flux, left-right, and flux-momentum correlation functions. The number of nonzero eigenvalues is roughly the same in all cases. Therefore, using C f f (t) and C ss (t) is less efficient since they must be computed at more than one time. We have found the fluxmomentum correlation function to have poorer convergence properties than C f s (t), making it less desirable.
For simple barrier crossing reactions, such as the present examples, one expects that C f s (t) will reach a constant value ͑a ''plateau''͒ at times on the order of ប␤, giving the correct rate constant. At longer times, reflection from the edge of the grid gives spurious results. Thus, we determine the real propagation time, t, by specifying a unitless time factor, , according to the relation tϭប␤.
͑4.2͒
The number of Chebychev terms, N c , depends on the propagation time and can also be specified by a single factor, ,
͑4.3͒
In order to evaluate the efficiency of the method, we are interested in examining ͑1͒ the time needed to reach the plateau value of the correlation function, ͑2͒ the grid size necessary to obtain a reasonably wide plateau period, ͑3͒ the number of Chebychev terms needed in the expansion, and particularly important, ͑4͒ the number of Lanczos iterations necessary to converge the rate constant. Figure 1 shows the rate constant obtained from C f s (t) as a function of t for ͑a͒ Tϭ200 K, ͑b͒ Tϭ300 K, and ͑c͒ Tϭ1000 K for different grid sizes [k(T;t)ϭC f s (t)/Q r (T)]. Note that the plateau begins around 25 fs for Tϭ200 K and around 18 fs for Tϭ300 K, while for these temperatures ប␤ϳ38 fs and 25 fs, respectively. In contrast, for Tϭ1000 K the plateau occurs at about tϭ10 fs while ប␤ϳ7. This be-havior has previously been observed by Tromp and Miller 5, 6 in the flux-flux autocorrelation function. At higher temperatures, the plateau time depends on the temperature-dependent dynamics of crossing the barrier, while at lower temperatures, the rate is dominated by tunneling. However, the tunneling time depends strongly on the barrier frequency but only weakly on the temperature ͑as shown for the harmonic barrier by Miller, Schwartz, and Tromp 3 ͒. For all temperatures we see that the plateau region may be extended by making the grid larger. This is particularly an issue at lower temperatures. Because we have a Boltzmann distribution of translational energies, at low temperatures there is a contribution from energies above the barrier even though the rate is dominated by tunneling. Reflection from the edges of the grid occurs at these higher energies which cross the barrier at times less than the tunneling time. Thus, lower temperatures require grids which extend farther away from the barrier. In Fig. 1͑a͒ , for Tϭ200 K with Q max ϭ7.0 a.u., a grid of 31 DVR points is necessary. For Q max ϭ8.0 and 9.0 a.u. at the same temperature, 35 and 39 DVR points are required, respectively. At Tϭ1000 K, 39 DVR points are required for Q max ϭ4.0 a.u., 49 points for Q max ϭ5.0 a.u., and 59 points for Q max ϭ6.0 a.u. We note that the grid sizes necessary for these calculations compare favorably with those used by Seideman and Miller 20 for direct calculations of the cumulative reaction probability.
For all the results shown, we have used ϭ1.3 to determine the number of Chebychev terms. We have found this to give accurate results while minimizing the computational effort. For the results shown for the Eckart barrier in Fig. 1 we have used a maximum of about 230 Chebychev terms ͑for 1000 K at the longest times͒. The number of Lanczos iterations needed is 4 for all but the lowest temperatures. This implies a rank of 2, as an additional 2 iterations are needed to insure the trace is converged. At lower temperatures, approximately 10 eigenvalues are needed. This is due to our choice of the form of the flux operator. As discussed above, it is possible to express the flux operator as a dyadic, 31 so Ĉ f s (t) will be of rank 2 at all temperatures. Equation ͑3.8͒ does not guarantee this low rank, but we have chosen to use it because it is more easily applied to higher dimensions.
B. Collinear H؉H 2
The collinear HϩH 2 reaction serves as a standard test problem for reactive scattering methods and presents us with the first step to treating multidimensional systems. An accurate potential energy surface exists 36 and many exact calculations are available for comparison. 11, 14, 15 We have used a DVR grid in the normal mode coordinates (q 1 ,q 2 ) of the transition state. In these coordinates, the optimum dividing surface is defined by q 2 ϭ0, where q 2 is the asymmetric stretch and q 1 is the symmetric stretch normal mode. The raw grid is truncated according to an energy cutoff; if the potential energy at a given DVR point is greater than a specified cutoff energy, V cut , then that DVR point is discarded. The grid is also truncated in the asymptotic reactant and product valleys in the following manner: points are omitted if the translational Jacobi coordinate, R(q 1 ,q 2 ) is larger than a specified value, R max . The reactant partition function is given by
where is the reduced mass associated with the relative translation of H and H 2 . The ⑀ v are the vibrational energy levels of H 2 calculated numerically. Figure 2 shows the time dependence of C f s (t) for different grid sizes for ͑a͒ Tϭ300 K, ͑b͒ Tϭ500 K, and ͑c͒ Tϭ1000 K. At 300 K, the convergence is virtually the same as for the Eckart barrier; the plateau begins around 18 fs and is lengthened by increasing the extent of the grid. For Tϭ500 K and Tϭ1000 K the plateau begins around 15 fs ͑ប␤ϳ15 fs͒ and 13 fs, respectively. This is a slightly longer time at 1000 K than for the Eckart barrier. Again, for the lower temperatures, the time is determined by the tunneling time.
The size of the DVR grid for the results shown varies from 82 points for R max ϭ6.0 at 300 K to 364 for R max ϭ6.0 and Tϭ1000 K. Realistically, one needs a grid of around 100 points at 300 K, 150 points for 500 K, and 300 points for 1000 K to obtain converged results. This is on the order of the size of the basis used by Seideman and Miller 20 for calculating cumulative reaction probabilities. The number of Chebychev terms needed for the propagation in complex time was less that 700 for all cases. However, around 300 terms are usually sufficient for convergence. Table I compares the results obtained from the fluxposition correlation function with the results of Rom et al. 11 and Brown and Light. 15 The rate constants given are obtained by averaging the results obtained at several times within the plateau period. For all temperatures shown the averaged value is within 1% of the result for each time within the plateau. We note that at higher temperatures it is necessary to use a larger V cut , as more of the potential energy surface is sampled. As in the case of the Eckart barrier, at lower temperatures we need a larger grid. The agreement between the previous results and our present method is excellent over a wide range of temperatures though our results are higher than those of Brown and Light 15 above 1000 K. It is interesting to examine the structure of the eigenvalues of Ĉ f s . Table II seen by Manthe and Miller 28 in the eigenreaction probabilities. Namely, as the temperature is raised more eigenvalues contribute to the rate, corresponding to more states of the activated complex which are now energetically ͑or thermally͒ accessible. Also, as the temperature increases, the eigenvalues associated with a given state increase, representing an enhancement of the rate through that state. We have a different case than Manthe and Miller 28 because Ĉ f s is not a positive definite operator. Therefore we have both positive and negative eigenvalues. The rate is given by the cancellation of the negative eigenvalues by the larger positive ones. This is consistent with the properties of the flux operator discussed above and in more detail by Park and Light. 13, 14 
C. Three dimensional D؉H 2 for J‫0؍‬
Recently there have been several exact 16, 37 and approximate 38 calculations of the thermal rate constant for the DϩH 2 reaction. These provide the opportunity for us to test our method on a full three-dimensional system.
We have calculated the thermal rate constants for the DϩH 2 reaction for total angular momentum, Jϭ0, on the LSTH ͑Ref. 36͒ potential energy surface. We have used a DVR basis in the Jacobi coordinates of the reactant arrangement. We denote the coordinates as R, the distance from D to the center-of-mass of H 2 , r, the H 2 bond distance, and ␥, the angle between R and r. A sinc function DVR is used for R and r while a Gauss-Legendre DVR is used for ␥. We have taken advantage of the inversion symmetry of H 2 . Thus a separate calculation is done for the even and odd parity blocks of the Hamiltonian; each calculation requires only half of the DVR grid points in the ␥ coordinate. The total rate constant is obtained by adding the even ͑pϭ0͒ and odd parity ͑pϭ1͒ results together with the proper ͑1:3͒ nuclear spin weightings,
͑4.5͒
The same reactant partition function as Mielke et al. 37 is used,
where is the reduced mass associated with R and the ͕⑀ v, j ͖ are the energy levels of the isolated H 2 diatom ͑calculated numerically͒. The basis set is defined by the parameters N B , N ␥ , p, V cut , and R max . The grid constant, N B , determines the number of points per thermal de Broglie wavelength for the R and r coordinates ͑See Sec. III D͒. N ␥ is the number of Gauss-Legendre DVR points used for the ␥ coordinate before symmetrization and p defines the parity of the calculation. If the potential energy at a DVR point is greater than V cut that point is discarded. The grid is truncated in the asymptotic reactant valley if the translational Jacobi coordinate is greater than R max . It is similarly truncated in the product valley by the same criterion, however, the Jacobi coordinates of the product arrangement are used. Figure 3 illustrates the plateau period for the DϩH 2 reaction for ͑a͒ Tϭ300 K, ͑b͒ Tϭ500 K, and ͑c͒ Tϭ1000 K. In this case at Tϭ300 K the plateau begins at 22 fs and at 20 fs for Tϭ500 K, both are slightly longer times than for the collinear HϩH 2 case. At Tϭ1000 K, the plateau begins around 22 fs, significantly longer than for collinear HϩH 2 or the Eckart barrier. The grid sizes for both temperatures ͑R max ϭ6.0 a.u. for 300 K, and R max ϭ5.0 a.u. for 500 K and 1000 K͒ are comparable to those needed for calculating the cumulative reaction probability. At the highest temperatures, about 20 Lanczos iterations are needed to converge the rate constant. For all temperatures the number of Chebychev terms necessary is less than 1000. Table III compares the results from the flux-position correlation function to the results of Mielke et al. 37 and Park and Light. 16 As for the collinear HϩH 2 results, the rate constants given in the table are obtained by averaging the results obtained at several times within the plateau period. For all temperatures shown the averaged value is within 2% of the result for each time within the plateau. The present method gives the rate constant in excellent agreement with the results of Mielke et al. 37 for temperatures above 300 K. At 300 K the rate is overestimated by the present method by about 30%.
V. CONCLUDING REMARKS
We have introduced a new method for calculating thermal rate constants efficiently and directly via the fluxposition correlation function. This method takes advantage of the low rank of the flux operator to express the thermal rate constant as a sum of the eigenvalues of the thermal reactive flux operator. The eigenvalues are evaluated using a Lanczos scheme which allows the calculation of only those eigenvalues which are nonzero and contribute to the rate. The necessary propagation in complex time, t c ϭtϪiប␤/2, is accomplished in one step by an efficient Chebychev polynomial expansion. Solving the problem in the time domain avoids the necessity of empirical absorbing potentials. We have tested this new method on three realistic benchmark problems, the one-dimensional Eckart barrier, the twodimensional collinear HϩH 2 reaction, and the threedimensional DϩH 2 reaction for total angular momentum Jϭ0. These applications have demonstrated that a small number of eigenvalues do contribute to the thermal rate constant, and that the present method is indeed efficient and accurate.
Finally, we note very interesting recent work by Manthe 39 that uses a similar approach to that described here, i.e., a Lanczos procedure to evaluate the trace of the fluxposition correlation function to obtain the thermal rate ''directly.'' There are, though, significant and interesting differences in the specifics of how this is carried out. 
