Abstract-The performance of 8-PSK and 8-DPSK trellis codes is presented for a class of fast fading, land mobile satellite communication channels. As presented in the literature, the fading model is Rician but, in addition, the line-of-sight path is subjected to a fast lognormal attenuation that represents tree shadowing. The fading parameters used in this study represent the degree of shadowing and are based on measured data. The primary application considered here is for digital speech transmission and thus, bit error probabilities in the order of are emphasized. Sensitivity of the bit error probability to amplitude fading, amplitude and phase fading, and decoding delay is presented. Performance is determined via digital computer simulation. Optimal four-and eight-state codes are determined and optimality is found to be dependent on the presence of lognormal shadowing.
I. INTRODUCTION
This paper reports on the usefulness of rate 2/3, trellis coded, 8 phase-shift-keyed (8 PSK) and differential 8 PSK (8 DPSK) modulations for a class of land mobile satellite communications channels. Earlier, Divsalar and Simon [I] have presented results for trellis coded 8 PSK modulation for a Rician fading model without shadowing. The fading model used herein is documented in [2]- [5] where the line-of-sight (LOS) component of the Rician model is subjected to a lognormal transformation. This transformation represents the effect of foliage attenuation or blockage, also referred to as shadowing. The parameters for our model are based on measured data [2]- [5] . The model was developed for application in the Canadian Mobile Satellite Communications (MSAT) Program. Shadowing is more severe in Canada than in the United States due to a lower angle of elevation (15"-20") between a mobile user and a suitably located geosynchonous satellite.
Trellis coded modulation was developed by Ungerboeck [6] for the additive white Gaussian noise (AWGN) channel. References [l] , [7] , [8] , [9] represent their application to fading channels. The earlier references [lo] , [ 1 I] applied traditional bandwidth expanding, convolutional codes to the Rician channel for both PSK and DPSK modulations. Our results are based on a digital computer simulation of transmission over a shadowed Rician channel. Although a theory for the results we present would be well received, digital computer simulation will allow us to vary a number of system parameters and determine the resulting system performance. For instance, we find decision depths for Viterbi decoders can be smaller on fading channels than on the AWGN channel. In time delay constrained systems, like satellite communication systems, this allows greater interleaving depths to combat slow fades. As in [lo] , [ l l ] , a single sample per symbol interval is used to represent the signal fading process. Our interest is in vocoder generated speech transmission at a bit rate of 2400 bits/s and a bit error rate of The uncoded modulation is 4 PSK with a symbol rate of 1200 symbols/s. Most of our results are discussed in terms of this application. However, our results are presented in terms of unfaded signalto-noise ratio and a fading bandwidth, normalized with respect to the symbol rate.
TRANSMISSION MODEL
We shall use a single sample per symbol to represent the transmission process. The channel is the additive white Gaussian noise channel with a time varying fading process representing the complex signal gain and this channel is illustrated in Fig. 1 . The model is described by the following equations and we use phasor notation for each sample:
where R, is the received phasor, 4, is the modulation phase (4 PSK or 8 PSK), N, is the additive channel noise phasor with zero mean and variance N0/2 W. A, is the complex channel gain, {A,} = ( A , , A , -, , * * e ) , and d: [{A,}] is the effect of a linear, digital filter on A,. The linear filter is used to model the dynamics of the fading process. In (2), 2, = e 5 where n, is Table I . Three cases are listed: light, average, and heavy shadowing, which represent an increasing effect of the lognormal process or the degree of shadowing. All parameters are normalized to a signal amplitude of unity. We have found that the light shadowing model has an envelope distribution that can be approximated by a Rician model (without shadowing) with a K factor between 4 and 6 dB. The K factor is the ratio of the power in the LOS component to the power in the scattered component of the Rician fading process. In this approximation, different K factors are needed for different sections of the amplitude distribution of the shadowed Rician 0090-6778/88/1100-1242$01.00 Fig. 2 without parallel transitions has a better bit error rate performance than the code with parallel transitions. The reason for this is that the code without parallel transitions contains time diversity. A similar conclusion is made in [13] with regard to the Rician channel. In our case, we find the best four-state code depends on the fading bandwidth and on Eb/No where Eb is the unfaded, energy per bit and N o / 2 is the spectral height of the white Gaussian noise. In our studies, we use the Viterbi algorithm with the minimum distance metric to decode the trellis coded modulation symbols. This metric is optimum for the Gaussian channel, but not for fading channels. However, this metric is easily implemented. We do not use amplitude channel state information in our metric as it was found through simulation to yield a small performance improvement.
111. PERFECT COHERENT DETECTION The phasor A ; in (1) has both an amplitude and phase. Also there is a carrier offset phase associated with the transmitted signal which is not shown in (1). In this section, results are presented when these two phases are ideally removed, thus leaving only the phase due to the modulation. Then the amplitude is the only faded element. In Figs. 3, 4 , and 5, we present our simulation results on the average bit error probability as a function of unfaded, 2Eb/N0 for the light shadowing model. Three values of fading bandwidth are considered and, as one would expect, the results get better as the fading bandwidth increases; that is, as the channel becomes more random and better suits the coding technique employed. As shown in [ 1 11, there is a direct relation between increased fading bandwidth and interleaving code symbols in the transmitter and deinterleaving them before decoding. For instance, performance results for a higher fading bandwidth are equivalent to those when the actual fading bandwidth is lower and interleaving is utilized. Interleaving attempts to combat channel memory by producing an effective increase in channel fading bandwidth. When interleaving is used the interleaver is placed between the trellis encoder and the PSK modulator shown in Fig. 1 . The trellis decoder there will then consist of the tandem connection of a demodulator, a deinterleaver and a Viterbi decoder. All codes given in Fig. 2 are considered in Figs. 3-5. Clearly the eight-state code gives the best performance. For four-state codes and speech error rates, i.e., P b = Ungerboeck's four-state code [see Fig. 2(a) ] is optimum. For lower error rates the code from [ 121 and [ 131 [see Fig. 2(b) ] is optimum as long as the fading bandwidth is large enough. A simulation of the fast fading, Rayleigh channel, a special case of our model, showed four-state code performance, with and without parallel transitions, to be about the same for a fading bandwidth of 0.10 and p b = For lower f ' b , the fourstate code without parallel transitions was clearly best. Similar results would be expected for the Rician channel. Thus, code optimality for speech error rates depends on the presence of the shadowing phenomenon.
The number of trials used in our simulations was such that the relative change in the average bit error probability was 10 percent or less as this number was increased. Typically, a million symbols, i.e., two million information bits, were used to determine the bit error probability.
An important consideration in digital speech transmission is the time delay. In our satellite application, this delay is composed of a propagation delay of 250 ms plus the delay in producing the receiver output speech waveform. Most of the latter delay is composed of the decoding delay plus the delay due to interleaving. The larger the interleaving depth, the better the protection against long duration fades. However, this leads to a large time delay due to interleaving. T o permit the interleaving depth to be as large as possible one should use as small a decoding delay 6 as possible. For the AWGN channel, Ungerboeck recommends using four times the code constraint length. For the four-state codes this gives 6 = 12 symbols and for the eight-state codes we have 6 = 18 symbols. This figure was used for the results in Figs. 3-5 . In Fig. 6 , we demonstrate the sensitivity of P b to perturbation in 6 for the AWGN channel. In Fig. 7 , we do the same for the light shadowing channel. Clearly, the latter case indicated less sensitivity of P b to 6 than the former. This is fortunate because using smaller 6 in fading applications will result in the possible use of larger interleaving depth and thus improved protection against slow fades. In [8] , the sensitivity of P b to phase jitter was investigated. This was done by attenuating the phase jitter due to the angle of d: [{ A;}] in (1) rather than removing it entirely as in Section 111. For light shadowing a maximum rms phase jitter of 4.5" could be tolerated before 1 dB of fade margin was lost at Pb = The fade margin is the increase in Eb/N, that is needed to achieve a given value of P b for a fading condition relative to the same p b for the AWGN channel.
IV. 8 DPSK TRELLIS CODES
Some first-order statistics of the phase jitter for our fading Table 11 . It is clear that differential phase jitter between successive symbol samples can be quite low, especially for low fading bandwidth. Thus, the performance of the eight-state code in Fig. 2 but with differential 8 PSK modulation was determined. In this case, the Viterbi decoder input is R,RI*_, where R: is the complex conjugate of R,, which yields the signal term A , A , *-e'(+l-@t-1) where 4, -4,-is the trellis coded phase, as 4, was initially differentially encoded. The Viterbi decoding algorithm was used as before and a minimum distance metric was used. This is not the optimum metric and further improvement may be possible over what is presented herein. Recall that [l 11 earlier reported on use of DPSK modulation with conventional codes. As well, [8] and [9] consider the performance of trellis coded DPSK modulation on fading channels. Our results for the average shadowing condition is shown in . One notes that increased fading bandwidth does not lead to improved performance due to an increase in differential phase jitter (see Table 11 ). The fade margins are tabulated in Table 111 . One notes that due to phase jitter uncoded 4 DPSK cannot satisfy a Pb = requirement. A 12 dB fade margin is acceptable in the Canadian MSAT system at this error probability. For the coded case this is met for a fading bandwidth of 0.05 but not for 0.10. The former fading bandwidth is approximately that observed by a vehicle traveling at 60 mph for a 800 mHz frequency allocation, whereas the latter is bandwidth for an L-band system (Le., a frequency allocation of 1.5 GHz). This is for a symbol rate of 1200 symbols/s. Thus, eight-state DPSK trellis coded niodulation meets the required fade margin for the 800 MHz system but not for the L-band system.
At lower speeds, and thus decreased fading bandwidth, one needs interleaved transmission. We investigated this in the following approximate manner. Assume the fading bandwidth was 0.025 and the interleaving depth was eight. The channel simulation was then carried out at the larger fading bandwidth of 0.20, or at eight times 0.025, and the rms phase jitter was reduced through attenuation to its value for a bandwidth of 0.025. Note that the reduced phase jitter still varies in time according to the larger fading bandwidth, 0.20, but its rms value is set to correspond to a fading bandwidth of 0.025. Thus, in practice, Pb will probably be better than that provided by this method as the true phase variation in time is slower.
Our simulation results are shown in Fig. 9 . Clearly, interleaving is very effective in compensating for slow fades. In reality, slow fades are not a problem and attention in the future should be concentrated on compensating for the (fast) phase jitter that occurs in the L-band application. Higher dimensional, trellis coded 8 DPSK modulation may yield the required fade margin in this case.
As a further point we found the best four-state trellis code from Fig. 2 for speech error rates for DPSK modulation. For the light and average shadowing model cases considered in Fig. 8 , the code with parallel transitions in Fig. 2 outperformed the code without them. The same result was found for the case with interleaving given in Fig. 9 . For DPSK modulation the code with parallel transitions was 2 dB better than the code without them at Pb = This gain is 0.5 dB more than occurred for PSK modulation with perfect coherence. Finally, we checked performance of most codes for a first-order Butterworth fading spectrum. This case gave more coding gain relative to the third-order Butterworth fading spectrum considered earlier. This is because the lower order filter presents less attenuation to high frequency fades and thus represents a more random channel.
