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SEQUENCE OF INDUCED HAUSDORFF METRICS ON LIE
GROUPS
NORBIL CORDOVA, RYUICHI FUKUOKA, AND EDUARDO DE A. NEVES
Abstract. Let ϕ : G × (M, d) → (M,d) be a left action of a Lie group on
a differentiable manifold endowed with a metric d, which is compatible with
its topology. Let X be a compact subset of M . Then the isotropy subgroup
of X is defined as HX := {g ∈ G; gX = X} and it is closed in G. The
induced Hausdorff metric is a metric on the left coset manifold G/HX defined
as dX(gHX , hHX) = dH (gX, hX), where dH is the Hausdorff distance in M .
Suppose that ϕ is transitive and that there exist p ∈ M such that HX = Hp.
Then gHX 7→ gp is a diffeomorphism that identifies G/HX and M . In this
work we define a discrete dynamical system of metrics on M . Let d1 = dˆX ,
where dˆX stands for the intrinsic metric induced by dX . We can iterate the
process on ϕ : G×(M ≡ G/HX , d
1)→ (M ≡ G/HX , d
1), in order to get d2, d3
and so on. We study the particular case where M = G, ϕ : G×(G, d)→ (G, d)
is the usual product, d is bounded above by a right invariant intrinsic metric
on G and X is a finite subset of G containing the identity element. We prove
that di converges pointwise to a metric d∞. In addition, if d is complete and
the semigroup generated by X is dense in G, then d∞ is the distance function
of a right invariant C0-Carnot-Carathe´odory-Finsler metric. The case where
d∞ is C0-Finsler is studied in detail.
1. Introduction
Before talking about the subject of this paper, we present two topics related to
this work. We don’t use the second topic here. It will only illustrate our main
result (Theorem 5.3).
The first topic is invariant metrics on homogeneous spaces. LetM be a connected
differentiable manifold endowed with a completely nonholonomic distribution D.
An absolutely continuous path γ in M is horizontal if γ′(t) ∈ D for almost every t.
Chow-Rashevskii theorem states that every pair of points in M can be connected
by a horizontal curve (see [6], [15], [16]). We endow each subspace Dx of D with
a norm F (x, ·) such that x 7→ F (x, ·) is continuous, that is, given a horizontal
continuous vector field Y onM , then x 7→ F (x, Y (x)) is a continuous map (see [3]).
Now we proceed as in the definition of sub-Riemannian geometry: The C0-Carnot-
Carathe´odory-Finsler metric on M is given by
dc(x, y) = inf
γ∈Hx,y
∫
I
F (γ(t), γ′(t))dt, (1)
where Hx,y is the set of horizontal curves connecting x and y (see [3], [4]).
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The following theorem due to Berestovskii is important for this work and states
that if an intrinsic metric is homogeneous, then it has the tendency to gain extra
regularity.
Theorem 1.1. [Berestovskii, [4], Theorem 3] If (M,d) is locally compact, locally
contractible homogeneous space, endowed with an invariant intrinsic metric d, then
(M,d) is isometric to the quotient space G/H of a Lie group G over a compact sub-
group H of it, endowed with a G-invariant C0-Carnot-Carathe´odory-Finsler metric.
The second topic is geometric flows in Riemannian geometry. There are several of
them such as the mean curvature flow (for hypersurfaces in Riemannian manifolds),
the Ricci-Hamilton flow, etc. These flows, in some specific situations, converges to
a more “homogeneous” Riemannian metric (eventually after some normalization
of the volume). For instance, the normalized Ricci-Hamilton flow converges to
a Riemannian metric of constant sectional curvature for 3-dimensional closed Rie-
mannian manifolds with strictly positive Ricci curvature (see [10]). It is an example
of a dynamical system of metrics converging to a “well behaved” metric.
Now we give an outline of this work.
Let ϕ : G×M →M be a left action of a Lie group on a differentiable manifold
endowed with a metric d (distance function) compatible with the topology of M .
As usual, we denote gx := ϕ(g, x). Let X be a compact subset of M . The isotropy
subgroup of X is a closed subgroup HX of G given by
HX = {g ∈ G; gX = X}.
Then there exist a unique differentiable structure on G/HX , compatible with the
quotient topology, such that the natural action φ : G×G/HX → G/HX , given by
φ(g, hHX) = ghHX , is smooth. In [2] and [8], the authors define a metric dX on
G/HX , which is called induced Haudorff metric, by
dX(gHX , hHX) = dH(gX, hX),
where dH is the Hausdorff distance in (M,d) and gHX denote the left coset of g in
G/HX . Suppose that ϕ is transitive and that there exist p ∈M such thatHp = HX .
Then the map η : G/HX →M given by gHX 7→ g.p is a diffeomorphism such that
ϕ(g, η(hHX)) = η(φ(g, hHX)), that is, ϕ can be identified with φ. We use the
induced Hausdorff metric in order to create a discrete dynamical system of metrics
on M . Define d1 = dˆX , where the hat denotes the intrinsic metric induced by dX .
We can iterate this process in ϕ : G × (M,d1) → (M,d1) in order to obtain d2,
where (G/HX , d
1) is identified with (M,d1) via η. Through this iteration, we can
define a sequence of metrics d, d1, d2, . . . on M , which we call sequence of induced
Hausdorff metrics.
In this work we study the sequence of induced Hausdorff metrics in the following
case: M is the Lie group G itself endowed with a metric d that is bounded above
by a right invariant intrinsic metric d, ϕ : G× (G, d)→ (G, d) is the product of G
and X is a finite subset of G containing the identity element e (It is implicit here
that HX = {e}). We prove that di converges pointwise to a metric d∞. Moreover
if the semigroup SX generated by X is dense in G and d is complete, then d
∞ is
the distance function of a right invariant C0-Carnot-Carathe´odory-Finsler metric.
We give a necessary and sufficient condition in order to d∞ be C0-Finsler. In this
case, an explicit formula for the Finsler metric is obtained.
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Of course the comparison of our work with the Riemannian geometric flows
can’t be taken so literally. It is given here only to illustrate the dynamics of the
sequence of induced Hausdorff metrics, which in some cases converges to a more
“well behaved” metric. One important restriction is that it is defined only on
left coset manifolds. On the other hand the metric d is much more general than
Riemannian metrics and the induced Hausdorff distance is the basic tool in order
to overcome the lack of differentiability.
This work is organized as follows. In Section 2 we fix notations and we present
definitions and results that are necessary for this work. In Section 3 we study some
properties of the sequence of induced Hausdorff metrics. In particular, we prove that
it is increasing, and if d is bounded above by a right invariant intrinsic metric, then
it converges pointwise to a metric. This limit metric is intrinsic if d is complete.
In Section 4, we prove that every connected Lie group G admits a finite subset
X ∋ e such that HX = {e} and S¯X = G. In Section 5, we study the case S¯X = G,
where d is complete and bounded above by a intrinsic right invariant metric. We
prove that the sequence of induced Hausdorff metrics converges to a right invariant
C0-Carnot-Carathe´odory-Finsler metric. The case where d∞ is C0-Finsler is also
studied here, as explained before. In Section 6, we give some additional examples
in order to illustrate better this work. Finally Section 7 is devoted to final remarks.
The authors would like to thank Professor Luiz A. B. San Martin for some
valuable suggestions.
2. Preliminaries
In this section we present some definitions and results that are used in this work.
They can be found in [5], [8], [11], [12], [13], [14] and [17]. For the sake of clearness,
we usually don’t give the definitions and results in their most general case.
Let G be a group and (M,d) be a metric space. Consider a left action ϕ :
G × M → M of G on M . Then ex = x for every x ∈ M and (gh)x = g(hx)
for every (g, h, x) ∈ G × G × M . Every ϕg := ϕ(g, ·) is a bijection. We say
that a left action ϕ : G ×M → M is an action by isometries if every ϕg is an
isometry. Analogously we say that ϕ is an action by homeomorphism if ϕg is a
homeomorphism for every g ∈ G.
Let (M,d) be a metric space. We denote the open ball with center p and radius r
in (M,d) by Bd(p, r). The closed ball is denoted by Bd[p, r]. The topology induced
by d is denoted by τd. The closure of a subset A in (M,d) is denoted by A¯. When
more than one metric or topology are involved, for instance we have metrics d
and ρ and a topology τ on M , we use terms like d-neighborhood, τ -open subset,
ρ-compact, etc.
Let A,B be compact subsets of (M,d). The Hausdorff distance between A,B is
given by
dH(A,B) = max
{
sup
x∈A
inf
y∈B
d(x, y), sup
y∈B
inf
x∈A
d(x, y)
}
.
It is well known that dH is a metric on the family of compact subsets of M .
Let ϕ : G ×M → M be a left action by homeomorphisms of a group G on a
metric space (M,d). If X ⊂ M is a subset, then the isotropy subgroup of G with
respect to X is defined by HX = {g ∈ G; gX = X}. Suppose that X is a compact
subset in M . In Proposition 2.1 of [8] (and in [2]), we define the induced Hausdorff
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metric on the left coset space G/HX as dX(gHX , hHX) = dH(gX, hX), where dH
is the Hausdorff distance in M .
A partition P of an interval [a, b] is a subset {t0, . . . , tnP } ⊂ [a, b] such that a =
t0 < t1 < . . . < tnP = b. The norm of P is defined as |P| = maxi=1,...,nP |ti − ti−1|.
The length of a path γ : [a, b]→M on a metric space (M,d) is given by
ℓd(γ) = sup
P
nP∑
i=1
d(γ(ti), γ(ti−1)).
It is well known that for every ε > 0, there exist a δ > 0 such that
ℓd(γ) ≤
nP∑
i=1
d(γ(ti), γ(ti−1)) + ε
for every partition P such that |P| < δ (see [5]).
Given a metric space (M,d) we can define the extended metric (the distance can
be ∞)
dˆ(x, y) = inf
γ∈Cx,y
ℓd(γ),
on M , where Cx,y is the family of paths on (M,d) that connects x and y. We
denote Cdx,y instead of Cx,y if there exist more than one metric defined on M . dˆ is
the intrinsic (extended) metric induced by d, we always have that d ≤ dˆ. We say
that the metric d is intrinsic if dˆ = d and we have that a metric dˆ is always intrinsic.
Proposition 2.1. Let (M,d) be a metric space and dˆ be the intrinsic (extended)
metric induced by d. Then ℓ
dˆ
(γ) = ℓd(γ) for every rectifiable curve γ in (M,d).
If (M,d) is a metric space, ε > 0 and x, y ∈ M , then an ε-midpoint of x and y
is a point z ∈M that satisfies |2d(x, z)− d(x, y)| ≤ ε and |2d(y, z)− d(x, y)| ≤ ε.
We have the following results about intrinsic metrics. Their proofs can be found
in [5].
Proposition 2.2. If d is an intrinsic metric on M and ε > 0, then every x, y ∈M
admit an ε-midpoint.
Proposition 2.3. Let (M,d) be a complete metric space. If every x, y ∈M admit
a ε-midpoint (for every ε > 0), then d is intrinsic.
C0-Carnot-Carathe´odory-Finsler-metrics are intrinsic because they come from
a length structure (see [5]). A particular case of C0-Carnot-Carathe´odory-Finsler
metrics are the C0-Finsler metrics. Let M be a differentiable manifold and TM =
{(x, v);x ∈ M, v ∈ TxM} be its tangent bundle. A C0-Finsler metric on M is a
continuous function F : TM → R such that F (x, ·) is a norm on TxM for every
x ∈M . F induces a metric dF on M given by
dF (x, y) = inf
γ∈Sx,y
ℓF (γ),
where
ℓF (γ) =
∫ b
a
F (γ(t), γ′(t))dt,
is the length of γ in (M,F ) and Sx,y is the family of paths on M which are smooth
by parts and connects x and y. Here the family Sx,y can be replaced by the family
of absolutely continuous paths connecting x and y (see [3]). If d : M ×M → R is
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a metric on M , then we say that d is C0-Finsler if there exist a C0-Finsler metric
F on M such that d = dF . A differentiable manifold endowed with a C
0-Finsler
metric is a C0-Finsler manifold.
Remark 2.4. There are another usual (in fact more usual) definition of Finsler
manifold, where F satisfies other conditions (see, for instance, [1] and [7]): F is
smooth on TM − TM0, where TM0 = {(p, 0) ∈ TM ; p ∈ M} is the zero section,
and F (p, ·) is a Minkowski norm on TpM for every p ∈ M . In order to make this
difference clear we put the prefix C0 before Finsler.
C0-Finsler metrics are studied, for instance, in [3], [4], [5] and [9].
Remark 2.5. Let M be a connected differentiable manifold and D be a completely
nonholonomic distribution on M . Let F as in the definition of the C0-Carnot-
Carathe´odory-Finsler metric in the introduction. Observe that there exist smooths
sections g1,g2 of inner products in D such that g1 ≤ F ≤ g2. In fact, this is
clear locally, and in order to see that this holds globally, just use partition of unity.
This implies that balls in C0-Carnot-Carathe´odory-Finsler metrics are contained
and contains a ball in some Carnot-Carathe´odory metric of the same distribution.
Ball-box theorem gives a qualitative behavior of balls in sub-Riemannian manifolds
(see [15]) and this behavior depends only on the distribution D. Therefore balls
in C0-Carnot-Carathe´odory-Finsler metrics of the same distribution have the same
qualitative behavior.
Another consequence of the ball-box theorem is that a Carnot-Carathe´odory met-
ric correspondent to a non-trivial completely nonholonomic distribution can’t the
bounded above by the distance function of a Riemannian metric. Therefore a C0-
Carnot-Caratheodory-Finsler metric correspondent to a non-trivial completely non-
holonomic distribution can’t be bounded above by a C0-Finsler metric.
The following theorem is the version of the classical Hopf-Rinow theorem for
intrinsic metrics (see [5]).
Theorem 2.6 (Hopf-Rinow-Cohn-Vossen theorem). Let (M,d) be a locally compact
metric space endowed with an intrinsic metric. Then the following assertions are
equivalent:
• (M,d) is complete;
• Bd[p, r] is compact for every p ∈M and r > 0;
• Every geodesic (local minimizer parameterized by arclength) γ : [0, a)→M
can be extended to a continuous path γ¯ : [0, a]→M ;
• There exist a p ∈ M such that every shortest path parameterized by ar-
clength γ : [0, a) → M satisfying γ(0) = p admits a continuous extension
γ¯ : [0, a]→M .
Lemma 2.7. Any closed and bounded subset of a Lie group endowed with a right
invariant intrinsic metric is compact. In particular, a right invariant intrinsic
metric on a Lie group is complete.
Proof
A right invariant intrinsic metric d˜ is a C0-Carnot-Carathe´odory Finsler metric
that comes from a continuous right invariant section of norms F in a right invariant
completely nonholonomic distribution D (see Theorem 1.1). Observe that d˜ ≥ dg
for some right invariant Riemannian manifold g. In fact, choose a right invariant
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smooth section of inner products g¯ on D such that g¯ ≤ F and then extend g¯
to the whole tangent spaces resulting in a right invariant Riemannian metric g.
The completeness of (M,g) and the classical Hopf-Rinow theorem for Riemannian
manifolds implies that any closed bounded subset of (M,g) is compact. Therefore
any closed bounded subset of (M, d˜) is compact because d˜ ≥ dg.
The last statement is due to Theorem 2.6.
The rest of this section is about the orbits of a family of vector fields and it is
used in Section 4 in order to prove the existence of X such that SX is dense in G
(see [12]).
Definition 2.8. Let F be a family of complete vector fields on a differentiable
manifold M and x ∈ M . For X ∈ F , denote by t 7→ (exp tX)(x) be the integral
curve of X such that (exp 0X)(x) = x. The orbit G(x) of F through x is the set of
points given by (exp tmXm)(exp tm−1Xm−1) . . . (exp t1X1)(x), with m ∈ N, ti ∈ R
and Xi ∈ F , i = 1, . . .m.
In the conditions of Definition 2.8, denote by Lie(F) the Lie algebra generated
by F and let Liex(F) be the restriction of Lie(F) to the tangent space TxM .
Theorem 2.9 (Hermann-Nagano Theorem). Let M be an analytic manifold and
F be a family of analytic vector fields on M . Then
• each orbit of F is an analytic submanifold of M ;
• if N is an orbit of F , then the tangent space of N in x is given by Liex(F).
Corollary 2.10. Let G be a connected Lie group and V be a vector subspace of g
such that the Lie algebra generated by V is g. Let {v1, . . . , vk} be a basis of V and
F be the set of left (or right) invariant vector fields with respect to {v1, . . . , vk}.
Then, for every x ∈ G, there exist m ∈ N, ti1 , . . . , tim ∈ R and vi1 , . . . , vim ∈ X
such that x = exp(timvim) . . . exp(ti1vi1).
Proof
It is enough to observe that G is an analytic manifold, that the right (and left)
invariant vector fields with respect to v1, . . . , vk are analytic (see [11]) and that
Liee(F) = g. Then the orbit of e is an analytic submanifold of G that contains a
neighborhood of e (see Theorem 2.9) and this neighborhood generates G due to the
connectedness of G.
3. Convegence of the sequence of induced Hausdorff metrics on Lie
groups
Let d be a metric on a Lie group G such that τd = τG, ϕ : G × (G, d) → (G, d)
be the product of G and X = {x1, . . . , xk} ∋ e be a finite subset of G such that
HX = {e}. In this section, we study properties of the sequence of induced Hausdorff
metrics d, d1, d2, . . . , di, . . . on G.
For every j = 1, . . . , k, we define the metric dj(p, q) = d(pxj , qxj) on G. τdj =
τd because right translations are homeomorphisms on G. Define also the metric
dM (p, q) := max
j=1,...,k
dj(p, q) := max
j=1,...,k
d(pxj , qxj) on G.
First of all we prove that τdX = τd (Proposition 3.6).
Lemma 3.1. d ≤ dM and dX ≤ dM .
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Proof
The first inequality is obvious. The second inequality follows because
dX(p, q) = max
{
max
i
min
j
d(pxi, qxj),max
j
min
i
d(pxi, qxj)
}
≤ max
{
max
i
d(pxi, qxi),max
j
d(pxj , qxj)
}
= max
i
d(pxi, qxi) = dM (p, q).
Lemma 3.2. For every g ∈ G, there exist a G-neighborhood V of g ∈ G such that
dX |V×V = dM |V×V .
Proof
For i, j = 1, . . . , k, i 6= j, define ρij : G × G → R as ρij(p, q) = d(pxi, qxj) −
maxk d(pxk, qxk). Then for every g ∈ G, there exist a G-neighborhood V of g such
that
ρij(p, q) > 0 for every p, q ∈ V and every i 6= j,
because ρij(g, g) > 0. It implies that
dX(p, q) = max
{
max
i
min
j
d(pxi, qxj),max
j
min
i
d(pxi, qxj)
}
= max
{
max
i
d(pxi, qxi),max
j
d(pxj , qxj)
}
= max
i
d(pxi, qxi) = dM (p, q) (2)
for every p, q ∈ V .
Remark 3.3. The formula dX(p, q) = maxi d(pxi, qxi) for every p, q in a suffi-
ciently small neighborhood of g will be used several times in this work.
Lemma 3.4. τd = τdM (= τG) on G.
Proof
The inequality d ≤ dM implies that τd ⊂ τdM .
In order to see that τdM ⊂ τd, observe that an open ball BdM (p, r) can be written
as
BdM (p, r) =
k⋂
j=1
Bdj(p, r),
what implies that it is an open subset of τd. Therefore τdM ⊂ τd.
Lemma 3.5. BdX (p, r) is contained in a G-compact subset of G for a sufficiently
small r > 0.
Proof
Just observe that
B :=
k⋃
i=1
Bd(pxi, r) ⊃ BdX (p, r).
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In fact, if y 6∈ B, then
dX(p, y) = max
{
max
i
min
j
d(pxi, yxj),max
j
min
i
d(pxi, yxj)
}
≥ max
{
max
i
min
j
d(pxi, yxj),min
i
d(pxi, y.e)
}
≥ max
{
max
i
min
j
d(pxi, yxj), r
}
≥ r,
where the second inequality holds because y 6∈ B. Then the result follows because
B is contained in a G-compact subset of G for a sufficiently small r.
Proposition 3.6. τd = τdX on G.
Proof
It is enough to prove that τdX = τdM due to Lemma 3.4.
We know that dX ≤ dM (Lemma 3.1), what implies that τdX ⊂ τdM .
In order to prove that τdM ⊂ τdX , we consider an open ball BdM (p, r) and we
prove that there exist an ε > 0 such that BdX (p, ε) ⊂ BdM (p, r). Without loss
of generality, we can consider r > 0 such that BdX (p, r) has compact closure (see
Lemma 3.5). Consider a G-neighborhood V of p according to Lemma 3.2. We can
eventually consider a (further) smaller r in such a way that BdM (p, r) ⊂ V (see
Lemma 3.4). Then BdX (p, r) ∩ V = BdM (p, r) due to Lemma 3.2.
If BdX (p, r) − V is the empty subset, then we have that BdX (p, r) = BdM (p, r)
and we are done. Otherwise we consider
2ε = inf
x∈BdX (p,r)−V
dX(p, x).
Observe dX is d× d-continuous because τdX ⊂ τd and ε is strictly positive because
p is not contained in the G-compact subset BdX (p, r)− V . Therefore
BdX (p, ε) = BdX (p, ε) ∩ V ⊂ BdM (p, r)
what settles the proposition.
Definition 3.7. Let X = {x1, . . . , xk} ∋ e be a finite subset of a Lie group G. The
semigroup generated by X is defined as
SX = {xi1 . . . xim ;m ∈ N, ij ∈ (1, . . . , k), j ∈ (1, . . . ,m)}.
In what follows, if X = {x1, . . . , xk}, then X−1 := {x−11 , . . . , x−1k }.
Proposition 3.8. Let X be a finite subset of a Lie group G. Then SX is dense in
G iff SX−1 is dense in G.
Proof
It is enough to observe that if i : G → G is the inversion map, then i(SX) =
SX−1 .
Lemma 3.9. Let G be a Lie group and d : G×G→ R be a metric on G such that
τd = τG. Let ϕ : G× (G, d)→ (G, d) be the product of G and X = {x1, . . . , xk} ∋ e
be a finite subset of G such that HX = {e}. Then d ≤ d1 and the sequence of
induced Hausdorff metrics is increasing.
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Proof
Let x, y ∈ G and γ : [a, b] → G be a dX -path (which is also a G-path due to
Proposition 3.6) connecting x and y (If there isn’t any path connecting x and y,
then d(x, y) ≤ d1(x, y) =∞). Then
ℓdX (γ) = sup
P
nP∑
i=1
dX(γ(ti), γ(ti−1)).
Cover γ([a, b]) with open subsets V of Lemma 3.2 such that (2) holds. Let ε be
the d-Lebesgue number of this covering. Let δ > 0 such that if |t1 − t2| < δ, then
d(γ(t2), γ(t1)) < ε. Consider only partitions with norm less that δ. Then
ℓdX (γ) = sup
P
nP∑
i=1
max
j
d(γ(ti)xj , γ(ti−1)xj) ≥ sup
P
nP∑
i=1
d(γ(ti), γ(ti−1)) = ℓd(γ) (3)
due to (2). Then
d1(x, y) = inf
γ∈C
dX
x,y
ℓdX (γ) ≥ inf
γ∈Cdx,y
ℓd(γ) = dˆ(x, y) ≥ d(x, y).
Theorem 3.10. Let G be a Lie group and d : G×G→ R be a metric on G such that
τd = τG. Let ϕ : G× (G, d)→ (G, d) be the product of G and X = {x1, . . . , xk} ∋ e
be a finite subset of G such that HX = {e}. Suppose that d is bounded above by a
right invariant intrinsic metric d (what implies that G is connected). Then every
di is bounded above by d and the sequence of induced Hausdorff metrics converges
pointwise to a metric d∞.
Proof
We prove that if d ≤ d, then d1 ≤ d. This is enough to prove that di ≤ d for
every i: just iterate the process, replacing d by di−1.
Let γ be a path defined on a closed interval. Then
ℓdX (γ) = sup
P
nP∑
i=1
max
j
d(γ(ti)xj , γ(ti−1)xj)
≤ sup
P
nP∑
i=1
max
j
d(γ(ti)xj , γ(ti−1)xj)
= sup
P
nP∑
i=1
d(γ(ti), γ(ti−1)) = ℓd(γ) (4)
because d is right invariant. From (4) and the fact that d is intrinsic, we have that
d1(x, y) = inf
γ∈C
dX
x,y
ℓdX (γ) ≤ inf
γ∈Cdx,y
ℓd(γ) = d(x, y)
for every x, y ∈ G (Observe that CdXx,y = Cdx,y due to Proposition 3.6).
Observe that di is an increasing sequence of metrics bounded above by d. Then
di converges pointwise to a function d∞ and it is easy to prove that d∞ is a metric.
Observe that if d is a metric on a group G, then d¯ : G × G → R, defined
as d¯(x, y) = supσ∈G d(xσ, yσ), is a right invariant extended metric. Its intrinsic
extended metric ˆ¯d(x, y) = infCd¯x,y ℓd¯(γ) is also a right invariant.
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Corollary 3.11. Let G be a Lie group and d : G×G→ R be a metric on G such that
τd = τG. Let ϕ : G× (G, d)→ (G, d) be the product of G and X = {x1, . . . , xk} ∋ e
be a finite subset of G such that HX = {e}. Suppose that ˆ¯d is a metric on G. Then
the sequence of induced Hausdorff metrics converges to a metric d∞ on G.
Proof
It is enough to see that ˆ¯d is a right invariant intrinsic metric such that d ≤ ˆ¯d.
Lemma 3.12. Let di be a sequence of induced Hausdorff metrics converging to
d∞. Then d∞(x, y) ≥ d∞(xσ, yσ) for every σ ∈ S¯X and every x, y ∈ G. In
particular ℓd∞(γ) ≥ ℓd∞(γσ) for every σ ∈ S¯X and every path γ. Moreover if S¯X
is a subgroup, then d∞ is invariant by the right action of S¯X . In particular, if
S¯X = G, then d
∞ is right invariant.
Proof
In order to prove that d∞(x, y) ≥ d∞(xσ, yσ) for every (x, y, σ) ∈ G ×G × S¯X ,
it is enough to prove that d∞(x, y) ≥ d∞(xxj , yxj) for every (x, y, xj) ∈ G×G×X
because every σ ∈ S¯X can be arbitrarily approximated by product of elements of
X .
Let d be a metric on G. Then
ℓd1(γ) = sup
P
nP∑
i=1
d1(γ(ti), γ(ti−1)) = sup
P
nP∑
i=1
dX(γ(ti), γ(ti−1))
= sup
P
nP∑
i=1
max
j
d(γ(ti)xj , γ(ti−1)xj)
≥ sup
P
nP∑
i=1
d(γ(ti)xj , γ(ti−1)xj) = ℓd(γxj) (5)
for every xj ∈ X . The second equality holds due to Proposition 2.1.
Fix (x, y, xj) ∈ G × G × X . Observe that di(x, y) ≥ di−1(xxj , yxj) for i ≥ 2
due to (5), limi→∞ d
i(x, y) = d∞(x, y) and limi→∞ d
i−1(xxj , yxj) = d
∞(xxj , yxj).
Then d∞(x, y) ≥ d∞(xxj , yxj), what implies that d∞(x, y) ≥ d∞(xσ, yσ) for every
σ ∈ S¯X .
In order to prove that if S¯X is a subgroup, then d
∞ is invariant by the right action
of S¯X , it is enough to observe that d
∞(x, y) ≥ d∞(xσ, yσ) ≥ d∞(xσσ−1, yσσ−1) =
d∞(x, y).
Now we prove that if d is complete and bounded above by a right invariant
intrinsic metric, then d∞ is intrinsic (Theorem 3.15).
Lemma 3.13. Let M be a set and suppose that d and ρ are metrics on M such
that d ≤ ρ and τd = τρ. If d is complete, then ρ is also complete.
Proof
Just notice that every Cauchy sequence in (M,ρ) is a Cauchy sequence in (M,d).
Then the sequence converges in both metrics spaces because τd = τρ.
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Lemma 3.14. Let M be locally compact topological space and suppose that di is a
sequence intrinsic metrics on M that converges pointwise to metric d∞. Suppose
that there exist a complete intrinsic metric dl and a metric dh on M such that
τdl = τdh = τM and dl ≤ di ≤ dh for every i. Then d∞ is a complete intrinsic
metric.
Proof
First of all d∞ is complete due to Lemma 3.13 and because d∞ ≥ dl. Moreover
it is straightforward that τd∞ = τM .
Let ε > 0 and x, y ∈ M . We will prove that x and y admits an ε-midpoint z
with respect to the metric d∞ (see Proposition 2.3).
Let zi be an ε/3-midpoint of x and y with respect to the metric di (see Propo-
sition 2.2). We claim that the sequence zi is contained in a compact subset. In
fact ∣∣2di(x, zi)− di(x, y)∣∣ ≤ ε
3
implies that
2di(x, zi) ≤ di(x, y) + ε
3
and
2dl(x, zi) ≤ 2di(x, zi) ≤ di(x, y) + ε
3
≤ dh(x, y) + ε
3
.
Then the sequence zi is bounded in (M,dl) and it is contained in a compact subset
due to Theorem 2.6.
Let z be an accumulation point of zi. We claim that z is an ε-midpoint with
respect to d∞. First of all, taking a subsequence zi coverging to z, we claim that
di(x, zi) converges to d
∞(x, z) as i goes to infinity. In fact, for every ε > 0, there
exist N1 ∈ N such that
|d∞(x, z)− di(x, zi)| ≤ |d∞(x, z)− di(x, z) + di(x, z)− di(x, zi)|
≤ |d∞(x, z)− di(x, z)|+ |dh(x, z)− dh(x, zi)| < ε/3
for every i ≥ N1, and di(x, zi) converges to d∞(x, z). Then for every ε > 0, there
exist a N2 ∈ N such that
|2d∞(x, z)− d∞(x, y)|
≤ ∣∣2d∞(x, z)− 2di(x, zi)|+ |2di(x, zi)− di(x, y)|+ |di(x, y)− d∞(x, y)∣∣ < ε
for every i ≥ N2. The inequality
|2d∞(y, z)− d∞(x, y)| < ε
is analogous. Then z is an ε-midpoint of x and y in (M,d∞) and d∞ is intrinsic
due to Proposition 2.3.
Theorem 3.15. Let G be a Lie group and d : G × G → R be a complete metric
on G such that τd = τG. Let ϕ : G × (G, d) → (G, d) be the product of G and
X = {x1, . . . , xk} ∋ e be a finite subset of G such that HX = {e}. Suppose that
there exist an intrinsic right invariant metric d on G such that d ≤ d. Then the
sequence of induced Hausdorff metrics converges to a complete and intrinsic metric
d∞.
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Proof
Observe that τd = τd = τG because d is C
0-Carnot-Carathe´odory-Finsler and
d ≤ di ≤ d. Notice that the sequence (di)i∈N converges to a metric d∞ due to
Theorem 3.10 and that we are in the conditions of Lemma 3.14, with dh = d and
dl = d
1. Therefore d∞ is complete and intrinsic.
4. Existence of dense semigroups SX
Let G be a connected Lie group. In this section we prove the existence of a finite
subset X = {x1, . . . , xk} ∋ e of G such that HX = {e} and S¯X = G.
We begin with an example.
Example 4.1. Let G = R be the additive group of real numbers and consider
X = {−1, 0,√2}. We claim that SX is dense. Let q ∈ R and ε > 0. We will find
a qε ∈ SX such that |q − qε| < ε.
It is easy to see that there are a sequence p1, p2, . . . such that pi+1 − pi = −1 or
pi+1 − pi =
√
2 and a infinite number of pi
′s are in [0, 1]. Therefore there exist pj
and pk in SX , j < k, such that |pk − pj | < ε. Set pε := pk − pj ∈ SX . In order
to fix ideas, suppose that pε > 0. Then there exist an element p ∈ SX such that
p < q and a l ∈ N such that qε := p+ l.pε satisfies |q − qε| < ε. The case pε < 0 is
analogous. Then SX is dense in R. We also have that SX−1 is dense in G due to
Proposition 3.8.
This example is easily generalized to the case G = Rn and X = {−1, 0,√2} ×
. . .× {−1, 0,√2}. 
Example 4.1 can be generalized to Lie groups in the following way:
Theorem 4.2. Let G be a connected Lie group and g be its Lie algebra. Let V be a
vector subspace of g such that the Lie algebra generated by V is g. Let {v1, . . . , vk}
be a basis of V such that{
k∑
i=1
aivi, ai ∈ [−2, 2], i = 1, . . . , k
}
is contained in a neighborhood A of 0 ∈ g such that exp |A is a diffeomorphism over
its image. Consider
X˜ = {−v1,−v2, . . . ,−vk, 0,
√
2v1, . . . ,
√
2vk}.
Denote xi = exp(−vi), yi = exp(
√
2vi) and X = {e, x1, . . . , xk, y1, . . . , yk}. Then
S¯X = G.
Proof
Let g ∈ HX . Then gX = X and e ∈ X implies that g ∈ X and g−1 ∈ X .
If g 6= e, then g = exp(−vi) or g = exp(
√
2vi). In order to fix ideas, suppose
that g = exp(−vi). Then we have that g−1 = exp(vi) ∈ X , which isn’t possible
because exp |A is a diffeomorphism over its image. The other case is analogous.
Consequently HX = {e}.
Let us prove that SX is dense in G. Example 4.1 states that SX˜ ∩ Rvi is dense
in Rvi for every i = 1, . . . , n. This implies that SX ∩ exp(Rvi) is dense in exp(Rvi).
By Corollary 2.10, for every x ∈ G, there exist m ∈ N, ti1 , . . . , tim ∈ R and
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vi1 , . . . , vim ∈ X such that x = exp(timvim) . . . exp(ti1vi1 ). But we know that for
every j = 1, . . . ,m, there exist a sequence of points in SX converging to exp(tijvij ).
Therefore we have a sequence of points in SX converging to x and SX is dense in
G.
5. The case S¯X = G
In this section we study the case where S¯X = G and d is complete. We prove that
the sequence of induced Hausdorff metrics converges to a C0-Carnot-Carathe´odory-
Finsler metric d∞. Moreover we give a necessary and sufficient condition in order
to d∞ be C0-Finsler. In this case, an explicit formula for the Finsler metric is
obtained. All these results are in Theorem 5.3.
Lemma 5.1. Let G be a connected Lie group endowed with a metric d such that
τd = τG. Suppose that
ˆ¯d(x, y) = ∞ for some x, y ∈ G. Then there exist a v ∈ g
such that
sup
σ∈G
sup
t6=0
d(exp(tv)σ, σ)
|t| =∞.
Proof
If there exist a δ > 0 such that ˆ¯d(exp(tv), e) is finite for every v ∈ g and t ∈
(−δ, δ), then it is straightforward that ˆ¯d(x, y) is finite for every x, y ∈ G due to the
right invariance of ˆ¯d and the connectedness of G. Then if ˆ¯d(x, y) = ∞ for some
x, y ∈ G, then there exist v ∈ g and t ∈ R such that ˆ¯d(exp(tv), e) = ∞. It implies
that for every C > 0, there exist a partition P of [0, t] such that
nP∑
i=1
d¯(exp(tiv), exp(ti−1v)) =
nP∑
i=1
d¯(exp(ti − ti−1)v, e) > Ct
due to the right invariance of d¯. Then the average of
d¯(exp(ti − ti−1)v, e)
ti − ti−1
is greater than or equal to C. Therefore there exist t > 0 such that
d¯(exp(tv, e)
t
> C.
Thus
sup
σ∈G
sup
t6=0
d(exp(tv)σ, σ)
|t| = supt6=0
d¯(exp(tv), e)
t
=∞.
Lemma 5.2. Let G be a Lie group, d be a metric on G satisfying τd = τG and
v ∈ g. Then
sup
σ∈G
lim sup
t→0
d(exp(tv)σ, σ)
|t| = supσ∈G supt6=0
d(exp(tv)σ, σ)
|t| . (6)
Proof
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The inequality ≤ follows directly from the definition of lim sup. Let us prove the
inequality ≥. If the left hand side of (6) is infinity, then there is nothing to prove.
Suppose that it is equal to L ∈ R. It implies that
lim sup
t→0
d(exp(tv)σ, σ)
|t| ≤ L
for every σ ∈ G. Then for every ε > 0 and σ ∈ G, there exist a δ > 0 such that
d(exp(tv)σ, σ) ≤ (L + ε)|t|
whenever t ∈ (−δ, δ).
Now fix σ ∈ G and t > 0. Define γ : [0, t]→ G as γ(s) = exp(sv).σ. We can find
a partition P = {0 = t0 < t1 < . . . < tk = t} such that
d(exp(tiv)σ, exp(ti−1v)σ) ≤ (L+ ε)(ti − ti−1). (7)
In fact, for every s ∈ [0, t], we choose δs > 0 such that
d(exp(τv)σ, exp(sv)σ) ≤ (L + ε)|τ − s|.
for every τ ∈ Is := [0, t] ∩ (s − δs, s + δs). If s ∈ (0, t), we can choose Is =
(s − δs, s + δs). From {Is}s∈[0,t], we can choose a finite subcover {Ik˜}. From this
finite subcover, we drop a Ik˜1 , once a time, if there exist Ik˜2 such that Ik˜1 ⊂ Ik˜2 .
We end up with a family such that one element is not contained in another element.
Denote this family by {[0, 0+δ0), (t2−δt2 , t2+δt2), (t4−δt4 , t4+δt4), . . . , (t−δt, t]},
with ti−2 < ti for every i (ti−2 = ti doesn’t happen). It is not difficult to see that
0 < t2− δt2 < t4− δt4 < . . . < t− δt and 0+ δ0 < t2+ δt2 < t4+ δt4 < . . . < t. Now
we choose the “odd” points. t1 ∈ (0, t2) is chosen in [0, 0 + δ0) ∩ (t2 − δt2 , t2 + δt2).
t3 ∈ (t2, t4) is chosen in (t2 − δt2 , t2 + δt2) ∩ (t4 − δt4 , t4 + δt4) and so on. Then
P = {0 = t0 < t1 < . . . < tk = t} is such that (7) is satisfied.
Therefore
d(exp(tv)σ, σ) ≤
nP∑
i=1
d(exp(tiv)σ, exp(ti−1v)σ) ≤ (L+ ε)|t|
for every σ and t > 0 and we can conclude that
sup
σ∈G
sup
t>0
d(exp(tv)σ, σ)
|t| ≤ L.
If t < 0, then
sup
σ∈G
sup
t<0
d(exp(tv)σ, σ)
|t| = supσ∈G supt>0
d(exp(t(−v))σ, σ)
|t|
≤ sup
σ∈G
lim sup
t→0
d(exp(t(−v))σ, σ)
|t|
= sup
σ∈G
lim sup
t→0
d(exp(tv)σ, σ)
|t| = L, (8)
what settles the proposition.
In what follows we identify G× g with TG through the correspondence (g, v) 7→
(g, dRg(v)), where Rg denotes the right translation by g on G.
Theorem 5.3. Let G be a connected Lie group endowed with a complete metric d
such that τd = τG, ϕ : G×G→ G be the product of G and X = {x1, . . . xk} ∋ e be
a finite subset of G such that HX = {e} and S¯X = G.
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(1) If d is bounded above by a right invariant intrinsic metric d, then the se-
quence of induced Hausdorff metrics converges to a right invariant C0-
Carnot-Carathe´odory-Finsler metric d∞. In particular, if ˆ¯d is a metric,
then d∞ is a right invariant C0-Carnot-Carathe´odory-Finsler.
(2) If d is bounded above by a right invariant C0-Finsler metric d, then the
sequence of induced Hausdorff metrics converges to a right invariant C0-
Finsler metric d∞.
(3) Suppose that the sequence of induced Hausdorff metrics converges pointwise
to a metric d∞. Then d∞ is C0-Finsler iff
F˜ (g, v) := sup
σ∈G
lim sup
t→0
d(exp(tv)gσ, gσ)
|t| (9)
is finite for every (g, v) ∈ TG, and in this case F˜ is the Finsler metric on
G.
Proof
(1) We know that the sequence of induced Hausdorff metrics converges to a
intrinsic metric d∞ due to Theorem 3.15. It is a right invariant due to Lemma 3.12.
Therefore d∞ is C0-Carnot-Carathe´odory-Finsler due to Theorem 1.1.
If ˆ¯d is finite, then d = ˆ¯d is a right invariant intrinsic bound for d and the result
follows.
(2) This is a particular case of item (1) and it is direct consequence of the second
paragraph of Remark 2.5.
(3) First of all we prove that if F˜ is finite, then d∞ is C0-Finsler.
If F˜ is finite, then ˆ¯d is also finite due to Lemmas 5.1 and 5.2. Thus d∞ is a right
invariant C0-Carnot-Carathe´odory-Finsler due to item (1).
It is a direct consequence of the ball-box theorem that if d∞ is a Carnot-
Carathe´odory metric on a differentiable manifold M with respect to a proper
smooth distribution D, then for every p ∈M and v 6∈ Dp we have that
lim
t→0
d∞(γ(t), p)
|t| =∞,
where γ : (−ε, ε) → M is a smooth path such that γ(0) = p and γ′(0) = v. The
same conclusion holds for C0-Carnot-Carathe´odory-Finsler metrics due to Remark
2.5. Then d∞ is C0-Finsler whenever F˜ is finite.
Now we prove that if d∞ is C0-Finsler, then F˜ is finite.
If F : TG→ R is the C0-Finsler metric correspondent to d∞, then
F (g, v) = lim
t→0
d∞(exp(tv)g, g)
|t| = supσ∈G limt→0
d∞(exp(tv)gσ, gσ)
|t| ≥ F˜ (g, v),
where the first equality is due to Theorem 3.7 of [8] and the second equality is due
to the right invariance of d∞. Therefore F˜ is finite. Observe that this part of the
proof also shows that F˜ ≤ F if d∞ is C0-Finsler.
Finally we show that if d∞ is C0-Finsler, then F ≤ F˜ .
Fix t > 0 and v ∈ g. Define γ : [0, t] → G by γ(s) = exp(sv) and notice that if
ξ ∈ G, then
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d1(exp(tv)ξ, ξ) ≤ ℓdX (γξ) = sup
P
nP∑
i=1
dX(exp(tiv)ξ, exp(ti−1v)ξ)
= sup
P
nP∑
i=1
max
j
d(exp(tiv)ξxj , exp(ti−1v)ξxj)
= sup
P
nP∑
i=1
max
j
d(exp((ti − ti−1)v)hj , hj)
≤ sup
P
nP∑
i=1
sup
σ∈G
d(exp((ti − ti−1)v)σ, σ)
where hj = exp(ti−1v)ξxj . Then
d1(exp(tv)ξ, ξ) ≤ sup
P
nP∑
i=1
F˜ (v)(ti − ti−1) = F˜ (v)t,
where the inequality is due to Lemma 5.2. If we iterate this process, replacing d1
by d2, d3, . . ., we get
di(exp(tv)ξ, ξ) ≤ F˜ (v)t (10)
for every i ∈ N, t > 0 and ξ ∈ G. But F˜ (v) = F˜ (−v) because
F˜ (v) = sup
σ∈G
lim sup
t→0
d(exp(tv)σ, σ)
|t|
= sup
σ∈G
lim sup
t→0
d(exp(tv) exp(−tv)σ, exp(−tv)σ)
|t| = F˜ (−v), (11)
and
d∞(exp(tv)σ, σ) ≤ F˜ (v)|t| (12)
holds for every t ∈ R and σ ∈ G due to (10). Therefore
F (v) = lim
t→0
d∞(exp(tv), e)
|t| ≤ F˜ (v),
what settles the theorem.
6. Further examples
Example 6.1. Consider the additive group G = R with the finite metric d(x, y) =
| arctan(x) − arctan(y)|. Let X = {−1, 0,√2}. Then S¯X = R (see Example 4.1).
Its maximum derivative is equal to one and it is not difficult to see that ˆ¯d is a
metric on G. Then d∞ is an invariant C0-Finsler metric, with F (·) equal to the
Euclidean norm (See Theorem 5.3). Therefore d∞ is the Euclidean metric.
Now we prove that every di of the sequence of induced Hausdorff metrics is a
finite metric. First of all notice that
d
dt
arctan t =
1
1 + t2
.
It means that if 0 < x < y, then
d(x, y) = arctan y − arctanx ≤ 1
1 + x2
(y − x).
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because t 7→ arctan t has the concavity pointed downwards for t > 0. For 1 < x < y,
we have that
d1(x, y) = sup
P
nP∑
i=1
max
j
d(x + xj , y + xj) ≤ 1
1 + (x− 1)2 (y − x).
We can iterate this procedure and show that if i ∈ N and i < x < y, then
di(x, y) ≤ 1
1 + (x− i)2 (y − x).
Therefore, for a fixed i ∈ N, we have that
lim
x→∞
di(i + 1, x) ≤
∞∑
j=1
di(i + j, i+ j + 1) ≤
∞∑
j=1
1
1 + j2
<∞.
The finiteness of the negative part of R follows analogously. Therefore di is a finite
metric (and therefore it isn’t complete) for every i ∈ N despite d∞ is complete, what
shows that the completeness of d is not necessary to make d∞ intrinsic.
Example 6.2. Consider the additive group R endowed with the metric d(x, y) =
| 3√x − 3√y| and let X = {−1, 0,√2}. Suppose that the sequence of induced Haus-
dorff metric converges to a metric. R doesn’t admit a C0-Carnot-Carathe´odory-
Finsler metric which isn’t a C0-Finsler metric, because the only distribution that
can generate a C0-Carnot-Carathe´odory-Finsler metric is the whole tangent bun-
dle. Therefore the sequence converges to a C0-Finsler metric. But in this case it
is straightforward to see that F˜ in (9) is infinite (just analyze small neighborhoods
of the origin), what contradicts Theorem 5.3. Therefore the sequence of induced
Hausdorff metrics doesn’t converge to a metric on R.
Example 6.3. Consider the flat torus T = S1 × S1 with the canonical group
operation. We represent it as [0, 1]× [0, 1] endowed with the canonical metric with
the opposite sides identified and endowed with the quotient metric d. Consider
X = T −Q, where Q is the equivalence class of the square (1/4, 3/4)× (1/4, 3/4)⊂
[0, 1]× [0, 1] in T 2. It is not difficult to see that dX is the maximum metric when
restricted to a small neighborhood of the identity element. Therefore d1 is locally
equal to the maximum metric. (Compare with Example 8.11 in [8]). In this case
we have that d1 < d, a relationship that doesn’t happen in this work. This example
shows that the sequence of induced Hausdorff metrics are not only about increasing
sequences of metrics.
7. Final remarks
Remark 7.1. We don’t know if Theorem 5.3 holds if d isn’t complete. More in
general, we don’t know if the limit of an increasing sequence of intrinsic metrics is
intrinsic.
Remark 7.2. From a Lie group G endowed with a metric satisfying mild condi-
tions, we defined a discrete dynamical system d, d1, . . . that converges to a right
invariant C0-Carnot-Carathe´odory-Finsler metric. This is the first example that
shows that a sequence of metrics defined from the Hausdorff distance can have a
regularizing effect. Moreover, for a general compact subset X ⊂ G, the sequence
of induced Hausdorff metrics is not necessarily increasing, as Example 6.3 shows,
what makes the dynamics more interesting. Due to these facts we think that it is
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worthwhile to study the properties of the sequence of induced Hausdorff metrics in
other situations.
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