A spiking neuron constructed by the skyrmion-based spin torque
  nano-oscillator by Liang, Xue et al.
Appl. Phys. Lett. 116, 122402 (2020); DOI: 10.1063/5.0001557
A spiking neuron constructed by the skyrmion-based spin torque
nano-oscillator
Xue Liang,1, 2 Xichao Zhang,2 Jing Xia,2 Motohiko Ezawa,3 Yuelei Zhao,2
Guoping Zhao,1, a) and Yan Zhou2, b)
1)College of Physics and Electronic Engineering, Sichuan Normal University, Chengdu 610068, China
2)School of Science and Engineering, The Chinese University of Hong Kong, Shenzhen, Guangdong 518172, China
3)Department of Applied Physics, The University of Tokyo, 7-3-1 Hongo, Tokyo 113-8656, Japan
(Dated: 24 March 2020)
Magnetic skyrmions are particle-like topological spin configurations, which can carry binary information and thus
are promising building blocks for future spintronic devices. In this work, we investigate the relationship between the
skyrmion dynamics and the characteristics of injected current in a skyrmion-based spin torque nano-oscillator, where
the excitation source is introduced from a point nano-contact at the center of the nanodisk. It is found that the skyrmion
will move away from the center of the nanodisk if it is driven by a spin-polarized current; however, it will return to the
initial position in the absence of stimulus. Therefore, we propose a skyrmion-based artificial spiking neuron, which can
effectively implement the leaky-integrate-fire operation. We study the feasibility of the skyrmion-based spiking neuron
by using micromagnetic simulations. Our results may provide useful guidelines for building future magnetic neural
networks with ultra-high density and ultra-low energy consumption.
The neural network, biologically-inspired computing
model, is a recent hot topic in the field of artificial intelligence,
which can be used for pattern recognition, data classification
and prediction tasks.1–3 The human brain containing nearly 86
billion neurons and each of which has thousands of synapses
connected to other neurons, can quickly complete many cog-
nitive tasks even from an imperfect set of input information,
with ultra-low energy consumption.4–6 However, the current
neuron network based on conventional complementary metal-
oxides-semiconductor (CMOS) hardware7,8 is a simple ab-
stract model of the human brain. Consequently, there are two
significant bottlenecks. Firstly, similar to the biological brain,
the neural network consists of a large number of artificial neu-
rons interconnected by synapses to handle complex relation-
ships among data, so that the scale of networks is limited.4–6,9
Secondly, such tremendous hardware resources require a large
power supply, which is orders of magnitude higher than that
of human brain.5,6 Therefore, in order to optimize the artificial
neural network, it is crucial to find potential device structures
for neurons and synapses to shrink the scale of the network as
well as to reduce the energy consumption.
On the other hand, magnetic skyrmions are topologically
non-trivial objects,10–18 which are experimentally discovered
in chiral magnet MnSi19 ten years ago. Since then, magnetic
skyrmions have aroused a lot of interest due to their attrac-
tive physics.20 Compared with the traditional counterparts,
such as magnetic bubbles and domain walls, skyrmions have
nanoscale size, stable and rigid structure, as well as ultra-low
depinning current density.11,20–25 With these unique features,
skyrmions could be used as information carriers for next-
generation nanoscale magnetic storage and logic devices.26,27
Most recently, skyrmions are also observed in different ma-
terial systems at room temperature, such as asymmetric fer-
romagnetic multilayer stacks,25,28–32 frustrated kagome mag-
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nets33 and ferroelectric materials,34 which lays the foundation
for their future applications in spintronic devices.
Taking all advantages of skyrmions into account, the chal-
lenges of current neural network mentioned above may be re-
solved by using skyrmions in artificial neurons and synapses.
For examples, there are several theoretical reports on this
topic.35–42 In this work, we proposed a design of artificial
neuron based on magnetic skyrmions, which can be used in
the spiking neural networks (SNNs).43 Similar to the biologi-
cal neuron [see Fig. 1(a)], the proposed neuron integrates fre-
quently input stimuli through a membrane potential (i.e., the
skyrmion position) and fires an output spike once the poten-
tial reaches a certain threshold. Such a neuron is also referred
to as “leaky-integrate-fire” (LIF) spiking neuron in neural net-
works.44–48
As illustrated in Fig. 1(b), a nanoscale point-contact de-
vice is employed to realize the function of the spiking neuron,
which includes a skyrmion-based spin torque nano-oscillator
(STNO),49 a ring-shape detection electrode, and peripheral
circuits.The center point nano-contact electrode is used to
create and drive a skyrmion by injecting spin-polarized cur-
rents with different amplitudes, and the detection electrode
is used to detect the voltage signal induced by the exis-
tence of skyrmions due to the magneto-resistive (MR) ef-
fect. The ferromagnetic nanodisk is attached to a heavy
metal layer with strong spin-orbit coupling,12,14 which can
provide an interface-induced Dzyaloshinskii-Moriya Interac-
tion (DMI)50,51 to stabilize the skyrmion. The energy density
related to DMI is given by52
εDMI = D[mz(∇ ·m)− (m ·∇)mz], (1)
where D is the DMI constant,m =M/MS is the local mag-
netization reduced by the saturation magnetization MS, and
mz is the out-of-plane component of the reduced magnetiza-
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2FIG. 1. (a) Demonstration of the structure and function of a biolog-
ical neuron. Here, Σ means that the soma of the neuron integrates
all the excitatory and inhibitory input signals. (b) Schematic of the
proposed spiking neuron. (c-d) Illustration of the directions of spin-
current polarization and local magnetic moments.
tion. The total energy of the system is written as
εtotal =
∫
{A[(∇mx)2 + (∇my)2 + (∇mz)2]
−Kmz2 + εDMI + εd }dxdydz,
(2)
whereA andK are the Heisenberg exchange stiffness and per-
pendicular magnetic anisotropy (PMA) constant, respectively.
The last term εd denotes the demagnetization energy density.
To simulate the spin dynamics in the proposed device, we
use the public domain micromagnetics program Object Ori-
ented Micromagnetic Framework (OOMMF)53 with exten-
sion DMI module, which solves the Landau-Lifshitz-Gilbert
(LLG) equation
dm
dt
= −γm×Heff + αm× dm
dt
+ τ T, (3)
where γ is the gyromagnetic ratio, α is the Gilbert damp-
ing coefficient, Heff = −µ−10 ∂ε∂m is the effective field re-
lated to various micromagnetic energies. The last term on
the right-handed side of Eq. (3) stands for the spin torque in-
duced by the spin-polarized current,22 which can be written as
τ T = um× (m×mp). Here, u = γ~jP2eµ0MStz , ~ is the Plank
constant, P = 0.4 is the assumed spin polarization value, j is
the spin-polarized current density,mp is the spin polarization
direction along the +z-direction, e is the electron charge, µ0 is
the vacuum permeability and tz is the thickness of the ferro-
magnetic nanodisk. By numerically solving Eq. (3), one can
obtain the evolution of local spin with time, and determine the
dynamics of a skyrmion.
In our simulations, the magnetic material parameters are
adopted from Ref. 22: the saturation magnetization MS =
0.58 MA/m, exchange stiffness A = 15 pJ/m, DMI constant
D = 3.0mJ/m2, PMA constantK = 0.8MJ/m3, the damping
coefficient α = 0.1. We assume that the nanodisk has a fixed
diameter of 100 nm and a thickness of 0.4 nm. The mesh size
of 1× 1× 0.4 nm3 is used to discretize the model.
As reported in Ref. 49, the skyrmion at the center of the
nanodisk will make a spiral motion and finally reach a per-
FIG. 2. The maximum motion radius of skyrmion rmax and the crit-
ical time tc that skyrmion starts to do a stable circle motion as a
function of (a-b) the current density j and (c-d) the injection radius
r.
sistent oscillation if a spin-polarization current is injected per-
pendicularly from the nano-point-contact electrode. However,
we find that such a dynamic behavior occurs when the direc-
tions of the polarization mp and the core spins of a skyrmion
are opposite. If the polarization direction and skyrmion core
spins are aligned in the same direction, the skyrmion will re-
main stationary.
Figure 1(c) and 1(d) schematically illustrates the distribu-
tion of magnetic spins along the radial direction of the nan-
odisk when the skyrmion is at the nanodisk center. From the
phenomenological point of view, if the direction of the local
magnetic moment is opposite to the spin-current polarization,
it will suffer a torque and tend to be parallel to the polariza-
tion.12,26 This is the reason why the skyrmion size reduces
first in the simulation. However, considering the existence of
other interactions in the given system, the skyrmion will not
continue to shrink, unless the current density is large enough.
Therefore, for a mediate current density, the skyrmion will de-
viate from the center area of the nanodisk to reduce the energy
of the entire system containing conductive electrons (i.e., the
skyrmion is subject to an effective centrifugal force).
As the skyrmion gradually moves away from the nanodisk
center, the repulsive force from the nanodisk boundary in-
creases and eventually balances with the centrifugal force in-
duced by driving current.Therefore, the skyrmion shows a per-
fect circle motion. On the contrary, if the directions of the
polarization and the core spins of skyrmion are the same, the
skyrmion will expand and cannot be driven into motion since
the energy of the system is lower when the skyrmion is at the
center of nanodisk. Therefore, the spin polarization direction
mp is set as +z, and the core spins of skyrmion point down in
our following simulation.
We further investigate the effect of two other parameters
of the driving current, namely, the driving current density j
3FIG. 3. (a) The current density j, total energy εtotal and the distance
d between the skyrmion and the center of nanodisk as a function of
the time, where the injection radius r is fixed at 10 nm. Insets are the
snapshots of simulations, where the out-of-plane component of mag-
netization is color coded: red is out-of-plane, blue is in into plane,
white is in-plane. (b) Micromagnetic simulation of the trajectory of
skyrmion motion in a nanodisk.
and the injection area radius r, on the skyrmion motion be-
haviors in the nanodisk. Here, we mainly focus on the critical
time tc and the corresponding maximum motion radius rmax
when the skyrmion starts to do a steady circular motion. As
shown in Figure 2(a) and 2(b), when the injection radius is
fixed, the skyrmion will reach the dynamic equilibrium state
faster for a lager current density. Also, the maximum radius
rmax increases as the current density increases. However, the
speed of growth gradually decreases, which is attributed to the
boundary restriction of the nanodisk. In fact, the skyrmion is
confined in the nanodisk, which limits the increase of motion
radius, i.e., the skyrmion motion is a result of the competition
between the effective centrifugal force and the repulsive force
from the boundary. When the current density is small, the
maximum radius rmax mainly depends on the effective driv-
ing force. For a lager driving current density, the boundary-
induced force limits the maximum radius rmax.
One the other hand, Fig. 2(c) and 2(d) show the effect of
the injection radius r on the skyrmion dynamics, where the
driving current density is fixed at 2.0×1011 A/m2. It is found
that the maximum radius rmax is proportional to the injection
radius. However, there is a local minimum value of the thresh-
old time tc when r ∼ rsk (where the rsk is the radius of the
skyrmion approximately 8.0 nm in our work). When r < rsk,
the critical time tc decreases as the injection radius increases.
On the contrary, for r > rsk, the critical time tc is proportional
to the injection radius. The reason could be that the driving
force is opposite to the centrifugal force when the spin cur-
rent flows through the regions outside the skyrmion core (i.e.,
the area of mz < 0), which prevents the skyrmion moving
away from the center of the circle. As a result, the total ef-
fective centrifugal force will be reduced and the critical time
will lengthen.
Considering a simple time-varying current given in
Fig. 3(a), the trajectory of skyrmion is demonstrated in
Fig 3(b). The skyrmion initially deviate from the center of
nanodisk due to the effective centrifugal force induced by
driving current, as mentioned above. However, if the current
is suddenly removed, the skyrmion will make a spiral motion
FIG. 4. Skyrmion motion with three different spike current signals.
(a) The homogeneous square wave with frequency of 0.33 GHz. (b)
The inhomogeneous square wave with frequency of 0.5 GHz. (c)
The sinusoidal wave with period of 2.0 ns.
and gradually return to the initial position due to the repul-
sive force from boundary. From the perspective of energy, the
total energy of the system will decrease when the skyrmion
approaches to the center of nanodisk, as shown in Fig. 3(a).
Therefore, the skyrmion will relax to the center of nanodisk.
Fig 3(a) shows the distance d between the center of nanodisk
and skyrmion versus the time. Also, the relationship between
the energy and the skyrmion position is given in Supplemental
Material.
Such a back and forth motion of skyrmion driven by the cur-
rent can be used to mimic the LIF spiking neuron operation,
which is inspired by the behavior of a biological neuron. In the
biological nervous system, one neuron has many dendrites,
which are connected to the axon terminals of other neurons
through synapses to realize the transmission and processing
of information. The input signals from pre-neuron are con-
verted into neurotransmitters and then act on the post-neuron.
As the input signals from dendrites arrive, the potential dif-
ference (i.e., the membrane potential) between the inside and
the outside of the neuron increases. It should be noted that
the membrane potential will decrease if no signal arrives at
4some intervals, which corresponds to the leakage of poten-
tial. As shown in Fig. 1(a), when the potential accumulates
to a threshold voltage, the soma generates an action potential
(also referred to as a neuron spike), which is then transmit-
ted to other neurons through synapses. If we consider this
distance d between the center of nanodisk and skyrmion as
the membrane potential of the artificial neuron, the proposed
device can well perform the function of LIF spiking neuron.
The detector is initially placed at a distance of dc from the
center of nanodisk, which must be smaller than the maximum
motion radius of skyrmion. With continuous injection of the
spike current, skyrmion will arrive at the threshold distance
dc and be detected by the detector, at which the neuron fires
a spiking signal and resets. It should be noted that one can
increase the current density, the injection radius or the diame-
ter of the nanodisk to increase the threshold distance, which is
about 17 nm in our simulation. On the other hand, if we apply
a current whose direction is opposite to the driving current at
the nano point contact, the skyrmion can quickly return to the
center of the nanodisk.36,38 Once the skyrmion is destroyed,
a new skyrmion can be created under the nano-contact by in-
jecting a different spin polarized current.
Considering there are various kinds of input signals in ac-
tual neurons, we simulate the response of the skyrmion to dif-
ferent types of input currents to verify the feasibility of our
design. Fig. 4 shows the dynamic behaviors of skyrmion un-
der three different spike currents which are periodic homo-
geneous square wave, inhomogeneous square wave and sinu-
soidal wave. Note that selected top-view snapshots of simu-
lated magnetization configurations are given in Supplemental
Material. It can be seen that the proposed neuron based on
skyrmions can well implement the leaky-integrate-fire opera-
tion no matter what type of signal is input. We also discuss the
response of skyrmion to different intervals of the spike input
current. As shown in Fig. 5, if the action time of each current
pulse is changed, the amount of “integration” will increase
for a pulse with a longer duration. Consequently, the number
of required signals decreases, and the neuron fires an output
signal quickly (see Supplemental Material). In addition, the
vortex-type STNO54–60 has been studied extensively, which
may be used as an alternative to the skyrmion-based STNO to
implement basic functionality of an artificial spiking neuron.
Therefore, we also simulate the artificial spiking neuron based
on a vortex-type STNO (see Supplemental Material).
In particular, the magnetic skyrmion is a rigid spin struc-
ture with nanoscale size and good stability,61 so that this de-
sign can effectively improve the space utilization in future
spiking neural network. On the other hand, several stud-
ies have reported that skyrmions can be stabilized at room
temperature in the form of either skyrmion lattices or iso-
lated skyrmions.25,28–32,62 For example, Boulle et al.30 ob-
served stable room-temperature skyrmions in sputtered ultra-
thin Pt/Co/MgO nanostructures under zero external magnetic
field, which is a direct experimental evidence that skyrmions
are promising building block for future room-temperature
spintronic devices. In addition, micromagnetic simulations re-
veal that the current density to drive skyrmions is about 1011
A/m2 and the injection area is a nano point contact with a di-
FIG. 5. Skyrmion motion under three spike current with different
action times t1 of each current pulse. (a) Three specific input spike
current with the same time interval between signals t2 = 2.0 ns. (b)
Location of the skyrmion as a function of time.
ameter of 10 nm, which can reduce the power consumption
significantly.
In conclusion, we have investigated the effect of three pa-
rameters of input current including the direction of polariza-
tion, the current density and the injection radius, on the dy-
namic behaviors of a skyrmion in a skyrmion-based STNO
structure. Inspired by the back and forth motion of skyrmion
induced by time-dependent driving currents, we proposed a
LIF spiking neuron based on skyrmions, whose functionality
and performance are also verified by micromagnetic simula-
tions. Our results are useful for fabricating energy-efficient
neurons for constructing future spiking neural network at
nanoscale.
See the supplementary material for more results about the
relation between the total energy and skyrmion position, the
snapshots of simulated skyrmion motion, the response of the
artificial neuron to input signals with different intervals, and
the simulation of the spiking neuron based on a vortex-type
STNO.
X.Z. was supported by the Guangdong Basic and Applied
Basic Research Fund (Grant No. 19201910240003361) and
the Presidential Postdoctoral Fellowship of The Chinese Uni-
versity of Hong Kong, Shenzhen (CUHKSZ). M.E. acknowl-
edges the support from the Grants-in-Aid for Scientific Re-
search from JSPS KAKENHI (Grant Nos. JP18H03676,
JP17K05490 and JP15H05854) and also the support from
CREST, JST (Grant Nos. JPMJCR16F1 and JPMJCR1874).
G.Z. acknowledges the support by the National Natural Sci-
ence Foundation of China (Grant Nos. 51771127, 51571126
and 51772004) of China, the Scientific Research Fund
of Sichuan Provincial Education Department (Grant Nos.
518TD0010 and 16CZ0006). Y.Z. acknowledges the sup-
port by the President’s Fund of CUHKSZ, Longgang Key
Laboratory of Applied Spintronics, National Natural Sci-
ence Foundation of China (Grant Nos. 11974298 and
61961136006), Shenzhen Fundamental Research Fund (Grant
No. JCYJ20170410171958839), and Shenzhen Peacock
Group Plan (Grant No. KQTD20180413181702403).
1Y. LeCun, Y. Bengio and G. Hinton, Nature 521, 436 (2015).
2M. Prezioso, F. Merrikh-Bayat, B. D. Hoskins, G. C. Adam, K. K. Likharev
and D. B. Strukov, Nature 521, 61 (2015).
3D. Kuzum, S. Yu and H. S. Philip Wong, Nanotechnol. 24 (38), 382001
(2013).
4J. Grollier, D. Querlioz and M. D. Stiles, Proc. IEEE 104 (10), 2024-2039
(2016).
5A. Sengupta and K. Roy, Appl. Phys. Rev. 4 (4), 041105 (2017).
6A. Sengupta and K. Roy, Appl. Phys. Expr. 11 (3), 030101 (2018).
7X. Wu, V. Saxena, K. Zhu and S. Balagopal, IEEE Trans. Circ. Syst. II:
Expr. Briefs 62 (11), 1088-1092 (2015).
8M. Chu, B. Kim, S. Park, H. Hwang, M. Jeon, B. H. Lee and B. Lee, IEEE
Trans. Industrial Electron. 62 (4), 2410-2419 (2015).
9G. Indiveri and S. Liu, Proc. IEEE 103 (8), 1379-1397 (2015).
10U. K. Rossler, A. N. Bogdanov and C. Pfleiderer, Nature 442, 797-801
(2006).
11N. Nagaosa and Y. Tokura, Nat. Nanotechnol. 8, 899 (2013).
12G. Finocchio, F. BÃijttner, R. Tomasello, M. Carpentieri and M. KlÃd’ui,
J. Phys. D: Appl. Phys. 49, 423001 (2016).
13R. Wiesendanger, Nat. Rev. Mater. 1, 16044 (2016).
14W. Kang, Y. Huang, X. Zhang, Y. Zhou and W. Zhao, Proc. IEEE 104 (10),
2040-2061 (2016).
15A. Fert, N. Reyren and V. Cros, Nat. Rev. Mater. 2, 17031 (2017).
16W. Jiang, G. Chen, K. Liu, J. Zang, S. G. E. te Velthuis and A. Hoffmann,
Phys. Rep. 704, 1-49 (2017).
17K. Everschor-Sitte, J. Masell, R. M. Reeve and M. KlÃd’ui, J. Appl. Phys.
124, 240901 (2018).
18X. Zhang, Y. Zhou, K. M. Song, T. E. Park, J. Xia, M. Ezawa, X. Liu, W.
Zhao, G. P. Zhao and S. Woo, J. Phys.: Condens. Matter 32, 143001 (2020).
19S. Mühlbauer, B. Binz, F. Jonietz, C. Pfleiderer, A. Rosch, A. Neubauer, R.
Georgii and P. Böni, Science 323, 915 (2009).
20Y. Zhou, Natl. Sci. Rev. 6 (2), 210-212 (2019).
21F. Jonietz, S. Mühlbauer, C. Pfleiderer, A. Neubauer, W. Münzer, A. Bauer,
T. Adams, R. Georgii, P. Böni, R. A. Duine, K. Everschor, M. Garst and A.
Rosch, Science 330, 1648 (2010).
22J. Sampaio, V. Cros, S. Rohart, A. Thiaville, and A. Fert, Nat. Nanotechnol.
8, 839 (2013).
23J. Iwasaki, M. Mochizuki and N. Nagaosa, Nat. Nanotechnol. 8 (10), 742-
747 (2013).
24X. Zhang, G. P. Zhao, H. Fangohr, J. P. Liu, W. X. Xia, J. Xia and F. J.
Morvan, Sci. Rep. 5, 7643 (2015).
25S. Woo, K. Litzius, B. Kruger, M.-Y. Im, L. Caretta, K. Richter, M.
Mann, A. Krone, R. M. Reeve, M. Weigand, P. Agrawal, I. Lemesh, M.-
A. Mawass, P. Fischer, M. Klaui and G. S. D. Beach, Nat. Mater. 15, 501
(2016).
26R. Tomasello, E. Martinez, R. Zivieri, L. Torres, M. Carpentieri and G.
Finocchio, Sci. Rep. 4, 6784 (2014).
27X. Zhang, M. Ezawa and Y. Zhou, Sci. Rep. 5, 9400 (2015).
28W. Jiang, P. Upadhyaya, W. Zhang, G. Yu, M. B. Jungfleisch, F. Y. Fradin, J.
E. Pearson, Y. Tserkovnyak, K. L. Wang, O. Heinonen, S. G. E. te Velthuis
and A. Hoffmann, Science 349, 283 (2015).
29C. Moreau-Luchaire, C. Moutafis, N. Reyren, J. Sampaio, C. A. F. Vaz,
N. Van Horne, K. Bouzehouane, K. Garcia, C. Deranlot, P. Warnicke, P.
Wohlhüter, J.-M. George, M. Weigand, J. Raabe, V. Cros and A. Fert, Nat.
Nanotechnol. 11, 444 (2016).
30O. Boulle, J. Vogel, H. Yang, S. Pizzini, D. de Souza Chaves, A. Locatelli,
T. O. Mentes, A. Sala, L. D. Buda-Prejbeanu, O. Klein, M. Belmeguenai,
Y. Roussigne, A. Stashkevich, S. M. Cherif, L. Aballe, M. Foerster, M.
Chshiev, S. Auffret, I. M. Miron and G. Gaudin, Nat. Nanotechnol. 11, 449
(2016).
31G. Yu, P. Upadhyaya, X. Li, W. Li, S. K. Kim, Y. Fan, K. L. Wong, Y.
Tserkovnyak, P. K. Amiri and K. L. Wang, Nano Lett. 16 (3), 1981-1988
(2016).
32A. Soumyanarayanan, M. Raju, A. L. Gonzalez Oyarce, A. K. C. Tan, M.-
Y. Im, A. P. PetroviÄG˘, P. Ho, K. H. Khoo, M. Tran, C. K. Gan, F. Ernult
and C. Panagopoulos, Nat. Mater. 16, 898 (2017).
33Z. Hou, Q. Zhang, G. Xu, C. Gong, B. Ding, Y. Wang, H. Li, E. Liu, F. Xu,
H. Zhang, Y. Yao, G. Wu, X.-x. Zhang and W. Wang, Nano Lett. 18 (2),
1274-1279 (2018).
34S. Das, Y. L. Tang, Z. Hong, M. A. P. Goncalves, M. R. McCarter, C. Klewe,
K. X. Nguyen, F. Gomez-Ortiz, P. Shafer, E. Arenholz, V. A. Stoica, S. L.
Hsu, B. Wang, C. Ophus, J. F. Liu, C. T. Nelson, S. Saremi, B. Prasad, A.
B. Mei, D. G. Schlom, J. Iniguez, P. Garcia-Fernandez, D. A. Muller, L.
Q. Chen, J. Junquera, L. W. Martin and R. Ramesh, Nature 568, 368-372
(2019).
35Y. Huang, W. Kang, X. Zhang, Y. Zhou and W. Zhao, Nanotechnol. 28 (8),
08LT02 (2017).
36S. Li, W. Kang, Y. Huang, X. Zhang, Y. Zhou and W. Zhao, Nanotechnol.
28 (31), 31LT01 (2017).
37D. Pinna, F. Abreu Araujo, J. V. Kim, V. Cros, D. Querlioz, P. Bessiere, J.
Droulez and J. Grollier, Phys. Rev. Appl. 9 (6), 064018 (2018).
38X. Chen, W. Kang, D. Zhu, X. Zhang, N. Lei, Y. Zhang, Y. Zhou and W.
Zhao, Nanoscale 10 (13), 6139-6146 (2018).
39M.-C. Chen, A. Sengupta and K. Roy, IEEE Trans. Magn. 54 (8), 1-7
(2018).
40Z. He and D. Fan, presented at the Design, Automation & Test in Europe
Conference & Exhibition (DATE), 2017, 2017 (unpublished).
41M. A. Azam, D. Bhattacharya, D. Querlioz and J. Atulasimha, J. Appl.
Phys. 124 (15), 152122 (2018).
42D. Prychynenko, M. Sitte, K. Litzius, B. KrÃijger, G. Bourianoff, M.
KlÃd’ui, J. Sinova and K. Everschor-Sitte, Phys. Rev. Appl. 9 (1), 014034
(2018).
43W. Maass, Neural Networks 10 (9), 1659-1671 (1997).
44P. Stoliar, J. Tranchant, B. Corraze, E. Janod, M.-P. Besland, F. Tesler, M.
Rozenberg and L. Cario, Adv. Funct. Mater. 27 (11), 1604740 (2017).
45A. N. Burkitt, Biol. Cybern. 95 (1), 1-19 (2006).
46R. Brette and W. Gerstner, J. Neurophysiol. 94, 3637-3642 (2005).
47A. N. Burkitt, Biol. Cybern. 95 (2), 97-112 (2006).
48W. H. Brigner, N. Hassan, L. Jiang-Wei, X. Hu, D. Saha, C. H. Bennett, M.
J. Marinella, J. A. C. Incorvia, F. Garcia-Sanchez and J. S. Friedman, IEEE
Trans. Electron Devices 66, 4970 (2019).
49S. Zhang, J. Wang, Q. Zheng, Q. Zhu, X. Liu, S. Chen, C. Jin, Q. Liu, C.
Jia and D. Xue, New J. Phys. 17 (2), 023061 (2015).
50I. Dzyaloshinsky, J. Phys. Chem. Solids 4, 241 (1958).
51T. Moriya, Phys. Rev. 120 (1), 91-98 (1960).
52S. Rohart and A. Thiaville, Phys. Rev. B 88, 184422 (2013).
53M. J. Donahue and D. G. Porter, OOMMF User’s Guide, Version 1.0, Inter-
agency Report NISTIR 6376, National Institute of Standards and Technol-
ogy, Gaithersburg, MD (1999) [http://math.nist.gov/oommf/].
54N. Locatelli, A. Hamadeh, F. Abreu Araujo, A. D. Belanovsky, P. N. Skird-
kov, R. Lebrun, V. V. Naletov, K. A. Zvezdin, M. MuÃs´oz, J. Grollier, O.
Klein, V. Cros and G. de Loubens, Sci. Rep. 5, 17039 (2015).
55A. V. Khvalkovskiy, J. Grollier, A. Dussaux, K. A. Zvezdin, and V. Cros,
Phys. Rev. B 80, 140401(R) (2009).
56K. Y Guslienko, O. V Sukhostavets and D. V Berkov, Nanoscale Research
Letters 9, 386 (2014).
57A. D. Belanovsky, N. Locatelli, P. N. Skirdkov, F. Abreu Araujo, J. Grollier,
K. A. Zvezdin, V. Cros, and A. K. Zvezdin, Phys. Rev. B 85, 100409(R)
(2012).
58W. Jiang, L. Chen, K. Zhou, L. Li, Q. Fu, Y. Du, and R. H. Liu, Appl. Phys.
Lett. 115, 192403 (2019).
59Y. Ma, C. Song, C. Jin, Z. Zhu, H. Feng, H. Xia, J. Wang, Z. Zeng, J. Wang
and Q. Liu, J. Phys. D: Appl. Phys. in press [https://doi.org/10.1088/1361-
6463/ab71af].
60G. Siracusano, R. Tomasello, A. Giordano, V. Puliafito, B. Azzerboni, O.
Ozatay, M. Carpentieri, and G. Finocchio, Phys. Rev. Lett. 117, 087204
(2016).
61A. S. Varentcova, S. von Malottki, M. N. Potkina, G. Kwiatkowski, S.
Heinze and P. F. Bessarab, arXiv:2002.05285v1.
62G. Chen, A. Mascaraque, A.T. N’Diaye, A.K. Schmid, Appl. Phys. Lett.
106, 242404 (2015).
