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Abstract. Theoretical uncertainties on non-linear scales are among the main obstacles
to exploit the sensitivity of forthcoming galaxy and hydrogen surveys like Euclid or the
Square Kilometre Array (SKA). Here, we devise a new method to model the theoretical
error that goes beyond the usual cut-off on small scales. The advantage of this more ef-
ficient implementation of the non-linear uncertainties is tested through a Markov–Chain–
Monte–Carlo (MCMC) forecast of the sensitivity of Euclid and SKA to the parameters of
the standard ΛCDM model, including massive neutrinos with total mass Mν , and to 3 ex-
tended scenarios, including 1) additional relativistic degrees of freedom (ΛCDM + Mν +
Neff), 2) a deviation from the cosmological constant (ΛCDM + Mν + w0), and 3) a time-
varying dark energy equation of state parameter (ΛCDM + Mν + (w0, wa)). We compare
the sensitivity of 14 different combinations of cosmological probes and experimental config-
urations. For Euclid combined with Planck, assuming a plain cosmological constant, our
method gives robust predictions for a high sensitivity to the primordial spectral index ns
(σ(ns) = 0.00085), the Hubble constant H0 (σ(H0) = 0.141 km/s/Mpc), the total neutrino
mass Mν (σ(Mν) = 0.020 eV). Assuming dynamical dark energy we get σ(Mν) = 0.030 eV
for the mass and (σ(w0), σ(wa)) = (0.0214, 0.071) for the equation of state parameters. The
predicted sensitivity to Mν is mostly stable against the extensions of the cosmological model
considered here. Interestingly, a significant improvement of the constraints on the extended
model parameters is also obtained when combining Euclid with a low redshift HI intensity
mapping survey by SKA1, demonstrating the importance of the synergy of Euclid and SKA.
ar
X
iv
:1
80
1.
08
33
1v
3 
 [a
str
o-
ph
.C
O]
  5
 Fe
b 2
01
9
Contents
1 Introduction 1
2 Galaxy clustering 3
2.1 Galaxy power spectrum 3
2.2 Euclid specifications 5
2.3 SKA specifications 6
3 Cosmic shear 7
3.1 Angular power spectrum 7
3.2 Euclid and SKA specifications 8
4 21cm intensity mapping 9
4.1 21cm power spectrum 9
4.2 SKA specifications 11
5 Non-linear theoretical uncertainty 12
5.1 Cosmic shear error modelling 12
5.2 Power spectrum error modelling (galaxy clustering + intensity mapping) 14
6 Datasets 23
7 Baseline model results 25
8 Extended model forecasts 33
8.1 ΛCDM+Mν+Neff 33
8.2 ΛCDM+Mν+w0 35
8.3 ΛCDM+Mν+(w0, wa) 35
9 Discussion and conclusion 38
A Galaxy clustering likelihood 45
B Cosmic shear likelihood 47
C 21cm intensity mapping likelihood 48
1 Introduction
During the last three decades, the increasingly accurate observations of the Cosmic Microwave
Background (CMB) anisotropies have promoted Cosmology to a precision science. Combined
with other probes such as Type-1a supernovae, the statistical distribution of Large Scale
Structures (LSS), the weak gravitational lensing and the Lyman-α forest, the Planck satellite
has measured the standard cosmological parameters with an accuracy down to the percent
level [1]. Until now, however, the nature of Dark Energy and Dark Matter accounting for
about 95% of the density of the Universe still remains a deep mystery. In the next decade,
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galaxy surveys like Euclid [2, 3] and the Square Kilometre Array (SKA) [4, 5] will take over
and will probe the growth of LSS with an unprecedented precision, up to redshifts z ∼ 3.
Compared to the CMB that is a snapshot of the early Universe, galaxy surveys will achieve a
tomography of the Universe over its last twelve billion years. In addition, the SKA will also
achieve a precise map of neutral hydrogen through 21-cm intensity mapping, a tracer of the
LSS distribution, back to the reionization era and even the cosmic dawn [6], up to redshift
z ∼ 20. Euclid and the SKA will detect billions of galaxies, over a large fraction of the sky,
and will set unprecedented constraints on the various cosmological scenarios, through galaxy
clustering and weak gravitational lensing. Three major challenges of Euclid and SKA are
to reveal the properties of Dark Energy and Dark Matter, and to measure the cosmological
neutrino mass.
Euclid and SKA will reach the required sensitivity and angular resolution to probe the
non-linear growth of structures on small scales. Their figure of merit will therefore strongly
depend on our understanding of the various, often complex physical processes at play on
these scales. This includes general relativistic corrections to nonlinear structure formation
(see e.g. [7] and references therein), the accuracy of Newtonian N-body simulations [8] and
fitting methods [9, 10] or emulators [11], the galaxy non-linear bias [12], the baryonic feed-
back [13–15], the intrinsic alignment of galaxies [16], etc... Usually, when doing forecasts,
these considerations lead to the introduction of a maximal wavenumber kmax, below which one
trusts the theoretical prediction of the matter power spectrum, and above which the physical
uncertainties are expected to exceed the experimental noise. For instance, kmax = 0.2hMpc
−1
(h defining the Hubble expansion rate today H0 = h× 100km/s/Mpc) was often used in Eu-
clid forecasts [2, 3]. Introducing such a cut-off scale means that all the information obtained
by the experiment on smaller scales is simply unexploited. However, this information is cru-
cial: Indeed, the non-linear growth of structure can be significantly altered in theories of
modified gravity [17–19], interacting/decaying dark matter, massive neutrinos [20]. More-
over, a larger lever arm allows to get better constraints on the initial shape of the power
spectrum of density fluctuations from inflation [21].
Therefore, new methods need to be developed and tested in order to take into account
the non-linear theoretical uncertainties, while optimizing the amount of information relevant
for cosmology. For instance, it has been proposed to introduce either an error on the power
spectrum, totally uncorrelated between wavelength modes, or on the contrary, a correlated
error increasing at small scales [22]. Significant differences in forecasts were found between
these two extremes. Both cases are actually unrealistic. Correlated errors assume such a good
understanding of all sources of theoretical errors that they can be reduced to one (or a few)
templates with known dependence on (k, z) but unknown normalization. On the other hand,
uncorrelated errors allow for erratic deviations between the predicted and fitted theoretical
spectra, that no inaccuracy in the physical modeling of the observables could justify, and
tend to fit random noise features in the observational data. Moreover, when introducing
uncorrelated errors, it is very difficult to find a well-motivated prescription for assigning a
standard error deviation to each independent degree of freedom, as we shall discuss later in
Section 5.2. Reference [23] advocates a third approach based on the notion of correlation
length of the error in (k, z) space, which has clear physical motivation, but is computationally
expensive and difficult to implement in an efficient parameter extraction pipeline.
In this paper, we introduce a new numerical method to take into account realistically the
theoretical uncertainties on the non-linear spectra. Two cases, based on current knowledge
and expected improvements, will be presented: first, a conservative case, based on the present
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theoretical non-linear uncertainties combined with a conservative redshift dependent cut-off
scale, and second, a realistic case in which we consider some expected and realistic refinement
in the modelisation of nonlinear effects, e.g. simply due to the increasing numerical resources
by the time the real data will be available in the 2020’s. These two cases allow us to present
what we think are the most realistic range for the future constraints on the cosmological
parameters of the standard cosmological model, including the sum of neutrino masses, as
well as on the parameters of common extended cosmological scenarios. For the first time,
we use such a method to derive realistic forecasts for both Euclid and the SKA, and for
the combination of them, using three probes: galaxy clustering power spectrum, cosmic
shear angular power spectrum, and 21-cm intensity mapping subsequent to reionization. For
this purpose, we have used the Bayesian Markov–Chains–Monte–Carlo (MCMC) technique,
rather than the Fisher matrix formalism that might be subject to numerical instabilities
particularly in non-standard cosmological scenarios.
The paper is organized as follows: In Sections 2, 3 and 4, we introduce respectively
the calculations of the galaxy clustering power spectrum, the weak lensing angular power
spectrum, and the 21cm intensity mapping, as well as the related experimental uncertainties
due to Euclid and SKA specifications. In Section 5, the method used to model the nonlinear
theoretical uncertainties is described. After summarizing the considered datasets in Section 6,
forecasts for the baseline ΛCDM + Mν model are presented in Section 7, as well as for a series
of extended models in Section 8. We summarize our results and discuss some perspectives
in the conclusion. Finally, a description of the construction of the different likelihoods is
included in the Appendix.
2 Galaxy clustering
2.1 Galaxy power spectrum
The spatial distribution of galaxies represents a biased tracer of the underlying dark matter
distribution. Therefore, various effects have to be taken into account when converting the
matter power spectrum1 Pm into the observed galaxy power spectrum Pg:
Pg(k, µ, z) = fAP(z)× fres(k, µ, z)× fRSD(kˆ, µˆ, z)× b2(z)× Pm(kˆ, z) . (2.1)
Before proceeding to explain the different effects and the associated functions fi contributing
to this formula, let us notice that we have employed a flat-sky approximation [27, 28] that
allows for an unambiguous definition of the angle between the Fourier modes k and the line of
sight distance vector r. The observer’s fixed point of view breaks the isotropy of the matter
power spectrum, but symmetry in perpendicular directions to the line of sight is preserved.
Hence, the following coordinates are sufficient to describe all the effects:
k = |k| , µ = k · r
kr
. (2.2)
The parallel part of a mode is given by kq = µk and the perpendicular one by k⊥ = k
√
1− µ2.
Since we can observe only the redshift and the position in the sky, in order to get
a distribution in three-dimensional space, we need to make assumptions on the underlying
1As explained later in sec. 7, when the model features massive neutrinos, we don’t plug in here the total
matter power spectrum Pm(k, z), but only the power spectrum of baryons and CDM Pcb(k, z), since the galaxy
power spectrum is more a tracer of the latter quantity, see e.g. [24–26].
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cosmology2. However, physical quantities calculated within this fiducial cosmology may differ
from the corresponding values in the true/real cosmology (hereafter denoted by ,ˆ e.g. Hˆ). The
Fourier modes of real space can be related to those of the fiducial space via
kˆ2 =
(Hˆ
H
)2
µ2 +
(
DA
DˆA
)2 (
1− µ2)
 k2 (2.3)
and
µˆ2 =
(
Hˆ
H
)2
µ2 ·
(Hˆ
H
)2
µ2 +
(
DA
DˆA
)2 (
1− µ2)
−1 , (2.4)
where H and DA are, respectively, the Hubble parameter and the angular diameter distance
as functions of redshift z. The change in the power spectrum when extracted from the same
data but assuming different cosmologies, the so-called Alcock-Paczinsky effect, gives rise to
the first term in Eq. 2.1:
fAP(z) =
D2AHˆ
Dˆ2AH
. (2.5)
The second term in Eq. 2.1 is due to the limited resolution of instruments suppressing the
apparent perturbations on small scales. Assuming Gaussian errors σq(z) and σ⊥(z) on co-
ordinates parallel and perpendicular to the line of sight at redshift z, the suppression factor
turns out to be exponential:
fres(k, µ, z) = exp
(−k2 [µ2 · (σ2q (z)− σ2⊥(z))+ σ2⊥(z)]) . (2.6)
Since Fourier modes scale inversely w.r.t. spatial distances under a change of cosmology, the
above factor is independent of the assumed cosmology.
The cosmological redshift, that is used to obtain the spatial coordinates, is not the only
source of redshift. The classical Doppler effect induces an apparent anisotropy in the redshift-
space power spectrum. On large scales within the linear regime, this effect is described by the
Kaiser formula [29]. On top of this large scale infall, additional random peculiar velocities of
the galaxies further distort the redshift information on smaller scales, leading to features in
redshift-space called fingers of God [30, 31]. Following Ref. [32], we describe this additional
suppression with an exponential factor. To sum up, the redshift effects encoded in the third
term of Eq. 2.1 are given by
fRSD(kˆ, µˆ, z) =
(
1 + β(kˆ, z) µˆ2
)2
e−kˆ
2µˆ2σ2NL , (2.7)
where the first term in parentheses corresponds to the Kaiser formula and the exponential
accounts for the fingers of God. In particular, σNL has a fiducial value of 7 Mpc and we allow
it to vary between 4-10 Mpc in our forecasts, while β is the (possibly scale-dependent) growth
rate f(kˆ, z) corrected by the galaxy bias b(z):
β(kˆ, z) ≡ f(kˆ, z)
b(z)
≡ 1
b(z)
·
d ln
(√
Pm(kˆ, z)
)
d ln a
= −1 + z
2b(z)
· d lnPm(kˆ, z)
dz
. (2.8)
2This is actually one of the reasons for which alternative methods to express the 2-point statistics of galaxy
distributions are being discussed in the literature, see e.g. [7] and references therein.
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Table 1. Euclid specifications.
parameter zmin zmax fsky σz σθ [
′′]
Euclid 0.7 2.0 0.3636 0.001(1 + z) 0
The bias is a function of redshift which relates density perturbations in the galaxy field to
dark matter density perturbations. We will assume the linear approximation δg = b(z)× δm
where the bias is scale independent3. Approximate formulas for the bias are obtained by
populating cosmological simulations with galaxies which will then be measured. In this case,
δg and δm can be identified separately [24, 33, 34].
We divide the surveys into bins of width ∆z = 0.1 with mean redshift z¯. Correlation
functions are defined inside the bin’s data and are approximated to probe the power spectrum
at a fixed redshift z¯. The volume of one redshift bin can be computed via
Vr(z¯) = 4pifsky ·
∫
∆r(z¯)
r2dr =
4pi
3
fsky ·
[
r3
(
z¯ +
∆z
2
)
− r3
(
z¯ − ∆z
2
)]
, (2.9)
where fsky is the fraction of the sky covered by the survey. The distribution of galaxies is
discrete, rather than continuous like the density field δg. Thus we have to take into account
the experimental shot noise in each redshift bin:
PN (z¯) =
1
n¯(z¯)
=
Vr(z¯)
N(z¯)
, (2.10)
where N(z¯) is the number of galaxies in the bin, Vr(z¯) the volume of the bin and n¯(z¯) the
galaxy number density. Taking this shot noise into account, the quantity actually measured
by the experiment in each bin is
Pobs(k, µ, z¯) = Pg(k, µ, z¯) + PN (z¯) . (2.11)
2.2 Euclid specifications
The redshift range accessible to Euclid is roughly 0.7 − 2.0. Hence, mean redshifts of z¯ =
0.75, 0.85, ..., 1.95 are used. The error on spectroscopic redshift measurements is assumed to
be σz = 0.001(1 + z), as in Refs. [3, 22]. The effect of angular resolution is neglected. Thus,
σ⊥ is set to 0. The specifications for Euclid are summarized in Table 1. The redshift error
can be propagated to the error on radial distance:
σq =
c
H
σz . (2.12)
The galaxy number count distribution dN(z)/dz
1deg2
has been taken from Table 3 of Ref. [36]
(model 1) assuming a limiting flux of 3× 10−16 erg s−1 cm−2. Ref. [36] updates the results of
Ref. [35] which where used for the forecasts of Ref. [22] and in the Euclid Definition Study
Report (Ref. [2]).
3We will take into account the consequences of non-linear bias later, either in our choice of a cut-off kmax
or through our ansatz for the theoretical error function: this will be discussed in section 5.2.
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We use a sky fraction of fsky = 0.3636. The total number of detected galaxies in a given
redshift bin can be inferred from the given values:
N(z¯) = 41253fskydeg
2 ·
∫ z¯+ ∆z
2
z¯−∆z
2
dN(z)/dz
1deg2
dz . (2.13)
As done in Ref. [22], the bias factor corresponding to galaxies detected by Euclid is assumed
to be close to the simple relation:
b(z) =
√
1 + z . (2.14)
In order to account for inaccuracies in this relation, we have introduced two nuisance param-
eters with mean value 1:
b(z) = βEuclid0 (1 + z)
0.5βEuclid1 . (2.15)
A 5%-precision (2σ) is taken as a prior on the β-factors.
2.3 SKA specifications
Currently, SKA1-MID Band 2 is the most promising option for a galaxy survey with SKA1.
We use specifications according to the baseline design defined in Ref. [37] (see Table 3). We
assume a survey area Sarea = fsky×41253 deg2 in agreement with the optimization procedure
described in Ref. [38], while the frequency range of SKA2 is the same of Ref. [39].
The target signal of SKA is the HI line or 21cm line of cold neutral hydrogen with a
rest frequency of ν0 = 1420 MHz. The frequency range translates through the redshifting of
ν0 into a redshift range which has been rounded to fit redshift bins of width ∆z = 0.1. The
frequency ν and its error translate into redshifts:
z =
ν0
ν
− 1 , (2.16)
σz = (1 + z)
2σν
ν0
. (2.17)
These relations are independent of cosmology. Therefore it is valid to treat z as a direct
observable as was done in the case of Euclid.
The number counts of detected galaxies and their bias w.r.t. the underlying dark matter
distribution have to be extracted from simulations. This was done in Ref. [38] using the
following fitting formula:
dN(z)/dz
1deg2
= 10c1zc2 exp(−c3z) , (2.18)
bHI(z) = c4 exp(c5z) . (2.19)
Ref. [39] adapted the results to the current baseline design, obtaining the parameters listed in
Table 2. Ref. [38] used a frequency resolution of 10 kHz. Band 2 divided into 64,000 channels
(see [37]) yields a bandwidth of δν = 12.7 kHz per channel, which verifies this number. The
same approach yields δν = 12.8 kHz for SKA2. By equating δν to the full width at half
maximum (FWHM), the approximation of a Gaussian error σν = δν/
√
8 ln 2 can be made.
This determines the error on the redshift measurement as described in Eq. 2.17. Note that
we are equating here the frequency sensitivity to the sensitivity of the mean frequency of a
galaxy’s signal. However, the fingers of God described by σNL, whose effect is indistinguish-
able from the redshift resolution, dominate the suppression of the power spectrum. Hence,
this approximation is good enough.
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Table 2. Fitting parameters. [39]
parameter c1 c2 c3 c4 c5
SKA1 band 2 (5σ) 5.450 1.310 14.394 0.616 1.017
SKA2 (10σ) 6.319 1.736 5.424 0.554 0.783
Table 3. SKA specifications. [37, 39]
parameter νmin [MHz] νmax [MHz] zmin zmax Sarea [deg
2] δν [kHz] B [km]
SKA1 band 2 950 1760 0.00 0.50 5,000 12.7 150 (5)
SKA2 470 1290 0.10 2.00 30,000 12.8 3000 (5)
The inaccuracy of the theoretical bias formula can be accommodated for with similar
nuisance parameters as in the case of Euclid:
b(z) = c4β
SKA1/2
0 exp(c5β
SKA1/2
1 z) , (2.20)
where β
SKA1/2
0 , β
SKA1/2
1 are assigned gaussian priors with mean value 1 and standard devia-
tion 0.025. We also include the effect of angular resolution as a Gaussian error:
σ⊥ = (1 + z)DAσθ , (2.21)
σθ =
1√
8 ln 2
λ0
B
(1 + z) . (2.22)
The FWHM of an interferometer is approximately given by the wavelength divided by the
maximum baseline B. In the case of SKA, the wavelength is the redshifted rest wavelength
λ0 = 21.11 cm. The maximum baseline is B ≈ 150 km for SKA1 and B ≈ 3000 km for SKA2.
However, given the large sky fraction, the survey is not expected to exploit the maximum
resolution the array is capable of. The simulated number counts are valid for a 10,000 hour
survey. Taking a conservative approach, we use a maximum baseline of 5 km for both SKA1
and SKA2, corresponding to the diameter of the inner core of the array with a high density
of dishes. Even with this approach, the effect of angular resolution remains insignificant for
a galaxy survey.
3 Cosmic shear
3.1 Angular power spectrum
A cosmic shear survey maps the alignments of galaxies induced by weak gravitational lensing
caused by large scale structures along the line of sight. The cosmological information is
extracted from auto- and cross-correlations of alignment maps at different redshifts. For
SKA, a cosmic shear survey will be possible thanks to the detection of the continuum emission
of galaxies.
The projected shear power spectrum of the redshift bins i and j at multipoles ` can be
inferred from the three-dimensional matter power spectrum via
Cij` =
9
16
Ω2mH
4
0
∫ ∞
0
dr
r2
gi(r)gj(r)P
(
k =
`
r
, z(r)
)
. (3.1)
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Table 4. Sky coverage and cosmic shear specifications for Euclid (see [22]) and for SKA (see [40]).
Here ngal is in units of arcmin
−2.
Experiment fsky ngal zm α β γ fspec-z zspec-max σphoto-z zphoto-max σno-z
SKA1 0.1212 2.7 1.1
√
2 2 1.25 0.15 0.6 0.05 2.0 0.3
SKA2 0.7272 10 1.3
√
2 2 1.25 0.5 2.0 0.03 2.0 0.3
Euclid 0.3636 30 0.9
√
2 2 1.5 0.0 0.0 0.05 4.0 0.3
The functions gi(r) depend on the radial distribution of galaxies in the redshift bin i, i.e.
on the convolution of the distribution of detected galaxies with the corresponding redshift
errors:
gi(r) = 2r(1 + z(r))
∫ ∞
r
dr′
ηi(r
′)(r′ − r)
r′
, (3.2)
ηi(r) = H(r)ni(z(r)) , (3.3)
ni(z) =
Di(z)∫∞
0 Di(z
′)dz′
, (3.4)
Di(z) =
∫ zmaxi
zmini
P(z, z′) dngal
dz
(z′) dz′ . (3.5)
Due to the intrinsic alignment of galaxies, there is also a noise contribution N`. The noise
spectrum added to the theoretical Cij` is
N ij` = δijσ
2
shearn
−1
i , (3.6)
where σshear is the root mean square of the galaxy intrinsic ellipticity and is set to 0.3, and
ni is the number of galaxies per steradian in the i’th redshift bin. We divide the redshift
range into ten redshift bins with equal number of galaxies. Therefore, for every redshift bin
we have:
ni =
ngal
10
× 3600
(
180
pi
)2
. (3.7)
3.2 Euclid and SKA specifications
The number density of sources and the corresponding redshift errors for Euclid and SKA are
taken, respectively, from Ref. [22] and from Ref. [40]4. Note that the real redshift uncertainties
are the numbers from table 4 of [40] multiplied by (1 + z). The meaning and motivation for
these numbers is described in section 3.1 of Ref. [40] and in the end of section 4.2 of Ref. [41].
The unnormalized redshift number density distribution is given by:
dngal
dz
= zβ exp
[
−
(
z
αzm
)γ]
. (3.8)
4Ref. [40] provides values for Euclid which differ only in the value of σphoto-z
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The redshift uncertainty is parameterized as follows:
P(z, z′) =

1− fspec-z√
2piσphoto-z(1 + z)
exp
[
− (z − z
′)2
2σ2photo-z(1 + z)
2
]
+ fspec-zδ(z − z′), z ≤ zspec-max
1√
2piσphoto-z(1 + z)
exp
[
− (z − z
′)2
2σ2photo-z(1 + z)
2
]
, z ≤ zphoto-max
1√
2piσno-z(1 + z)
exp
[
− (z − z
′)2
2σ2no-z(1 + z)
2
]
, z ≥ zphoto-max,
(3.9)
where the measured redshift is denoted as z′, while the true one is denoted as z. Some of
these Gaussians span a big redshift range, but they are anyway multiplied by the distribution
dngal
dz that is almost zero outside the range of interest.
The number counts of Euclid are negligible above z = 3.5, so here the error function
becomes as easy as
P(z, z′) = 1√
2piσphoto-z(1 + z)
exp
[
− (z − z
′)2
2σ2photo-z(1 + z)
2
]
. (3.10)
The sky coverage fsky is the same as in the case of galaxy clustering (table 4).
4 21cm intensity mapping
4.1 21cm power spectrum
The goal of 21cm intensity mapping experiments is to measure the differential brightness
temperature ∆Tb defined as the difference between the observed brightness temperature Tb
and the one expected for CMB photons only, Tγ . The signal coming from 21cm hyperfine
transitions of neutral hydrogen (HI) atoms is emitted at the frequency ν0 = 1420.4057 MHz.
So the frequency measured today can be directly related to the redshift,
∆Tb ≡ Tb(z)− Tγ(z)
1 + z
. (4.1)
Here, we focus only on the low redshift signal coming from the neutral hydrogen inside
galaxies. A detailed description of cosmology with the 21cm-signal at high redshifts, from
the reionization and even from the cosmic dawn and the dark ages, and its interest to probe
modified gravity, can be found in Refs. [42–46]. At low frequencies the mean differential
brightness temperature is given by
∆Tb ' 189
[
H0(1 + z)
2
H(z)
]
ΩHI(z) hmK , (4.2)
where H0 is the Hubble constant H0 = h × 100 km/(s Mpc) and ΩHI(z) = ρHI(z)/ρc is the
mass density of neutral hydrogen divided by the critical density of the present-day universe.
This relation is derived in detail in Appendix C. Deviations from this value are proportional
to the density perturbations in neutral hydrogen, which can be related to the dark matter
density perturbations:
∆Tb −∆Tb = ∆TbδHI = ∆TbbHIδm . (4.3)
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Thus, the power spectrum of these deviations is proportional to the matter power spectrum:
P21 = b
2
21Pm (4.4)
with b21 ≡ ∆TbbHI. The redshift dependence of ΩHI(z) and bHI(z) are modelled following
Ref. [47]:
ΩHI(z) = ΩHI,0(1 + z)
αHI (4.5)
bHI(z) = 0.904 + 0.135(1 + z)
1.696 , (4.6)
with ΩHI,0 and αHI set to the fiducial values 4 × 10−4 and 0.6, respectively, and allowed
to vary in the forecast. As in the case of galaxy clustering, we use nuisance parameters to
describe the future accuracy of bias modeling:
bHI(z) = β
IM
0
[
0.904 + 0.135(1 + z)1.696β
IM
1
]
, (4.7)
with mean value zero and a prior corresponding to a rms of 0.025.
In addition we have to consider observational effects analogous to those of the galaxy
power spectrum of Eq. 2.1:
P21(k, µ, z) = fAP(z)× fres(k, µ, z)× fRSD(kˆ, µˆ, z)× b221(z)× Pm(kˆ, z) . (4.8)
The prefactors are the same as in the case of galaxy surveys because the signal dominantly
consists of radiation originating from galaxies. Thus, it is affected by redshifting according to
the movement of the galaxies. A power spectrum reconstructed from this map of intensities
therefore suffers from redshift-space distortions, limited resolution and the Alcock-Paczinsky
effect in the same way as one reconstructed from a map of galaxy positions.
The observed power spectrum also includes a noise spectrum:
P21,obs(k, µ, z) = P21(k, µ, z) + PN (z) (4.9)
where PN (z) will be described in the next subsection. By identifying galaxies, all unwanted
contributions to the power spectrum except for the shot noise could be removed. Instead, the
correlations of unprocessed intensity include correlations in the foregrounds and in random
noise in the sky or in the experimental setup itself.
Hence, the biggest disadvantage of 21cm intensity mapping surveys in comparison to
21cm galaxy surveys is the high contamination of the signal with telescope noise and fore-
ground signals. If the latter are sufficiently smooth in frequency, they are removable, but
it is likely that residual foreground contamination will prevent to fully exploit the lowest
radial modes, thus potentially degrading the constraints on cosmological parameters. This
effect can be studied by introducing a radial mode cut-off k‖min, but it is difficult to deter-
mine quantitatively the value of the cut-off and the amplitude of the degradation. According
to [43], it could reach up to a factor three for intensity mapping at reionization. Most of
the forecasts released so far did not include such a cut-off, not even the recent update of the
SKA red book [48] presenting the latest performance forecasts. In order to ease the compar-
ison with other works, and to avoid an additional complexity by adding additional nuisance
parameters, we did not include a modeling of this effect. This will be done separately in a
future work that will also evaluate the performance degradation in different cases.
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Table 5. IM specifications. [37, 49]
parameter νmin [MHz] νmax [MHz] zmin zmax δν [kHz] Tinst [K]
SKA1 band 1 ∼400 (350) ∼1000 (1050) 0.45 2.65 10.9 23
SKA1 band 2 ∼1000 (950) 1421 (1760) 0.05 0.45 12.7 15.5
4.2 SKA specifications
We start by describing the noise power spectrum PN in Eq. 4.9. We consider here a sur-
vey executed in single dish mode; this enhances the speed of the survey, but dismisses the
advantages of radio interferometry. In this case the noise power is given by
PN (z) = T
2
sys
4pifskyr
2(z) (1 + z)2
2H(z)ttotν0Ndish
, (4.10)
where Tsys is the system temperature, ttot is the total observation time and Ndish is the
number of dishes. The noise power originates from random uncorrelated fluctuations in the
intensity of single pixels. Their amplitude is given by Tsys. Since this noise is independent of
the signal it can be described as an additional perturbation field whose power spectrum PN
is added to the power spectrum of the signal. We adopt ttot = 10000 h and Ndish = 200, i.e.
the same noise power as in Ref. [47], where one can also find a derivation of Eq. 4.10.
Since there is no need to resolve a single galaxy, SKA1 has access to signals from higher
redshift. Thus, band 1 can also be used for intensity mapping. Following Ref. [49], the
system temperature is defined as the sum of the instrument’s temperature Tinst and the sky
temperature
Tsky = 20 K
(
408 MHz
ν
)2.75
. (4.11)
The Gaussian suppressions of the power spectrum are quantified using the relation between
the full width at half maximum to the rms, given by FWHM =
√
8 ln 2 σ. In the case of
frequency, the channel width due to band separation into 64,000 channels is used as FWHM:
σθ =
1√
8 ln 2
λ0
D
(1 + z) , (4.12)
σν =
δν√
8 ln 2
. (4.13)
In single dish mode the angular resolution is determined by the diameter D = 15 m of a
single dish. As a result, σθ is as big as 0.34
◦(1 + z).
As we already mentioned, foregrounds are expected to be much larger than the 21cm
signal itself. Nevertheless, foregrounds are expected to be sufficiently spectrally smooth to
be removed. Here, correlations between remnants of the foregrounds or artefacts of their
removal are expected to be negligible. Yet, the effect of foreground removal is taken into
account in two ways. First, the observed part of the sky is decreased to the regions with the
lowest foreground intensity. Following Ref. [47] the probed fraction of the sky is reduced to
fsky = 0.58. Second, as discussed in Ref. [50], foreground removal does not work close to
the edges of the frequency band (i.e.. 50 MHz). Therefore, we reduce the redshift range to
exclude information from the edges.
The specifications used for intensity mapping forecasts are listed in Table 5.
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5 Non-linear theoretical uncertainty
Euclid and SKA will survey a large sky volume and detect a huge number of galaxies. This
will dramatically decrease the size of sampling variance and shot noise compared to cur-
rent surveys. Therefore, on small scales, theoretical errors will be the leading source of
uncertainty and the limiting factor for parameter extraction, at least for analyses based on
three-dimensional power spectra, such as galaxy surveys and intensity mapping. Here we
describe our strategy for modelling the theoretical error. Since it is easier to deal with the
theoretical error of the bi-dimensional angular power spectrum, we start by discussing the
weak lensing case.
5.1 Cosmic shear error modelling
The simplest way to model the theoretical uncertainty is to introduce a cutoff. This means
neglecting all theoretical uncertainties up to a wavenumber kNL, while dismissing all infor-
mation above that wavenumber. This scheme is a good approximation when the result does
not depend strongly on the region where the uncertainty raises from almost zero to infinity.
Since non-linear effects increase with time, the cutoff scale should then decrease with redshift.
Following Ref. [51], the redshift dependence of non-linear effects can be parametrised as
kNL(z) = kNL(0) · (1 + z)2/(2+ns) . (5.1)
The quantity of interest for weak lensing surveys is the shear power spectrum C`, which is
given by Eq. 3.1 as a weighted integral of P (k) convoluted with a window function spanning
a large range in k. Thus, there is no simple equivalent `NL of kNL. Our approach consists
in identifying values of ` above which most information comes from wavenumbers k > kNL.
First, we find the value r corresponding to the maximum of the product of the window
functions for a pair (i, j) of redshift bins:
rijpeak =
∫ ∞
0
dr · r
r2
gi(r)gj(r)∫ ∞
0
dr
r2
gi(r)gj(r)
. (5.2)
This value mostly depends on the lower redshift bin of i and j, so an average over higher
bins can be performed to get r¯ipeak ≡ (
∑
j>i r
ij
peak)/(N − i) where N is the number of bins.
This can be related to a maximum `:
`imax = kNL(z) · r¯ipeak . (5.3)
All Cij` at ` larger than `
i
max or `
j
max are discarded. The resulting C`’s are still quadratic.
One way to better understand the likelihood consists in splitting it into contributions
from each `. The likelihood for cosmic shear can be expanded as:
− 2 lnL =
∑
`
∆χ2` (∆P ) , (5.4)
where ∆P is the difference between the fiducial and sampled power spectrum. To understand
the weight of each multipole, we can plot χ2` (∆P ) versus ` while assuming that the fiducial and
sampled power spectra differ by the same relative factor ∆P = ∆P (k, z¯) = P − Pˆ = 0.001P
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Figure 1. Euclid cosmic shear combined with Planck (see section 6 for details): sensitivity to a 0.1%-
variation of P (k) for different cutoff wavenumbers (always scaled with redshift). The flat `max = 5000
cut-off (blue) shows the amount of information available in absence of a cut-off. The second (green) and
third (red) cases are more conservative than a sharp cut-off at ` = 1310 would be. For comparison, the
dashed line marks ` = 1310, corresponding to the `max used by the KiDS collaboration in Ref. [52]
as a reasonable cut-off producing stable results. The last case (cyan) is a little more constraining
than this sharp cut-off, intended to reflect improvements in non-linear modeling in the analysis of
future data. For our analysis we will use kNL(0) = 0.5h/Mpc (conservative) and kNL(0) = 2.0h/Mpc
(realistic) as our non-linear cut-off wavenumbers. The corresponding 1-σ sensitivity of our MCMC
forecasts can be seen in table 6.
Table 6. Planck (see section 6) plus Euclid cosmic shear 1-σ sensitivity (normalized by corresponding
Planck-only values) of MCMC forecasts for the non-linear cut-off values used in Figure 1. We see that
most sensitivities do not depend strongly on the choice of a given kNL(0). Only ns and Mν show a
non-negligible improvement in sensitivity, despite the large changes in the cut-off. Therefore, we find
that the non-linear cut-off scheme is appropriate for our analysis.
kmax 100ωb ωcdm θs ln(10
10As) ns τreio Mν [eV]
0.5 h/Mpc 0.77 0.27 0.97 0.94 0.72 0.96 0.50
1.0 h/Mpc 0.76 0.27 0.94 0.95 0.70 0.98 0.41
2.0 h/Mpc 0.76 0.25 0.97 0.94 0.65 0.97 0.36
lmax = 5000 0.74 0.24 0.94 0.94 0.58 0.96 0.30
Planck only 1.00 1.00 1.00 1.00 1.00 1.00 1.00
for every redshift and wavenumber. The resulting contributions ∆χ2` solely depend on the
characteristics of the likelihood.
In Figure 1 we see the ∆χ2` contributions to the Euclid cosmic shear likelihood for
different choices of kNL(0). Whenever ` reaches a value where an additional redshift bin has
to be discarded according to the cut-off scheme described above, the ∆χ2 drops sharply. A
comparison of forecasts for Planck + Euclid cosmic shear for the same values of kNL(0) is
shown in Table 6. We see that the sensitivity does not differ by a large amount despite great
changes in the non-linear cut-off, with only ns and Mν showing non-negligible improvement
in sensitivity with increasing cut-off values. Since the results do not depend strongly on the
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Figure 2. Sensitivity distribution for all cosmic shear likelihoods. The left panel shows the realistic
approach and the right panel the conservative one. The ∆χ2-values are contributions for each mul-
tipole l obtained by setting ∆P = 0.001P for all k. We find that SKA1 is not competitive, but that
SKA2 will out-perform Euclid.
choice of kNL, the cut-off approximation is accurate enough.
For our analysis we will adopt two values: a “conservative” cut-off kNL(0) = 0.5h/Mpc,
and a “realistic” cut-off kNL(0) = 2.0h/Mpc. The realistic case is supposed to reflect im-
provements in the modelling of non-linear scales in the analysis of future data. Previous
analyses like that of Ref. [52] using a sharp bin-independent cut-off at l = 1310 used an
amount of information somewhere “in between” our conservative and realistic assumptions.
In Figure 2 we show the sensitivity distribution for Euclid, SKA1 and SKA2 for the
realistic (left) and conservative (right) non-linear cut-offs. We see that SKA1 is not compet-
itive and that SKA2 will be more constraining than Euclid, because of the better accuracy
of redshift measurements and of the greater sky coverage.
5.2 Power spectrum error modelling (galaxy clustering + intensity mapping)
For the case of the three-dimensional galaxy power spectrum Pg(k, z) = Pg(k, µ, z), things
are a bit more complicated. After binning in z-space, instead of dealing with a discrete
expansion parameter ` in each bin of mean redshift z¯, we have two continuous variables
(k, µ). The traditional way to build a likelihood is recalled in Appendix A . The contribution
of one redshift bin and of the interval (k ± dk2 , µ ± dµ2 ) to −2 lnL (i.e. to the χ2) can be
written in a differential form:
dχ2
dkdµ
= k2
Vr(z¯)
2(2pi)2
×
[
∆Pg(k, µ, z¯)
σobs(k, µ, z¯)
]2
, (5.5)
where ∆Pg(k, µ, z¯) is the difference between the predicted and observed galaxy power spec-
trum, the prefactor proportional to k2 accounts for the density of independent Fourier modes,
and Vr(z¯) is the volume of one redshift bin given by Eq. 2.9. The observational error is
σobs(k, µ, z¯) = Pg(k, µ, z¯) + PN where PN is some constant noise. If we want to under-
stand how the experimental sensitivity depends on different scales, it is worth looking at the
effective error:
dχ2
dkdµ
≡
[
∆Pg(k, µ, z¯)
σeff(k, µ, z¯)
]2
⇒ σeff(k, µ, z¯) = σobs(k, µ, z¯)
[
k2
Vr(z¯)
2(2pi)2
]−1/2
. (5.6)
The power spectrum decreases when k increases, such that the effective error decreases ap-
proximately like ∝ k−2. This in turn means that the amount of accessible information grows
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to infinity. If a cut-off kNL is used to prevent this, the region directly below this cut-off will
be the one with the biggest weight in the likelihood, making the results very sensitive to the
choice of kNL. Thus, a more realistic way to account for the theoretical error is needed.
We first review the approach of Ref. [22] to this problem. It starts from the assumption
that for each (k, µ, z), we can reasonably estimate the 1σ uncertainty δPg(k, µ, z) on the
theoretical prediction for the galaxy power spectrum Pg(k, µ, z) (e.g. by comparing the output
of various simulations) and define a 1σ envelope function α for the relative error:
α(k, µ, z) = δPg(k, µ, z)/Pg(k, µ, z) . (5.7)
The concrete implementation of this error in the likelihood is not trivial, because the errors
made on Pg(k, µ, z) at different values of (k, µ, z) should in principle be correlated. If we
assume that the whole (k, µ, z) volume probed by the experiment can be split in bins in
which the errors are uncorrelated, we can introduce one independent nuisance parameter per
bin, and marginalise over it. This approach is actually numerically expensive, but in good
approximation, the marginalisation can be replaced by an analytic minimisation. This leads
to a simple expression for the contribution of each uncorrelated bin (k± dk2 , µ± dµ2 , z¯± ∆z¯2 ):
dχ2
dkdµ
= k2
Vr(z¯)
2(2pi)2
× [∆Pg(k, µ, z¯)]
2
σ2obs(k, µ, z¯) + σ
2
th(k, µ, z¯)
(5.8)
where σth(k, µ, z) = α(k, µ, z)Pg(k, µ, z). Note that the bin width in (k, µ)-space appears
explicitly in the differential expression on the left-hand side, while the bin width in redshift
space appears implicitly in the expression of Vr(z¯) given in Equation (2.9). Equivalently one
can take an arbitrary binning in (k, µ, z)-space, provided that the theoretical error is rescaled
self-consistently: this is the approach followed in Ref. [22].
The difficulty is then to evaluate the correlation length in (k, µ, z)-space. The authors
of Ref. [22] choose a method that compares the effect of the theoretical error to a reference
∆χ2 = 1 obtained by varying a single Gaussian nuisance parameter. However, this method
makes the amplitude of the error dependent on the range of the integrals [kmin, kmax], and on
the number of redshift bins. As a result, the error depends on the survey specifications and
cannot be used in our combined forecast of the future sensitivity of various experiments. It
is thus necessary to take a closer look at the correlation of the theoretical error.
The authors of Ref. [23] address this problem by introducing the full correlation matrix
of the theoretical error. They write the contribution of each redshift bin to their log-likelihood
as
χ2 =
∑
i,j
[
(∆P (ki)−Q(ki)) δij
σobs(ki)σobs(kj)
(∆P (kj)−Q(ki)) +Q(ki)C−1ij Q(kj)
]
, (5.9)
where the wavenumber range has been discretised arbitrarily, redshift-space distortions are
neglected (thus quantitites do not depend on µ), Q(ki) is a single realization of the theoretical
error, and Cij = 〈Q(ki)Q(kj)〉 is the error correlation matrix, for which one needs to make
some assumption. Ref. [23] parametrises Cij in terms of an error amplitude for each given ki
(equivalent to δP (ki) = α(ki)P (ki) in our notations), and a correlation length ∆k such that
the correlation is exponentially suppressed for |ki − kj | > ∆k:
Cij = α(ki)P (ki) exp
[−(ki − kj)2
2∆k2
]
α(kj)P (kj) . (5.10)
– 15 –
The forecasts can then be performed with a marginalisation over each nuisance parameter
Q(ki). Compared to the previous method, this approach relies on one more assumption: one
needs to postulate not only an error amplitude function α(k), but also a correlation length
∆k, accounting for the minimum typical scale over which we allow the theoretical error to
fluctuate randomly. This enlarged parametrisation compared to Ref. [22] is a good thing,
because it makes more clear and explicit assumptions on the theoretical error. The authors
of Ref. [23] argue that ∆k can be matched with the Baryon Acoustic Oscillation (BAO) scale.
Unfortunately, there are several reasons for which we cannot transpose directly this
approach in our forecast. First, the marginalisation over one nuisance parameter for each ki
is still tractable for the authors of Ref. [23] because their forecast is Fisher matrix based.
In a full MCMC forecast like ours, it would introduce too many varying parameters and
the convergence of the MCMC chains would be prohibitively slow. Additionally, Ref. [23]
neglected RSD corrections and assumed no correlations between the error in different redshift
bins. In the present work, we wish to incorporate RSD effects and to address the issue of
error correlations in redshift space. In principle this would imply a generalisation of Eq. 5.9
to one nuisance parameter for each argument Q(ki, µj , zk), with a six-dimensional correlation
matrix. This problem is too heavy to be solved with an MCMC approach. Note that we
cannot simply approximate the marginalisation over each Q by an analytic minimization,
because there is no simple analytic solution in presence of an exponential correlation function.
Thus we chose to stick to the idea of Ref. [23] of formulating the problem in terms of
correlation lengths, but, to make it computationally tractable, we assume that the (k, µ, z)
space can be split into approximately uncorrelated bins. In other words, we replace the non-
diagonal covariance matrix by a diagonal one with a bigger spacing (∆k,∆µ,∆z) between
adjacent bin centers (ki±1, µj±1, zk±1), such that the Q(ki, µj , zk) are statistically indepen-
dent:
χ2 =
∑
m,n
[
(∆Pg(km, z¯n)−Q(km, z¯n))2
σ2obs(km, z¯n)
]
+
∑
i,j,k
Q2(ki, µj , zk)
(α(ki, µj , zk)Pg(ki, µj , zk))2
. (5.11)
As usual in the expression of a galaxy survey likelihood, the first sum runs over all indepen-
dent Fourier modes km (see Appendix A or seminal papers like Ref. [53]) and over redshift
bins of mean z¯n separated by ∆z¯. Instead, the second sum runs over the centers of the
larger bins with uncorrelated theoretical errors, spaced by steps (∆k,∆µ,∆z) that play the
role of correlation lengths. The function Q is assumed to be continuous, with a few nodes
Q(ki, µj , zk) which are treated as nuisance parameters. In principle, the value of Q in an arbi-
trary point (k, µ, z) or equivalently (k, z) which appears in the first sum could be obtained by
performing a smooth interpolation of the Q function between the node values. However, in
practise, we do not need to perform any such interpolation in our numerical implementation:
we shall see below that Q can be eliminated analytically and does not appear in our final
expression (5.16).
It is conventional to assume that in the first sum, the volume of each independent mode
is so small that the discrete sum can be represented as an integral (see Appendix A):
∑
m,n
→
∑
n
∫ kmax
kmin
dk · k2
∫ 1
−1
dµ
Vr(z¯n)
2(2pi)2
. (5.12)
Actually, the second sum can also be replaced by an integral, provided that we rescale the
steps of integration by the correlation lengths, in order to avoid multiple countings of the
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contribution of each independent nuisance parameter:
∑
i,j,k
→
∑
z¯
∆z¯
∆z
∫ kmax
kmin
dk
∆k
∫ 1
−1
dµ
∆µ
. (5.13)
In other words, this is equivalent to increasing the number of nuisance parameters by some
factor, while dividing their weight by the same factor in order to keep a fully equivalent
expression. Then the χ2 can be written with a single integral
χ2 =
∑
n
∫ kmax
kmin
dk · k2
∫ 1
−1
dµ
Vr(z¯n)
2(2pi)2
[
(∆Pg(k, µ, z¯n)−Q(k, µ, z¯n))2
σ2obs(k, µ, z¯n)
+
Q2(k, µ, z¯n)
σ2th(k, µ, z¯n)
]
(5.14)
where we defined
σth(k, µ, z) =
[
Vr(z)
2(2pi)2
k2∆k∆µ
∆z
∆z¯
]1/2
α(k, µ, z)Pg(k, µ, z) . (5.15)
Finally we can approximate the marginalisation over nuisance parameters by an analytic
minimisation5 and obtain a computationally tractable expression:
χ2 =
∑
n
∫ kmax
kmin
dk · k2
∫ 1
−1
dµ
Vr(z¯n)
2(2pi)2
[
(∆Pg(k, µ, z¯n))
2
σ2obs(k, µ, z¯n) + σ
2
th(k, µ, z¯n)
]
. (5.16)
This expression differs from the usual likelihood derived in absence of a theoretical error
only through the presence of the term σ2th in the denominator. The χ
2 defined in Eq. 5.16
has the same form as the one used in Ref. [22], but the new ingredient is the more rigorous
definition of the quantity σth in Eq. 5.15, which comes from a precise discussion of the role of
correlation lengths (∆k,∆µ,∆z). We must now specify this term and motivate some choices
for the correlation lengths and for the error envelope function α(k, µ, z). These choices should
be guided by the types of errors which are expected to be made on theoretical predictions
for non-linear corrections, and by the shape and amplitude of these errors.
The choice of ∆µ relates to the question: for a given bin (ki, zk), how many independent
nuisance parameters should describe the error for different µj values? A most reasonable
answer is one. Indeed, the error made on the prediction of the non-linear power spectrum
Pm(kˆ, z) and on the (possibly non-linear) bias b(kˆ, z) is isotropic in 3D Fourier space. When it
propagates to α(k, z, µ) (the relative error on Pg(k, µ, z)), it only gives a small µ-dependence
through the projection from kˆ to k, with no further error introduced in this projection. On
the other hand, the departure from our possibly too simplistic ansatz for RSD corrections,
fingers-of-God corrections and instrumental resolution effects could potentially be strongly µ-
dependent and motivate the introduction of more than one independent nuisance parameter
per (ki, zk) bin.
However, there are some arguments in favor of neglecting the theoretical error from
RSD modeling compared to other theoretical error sources. They will be discussed later in
the context of a quantification of the total theoretical error. We conclude that for a given
bin (ki, zk), the errors made on Pg(k, µ, z) for different µ values can be considered as fully
5Like in Ref.[22], we perform the analytic minimization under a small approximation. Since σobs contains
Pg, it should also contain a term Q added to it. This small dependence of the standard deviation on the
theoretical error has an extremely small impact. We neglect it and stick to the definition σobs = Pg + PN .
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correlated with each other in very good approximation. Taking a single independent nuisance
parameter per (ki, zk) bin is mathematically equivalent to setting ∆µ = µmax − µmin = 2 in
Eq. 5.15. Thus the theoretical error expression gets reduced to
σth(k, µ, z) =
[
Vr(z)
(2pi)2
k2∆k
∆z
∆z¯
]1/2
α(k, µ, z)Pg(k, µ, z) . (5.17)
For the correlation length in wavenumber space, we will use ∆k = 0.05h/Mpc like in
Ref. [23]. This is chosen to be close to the BAO scale, which is the smallest inherent scale in
the matter power spectrum and a conservative guess for the correlation length in k-space.
The correlation length in redshift space is harder to guess. Theoretical errors are not
necessarily correlated throughout the whole redshift range probed by the experiment. A
value close to but slightly smaller than the total redshift range probed by the experiment
(1.3 for Euclid, 1.9 for SKA2) should be a conservative guess. We assume ∆z = 1, which
is equivalent to assuming between one and two z-bins with independent theoretical error for
each ki bin. Note that Ref. [23] did not discuss the issue of correlations in redshift space and
used the χ2 formula (5.11) in each redshift bin, each time with a new bunch of independent
nuisance parameters Q(ki). This is equivalent to setting a correlation length ∆z implicitly
equal to the size of individual redshift bins ∆z¯. We do not adopt this approach, since the
errors made by N -body simulations in the prediction of Pm(kˆ, z) at a given scale kˆ but for
two very nearby redshifts z¯n and z¯n+1 should not be statistically independent. Moreover the
impact of the theoretical error should not directly depend on the number of bins in which
one chooses to split the data.
The relative error envelope function α(k, µ, z) should model uncertainties on three types
of non-linear corrections: the prediction of the matter power spectrum itself, of the bias and
of redshift-space distortions. Here we will neglect the third contribution (i.e. uncertainties
on the RSD correction term) for several reasons. First, the fingers-of-God correction term
already leads to a strong suppression of the power spectrum which results in a big relative
observational error when the power spectrum becomes smaller than the noise power. At this
point any extra theoretical error term becomes irrelevant. Furthermore, RSD corrections
can be modeled up to higher order than used here [54] and their modeling is continuously
improving (see e.g. Refs. [55] and [56] and references therein). Thus we can focus on the
theoretical error on the non-linear matter power spectrum and bias predictions. The bias is
usually assumed to be linear up to scales k < 0.2 h/Mpc. Beyond, a non-linear treatment
would be more realistic (see e.g. [12]), but non-linear bias can be be predicted by future sim-
ulations up to some residual uncertainty. Hence, the theoretical uncertainty should account
mainly for inaccuracies in matter power spectrum and bias predictions from simulations.
The HALOFIT semi-analytic formula [9, 57], which we use for the present forecasts, only
reaches accuracies of 5% at k < 1 h/Mpc and 10% at k < 10 h/Mpc according to Ref. [9].
This error was estimated from a comparison with N-body simulations. The more recent
HMcode [10] achieves better precision than HALOFIT for k values larger than the BAO scale
(k > 1 h/Mpc), while the precision on BAO scales is a little worse. Overall, the effect is
an error of 5% on all scales [10]. Finally Ref. [8] found that present-day N-body codes
(Ramses [58], Pkdgrav3 [59], Gadget3 [60]) agree to within 1% at k = 1 h/Mpc and 3% at
k = 10 h/Mpc. Following the plots in Ref. [8], we assume an exponential growth of the
uncertainty in the decimal logarithm of k crossing 0.33% at k = 0.01 h/Mpc. However,
these are pure dark matter simulations and the effect of baryonic feedback, as well as the
k-dependence of galaxy-to-mass bias on nonlinear scales will increase the error. Different
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hydrodynamical simulations find different results for the suppression of power induced by
baryonic feedback [61, 62], mainly depending on the implementation of AGN feedback. Ac-
cording to the OWLS simulations of Ref. [13] the suppression starts at k . 1h/Mpc and
reaches ∼ 30 % at k = 10h/Mpc. To account for uncertainties in the future modeling of
baryonic feedback, which will of course be smaller than the effect itself, and to allow for
remaining additional uncertainty from bias and RSD modeling at small scales, we increase
the theoretical error to 1% at k = 0.3 h/Mpc and 10% at k = 10 h/Mpc. Consequently, we
define a relative error function passing through these three fixed points:
1. 0.33% error at k = 0.01 h/Mpc
2. 1% error at k = 0.3 h/Mpc
3. 10% error at k = 10 h/Mpc
This can be achieved with the following ansatz:
α(k, z) =

a1 exp
(
c1 · log10 kk1(z)
)
, kk1(z) < 0.3
a2 exp
(
c2 · log10 kk1(z)
)
, kk1(z) > 0.3 ,
(5.18)
where the wavenumber k1 coincides with 1 h/Mpc at redhsift zero and scales with redshift
like
k1(z) =
1h
Mpc
· (1 + z)2/(2+ns) . (5.19)
The four free factors are fixed by the three fixed points defined above and the condition of
continuity:
a1 = 1.4806 % , c1 = 0.75056 ,
a2 = 2.2047 % , c2 = 1.5120 .
What we will call later the “realistic case” amounts in trusting this error function up to large
wavenumbers. Then the information coming from small scales is suppressed gradually by the
increasing relative error function, and the actual value of the cut-off kmax becomes effectively
totally irrelevant. What we will call instead the “conservative case” is an analysis using this
error function and additionally introducing a sharp cut-off at k = 0.2 h/Mpc (i.e., the error
is effectively infinite above this value), following the scaling in redshift as defined Eq. 5.1.
Examples of effective errors6 for each likelihood and for a few selected redshift bins are
shown in Figure 3 for galaxy clustering and Figure 4 for intensity mapping. On the same plot,
we show to which scales the experiments are most sensitive by just plotting dχ
2
dkdµ arbitrarily
normalised to a constant relative difference between the theoretical and observed spectra
(∆Pg = Pg). The vertical line marks kNL(z¯), used as a sharp cut-off for the conservative
setting. Note the different kNL(z¯) values, corresponding to the mean redshift of each bin.
Both the realistic and conservative setting make use of the theoretical error (red). For galaxy
clustering, the observational errors (blue) dominate the error in the radial direction (right
panel) due to redshift space distortions, whereas the closer we get to µ = 0 the observational
error diminishes and the theoretical error takes over, illustrating the necessity for introducing
6The theoretical effective error is defined analogously to the observational one (Eq. 5.6).
– 19 –
Euclid:
1 2 3 4 5 6
k [h/Mpc]
−0.6
−0.4
−0.2
0.0
0.2
0.4
0.6
σ
e
ff
/
P
g
[%
]
z¯ = 1.05, µ = 0
sensitivity
obs. error
th. error
0.2 0.4 0.6 0.8 1.0
k [h/Mpc]
−0.6
−0.4
−0.2
0.0
0.2
0.4
0.6
σ
e
ff
/
P
g
[%
]
z¯ = 1.05, µ = 1
sensitivity
obs. error
th. error
SKA1:
1 2 3 4 5 6
k [h/Mpc]
−0.6
−0.4
−0.2
0.0
0.2
0.4
0.6
σ
e
ff
/
P
[%
]
z = 0.15, µ = 0
sensitivity
obs. error
th. error
0.2 0.4 0.6 0.8 1.0
k [h/Mpc]
−0.6
−0.4
−0.2
0.0
0.2
0.4
0.6
σ
e
ff
/
P
[%
]
z = 0.15, µ = 1
sensitivity
obs. error
th. error
SKA2:
1 2 3 4 5 6
k [h/Mpc]
−0.6
−0.4
−0.2
0.0
0.2
0.4
0.6
σ
e
ff
/
P
[%
]
z = 1.05, µ = 0
sensitivity
obs. error
th. error
0.2 0.4 0.6 0.8 1.0
k [h/Mpc]
−0.6
−0.4
−0.2
0.0
0.2
0.4
0.6
σ
e
ff
/
P
[%
]
z = 1.05, µ = 1
sensitivity
obs. error
th. error
Figure 3. Galaxy clustering: Examples for the relative effective errors σeff/Pg in selected redshift
bins, decomposed into the contribution from the observational error (blue) and theoretical error (red).
To show to which scale the experiment is most sensitive (taking these errors into account), we also show
in grey the function ∼ dχ2/(dkdµ) arbitrarily normalised to a constant relative difference between
the theoretical and observed spectra (∆Pg = Pg). The vertical line marks kNL(z¯), used as a sharp
cut-off for the conservative setting.
a measure of the error on non-linear modelling. This effect is also seen as a function of µ in the
bottom panel of Figure 5. For intensity mapping, we notice that the trend is different from
the galaxy clustering case (Figure 3). Due to the poor angular resolution, the observational
– 20 –
SKA1 band 1:
0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40
k [h/Mpc]
−0.6
−0.4
−0.2
0.0
0.2
0.4
0.6
σ
e
ff
/
P
[%
]
z = 1, µ = 0
sensitivity
obs. error
th. error
0.2 0.4 0.6 0.8 1.0
k [h/Mpc]
−0.6
−0.4
−0.2
0.0
0.2
0.4
0.6
σ
e
ff
/
P
[%
]
z = 1, µ = 1
sensitivity
obs. error
th. error
SKA1 band 2:
0.2 0.4 0.6 0.8 1.0
k [h/Mpc]
−0.6
−0.4
−0.2
0.0
0.2
0.4
0.6
σ
e
ff
/
P
[%
]
z = 0.2, µ = 0
sensitivity
obs. error
th. error
0.2 0.4 0.6 0.8 1.0
k [h/Mpc]
−0.6
−0.4
−0.2
0.0
0.2
0.4
0.6
σ
e
ff
/
P
[%
]
z = 0.2, µ = 1
sensitivity
obs. error
th. error
Figure 4. Intensity mapping: Examples for relative effective errors σeff/P21 and sensitivity contri-
butions ∼ dχ2/(dkdµ) arbitrarily normalised to ∆P21 = P21. The vertical line marks kNL(z¯), used
as a sharp cut-off for the conservative setting. Both the realistic and conservative setting make use
of the theoretical error (red). Note the different kNL(z) values, corresponding to the mean redshift of
each bin.
error (blue) is larger in the transverse direction compared to the line-of-sight, especially for
band 1, and dominates on most scales.
Just like we did for cosmic shear, we can illustrate the sensitivity of the likelihood to
different regions in the data set by computing the contribution to the χ2 projected on the
parameters z¯, k or µ. The likelihood for galaxy surveys and intensity mapping can be written
as
χ2 =
∑
z¯
∫ kmax(z¯)
kmin
dk
∫ +1
−1
dµ k2
Vr(z¯)
2(2pi)2
× ∆P
2
σ2obs + σ
2
th
, (5.20)
where ∆P is the difference between the fiducial and sampled power spectrum. Again, by
omitting one of the sums or integrals, we obtain the desired projection. Similar to Figure 2
for cosmic shear, we see in Figure 5 the result where the power spectrum differs everywhere
by ∆P = ∆P (k, z¯) = P − Pˆ = 0.001P , but now projected onto z¯ (top row), k (middle row)
or µ (bottom row) for galaxy clustering and intensity mapping. The left panel shows the
realistic case and the right panel our conservative case.
From Figure 5, we see again that the sensitivity of galaxy survey forecasts for SKA1
are not competitive compared to the ones for Euclid and SKA2. This is because of the
small sky coverage and low number of galaxies, which result in a large observational error.
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Figure 5. Sensitivity distribution for all three-dimensional power spectrum likelihoods. The left
panel shows the realistic approach and the right panel the conservative one. The ∆χ2-values are
contributions when two of the quantities k, µ and z are integrated or summed over, and ∆P = 0.001P
everywhere. For intensity mapping (IM), band 1 and 2 of SKA1 are considered.
SKA1 will cover a much smaller redshift range than Euclid and SKA2. At low redshifts the
constraining power of galaxy clustering data strongly depends on the amount of non-linear
information available, i.e. on the non-linear uncertainty and cut-off. Since an SKA1 galaxy
survey is limited to low redshifts, the difference between the constraints obtained from the
conservative scheme compared to the realistic one are expected to be quite large. We can see
this effect in Figure 3 (middle row), where the conservative sharp cut-off at kNL(z) removes
the k-range in which galaxy clustering with SKA1 is sensitive.
Intensity mapping with SKA1 is more promising than SKA1 galaxy clustering. In
contrast to galaxy surveys, the observational error of intensity mapping dominates for high
k for both µ = 0 and µ = 1 (Figure 4). As a result, there is less non-linear information
available. The poor angular resolution limits the information gain to radial directions µ ' 1
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for large redshifts, i.e. for band 1 (Figure 5, bottom row). For the realistic case, band 1
provides a greater amount of information on linear and on mildly non-linear scales, whereas
band 2 is better at probing highly non-linear scales (Figure 4, left panel, with the cumulative
effect summarized in Figure 5, middle row, left panel). In the conservative case, band 1
accesses more information than band 2, since the non-linear scales are largely removed by
the sharp cut-off (Figure 4, with the cumulative effect in Figure 5, middle row, right panel).
Galaxy surveys with Euclid or SKA2 are much more sensitive. The excellent angular
resolution, high sky coverage and low shot noise levels strongly suppress observational errors.
For µ = 0 the information gain is almost entirely limited by theoretical accuracy, especially
on non- and quasi-linear scales, so there is a lot of potential for increasing the sensitivity of
predictions with improved modelling of non-linear effects on structure formation (Figure 3,
left panel). At µ = 1 redshift-space distortions suppress the power spectrum at high k to a
level where shot noise again dominates (Figure 3, right panel). In comparison, SKA2 is more
sensitive than Euclid, because of the greater sky coverage achieved due to the transparency
of the Milky-Way to 21cm radiation, and the enormous amount of available accurate redshift
measurements (Figure 5, top row).
6 Datasets
In this section we summarize the mock data sets used in our forecasts, their shorthand names
and relevant assumptions for non-linear modeling. GC stands for galaxy clustering, CS for
Cosmic Shear and IM for intensity mapping. We consider several GC and CS mock data sets
from Euclid and SKA, and IM data from SKA. These data sets can be combined in single
forecasts. For this purpose we followed some rules to avoid double-counting of information:
• Only combine GC+GC, GC+IM or IM+IM if the redshift ranges do not overlap, since
both take their information from the position of galaxies.
• Do not combine CS+CS because they all use information down to redshift zero.
Galaxy clustering (sections 2 and 5.2)
On large wavelengths we adopt a cut-off at kmin = 0.02Mpc
−1 that removes scales that are
bigger than the bin width or violate the small angle approximation. On small wavelengths
we compare two schemes: a non-linear cut-off at kNL(z) = kNL(0) · (1 + z)2/(2+ns) (see
Eq. 5.1), or a theoretical uncertainty growing with k after k = 0.01h/Mpc (see Eq. 5.18),
corresponding to relative errors of 0.33% at k ≤ 0.01h/Mpc, 1% at k = 0.3h/Mpc, and 10%
at k = 10h/Mpc. Our data sets are:
• Euclid GC cons. Euclid galaxy clustering, conservative
Theoretical uncertainty, kNL(0) = 0.2h/Mpc
• Euclid GC real. Euclid galaxy clustering, realistic
Theoretical uncertainty, kmax = 10h/Mpc
• SKA1 GC cons. SKA1-MID band 2 galaxy clustering, conservative
Theoretical uncertainty, kNL(0) = 0.2h/Mpc
• SKA1 GC real. SKA1-MID band 2 galaxy clustering, realistic
Theoretical uncertainty, kmax = 10h/Mpc
– 23 –
• SKA2 GC cons. SKA2-MID galaxy clustering, conservative
Theoretical uncertainty, kNL(0) = 0.2h/Mpc
• SKA2 GC real. SKA2-MID galaxy clustering, realistic
Theoretical uncertainty, kmax = 10h/Mpc
Intensity mapping (sections 4 and 5.2)
We adopt the same kmin, non-linear cut-off and theoretical uncertainty as for galaxy cluster-
ing. Our data sets are:
• SKA1 IM1 cons. SKA1-MID band 1 intensity mapping, conservative
Theoretical uncertainty, kNL(0) = 0.2h/Mpc
• SKA1 IM1 real. SKA1-MID band 1 intensity mapping, realistic
Theoretical uncertainty, kmax = 10h/Mpc
• SKA1 IM2 cons. SKA1-MID band 2 intensity mapping, conservative
Theoretical uncertainty, kNL(0) = 0.2h/Mpc
• SKA1 IM2 real. SKA1-MID band 2 intensity mapping, realistic
Theoretical uncertainty, kmax = 10h/Mpc
Cosmic shear (sections 3 and 5.1)
We include multipoles from `min = 5 to a bin-dependent non-linear cut-off at `
i
max =
kNL(z) · r¯ipeak (see eqs. (5.1) and (5.3)). Our data sets are:
• Euclid CS cons. Euclid cosmic shear, conservative
kNL(0) = 0.5h/Mpc
• Euclid CS real. Euclid cosmic shear, realistic
kNL(0) = 2.0h/Mpc
• SKA1 CS cons. SKA1-MID cosmic shear, conservative
kNL(0) = 0.5h/Mpc
• SKA1 CS real. SKA1-MID cosmic shear, realistic
kNL(0) = 2.0h/Mpc
• SKA2 CS cons. SKA2-MID cosmic shear, conservative
kNL(0) = 0.5h/Mpc
• SKA2 CS real. SKA2-MID cosmic shear, realistic
kNL(0) = 2.0h/Mpc
Cosmic microwave background
• Planck Instead of the real Planck data, it is more convenient to run our forecasts
with some mock temperature, polarization and CMB lensing data generated for the
parameter values of our fiducial model. We go up to `max = 3000 and we use noise
spectra matching the expected sensitivity of the final Planck data release, in particular
improving constraints from polarization.
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7 Baseline model results
It is well known from neutrino oscillation experiments that at least two neutrinos are massive.
However the absolute value of the mass has not been determined yet, neither by cosmology
(for up-to-date upper limits see Refs. [63–65]), nor by β-decay experiments (in this regard see
the sensitivity of the forthcoming KATRIN experiment [66]). One of the biggest achievements
of Euclid and SKA will be to pin down the neutrino mass sum Mν . Therefore, our baseline
model will be ΛCDM+Mν , parameterized as follows:
{ωb, ωcdm, 100× θs, τreio, ln(1010As), ns, Mν}. (7.1)
Our fiducial model assumes a minimal value of the total neutrino mass and some Planck
inspired values for other parameters:
{0.02218, 0.1205, 1.04156, 0.0596, 3.056, 0.9619, 0.06 eV}. (7.2)
We assume the total neutrino mass sumMν to be equally split among the three active neutrino
species. This degenerate neutrino mass scheme is motivated by the fact that the deviation of
its theoretical predictions both from the normal mass ordering and from the inverted mass
ordering is negligible compared to the sensitivity of current and forthcoming cosmological
data [67–69]. For a detailed discussion of the physical effects involved in the measurements
of Mν with galaxy clustering and cosmic shear, and for the impact of 21-cm surveys, we refer
the reader to Refs. [70, 71]. Here we just mention that low redshift measurements are sensitive
to massive neutrinos because their free-streaming induces a relative suppression of the linear
matter power spectrum on scales smaller than the free-streaming scale after the neutrino
non-relativistic transition [67, 72–74]. On top of the linear suppression, an additional dip
appears at non-linear scales, caused by the delay of the onset of the non-linear growth in
neutrino cosmologies [57]. Euclid and SKA span a broad range of redshifts and scales, where
the aforementioned effects on the shape of the matter power spectrum can be detected, as
long as an accurate theoretical prediction is provided [25, 75–78].
In this regard, Refs. [24, 25] have shown that in massive neutrino cosmologies the clus-
tering properties of halos are determined by cold dark matter and baryons only (hereafter,
cb), rather than the total matter field (i.e., cold dark matter + baryons + massive neutrinos).
Therefore, the galaxy power spectrum must be reconstructed by taking into account only the
cb field, ignoring the contribution of light massive neutrinos with a free-streaming length
far larger than the typical size of a galaxy. Neglecting this effect can lead to sizeable errors
[26, 33]. Following this approach, already used in Refs. [79, 80], we have modified Eq. 2.1 of
the observed galaxy power spectrum as follows:
Pg(k, µ, z) = fAP(z)× fres(k, µ, z)× fRSD(kˆ, µˆ, z)× b2(z)× Pcb(kˆ, z) . (7.3)
Moreover, the β factor of the Kaiser formula, i.e. the ratio between the growth rate and the
bias, embedded in the third term of Eq. 7.3 (fRSD(kˆ, µˆ, z)) and originally defined in Eq. 2.8
has to be rewritten as:
β(kˆ, z) = −1 + z
2b(z)
· d lnPcb(kˆ, z)
dz
, (7.4)
where the bias is now rightfully assumed to be scale independent, being defined as δg =
b(z) × δcb. The same considerations apply to the 21cm power spectrum, indeed the neutral
hydrogen in low redshift galaxies is a biased tracer of the cb field only. Therefore, Pm has
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to be replaced with Pcb in Eq. 4.4 and Eq. 4.8, and, as in the case of galaxy clustering, the
Kaiser formula has to take into account the cb growth rate, rather than the total matter one.
We will now evaluate the sensitivity of Euclid and SKA (combined with Planck) to
cosmological parameters by performing a Markov Chain Monte Carlo (MCMC) forecast, i.e.
fitting the spectra of the fiducial model assuming the likelihood expressions discussed in
the previous sections. Our MCMC forecasts are obtained with the new version 3.0 of the
MontePython package7 [81, 82], implementing our new Euclid and SKA likelihoods to fit
to the mock data the theoretical spectra provided by the Boltzmann solver CLASS [83] v2.7.
In Table 7 we report the expected sensitivity of various probe combinations. In Figures 6 and
7 we depict the corresponding 1σ uncertainty, in order to visualize the impact of different
experiments, probe combinations and theoretical error prescriptions.
We have already elaborated on our conservative and realistic approach to the imple-
mentation of the theoretical error in Section 5.1 and 5.2. The sensitivity of galaxy clustering
measurements is affected by the choice of the theoretical error more than cosmic shear and
intensity mapping. As explained in Section 5.2, SKA1 is more sensitive than SKA2 and
Euclid to the theoretical error prescription, because of its narrow redshift range. Indeed,
Figure 6 shows that only for SKA1 the uncertainty to every cosmological parameter shrinks
in the realistic configuration with respect to the conservative one. In the case of SKA2 and
Euclid, the improvement of the sensitivity due to the more optimistic theoretical error pre-
scription mostly concerns the primordial power spectrum parameter ns: In the absence of a
sharp cut-off in the measured power spectrum, the extended lever arm in k provides more
constraining power. Finally, notice that the sensitivity of SKA1 band 2 intensity mapping to
the derived parameters Ωm and σ8 greatly benefits from the realistic theoretical error con-
figuration (Figure 7). The improvement of the constraints on these parameters with respect
to the conservative configuration is caused by low redshift probes breaking the degeneracy
intrinsic in CMB data. This mechanism does not work for SKA1 IM2 if a conservative ap-
proach to the theoretical error is used, because of the inadequate sensitivity. However, the
different correlation of SKA1 IM2 in this part of the parameter space appears if we apply a
more optimistic approach to the theoretical error is assumed.
Table 7 and Figure 6 show that both Euclid and SKA will greatly improve the sensitivity
to the summed neutrino mass and to the other cosmological parameters with respect to
currently available data sets. For all error prescriptions, the combination Planck + SKA2
(CS + GC) achieves the best precision within our baseline ΛCDM+Mν model, as expected
from the previous sensitivity considerations. For experiments in a nearer future, Planck
+ Euclid (CS + GC) will give a very good precision for ns, while the huge redshift range
available to SKA1 intensity mapping enables a good measurement of H0.
Concerning the neutrino mass sum, with a realistic description of the theoretical error,
the sensitivity of Planck + Euclid (CS+GC) + SKA1 (IM2) (resp. Planck + SKA2 (CS
+ GC)), to a fiducial neutrino mass of 60 meV is 15 meV (resp. 12 meV). This fantastic
accuracy implies a 4 − 5σ detection of a non-zero neutrino mass even in the minimal mass
scenario. Using a conservative prescription of the theoretical error degrades the sensitivity
to 18 meV (resp. 15 meV), which still provides a more than 3σ detection and a factor 5
improvement with respect to Planck only. Our results on the sensitivity of Euclid and SKA
to the neutrino mass sum are consistent with the previous literature [22, 84–87]. Notice that
Ref. [84] finds exactly the same uncertainty (σ(Mν) = 0.012 eV) as in our most constraining
7https://github.com/brinckmann/montepython public
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CS GC σ(100× ωb) σ(ωcdm) σ(ln
[
1010As
]
) σ(ns) σ(H0)/[
km
s Mpc ] σ(τreio) σ(Mν)/[meV] σ(σ8)
Planck - - 0.015 0.00133 0.0088 0.00351 1.220 0.0045 84 0.01810
Planck+SKA1
c
-
0.013 0.00071 0.0085 0.00286 0.892 0.0045 72 0.01480
r 0.012 0.00061 0.0084 0.00275 0.734 0.0045 59 0.01160
-
c
0.012 0.00072 0.0084 0.00279 0.460 0.0044 45 0.00986
c 0.012 0.00046 0.0081 0.00257 0.439 0.0043 42 0.00802
r 0.012 0.00044 0.0085 0.00260 0.439 0.0045 40 0.00733
-
r
0.011 0.00041 0.0085 0.00184 0.215 0.0045 27 0.00474
c 0.011 0.00036 0.0084 0.00183 0.214 0.0044 26 0.00432
r 0.011 0.00034 0.0083 0.00180 0.217 0.0044 25 0.00390
Planck+SKA2
c
-
0.011 0.00036 0.0083 0.00240 0.339 0.0044 32 0.00544
r 0.011 0.00033 0.0083 0.00199 0.259 0.0044 26 0.00385
-
c
0.010 0.00030 0.0076 0.00152 0.083 0.0042 16 0.00199
c 0.010 0.00029 0.0076 0.00151 0.080 0.0042 15 0.00112
r 0.010 0.00029 0.0076 0.00142 0.081 0.0041 15 0.00092
-
r
0.010 0.00026 0.0065 0.00058 0.071 0.0034 13 0.00110
c 0.010 0.00025 0.0065 0.00055 0.070 0.0034 13 0.00085
r 0.010 0.00025 0.0062 0.00055 0.072 0.0033 12 0.00064
Planck+Euclid
c
-
0.012 0.00038 0.0084 0.00253 0.446 0.0044 43 0.00810
r 0.011 0.00034 0.0082 0.00233 0.305 0.0043 30 0.00507
-
c
0.011 0.00042 0.0080 0.00223 0.195 0.0043 26 0.00495
c 0.011 0.00031 0.0080 0.00210 0.186 0.0043 24 0.00355
r 0.011 0.00030 0.0080 0.00202 0.172 0.0043 21 0.00275
-
r
0.010 0.00034 0.0079 0.00102 0.165 0.0042 20 0.00231
c 0.011 0.00029 0.0080 0.00085 0.141 0.0042 20 0.00226
r 0.010 0.00027 0.0077 0.00080 0.133 0.0040 20 0.00208
Planck+Euclid c c 0.011 0.00030 0.0079 0.00194 0.103 0.0043 18 0.00230
+SKA1 IM2 r 0.010 0.00028 0.0076 0.00072 0.076 0.0040 15 0.00134
Planck+SKA1
IM1
c 0.011 0.00030 0.0081 0.00224 0.099 0.0044 18 0.00213
r 0.011 0.00030 0.0079 0.00219 0.095 0.0043 17 0.00194
IM2
c 0.011 0.00033 0.0084 0.00243 0.172 0.0045 27 0.00513
r 0.011 0.00031 0.0086 0.00234 0.109 0.0046 19 0.00261
IM1 c 0.011 0.00030 0.0081 0.00216 0.090 0.0044 17 0.00194
+IM2 r 0.011 0.00029 0.0079 0.00205 0.075 0.0043 16 0.00116
Table 7. Expected 1σ sensitivity of Planck, Euclid and SKA to the cosmological parameters. For
each probe combination in the first and in the second column we indicate whether the cosmological
probe is present or not, and whether the theoretical error is described with a conservative (c) or a
realistic (r) approach.
data combinations (Planck + SKA2 (CS + GC)) by using Planck-polarization + CMB-
Stage-IV + BAO-DESI + 21cm-HERA. Figures 8 and 9 show the marginalized 1σ and
2σ contours and one dimensional posteriors in the (ωb, ωcdm, As, ns, Mν , H0, τreio, σ8, Ωm)
parameter space for the most constraining data combinations with respect to Planck-only.
Figure 8 assumes the conservative theoretical error setup, and Figure 9 the realistic one.
These figures show that combining high redshift CMB data with low redshift measure-
ments breaks the degenerecies among the cosmological parameters that are present when
using only CMB data (red lines and contours). For example, if we look at the contours in
the plane (Mν , ωcdm) we can see that both Euclid and SKA (SKA1 intensity mapping, or
SKA2 (CS + GC) lift the degeneracy and even slightly reverse it (a physical interpretation
is given in [70]). This propagates to other parameters, causing an overall shrinking of all
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contours and leading to an increase of the sensitivity. From the triangle plots, we can verify
once more that SKA1 (CS + GC) results (blue lines and contours) benefit from a realistic
modelling of the theoretical error more than the other experiments. If we look at the SKA1
(CS + GC) one dimensional posterior on H0, we can see that it is considerably narrower in
the realistic configuration. Given the correlation between H0 and the other cosmological pa-
rameters, this effect leads to a remarkable increase of the sensitivity not only to H0, but also
to the other cosmological parameters, e.g. the neutrino mass sum. Indeed, only the realistic
approach would allow for a significant detection of the minimal neutrino mass with SKA1
(CS + GC). Interestingly, the combination and Planck and SKA1 intensity mapping (green
lines and contours) has a sensitivity which is roughly comparable to that of Planck + Euclid
(CS + GC) and Planck + SKA2 (CS + GC) for most parameters, with the notable exception
of the primordial power spectrum parameters.
Finally, our analysis shows that, regardless of the theoretical error description, both
Euclid and SKA (SKA1 intensity mapping, or SKA2 (CS + GC)) will provide a detection
of a non-zero neutrino mass in the next few years. This result appears to be very robust at
least as long as we assume a minimal 7-parameter cosmological model. One of the purposes
of the next section is to assess to which extent this remains true in the presence of additional
parameters.
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Figure 8. Marginalized 1σ and 2σ contours and one-dimensional posteriors in the
(ωb, ωcdm, As, ns, Mν , H0, τreio, σ8, Ωm) parameter space, showing the expected sensitivity of Planck-
only, Planck + Euclid (CS + GC), Planck + SKA1 (CS + GC), Planck+SKA1-IM and Planck + SKA2
(CS + GC). Here the analysis is performed following the conservative approach for the description of
the theoretical error.
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Figure 9. Marginalized 1σ and 2σ contours and one-dimensional posteriors in the
(ωb, ωcdm, As, ns, Mν , H0, τreio, σ8, Ωm) parameter space, showing the expected sensitivity of Planck-
only, Planck + Euclid (CS + GC), Planck + SKA1 (CS + GC), Planck + SKA1 IM(1 + 2) and Planck
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8 Extended model forecasts
In this section, we describe the results obtained by fitting our mock data to three physically
motivated extensions of the baseline model: (1) ΛCDM+Mν+Neff , (2) ΛCDM+Mν+w0, (3)
ΛCDM+Mν+(w0, wa). These extensions have been discussed at various points in the past
as potentially degenerate to some extent with neutrino masses, so the results of this section
also aim at assessing the robustness of a future neutrino mass detection against extended
cosmology assumptions. We leave for future work the study of models with a free spatial
curvature parameter, which is also likely to degrade the sensitivity to the total neutrino
mass (see e.g. [71] for a recent discussion).
In Table 8 we report the expected sensitivity of various combinations of Planck, Eu-
clid and SKA probes to the non-standard cosmological parameters and to those among the
standard ones that show a relevant deviation from the baseline case. In Figure 10 we depict
the corresponding 1σ uncertainty, to show how the sensitivity degrades in extended models.
The decrease in the accuracy is caused by the degeneracies illustrated in the contour plots
of Figure 11.
We shall now proceed to discuss the results for each one of the three extended models.
Notice that throughout this section, what we call the “realistic” case assumes the realistic
theoretical error prescription for GC and IM, but still the conservative one for CS.
8.1 ΛCDM+Mν+Neff
We first promote the effective number of relativistic degrees of freedom Neff . This quantity
parameterizes the radiation density (ρr) of the universe in the early universe beyond the
photon density (ργ),
ρr = ργ
[
1 +
7
8
(
4
11
)4/3
Neff
]
.
In the cosmological standard model Neff is equal to 3.045 [88, 89], representing the three
active neutrinos. We use this as our fiducial value. A deviation of Neff from 3.045 could
be caused, for instance, by several plausible extensions of the Standard Model of particle
physics, e.g. with sterile neutrinos [90–92]. Notice that a variation of Neff implies a different
expansion rate of the universe, with a profound impact on the cosmological observables at
any redshift [74, 93–96].
From Table 8 one can see that in the realistic theoretical error scenario the uncertainty
is σ(Neff) ≤ 0.065 for Planck + Euclid and Planck + SKA2. Such an accuracy allows for a
detection of more exotic models, e.g. with new bosons from new broken symmetries, leading
to early decoupled or partially thermalized additional degrees of freedom [97].
In Figure 10 the predictions for this model appear as squared markers. We see that
the sensitivity to Mν , ωcdm and H0 degrades significantly with respect to the baseline model
(circle markers) for every probe combination. In general, this degradation is caused by the
strong degeneracies between Neff and the aforementioned parameters. The importance of
these correlations is illustrated in the top-left plot of Figure 11. Observables that are more
sensitive to the expansion rate of the Universe, such as cluster number counts, can break
these degeneracies [98], and would bring back the sensitivity to all the baseline parameters
close to the values obtained in the baseline model. Interestingly, the strongest correlations
affect ωcdm and H0, for which the reduction in sensitivity is more prominent than in the other
dark energy extended models. Instead, concerning Mν , adding SKA (IM2) to Euclid with
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Planck+SKA2 Planck+Euclid Planck+Euclid+SKA1 Planck+SKA1
σ (CS+GC) (CS+GC) (CS+GC)+(IM2) (IM1)
ΛCDM ωcdm
0.00080 0.00101 0.00098 0.00121
0.00073 0.00080 0.00079 0.00118
+ Mν H0/[
km
s Mpc ]
0.237 0.397 0.298 0.350
0.205 0.242 0.221 0.334
+ Neff Mν/[meV]
20 27 25 28
14 24 18 27
Neff
0.048 0.065 0.060 0.076
0.041 0.046 0.045 0.073
ΛCDM ωcdm
0.00029 0.00031 0.00031 0.00030
0.00026 0.00030 0.00028 0.00030
+ Mν H0/[
km
s Mpc ]
0.081 0.295 0.111 0.100
0.072 0.240 0.085 0.100
+ w0 Mν/[meV]
19 32 24 20
16 27 18 20
w0
0.0033 0.0154 0.0045 0.0046
0.0023 0.0121 0.0022 0.0046
ΛCDM ωcdm
0.00029 0.00033 0.00032 0.00034
0.00026 0.00029 0.00028 0.00034
+ Mν H0/[
km
s Mpc ]
0.101 0.358 0.122 0.200
0.084 0.278 0.092 0.202
+ w0 Mν/[meV]
27 40 31 30
24 30 26 31
+ wa w0
0.0045 0.0285 0.0057 0.0114
0.0032 0.0214 0.0023 0.0115
wa
0.027 0.099 0.032 0.049
0.020 0.071 0.017 0.050
Table 8. Expected 1σ sensitivity of Planck, Euclid and SKA to the cosmological parameters relevant
in each extended model. For each probe combination the results in the top row are obtained with
the conservative theoretical error approach applied to every observable; the results in the bottom row
assume the realistic error prescription for GC and IM, while the conservative one is used for CS.
a realistic theoretical error leads to σ(Mν) = 0.018 eV, i.e. nearly the same sensitivity as in
the baseline model, and a 3.3σ detection of a non-zero absolute neutrino mass. Therefore,
the effect of Neff on the cosmological probes can easily be disentangled from the effect of the
neutrino mass sum with forthcoming galaxy and hydrogen surveys.
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8.2 ΛCDM+Mν+w0
The second extended model includes a constant Dark Energy equation of state parameter
w0, with fiducial value −1 as in the ΛCDM model. From Table 8 and Figure 10, one observes
an important degradation (by almost a factor two) of the sensitivity to Mν and H0 for
Euclid CS+GC and SKA2 CS+GC. The importance of the parameter degeneracies with w0
can be seen on the posterior distributions, displayed on Figure 11. But we also find that
these degeneracies can be reduced, 1) by combining Euclid with SKA1-IM, 2) in the realistic
theoretical error scenario, in such a way that the sensitivities to Mν and H0 are brought back
to the ones of the baseline model.
It is also found that the 1σ sensitivity to w0 is improved almost by a factor two when
considering the realistic theoretical error scenario, with σ(w0) = 0.0121/0.0023/0.0022 re-
spectively for Planck+Euclid, Planck+SKA2 and Planck+Euclid+SKA1-IM. It is therefore
worth noticing that combining Euclid with the low-redshift SKA intensity mapping survey
allows a very important improvement of the forecasted sensitivity to w0. This is due to the
intensity mapping of band 2 of SKA1 being sensitive down to very low redshift (zmin = 0.05).
8.3 ΛCDM+Mν+(w0, wa)
The third extended model allows for a variation of the Dark Energy equation of state with
the CLP parameterization [99]
w(a) = w0 + (1− a)wa.
We adopt the ΛCDM values of these parameters w0 = −1 and wa = 0 in the fiducial model.
In the conservative scenario, our results for Planck+Euclid are well compatible with
those of Ref. [3], and globally the sensitivities are significantly degraded with respect to the
ΛCDM+Mν+w0 model. In the conservative scenario, this is still true for the Planck+ SKA1-
IM combination. However, as soon as we include CS+GC probes with a realistic error, the
results are impressively stable and very mildly affected by the presence of an additional free
parameter, as can be seen in Table 8 and Figure 10. In Figure 11 we see the importance of
adding CS+GC information (green and yellow contours) in order to break the degeneracies
of the Planck+SKA1-IM results (blue contours).
Ultimately, by combining Planck, Euclid CS+GC and SKA1-IM, one can expect sen-
sitivities down to σ(w0) = 0.0023 and σ(wa) = 0.017, as well as σ(Mν) = 0.026 eV. By
comparing with the results obtained for Planck and Euclid CS+GC only, we see that inten-
sity mapping with SKA1 should lead to a useful increase of the sensitivity to the neutrino
mass (allowing potentially for a 2.3σ- instead of 2.0σ-detection of the minimal mass), and to
a very strong improvement in the sensitivity to the two DE parameters.
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Figure 11. Marginalized one- and two-σ contours and one dimensional posteriors for the three
extended models ΛCDM+Mν+Neff (top left), ΛCDM+Mν+w0 (top right) and ΛCDM+Mν+(w0, wa)
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9 Discussion and conclusion
The production of robust and accurate forecasts on the sensitivity to cosmological parame-
ters of future surveys like Euclid and the Square Kilometre Array is an important task in the
context of the preparation phase of these surveys. A major difficulty comes from the theo-
retical uncertainties arising on mildly non-linear scale, induced by the complexity of physical
processes at play, such as non-linear clustering and baryonic feedback. In this paper, we take
these uncertainties into account with a method that has lots of similarities with previous at-
tempts in Refs. [22, 23]. We discuss a compromise between the fully uncorrelated theoretical
error of Ref. [22], which is arguably too conservative, and the approach of Ref. [23] based on
an exponentially-decaying error correlation, which is too expensive numerically for MCMC
forecasts. Our method is at the same time realistic, firmly rooted on physical results from
various astrophysical studies, and computationally tractable. It relies on an ansatz for the
error amplitude and correlation length on non-linear scales up to kmax = 10 hMpc
−1.
For the first time, we present forecasts based on Markov–Chain–Monte–Carlo simula-
tions for 4 cosmological scenarios, 2 different modelings of the non-linear theoretical error
(one conservative and one realistic) and 14 experimental configurations and combinations:
overall more than 140 MCMC simulations, which required of the order of one hundred thou-
sand CPU hours. This work is therefore the most exhaustive analysis of this kind released so
far, both for Euclid and the Square Kilometre Array, and the combination of them. It also
paves the way towards a realistic implementation of the non-linear theoretical errors, going
beyond the usual cut-off scale method that is i) too pessimistic on non-linear scales because
it cannot exploit all the power of the survey, ii) at the same time too optimistic because it
does not account for the theoretical uncertainties on the power spectrum below the mildly
non-linear cut-off scale. Three observational probes have been considered: galaxy clustering
and weak lensing (for Euclid, SKA1 and SKA2), and HI intensity mapping (for SKA1) at low
redshift (probing the already reionized universe). Compared to the usual Fisher approach,
a bayesian MCMC method allows to probe non-gaussian posteriors and is immune from the
sometimes critical numerical stability issues that are linked to the choice of the step size for
numerical derivatives.
Our main findings arise from the impact of the non-linear theoretical uncertainty on the
power spectrum, and are summarized thereafter:
1. Despite the fact that the theoretical error removes a lot of information from large
wavenumbers, we find that for galaxy clustering, when considering scales up to kmax =
10 hMpc−1 with the theoretical error, we increase the lever arm to constraint ns and
improve the sensitivity to this parameter by about a factor two.
2. Because of the degeneracy breaking, the former point also leads to an improvement for
H0 (by about 50% for Planck+SKA1 and 25% for Planck+Euclid) and for the total
neutrino mass Mν (by about 40% for Planck+SKA1 and 25% for Planck+Euclid). We
also observe a factor two improvement on ωcdm for SKA1-GC.
3. The sensitivity to the derived parameters σ8, Ωm and ΩΛ significantly improves for
nearly all the experimental configurations.
4. Concerning the extended cosmological models, there is a remarkable improvement for
the constraints on the dark energy equation of state parameters w0 and wa.
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5. With Planck+SKA2, the neutrino mass could be constrained to σ(Mν) = 0.012 eV with
the baseline model and assuming a realistic theoretical error, leading to a 5σ-detection.
6. The degeneracy of several parameters (including Mν) with Neff , w0 and wa is not as
severe as previously thought. CS+GC data with the realistic theoretical error assump-
tion can break the degeneracies. The final sensitivity to e.g. the total neutrino mass is
stable at least against these simple extensions of the minimal cosmological model.
It is worth noticing that any source of error on the power spectrum can be incorporated
in our non-linear treatment, eventually at the price of modifying the overall shape of the
theoretical error and the correlation length, if this source is dominant. The assumed error
on the spectrum has strong impact on parameter sensitivities. Therefore, we recommend to
use an efficient implementation of the theoretical error, as the one illustrated here, in the
analysis of forthcoming surveys.
We have studied the constraining power of each individual probes and the advantage
of combining them. In particular, we considered the combination of the Euclid survey with
the SKA HI intensity mapping survey. The sensitivity to various parameters is reported in
Table 7 and 8. Our main conclusions are:
1. Overall, SKA1-IM is more constraining than SKA1 (CS + GC), while the performance
of Euclid lies between SKA2 and SKA1-IM.
2. The forecasts on w0 and wa improve by up to a factor five when including non-linear
scales with a realistic modelling of uncertainties and when combining Euclid with SKA1-
IM. In the most constraining scenario we obtain σ(w0) = 0.0023 and σ(wa) = 0.017,
i.e. a factor forty of improvement compared to Planck alone.
These results emphasize the importance of combining Euclid with a survey extending the
information down to very low redshift, such as SKA1 intensity mapping. This combination,
together with the modelling of non-linear uncertainties, could make the difference between a
1.5σ hint and a stronger 2.3σ hint of the total neutrino mass when the DE is modelled with
two free parameters. It is even more crucial for constraining the DE parameters themselves.
Our method to deal with the non-linear uncertainties is only a first proxy that could
be made more accurate and updated with the results of future N-body simulations, with
a better understanding of the baryonic feedback, or with analytical progress on any other
source of error. The suggested implementation can nevertheless be considered as a realistic
target, given that it is based on the current understanding of those processes and on conser-
vative assumptions about the expected precision of future N-body simulations. For intensity
mapping, our analysis could be refined by using a more precise foreground modelling.
Realistic forecasts could be produced for other cosmological scenarios, e.g., specific dark-
energy/modified-gravity parameterizations, or for assessing the accuracy of bayesian selection
of inflationary models, see Refs. [100, 101].
Obviously, extending the parameter space leads to more pronounced parameter degen-
eracies and call for additional data. Extra constraining power might come from independent
probes (e.g., the 21cm intensity mapping from reionization provided by SKA), and also from
the cross-correlations between different probes (e.g., between galaxy shear and clustering),
left for further study.
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A Galaxy clustering likelihood
The galaxy power spectrum is defined as a function of a continuous density field, which
represents the probability density of finding a galaxy at some position r. The galaxy density
perturbation δg is then a perturbation of this probability density pg:
pg(r) = n¯(r)(1 + δg(r)) . (A.1)
n¯(r) is the expected number density of galaxies on a homogeneous background; it is calculated
as the mean density over a sufficiently large volume. In our case this will be the volume
corresponding to one redshift bin.
Starting from this idea, Ref. [53] derived a method to estimate the galaxy power spec-
trum Pg, with an error that will be used in the following to build up the likelihood. However,
it is worth noting that this is a simplified approach ignoring the possible effect of galaxy
properties such as luminosity (see e.g. [102]). The result is a gaussian error:
σ2P =
(2pi)3
VkVr
P 2obs(k) =
(2pi)3
VkVr
(Pg(k) + PN )
2 . (A.2)
The quantity in parentheses is the observable power spectrum of Eq. (2.11) splitted into the
part proportional to the matter power spectrum and the shot noise PN = 1/n¯ = Vr/N , where
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N is the total number of detected galaxies inside the observed volume Vr. The volume Vk of
the shell in k-space over which the estimator is averaged has to be big enough to cancel the
effects of performing a Fourier transform on a finite volume. It can be chosen to be as small
as Vk =
(2pi)3
Vr
, where Vr is the volume of the single redshift bin. Inside this volume Fourier
modes are not independent. The likelihood is thus the product of as many gaussians as the
independent Fourier modes (one per Vk):
L = N exp
−1
2
∑
independent k
VkVr
(2pi)3
(
Pˆobs(k)− Pobs(k)
)2
P 2obs(k)
 . (A.3)
In the case of forecasts Pˆobs does not represent actual measurements, but it is mock data
corresponding to some fiducial cosmology, computed in the same way as the theoretical
Pobs. Hence, Pˆobs and Pobs do not suffer from finite volume effects and are thus smooth,
i.e. approximately constant, inside Vk. To replace the sum by an integral over the whole
k-space an additional factor of 1/2 has to be introduced to account for the fact that the power
spectrum is the Fourier transform of a real quantity, Pobs(k) = Pobs(−k). Reformulated in
terms of χ2 = −2 lnL, the result is
χ2 =
∑
z¯
∫
d3k
Vr(z¯)
2(2pi)3
(
Pˆobs(k, z¯)− Pobs(k, z¯)
)2
P 2obs(k, z¯)
. (A.4)
The dependencies of all quantities are shown here for clarity. Inside a redshift bin, all
quantities are evaluated at the mean redshift z¯ of that bin. In other words, anything is
evaluated at the same time. This approximation has to be made to get information on the
equal-time three-dimensional power spectrum Pobs(k, z¯).
The change of coordinates and Fourier modes depending on the choice of the cosmolog-
ical model has already been discussed in Sec. 2. Here, in order to estimate the χ2 we have to
deal with three different cosmologies: The fiducial one used to compute Pˆobs, the one used
to compute Pobs which we want to compare to the mock data and, finally, the one used to
interpret the observations, in which all quantities of Eq. A.4 are defined. The choice of the
last one is arbitrary since all conversion factors in Eq. A.4 cancel. Therefore, we can assume
it to be equal to the fiducial one. To clarify what was done in the computation of forecasts,
eq. (A.4) can be rewritten such that every quantity depending on the underlying cosmology
is labelled with either f (fiducial cosmology) or s (sample cosmology):
χ2 =
∑
z¯
∫
(kf )2dkf
∫ 1
−1
dµf
V fr
2(2pi)2

Hf
(DfA)
2
P fobs(k
f , µf )− H
s
(DsA)
2
P sobs(k
s, µs)
Hs
(DsA)
2
P sobs(k
s, µs)

2
. (A.5)
We can now replace the observed power spectrum as a function of the galaxy power spectrum
and of the shot noise, and make use of the relation between the volumes in the two different
spaces:
Hs
(DsA)
2
V sr
N
=
Hf
(DfA)
2
V fr
N
. (A.6)
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Then the shot noise exactly cancels from the numerator and we are left with
χ2 =
∑
z¯
∫
(kf )2dkf
∫ 1
−1
dµf
V fr
2(2pi)2

Hf
(DfA)
2
P fg (kf , µf )− H
s
(DsA)
2
P sg (k
s, µs)
Hs
(DsA)
2
P sg (k
s, µs) +
Hf
(DfA)
2
V fr
N

2
. (A.7)
The prefactor fAP of Eq. 2.1 has been written explicitely so every power spectrum can be
evaluated in the same cosmology which was used to produce it. To compute the integral, ks
and µs must be expressed in terms of kf and µf as described in Eqs. (2.3, 2.4).
Note that in this formula we correct some small inaccuracies present in the previous
work by Ref. [22]. In that reference, the pre-factor V fr was incorrectly replaced by V sr (1+z¯)
−3,
the second argument of P sg was approximated as µ
f instead of µs, and the volume in the last
term of the denominator was V sr instead of V
f
r . We checked explicitly that these inaccuracies
led to slightly over-conservative error forecasts in Ref. [22].
B Cosmic shear likelihood
The likelihood for lensing surveys is taken from Ref. [22]:
− 2 lnL ≡
∑
l
(2l + 1)fsky
(
dmixl
dthl
+ ln
dthl
dobsl
−N
)
. (B.1)
N is the number of considered redshift bins which is equal to the dimension of the Cl-matrices
whose determinants are denoted with d. The determinant of these N×N symmetric matrices
can be defined as follows:
dthl = det
(
Cth ijl +N
ij
l
)
, (B.2)
dobsl = det
(
Cfiducial ijl +N
ij
l
)
, (B.3)
dmixl =
∑
k
det
N ijl +
C
th ij
l , j 6= k
Cfiducial ijl , j = k
 (B.4)
Writing the theoretical angular power spectrum as Cl and the observational one as Cˆl, both
including noise, eq. (B.1) can be followed from a multivariate gaussian:
L = N
∏
l,m
 1√detCl exp
−1
2
∑
i,j
ai∗lm(C
−1
l )
ijajlm
 . (B.5)
The observed angular power spectrum is defined as
Cˆijl =
1
2l + 1
l∑
m=−l
ai∗lma
j
lm . (B.6)
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The inverse of a matrix A can be replaced by A−1 = adj(A)/ det(A) where adj(A) is the
adjugate which is the transpose of the cofactor matrix of A. The likelihood can thus be
rewritten by executing the sum over m:
L = N
∏
l

(
1√
detCl
)2l+1
exp
−1
2
∑
i,j
(2l + 1)Cˆijl
(adjCl)
ij
detCl
 . (B.7)
The remaining sum over i and j yields exactly dmixl . This can best be explained graphically:
∑
i,j
Cˆijl (adjCl)
ij =
∑
i,j
Cˆijl
∣∣∣∣∣∣∣
... 0 ...
0 Cˆijl 0
... 0 ...
∣∣∣∣∣∣∣ =
∑
j
∣∣∣∣∣∣∣
... Cˆi1jl ...
... Cˆi2jl ...
... ... ...
∣∣∣∣∣∣∣ = dmixl . (B.8)
We can now compute χ2:
χ2 = −2 lnL = −2 lnN +
∑
l
(2l + 1)
(
ln dthl +
dmixl
dthl
)
. (B.9)
Our best fit model where theoretical results are the same as observational results,
χ20 = −2 lnL = −2 lnN +
∑
l
(2l + 1)
(
ln dobsl +
N × dobsl
dobsl
)
, (B.10)
shall yield an effective χ2 of zero, so it has to be subtracted. After introducing an approxi-
mative correction for incomplete sky coverage[22], Eq. B.1 is obtained.
C 21cm intensity mapping likelihood
The total brightness temperature at redshift z is given by the background radiation field’s
temperature, with some fraction of it that is absorbed and re-emitted due to 21cm hyperfine
transitions in neutral hydrogen atoms. The properties of HI in absorption and emission are
described by the spin temperature TS and the optical depth τ :
Tb = TS(1− e−τ ) + Tγe−τ . (C.1)
Due to the low probability of a 21cm transition, the optical depth is typically small. The
differential brightness temperature can thus be written linear in τ :
∆Tb =
TS − Tγ
1 + z
(
1− e−τ) ≈ TS − Tγ
1 + z
τ . (C.2)
In order to compute τ , the absorption coefficient α has to be determined through the equation
of radiative transfer:
dI
ds
= −αI + j , (C.3)
where s is the radial distance (in physical units) and I is the specific intensity, which is the
energy flux per frequency and solid angle. Its radial derivative is given by
dI
ds
= E10
φ(ν)
4pi
dn0
dt
. (C.4)
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Each atom falling from the exited state 1 into the ground state 0 emits a photon of energy
E10. The radial derivative of the energy flux is hence proportional to the time derivative
of the number of atoms in the ground state per unit of physical volume, i.e. the number
density n0. Under the assumption of isotropy, the derivative with respect to solid angle
becomes a factor of 1/4pi. Due to line broadening, a single measured frequency corresponds
to a small band of emitted frequencies described by the line profile φ(ν) which is normalized
to
∫
φ(ν)dν = 1.
In terms of Einstein coefficients the time derivative of the number density can be written
as dn0/dt = −n0B01I + n1B10I + n1A10. In the next steps we use natural units where
} = c = kB = 1 as well as the general relations A10 = 4piν30B10 and g0B01 = g1B10. For 21cm
hyperfine transitions, the statistical weights are g0 = 1 and g1 = 3 and one gets TS  E10.
Therefore, one gets the simplifications
n1
n0
=
g1
g0
exp(−E10
TS
) ≈ 3(1− E10
TS
) , (C.5)
and nHI ≡ n0 + n1 ' 4n0 ' 43n1. Put together, one gets
dn0
dt
= − A10
4piν30
3
4
nHI
E10
TS
I +
3
4
nHIA10 , (C.6)
which gives an expression for α,
α =
3A10
16TS
φ(ν)
ν0
nHI . (C.7)
The line profile will be described by the simple model of a constant distribution over some
range δν, corresponding to a small Doppler shift caused by constant velocity dispersion dvds
over a region of HI of radial extend δs:
φ(ν) =
1
δν
=
1
dv
dsδs · ν0
. (C.8)
Averaged over big volumes, the approximation of a constant Hubble flow dvds = H(z) can be
used. The optical depth is then given by
τ ≡
∫
δs
αds =
3A10
16ν20TS
1
H(z)
nHI . (C.9)
The number density of neutral hydrogen can be written as its background value plus a
perturbation in the HI density field,
nHI =
(1 + z)3
mH
3H20
8piG
ΩHI(z)(1 + δHI) . (C.10)
With all constants written explicitly, the differential brightness temperature is given by
∆Tb =
3A10 · 3H0
16ν20 · 8piGhmH
}c3
kB
·
(
H0(1 + z)
2
H(z)
)
ΩHI(z)(1 + δHI)h
(
1− Tγ
TS
)
. (C.11)
The last term can be neglected because TS  Tγ inside galaxies, so that Eq. 4.2 is obtained.
This modeling of the differential brightness temperature was e.g. used by Refs. [32, 103, 104].
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When computing the power spectrum of fluctuations in the differential brightness tem-
perature, it is convenient to neglect the local fluctuations of H(z). As a consequence, the
power spectrum P21 is proportional to the power spectrum PHI of HI density fluctuations, as
described in section 4.1.
By considering δ(k) as a set of independent gaussian random realizations, the variance
is simply given by the power spectrum squared. In terms of independent modes of a finite
volume survey, it is corrected by the volume of a single independent mode (2pi)3/Vr and by
the averaging volume Vk which determines the grid of sampled modes:
σ2P (k) =
(2pi)3
VkVr
P 2(k) . (C.12)
So the same formalism as described in appendix A can be used. Note that the noise power
may take mathematically the role of the shot noise of galaxy power spectra but is part of the
power spectrum itself while shot noise is only an artefact caused by the discrete nature of
the signal, in contrast to the theoretical distribution used to describe it. In fact, there is also
a shot noise in the case of intensity mapping since the signal still originates from discretely
spaced galaxies. Nevertheless, it is negligible (see e.g. [49]) because of the huge number of
observed galaxies, when no selection process is reducing their number.
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