Introduction
Most modern combustion devices feature a flame detection circuit, which utilizes the presence of charged particles in carbon based flames. These flame detection circuits use an applied electric potential over the flame and then measure the resulting electric current to determine the presence of a flame. The flame detection circuit present in, for example, domestic heating boilers might also be used to determine the properties of the flame and in this way it can be used as a feedback loop for the equivalence ratio. To investigate these options a thorough understanding of the interaction of the charged species, produced in the flame, and the electric field is necessary.
The interactions between the charged particles produced in flames and externally applied electric fields has received a lot of attention in the previous decades. It is generally accepted that the chemi-ionization reaction is the source for these charged species in flames [1] [2] [3] [4] [5] . The interest in these interactions has multiple reasons. For example, they can be used to improve the stabilization of the flame by applying (strong) electric fields to the flame [5, 6] . Furthermore, a comprehensive body of research has been dedicated to the study of plasma assisted combustion by Starikovskaia [7] . The application of these techniques can be used to significantly lower the ignition temperature [8] . Spark ignition has also received a lot of attention in research articles [9] [10] [11] [12] [13] and recently a new method has been investigated by Peerlings [14] to quantify a flame's thermo-acoustic behavior by electric current measurements. The electric currents can also be used to determine the flame's equivalence ratio [15] .
The earliests research primarily focused on the concentrations of the charged species in methane or acetylene flames [2, 3, 16, 17] . These studies have also been replicated numerically, mainly to investigate reaction mechanisms (e.g. [5, 18, 19] ). The numerical research of Prager et al. [20] was primarily aimed at studying the charged species concentrations to investigate the diffusion of the charged species.
The strong electric fields used by Criner [21] have a strong influence on the flame stand-off distance from the burner deck. Belhi et al. [5] investigated this behavior numerically and found a relation between the (strong) electric fields and the flame's stand-off distance and stability. Fialkov [6] presented a comprehensive overview of the conducted research in the field of ionized flames.
Generally, the concentrations of charged species are computed with the use of quasi-neutrality assumption to reduce the computational time [5, 18] . This assumption computes the concentration of the electrons by balancing it with the cation concentration to obtain a completely neutral flow. It is often assumed that the quasi-neutrality assumption makes the computation of electric currents impossible, but Beks-Peerenboom [24] has shown this assumption to be incorrect. This quasi-neutrality assumption is sometimes enforced by introducing ambipolar diffusion, which takes the diffusion caused by the internal electric field into account [12, 19, 20] . Cancian et al. [19] computed the so-called plasma parameter and concluded that the quasi-neutrality assumption might not be applicable.
Of all the research into flame plasma's and ionized flames mentioned here, little has been dedicated to the study of electric currents that are caused by externally applied electric fields. It has been noticed that at low applied electric fields the current is an approximately linear function of the applied potential difference, but at a certain external electric field the current does not increase further and the electric field saturates [14, 22] . It is furthermore found that the gradient of the electric current in the linear region depends strongly on the polarity of the applied potential [14, 22] . Peerlings et al. [14] theorizes that this so-called diodic effect is primarily caused by the distance of the electrodes to the burner deck. Papac and Dunn-Rankin [23] investigated the electric current caused by the motion of flame ions numerically, but the movement of electrons was neglected, while the flow of electrons also plays an important role in the total electric current [14] . A study performed by Thiele et al. [12] computes the electric potentials from an applied current, but it utilizes quasi-neutrality to do so.
The main objective of this study is to develop a physical and numerical model to predict the electric currents in one-dimensional flames. This is an extension to the model developed by Speelman et al. [25] , that focuses primarily on the full description of the model and the use of the model to optimize an ionization mechanism. This is achieved by modeling the charged species in the existing CHEM1D [26] software package and by including the electric forces on the charged species in the diffusion model to compute the electric current density in the flame. In this way the electric mobilities, which are not known accurately, are not needed. Furthermore, the multi-component diffusion model is employed to calculate molecular diffusion, together with Poisson's equation to compute the electric potential.
In the next section, the physical model is described and this is followed by a description of the boundary conditions. After that section, the model is used to investigate experimentally studied premixed flat flames, together with the dependency of the model on the chemical reaction rates and the diffusivities of the charged species.
Physical model
The physical model for the ionized flames is described by first detailing the fluid flow. Then the physical model of the electric field is discussed, followed by a description of the transport model and finally the ionization chemistry model is presented.
Fluid flow
The fluid flow in one-dimensional ionized flames is described by the one-dimensional conservation equations for multi-component, compressible, reacting flows. The temperature is related to the pressure, p, and density through the perfect gas law. The momentum equation is not solved here, because the flow under consideration is a low Mach number flow, and a one-dimensional geometry is assumed. The pressure is assumed to be spatially constant under the so-called combustion approximation [27, 28] . It is furthermore assumed that the electric forces are negligibly small compared to the atmospheric pressure. For simplicity reasons it is assumed that the electrons are in thermal equilibrium with the surrounding fluid [5] . Conservation of mass of a fluid flow, with density ρ and flow velocity u, is given [28] 
where t and x represent the temporal and spatial coordinate, respectively. The conservation of both neutral and charged species i out of N s , with mass fraction Y i , is represented by [28] ∂ ∂t
where the species diffusion velocity is given by U i andω i is the chemical source term. This equation is augmented by [28] Y Ns = 1 −
for the bath gas, which is N 2 in this study, to ensure that the total mass fraction always equals 1.
The temperature of the fluid flow is governed by the enthalpy equation, described by
where W e represents the work done by the electric field and the radiative heat loss, viscous heating and pressure variations are neglected. Here φ q is the heat flux and h is the specific enthalpy, which is computed from [29] 
where h • is the enthalpy at the reference temperature, T • = 298.15 K, and at the reference pressure, p • = 101325 Pa. The heat capacity at constant pressure, c p , is related to the temperature T by the NASA polynomials [29] . The heat flux is given by [28] 
In equation (6) the heat conductivity is given by λ, R is the universal gas constant, M i represents the molar mass of species i, X i is its mole fraction and d i are the components of the diffusion vector in species space. The third term in the righthand-side of equation (6) represents a correction term for the multi-component diffusion model and D T i represents the thermal diffusion coefficient of species i.
Electric field
The electric field strength, E is described by Gauss's law, given by
where ε 0 is the permittivity of free space and the charge density q is defined by
In equation (8) the charge density of species i is represented by q i , the elementary charge is given by e, N A is Avogadro's number and S i represents the charge number of species i, which is −1 for the electrons and anions and +1 for the cations. The electric field can be represented as a potential field, when it is assumed that the temporal fluctuations of the magnetic field can be neglected [30] . Due to the one-dimensional nature of the problem the electric potential Φ is described in its one-dimensional form as
and the electric field strength is then computed from
The electric field can then be used to compute the work done by the electric field as
where the current density J is defined as
Transport
The transport of all species in the mixture is determined by two distinct processes, convection and diffusion. Convection is described by equation (1) for the bulk fluid and the second term of the left-hand-side of equation (2) for the separate species. Diffusion of all species is a little more complicated, because it can be caused by a few underlying phenomena. First of all diffusion based on the gradient of the concentration is considered here. Secondly thermal diffusion is considered and finally diffusion by the electric forces acting on the charged species is taken into account. Diffusion is modeled with the multi-component diffusion model in this study. This describes the species diffusive flux ρY i U i as [31] 
where D ij represents the generalized diffusion coefficient and the components of the diffusion vector in species space d j are defined as
In this equation b k represents the acceleration of a single particle of species k, caused by body forces, which in the case of an electric field is given by
The thermal and generalized diffusion coefficients depend on the concentrations of all species in the mixture and these are computed from the so-called transport linear systems in an iterative fashion through the method of Ern and Giovangigli [31] . One of the advantages of the method of Ern and Giovangigli [31] automatically satisfies the mass conservation in species space.
Throughout this study electrons are treated as particles in the flow field and their binary diffusion coefficients are computed with a similar method as the other species using the Stockmayer potential [32] . This has limitations for the computation of charged species binary diffusivities, but is used here to reduce computational costs. The main advantage of using the multi-component diffusion model in this study is the implicit computation of the electric mobility of charged species, that is taken into account by using the acceleration of single particles.
Chemical ionization reactions
The charged species considered in this study are produced in a series of elementary reactions. Green and Sugden [1] investigated these reaction pathways by consider-ing hydrogen flames, which show no presence of charged species, unless there are hydrocarbon impurities in the fuel. Based on the observation that the impurities cause ionized flames, they conclude that the reaction mechanism for flame ions is carbon based.
The study by Green and Sugden [1] concludes that there is only one chemical reaction responsible for the ions in hydrocarbon flames. This conclusion is based on three observations. First of all the concentrations of the flame ions increases proportionally to the amount of impurities added. Secondly, a large concentration of electronically excited CH is present in the primary reaction zone. And finally, other electronically excited species are only present in very small quantities in the primary reaction zone. The conclusion is furthermore supported by thermochemistry, because the proposed reaction is approximately thermoneutral.
The next paragraph will discuss the ionization reactions investigated by Green and Sugden [1] and utilized by Belhi et al. [5] and Prager et al. [20] . This is followed by a short description of the differences between the chemical reaction mechanisms of Green and Sugden [1] , Belhi et al. [5] and Prager et al. [20] .
Ionization pathways
The primary reaction in the production of charged species is the so-called chemiionization reaction, described by [1, 5, 20 ]
From there, the CHO + reacts to another flame ion through a proton transfer reaction. One of the commonly used examples of a proton transfer reaction is given by [1, 5, 20] 
This type of reaction might include different flame ions. Mechanisms that include only cations then finish the ionization pathway with a dissociative electron recombination reaction. The most commonly used recombination reaction is described by [1, 5, 20 ]
Mechanisms that also include anions have an additional pathway for the included anions. This pathway starts with three-body electron attachment, like [20] 
for example. These anions can then react to other anions, through either a charge transfer reaction or a charge exchange reaction. Another group of anion reactions are the three body cluster formations. The recombination to neutral species in mechanisms that include anions works through two mechanisms. Associative electron detachment can be considered and it is possible that an anion and a cation collide and form neutral species in this reaction.
Comparison of ionization mechanisms
The mechanisms of Belhi et al. [5] and Green and Sugden [1] are relatively simple mechanisms. They only include the C1, C2 and C3 reactions between three charged species, which are the CHO + and H 3 O + cations and electrons. The mechanism of Prager et al. [20] on the other hand also includes anions.
The main difference between the mechanisms of Belhi et al. [5] and Green and Sugden [1] is in the value of the rate constant for the chemi-ionization reaction (C1). The rate constants for the proton transfer reaction (C2) also differ, but these are considered to be large enough to make sure that the CHO + ion quickly reacts to hydronium in both mechanisms. They employ the same rate for the recombination reaction (C3). The reaction rates k for all reactions are computed from the modified Arrhenius' equation, given by
where A is the Arrhenius pre-exponential factor, β represents the temperature dependence and the activation energy is given by E a . These Arrhenius parameters are given in table 1 for the mechanisms of Belhi et al. [5] and Green and Sugden [1] .
The difference in the chemi-ionization reaction rate can provide an insight in the influence of reaction C1. The mechanism of Prager et al. [20] uses the same Arrhenius' parameters for the chemi-ionization rate as the mechanism of Belhi et al. [5] , but utilizes more ions, which might have an effect on the electric current. It also has a different recombination path as the mechanisms of Belhi et al. [5] and Green and Sugden [1] . Comparing the results of these mechanisms allows for an investigation into the influence of the recombination rate on the electric current.
Boundary conditions
The computational domain in this study is represented schematically in figure  1 . The fuel/air mixture enters with a prescribed mass flow rate and temperature through the burner deck, which is situated at x = 0 and is grounded (Φ (x = 0) = 0 V). At x = L the ionization electrode is located and an electric potential is prescribed by
Inflow boundary conditions
At the inflow boundary at x = 0 the boundary condition for the mass flow rate,ṁ, at the inflow boundary or burner deck (x = 0) is given by
where the superscript B denotes a prescribed inflow quantity. The temperature and density are set to T B and ρ B , respectively. The boundary conditions for the neutral species mass fractions are described by a flux boundary condition, represented by
For the charged species different boundary conditions are used, because the charged species concentrations and fluxes cannot be described as easily as for neutral species, which might flow out of the domain where other species enter it. The mixture entering the domain contains only the prescribed fuel and air mixture components and no charged species. Furthermore, the cations are asumed to move freely out of the domain at the burner deck if the applied potential at the ionization electrode is positive. If the polarity changes the anions and electrons are assumed to move freely out of the domain. This is represented by
The cations are assumed to flow in the direction of the electric field and their boundary conditions are described as
at the inflow boundary.
Outflow boundary conditions
At x = L the boundary value of the density is determined from the continuity equation on the inside of the domain. This is used in adapted form for the neutral species. This is given by
The electrons and anions are assumed to move in the opposite direction of the electric field. This situation is described by
at the outflow boundary. For the cations this situation is reversed and computed from
Numerical model
The CHEM1D flame simulation software uses an adapted form of Newton's method to solve the system of equations. The convective flux is modelled with a exponential upwinding scheme [33] . It uses an adaptive gridding technique. This section gives a short overview of the computational method employed by the CHEM1D software package and the way it is utilized to solve the equations for the charged species and the electric field.
Residual computation
The CHEM1D software package uses a finite volume method and the general form of the conservation equation of variable Y i at gridpoint x k is given by the residue r i,k as
which should be zero. Here the subscript k represents the the spatial element number index (see figure 2 ) and the subscript i denotes the specific variable in the solution vector, including the electric potential. Furthermore, f i is the flux of Y i and Ω i denotes the source term. The time derivative for the electric potential is 0 and the flux is given by the negative electric field strength, −E, which is computed by
This is also used for the numerical evaluation of the electric field strength in equation (15) , which is necessary to compute the diffusive flux of the charged species.
The residual for the electric potential is thus given by
This equation couples the concentrations of the charged species directly to the electric potential and as such introduces a stiffness in the computation because the electric field strength is coupled implicitly to the concentrations of the charged species (equations (13), (14) and (15)).
Solution strategy
To obtain a converged solution of a one-dimensional burner stabilized flame in the presence of an electric field, some steps need to be taken. First a one-dimensional flame without charged species is solved, without considering Poisson's equation. In the next step the charged species are added to the mechanism, still without considering Poisson's equation. After a converged solution is obtained, Poisson's equation is also taken into account, but without an externally applied electric field.
Finally an external field is applied.
Model validation
This section presents the results obtained with the computational model, described in sections 2 and 3. First, a short description of the considered experimental test case is given. This is followed by analysis of the mole fractions of the charged species and a discussion of the influence of the electric field. Then the saturation of the electric field is examined, followed by the diodic effect. Finally, a discussion is presented on the influence of the ionization mechanisms and the influence of the equivalence ratio on the saturation current.
Test case description
The physical and numerical model is used to simulate a one-dimensional premixed, flat, methane-air flame, that has been studied experimentally by Peerlings et al. [14] . This flame is produced by a heat flux burner [34] with an inflow velocity equaling the laminar burning velocity at an mixture temperature of 298 K and a burner temperature of 350 K. GRI-mech 3.0 [35] is used to model the neutral species chemistry and the chemical reaction mechanisms described in subsection 2.4 are coupled to this base mechanism. The initially studied flame has an equivalence ratio, φ, of 0.8. This is later extended to a range from 0.6 to 1.2. The electric potential ∆Φ is varied in the simulation from −250 V to 250 V, to investigate the electric behavior including saturation and the so-called diodic effect. The power supply in the electronic setup of Peerlings et al. [14] has been replaced by a Elektro-Automatik type EA-PS 8360-15 power supply unit. The applied potential can be varied between 0 V and 360 V with an accuracy of 0.1 V. A wire mesh electrode is placed at a distance of 1.0 cm of the burner deck, to approach a one-dimensional electric field. The wire mesh electrode is cooled by cold air flowing through canals in the wire mesh to minimize thermionic emissions.
Neutral species and temperature
To investigate the performance of the model, first the effects of the electric potential on the neutral species concentrations is investigated. Figure 3 displays the mole fractions of the major species in the mixture on the left axis and compares the results of the new model to the results of the model without charged particles and an applied potential. It can be seen that the addition of charged species and electric field has no impact on the concentrations of the major species and this is desirable, because the charged species should not change the general behavior of the flame.
Another important general parameter in flame behavior is the temperature distribution, which is shown in figure 3 on the right axis for both the new model and the model without an applied potential and charged species. It can be seen that the temperature is also not influenced by the addition of the charged species and the electric field and as such the new model can be concluded to have no effect on the general flame characteristics. Figure 4 shows the mole fractions of the charged particles for the flat flame under consideration, without an applied electric field on a log scale. It can be seen that the peak concentration of the primary charge carriers, hydronium ions and electrons, can be found near the flame front. The concentration of CHO + is seen to be very small, from which it can be concluded that it almost immediately reacts to become H 3 O + as predicted by the ionization mechanisms. It can be seen that, except for a very narrow region near x = 0, the concentrations of hydronium and electrons overlap and it is found that the charge density in this case is lower than 1.0 × 10 −11 C cm −3 and quasi-neutrality is applicable. Figure 5 shows a comparison between the two cases where no electric field is applied and when a positive potential of 20 V is applied. It can be seen that the peak value of both primary charge carriers, H 3 O + and e − , is lower when an electric field is applied. This can be explained by the fact that in this scenario charged species are drawn from the reaction zone. It can also be observed that upstream of the flame front charge separation occurs, because the electrons are drawn strongly towards the positive electrode and the cations are drawn towards the ground electrode at the burner deck.
Charged species mole fractions

Influence of electric field
This can also be observed in figure 6 , where the current densities caused by the cations and electrons, J + and J − is shown. The negative value of J − downstream of the reaction zone, shows that the electrons are moving towards the electrode at x = 1.0 cm in that region for 0 V and 20 V. The negative value of J + at x = 0, shows that the cations move towards the burner deck at x = 0 cm upstream of the flame front. These effects can be seen to be a lot stronger if an electric field is applied externally, but with this applied field strength the electric field is not strong enough to cause a negative velocity for the cations througout the domain.
To show the influence of the electric field strength on the current through the flame, figure 7 shows the current as a function of the applied potential ∆Φ. The electric current in the simulations is computed from
where the flame surface area S f is assumed to be equal to the burner deck surface area of 7.069 cm 2 in the experiment. It can be seen that the model predicts saturation at large values of ∆Φ and the diodic effect, but it overpredicts the current by a factor of 2.5 and the saturation potential is underpredicted by a factor of 2.5. Saturation is predicted to set in around ∆Φ = 50 V with this mechanism.
Optimization of ionization parameters
The parameters involved in the model might be used to optimize the ionization mechanism with respect to the obtained experimental values. To attempt this it is first necessary to understand the influence certain ionization parameters have on the computed electric currents. To investigate this, first the differences in the results, obtained with the ionization mechanisms discussed in section 2.4.2, are studied. This is followed by an investigation of the influence of the ionization reaction rate, the recombination reaction rate and the diffusivities of the electrons and hydronium ions.
The influence of ionization mechanisms
To investigate the differences found between the simulated and the experimentally determined electric current, the simulations are repeated with the ionization mechanisms of Green and Sugden [1] and Prager et al. [20] . This is compared with the experimentally determined current and the current computed with the ionization mechanism of Belhi et al. [5] in figure 8 . It can be seen that the mechanisms of Prager et al. [20] and Belhi et al. [5] result in the same saturation current, but with a difference in the saturation potential. The main difference between these mechanisms is the inclusion of more flame ions and charged species reactions paths in the mechanism of Prager et al. [20] , while the chemi-ionization reaction rate constant is exactly equal. This implies that the value of the saturation current is primarily dependent on the rate constant of reaction C1. This can be observed when the ionization current computed by the mechanism of Belhi et al. [5] is compared to the value obtained with the mechanism of Green and Sugden [1] . It is thus concluded that the saturation current of a flame is directly proportional to the charged species created in that flame.
A further comparison between the mechanisms of Belhi et al. [5] and Green and Sugden [1] shows that the saturation potential is approximately the same. These two mechanisms share their recombination reaction rate. Taking into account the additional reaction paths of the Prager et al. mechanism [20] it is expected that the recombination reaction plays an important role in the saturation potential. The inclusion of more ions in the mechanism of Prager et al. [20] implies that the diffusivity also plays an important role in the saturation potential of the flame, because the average diffusivity of ions differs from the diffusivity of hydronium.
The influence of the ionization reaction
In the previous section a relation between the saturation current and the chemiionization reaction rate (C1) was implied. To investigate this further for several equivalence ratio's the saturation currents computed with all three ionization mechanisms are compared with the saturation currents determined experimentally in figure 9 . It can be seen that the curves for the ionization mechanisms of Belhi et al. [5] and Prager et al. [20] overlap and that the values for the mechanism of Green and Sugden [1] differ from these values. This reinforces the idea that the saturation value is determined by the number of charged species created in the flame front. It can be observed that the saturation current is not a monotonic function of the equivalence ratio. It is, however, monotonic up to an equivalence ratio of approximately 1.1 and as such for lean flames this can be used as a method to control the flame's equivalence ratio.
To study this further the curves are scaled with the saturation current at stoichiometric conditions. This is shown in figure 10 , together with the electron source term, integrated over the domain. These integrated source terms are also scaled to its value at φ = 1.0 and the axis is shifted up to show the similarity with the saturation current. It can be observed that the curves of the electron source term match exactly to the values of the saturation current, which strongly supports the idea that the withdrawal of all created charged species from the flow is the main driver behind the saturation of the electric field.
It can furthermore be observed that the difference between the mechanisms of Belhi et al. [5] and Prager et al. [20] on the one hand and the mechanism of Green and Sugden [1] on the other hand is primarily quantitative in nature, but are qualitatively rather similar. This is caused by the fact that the neutral species involved in reaction C1 have the same concentrations. Qualitatively the model predicts the saturation current very well, as can be observed from figure 10 . The quantitative agreement can be improved by adjusting the rate constant of reaction C1.
The influence of recombination
To investigate the dependence on the recombination reaction (C3) further, a simulation has been performed with a rate constant of a factor 10 larger, i.e.
1.44 × 10 18 cm 3 mol −1 s −1 for the recombination reaction C3 in the reaction of Belhi et al. [5] . This has been compared to the original reaction rate of this mechanism in figure 11 .
It can be observed in this figure that the adaptation of the recombination reaction rate leads to a significant decrease of the gradient of the voltage-current characteristic. This decreased slope also has an impact on the applied potential where saturation sets in. The computed saturation potential then changes from the original 50 V to 110 V. This influence of the recombination rate can be explained, because the higher recombination reaction rate means a larger percentage of charged particles are reacting to become neutrals and less charged particles are available to be collected at the electrode. This also means the model might be improved by adapting the recombination reaction rates in the ionization mechanisms.
The influence of diffusivities
The dependecy of the electric currents on the charged species diffusivities is studied by decreasing the diffusivity of hydronium ions and electrons separately by one order of magnitude. This is shown for an equivalence ratio of 0.8 in figure 12 , because at higher equivalence ratio's not all interesting points in the curves can be shown for a maximum of ∆Φ = 250 V. It is observed from figure 12 that the voltage-current characteristic changes significantly for both the adapted hydronium and for the adapted electron diffusivity.
The adapted hydronium diffusivity can be seen to primarily have an impact on the initial gradient of the characteristic, but the gradient at higher applied potentials is also impacted. This also causes the electric field to saturate at an applied potential of 120 V, which is significantly higher than the saturation potential of 40 V in the original solution. For negative applied potentials, however, this decrease in hydronium diffusivty also has a strong effect on the computed current and this makes the comparison to the experiments less favorable. The decreased diffusivity the ions are less susceptible to the increasing electric field strength, while the electrons are drawn strongly to the ions and this causes less charged particles to be collected at the electrodes at similar applied potentials.
The change in electron diffusivity has very little impact initially at low voltages, but at applied potentials higher than 10 V it has a very significant impact. It can be observed however that the change in the electron diffusivity makes that the saturation potential value is not as sharp as can be observed for the original solution and it looks more like a saturation region. This region can be observed to be larger than the region that is observed in the experiments.
With a change in electron diffusivity the behavior of the ions does not change and, at applied potentials under 10 V, the electrons are drawn strongly towards the ions. Above an applied potential of 10 V the electric field becomes strong enough to draw a large portion of the electrons from the flow and this causes a sharp decrease in the subsaturation slope of the current potential characteristic. These dependencies mean that the charged species diffusivities can also be used to improve the model.
Optimization of ionization mechanism
The previous sections discussed the influence of the chemi-ionization and recombination reaction rate and the binary diffusivities of hydronium ions and electrons on the computed electric currents. This knowledge can now be used to optimize the ionization mechanism of Belhi et al. [5] . Due to the linear relation between the saturation current and the chemi-ionization reaction rate's pre-exponential factor, this optimization is rather straightforward. The ratio to change the Arrhenius' pre-exponential factor, A, with can easily be found for a single equivalence ratio from
To find the optimum value for A with a set of experimental and numerical values the linear least squares method is utilized. This results in a value of the chemiionization pre-exponential factor A of 1.031 × 10 11 . The next step is finding a proper value for the binary diffusivities of the hydronium ion. This parameter can be tuned, because the model used in this research for the binary diffusivities of the charged species shows some inaccuracies. To do this the Arrhenius' pre-exponential factor is adjusted to the optimized value of 1.031 × 10 11 and then the values of the binary diffusivities of H 3 O + and electrons and the recombination reaction rates are determined based on the results of the previous section.
To find an optimal value for the hydronium diffusivities the bisection method is utilized and the hydronium diffusivity will be primarily optimized in the part of the voltage-current characteristic where 0 ≤ I ≤ 0.2I sat , because the hydronium diffusivity has the largest influence in this part of the characteristic of these three parameters. The influence of the recombination reaction rate is found primarily in the gradient of the voltage-current characteristic. As such, the value of the recombination reaction rate will be optimized by matching the gradient of the characteristic in the region where 0.2I sat ≤ I ≤ 0.8I sat . The optimal value for the electron diffusivities is found by matching the region of the characteristic where 0.8I sat ≤ I ≤ I sat of the numerical and experimental voltage-current characteristic. The initial guess for the hydronium diffusivity is found by dividing it by 2 and the initial guess for the recombination rate is taken to be 5 times it's original value. The initial guess for the electron diffusivity is one tenth of the original value.
The end result is that the hydronium ion diffusivity is halved in a compromise between the intial behavior for the positive and the negative polarity. The final value for the recombination reaction rate is 2.88 × 10 17 and the final values for the electron diffusivities are taken to be 5 times lower than the original values. Figure  13 shows a comparison between the optimized chemistry mechanism, the original solution with the Belhi et al. [5] ionization mechanism and the experimental results for the equivalence ratio's of 0.8, 1.0 and 1.2. It can be observed that the computations performed with the optimized mechanism show a better agreement with the experimental values than the original solution, while keeping the error in the negative part of the curve relatively small. The final values of the optimized ionization mechanism are summarized in table 2.
It can be observed that the saturation currents computed with the optimized mechanism correspond much better with the experimentally obtained saturation currents for these equivalence ratio's. Figure 14 compares the saturation currents obtained with the optimized ionization mechanism with the original solution obtained with the Belhi et al. [5] ionization mechanism and the experimental values. It can be seen that the optimization has a significant impact on the saturation current and that the saturation current is computed a lot more accurately for the range of equivalence ratio's from 0.7 to 1.2.
Physical backgrounds of saturation and the diodic effect
To investigate the physical backgrounds of saturation of the electric field and the diodic effect these phenomena are studied in detail in this section.
Saturation by the electric field
It is often theorized that the root cause of the saturation effect is the draining of all created charged species by the externally applied electric field [14, 22] . To investigate this the mole fractions of the primary charge carriers for applied potentials of 100 V and 150 V are compared in figure 15 . At applied potentials of 20 V and 100 V the electric current is not yet saturated and at the applied potential of 150 V the current is saturated. A comparison between an applied potential of 20 V and 100 V, shows that increasing the value of the applied potential has a profound effect on the peak concentrations of the charged species.
In figure 15 it can be seen that a difference of 50 V of the applied potential causes a relatively large difference in the peak values of the electrons. It can be observed that the peak value of the hydronium ion concentration is reduced a little and it has moved upstream under the influence of the electric field. The peak value of the electron concentration, however, has been reduced by a factor of 3.5. This shows that a part of the charged species is removed from the reaction zone by the applied field, but a large part of the charged species can still be found in the flow. Especially the electrons are drawn from the region upstream of the reaction zone, but the hydronium ions are still present there and cause a large value of the charge density.
The strong difference in the concentrations of the hydronium and electron concentrations causes a charge density of approximately 2.5 × 10 −9 C cm −3 around the position of the flame front. The charge separation causes a strong localized electric field and thus has a strong effect on the diffusion velocity of the charged species. This shows that the quasi-neutrality assumption cannot be used when modeling methane-air flames in the presence of applied electric fields.
To investigate this further, the current densities caused by the cations and the electrons are compared for the previously applied potentials in figure 16 . When the current densities caused by the hydronium ions, J + , are compared it can be seen that the non-saturation value is positive close to the flame front. This indicates that the hydronium ions are moving in the direction of the positive electrode in a part of the flow, which can only be caused by mass based diffusion. The other diffusion terms considered here (electric field and temperature gradient) would cause a negative value for J + , but mass based diffusion causes a positive value, because the gradient of the ion concentration is negative in the region where J + is positive. This means that cations produced near the reaction layer are partly drawn towards the burner deck at x = 0, but still partly diffuses in the other direction. In the saturated electric field on the other hand no hydronium ions can be found moving in the direction of the positive electrode anymore and in this case the flow of charge in the entire domain is dominated by the electric field.
Diodic effect
In figure 7 it can be seen that the electric current has a larger gradient for positive applied potentials than for negative applied potentials. This is called the diodic effect and the phenomena resulting in this effect are investigated here. Figure 17 shows a comparison between the primary charge carriers mole fractions for positive and negative electric fields. It can be observed that the applied potential of −50 V has a very limited effect on the mole fractions of the primary charge carriers. The opposite is true when the applied potential of 50 V is studied. It can be seen here that the hydronium ions are drawn strongly towards the ground electrode, while the smaller electrons are repelled by that same electrode.
This trend is also observed from figure 18 , where the current densities caused by the positive and negative charged species, J + and J − , are shown for the two applied potentials. It can be seen here that for the applied potential of −50 V the flow is dominated by mass based diffusion, because the charged species motion is directed opposite to the gradient of their concentration. In the situation with an applied potential of 50 V it can be seen that downstream of the flame front the motion of the hydronium ions is still dominated by mass based diffusion, but upstream of the flame front the hydronium ions experience a strong influence of the electric field. The motion of the electrons, however, is primarily dominated by the electric field and their motion is directed towards the positive electrode everywhere.
The reason of this phenomenon is probably the distance from the peak concentration of charged species to the electrode. For a negative potential the heavier hydronium ions have to travel a larger distance towards the negative electrode, while for a positive potential the hydronium ions move towards the closer ground electrode. The lighter electrons can easily travel the larger distance from the flame front towards the electrode at the end of the domain. The diodic effect is thus explained by the distance traveled by the hydronium ions and the effect this has on the value of the electric current.
This theory can be verified by simulating the same flame with a different electrode distance L. If the distance the cations have to travel to reach the electrode is an important physical reason for the diodic effect, a decreased electrode distance should decrease the strength of the diodic effect. From figure 19 it can be seen that this is indeed the case. For negative currents the electric current shows a stronger dependence on the applied potential if the electrode distance is decreased. It can even be seen that at an electrode distance of 0.125 cm the diodic effect almost vanishes. The diodic effect can thus be mainly attributed to the distance the heavier ions have to travel to the downstream electrode.
Conclusions
A new model has been developed to predict the electric current in one-dimensional premixed methane-air flames. The model was shown to show qualitative agreement with the experimentally determined voltage-current relationship. It is also able to predict the diodic effect and saturation of the electric field. The computed saturation currents are shown to agree well qualitatively with the experimentally determined values for the range of equivalence ratio's under consideration in this study. It was also shown that the measured saturation current is only a monotonic function of the equivalence ratio for lean flames. As such, the measured saturation current can be used in lean flame based combustion devices as a feedback loop for the control of the flame's equivalence ratio.
The saturation potential is dependent on two physical processes in the mixture. First of all, it is dependent on the reaction rate of the recombination reaction C3, because a higher recombination rate means less charged species can be extracted by the electric field. The second physical phenomenon determining the saturation potential is the diffusivity of the charged species. A lower diffusivity means the charged species can be withdrawn from the flow more easily by the electric field and this causes a higher electric current. This knowledge was used to optimize the ionization mechanism of Belhi et al. [5] , by adapting the reactions rates of the chemi-ionization reaction (C1) and the recombination reaction (C3) and the binary diffusivities of the electrons and hydronium ions. This adapted ionization mechanism was then used to investigate the diodic effect and saturation. It was concluded that the so-called diodic effect is primarily dependent on the distance the heavier cations have to travel towards the cathode in the case of an applied negative potential. Saturation was found to be determined by the extraction of most flame ions from the reaction zone by the electric field, together with the dominance of the electric field based diffusion over mass and thermally based diffusion. The value of the saturation current was found to only depend on the source term of charged species and as such the predictions of the concentrations of CH and O radicals by the base mechanism are very important for a correct prediction of the saturation current. This justifies further investigation and might be used as a validation tool for new chemistry mechanisms. Original solution e − diffusivity/10 H 3 O + diffusivity/10 Experiments Figure 12 . Comparison of the current for adapted diffusivities of H 3 O + ions and electrons. φ = 0.8, T in = 350 K, L = 1.0 cm, mechanism of Belhi et al. [5] . 
