Abstract
median, and for a dynamically optimized combination of the ensemble members obtained via fusion 40 of the model predictions with observations. The models, generally reproducing the olive season of 41 2014, showed noticeable deviations from both observations and each other. In particular, the season 42 start was reported too early, by 8 days but for some models the error mounted to almost two weeks. 43 For the season end, the disagreement between the models and the observations varied from a nearly 44 perfect match up to two weeks too late. A series of sensitivity studies performed to understand the 45 origin of the disagreements revealed crucial role of ambient temperature, especially systematic 46 biases in its representation by meteorological models. A simple correction to the heat sum threshold 47data assimilation is to combine them with observations via ensemble-based data fusion methods 115 (Potempski and Galmarini, 2009) . Their efficiency has been demonstrated for air quality problems 116 (Johansson et al., 2015 and references therein) and climatological models (Genikhovich et al., 2010 ) 117 but the technology has never been applied to pollen. 118
The aim of the current publication is to present the first Europe-wide ensemble-based evaluation of 119 the olive pollen dispersion during the season of 2014. The study followed the approach of the multi-120 model simulations for birch (Sofiev et al., 2015) with several amendments reflecting the peculiarity 121 of olive pollen distribution in Europe. We also made further steps towards fusion of model 122
predictions and observations and demonstrate its value in the forecasting regime. 123
The next section will present the participating models and setup of the simulations, the observation 124 data used for evaluation of the model predictions, approach for constructing an optimised multi-125 model ensemble, and a list of sensitivity computations. The Results section will present the 126 outcome of the simulations and the quality scores of the individual models and the ensemble. The 127 Discussion section will be dedicated to analysis of the results, considerations of the efficiency of the 128 multi-model ensemble for olive pollen, and identification of the development needs. 129
3. Materials and methods
Dispersion models

133
The dispersion models used in the study comprise the CAMS European ensemble, which is 134 described in details by Marécal et al., (2015) and (Sofiev et al., 2015) . Below, only the model 135 features relevant for the olive pollen atmospheric transport calculations are described. 136
The ensemble consisted of six models. 137
EMEP model of EMEP/MSC-West (European Monitoring and Evaluation Programme / 138
Meteorological Synthesizing Centre -West) is a chemical transport model developed at the 139 Norwegian Meteorological Institute and described in Simpson et al., (2012) . It is flexible with 140 respect to the choice of projection and grid resolution. Dry deposition is handled in the lowest 141 model layer. A resistance analogy formulation is used to describe dry deposition of gases, whereas 142 for aerosols the mass-conservative equation is adopted from Venkatram, (1978) with the dry 143 deposition velocities dependent on the land use type. Wet scavenging is dependent on precipitation 144 intensity and is treated differently within and below cloud. The below-cloud scavenging rates for 145 particles are based on Scott, (1979) . The rates are size-dependent, growing for larger particles. 146 EURAD-IM (http://www.eurad.uni-koeln.de) is an Eulerian meso-scale chemistry transport model 147 involving advection, diffusion, chemical transformation, wet and dry deposition and sedimentation 148 of tropospheric trace gases and aerosols (Hass et al., 1995; Memmesheimer et al., 2004) . It includes 149 3D-VAR and 4D-VAR chemical data assimilation (Elbern et al., 2007) and is able to run in nesting 150 mode. The positive definite advection scheme of Bott (1989) is used to solve the advective transport 151 and the aerosol sedimentation. An eddy diffusion approach is applied to parameterize the vertical 152 sub-grid-scale turbulent transport (Holtslag and Nieuwstadt, 1986) . Dry deposition of aerosol 153 species is treated size-dependent using the resistance model of Petroff and Zhang (2010) . Wet 154 deposition of pollen is parameterized according to Baklanov and Sorensen (2001) . 155 LOTOS-EUROS (http://www.lotos-euros.nl/) is an Eulerian chemical transport model (Schaap et 156 al., 2008) . The advection scheme follows Walcek and Aleksic (1998) . The dry deposition scheme of 157 Zhang et al. (2001) is used to describe the surface uptake of aerosols. Below-cloud scavenging is 158 described using simple scavenging coefficients for particles (Simpson et al., 2003) . 159 MATCH (http://www.smhi.se/en/research/research-departments/air-quality/match-transport-and-160 chemistry-model-1.6831) is an Eulerian multi-scale chemical transport model with mass-161 conservative transport and diffusion based on a Bott-type advection scheme (Langner et al., 1998 ; 162 Robertson and Langner, 1999 (2001) whereas the turbulent diffusion follows the parameterization of Louis (1979) . Dry deposition 170 including the sedimentation scheme follows Seinfeld and Pandis (1998). The wet deposition by the 171 convective and stratiform precipitations is based on Giorgi and Chameides (1986) . 172 SILAM (http://silam.fmi.fi) is a meso-to-global scale dispersion model (Sofiev et al., 2015) , also 173 described in the review of Kukkonen et al. (2012) . Its dry deposition scheme (Kouznetsov and 174 Sofiev, 2012 ) is applicable for a wide range of particle sizes including coarse aerosols, which are 175 primarily removed by sedimentation. The wet deposition parameterization distinguishes between 176 sub-and in-cloud scavenging by both rain and snow (Sofiev et al., 2006) . For coarse particles, 177 impaction scavenging parameterised following (Kouznetsov and Sofiev, 2012) is dominant below 178 the cloud. The model includes emission modules for six pollen types: birch, olive, grass, ragweed, 179 mugwort, and alder, albeit only birch, ragweed, and grass sources are so-far described in the 180 literature (Prank et al., 2013; Sofiev, 2016; Sofiev et al., 2012) . 181
Three ENSEMBLE models were generated by (i) arithmetic average, (ii) median and (iii) optimal 182 combination of the 6 model fields. Averaging and median were taken on hourly basis, whereas 183 optimization was applied at daily level following the temporal resolution of the observational data. 184
For the current work, we used simple linear combination copt of the models cm, m=1..M minimising 185 the regularised RMSE J of the optimal field: 186 values  and  decide on the strength of regularization imposed by these two terms.
196
The ensemble was constructed mimicking the forecasting mode. Firstly, the analysis is made using 197 data from the analysis period  . The obtained weighting coefficients ai are used over several days 198 forwards from day d0: from d1 until dnf, which constitute the forecasting steps. The performance of 199 the ensemble is evaluated for each length of the forecast, from 1 to nf days. 
Setup of the simulations
268
Simulations followed the standards of CAMS European ensemble (Marécal et al., 2015) . The 269 domain spanned from 25°W to 45°E and from 30°N to 70°N. Each of the 6 models was run with its 270 own horizontal and vertical resolutions, which varied from 0.1 to 0.25 of the horizontal grid cell 271 size, and had from 3 up to 52 vertical layers within the troposphere (Table 1 ). This range of 272 resolutions is not designed to reproduce local aspects of pollen distribution, instead covering the 273 whole continent and describing the large-scale transport events. The 10km grid cells reach the sub-274 city scale but still insufficient to resolve the valleys and individual mountain ridges. The limited 275 number of vertical dispersion layers used by some models is a compromise allowing for high 276 horizontal resolution. Thick layers are not a major limitation as long as the full vertical resolution of 277 the input meteorological data is used for evaluation of dispersion parameters (Sofiev, 2002) . 278
The simulations were made retrospectively for the season of 2014 starting from 1 January (the 279 beginning of the heat sum accumulation) until 30 June when the pollen season was over. All models 280 produced hourly output maps with concentrations at 8 vertical levels (near surface, 50, 250, 500, 281 1000, 2000, 3000 and 5000 metres above the surface), as well as dry and wet deposition maps. 282
All models considered pollen as an inert water-insoluble particle 28 m in diameter and with a 283 density of 800 kg m 308 
Model results
309
The total seasonal olive pollen load (Figure 3) expectedly correlates with the map of olive 310 plantations (Figure 1) , which is also confirmed by the observations (Figure 3 
factor of a few times, reflecting the diversity of modelling approaches, especially the deposition and 314 vertical diffusion parameterizations (see Table 1 
321
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Discussion
370
In this section, we consider the key season parameters and the ability of the presented ensemble to 371 reproduce those (section 5.1), main uncertainties that limit the model scores (section 5.3), and the 372 added value of the multi-model ensembles, including the optimized ensemble (section 5.2). 373
Forecast quality: model predictions for the key season parameters
374
The key date of the pollen season is its start: this very date refers to adaptation measures that need 375 to be taken by allergy sufferers. Predicting this date for olives is a significantly higher challenge 376 than, e.g., for birches: the heat sum has to be accumulated starting from 1 January with the season 377 onset being in mid-April, whereas for birches it is 1 March and mid-March, respectively. showed any significant improvement of this parameter. Importantly, EURAD-IM, which is driven 385 by WRF meteo fields, also showed a similar bias. This calls for an analysis of long-term time series, 386 aiming at refinement of the heat sum formulations and threshold values. 387
The end of the season showed an intriguing picture: EURAD-IM, despite starting the season as 388 early as all other models, ends it 2 days too late instead of 5 days too early as all other models (see 389 examples for two stations in Figure 9 ). This indicates that WRF, in late spring, predicts lower 390 temperature than IFS, which leads to longer-than-observed season in the EURAD-IM predictions. A 391 certain daytime cold bias of WRF in late spring and summer has already been noticed at German 392 measurement sites, which corroborates well with this finding. Other models showed correct season 393 length and, due to initial early bias, end it a few days too early. The de-biased run SILAMos150 run 394 shows almost perfect shape and hits both start and end with 1 day accuracy, which supports 250 395 degree day as a season length parameter. 396
The most-diverged model predictions are shown for the absolute concentrations (Figure 7 The optimized ensemble showed (Figure 10, left-hand panel) that each of the 6 models had 433 substantial contribution over certain parts of the period. Over some times, e.g. during the first half 434 of May, only one or two models were used, other coefficients being put to zero, whereas closer to 435 the end of the month, all models were involved. Finally, prior to and after the main season, 436 concentrations were very low and noisy, so the regularization terms of Eq. (2) took over and pushed 437 the weights to a-priori value of 1/6. 438
The bulk of the improvements came in the first half of the season (Figure 10, middle panel) . After 439 the third peak in the middle of May, the effect of assimilation becomes small and the optimization 440 tends to use intercept to meet the mean value, whereas the model predictions become small and 441 essentially uncorrelated with the observations. This corroborates with the observed 8-days shift of 442 the season, which fades out faster in the models than in the observed time series (Figure 9) . 443
There was little reduction of the predictive capacity of the optimized ensemble when going out of 444 assimilation window towards the forecasts. In-essence, only the first peak of concentrations (and 445 RMSE) is better off with shorter forecasts. For the rest of the season (before and after the peak) the 446 7-day assimilation window led to a robust combination of the models that stayed nearly-optimal 447 over the next five days. 448
Comparison with other forecasts expectedly shows that the optimized ensemble has significantly 449 better skills than any of the individual models, but also up to 25-30% better than mean and median 450 of the ensemble (Figure 10, middle panel) . A stronger competitor was the "persistence forecast" 451 when the next-day(s) concentrations are predicted to be equal the last observed daily value. The 452 one-day persistence appeared to be the best-possible "forecast", which shows at the beginning of 453
May almost twice lower RMSE than the one-day forecast of the optimal ensemble (Figure 10 Strong performance of the one-day persistence forecast is not surprising and, with the current 462 standards of the pollen observations, has no practical value: the data are always late by more than 463 one day (counting can start only next morning and become available about mid-day). The second 464 problem of the persistence forecast is that it needs actual data, i.e. the scarcity of pollen network 465 then limits its coverage. Thirdly, persistence loses its skills very fast: already day+2 forecast has no 466 superiority to the optimal ensemble, whereas day+3 and +4 persistence-based predictions are 467 useless. Finally, at local scale, state-of-art statistical models can outperform it -see discussion in 468 (Ritenberga et al., 2016) . 469
One should however point out that one-day predicting power of the persistence forecast (or more 470 sophisticated statistical models based on it) can be a strong argument for the future real-time online 471 pollen monitoring, which delay can be as short as one hour (Crouzy et Variations of the fusion parameters showed certain effect. For short averaging window (5 days or 512 less), the variations of weighting coefficients increased and the time series became noisier ( Figure  513 11). On return, the correlation increased almost up to 0.8 -0.9 for some analysis intervals, though 514 stayed the same for other periods. Also, the one-day forecast RMSE decreased for some days but 515 little difference was found for longer predictions. 516 517 6. Summary The ensemble members showed quite diverse pictures demonstrating the substantial variability, 526 especially in areas remote from the main olive plantations. Nevertheless, the observation rank 527 histogram still suggested certain under-statement of the ensemble variability in comparison with the 528 observations. 529
Simple ensemble treatments, such as arithmetic average and median, resulted in a more robust 530 performance but they did not outrun the best models over significant parts of the season. Arithmetic 531 average turned out to be better than median. 532 A data-fusion approach, which creates the optimal-ensemble model using the observations over 533 preceding days for optimal combination of the ensemble members, is suggested and evaluated. It was based on an optimal linear combination of the individual ensemble members and showed strong 535 skills, routinely outperforming all individual models and simple ensemble approaches. It also 536 showed strong forecasting skills, which allowed application of the past-time model weighting 537 coefficients over several days in the future. The only approach outperforming this fusion ensemble 538 was the one-day persistence-based forecast, which has no practical value due to the manual pollen 539 observations and limited network density. It can however be used in the future when reliable online 540 pollen observation will become available. 541
A series of sensitivity simulations highlighted the importance of meteorological driver, especially 542 its temperature representation, and deposition mechanisms. The data fusion procedure was quite 543 robust with regard to analysis interval, still requiring 5-7 days for eliminating the noise in the model 544 weighting coefficients. 545 546 7. Acknowledgements 
