A maximal polynomial is a complex polynomial that has all of its roots in the unit disk, one fixed root, and all of its critical points as far as possible from a fixed point. In this paper we determine a lower bound for the number of roots and critical points of a maximal polynomial that must lie on specified circles.
Introduction
In 1962 Sendov conjectured that if a polynomial (with complex coefficients) has all its roots in the unit disk, then within one unit of each of its roots lies a root of its derivative. Numerous attempts to verify this conjecture have led to over 30 papers, but have met with limited success (for references, see [Ma2, B] ).
We begin by defining S(n, ß) to be the set of complex polynomials of degree « that have all their roots in the unit disk and at least one root at ß and by defining |F|a to be the distance between a and the closest root of P'. Written in this notation, Sendov's conjecture asserts that if P e S(n, ß) then \P\ß < 1.
Define P e S(n, ß) to be maximal with respect to a if for every Q e S(n, ß) we have |F|Q > |ß|a . These maximal polynomials exist since |FjQ is a continuous function of the roots of P, which are contained in a compact set. Clearly, we may restrict our attention to maximal polynomials when investigating statements like Sendov's conjecture.
Define the critical circle to be the circle with center a and radius |F|Q. In 1984, based on extensive computer searches for maximal polynomials, the author made Conjecture 1. Let P e S(n, ß) be maximal with respect to a, let s be the number of roots of P (counting multiplicities) on the unit circle, and let r be the number of roots of P' (counting multiplicities) on the critical circle. Then
(1) r = « -1, and _ (2) given that all roots of P' lie on a circle, s is as large as possible.
The conclusions of this conjecture are surprisingly strong and in fact are sufficient to allow one to compute examples of maximal polynomials in a number of cases. Such computations have already resulted in counterexamples [Mi, §4] to the conjecture that if F € S(n, ß) then \P\ß/2 < 1 -\ß\/2 [GRR, S] .
Substantial support for Conjecture 1 can be provided by showing that 2r+s > n + 1. In [Mi, §3] the author proved an analog of this result under a restricted definition of maximality and with the additional hypothesis that P has no multiple critical points on the critical circle. Here we prove this result in full generality.
The idea behind the proof is quite simple-if a polynomial P e S(n, ß) has relatively few roots on the unit circle and relatively few critical points on the critical circle, then these roots "ought" to be independent of each other. If this is true, then one "ought" to be able to move the roots of P' that are on the critical circle away from a while leaving ß and the roots of P on the unit circle fixed. Thus, such a polynomial would not be maximal.
Indeed, since a monic polynomial of degree n has « independent coefficients, one might expect to be able to independently move up to a total of « roots of that polynomial and its derivative. Unfortunately, this is not the case. A straightforward computation establishes that
regardless of the values of a and b. This implies that every polynomial of degree 6 that has 0 and ±VT5 as critical points and -5 as a root must also have 5 as a root. Thus for a polynomial of degree 6, a total of only 4 roots of the polynomial and its derivative can be enough to fix another root of that polynomial.
Continuous independence
We now establish a lower bound on the number of roots that can be independently moved. Define a derived root of P to be a pair (z, d) such that z is a simple root of the dth derivative P^ of P. Note that a polynomial may have more than one distinct derived root with the same z value; for example, P(z) -z3 -z has derived roots (0, 0) and (0,2).
Let {(z,:, dj) : 1 < i < m} be a set containing some of the derived roots of P. Associated with each derived root (z,, d¡) in this set is a smallest nonnegative integer c, such that F(fc)(z,) = 0 for c¡ < k < d¡. This produces a set of equations (1) P(k)(zi) = 0 for I <i<m and c¡ < k < d¡, which completely characterizes these derived roots and their multiplicities. This set of equations can be thought of as a linear system of equations in the coefficients of P. We will say that our set of derived roots is continuously independent if this linear system has a solution for the coefficients of P as continuous functions of zx, ... , zm. Roughly speaking, a set of derived roots is continuously independent if changing the z,'s by small but arbitrary amounts (while maintaining their multiplicities) requires only small changes in the coefficients of P.
Since the roots of P and its derivatives are continuous in the coefficients of P [Mai, p. 3] , this means that small but arbitrary changes in the continuously independent roots can be achieved with only small changes in the rest of the roots of P and its derivatives. A lower bound on the number of roots that are sure to be continuously independent is given by Theorem 2. Suppose that P is a polynomial of degree n and that {(z¡, d¡) : 1 < i < m} is a set of derived roots of P. If J2?=i (d¡ + I) < n + I, then the set of derived roots is continuously independent. Proof. Let P(z) = Yl"=oatzt • Then system (1) becomes (2) ¿2 at t=o « zt-k (t-k)\ = 0 for 1 < i < m and c, < k < d¡
We will prove shortly that the coefficient matrix of this system has full rank. Given this, we can choose a subset of oq, ... , a" that has a nonsingular coefficient matrix and solve the linear system (2) for the a,'s in this subset (treating the a,'s not in the subset as constants, with values determined by the original polynomial P). In the resulting solution, each a¡ is continuous in zx, ... , zm, and so the set of derived roots is continuously independent. To complete the proof, then, we need only show that the coefficient matrix of the system (2) has full rank. It will be convenient to assume that the z;'s are distinct. If not, say if zx = z2 , then we may replace the rows P^k\zi) = 0 for I < i < 2 and c, < k < d¡ by the rows P^k\zx) = 0 for min{ci, c2} < k < max{íf i, d2}. (This will add some irrelevant rows to the coefficient matrix.) Repeat this process until the remaining z¡',& are distinct. If the resulting matrix has full rank, then our original matrix (which is the resulting matrix with its irrelevant rows deleted) will also have full rank. Thus, we may assume without loss of generality that the z,'s are distinct.
We will show by induction that the submatrix consisting of the first 52?=x(di + 1) columns of this matrix has full rank. Set d = Y™=\ d¡ ana< f°r s >d, choose bo, ... , bs so that
Note that bs = 1. Now z, is a root of / of multiplicity d¡, so for I < i < m and c¿ < k < d¡,
The sum in (3) represents the row-by-row result of adding multiples of columns 0 through 5 -1 to column s in the coefficient matrix of system (2). (For convenience we will number the columns starting with 0, to correspond with the variable subscripts.) Now, replacing column s by the column with entries P-k\zi) (i.e., replacing a column by the sum of itself and a linear combination of other columns) will not change the rank of the matrix. Do this for s from d + m -1 down to d. Consider the submatrix now formed by columns d through d + m -1 and rows with k -d¡. Dividing each row by the (nonzero) common factor k\T^,T=i(Zi -zr)dr leaves us with a Vandermonde matrix in zx, ... , zm. As these are distinct, the submatrix is nonsingular [H, p. 204] hence of full rank.
Consider the submatrix now formed by columns d through d + m -1 and rows with k < d¿. Every entry in this submatrix is 0. Finally, consider the submatrix formed by those rows with k < d¡. By induction (replacing each d¡ with d¡ -1), the first J2?=idi columns of this submatrix (i.e., columns 0 through d -1 ) have full rank.
Thus, we have partitioned our matrix as follows: Such a matrix is itself of full rank. Thus, our original matrix is also of full rank.
Note that Theorem 2 is the best result possible, in the sense that « + 1 cannot be replaced by a larger integer. As an example, let a / 0 and let zx be a nonzero root of P(z) = (z + a)" -a" . Then {(-a, « -1), (0, 0), (zx, 0)} is a set of derived roots with ¿^(d, + I) = n + 2. Changing a will clearly force a change in zx, so this set is not continuously independent.
Maximal polynomials
We are now able to prove Theorem 3. Suppose that P e S(n, ß) is maximal with respect to a. Let s be the number of roots of P (counting multiplicities) on the unit circle and let r be the number of roots of P' (counting multiplicities) on the critical circle. Then 2r + s > « + 1.
Proof. Suppose instead that 2r + s < n . We will derive a contradiction.
Each root of P with multiplicity «, corresponds to a derived root of P with dj = «, -1, and each root of P' with multiplicity m, corresponds to a derived root of P with di = m¡. Let S be the set of derived roots of P corresponding to the roots of P on the unit circle, the roots of P' on the critical circle, and ß .
If \ß\ < 1 then ß is a simple root of P [Mi, proofs of 2.8 and 2.9]. If \ß\ = 1 then ß has been included already among the roots of P on the unit circle. In either case, for the derived roots in S, ¿^(dj + 1) < £ n,: + J2(m¡ + 1) + 1 < s-r-2r+l<«-r-l,so the roots in S are continuously independent. While holding ß and those roots of P on the unit circle fixed, move those roots of P' on the critical circle away from a, with the movement small enough that no roots of P inside the unit circle go out of it and no roots of P' outside the critical circle go into it. Denote the polynomial thus formed by Q, so QeS(n,ß) and |ßU>|F|a.
This contradicts the maximality of P.
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