On partitions with even parts below odd parts by Chern, Shane
ar
X
iv
:1
71
0.
08
50
7v
1 
 [m
ath
.C
O]
  2
3 O
ct 
20
17
On partitions with even parts below odd parts
Shane Chern
Abstract. Recently, Andrews gave a detailed study of partitions with even parts below
odd parts in which only the largest even part appears an odd number of times. In this paper,
we provide a combinatorial proof of the generating function identity of such partitions. We
also have a further investigation on the largest even part. Finally, we give an interesting
weighted overpartition generalization.
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1. Introduction
Recently, Andrews [3] gave a detailed study of partitions with even parts below odd
parts in which only the largest even part appears an odd number of times (Here we
allow partitions with no even parts where we tacitly assume 0 is the largest even
and appears once). Let EO∗ be the set of such partitions. The most interesting
property is the following generating function identity
∑
π∈EO∗
q|π| =
(q4; q4)∞
(q2; q4)2∞
, (1.1)
where |π| denotes the sum of all parts of π and
(a; q)n :=
n−1∏
k=0
(1− aqk),
(a; q)∞ :=
∞∏
k=0
(1− aqk).
Andrews further defined the even-odd crank of π ∈ EO∗ by
eoc(π) := largest even part− ♯(odd parts of π).
He proved ∑
π∈EO∗
zeoc(π)q|π| =
(q4; q4)∞
(z2q2; q4)∞(z−2q2; q4)∞
, (1.2)
and obtained a mod 5 congruence for this partition function.
At the end of his paper, Andrews asked for a combinatorial interpretation of
(1.2). This stimulates the first topic of this paper. We will also have a further
investigation on the largest even part. At last, we study an interesting weighted
overpartition generalization of Andrews’ partition function.
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2. A combinatorial proof of Andrews’ generating function identity
Throughout this section, let k and r be nonnegative integers. We begin with some
definitions.
Let P be the set of ordinary partitions. Let Pk be the set of partitions with
largest part = k and P≤k be the set of partitions with largest part ≤ k.
Let O∗k be the set of odd partitions with exactly 2k parts where each different
part appears an even number of times. Let E∗ be the set of even partitions where
each different part appears an even number of times.
Let Qk,r be the set of partitions with a (k+ r+1)× k Durfee rectangle with the
largest part below the Durfee rectangle < k + r + 1. (Hence Q0,r denotes the set
of partitions with largest part ≤ r). Here the (k + r + 1) × k Durfee rectangle of
a partition is the largest rectangle in the Young diagram of the partition with the
length of the rectangle being r + 1 more than the width.
Let EO∗k,r be the set of partitions in EO
∗ (defined in Sect. 1) with 2k odd parts
and largest even part = 2k + 2r (and hence even-odd crank = 2r).
Given any partition π, we write it in weakly decreasing order (π1, π2, . . . , πℓ),
where π1 is the largest part and ℓ = ℓ(π) counts the number of parts of π.
We first prove an interesting identity.
Lemma 2.1. ∑
k≥0
qk
(q; q)k(q; q)k+r
=
1
(q; q)∞
∑
k≥0
qk(k+r+1)
(q; q)k(q; q)k+r
. (2.1)
An analytic proof of this identity can be obtained by taking c→ qr+1 and z → q
and letting a and b tend to 0 in Heine’s third transformation (cf. [2, Eq. (17.6.8)])∑
n≥0
(a; q)n(b; q)nz
n
(q; q)n(c; q)n
=
(abz/c; q)∞
(z; q)∞
∑
n≥0
(c/a; q)n(c/b; q)n
(q; q)n(c; q)n
(
abz
c
)n
.
We now give a combinatorial proof, which is motivated by [4].
Combinatorial proof of Lemma 2.1. We first notice that∑
k≥0
qk
(q; q)k(q; q)k+r
=
∑
(λ,π)∈∪k≥0(Pk×P≤k+r)
q|λ|+|π|
and
1
(q; q)∞
∑
k≥0
qk(k+r+1)
(q; q)k(q; q)k+r
=
∑
(µ,ν)∈∪k≥0(P×Qk,r)
q|µ|+|ν|.
Hence we only need to construct a bijection φ between ∪k≥0 (Pk × P≤k+r) and
∪k≥0 (P ×Qk,r).
Let (λ, π) ∈ Pk × P≤k+r for some k ≥ 0. We write φ((λ, π)) = (µ, ν) for
convenience. Now we seperate Pk × P≤k+r into three disjoint cases.
Case 1. If π ∈ Qs,r for some s ≥ 0, we put (µ, ν) = (λ, π). Notice that
ν1 ≤ µ1 + r.
Case 2. If π1 = r + 1, then π does not belong to any Qs,r. Notice also that
k ≥ 1. We now delete the largest part of λ (which is λ1 = k) to get µ, and add λ1
to π1 to get ν. Then ν ∈ Q1,r and ν1 = k + r + 1 > µ1 + r. (See Fig. 1(a).)
Case 3. If π has an (s + r + 1) × s Durfee rectangle for some s ≥ 1 and the
largest part below the Durfee rectangle is s+ r+1, then 1 ≤ s < k. We first delete
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the largest part of λ (which is λ1 = k) to get µ. Next we move each part on the
right-hand side of the Durfee rectangle of π one row below its original position. We
now add λ1 − s to the first row and 1 to each of the next s rows to get ν. Then
ν ∈ Qs+1,r and ν1 = k + r + 1 > µ1 + r. (See Fig. 1(b).)
It is easy to check that the above process is invertible and hence we obtain a
bijection. This finishes the proof. 
Figure 1. The bijection φ in the proof of Lemma 2.1
In the following two examples, we take k = 3 and r = 2.
(a). π1 = r + 1.
λ:
π:
µ:
ν:
(b). π has a Durfee rectangle (1 + r + 1)× 1.
λ:
π: ⋆
µ:
ν:
⋆
Lemma 2.2. ∑
(λ∗,π∗)∈O∗
k
×O∗
k+r
q|λ
∗|+|π∗| =
∑
(λ,π)∈Pk×P≤k+r
q4|λ|+4|π|+2r. (2.2)
Proof. Let (λ, π) ∈ Pk × P≤k+r. We split each square in the Young diagrams of
λ and π into four squares and get λ′ and π′, both of which are even partitions
where each different part appears an even number of times. We further notice that
λ′1 = 2k and π
′
1 ≤ 2k + 2r. We now delete one of the largest parts of λ
′ and take
its conjugate to obtain λ∗. On the other hand, we append 2k+ 2r to the top of π′
and take its conjugate to obtain π∗. Obviously, λ∗ ∈ O∗k and π
∗ ∈ O∗k+r. One may
see Fig. 2 for an example.
This process is invertible. Hence the lemma follows readily. 
Figure 2. An example in the proof of Lemma 2.2 (k = 3 and r = 1)
λ:
π:
λ′:
π′:
λ∗:
π∗:
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Lemma 2.3. ∑
(µ∗,ν∗)∈E∗×EO∗
k,r
q|µ
∗|+|ν∗| =
∑
(µ,ν)∈P×Qk,r
q4|µ|+4|ν|+2r. (2.3)
Proof. Let (µ, ν) ∈ P × Qk,r. We split each square in the Young diagrams of µ
and ν into four squares and get µ′ and ν′. We first put µ∗ = µ′ ∈ E∗. For ν′, we
observe that it has a Durfee rectangle (2k + 2r)× 2k while on the right-hand side
of this Durfee rectangle, there are two columns of size 2k. We now delete one of
the two columns and append 2k+2r below the Durfee rectangle to obtain ν∗. It is
not difficult to check that ν∗ ∈ EO∗k,r. One may see Fig. 3 for an example.
This process is invertible. Hence the lemma follows readily. 
Figure 3. An example in the proof of Lemma 2.3 (k = 3 and r = 1)
µ:
ν:
µ′:
ν′:
µ∗:
ν∗:
We now finish the combinatorial proof of (1.2).
Combinatorial proof of (1.2). We rewrite (1.2) as
1
(q4; q4)∞
∑
π∈EO∗
zeoc(π)q|π| =
1
(z2q2; q4)∞(z−2q2; q4)∞
.
We observe that given a partition in EO∗ with even-odd crank being 2r, its
conjugate is also in EO∗ and has even-odd crank −2r. By the symmetry, it suffices
to prove ∑
(λ∗,π∗)∈∪k≥0(O∗k×O∗k+r)
q|λ
∗|+|π∗| =
∑
(µ∗,ν∗)∈∪k≥0(E∗×EO∗k,r)
q|µ
∗|+|ν∗|
for each nonnegative integer r. (Here ν∗ runs through all partitions in EO∗ with
even-odd crank being 2r.)
Finally, we claim that the above identity is a direct consequence of Lemmas
2.1–2.3 and hence we complete the proof. 
Remark 2.1. It is worth pointing out that one may obtain a more direct bijection
between ∪k≥0
(
O∗k ×O
∗
k+r
)
and ∪k≥0
(
E∗ × EO∗k,r
)
by using a similar argument as
the proof of Lemma 2.1. However, Lemma 2.1 and its combinatorial proof have
independent interest.
On partitions with even parts below odd parts 5
3. The largest even part
Let eo0(n) (resp. eo2(n)) denote the number of partitions of n in EO
∗ with largest
even part congruent to 0 (resp. 2). We are interested in the relation between eo0(n)
and eo2(n).
Notice that∑
n≥0
(eo0(n)− eo2(n))q
n =
∑
k≥0
(−q2)k
(q4; q4)k(q4k+2; q4)∞
=
1
(q2; q4)∞
∑
k≥0
(q2; q4)k(−q
2)k
(q4; q4)k
=
1
(q2; q4)∞
(−q4; q4)∞
(−q2; q4)∞
=
(−q4; q4)∞
(q4; q8)∞
,
where the second last identity comes from the celebrated q-binomial theorem (cf. [1,
p. 17, Theorem 2.1]) ∑
n≥0
(a; q)nz
n
(q; q)n
=
(az; q)∞
(z; q)∞
.
The trivial fact that (−q4; q4)∞/(q
4; q8)∞ is a positive series of q
4 immediately
leads to the following surprising result.
Theorem 3.1. We have
eo0(n)
{
= eo2(n) if n is not divisible by 4;
> eo2(n) if n is divisible by 4.
Example 3.1. We have eo0(6) = 2 since 6 has partitions
3 + 3, 1 + 1 + 1 + 1 + 1 + 1
and eo2(6) = 2 since 6 has partitions
6, 2 + 2 + 2.
Example 3.2. We have eo0(8) = 4 since 8 has partitions
8, 4 + 2 + 2, 3 + 3 + 1 + 1, 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1
and eo2(8) = 1 since 8 has partition
3 + 2 + 2.
4. A weighted overpartition generalization
The result in Sect. 3 is motivated by Ae Ja Yee’s suggestion on an overpartition
analog of Andrews’ partition function.
Let EO
∗
be the set of overpartitions where all even parts are below odd parts
and only the largest even part appears an odd number of times. For π ∈ EO
∗
, we
use o(π) to count the number of overlined parts in π. It is not difficult to write the
generating function∑
π∈EO
∗
zo(π)q|π| =
(−zq2; q4)∞
(q2; q4)∞
+
∑
k≥1
(1 + z)q2k(−zq4; q4)k−1(−zq
4k+2; q4)∞
(q4; q4)k(q4k+2; q4)∞
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=
(−zq2; q4)∞
(q2; q4)∞
∑
k≥0
(−z; q4)k(q
2; q4)kq
2k
(q4; q4)k(−zq2; q4)k
.
However, this generating function seems to be unable to get further simplified.
On the other hand, the Bailey–Daum sum (cf. [2, Eq. (17.6.5)]) tells∑
n≥0
(a; q)n(b; q)n
(q; q)n(aq/b; q)n
(
−
q
b
)n
=
(−q; q)∞(aq; q
2)∞(aq
2/b2; q2)∞
(−q/b; q)∞(aq/b; q)∞
.
This motivates us to assign the following weight to π ∈ EO
∗
w(π) =
{
1 if the largest even part of π is divisible by 4;
−1 if the largest even part of π is not divisible by 4.
Theorem 4.1. ∑
π∈EO
∗
w(π)zo(π)q|π| =
(−q4; q4)∞(−zq
4; q8)2∞
(q4; q8)∞
. (4.1)
Proof. We have∑
π∈EO
∗
w(π)zo(π)q|π| =
(−zq2; q4)∞
(q2; q4)∞
+
∑
k≥1
(1 + z)(−q2)k(−zq4; q4)k−1(−zq
4k+2; q4)∞
(q4; q4)k(q4k+2; q4)∞
=
(−zq2; q4)∞
(q2; q4)∞
∑
k≥0
(−z; q4)k(q
2; q4)k(−q
2)k
(q4; q4)k(−zq2; q4)k
=
(−zq2; q4)∞
(q2; q4)∞
(−q4; q4)∞(−zq
4; q8)2∞
(−q2; q4)∞(−zq2; q4)∞
=
(−q4; q4)∞(−zq
4; q8)2∞
(q4; q8)∞
.

If we take z = 0, then we obtain the generating function identity of eo0(n) −
eo2(n) in Sect. 3. If we take z = 1, then∑
π∈EO
∗
w(π)q|π| =
(−q4; q4)∞(−q
4; q8)2∞
(q4; q8)∞
.
Again we notice that this is a positive series of q4. Let eo0(n) (resp. eo2(n)) denote
the number of overpartitions of n in EO
∗
with largest even part congruent to 0
(resp. 2).
Theorem 4.2. We have
eo0(n)
{
= eo2(n) if n is not divisible by 4;
> eo2(n) if n is divisible by 4.
5. Conclusion
The combinatorial proof of (4.1) seems to be more difficult than Andrews’ non-
overlined version and hence we cry out for such an interpretation. On the other
hand, it would be interesting to see direct combinatorial proofs of Theorems 3.1
and 4.2.
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