The propagation of probe and coupling optical beams through a four-level coherent media is modeled by two coupled nonlinear Schrödinger equations. The nonlinear susceptibilities exhibited by the four-level media are calculated in the nonperturbative regime, i.e., considering the probe and coupling fields as having comparable amplitudes. We address the existence and stability of vector solitons build by the probe and coupling beams in the coupled nonlinear Schrödinger equations.
I. INTRODUCTION
In the last decades increasing efforts has been directed toward the development of optical media whose properties can meet specific requirements otherwise not obtainable by conventional media. Coherent media make use of the quantum coherence to control the interference between different transition pathways which account for the physical properties of the media. For example, destructive quantum interference between two transition pathways can drastically reduce or even cancel the linear absorption of electromagnetic fields. Using this technique, called electromagnetically induced transparency ͑EIT͒, an opaque media may be turned transparent within a certain frequency window ͓1͔. The coherent media have found applications in quantum information processing, e.g., quantum memory ͓2͔ and photon switching ͓3͔. For a review of optical phenomena based on coherent media we direct the reader to Refs. ͓4,5͔.
The properties of coherent media have attracted also the interest of the nonlinear waves community and many theoretical and numerical studies being undertaken. It was shown that under certain conditions pulses of electromagnetic fields and media excitations propagate in pairs, referred to as adiabatons ͓6,7͔, EIT processes may induce nonlinear wave guiding ͓8͔ and four-level systems may lead to the implementation of cubic-quintic-like nonlinearities ͓9,10͔. As the coherent phenomena build up from the interplay between the medium and two or more radiation fields, the theoretical studies have also addressed the existence and the stability of vector solitons, for instance, in Raman media ͓11͔. Systems based on mixtures of two atomic species interacting with two electromagnetic fields were shown to support Thirring-type solitons ͓12͔, i.e., vector solitary waves arising solely from the cross-phase modulation. The achievements mentioned above were obtained using mainly the model of nonlinear Schrödinger equation ͑NLS͒, intensively studied theoretically, numerically, and experimentally during the last decades, for introductory literature on the NLS equation and its applications in optics we direct the reader to Refs. ͓13,14͔.
In general, the coherent media allow the formulation of extended NLS models which otherwise are very difficult to implement by naturally occurring materials, see, e.g., Ref.
͓15͔. Most of the results were derived in the perturbative regime when the probe fields have much smaller amplitude than the other ones, and only few were obtained in the nonpertubative regime when all fields may have comparable amplitudes ͓6,10͔.
In the present work we explore the properties of the vector solitons supported by a four-level coherent media interacting with two radiation fields which are considered in the full nonperturbative regime. The propagation of the electromagnetic fields as continuous waves is modeled using a system of two coupled NLS equations. The paper is organized as follows. Section II describes the main features of the physical system under study. In Sec. III the existence domains of vector solitons are explored. Section IV addresses the stability of the introduced vector solitons. Finally, the main results are summarized.
II. PHYSICAL SYSTEM
We consider a four-level coherent media whose allowed dipole transitions are coupled to two electromagnetic fields as shown in Fig. 1 . A similar configuration was previously proposed to enhance the cross-phase modulation ͓16͔ and the third-order susceptibility ͓17͔.
The atomic population is described using the densitymatrix formalism, the time development being governed by the master equation The energy levels of the coherent media: the probe field p couples to the transitions ͉1͘ ↔ ͉3͘ and ͉2͘ ↔ ͉4͘, while the coupling field c couples to ͉2͘ ↔ ͉3͘. The radiative decays and the collisional dephasing processes are modeled by ␥ 13,23,24 and ␥ 12 , respectively.
The interaction Hamiltonian H I ͑t͒ given in the interaction picture reads as ͓4͔ We solve the master Eq. ͑1͒ assuming an instantaneous response of coherent media to the electromagnetic fields, i.e., = 0, and express the matrix elements ij as functions of the Rabi frequency of probe and coupling field. Then, the nonlinear susceptibilities are calculated as ͓18͔
where = ͉͉ 2 / ⑀ 0 ប, being the atom density and ⑀ 0 being the vacuum permittivity. Typical physical parameters for dilute atomic gases are =10 14 cm −3 , =3ϫ 10 −29 C ϫ m, ␥ 12 =10 −8 ␥ ͓19͔, ␥ 13 = ␥ 23 = 0.6␥, and ␥ 24 = 1.2␥ ͑with ␥ =30 ϫ 10 6 s −1 ͒. For simplicity, we assume probe and coupling fields of equal wavelengths p Ӎ c = 780 nm. The nonlinear response of the four-level coherent media can be tailored by adjusting the detunings ⌬ ij . In Figs. 2͑a͒ and 2͑b͒ we present the susceptibilities p and c as functions of probe and coupling Rabi frequencies for the previously mentioned set of physical parameters and the detunings ⌬ 13 = ⌬ 23 = ⌬ 24 =5␥.
Assuming the slow varying envelope and the paraxial approximations, the propagation of probe and coupling fields as continuous waves may be described by a system of two coupled NLS equations ͑for a brief and rigorous derivation see Refs. ͓5,20͔, respectively͒:
where
The spatial coordinates x, y, and z from Eqs. ͑4͒ stand for normalized coordinates defined as x = xЈk p ͑the same relation holds for y͒ and z = zЈk p / 2, where the prime designates the physical coordinate and k p =2 / p .
Next, we focus on the localization effects induced by the real part of the probe and coupling susceptibilities, discarding for simplicity their imaginary part.
III. STATIONARY STATES
We look for radially symmetric self-localized stationary vector states ͑⍀ p , ⍀ c ͒ of the NLS system ͓Eq. ͑4͔͒, with
The stationary states ⍀ p,c ͑r͒ of the above equation system are computed using an optimized relaxation algorithm for two-point boundary value problems ͓21͔. We found that system ͑5͒ exhibits a broad variety of states when considering the nonlinearities p,c depicted in Figs. 2͑a͒ and 2͑b͒. In general, the coupled Eq. ͑5͒ may posses more than one solution for one fixed pair ͑␤ p , ␤ c ͒. In order to distinguish the solutions we order them by their total norm N T =2͐dr r͉͑⍀ p ͉ 2 + ͉⍀ c ͉ 2 ͒ as follows: The states ͑a͒ and ͑b͒ belong to the fundamental domain, ͑c͒ and ͑d͒ to the first excited one, and ͑e͒ and ͑f͒ to the second-order domain. The labels "fundamental," "first," and "second" indicate the existence domain to which the stationary solution belongs. the solution of lowest total norm is designated as fundamental ͑or ground͒ state, then in the ascending order of the total norm we introduce the first, second, third, and so forth order states. However, we restrict our analysis to the stationary states of fundamental, first-and second-order types. The most representative stationary states are depicted in Figs. 3 and 4, their positions within the existence domain being indicated in Figs. 5͑a͒, 7͑a͒, and 8͑b͒ by a corresponding label. The fundamental states feature mainly single-hump shapes except for the states from the lower end of the fundamental domain, which exhibit a central radial dip, see Figs. 3͑a͒ and 4͑a͒. The difference between the first-and second-order stationary states is given by the central radial dip, as seen Figs. 3͑c͒ and 3͑e͒. When approaching the lower left end of higher-order domains the stationary states resemble to those supported by cubic-quintic nonlinearities ͓22͔, with increasing width at constant maximum amplitude, see Figs. 3͑c͒ and 3͑e͒. However, the behavior of our vector solitons has to be understood within the context of coupled NLS equations and on the basis of the physical system depicted in Fig. 1 . Figure 5 gives an overview of the first three existence domains: fundamental ͑thick curve͒, first order ͑middle size curve͒, and second order ͑thin curve͒. The existence domains can be regarded as superposed surfaces into the threedimensional space ͑␤ c , ␤ p , N T ͒, where N T is the total norm. Basically, they are organized as one low-lying surface repre- senting the fundamental domain and two interleaved spiraling or helicoid surfaces which resemble somehow the DNA helix, both of them emerging from the fundamental domain and representing the higher-order domains, see the schematic representation given in Fig. 6 . Along the curve C represented in Figs. 5 and 6 the fundamental domain folds back to lower values of ␤ p and forms the first excited domain, as can be seen in Fig. 8 . It is not possible to surpass by continuation the curve C ϵ͑␤ p Ϸ 0.606, ␤ c Ϸ 0.061-0.065͒ from lower to higher values of ␤ p with ␤ c kept fixed. Nevertheless, making a detour through the region to the right of the curve C higher values of ␤ p can be reached and one steps into the secondorder domain ͑see Fig. 6͒ .
The total norm of the stationary states along several lines of constant ␤ p,c is given in Figs. 7 and 8. We remark the ordering of the existence domains by their increasing total norm: fundamental, first, and second order. In Fig. 8 we see how the first-and second-order domains connect to their next higher-order domain for certain values of ␤ c . For comparison, we represent in Fig. 8 also the total norm of the stationary states from the higher-order domains.
IV. STABILITY A. Linear stability analysis
The starting point of the linear stability analysis consists in the addition of infinitesimal perturbations f, h, g, and q of azimuthal order m to the stationary state ͓⍀ p ͑r͒ , ⍀ c ͑r͔͒, see for instance Ref. 
͑6b͒
When the above perturbed states are introduced into the coupled system ͓Eq. ͑4͔͒ they yield upon linearization around the stationary state ͓⍀ p ͑r͒ , ⍀ c ͑r͔͒ a system of four linear differential equations corresponding to the four perturbation modes f, h, g, and q. Since, in the present work, the In order to have a better idea, we also plot total norm of stationary states belonging to higher-order existence domains. We remark how neighboring domains get successively connected as ␤ c increases. The figure focus on the details of the interconnections between domains, but the total norm of the states corresponding to the higher-order domains goes beyond the upper limit of the displayed vertical axis.
analysis concerns radially symmetric stationary states without vorticity, the four perturbation modes are degenerated, i.e., f = h ‫ء‬ and g = q ‫ء‬ , which leads to a linear system of two equations
Assuming that the perturbation modes f and g posses the perturbation eigenvalue or growth rate, ␦,
then equation system ͑7͒ is equivalent to the following linear eigenvalue problem:
The linear stability analysis focuses on determining the perturbation eigenvalues ␦. Whenever ␦ fulfills Re͕␦͖ Ͼ 0 it is said that the stationary state ͑⍀ p , ⍀ c ͒ is unstable because a nonzero real part of the eigenvalue leads, according to Eqs. ͑9͒, to growing perturbation modes with the propagation distance z. The values of ␦ for different propagation constants ␤ p and ␤ c are computed combining two approaches: ͑i͒ estimation of the growth rate from the propagation of perturbation modes given by Eqs. ͑7͒ ͓23͔ and ͑ii͒ relaxation method applied to eigenvalue Eqs. ͑10͒ ͓21͔. First, for a specific stationary state and an azimuthal order m, the growth rate method is employed to calculate the value of ␦ and the corresponding perturbation modes f and g. Then, they are used as initial data for the relaxation algorithm which allows one to sweep the entire existence domain and track the variation in the perturbation eigenvalue ␦. The linear stability analysis is performed for the stationary states from the fundamental and the first excited domains. It was found that for the fundamental states the dominant linear instability is the first-order one, as seen in Fig. 9 . Higher-order linear perturbations become significant for fundamental states close to the lower end on the their existence domain. This fact can be accounted by the presence of the radial central dip in the probe beam, see Figs. 3͑a͒ and 4͑a͒. The perturbation eigenvalues for first-order states of ␤ c = 0.053 and 0.0665 are given in Fig. 10 . The states placed in the right part of the first excited domain display high-order azimuthal linear perturbations, in Fig. 10͑a͒ being presented the first six-order perturbation eigenvalues. These instabilities diminish as one moves to smaller values of ␤ c where only the first-order linear instability is found, see Fig. 10͑b͒ .
B. Propagation dynamics
To see how the instabilities set in, the stationary solutions were perturbed by 1% noise and let evolve according to the coupled NLS Eqs. ͑4͒. The simulations were performed using a split-step algorithm ͓24͔ of second order in time and spectral accuracies in space, with the linear step implemented by Fourier transform and the nonlinear one by midstep Euler method. The size of spatial domain is 200ϫ 200 normalized units and is sampled by a 512ϫ 512 grid. The advancing step was set to ⌬z = 0.01. In order to suppress the rebounds of the outgoing wave packets an absorbing potential is used ͓24͔.
The development of the first-order azimuthal instability is presented in Fig. 11 for the stationary ground state with ␤ p = 0.16 and ␤ c = 0.005. The instability acts mainly on the probe field which is expelled from the probe-coupling vector soliton. Once the probe and coupling beams get spatially separated, they undergo diffraction. The norm of the probe field, solid line in Fig. 11͑g͒ , drops once the probe beam reaches the boundary of the computational domain and is removed by the absorbing potential.
In Fig. 12 is depicted the evolution of the ground state with ␤ p = 0.59 and ␤ c = 0.0665. The dominant linear instability for this state the one of order two which sets in by z Ϸ 200, see Fig. 9͑h͒ . Finally, the probe beam is split into two wave packets moving in opposite directions. Nevertheless, the process is not driven solely by the linear instabilities as both beams develop also ring structures, see Figs. 12͑d͒-12͑f͒.
The dynamics of the first excited state with ␤ p = 0.59 and ␤ c = 0.0665 is shown in Fig. 13 . It can be seen that the instabilities do not resemble those produced by the linear perturbation modes. The stationary state decays into a filamentary structure, see Figs. 13͑e͒ and 13͑f͒ .
From the simulations shown in Figs. 11-13 we can estimate the propagation distances without major disturbance z u of the stationary states. When comparing them with the corresponding Rayleigh range z R of the initial stationary states we find that the ratio z u / z R ranges from two ͑for the simulation shown in Fig. 13͒ up to ten ͑for the simulation shown in Fig. 11͒ . This indicates that the probe-coupling vector solitons supported by the four-level coherent media can survive long enough distance to be experimentally detected.
V. CONCLUSIONS
We have shown that the probe and coupling beams interacting with a four-level coherent media in the nonperturbative regime yield vector solitons within a NLS model. The fundamental and higher-order existence domains of these vector solitons were constructed, being organized as two interleaved helicoid surfaces which split-off from a fundamental domain.
It was found that the spatial profile of some particular stationary states resemble the flat-top states encountered in cubic-quintic NLS models, but an analogy between the two models is not straightforward. The linear stability analysis of the vector solitons shown that they are unstable with the first-order perturbation being, in general, the dominant one. The propagation by direct numerical simulations revealed the presence of nonlinear instabilities whose influence increases when going from fundamental to higher-order stationary solutions. The analysis of the propagation distances in terms of Rayleigh range indicates that the vector solitons may survive long enough in order to be observed experimentally.
