Motivated by the close relation between estimation and control problems, we explore the possibility to utilize stochastic sampling for computing the optimal control for a large-size robot population. We assume that the individual robot state is composed of discrete and continuous components, while the population is controlled in a probability space. Utilizing a stochastic process, we can compute the state probability density function evolution, as well as use the stochastic process samples to evaluate the Hamiltonian defining the optimal control. The proposed method is illustrated by an example of centralized optimal control for a large-size robot population. NOMENCLATURE R, R n set of real numbers, set of real number vectors of dimension n. Q set of discrete states, i.e., integer indexes {1, 2, 3, . . .} U ad set of admissible control. ρ(x,t) probability density function (PDF) of the hybrid state at time t. This variable is a vector of functions; it depends on x ∈ X and t ∈ R, but x and t are frequently omitted in expressions. ρ i (x,t) the PDF component corresponding to the discrete state i, i ∈ Q. π(x,t) the adjoint state distribution. π the discrete approximation of the adjoint state distribution. φ(x,t) the adjoint state PDF. P i (x,t) the probability of the discrete state i, i ∈ Q. P π i (x,t) the probability of the discrete adjoint state i, i ∈ Q. F t the transition rate matrix.
INTRODUCTION
Solutions of multi-robot control problems may be of enormous complexity because of the operating environment uncertainties, or a large number of redundant states and robots. For many years it has been known that the optimal control and optimal estimation problems are closely related [1] . For example, the linear quadratic regulator (LQR) and the Kalman filter (KF) estimator can be derived in the same optimal control framework. Having this in mind, it is expected that estimation methods based on statistical sampling, and employed for solving complex estimation problems [2] , can contribute to solving complex control problems for a single and, more importantly, multi-robot systems under the presence of uncertainty.
Along this idea, Kappen et. al. [3, 4] used stochastic differential equations to model individual agents. Based on this description, it is possible to relate the Hamilton-Jacobi-Bellman partial differential equation with samples of the stochastic process trajectories and use the samples to define the stochastic optimal control of multi-agent systems. In this framework, the state of individual robots is continuous. However, the state of real robots is generally described by a combination of continuous and discrete variables, i.e., by a hybrid state. Therefore, it is more natural to describe the robot behavior using a hybrid automaton [5] . The automaton describes the discrete and continuous variables change in time, which depends on events influencing the robot behavior. In the case of a large-size multirobot population, it becomes highly complex to predict events from the robot local environment. Because of that, we model a large-size robot population considering the stochastic hybrid model and study how it can be controlled.
In this paper, we consider a problem in which the presence of a large-size robot population in a desired region of operating space is maximized. This problem is formulated in a hybrid system framework in [6] . Its solution, based on the minimum principle for partial differential equations, is presented in [7, 8] , and it is solved numerically when the presence of the robots is maximized along one dimension (1D).
The Hamiltonian, which defines the optimal control, includes integral terms that depend on the solution of a system of partial differential equations (PDE). This system of PDEs is in general difficult to evaluate and the numerical evaluation of integrals is prone to errors. However, we recognize that the problem solution can be simplified and propose to use samples of the stochastic processes to evaluate the Hamiltonian components from the expected values of the adjoint state distribution.
The direction of the research we are pursuing is considerably different from the stochastic optimal control work presented in [9] . There, stochastic processes have been used only as an analytical tool to map the stochastic process to be controlled into the finite state space, in which the optimization is performed. The benefit of using a solution based on sampling, i.e, computational statistical methods, is that control problems in robotics could be solved faster. This possibility also depends on the ability to implement sampling and computations with samples into the processor computing the control.
MODELING AND CONTROL FRAMEWORK
In the modeling framework we consider, the state of an individual robot at time t is uniquely defined by the couple (x(t), q(t)), x ∈ X, X ∈ R n , q ∈ Q, Q = {1, 2, ...N}. While in the discrete state (mode) k ∈ Q, the continuous state of a robot obeys the differential equationẋ = f k (x,t). We also assume that switching among the discrete states, say from the state k ∈ Q to the state j ∈ Q, (k = j), is described by stochastic transition rates λ k j , and that x(t) is a continuous function of time. In other words, the continuous state just before the discrete state transition x(t − ) is equal to the state x(t + ) after the state transition. This very general model of an individual robot is illustrated in Fig. 1 and the modeling framework we are applying here is detailed in [8] .
Recognizing that the state of an individual robot is composed of discrete and continuous components, the state probability density function (PDF) is a vector of functions ρ(x,t) = [ρ 1 (x,t) ρ 2 (x,t) . . . ρ N (x,t)] [8] . Each component ρ i (x,t) corresponds to the discrete state i, and the symbol (') denotes the Figure 1 . Stochastic hybrid automaton model of a robot in a probabilistic framework: discrete state q; continuous state x vector field f k , k ∈ Q describes the change of the continuous state; stochastic transition rates λ k j , k, j ∈ Q describe the mode switching; y is the measurable output; if the full continuous state of the robot is measurable, C is the unity matrix.
vector transpose. The state PDF satisfies
where P i (t) is the probability of the discrete state i at the time point t. Let us define the vector of discrete probabilities P(t) = [P 1 (t), P 2 (t), . . . P N (t)] , then evolution of the probability vector is given by:Ṗ
with matrix F t defining the transition rates among the discrete states. In general, the correspondence between the matrix F t members [F t ] i j and the transition rates λ i j is not one-to-one. Assuming that the transition rates depend on the vector
. . M, we can define the transition rate matrix as a function of the vector u(t), i.e., F t (t) = F u (u(t)). Consequently, the vector of the discrete state probabilities obeys [10] :Ṗ
Moreover, it can be proven [8] that the state PDF obeys the following system of partial differential equations (PDE):
where F ∂ is the diagonal linear differential operator. When the operator F ∂ is applied to ρ(x,t), it results in:
Taking into account that the state PDF evolution ρ(x,t) depends on the vector u(t), we can formulate the optimal control problem in the probability space using the cost function:
In this respect, the optimal control problem is the optimization problem:
Alternatively, to avoid the singular control problems [8] , we can consider the optimal control that includes the term penalizing the control:
Anyway, the solution of this problem is a sequence of the optimal control u * (t), from the set of admissible control U ad , such that the cost function is maximized. By a suitable choice of the weighting function w(x), the cost function can be used to find the optimal control maximizing probability of the robot presence in the desired region of the robots' operating space.
The optimal control maximizing the criterion (6) is a special case of a more general optimal control problem of the evolution equation [11] . Under the condition that the operator F(u) is bounded, i.e., F(u(t)) < ∞, the minimum principle for PDEs can be applied [11] . According to the minimum principle, the optimal control u * (t) satisfies:
In other words, for the optimal state PDF trajectory ρ * (x,t), the optimal control minimizes the Hamiltonian at each time point. The Hamiltonian is:
where brackets ·, · denote the scalar product of function vectors defined as:
The function vector π(x,t) is the so-called adjoint state distribution and satisfies:
The major difficulty in computing the optimal control is in evaluation of integrals (11) and corresponding PDE system solutions (4) and (12) . Based on the definition of the scalar product (11), the Hamiltonian can be expressed as:
,i.e.,
where [·] i denotes the ith row of the vector. In the following section, we will explain how the evolution of the state PDF ρ, as well as expression (15) can be computed using the stochastic sampling propagator.
STOCHASTIC SAMPLING PROPAGATOR
The evolution of the large-size population probability density function ρ(x,t) is described by the PDE system (see Eq.4). One way to obtain the evolution ρ(x,t) is to solve the PDE system forward in time starting from the initial condition ρ(x, 0) = ρ 0 (x). We propose an approach to computing the evolution ρ(x,t) based on stochastic trajectories of the hybrid state (x, q) evolution resulting from the model presented in Fig. 1 . To account for the fact that the transition rates can change in time, we assume that the control is a piecewise constant function of time discretized with the sample time ∆T . The basis for the proposed algorithm is the Gillespie's stochastic simulation algorithm [12] .
To generate the trajectory of (x, q), we need to generate the initial state (x(0), q(0)) from the state PDF ρ(x, 0) = ρ 0 (x). Probability P i (t) of q(t) = i is:
Therefore, the random variable q(0) = i should be generated from the discrete state probability distribution represented by the vector of discrete state probabilities
Symbolically, we will represent it as:
Once the initial discrete q(0) state is defined, the continuous variable x(0) can be generated from the corresponding ρ i (x, 0) component of the state PDF ,i.e., from the probability P of x(t) given that q(t) = i and t = 0:
Whenever the discrete state is q(t) = i, the evolution of the continuous state x obeysẋ = f i (x). Therefore, generating trajectory (x(t), q(t)) reduces to the problem of generating the state transitions of the discrete state q(t). Let us assume that at time t = t s , t s ∈ [(k − 1)∆T, k∆T ), the hybrid state is (x(t), q(t)); then, the time instant at which the state changes t c can be generated based on the following two rules: (a) t c = t s + t t , t t ∼ e −t ∑ j λ i j (k−1) , under the condition that t c < k∆T . If the condition is not satisfied, apply rule (b). (b) t c = k∆T + t t , t t ∼ e −t ∑ j λ i j (k) , under the condition that t c < (k + 1)∆T . If the condition is not satisfied, increase k by 1. Apply rule (b) until the condition is satisfied.
These two rules define the time point t c at which the jump from the discrete state i to the discrete state j happens, but do not specify the variable j. The state j needs to be sampled from the discrete state probability density function, i.e., from the probability P of q(t + ) = j, given that q(t) = i provided in the vector of the discrete probability distribution with N − 1 elements:
(19) The above algorithm can be used to generate a single trajectory for the stochastic model shown in Fig. 1 . In the limit of a large number of samples, the normalized density of trajectory points will correspond to the solution of the PDE system given by Eq. 4. In this respect, the stochastic simulation is a computational propagator of the evolution ρ(x,t) and we can denote it as:
HAMILTONIAN EVALUATION
Let us assume that the total number of the trajectories we use to propagate the state PDF ρ is N samp , that x k (t) and q k (t) denote the continuous state and discrete states of trajectory k at time t, k = 1 . . . N samp . At a given time point t, among N samp trajectories only N i (t) trajectories are in the discrete state i, and naturally, ∑ i N i (t) = N samp , ∀t. From the state PDF normalizing condition (1), we can conclude that:
Following, the expected value of [F (u)π(x,t)] i under the condition that the discrete state q(t) = i is
and can be approximated as:
(23) where δ(q k (t) − i) = 1 if q k (t) = i, and zero elsewhere. Conseqently, the Hamiltonian (15) can be expressed as:
In the limit of a large number of samples P i (t) ≈ N i (t)/N samp ; therefore, the Hamiltonian value can be estimated using the following expression:
where ∑ k denotes the sum over all trajectories and ∑ i over all discrete states. This expression is exact in the limit of a large number of samples N samp . To illustrate and verify the algorithm for generating stochastic trajectories (x(t), q(t)) and computing the Hamiltonian components, we use a 1D example in the next section.
1D EXAMPLE
The stochastic model presented in Fig. 2b illustrates the state PDF evolution of a large-size robot population along one dimension (Fig. 2a) , in which u 1 , u 2 and u 3 correspond to stochastic rates of the commands: move-left, move-right and stop. In this example, k 1 = −0.5 and k 2 = 0.25. The control u(t) = [u 1 (t) u 2 (t) u 3 (t)] is computed as the optimal control based on the minimum principle and Hamiltonian presented in the previous section.
The cost function is:
where ε = 10 −7 , the weighting w(x) = [0 0 w 3 (x)] and the initial Figure 2 . 1D example [7, 8] Figure 3. The finite element solution of the state PDF evolution for the 1D example under the optimal control u * (t), 500 points [7, 8] condition ρ(x, 0) = [0 0 ρ 3 (x, 0)] are defined by:
The optimal control sequence u * (t) = [u * 1 (t) u * 2 (t) u * 3 (t)] in the time interval 0 < t < 3 is defined by:
The evolution of the state PDF for this system under the control u * (t) is presented in Fig. 3 . We present only ρ 1 (x,t) and ρ 3 (x,t) because under this control ρ 2 (x,t) = 0, ∀t. For the illustration, we generated 10 stochastic trajectories of the continuous variable x (see Fig. 5 ) under the control u * (t). The evolution of the discrete state q can be observed from the trend in x. When x decreases, the discrete state is 1, and when it remains constant, the state is q = 3. It is worth mentioning that, among these 10 trajectories, there is one for which x(t) is constant. The small pick around the point 2.5 in the right panel of the Fig.3 at t = 3, confirms that the probability of such trajectories is non-zero, but it is small.
To obtain the state PDF ρ(x,t), i.e., its components ρ i (x,t) at a specific time point t, we need to collect points x(t) and estimate components ρ i (x,t). It is obvious that 10 trajectories cannot provide a good estimate of ρ(x,t) For this reason, we generated 10 5 trajectories and computed the histogram probability density function estimate. That means that we discretized the x axis into intervals of the length ∆x and counted how many points fell into a specific region. Finally, we normalized the histogram so that the estimated ρ(x,t) is normalized to 1. Our results are presented in Fig. 4 . As expected, the match between the numerical PDE system solution and the result obtained from stochastic trajectories is exact. There are only negligible discrepancies due to data sampling from a finite number of trajectories.
In Table 1 , we provide the time our MATLAB code takes to compute the state PDF evolution based on the stochastic simulation approach (Fig. 4) and the time it takes to compute the evolution based on the finite element (FE) approach with 500 points (Fig. 3) . We can see that the time for the stochastic simulation approach increases roughly linearly with the number of samples and that the time of the FE approach can be reached if we use approximately 3 · 10 5 samples.
For the purpose of computing the optimal control, the number of the samples we need depends on the convergence of the optimization algorithm to the solutions. Therefore, as the final test of the stochastic sampling propagator, we computed the optimal control based on the algorithm presented in [8] , but using the stochastic samples for the Hamiltonian evaluation (25) instead of the Hamiltonian which is completely based on PDE systems solutions [8] . We can see from When we use 10 5 samples, the fluctuations are much smaller and the optimization algorithm converges. It is interesting to notice that the stochastic sampling evaluations result into the cost function value which is smaller that the value resulting from the PDE system solutions (see Fig. 6 ). This is because of discrete approximations involved into solutions of PDE systems, as well as approximation of integrals contributing to the cost function. The average time that our MATLAB code takes for a single iteration based on the finite element method (500 points) is 1629s (Fig. 6, dashed line) . Using the same optimization code, a single iteration in the stochastic-based method with 10 5 samples is 350s (Fig. 6, solid line) . Under the conditions presented above, the stochastic-based method is in average 4.5x faster than its deterministic counterpart.
CONCLUSION
In this paper we considered a large-size robot population control problem that had been previously formulated and solved in a probability space utilizing systems of PDEs. Solving these PDEs is computationally expensive; therefore, having in mind that the PDEs are in close connection with the stochastic process to be controlled, we explore an opportunity to utilize the stochastic process samples to compute the control.
Our paper describes an algorithm for generating the stochastic process that can be used to propagate the state PDF of the robot population. We show that the algorithm predicts exactly the state PDF evolution and we derive expression for the Hamiltonian evaluation which involves the stochastic process samples. The Hamiltonian evaluated in this way can be used in iterations computing the optimal control as if it was computed based on the PDE system solutions. We also notice that the cost function resulting from utilizing stochastic processes has smaller values than the cost function computed based on PDEs. This means that the evaluations involving the stochastic process samples are closer to the true values.
In summary, we can conclude that utilizing stochastic processes for computing control of multi-robot systems considering discrete, as well as continuous robot states is possible. By embedding stochastic process generators into analog circuits and utilizing them in dedicated processors for computing control, complex stochastic optimal control problems can be solved efficiently and potentially exploited for real-time multi-robot systems control.
