Abstract. We show that the space of all bounded derivations from the disc algebra into its dual can be identified with the Hardy space H 1 ; using this, we infer that all such derivations are compact. Also, given a fixed derivation D, we construct a finite, positive Borel measure µD on the closed disc, such that D factors through L 2 (µD). Such a measure is known to exist, for any bounded linear map from the disc algebra to its dual, by results of Bourgain and Pietsch, but these results are highly non-constructive.
Introduction
Although derivations from Banach algebras to particular coefficient modules have been much studied, interest has usually focused on the existence or otherwise of non-trivial bounded derivations, rather than their characterisation. Even in the special case of derivations from a commutative Banach algebra to its dual (as in [2] or [5] for example), there are comparatively few examples where the space of such derivations is explicitly characterised or parametrised.
For uniform algebras, very little is known: the only examples with a complete characterisation are the trivial uniform algebras C(X) -and these have no nonzero bounded derivations into any dual C(X)-bimodule. In this paper we provide the first example of a non-trivial uniform algebranamely, the disc algebra -where the space of derivations to its dual can be completely characterised. For the disc algebra, this is equivalent to characterising those complex Borel measures µ on the unit circle, for which the bilinear functional (f, g) → T f ′ g dµ on the space of analytic polynomials is bounded in the supremum norm on the unit disc.
Indeed, our proof identifies this space, in a natural way, with a rather well-known space of functions on the unit circle. Some of our techniques should be applicable to other uniform algebras, but for sake of brevity we do not pursue this here.
As a by-product of our characterisation, we obtain a short proof that every bounded derivation from the disc algebra to its dual is automatically compact, resolving a question raised in [4] . Finally, using some ideas from the proof of our characterisation, we show how one can construct a 'Pietsch control measure' for a given derivation, which witnesses the (known) fact that each such derivation is 2-summing. Our construction is explicit and does not rely on the previous results of Bourgain on arbitrary linear maps from the disc algebra to its dual.
Notation and other preliminaries. Throughout, 'derivation' means 'bounded derivation'. Given a Banach algebra A, we denote by D(A) the space of bounded derivations from A to is dual space A * .
We briefly review the (mostly standard) notation used in describing the disc algebra and related spaces.
• ∆ denotes the closed unit disc in the complex plane C; D denotes its interior, and T its boundary. We write A(D) for the disc algebra, that is, the space of all functions which are continuous on ∆ and analytic on D. Via the maximum modulus principle this can be regarded as a closed subalgebra of C(T), and we shall do this without further comment.
• |dz| denotes arc length measure on T, normalised so that the length of T is 2π. For 1 ≤ p < ∞, the norm on L p (T) is denoted by · p , and normalised so that 
Finally, if X is a set of complex-valued functions, we denote by Conj X the set f : f ∈ X .
The characterisation
Our characterisation is as follows:
Furthermore, E : D → h D defines a bounded, linear isomorphism from D(A(D)) onto Conj H 1 0 . As we shall see, the tools required to prove this result already exist in the literature. It is their combination which appears to be new.
2.1. Everything except surjectivity of E. In this subsection we prove most of Theorem 2.1; more precisely we prove the following.
To prove this we shall require some lemmas, and some auxiliary notation. Define B : Given analytic polynomials f and g, let u be the polynomial with constant term zero and whose derivative equals f ′ g. Then
and so by continuity D = 0. Thus B is injective.
It follows from work of Morris in [4] that B factors through the natural inclusion of Conj H 1 0 into A(D) * . The main ingredient is the following proposition.
Proposition 2.4. Let A be a unital uniform algebra on a compact space X. Let M be a symmetric, contractive Banach A-bimodule, and let D : A → M be a bounded derivation.
(
As [4] is not easily available, and since the proof of Proposition 2.4 is short and instructive, we give the argument below, paraphrased slightly from the original wording.
Proof. Let a ∈ A. Since M is symmetric, an easy induction using the Leibniz identity shows that D(a n ) = na n−1 · D(a) for all n ≥ 1; on taking a = 1 A and n = 2, 3 we have
It follows, by considering the power series expansion for exp, that D(e a ) = e a · D(a), and therefore
(Note that this does not use the fact that A is a uniform algebra.) Now let f ∈ A ∩ Conj A. For every t > 0 we have e itf ∞ ≤ 1 and e −itf ∞ ≤ 1; so by (2.1) we have D(tf ) ≤ D . Since t is arbitrary, D(f ) = 0, and (i) is proved. Now suppose h ∈ A. If Re h = 0 then ih ∈ A ∩ Conj A, and hence by part (i) iD(h) = D(ih) = 0. We may thus assume without loss of generality that Re h ∞ > 0. By (2.1), for every a ∈ A we have
Finally, given f, g ∈ A, note that
Applying (ii) with h = f − g and then with h = −i(f + g) gives
Combining these last two inequalities and using the triangle inequality, we obtain (iii). 
where dA is the usual area measure on D. By taking the least possible constants C 1 , C 2 and C 3 which satisfy the above, one obtains three mutually equivalent seminorms · (1) , · (2) and · (3) on the space BMOA. (The kernel of each of these seminorms is the space of constant functions.) Remark 2.5. Strictly speaking, (i) is the true definition. The equivalence of (i) and (ii) is Fefferman's celebrated duality theorem, while the equivalence of (i) and (iii) is essentially the Carleson embedding theorem in a special case. Both results are well-known to specialists, and proofs can be found in [3] , although assembling them from scattered parts takes some work on the reader's part. We can now give the proof of Theorem 2.1. The remainder of the argument is essentially contained, phrased differently, in results from [1] (see in particular Theorem 3.4 of that article). However, the required facts about BMOA predate [1] , and it is easier to use them directly, rather than try to deduce our theorem from that paper's results.
Proof of Theorem 2.1. Having proven Proposition 2.2, it only remains to show that E is surjective. Let h ∈ H 1 0 . We claim that there is a constant K > 0 such that, for any f and g which are holomorphic on a neighbourhood of ∆, we have
where u is defined by u(0) = 0 and u ′ = f ′ g. If this is the case, then we can extend the map (f, g) → T u(z)h(z) |dz| to obtain a bounded bilinear form on A(D), which we denote by D. It can then be easily verified that D ∈ D(A(D)), and that E(D) = h as required.
It remains only to prove the inequality (2.2). Thus, let f and g be holomorphic on a neighbourhood of ∆. It is immediate from the definition of · (3) that u (3) ≤ f (3) g ∞ , and since the norms · (3) and · (2) are equivalent, there exists a constant K 1 -independent of f , g and hsuch that
Remark 2.6. It is possible to prove (2.2) more directly, using arguments from the proof that the seminorms · (2) and · (3) are equivalent; see Remark 4.2 below.
Compactness
It is shown in [4] that every bounded derivation from the disc algebra to its dual is weakly compact. (In fact, by results of Bourgain, every bounded linear map from A(D) to its dual is 2-summing, and hence weakly compact, but the proof for general linear maps is significantly harder than the special case of derivations. For relevant details, see [6, §III.I] for instance.)
We show that rather more is true: each derivation can be approximated in the operator norm by finite rank derivations and so, in particular, is compact. This answers a question raised in [4] . The key observation is the following.
Lemma 3.1. Let h be an analytic polynomial with zero constant term. Then E −1 (h) has finite rank.
Proof. It suffices by linearity to consider the case where h(z) = z n for some n ≥ 1.
showing that D(f ) = 0 for every f in the finite-codimension subspace z n+2 A(D).
Since the polynomials are dense in H 1 , Theorem 2.1 and Lemma 3.1 give the following corollary. D) ), we can construct an explicit approximating sequence of finiterank derivations -just use one's favourite method of approximating H 1 functions by analytic polynomials, such as convolution with the Féjer kernel for example. This may be useful for studying other operator-theoretic properties of D; for instance, its singular values can be estimated by using known approximation results for H 1 -functions.
2-summing norms
As remarked in the previous section, we know that every D ∈ D(A(D)) is 2-summing. Hence, by Pietsch's factorization theorem, there exists a finite, positive Borel measure µ D on ∆ such that
However, these abstract arguments give us no way to find an 'explicit' measure µ D . In this section we shall show how this can be done, using ideas extracted from existing proofs that the seminorms · (2) and · (3) are equivalent. See [3, Ch. 3 and 4] . As in the proof of Theorem 2.1, for each h ∈ H 1 0 we define a bilinear functional D h on the space of polynomials as follows: given polynomials f and g, let u be the unique polynomial satisfying u(0) = 0 and f ′ g = u ′ ; then set D) ) has the form D h for some h ∈ H 1 0 . We may write h(z) = αz + z 2 F (z) where F ∈ H 1 and α ∈ C. Then, since F + F 1 and F − F 1 are H 1 -functions vanishing nowhere on D, they have square roots in H 2 , and we can therefore write
By Proposition 2.2, every D ∈ D(A(
where
and we shall estimate these three terms separately.
we find that
where λ denotes arc length measure on T, regarded as a Borel measure on ∆.
We shall construct finite, positive, Borel measures µ 1 and µ 2 on ∆, such that
The key is a well-known identity of Littlewood-Paley type. To state it, and for later convenience, we introduce some notation. Let Λ denote the measure on D\{0} defined by dΛ(z) = 4log 1 |z| dA(z). We denote the corresponding inner product on C(D) by ·, · Λ and the induced Hilbert-space norm by · Λ .
In particular,
The lemma can be proved either by using Fourier series and Parseval's identity, or using Green's formula; see [3, Lemma 3 .1] for a proof using the latter approach.
Proof of the inequality (♠). Applying Lemma 4.1 yields
where µ B and µ I are the positive Borel measures on D given by
Clearly µ B is finite, since k ∈ H 2 , and µ I is finite since
Putting the inequalities (4.3a), (4.3b) and (4.3c) together, we have
which on rescaling gives us the desired inequality.
Finally, using (4.1), and combining the estimates (♦) and (♠), we obtain finite, positive Borel measures µ 1 , . . . , µ 5 such that
for all polynomials f .
To get a single L 2 -upper bound, observe that there is a crude estimate
which is a straightforward consequence of the elementary inequality  2 . One can use this to obtain a direct proof of the earlier inequality (2.2), which does not rely on first knowing the equivalence of the seminorms · (2) and · (3) . Thus Theorem 2.1 could have been proved without explicit mention of BMOA, although the argument would then have been longer and more opaque.
