The purpose of this research is to develop a sensorial substitution system from vision to audition. The intention is to provide a noninvasive solution for people with visual impairment to compensate their disability using brain plasticity. The "prosthesis" is a signal processing system that analyses the visual scene to identify objects of interest and encode them into sound. The encoding should be based on characteristics of the human auditory system so that the generated sounds provide an overview of the visual scene in front of the patient, enabling him to locate each identified object. This should allow people with visual disabilities to move around more easily, even in cluttered environments. This paper describes the image processing to enhance objects from images and gives an overview of the sound encoding.
INTRODUCTION

Sensorial substitution system
Visual and auditory prostheses involve surgeries that are complex, expensive and invasive. They are limited to a small number of electrodes and can only be used when the impairment is peripheral. Noninvasive prostheses (sensorial substitution systems) have existed for more than 40 years but have not been well accepted in the disability sector. Several systems have been developed since the emergence of this concept. Paul Bach-Y-Rita proposed a substitution system from vision to touch [1] in which pictures captured by a camera were converted into electrical stimulation of the tongue. Other studies have shown that simple tasks such as object position [2] , shape recognition [3, 4] and reading [5] can be achieved using vision-to-touch substitution devices.
More recently, substitution systems from vision to audition have been proposed: [6, 7, 8] . The most important systems developed so far are the vOICe [9] , PSVA (Prosthesis for Substitution of Vision by Audition) [10] , the device developed by Cronly-Dillon [11] and the Vibe [8] . These systems encode a full image with no prior analysis of the visual scene. Usually these systems encode the luminosity of all pixels from the image in the amplitude of modulated sounds. The vOICe and the Cronly-Dillon device use left-to-right scanning to encode horizontal position with interaural time difference (ITD). The Vibe and PSVA encode the entire image in one complex sound. The PSVA uses frequencies that are associated with each pixel and increase from left to right and from bottom to top of the image. The Vibe splits the image into several parts that are equivalent to "receptive fields". Each "receptive field" is associated with a single sound and the sum of all sounds forms a complex sound transmitted to the two ears. The "receptive fields" design is inspired by work on the retina [8] .
The challenge in this project resides in the design of a suitable encoding of the visual scene into auditory stimuli such that the content of the sound carries the most important characteristics of the visual scene with no encoding of the full image. These sounds should be shaped in a way that the subject can build mental representations of visual scenes even if the information carrier is the auditory pathway. A sensorial substitution system using an object-based approach is described. An image segmentation algorithm using a neural network combined with sound generation is proposed. That neural system has a good potential for object based image and visual scene analysis. Also, human auditory features such as interaural time difference (ITD) and interaural level difference (ILD) are used to synthesize sounds that better characterize the visual scene for real-life environments. For this purpose, we are using the virtual acoustic space (VAS) [12] , also known as virtual auditory space. It is a technique in which sounds presented over headphones appear to originate from any desired direction in space. The illusion of a virtual sound source outside the listener's head is created.
Object based approach
The automatic location and search of objects in images is still an open issue and is a very active area in image processing research. Recent methods like the ones proposed in [13] find and track objects from images and video by using prior knowledge of the object's structure. Other Bayesian statistical models represent structure of objects as graphs [14] . However, they need to train on large sets of data and require prior knowledge of the visual environment. Objects recognition and location have been de- veloped based on models of vision like HMAX [15] and hierarchical systems [15, 16] . Some of the current methods are described in [17] and softwares like openCV [18] are also widely used. Image segmentation and objects location based on models of binding [19, 20] can now be performed in real time with networks of spiking neurons on embedded systems [21] . Even if this approach is becoming mature, we are looking here for a faster analysis of the images to free CPU processing time for the sound generation of the substitution system. To this end, we propose to preprocess images such that objects or "saliency objects" are enhanced. Then the object retrieval and location should be easier. After that enhancement, the dynamic link matching system [22] could be used to more precisely locate objects in images.
We define saliency regions as areas rich in contrasts or dense in contours and we assume here that objects of interests have such characteristics. We describe in this work the enhancement algorithm and give a global view of the proposed substitution system.
DESCRIPTION OF THE SUBSTITUTION SYSTEM
Overview of the substitution system
In this section, we describe the global system from figure 1. 2. Enhanced saliencies: strongly connected neurons form clusters which represent regions of interest in the image.
3. Sound generation : each region is then associated to a simple sound with the following form:
where :
• S j is the sound of one region
• A j depends on the size of the region
• ω depends on the average level of gray of the region
• φ is fixed between 0 and π 2 4. Filtering: every single sound is then filtered depending on its position in the image using Virtual Acoustic Space (VAS) model [12] .
5.
Complex sound: all simple sounds are added and form a complex sound which represents the visual scene
For now the distance between the listener and the object is not encoded. As a prototype, we assume here that the object's size is sufficient. Distance integration is left as a future work.
Object enhancement algorithm
For object enhancement, a neural network has been developed. Each pixel of the input image is a neuron in the network and synapses connect each neuron to its 8 neighboring neurons, as shown in figure 2.
Neurophysiological model
The model presented in following subsections has been inspired from our knowledge in neurophysiology. In some way, it is equivalent to a recurrent spiking neural map for feature extraction -but much faster. The neurophysiological spiking neural network would comprise fast local excitatory and slower global inhibitory synapses. Neurons firing first (those who reach first a threshold T HRES) would contribute immediately to each neuron it is connected. Contributions are important between two neurons that are strongly connected. Inhibition would then take place and reduce transmenbrane electrical potential of all neurons -except for those that are in synchrony with the firing neuron. The excitatory contribution received by a neuron i and emitted by neuron j would be δ j .w ij . With δ j , the action potential emitted by neuron j and w ij the connection strength between neurons i and j. The global inhibition factor would be equal to T HRES in the spiking neural network implementation.
Implemented model
For a fast implementation and quick execution time, the spiking neural network has not been implemented, but approximated with neurons which outputs are continuous time variables. Non-linear thresholding of the neural network has been preserved in the implemented model. In this model, a neuron has a state variable and a pixel value. A synapse is characterized by a weight which depends on the difference in the pixel value of the two neurons it connects. An algorithm iteratively updates the state of the neurons depending on their current state, the weight of their synapses and the state of their neighbors. The goal of this algorithm is to differentiate homogeneous regions of the image from the ones with dense contours. These regions are considered as objects which will be encoded into sounds in the subsequent steps of the sensorial substitution system. In some way, the algorithm performs a spatial integration of local gradients with no need of explicit edge detections. In principle, this approach is more robust to contrast changes. It is also possible to automatically adapt the threshold depending on the contrast in the image. The following subsections detail how the network is created, describe the iterative algorithm and demonstrate its use for object enhancement with different images. Fig . 2 . Representation of an input image as a neural network for object enhancement. Each pixel p of the image has a neuron n associated with it. Neurons are connected to their 8 neighbors by synapses s. Only neuron n 5 's synapses are identified in the figure.
Initialization of connecting weights
Each pixel of an input image is represented by a neuron in the network. Synapses connect each neuron to its 8 neighboring neurons. The state of the neurons is initialized to 1. The weight of the synapse connecting two neurons is computed based on the difference of the neurons' pixel value such that
where s ij .w is the weight of the synapse connecting neurons n i and n j , f () is a possibly nonlinear function and n i .p is neuron n i 's pixel value. The role of function f () is to create a strong connection between neurons with similar pixel values and a weak one between neurons with largely different pixel values. The function f () must be defined such that its value lies between 0 and 1. Examples are presented (section 2.2.5) with f () defined as
where M AX is the maximum possible pixel value.
Iterative algorithm
An iteration of the algorithm passes through the list of neurons and updates their state. The update at iteration k is computed as follows:
where n i .s(k) is neuron n i 's state at iteration k. The constant N ORM is a factor, equals to 9 in our case, that normalizes the neurons state to 1. When this algorithm is run, neurons lying in the most highly textured regions (with high local gradients) of the image see their state variable drop very quickly. The neurons in homogeneous regions will maintain a state variable close to 1. After a given number of iterations, a thresholding is performed as follows: (5) where T HRESH is the value of the threshold (in the experiments, a threshold value was empirically chosen to be around 1 255 ). The thresholding is done to detect neurons lying in interesting contrasted regions of the image. The pixels associated with the thresholded neurons (n i .s(k) = 0) are identified as being part of objects to be encoded into sounds in the subsequent steps of the algorithm.
Object enhancement experiments
Fig 3 illustrates enhancement on four images. Images have been first converted into grayscale levels. Then, gray levels are used as pixel values in equations 2 and 3 to compute the connecting weights. Then the algorithm has been iterated 7 times (k = 7).
The algorithm is able to enhance large objects (the car in images (c) and (d)) as well as small objects (the stake on the left of images (a) and (c)) and even the motorcyclist in images (a) and (b)). Furthermore, in more complex situations like the ones in images (e) and (g), the algorithm is able to enhance objects or groups of objects (the fish and the pills in image (f) or the group of person and the camera stand in image (h)). The enhanced images can then be used to generate sounds representing the visual scene for the substitution system.
Sound generation
The sound generation has been developed based on human auditory features. Indeed, we are using Head Related Transfer Functions [23] (HRTF) to create a virtual acoustical space (VAS). Most stereophonic recordings are based only on differences in level between the two ears and the resulting sounds are therefore lateralized toward one ear or the other. By contrast, VAS stimuli incorporate the full complement of location cues and, in principle, replicate real free-field sounds.
The VAS technique involves two stages: HRTFs are measured by placing miniature probe microphones into the subjects ears and recording the impulse responses to broad-band sounds presented from a range of directions in space.
2. Playing back the sounds through a VAS filter : the bank of HRTF impulse responses are now be converted into a filter bank. Any desired sound can be convolved with one of these filters and played to a listener over headphones. This creates the perception of an externalized sound source.
Using VAS, the sounds generated for a given object is convolved by one filter depending on its location in the image. As illustrated in figure 4 , this allows the patient to locate the objects in front of him. It gives the impression that the object emits sound. 
PERSPECTIVES AND DISCUSSION
Limits of the system
In this project, the main goal is to help blind people to perceive an overview of the visual scene in front of them so that they can walk around in a cluttered environment. As a first prototype, only the location of the objects is encoded into sounds. Future work involves the use of object recognition algorithms to increase the amount of information delivered to the patient.
Future issues
Another point which will add constraints is the real time factor. Indeed, for this system to be performant, the image processing and the sound generation will have to be extremely fast. At first, we will process image by image captured by the camera. Then we will accelerate to the maximum the image processing to be the closest of a real time system. The sound generation will not be a problem as it is already very fast. The substitution system is intended to be worn by the patient, possibly on the head. Thus, the device will be subject to very sudden movements. The image processing algorithm will have to be impervious to this kind of external perturbation. This issue is not yet solved.
Finally, a question arises about the maximal amount of information from the visual scene that can be carried by the auditory pathway of the patient. As the system is developed, experiments will have to be done to determine, for instance, how many distinct objects can be easily located by the users of the system. Next steps of this project are first to generate simple sounds which will also be representative of the visual scene and pleasant to the ears. As this system will be tested by a lot of people, the use of a universal HRTF might be used as a solution to make the system more robust. Then we will think about the computing platform we will use (mobile device, FPGA...).
CONCLUSION
We have illustrated on real images how the object extraction algorithm is able to enhance small or large objects. We are using this approach to help in the extraction of important objects that are in the visual scene.
The strength of the proposed approach is the combination of an object-based image analysis with the sound generator so that mental visual representations can be carried via an auditory stimulation. Indeed, this system does not convert the entire image into sound but only parts corresponding to important features of the image. Furthermore, the sound generation is based on human auditory features like HRTFs. At first, this approach should help people with visual disability to move around in cluttered environments.
