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1 Introduction
Orthogonal rational functions (ORF) on the unit circle are well known as generalizations of
orthogonal polynomials on the unit circle (OPUC). The pole at infinity of the polynomials is
replaced by poles “in the neighborhood” of infinity, i.e., poles outside the closed unit disk. The
recurrence relations for the ORF generalize the Szego˝ recurrence relations for the polynomials.
If µ is the orthogonality measure supported on the unit circle, and L2µ the corresponding Hilbert
space, then the shift operator Tµ : L2µ → L2µ : f(z) 7→ zf(z) restricted to the polynomials
has a representation with respect to the orthogonal polynomials that is a Hessenberg matrix.
However, if instead of a polynomial basis, one uses a basis or orthogonal Laurent polynomials
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by alternating between poles at infinity and poles at the origin, a full unitary representation of
Tµ with respect to this basis is a five-diagonal CMV matrix [6].
The previous ideas have been generalized to the rational case by Vela´zquez in [28]. He showed
that the representation of the shift operator with respect to the classical ORF is not a Hessen-
berg matrix but a matrix Mo¨bius transform of a Hessenberg matrix. However, a full unitary
representation can be obtained if the shift is represented with respect to a rational analog of
the Laurent polynomials by alternating between a pole inside and a pole outside the unit disk.
The resulting matrix is a matrix Mo¨bius transform of a five-diagonal matrix.
Orthogonal Laurent polynomials on the real line, a half-line, or an interval were introduced by
Jones et al. [18,19] in the context of moment problems, Pade´ approximation and quadrature
and this was elaborated by many authors. Gonza´lez-Vera and his coworkers were in particular
involved in extending the theory where the poles zero and infinity alternate (the so-called
balanced situation) to a more general case where in each step either infinity or zero can be
chosen as a pole in any arbitrary order [11,4]. They also identify the resulting orthogonal
Laurent polynomials as shifted versions of the orthogonal polynomials. Hence the orthogonal
Laurent polynomials satisfy the same recurrence as the classical orthogonal polynomials after
an appropriate shifting and normalization is embedded.
The corresponding case of orthogonal Laurent polynomials on the unit circle were introduced
by Thron in [25] and have been studied more recently in for example [7,9]. Papers traditionally
deal with the balanced situation like in [9] but in [7] also an arbitrary ordering was considered.
Only in [8] Cruz-Barroso and Delvaux investigated the structure of the matrix representation
with respect to the basis of the resulting orthogonal Laurent polynomials on the circle. They
called it a “snake-shaped” matrix which generalizes the five diagonal matrix.
The purpose of this paper is to generalize these ideas valid for Laurent polynomials on the
circle to the rational case. That is to choose the poles of the ORF in an arbitrary order either
inside or outside the unit disk. We relate the resulting ORF with the ORF having all their poles
outside or all their poles inside the disk, and study the corresponding recurrence relations. With
respect to this new orthogonal rational basis, the shift operator will be represented by a matrix
Mo¨bius transformation of a snake-shaped matrix.
In the papers by Lasarow and coworkers (e.g. [20,14,16,15]) matrix versions of the ORF are
considered. In these papers also an arbitrary choice of the poles is allowed but only with the
restrictive condition that if α is used as a pole, then 1/α cannot be used anymore. This means
that for example the “balanced situation” is excluded. One of the goals of this paper is to
remove this restriction on the poles.
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In the context of quadrature formulas, an arbitrary sequence of poles not on the unit circle was
also briefly discussed in [10]. The sequence of poles considered there need not be Newtonian,
i.e., the poles for the ORF of degree n may depend on n. Since our approach will emphasize the
role of the recurrence relation for the ORF, we do need a Newtonian sequence, although some
of the results may be generalizable to the situation of a non-Newtonian sequence of poles.
One of the applications of the theory of ORF is the construction of quadrature formulas on
the unit circle that form rational generalizations of the Szego˝ quadrature. They are exact in
spaces of rational functions having poles inside and outside the unit disk. The nodes of the
quadrature formula are zeros of para-orthogonal rational functions (PORF) and the weights
are all positive numbers. These nodes and weights can (like in Gaussian quadrature) be derived
from the eigenvalue decomposition of a unitary truncation of the shift operator to a finite
dimensional subspace.
The outline of the paper is as follows. In Section 2 we introduce the main notations used in
this paper. The linear spaces and the ORF bases are given in Section 3. Section 4 brings the
Christoffel-Darboux relations and the reproducing kernels which form an essential element to
obtain the recurrence relation given in Section 5 but also for the PORF in Section 6 to be used
for quadrature formulas in Section 7. The alternative representation of the shift operator is
given in Section 8 and its factorization in elementary 2× 2 blocks in the subsequent Section 9.
We end by drawing some conclusions about the spectrum of the shift operator and about the
computation of rational Szego˝ quadrature formulas in sections 10 and 11. The ideas that we
have presented in this paper, especially the factorization of unitary Hessenberg matrices in
elementary unitary factors is also used in the linear algebra literature in the finite dimensional
situation. The algorithms are quite similar but not the same as we explain briefly in Section 12.
For the details one will have to look up the references.
2 Basic definitions and notation
We use the following notation. C denotes the complex plane, Cˆ the extended complex plane
(one point compactification), R the real line, Rˆ the closure of R in Cˆ, T the unit circle, D the
open unit disk, Dˆ = D ∪ T, and E = Cˆ \ Dˆ. For any number z ∈ Cˆ we define z∗ = 1/z (and set
1/0 =∞, 1/∞ = 0) and for any complex function f , we define f∗(z) = f(z∗).
To approximate an integral
Iµ(f) =
∫
T
f(z) dµ(z)
where µ is a probability measure on T one may use Szego˝ quadrature formulas. The nodes of
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this quadrature can be computed by using the Szego˝ polynomials. Orthogonality in this paper
will always be with respect to the inner product
〈f, g〉 =
∫
T
f(z)g(z)dµ(z).
The weights of the n-point quadrature are all positive and the formula is exact for all Laurent
polynomials f ∈ span{zk : |k| ≤ n− 1}.
This has been generalized to rational functions with a set of predefined poles. The corresponding
quadrature formulas are then rational Szego˝ quadratures. See for example [5]. The idea is the
following. Fix a sequence α = {α1, α2, . . .} ⊂ D, and consider the subspaces of rational functions
defined by
L0 = C, Ln =
{
pn(z)
pin(z)
: pn ∈ Pn, pin(z) =
n∏
k=1
(1− αkz)
}
, n ≥ 1
where Pn is the set of polynomials of degree at most n. These rational functions have their
poles among the points in α∗ = {αj∗ = 1/αj : αj ∈ α}. Let φn ∈ Ln \ Ln−1, and φn ⊥ Ln−1 be
the nth orthogonal rational basis function (ORF) in a nested sequence. These functions have
all their zeros in D, while the quadrature formulas one has in mind should have their nodes on
the circle T. Therefore, para-orthogonal rational functions (PORF) are introduced defined by
Qn(z, τ) = φn(z) + τφ
∗
n(z), τ ∈ T
where besides the ORF φn(z) =
pn(z)
pin(z)
also the “reciprocal” function φ∗n(z) =
p∗n(z)
pin(z)
= z
npn∗(z)
pin(z)
, is
introduced. These PORF have n simple zeros {ξnk}nk=1 ⊂ T so that they can be used as nodes
for the quadrature formulas
In(f) =
n∑
k=1
λnkf(ξnk)
and the weights are all positive, given by λnk = 1/
∑n−1
k=0 |φk(ξnk)|2. These quadrature formulas
are exact for all functions of the form {f = g∗h : g, h ∈ Ln−1} = Ln−1L(n−1)∗.
The purpose of this paper is to generalize the situation where the αj are all in D to the
situation where they are anywhere in the extended complex plane outside T. This will require
the introduction of some new notation.
So consider a sequence α ⊂ D and its reflection in the circle β ⊂ E where βj = 1/αj = αj∗
for all j = 1, 2, . . .. We now construct a new sequence γ = {γ1, γ2, . . .} where each γj is either
equal to αj or βj.
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Partition {1, 2, . . . , n} (n ∈ Nˆ = N∪ {∞}) into two disjoint index sets: the ones where γj = αj
and the indices where γj = βj:
an = {j : γj = αj ∈ D, 1 ≤ j ≤ n} and bn = {j : γj = βj ∈ E, 1 ≤ j ≤ n}.
and define
αn = {αj : j ∈ an} and βn = {βj : j ∈ bn}.
Occasionally it will be useful to prepend the sequence α with an extra point α0 = 0. That
means that β is preceded by β0 = 1/α0 = ∞. For γ, the initial point can be γ0 = α0 = 0 or
γ0 = β0 =∞.
With each of the series α, β, and γ we can associate orthogonal rational functions. They will be
closely related as we shall show. They will differ only by a Blaschke product factor just like the
orthogonal Laurent polynomials are essentially shifted versions of the orthogonal polynomials
[7].
To define the denominators of our rational functions, we introduce the following elementary
factors
$αj (z) = 1− αjz, $βj (z) =
 1− βjz, if βj 6=∞,−z, if βj =∞. $
γ
j (z) =
$
α
j (z), if γj = αn,
$βj (z), if γj = βn.
Note that if αj = 0 then $
α
j (z) = 1 and hence βj =∞ but $βj (z) = −z.
To separate the α and the β-factors in a product, we also define
$˙αj (z) =
$
α
j , if γj = αj
1, if γj = βj
, and $˙βj (z) =
$
β
j , if γj = βj
1, if γj = αj.
Because the sequence γ is our main focus, we simplify the notation by removing the superscript
γ when not needed. E.g. $j(z) = $
γ
j (z) = $˙
α
j $˙
β
j etc.
We can now define for ν ∈ {α, β, γ}
piνn(z) =
n∏
j=1
$νj (z)
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and the reduced products separating the α and the β-factors
p˙iαn(z) =
n∏
j=1
$˙αj (z) =
∏
j∈an
$j(z), p˙i
β
n(z) =
n∏
j=1
$˙βj (z) =
∏
j∈bn
$j(z)
so that
pin(z) =
n∏
j=1
$j(z) = p˙i
α
n(z)p˙i
β
n(z).
We assume here and in the rest of the paper that products over j ∈ ∅ equal 1.
The Blaschke factors are defined for ν ∈ {α, β, γ} as
ζνj (z) = σ
ν
j
z − νj
1− νjz , σ
ν
j =
νj
|νj | , if νj 6∈ {0,∞},
ζνj (z) = σ
ν
j z = z, σ
ν
j = 1, if νj = 0,
ζνj (z) = σ
ν
j /z = 1/z, σ
ν
j = 1, if νj =∞.
Thus
σνj =

νj
|νj | for νj 6∈ {0,∞},
1, for νj ∈ {0,∞}.
Because σαn = σ
β
n, we can remove the superscript and just write σn.
We shall also use the following notation which maps complex numbers onto T
u(z) =

z
|z| ∈ T, ∀z ∈ C \ {0}
1, z ∈ {0,∞}
then σj = u(αj) = u(βj) = u(νj).
Set ($νj )
∗(z) = $ν∗j (z) = z$
ν
j∗(z) (i.e. (1 − αjz)∗ = z − αj if e.g. ν = α), then ζνj = σj
$ν∗j
$νj
.
Later we shall also use piν∗n to mean
∏n
j=1$
ν∗
j . Note that ζ
α
j = ζ
β
j∗ = 1/ζ
β
j . Moreover if αj = 0
and hence βj =∞, then $α∗j (z) = z and $β∗j (z) = −1.
Next define the finite Blaschke products for ν ∈ {α, β}
Bν0 = 1, and B
ν
n(z) =
n∏
j=1
ζνj (z), n = 1, 2, . . . .
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It is important to note that here ν 6= γ. For the definition of Bγn = Bn see below.
Like we have split up the denominators pin = p˙i
α
n p˙i
β
n in the α-factors and the β-factors, we define
for n ≥ 1
ζ˙αj =
 ζ
α
j , if γj = αj
1, if γj = βj
, ζ˙βj =
 ζ
β
j , if γj = βj
1, if γj = αj
and
B˙αn (z) =
n∏
j=1
ζ˙αj (z) =
∏
j∈an
ζj(z), and B˙
β
n(z) =
n∏
j=1
ζ˙βj (z) =
∏
j∈bn
ζj(z)
so that we can define the finite Blaschke products for the γ
Bn(z) =
 B˙
α
n (z), if γn = αn
B˙βn(z), if γn = βn.
Note that the reflection property of the factors also holds for the products: Bαn = (B
β
n)∗ =
1/Bβn . However B˙
α
n =
∏
j∈an ζ
α
j =
∏
j∈an ζ
β
j∗ =
∏
j∈an 1/ζ
β
j 6=
∏
j∈bn 1/ζ
β
j = 1/B˙
β
n and thus also
Bn∗ 6= 1/Bn. However (B˙αn B˙βn)∗ = 1/(B˙βnB˙αn ).
3 Linear spaces and ORF bases
We can now introduce our spaces of rational functions for n ≥ 0:
Lνn = span{Bν0 , Bν1 , . . . , Bνn}, ν ∈ {α, β, γ}, and L˙νn = span{B˙ν0 , B˙ν1 , . . . , B˙νn}, ν ∈ {α, β}.
The dimension of Lνn is n+1 for ν ∈ {α, β, γ}, but note that the dimension of L˙νn for ν ∈ {α, β}
can be less than n+1. Indeed some of the B˙νj may be repeated so that for example the dimension
of L˙αn is only |an|+ 1 with |an| the cardinality of an and similarly for ν = β. Hence for ν = γ:
Ln = span{B0, . . . , Bn} = span{B˙0, B˙α1 , . . . , B˙αn , B˙β1 , . . . , B˙βn} = L˙αn ∪ L˙βn.
Because for n ≥ 1
B˙αn =
∏
j∈an
ζαj =
∏
j∈an
1
ζβj
and B˙βn =
∏
j∈bn
ζβj =
∏
j∈bn
1
ζαj
,
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it should be clear that Bαk = B˙
α
k /B˙
β
k and B
β
k = B˙
β
k /B˙
α
k , hence that
Lαn = span
{
B˙0,
B˙α1
B˙β1
, . . . ,
B˙αn
B˙βn
}
and Lβn = span
{
B˙0,
B˙β1
B˙α1
, . . . ,
B˙βn
B˙αn
}
.
Occasionally we shall also need the notation
ς˙αn =
∏
j∈an
σj ∈ T, ς˙βn =
∏
j∈bn
σj ∈ T, and ςn =
n∏
j=1
σj ∈ T.
Lemma 3.1 If f ∈ Ln then f/B˙βn ∈ Lαn and f/B˙αn ∈ Lβn. In other words Ln = B˙βnLαn = B˙αnLβn.
This is true for all n ≥ 0 is we set B˙α0 = B˙β0 = 1.
PROOF. This is trivial for n = 0 since then Ln = C.
If f ∈ Ln, and n ≥ 1 then it is of the form
f(z) =
pn(z)
pin(z)
=
pn(z)
p˙iαn(z)p˙i
β
n(z)
, pn ∈ Pn.
Therefore
f(z)
B˙βn(z)
= ς˙
β
n
pn(z)p˙i
β
n(z)
p˙iαn(z)p˙i
β
n(z)p˙i
β∗
n (z)
= ς˙
β
n
pn(z)
p˙iαn(z)p˙i
β∗
n (z)
.
Recall that $β∗j = −1 and σj = 1 if βj =∞ (and hence αj = 0), we can leave these factors out
and we shall write ·∏ for the product instead of ∏, the dot meaning that we leave out all the
factors for which αj = 1/βj = 0.
ς˙
β
n
p˙iβ∗n (z)
= ·∏
j∈bn
βj
|βj|(z − βj) = ·
∏
j∈bn
|αj|
αj(z − 1/αj) = ·
∏
j∈bn
−|αj|
1− αjz ,
and thus
f(z)
B˙βn(z)
= cn
pn(z)∏n
j=1(1− αjz)
∈ Lαn, cn = ·
∏
j∈bn
(−|αj|) 6= 0.
The second part is similar. 
Lemma 3.2 With our previous definitions we have for n ≥ 1
B˙βnLαn−1 = span
{
Bαk B˙
β
n =
B˙αk
B˙βk
B˙βn : k = 0, . . . , n− 1
}
= ζ˙βn span{B0, B1, . . . , Bn−1} = ζ˙βnLn−1,
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and similarly
B˙αnLβn−1 = span
{
Bβk B˙
α
n =
B˙βk
B˙αk
B˙αn : k = 0, . . . , n− 1
}
= ζ˙αn span{B0, B1, . . . , Bn−1} = ζ˙αnLn−1.
PROOF. By our previous lemma B˙βnLαn−1 = ζ˙βn B˙βn−1Lαn−1 = ζ˙βnLn−1. The second relation is
proved in a similar way. 
To introduce the sequences of orthogonal rational functions (ORF) for the different sequences
ν, ν ∈ {α, β, γ} recall the inner product that we can write with our ∗-notation as 〈f, g〉 =∫
T f∗(z)g(z) dµ(z) where µ is assumed to be a probability measure positive a.e. on T.
Then the orthogonal rational functions (ORF) with respect to the sequence ν with ν ∈ {α, β, γ}
are defined by φνn ∈ Lνn with φνn ⊥ Lνn−1 for n ≥ 1 and we choose φν0 = 1.
Lemma 3.3 The function φαnB˙
β
n belongs to Ln and it is orthogonal to the (n− 1)-dimensional
subspace ζ˙βnLn−1 for all n ≥ 1.
Similarly, the function φβnB˙
α
n belongs to Ln and it is orthogonal to the (n − 1)-dimensional
subspace ζ˙αnLn−1, n ≥ 1.
PROOF. First note that φαnB˙
β
n ∈ Ln by Lemma 3.1.
By definition φαn ⊥ Lαn−1. Thus by Lemma 3.2 and because 〈f, g〉 =
〈
B˙νnf, B˙
ν
ng
〉
,
B˙βnφ
α
n ⊥ B˙βnLαn−1 = ζ˙βnLn−1.
The second claim follows by symmetry. 
Note that ζ˙βnLn−1 = Ln−1 if γn = αn. Thus, up to normalization, φαnB˙βn is the same as φn and
similarly, if γn = βn then φn and φ
β
nB˙
α
n are the same up to normalization.
Lemma 3.4 For n ≥ 1 the function B˙αn (φαn)∗ belongs to Ln and it is orthogonal to ζ˙αnLn−1.
Similarly, for n ≥ 1 the function B˙βn(φβn)∗ belongs to Ln and it is orthogonal to ζ˙βnLn−1.
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PROOF. Since φαnB˙
β
n ⊥ ζ˙βnLn−1,
(φαnB˙
β
n)∗ ⊥ ζ˙βn∗L(n−1)∗,
and thus by Lemma 3.2 and because
B˙αn−1B˙
β
n−1L(n−1)∗ = B˙αn−1B˙βn−1
P(n−1)∗
p˙iα(n−1)∗p˙i
β
(n−1)∗
=
Pn−1
p˙iαn−1p˙i
β
n−1
= Ln−1
it follows that
B˙αnφ
α
n∗ = B˙
α
n B˙
β
n(φ
α
nB˙
β
n)∗ ⊥ ζ˙αn B˙αn−1B˙βn−1L(n−1)∗ = ζ˙αnLn−1.
The other claim follows by symmetry. 
We now define the reciprocal ORFs by (recall f∗(z) = f(1/z))
(φνn)
∗ = Bνn(φ
ν
n)∗ ν ∈ {α, β}.
For the ORF in Ln however we set
φ∗n = B˙
α
n B˙
β
n(φn)∗.
Note that by definition Bn is either B˙
α
n or B˙
β
n depending on γn being αn or βn, while in the
previous definition we do not multiply with Bn but with the product B˙
α
n B˙
β
n . The reason is that
we want the operation ( )∗ to be a map from Lνn to Lνn.
Remark 3.5 As the operation ( )∗ is a map from Lνn to Lνn, it depends on n and on ν. So to
make the notation unambiguous we should in fact use something like f [ν,n] if f ∈ Lνn. However,
in order not to overload our notation, we shall stick to the notation f ∗ since it should always
be clear from the context what the space is to which f will belong. Note that we also used the
same notation to transform polynomials. That is conform our agreement because a polynomial
of degree n belongs to Lαn for a sequence α where all αj = 0, j = 1, 2, . . . and for this sequence
Bαn (z) = z
n.
The orthogonality conditions define φn and φ
∗
n uniquely up to normalization.
Suppose γn = αn, then φn and φ
α
nB˙
β
n are both in Ln and orthogonal to Ln−1 (Lemma 3.3). If
we normalize φνn then from ‖φn‖ = 1 and ‖φαnB˙βn‖ = ‖φαn‖ = 1, it follows that there must be
some unimodular constant sαn ∈ T such that φn = sαnφαnB˙βn . Of course, we have by symmetry
that for γn = βn, there is some s
β
n ∈ T such that φn = sβnφβnB˙αn .
To fix the unimodular factors sαn and s
β
n, we first normalize φ
α
n and φ
β
n as follows.
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For φαn we know that φ
α∗
n (αn) 6= 0 because all its zeros are in E. So that as a normalization
we can take φα∗n (αn) > 0. Similarly for φ
β
n we can normalize by φ
β∗
n (βn) > 0. In both cases,
we have made the leading coefficient with respect to the basis {Bνj }nj=0 positive since φαn(z) =
φα∗n (αn)B
α
n (z) + ψ
α
n−1(z) with ψ
α
n−1 ∈ Lαn−1 and φβn(z) = φβ∗n (βn)Bβn(z) + ψβn−1(z) with ψβn−1 ∈
Lβn−1
Before we define the normalization for the γ-sequence, we prove the following Lemma which is
a consequence of the normalization of the φαn and the φ
β
n.
Lemma 3.6 For the orthonormal ORFs, it holds that φαn = φ
β
n∗ and (φ
α
n)
∗B˙βn = φ
β
nB˙
α
n and
hence also (φβn)
∗B˙αn = φ
α
nB˙
β
n for all n ≥ 0.
PROOF. For n = 0, this is trivial since φ0, φ
α
0 , φ
β
0 , B˙
α
0 and B˙
β
0 are all equal to 1.
We give the proof for n ≥ 1 and γn = αn (for γn = βn, the proof is similar). Since by previous
lemmas B˙βn(φ
β
n)∗ and φ
α
nB˙
β
n are both in Ln and orthogonal to Ln−1, and since ‖B˙βn(φβn)∗‖ =
‖φβn‖ = 1 and ‖φαnB˙βn‖ = ‖φαn‖ = 1, there must be some sn ∈ T such that
snφ
α
nB˙
β
n = φ
β
n∗B˙
β
n or snφ
α
n = φ
β
n∗.
Multiply with Bβn = B
α
n∗ and evaluate at βn to get snφ
α
n(βn)B
α
n∗(βn) = φ
β∗
n (βn) > 0. Thus sn
should arrange for
0 < snφ
α
n(1/αn)B
α
n∗(1/αn) = snφαn∗(αn)Bαn (αn) = snφα∗n (αn),
and since φα∗n (αn) > 0, it follows that sn = 1.
Because (φαn)
∗ = Bαnφ
α
n∗ = B
α
nφ
β
n and B
α
n = B˙
α
n/B˙
β
n , also the other claims follow. 
For the normalization of the φn, we can do two things: either we make the normalization of
φn simple and choose for example φ
∗
n(γn) > 0, similar to what we did for φ
α
n and φ
β
n (but this
is somewhat problematic as we shall see below), or we can insist on keeping the relation with
φαn and φ
β
n simple as in the previous lemma and arrange that s
α
n = s
β
n = 1. We choose for the
second option.
Let us assume that γn = αn. Denote
φn(z) =
pn(z)
p˙iαn(z)p˙i
β
n(z)
and φαn(z) =
pαn(z)
piαn(z)
,
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with pn and p
α
n both polynomials in Pn. Then
φ∗n(z) =
ςn p
∗
n(z)
p˙iαn(z)p˙i
β
n(z)
and φα∗n (z) =
ςn p
α∗
n (z)
piαn(z)
, ςn =
n∏
j=1
σj.
We already know that there is some sαn ∈ T such that φn = sαnB˙βnφαn. Take the ( )∗ conjugate
and multiply with B˙αn B˙
β
n to get φ
∗
n = s
α
nB˙
β
nφ
α∗
n .
It now takes some simple algebra to reformulate φ∗n = s
α
nB˙
β
nφ
α∗
n as
φ∗n(z) =
ςn p
∗
n(z)
p˙iαn(z)p˙i
β
n(z)
= sαn
ςn p
α∗
n (z)
p˙iαn(z)p˙i
β
n(z)
·∏
j∈bn
(−|βj|).
This implies that p∗n(z) = sαnp
α∗
n (z) ·
∏
j∈bn(−|βj|) and thus that p∗n(z) has the same zeros as
pα∗n (z), none of which is in D. Thus the numerator of φ∗n will not vanish at αn ∈ D but one
of the factors (1 − βjαn) from p˙iβn(αn) could be zero. Thus a normalization φ∗n(αn) > 0 is not
an option in general. We could however make sαn = 1 when we choose p
∗
n(αn)/p
α∗
n (αn) > 0 or,
since φα∗n (αn) > 0, this is equivalent with ςn p
∗
n(αn)/pi
α
n(αn) > 0. Yet another way to put this
is requiring that φ∗n(z)/B˙
β
n(z) is positive at z = αn. This does not give a problem with 0 or ∞
since
B˙αn (z)φn∗(z) =
φ∗n(z)
B˙βn(z)
=
ς˙αn p
∗
n(z)
p˙iαn(z) ·
∏
j∈bn(z − βj)
, ς˙αn =
∏
j∈an
σj. (3.1)
It is clear that neither the numerator nor the denominator will vanish for z = αn.
Of course a similar argument can be given if γn = βn. Then we choose φ
∗
n(z)/B˙
α
n (z) to be
positive at z = βn or equivalently ςn p
∗
n(βn)/pi
β
n(βn) ·
∏
j∈an(−|αj|) > 0.
Let us formulate the result about the numerators as a lemma for further reference.
Lemma 3.7 With the normalization that we just imposed the numerators pνn of φ
ν
n = p
ν
n/pi
ν
n,
ν ∈ {α, β, γ} and n ≥ 1 are related by
pn(z) = p
α
n(z) ·
∏
j∈bn
(−|βj|) = pβ∗n (z)ςn ·
∏
j∈an
(−|αj|), if γn = αn
and
pn(z) = p
β
n(z) ·
∏
j∈an
(−|αj|) = pα∗n (z)ςn ·
∏
j∈bn
(−|βj|), if γn = βn
where as before ςn =
∏n
j=1 σj.
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PROOF. The first expression for γn = αn has been proved above. The second one follows in
a similar way form the relation φn(z) = φ
β∗
n (z)B˙
α
n (z). Indeed
pn(z)
pin(z)
=
ςnp
β∗
n (z)∏
j∈an $
β
j (z)
∏
j∈bn $
β
j (z)
∏
j∈an
σj
z − αj
1− αjz
=
ςnp
β∗
n (z)∏
j∈an $
α
j (z)
∏
j∈bn $
β
j (z)
∏
j∈an
σj
z − αj
1− βjz
=
ςnp
β∗
n (z)
pin(z)
·∏
j∈an
σj(−αj)z − αj
z − αj .
With −σjαj = −|αj| the result follows.
The case γn = βn is similar. 
Note that this normalization does again mean that we take the leading coefficient of φn to be
positive in the following sense. If γn = αn then φn(z) = (B˙αnφn∗)(αn)B˙
α
n (z)+ψn−1(z) with ψn−1 ∈
Ln−1. Since B˙αnφn∗ = φα∗n and φα∗n (αn) > 0. If γn = βn then φn(z) = (B˙βnφn∗)(βn)B˙βn(z)+ψn−1(z)
with ψn−1 ∈ Ln−1 and the conclusion follows similarly.
Whenever we use the term orthonormal, we assume this normalization.
Thus we have proved the following Theorem. It says that if γn = αn, then φn is a ‘shifted’
version of φαn where ‘shifted’ means multiplied by B˙
β
n :
B˙βn(z)φn(z) = B˙
β
n(z)[a0B
α
0 + · · ·+ anBαn (z)] = a0B˙βn(z) + · · ·+ anB˙αn (z),
and a similar interpretation if γn = βn. We summarize this in the following theorem.
Theorem 3.8 If all ORFs φνn, ν ∈ {α, β, γ} are orthonormal with positive leading coefficient,
i.e.,
φα∗n (αn) > 0 and φ
β∗
n (βn) > 0 and
 (φ
∗
n/B˙
β
n)(αn) > 0 if γn = αn
(φ∗n/B˙
α
n )(βn) > 0 if γn = βn.
Then for all n ≥ 0
φn = (φ
α
n)B˙
β
n = (φ
β
n)
∗B˙αn and φ
∗
n = (φ
α
n)
∗B˙βn = (φ
β
n)B˙
α
n if γn = αn
while
φn = (φ
β
n)B˙
α
n = (φ
α
n)
∗B˙βn and φ
∗
n = (φ
β
n)
∗B˙αn = (φ
α
n)B˙
β
n if γn = βn.
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Corollary 3.9 We have for all n ≥ 1 that (φνn)∗ ⊥ ζνnLνn−1, ν ∈ {α, β, γ}.
Corollary 3.10 The rational functions φαn and φ
α∗
n are in Lαn and hence have all their poles in
{βj : j = 1, . . . , n} ⊂ E while the zeros of φαn are all in D and the zeros of φα∗n are all in E.
The rational functions φβn and φ
β∗
n are in Lβn and hence have all their poles in {αj : j =
1, . . . , n} ⊂ D while the zeros of φβn are all in E and the zeros of φβ∗n are all in D.
The rational functions φn and φ
∗
n are in Ln and hence have all their poles in {βj : j ∈ an}∪{αj :
j ∈ bn}.
The zeros of φn are the same as the zeros of φ
α
n and thus are all in D if γn = αn and they are
the same as the zeros of φβn and thus they are all in E if γn = βn.
PROOF. It is well known that the zeros of φαn are all in D, and because φβn = φαn∗, this means
that the zeros of φβn are all in E.
Because φn = (φ
α
n)B˙
β
n = (φ
α
n)/
∏
j∈bn ζ
α
j if γn = αn, i.e., n ∈ an, and the product with B˙βn will
only exchange the poles 1/αj = βj, j ∈ bn in φn for poles αj = 1/βj, the zeros of φαn are left
unaltered.
The proof for n ∈ bn is similar. 
One may summarize that for f ∈ Lνn the f∗ transform reflects both zeros and poles in T since
z 7→ z∗ = 1/z, while the transform f → f ∗ as it is defined in the spaces Lνn, ν ∈ {α, β, γ}, keeps
the poles but reflects the zeros since the multiplication with the respective factors Bαn , B
β
n and
B˙αn B˙
β
n will only undo the reflection of the poles that resulted from the f∗ operation.
4 Christoffel-Darboux relations and reproducing kernels
For ν ∈ {α, β, γ}, one may define the reproducing kernels for the space Lνn. Given the ORF φνk,
the kernels are defined by
kνn(z, w) =
n∑
k=0
φνn(z)φ
ν
n(w).
They reproduce f ∈ Lνn by 〈kνn(·, z), f〉 = f(z).
The proof of the Christoffel-Darboux relations goes exactly like in the classical case and we
shall not repeat it here. See e.g. [5, Theorem 3.1.3].
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Theorem 4.1 The Christoffel-Darboux relations
kνn(z, w) =
φν∗n (z)φν∗n (w)− ζνn(z)ζνn(w)φνn(z)φνn(w)
1− ζνn(z)ζνn(w)
=
φν∗n+1(z)φ
ν∗
n+1(w)− φνn+1(z)φνn+1(w)
1− ζνn+1(z)ζνn+1(w)
hold for n ≥ 0, ν ∈ {α, β, γ} and z, w not among the poles of φνn and not on T.
As an immediate consequence we have:
Theorem 4.2 The following relations hold true:
kαn(z, w)B˙
β
n(z)B˙
β
n(w) = kn(z, w) = k
β
n(z, w)B˙
α
n (z)B˙
α
n (w)
for n ≥ 0 and z, w 6∈ (T ∪ {βj : j ∈ an} ∪ {αj : j ∈ bn}).
PROOF. The first relation was directly shown above for the case γn = αn. It also follows in the
case γn+1 = αn+1 and using in the second CD-relation the first expressions from Theorem 3.8
for φn+1 and φ
∗
n+1. The relation is thus valid independent of γn = αn or γn = βn.
Similarly the second expression was derived before in the case γn = βn, but again, it also follows
from the second CD-relation and the first expressions from Theorem 3.8 for φn+1 that φ
∗
n+1 in
the case γn+1 = βn+1. Again the relation holds independently of γn = αn or γn = βn.
Alternatively, the second relation can also be derived from the second CD-relation in the case
γn+1 = αn+1 but using the second expressions from Theorem 3.8 for φn+1 and φ
∗
n+1. 
Evaluation of the CD-relation in νn for ν ∈ {α, β} results in another useful corollary.
Corollary 4.3 For ν ∈ {α, β} we have for n ≥ 0
kνn(z, νn) = φ
ν∗
n (z)φ
ν∗
n (νn) and k
ν
n(νn, νn) = |φν∗n (νn)|2.
The latter corollary cannot immediately be used when ν = γ because γn could be equal to some
pole of φn if it equals some 1/γj for j < n. In that case we can remove the denominators in the
CD relation and only keep the numerators. Hence setting
kn(z, w) =
Pn(z, w)
pin(z)pin(w)
, φn(z) =
pn(z)
pin(z)
, φ∗n(z) =
ςnp
∗
n(z)
pin(z)
, ςn ∈ T,
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the CD relation becomes
Pn(z, w) =
p∗n(z)p∗n(w)− ζn(z)ζn(w)pn(z)pn(w)
1− ζn(z)ζn(w)
=
p∗n+1(z)p
∗
n+1(w)− pn+1(z)pn+1(w)
(1− ζn+1(z)ζn+1(w))$n+1(z)$n+1(w)
.
(4.1)
Thus, the first form gives
Pn(z, γn) = p
∗
n(z)p
∗
n(γn) and Pn(γn, γn) = |p∗n(γn)|2.
Evaluating a polynomial at infinity means taking its highest degree coefficient, i.e., if qn(z) is
supposed to be a polynomial of degree n, then qn(∞) stands for its coefficient of zn.
The second form of (4.1) gives for γn+1 6=∞ and γn 6=∞
Pn(z, γn) =
p∗n+1(z)p
∗
n+1(γn)− pn+1(z)pn+1(γn)
(1− γnz)(1− |γn+1|2)
and Pn(γn, γn) =
|p∗n+1(γn)|2 − |pn+1(γn)|2
(1− |γn|2)(1− |γn+1|2) .
Coupling the first and the second form in (4.1) gives
|p∗n+1(γn)|2 − |pn+1(γn)|2
(1− |γn|2)(1− |γn+1|2) = |p
∗
n(γn)|2.
For γn+1 =∞ and γn 6=∞ we get
Pn(z, γn) =
p∗n+1(z)p
∗
n+1(γn)− pn+1(z)pn+1(γn)
−(1− γnz)
= p∗n(z)p∗n(γn)
and
Pn(γn, γn) =
|p∗n+1(γn)|2 − |pn+1(γn)|2
−(1− |γn|2) = |p
∗
n(γn)|2.
If γn+1 =∞ and γn =∞, the denominators in (4.1) have to be replaced by 1, which gives
Pn(z, γn) = p
∗
n+1(z)p
∗
n+1(γn)− pn+1(z)pn+1(γn) = p∗n(z)p∗n(γn)
and
Pn(γn, γn) = |p∗n+1(γn)|2 − |pn+1(γn)|2 = |p∗n(γn)|2.
For γn =∞ and γn+1 6=∞ we obtain in a similar way
Pn(z, γn) =
p∗n+1(z)p
∗
n+1(γn)− pn+1(z)pn+1(γn)
z(1− |γn+1|2) = p
∗
n(z)p
∗
n(γn)
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and
Pn(γn, γn) =
|p∗n+1(γn)|2 − |pn+1(γn)|2
(1− |γn+1|2) = |p
∗
n(γn)|2.
To summarize, the relations of Corollary 4.3 may not hold for the ORF if ν = γ, but similar
relations do hold for the numerators as stated in the next corollary.
Corollary 4.4 If Pn(z, w) is the numerator in the CD relation and pn(z) is the numerator of
the ORF φn for the sequence γ then we have for n ≥ 0
Pn(z, γn) = p
∗
n(z)p
∗
n(γn) and Pn(γn, γn) = |p∗n(γn)|2.
5 Recurrence relation
The recurrence for the φαn is well known. For a proof see e.g., [5]. For φ
β
n the proof can be copied
by symmetry. However, also for ν = γ the same recurrence and its proof can be copied, with
this exception that the derivation fails when p∗n(γn−1) = 0 where pn = φnpin. This can (only)
happen if (1 − |γn|)(1 − |γn−1|) < 0 (i.e., one of these γ’s is in D and the other is in E). We
shall say that φn is regular if p
∗
n(γn−1) 6= 0. If ν = α or ν = β then the whole sequence (φνn)n≥0
will be automatically regular. Thus we have the following theorem:
Theorem 5.1 Let ν ∈ {α, β, γ} and if ν = γ assume moreover that φνn is regular, then the
following recursion holds with initial condition φν0 = φ
ν∗
0 = 1 φνn(z)
φν∗n (z)
 = N νn$νn−1(z)$νn(z)
 1 λνn
λ
ν
n 1

 ζνn−1(z) 0
0 1

φνn−1(z)
φν∗n−1(z)
 ,
where N νn is a nonzero constant times a unitary matrix:
Nνn = e
ν
n
 ηνn1 0
0 ηνn2
 , eνn ∈ C \ {0}, ηνn1, ηνn2 ∈ T.
The constant ηνn1 is chosen such that the normalization condition for the ORFs is maintained.
The other constant ηνn2 is then automatically related to η
ν
n1 by η
ν
n2 = η
ν
n1σn−1σn. The Szego˝
parameter λνn is given by
λνn = η
ν
n
pνn(νn−1)
pν∗n (νn−1)
with ηνn = ςn−2
pν∗n−1(νn−1)
pν∗n−1(νn−1)
∈ T
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where φνn(z) = p
ν
n(z)/pi
ν
n(z).
PROOF. The proof for ν = α is well known. See e.g., [5, Thm. 4.1.1]. For ν = β, the same
proof holds by symmetry. For ν = γ we repeat the proof to see in detail what happens. For
simplicity assume that γn and γn−1 are not 0 and not ∞. The technicalities when this is not
true are left as an exercise. It is easy because formally it follows the steps of the proof below but
one has to replacing a linear factor with infinity by the coefficient of infinity (like 1−∞z = −z
and z −∞ = −1) and evaluating a polynomial at ∞ means taking its leading coefficient.
First we show that there are some numbers cn and dn such that
φ(z) =
1− γnz
z − γn−1φn(z)− dnφn−1(z)− cn
1− γn−1z
z − γn−1 φ
∗
n−1 ∈ Ln−2.
This can be written asN(z)/[(z−γn−1)pin−1(z)]. Thus the cn and dn are defined by the conditions
N(γn−1) = N(1/γn−1) = 0. If we denote φk = pk/pik and thus φ
∗
k = p
∗
kςk/pik, it is clear that
N(z) = pn(z)− dn(z − γn−1)pn−1(z)− cn(1− γn−1z)p∗n−1(z)ςn−1.
Thus the first condition gives
cn =
ςn−1pn(γn−1)
(1− |γn−1|2)p∗n−1(γn−1)
and the second one
dn =
pn(1/γn−1)
(1/γn−1 − γn−1)pn−1(1/γn−1)
=
p∗n(γn−1)
(1− |γn−1|2)p∗n−1(γn−1)
.
Note that p∗n−1(γn−1) cannot be zero, and that also p
∗
n(γn−1) does not vanish by our assumption
of regularity.
Furthermore, it is not difficult to show that φ ⊥ Ln−2, so that it must be identically zero. Thus
φn(z) = dnσn−1
1− γn−1z
1− γnz
[ζn−1(z)φn−1(z) + λnφ∗n−1(z)],
with
λn = ηn
pn(γn−1)
p∗n(γn−1)
, ηn = ςn−1σn−1
p∗n−1(γn−1)
p∗n−1(γn−1)
.
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By taking the ( )∗ transform (in Ln) we obtain
φ∗n(z) = dnσn
1− γn−1z
1− γnz
[λnζn−1(z)φn−1(z) + φ∗n−1(z)].
This proves the recurrence by taking en = |dn| and ηn1 = σn−1u(dn).
It remains to show that the initial step for n = 1 is true. Since φ0 = φ
∗
0 = 1, then in case
γ0 = α0 = 0, hence ζ0 = z, we have
φ1(z) = e1η11
z + λ1
1− γ1z
and φ∗1(z) = e1η12
λ1z + 1
1− γ1z
.
Thus
p1(z) = e1η11(z + λ1) and p
∗
1(z) = e1η11(λ1z + 1).
This implies that λ1 is indeed given by the general formula because
λ1 = η1
p1(γ0)
p∗1(γ0)
=
p1(0)
p∗1(0)
=
e1η11λ1
e1η11
.
In case γ0 = β0 =∞, then ζ0 = 1/z, so that
φ1(z) = e1η11
−1− λ1z
1− γ1z
and φ∗1(z) = e1η12
−λ1 − z
1− γ1z
,
so that
p1(z) = −e1η11(1 + λ1z) and p∗1(z) = −e1η11σ1(λ1 + z)
and again λ1 is given by the general formula
λ1 = η1
p1(γ0)
p∗1(γ0)
= 1
p1(∞)
p∗1(∞)
=
e1η11λ1
e1η11
.
This proves the theorem. 
Remark 5.2 If ν ∈ {α, β} we could rewrite λνn in terms of φνn because by dividing and multi-
plying with the appropriate denominators piνn one gets
λνn = η
ν
n
φνn(νn−1)
φν∗n (νn−1)
, ηνn = σn−1σn
(1− νnνn−1)
(1− νnνn−1)
φν∗n−1(νn−1)
φν∗n−1(νn−1)
, n ≥ 1.
Note that also this ηνn ∈ T, but it differs from the ηνn in the previous theorem. However if ν = γ,
then this expression has the disadvantage that γn−1 could be equal to 1/γn or it could be equal
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to a pole of φn in which case it would not make sense to evaluate these expressions in γn−1.
The latter expressions only make sense if we interpret them as limiting values
φνn(νn−1)
φν∗n (νn−1)
= lim
z→νn−1
φνn(z)
φν∗n (z)
and
(1− νnνn−1)
(1− νnνn−1)
φν∗n−1(νn−1)
φν∗n−1(νn−1)
= lim
z→νn−1
(1− νnz)
(1− νnz)
φν∗n−1(z)
φν∗n−1(z)
,
where one has to assume that limξ→0[ξ/ξ] = 1. We shall from now on occasionally use these
expressions with this interpretation, but the expressions for λνn from Theorem 5.1 using the
numerators are more reliable.
Note that λαn is a Blaschke product with all its zeros in D that is evaluated at αn−1 ∈ D and
therefore λαn ∈ D. Similarly, λβn is a Blaschke product with all its zeros in E that is evaluated
at βn−1 ∈ E so that also λβn ∈ D. Since the zeros of φn are the zeros of φαn if n ∈ an and they
are the zeros of φβn if n ∈ bn, it follows that if n and n− 1 are both in an or both in bn, then
λn ∈ D but if n ∈ an and n− 1 ∈ bn or vice versa, then λn ∈ E. This explains that
(eνn)
2 =
1− |νn|2
1− |νn−1|2
1
1− |λνn|2
> 0. (5.1)
and we can choose en as the positive square root of this expression. The above expression is
derived in [5, Thm. 4.1.2] for the case ν = α by using the CD relations. By symmetry, this also
holds for ν = β. For ν = γ, the same relation can be obtained by stripping the denominators
as we explained after the proof of the CD-relation in Section 4
What goes wrong with the recurrence relation when φn is not regular? From the proof of
Theorem 5.1, it follows that then dn = 0. We still have the relation
φn(z) =
σn−1
(1− |γn−1|2)p∗n−1(γn−1)
[
p∗n(γn−1)ζn−1(z)φn−1(z) + sn−1pn(γn−1)φ
∗
n−1(z)
]
with sn−1 =
ςn−1p∗n−1(γn−1)
σn−1p∗n−1(γn−1)
∈ T and p∗n(γn−1) = 0. Thus, there is some positive constant en and
some ηn1 ∈ T such that
φn(z) = enηn1
$n−1(z)
$n(z)
[
0 ζn−1(z)φn−1(z) + φ∗n−1(z)
]
.
I.e., the first term in the sum between square brackets vanishes. Applying Theorem 5.1 in this
case would give λn = ∞, and the previous relations show that we only have to replace in
Theorem 5.1 the matrix  1 λνn
λνn 1
 by
 0 1
1 0
 .
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This is conform with how we have dealt with ∞ so far where the rule of thumb was to set
a− νb = −b if ν = ∞. So let us therefore also use Theorem 5.1 with this interpretation when
φn is not regular and thus λn =∞. With the expressions at the end of Section 4 it can also be
shown that in this case
e2n = −
1− |γn|2
1− |γn−1|2 > 0
Note that this corresponds to replacing 1 − |λn|2 when λn = ∞ by −1. Since this nonregular
situation can only occur when (1−|γn|)(1−|γn−1|) < 0, this expression for e2n is indeed positive.
A similar rule can be applied if γn or γn−1 is infinite, just replace in this or previous expression
1− |∞|2 by −1. The positivity of the expressions for e2n also follows from the following result.
Theorem 5.3 The Szego˝ parameters satisfy for all n ≥ 1
If γn = αn and γn−1 = αn−1 then λn = λαn = λ
β
n ∈ D.
If γn = βn and γn−1 = βn−1 then λn = λβn = λαn ∈ D.
If γn = αn and γn−1 = βn−1 then λn = 1/λ
β
n = 1/λαn ∈ E.
If γn = βn and γn−1 = αn−1 then λn = 1/λαn = 1/λ
β
n ∈ E.
PROOF. Suppose γn = αn and γn−1 = αn−1, then by Theorems 5.1 and 3.8, or better still by
Lemma 3.7,
λn =
(
ςn−2
p∗n−1(αn−1)
p∗n−1(αn−1)
)
pn(αn−1)
p∗n(αn−1)
=
(
ςn−2
pα∗n−1(αn−1)
pα∗n−1(αn−1)
)
pαn(αn−1)
pα∗n (αn−1)
= λαn.
When using pαn(z) = ςn p
β∗
n (z) ·
∏n
j=1(−|αj|) and αj = 1/βj, the previous relation becomes
λn =
ςn−2 ςn−1pβn−1(1/βn−1)
ςn−1p
β
n−1(1/βn−1)
 pβ∗n (1/βn−1)
pβn(1/βn−1)
=
σ2n−1ςn−2pβ∗n (βn−1)
pβ∗n (βn−1)
β
n−1
n−1
βn−1n−1
 pβn(βn−1)
pβ∗n (βn−1)
βnn−1
β
n
n−1
=σ2n−1
βn−1
βn−1
λβn = λ
β
n.
The proof for γn = βn and γn−1 = βn−1, n ≥ 1 is similar.
21
Next consider γn = αn and γn−1 = βn−1, then
λn =
ςn−2pβ∗n−1(βn−1)
pβ∗n−1(βn−1)
 pαn(βn−1)
pα∗n (βn−1)
= ηβn
pβ∗n (βn−1)
pβn(βn−1)
=
ηβnη
β
n
λβn
=
1
λβn
=
1
λαn
.
The remaining case γn = βn and γn−1 = αn−1, is again similar. 
Another solution of the recurrence relation is formed by the functions of the second kind. Like
in the classical case (i.e., for ν = α) we can introduce them for ν ∈ {α, β, γ} by
ψνn(z) =
∫
T
[D(z, t)φνn(t)− En(z, t)φνn(z)] dµ(t).
where D(t, z) = t+z
t−z and E(t, z) = D(t, z) + 1 =
2t
t−z . This results in
ψν0 = 1 and ψ
ν
n(z) =
∫
T
D(t, z)[φνn(t)− φνn(z)] dµ(t), n ≥ 1
which may be generalized to
ψνn(z)f(z) =
∫
T
D(t, z)[φνn(t)f(t)− φνn(z)f(z)] dµ(t), n ≥ 1 with f arbitrary in Lν(n−1)∗.
It also holds that
ψν∗n (z)g(z) =
∫
T
D(t, z)[φν∗n (t)g(t)− φν∗n (z)g(z)] dµ(t), n ≥ 1 with g arbitrary in Lνn∗(νn∗).
Recall that Lνn∗(νn∗) is the space of all functions in Lνn∗ that vanish for z = νn∗ = 1/νn. This
space is spanned by {Bνk/Bνn : k = 0, . . . , n− 1} if ν ∈ {α, β}. For ν = γ, the space is spanned
by (see Lemma 3.1)
Ln∗(γn∗) = span
{
Bk
B˙αn B˙
β
n
}n−1
k=0
= span
{
Bαk
ζnB˙αn−1
}n−1
k=0
= span
{
Bβk
ζnB˙
β
n−1
}n−1
k=0
.
Theorem 5.4 The following relations for the functions of the second kind hold for n ≥ 0.
ψn = (ψ
α
n)B˙
β
n = (ψ
β
n)
∗B˙αn and ψ
∗
n = (ψ
α
n)
∗B˙βn = (ψ
β
n)B˙
α
n if γn = αn
while
ψn = (ψ
β
n)B˙
α
n = (ψ
α
n)
∗B˙βn and ψ
∗
n = (ψ
β
n)
∗B˙αn = (ψ
α
n)B˙
β
n if γn = βn.
We assume the normalization of Theorem 3.8.
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PROOF. This is trivial for n = 0, hence suppose n ≥ 1 and γn = αn then
ψn(z) =
∫
T
D(t, z)[φn(t)− φn(z)] dµ(t) =
∫
T
D(t, z)[φαn(t)B˙
β
n(t)− φαn(z)B˙βn(z)] dµ(t)
=ψαn(z)B˙
β
n(z)
because
B˙βn(z) = B˙
β
n−1(z) =
∏
j∈bn−1
ζβj (z) =
∏
j∈bn−1
ζαj∗(z) ∈ Lα(n−1)∗.
Moreover, using φαn∗ = φ
β
n we also have
ψn(z) =
∫
T
D(t, z)[φn(t)− φn(z)] dµ(t) =
∫
T
D(t, z)[φαn(t)B˙
β
n(t)− φαn(z)B˙βn(z)] dµ(t)
=
∫
T
D(t, z)[φβn∗(t)B˙
β
n(t)− φβn∗(z)B˙βn(z)] dµ(t)
=
∫
T
D(t, z)[φβ∗n (t)B˙
α
n (t)− φβ∗n (z)B˙αn (z)] dµ(t)
and since B˙αn ∈ Lβn∗(βn∗), we also get the second part: ψn = (ψβn)∗B˙αn .
Moreover ψ∗n = [ψ
α
nB˙
β
n ]∗B˙
α
n B˙
β
n = ψ
α
n∗B˙
α
n B˙
β
nB˙
β
n∗ = [ψ
α
n∗B˙
α
n/B˙
β
n ]B˙
β
n = ψ
α∗
n B˙
β
n . It follows in a
similar way that ψ∗n = ψ
β
nB˙
α
n .
The case γn = βn is proved similarly. 
Corollary 5.5 With the same notation as in the previous theorem, we can derive for the as-
sociated functions
P νn (z, τn) = ψ
ν
n(z)− τnψν∗n (z), ν ∈ {α, β, γ}
that for n ≥ 1
Pn(z, τn) = B˙
β
n(z)P
α
n (z, τn) = −τnB˙αn (z)P βn (z, τn) if γn = αn
while
Pn(z, τn) = B˙
α
n (z)P
β
n (z, τn) = −τnB˙βn(z)Pαn (z, τn) if γn = βn.
These functions satisfy the recurrence relation ψνn(z)
−ψν∗n (z)
 = Nνn$νn−1(z)$νn(z)
 1 λνn
λ
ν
n 1

 ζνn−1(z) 0
0 1

 ψνn−1(z)
−ψν∗n−1(z)
 , n ≥ 1
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with ψν0 = ψ
ν∗
0 = 1 and all other quantities as in Theorem 5.1.
6 Para-orthogonal rational functions
The result of Corollary 3.10 is important to conclude that the zeros of the para-orthogonal
rational functions defined as
Qνn(z, τ
ν
n ) = φ
ν
n(z) + τ
ν
nφ
ν∗
n (z), τ
ν
n ∈ T, ν ∈ {α, β, γ}
will have similar properties (simple and on T) no matter whether ν = α, β or γ.
Theorem 6.1 The para-orthogonal rational function Qn(z) = Qn(z, τn), τn ∈ T with n ≥ 2 is
orthogonal to ζ˙αnLn−1 ∩ ζ˙βnLn−1 = ζnLn−1 ∩ Ln−1 = Ln−1(γn) with
Ln−1(γn) = {f ∈ Ln−1 : f(γn) = 0} =
{
$∗n(z)pn−2(z)
pin−1(z)
: pn−2 ∈ Pn−2
}
.
Recall that $∗n(z) = z − γn if γn 6=∞, and $∗n(z) = −1 if γn =∞.
PROOF. Suppose γn = αn then ζ˙
α
n = ζ
α
n and ζ˙
β
n = 1. Hence φn ⊥ Ln−1 and φ∗n ⊥ ζαnLn−1 and
therefore Qn ⊥ Ln−1 ∩ ζαnLn−1 = Ln−1(αn).
Still assuming that γn = αn, then φn = φ
α
nB˙
β
n and φ
∗
n = (φ
α
n)
∗B˙βn . Thus
Qn(·, τn) = B˙βn [φαn + τn(φαn)∗] = B˙βnQαn(·, τn).
So it is clear that the zeros of Qn(z, τn) are the zeros of Q
α
n(z, τn) which are all simple and on
T (and hence will not cancel against any of the poles). In a similar way one has
Qn(·, τn) = φβ∗n B˙αn + τnφβnB˙αn = τnB˙αn
[
φβn + τnφ
β∗
n
]
= τnB˙
α
nQ
β
n(·, τn).
The proof for γn = βn is similar. 
As a direct consequence we get
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Corollary 6.2 Take n ≥ 1, τn ∈ T and ν ∈ {α, β, γ} then the zeros of Qνn(z, τn) are all simple
and on T.
In particular we have
Qn(z, τn) = B˙
β
n(z)Q
α
n(z, τn) = τnB˙
α
n (z)Q
β
n(z, τn), if γn = αn,
and
Qn(z, τn) = B˙
α
n (z)Q
β
n(z, τn) = τnB˙
β
n(z)Q
α
n(z, τn), if γn = βn.
These PORF properties are important because the zeros will deliver the nodes for the rational
Szego˝ quadrature as we will explain in the next section.
For further reference we give the following Property.
Proposition 6.3 For n ≥ 1 and ν ∈ {α, β, γ}, the PORF satisfy, using the notation of Theo-
rem 5.1
Qνn(z, τn) = c
ν
n
$νn−1(z)
$νn(z)
[
ζνn−1(z)φ
ν
n−1(z) + τ˜
ν
nφ
ν∗
n−1(z)
]
with
cνn = e
ν
n(ηn1 + ηn2τnλ
ν
n), τ˜
ν
n =
τˆn + λ
ν
n
1 + τˆnλ
ν
n
∈ T, τˆn = ηn1ηn2τn.
PROOF. Just take the recurrence relation of Theorem 5.1 and premultiply it with [1 τn].
After re-arrangement of the terms, the expression above will result.
The importance of this property is that in fact up to a constant nonzero factor, we can compute
Qνn(z, τn) by exactly the same recurrence that gives φ
ν
n in terms of φ
ν
n−1 and φ
ν∗
n−1, except that we
have to replace λνn by a unimodular factor τ˜
ν
n . When we are interested in the zeros of Q
ν
n(z, τn),
then the constant that is up in front does not matter since it is nonzero.
7 Quadrature
We start by proving that the subspace of rational functions in which the quadrature formulas
will be exact only depends on the points {αk : k = 0, . . . , n− 1} no matter whether the points
αk are introduced as a pole αk or αk∗ = 1/αk in the sequence γn.
25
Lemma 7.1 Rn ..= Ln · Ln∗ = Rαn ..= Lαn · Lαn∗ = Rβn ..= Lβn · Lβn∗
PROOF. The space Ln contains rational functions of degree n whose denominator has zeros
in {βj : j ∈ an} ∪ {αj : j ∈ bn}. The space Ln∗ contains rational functions of degree n whose
denominator has zeros in {βj : j ∈ bn} ∪ {αj : j ∈ an}. Thus the space Rn contains rational
functions of degree 2n whose denominator has zeros in {βj : j = 1, . . . , n}∪{αj : j = 1, . . . , n}.
Since the denominators of functions in Lαn have zeros in {βj : j = 1, . . . , n} and functions
in Lαn∗ have zeros in {αj : j = 1, . . . , n}, the denominator of functions in Rαn have zeros in
{βj : j = 1, . . . , n} ∪ {αj : j = 1, . . . , n} so that Rn = Rαn. Of course a similar argument shows
that also Rn = Rβn. 
As is well known from the classical case associated with the sequence α, the rational Szego˝
quadrature formulas are of the form
Iαn (f) =
n∑
k=1
ωαnjf(ξ
α
nj), n ≥ 1
with ξαnj = ξ
α
nj(τ
α
n ) are the zeros of the para-orthogonal rational function Q
α
n(z, τ
α
n ) with τ
α
n ∈ T
and the weights are given by
ωαnj = ω
α
nj(τn) =
1∑n−1
k=0 |φαk (ξαnj(ταn ))|2
> 0.
These formulas have maximal degree of exactness, meaning that∫
T
f(t) dµ(t) = Iαn (f), ∀f ∈ Rαn−1
and that no n-point interpolatory quadrature formula with nodes on T and positive weights
can be exact in a larger space of the form Lαn · Lα(n−1)∗ or Lαn∗ · Lαn−1.
Our previous results show that taking an arbitrary order of selecting the γ does not add new
quadrature formulas. Indeed, if γn = αn then the zeros of Qn(z, τn), Q
α
n(z, τn) and Q
β
n(z, τn)
are all the same, i.e., ξnj(τn) = ξ
α
nj(τn) = ξ
β
nj(τn), j = 1, . . . , n. Dropping the dependency on τ
from the notation, it is directly seen that
n−1∑
k=0
|φk(ξnj)|2 =
n−1∑
k=0
|φαk (ξnj)B˙βk (ξnj)|2 =
n−1∑
k=0
|φαk (ξnj)|2 =
n−1∑
k=0
|φαk (ξαnj)|2
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and thus we also have ωnj = ω
α
nj and similarly ωnj = ω
β
nj. Therefore In = I
α
n = I
β
n for appropriate
choices of the defining parameters, i.e.,
ταn = τn and τ
β
n = τn if γn = αn
τβn = τn and τ
α
n = τn if γn = βn.
An alternative expression for the weights is also known and it will obviously also coincide for
ν ∈ {α, β, γ}:
ωνnj =
1
2ξνnj
P νn (z)
d
dz
Qνn(z)
∣∣∣∣∣
z=ξνnj
where Qνn is the PORF with zeros {ξνnj}nj=1 and P νn the associated functions of the second kind
as in Corollary 5.5. We have dropped again the obvious dependence on the parameter τ νn from
the notation.
A conclusion to be drawn from from this section is that whether we choose the sequence γ,
α or β, the resulting quadrature formula we obtain is an n-point formula that is exact in the
space Rn−1 = Ln−1 · L(n−1)∗. Such a quadrature formula is called an n-point rational Szego˝
quadrature and these are the only ones with the mentioned properties. They are unique up
to the choice of the parameter τn ∈ T. Thus, to obtain the nodes and weights for a general
sequence γ and a choice for τn ∈ T, we can as well compute them for the sequence α and an
appropriate ταn ∈ T or for the sequence that alternates between one α and one β. The resulting
quadrature will be the same. More about this later.
8 Block diagonal with Hessenberg blocks
The orthogonal polynomials are a special case of ORF obtained by choosing a sequence γ = α
that contains only zeros. Another special case is given by the orthogonal Laurent polyno-
mials (OLP) obtained by choosing an alternating sequence γ = {0,∞, 0,∞, 0,∞, . . .}. In
[28], Vela´zquez described spectral methods for ORF on the unit circle that were based on
these two special choices. The result was that the matrix representation of the shift operator
Tµ : L2µ → L2µ : f(z) 7→ zf(z) has a matrix representation that is a matrix Mo¨bius transform of
a structured matrix. The structure is a Hessenberg structure in the case of γ = α and it is a
five-diagonal matrix (a so-called CMV matrix) for the sequence γ = {0, β1, α2, β3, α4, . . .}. In
the case of orthogonal (Laurent) polynomials the Mo¨bius transform turns out to be just the
identity and we get the plain Hessenberg matrix for the polynomials and the plain CMV matrix
for the Laurent polynomials.
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In [8], the OLP case was discussed using an alternative approach when the 0,∞ choice did not
alternate nicely, but the order in which they were added was arbitrary. Then the structured
matrix generalized to a so-called snake-shape matrix. This is in fact a generalization of both the
Hessenberg and the CMV structures mentioned above. It is a block diagonal where the blocks
alternate between upper and lower Hessenberg structure.
To illustrate this for our ORF, we start by using the approach of Vela´zquez in [28] to obtain
this structure. In the next sections we shall use the linear algebra approach of [8] to analyze
the operator aspects and the computational aspects for the quadrature formulas.
We start from the recurrence for the φαk and transform it into a recurrence relation for the φk,
which will eventually result in a representation of the shift operator.
To avoid a tedious book-keeping of normalizing constants, we will just exploit the fact that
there are some constants such that certain dependencies hold. For example the recurrence
φαn(z) = enηn1
$αn−1(z)
$αn(z)
[
ζαn−1(z)φ
α
n−1(z) + λ
α
nφ
α∗
n−1(z)
]
or equivalently
φαn(z) = enηn1
[
σn−1
$α∗n−1(z)
$αn(z)
φαn−1(z) + λ
α
n
$αn−1(z)
$αn(z)
φα∗n−1(z)
]
or
$α∗n−1(z)φ
α
n−1(z) = e
−1
n ηn1σn−1$
α
n(z)φ
α
n(z)− λαnσn−1$αn−1(z)φα∗n−1(z) (8.1)
will be expressed as
$α∗n−1φ
α
n−1 ∈ span{$αnφαn, $αn−1φα∗n−1}. (8.2)
Similarly, by combining the recurrence for φαn and φ
α∗
n from Theorem 5.1 and eliminating φ
α
n−1,
we have
$αnφ
α∗
n ∈ span{$αnφαn, $αn−1φα∗n−1}. (8.3)
Note that this relation always holds whether or not λαn 6= 0.
Now suppose that our sequence γ has the following configuration
γ = . . . , βk−1, αk, . . . , αn, . . . , αm−1, βm, . . . βl−1, αl, . . .
with 2 ≤ k ≤ n < m < l.
By using (8.2) and then repeatedly (8.3) we get
$α∗n φ
α
n ∈ span{$αn+1φαn+1, . . . , $αkφαk , $αk−1φα∗k−1}.
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Multiply this with B˙βn = B˙
β
n−1 = · · · = B˙βk−1
$α∗n B˙
β
nφ
α
n ∈ span{$αn+1B˙βnφαn+1, . . . , $αk B˙βkφαk , $αk−1B˙βk−1φα∗k−1},
and since by Theorem 3.8 φp = B˙
β
pφ
α
p for p = n, n−1, . . . , k and φk−1 = B˙βk−1φα∗k−1, this becomes
$α∗n φn ∈ span{$αn+1B˙βnφαn+1, $αnφn, . . . , $αkφk, $αk−1φk−1}. (8.4)
Thus if n+ 1 < m, then γn+1 = αn+1, hence B˙
β
n+1 = B˙
β
n and φn+1 = B˙
β
n+1φ
α
n+1, so that
$α∗n φn ∈ span{$αpφp}n+1p=k−1, n+ 1 < m. (8.5)
If n+ 1 = m, then γn+1 = βm and we need to deal with the subsequence of β’s in
γ = . . . , αm−1, βm, . . . , βl−1, αl, . . .
Therefore we note that
$αm = (z − αm)
1− αmz
z − αm = (z − αm)
z − βm
1− βmz
σ2m = σm$
α∗
m (z)ζ
β
m(z). (8.6)
Thus
$αmB˙
β
m−1φ
α
m = σm$
α∗
m B˙
β
mφ
α
m.
Using (8.2) again repeatedly we then see that
$αmB˙
β
m−1φ
α
m ∈ B˙βm span{$αmφα∗m , $αm+1φαm+1} = B˙βm span{$αmφα∗m , $α∗m+1ζβm+1φαm+1}
= span{$αmB˙βmφα∗m , $α∗m+1B˙βm+1φαm+1}
= · · ·
= span{$αmB˙βmφα∗m , . . . , $αl−1B˙βl−1φα∗l−1, $αl B˙βl φαl }
= span{$αmφm, . . . , $αl−1φl−1, $αl φl}
so that by plugging this into (8.4) with n+ 1 = m gives
$α∗n φn ∈ span{$αpφp}lp=k−1, n+ 1 = m. (8.7)
The two relations (8.4) and (8.7) tell us how we should express $α∗n φn in terms of the $
α
kφk ,
k ≤ n+ 1 in the case that γn = αn.
The next step is to express $α∗n φn in terms of {$αpφp}, p ≥ n − 1 when γn = βn. This goes
along the same lines. Let us consider the mirror situation
γ = . . . , βl−1, αl, . . . , αk−1, βk, . . . , βn, . . . , βm−1, αm, . . .
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with 2 ≤ k ≤ n < m < l.
We first use (8.6) for m = n to write
$α∗n φn = $
α∗
n B˙
β
nφ
α∗
n = σn$
α
nB˙
β
n−1φ
α∗
n
which implies that we shall need expressions for $αnφ
α∗
n . We use repeatedly (8.3) in combination
with the previous relation to get
$α∗n φn ∈ B˙βn−1 span{$αn−1φα∗n−1, $αnφαn}
= span{B˙βn−1$αn−1φα∗n−1, B˙βn$α∗n φαn}
= span{B˙βn−1$αn−1φα∗n−1, B˙βn$αnφα∗n , B˙βn$αn+1φαn+1}
= span{B˙βn−1$αn−1φα∗n−1, B˙βn$αnφα∗n , B˙βn+1$α∗n+1φαn+1}
= span{B˙βn−1$αn−1φα∗n−1, B˙βn$αnφα∗n , B˙βn+1$αn+1φα∗n+1, B˙βn+1$αn+2φαn+2}
= · · ·
= span{B˙βn−1$αn−1φα∗n−1, . . . , B˙βm−1$αm−1φα∗m−1, B˙βm−1$αmφαm}
= span{B˙βn−1$αn−1φα∗n−1, $αnφn, . . . , $αm−1φm−1, $αmφm}
where in the last step we used γm = αm and hence B˙
β
m−1 = B˙
β
m and B˙
β
m−1φ
α
m = φm. Thus if
n > k, also γn−1 = βk−1 so that also the first term is $αn−1φn−1 and we have found that
$α∗n φn ∈ span{$αpφαp}mp=n−1, n > k. (8.8)
Now we are left with the remaining case n = k, i.e., γn−1 = αk−1, and so we are dealing with
the α’s in
. . . , βl−1αl, . . . , αm−1, βm . . .
Using (8.3) repeatedly we get
$αn−1φ
α∗
n−1 ∈ span{$αn−1φαn−1, $αn−2φα∗n−2}
= span{$αn−1φαn−1, $αn−2φαn−2, $αn−2φα∗n−2}
= · · ·
= span{$αn−1φαn−1, $αn−2φαn−2, . . . , $αl φαl , $αl−1φα∗l−1}.
After multiplying with B˙βl = B˙
β
l+1 = · · · = B˙βn−1 we get
$αn−1φ
α∗
n−1 ∈ span{$αpφp}n−1p=l−1.
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Plug this in our previous expression for $α∗n φn and we arrive at
$α∗n φn ∈ span{$αpφp}mp=l−1, n = k. (8.9)
To summarize, (8.4) and (8.7) in the case γn = αn and (8.8) and (8.9) in the case γn = βn show
short recurrences for the φp that fully rely on the recursion for the α-related quantities: φ
α
n and
φα∗n . They use only factors $
α
p and $
α∗
p and in the relations, only the rational Szego˝ parameters
λαp are used.
This analysis should illustrate that as long as we are in a succession of α’s we are building up
an upper Hessenberg block. At the instant the α sequence switches to a β sequence one starts
building a lower Hessenberg block, which switches back to upper Hessenberg when again α’s
enter the γ sequence etc. See Figure 1. Of course if there are only α’s in the sequence, we end
up with just an upper Hessenberg as in the classical case. If we alternate between one α and one
β’s we get the so called CMV type matrix which is a five-diagonal matrix with a characteristic
block structure a given in Figure 2.
Suppose we start with a set of α’s, then if we set T = zI and
A = diag(α0, α1, . . .)
and $∗A = T − A and $A = I − T A∗, then (at least formally) we have
[φ0, φ1, . . .]$
∗
A = [φ0, φ1, . . .]$AGˆ (8.10)
with Gˆ having the structure shown in Figure 1. In the special case that the α’s and β’s alternate
as in
γ = {α1, β2, α3, β4, α5, . . .},
we get the five-diagonal matrix as in [6] for polynomials and for ORF in [28]. Since for k ≥ 1
each α2k−1-column is the last in an α-block and each β2k-column is the first in a β-block, we
get a succession of 4× 2 blocks that shift down by two rows as illustrated by Figure 2.
The particular role of the last column in an α-block and the first column in a β-block is due
to the fact that we have chosen to derive these relations for the φk from the recurrence for the
φαk leading to factors $A and $
∗
A and the use of parameters ω
α
k . A symmetric derivation could
have been given by starting from the φβk recursion, in which case the β blocks will correspond
to upper Hessenberg blocks and the α blocks to lower Hessenberg blocks. Then the longer
recurrence would occur in the last column of the β-block and the first column of the α-block.
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Fig. 1. Structure of the matrix Gˆ which is the same as the structure of the matrix GA.
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Fig. 2. Structure of the matrix Gˆm when α’s and β’s alternate, which is the five-diagonal CMV matrix
given in [28].
We can define as in [28] an operator Mo¨bius transform
ζ˜A(T ) = n−1A $˜∗A(T )$˜A(T )−1nA∗ ,

$˜A(T ) = I +A∗T
$˜∗A(T ) = T +A
nA = $A∗(A∗)1/2 =
√I −AA∗ = √I −A∗A = nA∗
= diag(1,
√
1− |α1|2,
√
1− |α2|2, . . .)
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Then it is not difficult to see that (8.10) is equivalent with
[φ0(z), φ1(z), φ2(z), . . .](zI − ζ˜A(G)) = 0, Gˆ = n−1A G nA∗ = GA.
The matrices G and Gˆ have the same form, but G is rescaled to be isometric. So we see intuitively
that on L = span{φ0, φ1, . . .} the operator zI should have a matrix representation ζ˜A(G) with
respect to the φ-basis. We shall have a more careful discussion of this fact in the next section.
In this section have used the α-recursion to derive the form of the matrix. In principle, this
could also be obtained from the β-recursion, but while it is rather simple to deal with αj = 0,
it is much more tricky to deal with the corresponding βj = ∞. Therefore we do not include
that here.
It should also be clear that the alternating case (i.e., the case of the CMV representation) gives
the smallest possible bandwidth.
9 Factorization of a general CMV matrix
It is well known (see [28,2] in the rational case and [8] for the polynomial case) that the
Hessenberg matrix G = H (obtained when γ = α) can be written as an infinite product of
Givens matrices, i.e.,
G = H = G1G2G3G4 · · ·
where (the basis functions are orthogonal but we make abstraction of the finer normalization
used)
Gk :=

Ik−1 0 0
0 Gˆk 0
0 0 I∞
 , G˜k :=
−δk ηk
ηk δk
 , ∀k ≥ 1,
with Ik−1, I∞ are the identity matrices of sizes (k − 1) and ∞, respectively, I0 is the empty
matrix, δk = λ
α
k is the k-th Szego˝ parameter and ηk :=
√
1− |δk|2.
Also the CMV matrix Cε associated with the alternating sequence γ = ε where γ2k−1 = α2k−1
and γ2k = β2k, for all k ≥ 1 uses the same Givens transforms, but they are multiplied in a
different order:
G = CoCe = (· · ·G9G7G5G3G1)·(G2G4G6G8G10 · · · ) = (G1G3G5G7G9 · · · )·(G2G4G6G8G10 · · · ) .
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To find explicit expressions for these elementary factors in our case, taking into account the
proper normalization, requires a more detailed analysis. We start with the following
Theorem 9.1 In the case γ = α, we may rewrite the recurrence relation in this form
 $α∗n−1φαn−1√
1− |αn−1|2
$αnφ
α∗
n√
1− |αn|2
 =
 $αn−1φα∗n−1√
1− |αn−1|2
$αnφ
α
n√
1− |αn|2
 G˜αn
with
G˜αn = σn−1η
α
n1
 −λαnηαn1
√
1− |λαn|2√
1− |λαn|2 λαnηαn1

 1 0
0 σn

or [
$α∗n−1φ
α
n−1|$αnφα∗n
]
=
[
$αn−1φ
α∗
n−1|$αnφαn
]
Gˆαn
with
Gˆαn =
 (1− |αn−1|2)−1/2 0
0 (1− |αn|2)−1/2
 G˜αn
 (1− |αn−1|2)1/2 0
0 (1− |αn|2)1/2

PROOF. This is in fact an explicit form of what in the previous section was expressed as (8.2)
and (8.3).
Taking the first line of the recurrence relation and solving for $α∗n−1φ
α
n−1 we get (8.1), i.e.,
$α∗n−1φ
α
n−1 = (e
α
n)
−1ηαn1σn−1$
α
nφ
α
n − λαnσn−1$αn−1φα∗n−1
Using eαn =
√
1−|αn|2√
1−|αn−1|2
1√
1−|λαn |2
and ηαn2 = η
α
n1σn−1σn this becomes
$α∗n−1φ
α
n−1√
1− |αn−1|2
= ηαn1σn−1
−λαnηαn1 $αn−1φα∗n−1√
1− |αn−1|2
+
√
1− |λαn|2
$αnφ
α
n√
1− |αn|2
 (9.1)
The second line of the recurrence relation is
$αnφ
α∗
n = e
α
nη
α
n2σn−1λαn$
α∗
n−1φ
α
n−1 + e
α
nη
α
n2$
α
n−1φ
α∗
n−1.
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Eliminate the term $α∗n−1φ
α
n−1 with the first line of the recurrence and after inserting the value
of eαn and rearranging, we get
$αnφ
α
n√
1− |αn|2
= ηαn1σn−1
 $αn−1φαn−1√
1− |αn−1|2
√
1− |λαn|2σn +
$αnφ
α
n√
1− |αn|2
λαnη
α
n1σn
 .
This is equivalent with the formula using G˜αn of the theorem. Derivation of the form Gˆ
α
n is
obvious. 
Note that G˜αn is unitary but Gˆ
α
n is not unless |λαn| = 1 or αn = αn−1.
Now suppose that n ∈ an, i.e., γn = αn then B˙βn = B˙βn−1 and hence
[
$α∗n−1φ
α
n−1B˙
β
n−1 $
α
nφ
α∗
n B˙
β
n
]
=
[
$αn−1φ
α∗
n−1B˙
β
n−1 $
α
nφ
α
nB˙
β
n
]
Gˆαn. (9.2)
If n ∈ bn, i.e., γn = βn, then B˙βn = B˙βn−1ζβn = σnB˙βn−1 $
α
n
$α∗n
.
Define then
G˜βn =
σn 0
0 1
 G˜αn
σn 0
0 1
 = S˜∗nG˜αnS˜n, S˜n = diag(σn, 1), (9.3)
and as for Gˆαn
Gˆβn =
 (1− |αn−1|2)−1/2 0
0 (1− |αn|2)−1/2
 G˜βn
 (1− |αn−1|2)1/2 0
0 (1− |αn|2)1/2

=
σn 0
0 1
 Gˆαn
σn 0
0 1
 .
so that
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[
$αn−1φ
α∗
n−1B˙
β
n−1 $
α∗
n φ
α
nB˙
β
n
]
Gˆβn
=
[
$αn−1φ
α∗
n−1B˙
β
n−1 $
α
nφ
α
nB˙
β
n−1
]
σnGˆ
α
n
σn 0
0 1

=
[
$α∗n−1φ
α
n−1B˙
β
n−1 $
α
nφ
α∗
n B˙
β
n−1
]  1 0
0 σn

=
[
$α∗n−1φ
α
n−1B˙
β
n−1 $
α∗
n φ
α∗
n B˙
β
n
]
.
Thus [
$α∗n−1φ
α
n−1B˙
β
n−1 $
α∗
n φ
α∗
n B˙
β
n
]
=
[
$αn−1φ
α∗
n−1B˙
β
n−1 $
α∗
n φ
α
nB˙
β
n
]
Gˆβn. (9.4)
We build the general CMV matrix as a product of G-factors. Set α0 = 0 and suppose we
consider for 1 ≤ n < k < m < l < · · · ≤ ∞
α0, α1, . . . , αn−1|βn, . . . , βk−1|αk, . . . , αm−1|βm, . . . , β`−1|α`, . . . .
We consider the vector
Φ(I − A∗z) =
[
$α0φ0, . . . , $
α
n−1φn−1
∣∣∣ $αnφn, . . . , $αk−1φk−1∣∣∣$αkφk, . . .
. . . , $αm−1φm−1
∣∣∣ $αmφm, . . . , $α`−1φ`−1∣∣∣ $α` φ`, . . .]
=
[
$α0φ
α
0 , . . . , $
α
n−1φ
α
n−1B˙
β
n−1
∣∣∣ $αnφα∗n B˙βn , . . . , $αk−1φα∗k−1B˙βk−1∣∣∣$αkφαk B˙βk , . . .
. . . , $αm−1φ
α
m−1B˙
β
m−1
∣∣∣ $αmφα∗m B˙βm, . . . , $α`−1φα∗`−1B˙β`−1∣∣∣ $α` φα` B˙β` , . . .] .
Define for ν ∈ {α, β} and with ηA =
√I −A∗A
Gνn =

In−1
G˜νn
I∞
 = diag(In−1, G˜νn, I∞), and Gˆνn = η−1A GνnηA. (9.5)
Apply successively the Gνn to the right on the Φ vector. Keep an increasing order for the factors
within an α-block and a decreasing order for the factors covering a β-block. Thus for the example
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given above the order will be
Gˆ = η−1A GηA, (9.6)
with
γ= α0, α1, . . . , αn−1 ‖βn, . . . , βk−1|αk‖αk+1, . . . , αm−1‖βm, . . . , β`−1|α`‖α`+1, . . .
Gˆ= (Gˆα1 Gˆα2 · · · Gˆαn−1)︸ ︷︷ ︸
Gˆ1α
(Gˆαk Gˆ
β
k−1 · · · Gˆβn)︸ ︷︷ ︸
Gˆ1
β
(Gˆαk+1 · · · Gˆαm−1)︸ ︷︷ ︸
Gˆ2α
(Gˆα` Gˆ
β
`−1 · · · Gˆβm)︸ ︷︷ ︸
Gˆ2
β
(Gˆα`+1 · · · )
= η−1A (G
α
1G
α
2 · · ·Gαn−1)︸ ︷︷ ︸
G1α
(GαkG
β
k−1 · · ·Gβn)︸ ︷︷ ︸
G1
β
(Gαk+1 · · ·Gαm−1)︸ ︷︷ ︸
G2α
(Gα`G
β
`−1 · · ·Gβm)︸ ︷︷ ︸
G2
β
(Gα`+1 · · · )ηA
Using (9.2) when multiplying Φ(I − A∗z) with Gˆ1α gives (note φ0 = φ∗0)
[
$α∗0 φ0, . . . , $
α∗
n−2φn−2, $
α
n−1φ
α∗
n−1B˙
β
n−1
∣∣∣ $αnφn, . . .]
While multiplying this result with Gˆαk Gˆ
β
k−1 · · · Gˆβn+1, we make use of (9.2) and (9.4) to obtain
[
$α∗0 φ0, . . . , $
α∗
n−2φn−2, $
α
n−1φ
α∗
n−1B˙
β
n−1
∣∣∣ $α∗n φαnB˙n, $α∗n+1φn+1, . . . , $α∗k−1φk−1∣∣∣ $αkφ∗k, $αk+1φk+1, . . .]
and the remaining multiplication Gˆβn fixes the link of the α and β-block:[
$α∗0 φ0, . . . , $
α∗
n−1φn−1
∣∣∣ $α∗n φn, . . . , $α∗k−1φk−1∣∣∣ $αkφ∗k, $αk+1φk+1, . . .]
The next block is again an α-block treated by the product Gˆ2α, and one may continue like this
to finally get
Φ(I − A∗z)Gˆ = Φ(zI − A) (9.7)
and Gˆ = η−1A GηA with G the product of unitary matrices, all of which have only one nontrivial
2× 2 diagonal block.
Note that for example G2β = G
α
`G
β
`−1 · · ·Gβm. Because ` > m there must be at least two factors
in such a β-block: the first one is a Gα· and the last one is a G
β
· . However G
2
α = G
α
k+1 · · ·Gαm−1
thus if k = m − 1 then the initial index k + 1 is larger than the end index m − 1. Thus if an
α-block has only one element then there are no factors in this product, which means that this
Gα is just the identity.
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In the case of γ = α (no β’s), then there is of course only one infinite block so n = ∞ and
there is no k,m, `, ...
G = Gα1Gα2Gα3 · · · = H
is the familiar upper Hessenberg matrix, and in the case of alternating α-β sequence, we have
in the case α1, β2, α3, β4, . . .
G = Gα1 (Gα3Gβ2 )I(Gα5Gβ4 )I(Gα7Gβ6 ) · · · = (Gα1Gα3Gα5 · · · )(Gβ2Gβ4Gβ6 · · · ) = C = Cαo Cβe
because the blocks commute. If we define Se = diag(1, S˜2, S˜4, S˜6, . . .), S˜2k = diag(σ2k, 1), then
of course C = Cαo S∗eCαe Se.
In the case β1, α2, β3, α4, . . ., then
G = (Gα2Gβ1 )I(Gα4Gβ3 )I(Gα6Gβ5 ) · · · = (Gα2Gα4Gα6 · · · )(Gβ1Gβ3Gβ5 · · · ) = C = Cαe Cβo .
As in the previous case this is C = Cαe S∗oCαo So with So = diag(S˜1, S˜3, S˜5, . . .), S˜2k−1 = diag(σ2k−1, 1).
These are the classical CMV matrices as also given in [28], except for the S factors, which were
not in [28]. That is because we have used a particular normalization for the φn-basis. A slightly
different normalization of the φn-basis will remove the S factors. Indeed, replacing all φn by
ϕαn = ς˙
β
nφn, where
ς˙βn =
B˙βn
|B˙βn |
=
∏
j∈bn
σj,
will do.
To see this note that the relation (9.3) between G˜βn and G˜
α
n can also be written as (multiply
with σnσn = 1)
G˜βn =
 1 0
0 σn
 G˜αn
 1 0
0 σn
 . (9.8)
The first and the last of these factors can then be moved to the ϕn so that the β-relation (9.4)
now becomes[
$αn−1ς˙
β
n−1φ
α
n−1B˙
β
n−1 $
α∗
n ς˙
β
nφ
α∗
n B˙
β
n
]
=
[
$αn−1ς˙
β
n−1φ
α∗
n−1B˙
β
n−1 $
α∗
n ς˙
β
nφ
α
nB˙
β
n
]
Gˆαn. (9.9)
Note that the multiplication on the right is with Gˆαn and not with Gˆ
β
n.
For the α-case, i.e., γn = αn nothing essentially changes since then ς˙
β
n = ς˙
β
n−1.
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It should be clear that following the same arguments used above, the relation (9.7) then becomes
Φα(I − A∗z)Gˆα = Φα(zI − A) with Φα = [ϕα0 , ϕα1 , ϕα2 , . . .]
and Gˆα is exactly like Gˆ in (9.6), except that all Gβj should be replaced by a Gαj .
From (9.7) we derive that
zI = (Gˆ +A)(I +A∗Gˆ)−1 = η−1A (G +A)(I +A∗G)−1ηA
which is the matrix representation of the shift operator with respect to the basis (φ0, φ1, φ2, . . .).
With respect to the basis Φα, the expression is the same except that G should be replaced by
Gα.
Of course the spectrum of the operator will not be affected by the renormalization factor σ˙βn,
i.e., the spectrum remains the same whether or not the S factors are present.
We summarize our previous results.
Theorem 9.2 In the general case of a sequence γ, then with the notation introduced above,
the shift operator with respect to the orthonormal basis {φn} has the form
zI = (Gˆ +A)(I +A∗Gˆ)−1 = η−1A (G +A)(I +A∗G)−1ηA
where A = diag(α0, α1, . . .), ηA =
√I −A∗A and G is a product of unitary factors Gk defined
in (9.5) where the order of multiplication is from left to right in a block of successive α-values
and from right to left in a block of successive β-values as explained in detail above.
For the sequence α we get the classical Hessenberg matrix
G = Gα1Gα2Gα3 · · · = H.
The classical CMV matrices are obtained for α1, β2, α3, β4, . . . as
G = Gα1 (Gα3Gβ2 )(Gα5Gβ4 )(Gα7Gβ6 ) · · · = (Gα1Gα3Gα5 · · · )(Gβ2Gβ4Gβ6 · · · ) = C = Cαo Cβe
and in the case β1, α2, β3, α4, . . ., then
G = (Gα2Gβ1 )(Gα4Gβ3 )(Gα6Gβ5 ) · · · = (Gα2Gα4Gα6 · · · )(Gβ1Gβ3Gβ5 · · · ) = C = Cαe Cβo .
It we use the slightly different orthonormalized basis {ϕαn}, then the previous relations still hold
true, except that all Gβj can be replaced by G
α
j .
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Note that λαn = 0 does not give any problem for these formulas of the G-factors. If γ = α then
all φαn are regular, but for a general sequence γ, it is possible that φn is not regular. Recall that
then λn =∞ but by Theorem 5.3 this means that λαn = 0 and thus there is no problem in using
the G-matrices introduced above, even if the ORF sequence is not regular.
Another thing to note here is that, as we remarked before, the factors Gνk are unitary, although
the factors Gˆνk = η
−1
A G
ν
kηA are in general not unitary. However ζ˜A(G) = η−1A (G+A)(I+A∗G)−1ηA
is unitary when G is unitary as can be directly verified in the finite dimensional case. For example
[ζ˜A(G)][ζ˜A(G)]∗ = I if and only if
(I +AG∗)η−2A (I + GA) = (G∗ +A∗)η−2A (G +A)
which is verified after working out and using that A and ηA commute. A similar calculation
verifies that [ζ˜A(G)]∗[ζ˜A(G)] = I. The same holds for the infinite case i.e, in the whole of L2µ if
L is dense (see also [28]).
When using the recursion for the φn with respect to a general sequence γ, then one will not
directly compute the λαn, which requires the use of the sequence α but whenever λn is computed,
then again by this Theorem 5.3, we can derive from these the λαn. Of course if we know the
sequence γ, then we also know the sequence α. So we can always generate the matrix Gn as
fully expressed in terms of α-related quantities. Equivalently, one may express the previous
matrix Gαn in terms of the λn. There is only one problem: the computation of η
α
n1 for which we
did not give and explicit expression so far. So we prove:
Lemma 9.3 The phase θαn of the unitary factor η
α
n1 = e
iθαn is given by
θαn = arg
(
σn−1σn$αn(αn−1)φα∗n (αn−1)
)
or ηαn1 = σn−1σnu
(
$αn(αn−1)φ
α∗
n (αn−1)
)
.
(Recall u(z) = z/|z|.)
PROOF. Take the relation (9.1) and evaluate for z = αn−1, then the left-hand side vanishes
because $α∗n−1(αn−1) = 0. Hence
λαnη
α
n1
$αn−1(αn−1)φ
α∗
n−1(αn−1)√
1− |αn−1|2
=
√
1− |λαn|2
$αn(αn−1)φ
α
n(αn−1)√
1− |αn|2
.
or
ηαn1 =
√
1− |λαn|2√
1− |αn−1|2
√
1− |αn|2
$αn(αn−1)φ
α
n(αn−1)
λαnφ
α∗
n (αn−1)
.
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Use the definition of λαn = η
α
n
φαn(αn−1)
φα∗n (αn−1)
with ηαn = σn−1σn
$αn(αn−1)
$αn−1(αn)
and knowing that φα∗n−1(αn−1) >
0 we obtain after simplification and leaving out all the factors with phase zero
θαn = arg
(
σn−1σn$αn(αn−1)φα∗n (αn−1)
)
as claimed. 
Note that this expression for ηαn1 is well defined because φ
α∗
n (αn−1) 6= 0.
We are now ready to show how to use the quantities for a general γ-sequence in generating the
Gαn matrix. For example if n − 1 ∈ bn and n ∈ an, then γn = αn, γn−1 = βn−1, λαn = 1/λn,
φαn = φn/B˙
β
n . This allows to express η
α
n1 and all the other elements of Gn in terms of the
γ-related elements. If we assume that φn is regular, then
G˜αn =σn−1η
α
n1
 −ηαn1/λn
√
1− 1/|λn|2√
1− 1/|λn|2 ηαn1/λn

 1 0
0 σn

=
σn−1ηαn1
|λn|
un 0
0 1

 −1
√
|λn|2 − 1√
|λn|2 − 1 1

 1 0
0 unσn

where un = (λn/|λn|)ηαn1 ∈ T.
Expressing ηαn1 explicitly in terms of γ-elements is a bit messy. Suppose that 1/αn−1 = βn−1 ∈
bn, then φ
∗
n has a pole in αn−1 although this is compensated by the same pole of B˙
β
n in
φα∗n = φ
∗
n/B˙
β
n . Indeed as shown in (3.1)
φα∗n (z) =
φ∗n(z)
B˙βn(z)
= B˙αn (z)φn∗(z) =
ς˙αn p
∗
n(z)
p˙iαn(z) ·
∏
j∈bn(z − βj)
, ς˙αn =
∏
j∈an
σj
=
p∗n(z)ς˙
α
n ·
∏
j∈bn(−αj)
piαn(z)
=
ςnp
∗
n(z) ·
∏
j∈bn|αj|
piαn(z)
=
ςnp
∗
n(z)
piαn(z) ·
∏
j∈bn|βj|
which can always be evaluated for z = αn−1 without a problem. Thus evaluate the numerator
p∗n of φ
∗
n at z = αn−1, multiply by ςn and divide by the product of pi
α
n−1(αn−1) and ·
∏
j∈bn|βj|
and this will give you the value of $αn(αn−1)φ
α∗
n (αn−1), which will define the phase for η
α
n1 as
given in Lemma 9.3.
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If n is not a regular index, then λn =∞ and in that case the matrix G˜αn has the form
G˜αn = σn−1η
α
n1
 0 1
1 0

 1 0
0 σn
 = σn−1ηαn1
 0 σn
1 0
 .
10 Spectral analysis
Recall the operator Mo¨bius transform of the previous section. If ‖A‖ < 1 then ζ˜A(T ) will be
isometric/unitary whenever T is isometric/unitary [28]. Thus if the Hessenberg or the CMV
matrix or general G matrix is unitary, then also its Mo¨bius transform will be unitary.
Now [28, Thm. 4.2] says that if α is compactly included in D and µ satisfies the Szego˝ condition
µ′ 6∈ L1, then V = ζ˜A(H) will have suppµ = σ(V) and a mass point λ of µ is a simple eigenvalue
of V with eigenvector Φα(λ) = (φα0 (λ), φα1 (λ), φα2 (λ), . . .) and µ({λ}) = 1/‖Φα(λ)‖2. Recall that
whatever γ, we have chosen the ORF φn to be orthonormal, an hence φ0 = 1.
Similarly [28, Thm. 5.1, 5.4] says that if α is compactly included in D, and α = ε is the
alternating sequence mentioned above, then U = ζ˜A(C) will be the matrix representation of the
shift Tµ with respect to the basis (φεn)n≥0 and suppµ = σ(U) and a mass point λ of µ is a simple
eigenvalue of U with eigenvector Φε(λ) = (φε0(λ), φε1(λ), φε2(λ), . . .) and µ({λ}) = 1/‖Φα(λ)‖2 =
1/‖Φε(λ)‖2.
Thus if Tµ is the unitary shift operator in L2µ, i.e., Tµf(z) = zf(z) for all f ∈ L2µ, then the pre-
vious relations say that in the case γ = α or γ = ε then Tµ  L with L = clL2µ span{φν0, φν1, . . .},
has an isometric matrix representation in the φν-basis given by ζ˜A(Gν) for ν ∈ {α, ε}. If α is
compactly included in D, then (φαk )k≥0 is complete in L2µ, and ζ˜A(Gα) = ζ˜A(H) is unitary and
represents the full operator.
Under the same conditions also (φεk)k≥0 is a basis for L
2
µ and ζ˜A(Gε) is unitary and represents
the full shift operator. In fact, [28, Thm. 5.3] says for the sequence ε that
∑∞
k=1(1 − |α2k|2) =∑∞
k=1(1− |αk|2k−1) =∞ is sufficient for both (φε2k−1 = φα2k−1)k≥1 and (φε2k = φβ2k∗)k≥0 to form a
basis for L2µ.
All this suggests that in the general case ζ˜A(G) will be a representation with respect to the
general set (φk)k≥0 of Tµ  L with L = clL2µ span{φ0, φ1, . . .}
It is an easy adaptation of [28, Proposition 5.3] to find that L = L2µ if
∑
k∈a∞(1 − |αk|2) = ∞
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and
∑
k∈b∞(1− |αk|2) =∞. In that case ζ˜A(G) is the representation of the full operator.
Of course the spectrum of the operator will not be affected by the renormalization factor ς˙βn
that we used in the previous section, i.e., the spectrum remains the same whether or not the S
factors are present. This means that, on condition that L is dense in L2µ, we work using only
the Gαn factors in the factorization of the operator G, and the spectrum will not be affected by
the order in which these are multiplied.
This is a well known fact in the case of a finite unitary Hessenberg matrix. It can be decomposed
as a finite product of finite matrices of the type H = Gˆ1Gˆ2 · · · Gˆn. Multiplying these factors
in any order will not change the spectrum of the matrix. See e.g. [1]. The previous discussion
illustrates that the same observation holds for the infinite case and this transfers to the rational
case after the matrix Mo¨bius transform as well. The shape of the general G matrix is also implicit
in the computations for the rational Krylov method in [23].
In fact, this property about the spectrum holds for general AMPD matrices. AMPD matrices
are of the form AM + D with A and D arbitrary diagonal matrices and M a product of
Gk-type factors, i.e., these are the identity with only an arbitrary 2 × 2 diagonal block on
position k. The spectrum of an AMPD matrix does not depend on the order in which the
Gk factors are multiplied. The same property holds for rational forms, i.e., the spectrum of
(BM +E)(AM +D)−1 with AM +D and BM +E both AMPD matrices, will be independent
of the order in which the product defining M is organized. This will be proved in a separate
forthcoming paper. The present application of this property is a special case since it requires
that all the matrices involved are unitary. Then the additional property holds that although
the eigenvectors of the matrix will depend on M , i.e., the order of multiplication, the absolute
values of the components of the eigenvectors turn out to be the same since for a given eigenvalue
λ ∈ T they are given by |φk(λ)| = |φαk (λ)| = |φβk(λ)|.
11 Computation of the quadrature
To construct the nodes of the n-point quadrature formulas via an eigenvalue decomposition of
a unitary truncation of matrix ζ˜A(C) in the general case is not a good option for practical use,
because truncating to Ln is much more complicated because the Hessenberg blocks are on both
sides of the diagonal. However because the order in which the poles are introduced does not
play a role in the eventual quadrature formula. Hence the most economic solution is to take
the sparsest representation, which is the CMV matrix corresponding to the alternating case. In
that case the nodes and weights of the quadrature formula can be computed as described in [3,
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Thm. 7.3, Cor. 8.3, Prop. 8.4]. Note that we never build a Hessenberg block. What we have to
do is, no matter what sequence γ is, we always take the underlying α sequence and we alternate
choosing an αk followed by a βk = 1/αk+1, so that we have the CMV structure. The space in
which the n-point quadrature formula will be exact is always the same: Rn−1 = Ln−1 · L(n−1)∗.
Rational interpolatory and Szego˝ quadrature formulas with arbitrary order of the poles includ-
ing error estimates and numerical experiments were also considered in [10].
12 Alternative formulations
12.1 Using the general recursion and dealing with infinity
Suppose γ = α, then our derivation given in sections 8 and 9 shows that
Φ(I − A∗z)Hˆα = Φ(zI − A)
with Hˆα an upper Hessenberg matrix. If we go through the derivation, then the same arguments
used for the sequence α also applies when we do exactly the same steps using the recursion of
Theorem 5.1 for the general sequence γ, where we assume for the moment that γi = ∞ does
not appear. Then we shall again arrive at the above relation, except that all α’s are replaced by
γ’s. Thus (assume for simplicity that the whole sequence is regular) and recall that all |γk| 6= 1
then
Φ(I − Γ ∗z)Hˆγ = Φ(zI − Γ ) and zI = (Hˆγ + Γ )(I + Γ ∗Hˆγ)−1 (12.1)
where Γ = diag(γ0, γ1, . . .) and ηγ = (I − Γ ∗Γ )1/2 in Hˆγ = η−1γ Hγηγ which is again upper
Hessenberg. An important note is in order here. The previous notation is purely formal. The
practical expressions will involve quatities 1−|λk|2 and 1−|γk|2 that can be negative so that for
example the definition of ηγ is a bit problematic. However, remember the relation (5.1), which
was the consequence of the fact that 1−|λn|2 can only be negative if (1−|γn|2)(1−|γn−1|2) < 0.
Therefore bringing the factor ηγ and η
−1
γ inside the G-factors will give square roots of positive
elements. Just note that
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 1/
√
1− |γn−1|2
1/
√
1− |γn|2

 −λnηn1
√
1− |λn|2√
1− |λn|2 λnηn1


√
1− |γn−1|2 √
1− |γn|2

=
 −λnηn1
√
(1−|λn|2)(1−|γn|2)
(1−|γn−1|2)√
(1−|λn|2)(1−|γn−1|2)
(1−|γn|2) λnηn1

and all square roots are taken from positive numbers. To keep the link with what was done for
the α sequence, we used the previous notation and we shall continue doing that in the sequel.
In any case the representation Hˆγ is a Hessenberg matrix that can can be computed in a proper
way.
The pole at the origin is excluded because it would require that the diagonal elements $k(z) =
1 − γkz to be replaced by −z if γk = ∞ and similarly $∗k(z) = z − γk by −1. To avoid this,
we can use the strategy that was used before when switching between the formalism for the α
and for the β sequence, except that we now use this strategy to switch between a finite and an
infinite entry in the γ sequence.
Without going through all the details, the duality between α and β can be transferred to a
duality between γ = {γ1, γ2, . . .} ⊂ Cˆ \ T and the reciprocal sequence γˇ = {γˇ1, γˇ2, . . .} with
γˇk = 1/γk, k = 1, 2, . . .. The ORF for the sequence γ we denote as φn and the ORF for the
sequence γˇ we denote as φˇn. If ν = {ν1, ν2, . . .} is a sequence that picks νk = γk or νk = γˇk,
then, in analogy with Theorem 3.8, with proper normalization, the ORF for this ν sequence,
which are denoted as φνk will be given by
φνn = φnBˇn if νn = γn and φ
ν
n = (φn)
∗Bˇn if νn = γˇn,
where
Bˇn =
n∏
k=1
νk=γˇk
ζνk .
First note that as long as we are dealing with finite γk’s we can use the recurrence relation and
write the analog of the relation given in Theorem 9.1, just replacing the α’s by γ’s (which by
our convention means to remove the superscripts) and write
[
$∗n−1φn−1|$nφ∗n
]
=
[
$n−1φ∗n−1|$nφn
]
Gˆγn (12.2)
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with
Gˆγn = (N
γ
n )
−1G˜γn(N
γ
n ), N
γ
n =
 (1− |γn−1|2)−1/2 0
0 (1− |γn|2)−1/2
 ,
G˜γn = σn−1ηn1
 −λnηn1
√
1− |λn|2√
1− |λn|2 λnηn1

 1 0
0 σn

Now, if some γk =∞ is involved, we shall switch to the γˇ sequence, which means that we avoid
γk =∞ and replace it by γˇk = 0. The factor Bˇγn will thus only pick up a ζνk = 1/z each time a
γk =∞, hence νk = 0.
Bˇn(z) =
n∏
j=1
γj=∞
z =
∏
j∈in
z = z|i|
where in = {j : γj = ∞, 1 ≤ j ≤ n}. Since in the previous relations, as long as γn 6= ∞, we
have Bˇn−1 = Bˇn so that it is no problem to write[
$n−1Bˇn−1φn−1|$nBˇnφ∗n
]
=
[
$n−1Bˇn−1φ∗n−1|$nBˇnφn
]
Gˆνn
with Gˆνn = Gˆ
γ
n. If however γn = ∞, then $n = −z and this z-factor we absorb in Bˇn. This is
to say that $nBˇn−1 = $∗nBˇn. Hence
Bˇn−1
[
$n−1φ∗n−1|$nφn
]
Gˆνn = Bˇn−1 [$n−1φn−1|$nφ∗n] =
[
$n−1Bˇn−1φn−1|$∗nBˇnφ∗n
]
(12.3)
but now Gˆνn is like Gˆ
γ
n but with γn = ∞ replaced by 0. We can proceed exactly as in the case
of the α-β duality, but now apply it to the finite-infinite duality to find that
Gˆ = η−1P GηP , (12.4)
with (all the γi’s denoted explicitly as such are finite values and denoted as∞ when not finite)
γ= γ0, γ1, . . . , γn−1 ‖ ∞, . . . , ∞| γk ‖ γk+1, . . . , γm−1‖ ∞ , . . . , ∞| γ`‖γ`+1, . . .
Gˆ= (Gˆγ1Gˆγ2 · · · Gˆγn−1)︸ ︷︷ ︸
Gˆ1γ
(GˆγkGˆ
ν
k−1 · · · Gˆνn)︸ ︷︷ ︸
Gˆ1∞
(Gˆγk+1 · · · Gˆγm−1)︸ ︷︷ ︸
Gˆ2γ
(Gˆγ` Gˆ
ν
`−1 · · · Gˆνm)︸ ︷︷ ︸
Gˆ2∞
(Gˆγ`+1 · · · )
= η−1P (G
γ
1G
γ
2 · · ·Gγn−1)︸ ︷︷ ︸
G1γ
(GγkG
ν
k−1 · · ·Gνn)︸ ︷︷ ︸
G1∞
(Gγk+1 · · ·Gγm−1)︸ ︷︷ ︸
G2γ
(Gγ`G
ν
`−1 · · ·Gνm)︸ ︷︷ ︸
G2∞
(Gγ`+1 · · · )ηP .
Thus in the γ-blocks we multiply the successive factors Gγi to the right while in an∞-block we
multiply in reversed order like we did in the α-β case.
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Use (12.2) and multiply Φν(I −N ∗z) from the right with with Gˆ1γ and N = diag(ν0, ν1, ν2, . . .)
where νk = 0 if γk =∞ and νk = γk otherwise. This gives (note φν0 = φν∗0 and Bˇn−1 = 1)[
$∗0φ0, . . . , $
∗
n−2φn−2, $n−1φ
∗
n−1Bˇn−1
∣∣∣ $nφ∗nBˇn, . . .] .
While multiplying this result with GˆγkGˆ
γ
k−1 · · · Gˆγn+1, we make use of (12.2) and (12.3) to obtain
[
$∗0φ0, . . . , $
∗
n−2φn−2, $n−1φ
∗
n−1Bˇn−1
∣∣∣ $∗nφnBˇn, $∗n+1φn+1, . . . , $∗k−1φk−1∣∣∣ $kφ∗k, $k+1φk+1, . . .]
and the remaining multiplication Gˆγn fixes the link of the γ and ∞-block, so that after reintro-
ducing the φνi notation:[
$∗0φ
ν
0, . . . , $
∗
n−1φ
ν
n−1
∣∣∣ $∗nφνn, . . . , $∗k−1φνk−1∣∣∣ $kφν∗k , $k+1φνk+1, . . .] .
The next block is again an γ-block treated by the product Gˆ2γ, and one may continue like this
to finally get
Φν(I −N ∗z)Gˆ = Φν(zI −N ). (12.5)
12.2 Alternative not using the matrix Mo¨bius transform
If we start from (12.1) in which Hˆγ is upper Hessenberg we can see that what it implies is that
the nth element on the right, i.e., $∗n(z)φn(z) is written as a linear combination of the elements
[φ0, $1(z)φ1(z), . . . , $n+1(z)φn+1(z)].
These elements generate a space with elements of the form pn+1(z)/pin+1(z) with pn+1 a poly-
nomial of degree at most n + 1. It is clear that φn(z) = $n+1(z)pn(z)/pin+1(z) belongs to that
space. Hence there must exist an upper Hessenberg matrix H such that
Φ(I − Γ ∗z)H = Φ.
If the poles are all finite, we could as well use a more explicit pi∗n instead of pin as denominator
of φn. This means that we denote the poles as γj instead of γj. Then the previous relation
becomes
Φ(zI − Γ )H = Φ
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which can be rewritten as
zΦ = Φ(H−1 + Γ ).
The matrix H−1 is a semiseparable matrix, which is as structured as the Hessenberg matrix.
If H can be written as a product of Gk factors, then the semiseparable H−1 is the product of
G−1k in reverse order.
In the special case of only finite poles and when truncating the problem to a finite dimensional
space Ln in which an inner product with respect to a discrete measure is defined, the previous
relation can be truncated to
zΦn = Φn(H−1n + Γn) + φn+1H−1n eTn
where en+1 = [0, 0, . . . , 0, 1]
T and Φn = [φ0, φ1, . . . , φn]. What is implicitly constructed here is
the n + 1-point Szego˝ quadrature formula since the eigenvalues of Hn are the zeros of φn+1
and the weights are the prescribed weights in the discrete measure. This is the relation given
in Theorem 2.7 of [27] where it was obtained in the context of an inverse eigenvalue problem:
given the weights and the nodes of the quadrature formula, find the upper Hessenberg matrix
(or its inverse) that gives the recurrence for the ORF (plus some extra condition on a unitary
matrix formed by the weighted eigenvectors). Obviously the quadrature formula will only be
found when one starts from eigenvalues lying on T, in which case the matrix Hn will be unitary,
and it can be written as the product of unitary Gk factors. The idea is however more generally
applicable and works not only for ORF on the unit circle but also for ORF on the real line. It
is also related to the construction of an orthogonal basis for (rational) Krylov subspaces. For
the details we refer to [27] and the papers on which it is based: [12,26] and references therein.
Later, the approach was generalized and both finite and infinite poles were allowed in for
example [22]. It combines the previous approach with the one explained in the previous section,
to deal with poles at infinity. The general form of the Hessenberg matrix is called an extended
Hessenberg (it has blocks that bulge below the subdiagonal) and the Gk factors are called core
transformations. See also [17,21,22,1]. For rational Gauss quadrature see [13]. In the context of
Krylov subspaces see [24,23].
13 Conclusion
We have systematically developed the basics about orthogonal rational functions on the unit
circle whose poles can be freely chosen anywhere in the complex plane as long as they are not
on the unit circle T = {z ∈ C : |z| = 1}. The traditional cases of all poles outside the closed
disk and the so-called balanced situations where the poles alternate between inside and outside
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the disk are included as special instances. The case where all the poles are inside the disk is
somewhat less manageable because it is not so easy to deal with the poles at infinity in this
formalism, but it has been included anyway. The link between the ORF with all poles outside,
all poles inside, and the general case with arbitrary location of the poles is clearly outlined.
It is important that previous attempts to consider the general situation were assuming that
once some pole 1/γ is chosen, then γ may not appear anywhere in the sequence of remaining
poles, which would for example exclude the balanced situation. We have shown how the classical
Christoffel-Darboux formula, the recurrence relation, and the relation to rational Szego˝ formulas
can be generalized. Finally we analyzed the matrix representation of the shift operator with
respect to the general basis as a matrix Mo¨bius transform of a generalization of a snake-shape
matrix, and how the latter can be factorized as a product of elementary unitary 2× 2 blocks.
It is shown that the most efficient application to compute rational Szego˝ quadrature formulas
is to consider the balanced situation, i.e., the generalization of the CMV representation. In the
last section we have made a link with the linear algebra literature where similar, but different
algorithms are used in Krylov methods and in inverse eigenvalue problems. As explained in that
context, a very similar approach can be taken for ORF on the real line in which case the unitary
Hessenberg matrices will be replaced by tridiagonal Jacobi matrices and their generalizations in
case poles are introduces in arbitrary order taken from anywhere in the complex plane excluding
the real line.
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