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Effective Capacity in MIMO Channels with
Arbitrary Inputs
Marwan Hammouda, Sami Akın, M. Cenk Gursoy, and Ju¨rgen Peissig
Abstract—Recently, communication systems that are both
spectrum and energy efficient have attracted significant atten-
tion. Different from the existing research, we investigate the
throughput and energy efficiency of a general class of multiple-
input and multiple-output systems with arbitrary inputs when
they are subject to statistical quality-of-service (QoS) constraints,
which are imposed as limits on the delay violation and buffer
overflow probabilities. We employ the effective capacity as the
performance metric, which is the maximum constant data arrival
rate at a buffer that can be sustained by the channel service
process under specified QoS constraints. We obtain the optimal
input covariance matrix that maximizes the effective capacity
under a short-term average power constraint. Following that,
we perform an asymptotic analysis of the effective capacity in
the low signal-to-noise ratio and large-scale antenna regimes.
In the low signal-to-noise ratio regime analysis, in order to
determine the minimum energy-per-bit and also the slope of the
effective capacity versus energy-per-bit curve at the minimum
energy-per-bit, we utilize the first and second derivatives of the
effective capacity when the signal-to-noise ratio approaches zero.
We observe that the minimum energy-per-bit is independent of
the input distribution, whereas the slope depends on the input
distribution. In the large-scale antenna analysis, we show that
the effective capacity approaches the average transmission rate
in the channel with the increasing number of transmit and/or
receive antennas. Particularly, the gap between the effective
capacity and the average transmission rate in the channel, which
is caused by the QoS constraints, is minimized with the number
of antennas. In addition, we put forward the non-asymptotic
backlog and delay violation bounds by utilizing the effective
capacity. Finally, we substantiate our analytical results through
numerical illustrations.
Index Terms—Effective capacity, energy efficiency, large-scale
antenna regime, minimum energy-per-bit, multiple-antenna sys-
tems, mutual information, optimal input covariance, quality of
service constraints.
I. INTRODUCTION
Following the research of Foschini [1] and Telatar [2],
multiple-input and multiple-output (MIMO) transmission sys-
tems have been widely studied, and it was shown that employ-
ing multiple antennas at a transmitter and/or a receiver can
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remarkably enhance the system performance in terms of both
reliability and spectral efficiency [3]. Herein, the information-
theoretic analysis of MIMO systems formed the basis to under-
stand the system dynamics [4]–[14]. For instance, the ergodic
capacity of MIMO systems was explored, and analytical char-
acterizations of spatial fading correlations and their effect on
the ergodic capacity were provided in [5]. Moreover, regarding
the available information about the channel statistics at the
transmitter, the optimal input covariance matrix that achieves
the maximum ergodic capacity in a one-to-one MIMO system
was investigated in [6]. Considering line-of-sight characteri-
zations in a wireless medium, the structures of the capacity-
achieving input covariance matrices were researched as well
[12]–[14].
The efficient use of energy is a fundamental requirement
in communication networks because most of the portable
communication devices are battery-driven and environmental
concerns are to be carefully mediated. Thus, energy efficiency
along with spectral efficiency is in the focus of attention in
prospective transmission system designs. For example, the next
generation wireless communication technology, commonly
known as 5G, targets to support 10 to 100 times higher data
transmission rate and to provide 10 times longer battery life
than the preceding mobile technology [15]. In this regard, the
ergodic capacity of MIMO systems were primarily studied
in low-power regimes [16]–[19]. These studies revealed that
when the objective capacity function is concave, the minimum
energy required to transmit one bit of information, i.e., energy-
per-bit, is obtained when the signal-to-noise ratio approaches
zero [16]. Subsequently, a more comprehensive energy effi-
ciency analysis was conducted considering any power regime
[20]. Particularly, MIMO scenarios with Rayleigh fading chan-
nel models were investigated, and a fairly accurate closed-
form approximation for the energy-per-bit was obtained by
engaging different power models. Similar investigations were
conducted in distributed MIMO systems as well [21].
Another approach that maximizes the spectral efficiency
while minimizing the energy-per-bit is to increase the spatial
dimension by increasing the number of transmit and/or receive
antennas. It was shown that the spectral efficiency improves
substantially with the increasing number of antennas while
making the transmit power arbitrarily small [22]. On this
account, massive MIMO (or large-scale antenna [23]) systems
have evolved as a candidate technology for 5G wireless com-
munications [24], [25], and they have been investigated from
information-theoretic perspectives [26]–[32]. Particularly, en-
ergy and spectral efficiency in the uplink channels of multi-
user massive MIMO systems were studied with different
2information processing techniques such as maximum-ratio
combining, zero forcing, and minimum mean-square error
(MMSE) estimation [29]. Likewise, power allocation policies
were also studied and optimal input covariance matrices in
multi-access channels with massive number of antennas at
both transmitters and receivers, which maximize the sum
transmission rate, were derived [32].
Quality-of-service (QoS) constraints, which generally
emerge in the form of delay and/or data buffering limitations,
are generally disregarded when the ergodic capacity is set
as the only performance metric. However, the increasing
demand for delay-sensitive services, such as video streaming
and online gaming over wireless networks, has brought up
the need for a comprehensive investigation of delay-sensitive
scenarios [33]. For wireless communications systems with
such delay-sensitive services, the ergodic capacity solely is
not a sufficient metric. On the contrary, QoS constraints in
the data-link layer that are attributed to delay violation and
buffer overflow probabilities should be invoked as performance
measures as well. Relying on this motivation, cross-layer
design goals were acquired as new research grounds. Initial
cross-layer analysis was performed in wired networks, where
the effective bandwidth (the minimum required service rate
from a transmission node given a data arrival process at that
node under desired QoS requirements) was introduced as a
performance probing tool [34], [35]. In effective bandwidth
studies, stochastic nature of data arrival processes were taken
into account while assuming service processes with constant
transmission rates. However, in contrast to the deterministic
nature of wired networks, wireless service links demonstrate
generally a stochastic behavior, and the instantaneous trans-
mission (service) rates may vary drastically. In this context,
the effective capacity, which provides the maximum constant
data arrival rate at a transmission node that is sustained by a
given stochastic service process under defined QoS constraints,
was proposed [36]. The effective capacity is the dual of the
effective bandwidth. The concept of the effective capacity
has gained a notable attention, and it has been investigated
in several transmission scenarios, including MIMO systems
[37]–[39]. Specifically, point-to-point MIMO scenarios were
explored under QoS constraints by employing the effective
capacity as the performance metric in the low and high
signal-to-noise ratio regimes and the wide-band regime [37].
A comparable analysis was extended to cognitive MIMO
systems, where the effects of channel uncertainty on the
effective capacity performance of secondary users following
channel sensing errors are studied [38]. Regarding the antenna
beam-forming, optimal transmit strategies that maximize the
effective capacity were derived in MIMO systems with doubly
correlated channels and a covariance feedback [39].
Because Gaussian input signaling in certain cases is optimal
in the sense of maximizing the mutual information between the
input and output in a transmission channel, it has been invoked
in many research scenarios. Even though Gaussian input sig-
naling is not practical, it is preferred by many researchers since
it typically simplifies the analytical presentations. On the other
hand, it is of importance to understand the effects of signaling
choice on the the system performance, because the type of
input signaling may critically affect the tradeoff between the
data arrival process to a node and the data service process
from that node [40]. A general look at wireless systems
employing finite and discrete input signaling methods can be
found in [41]–[48]. However, QoS constraints are generally not
included in these studies. Particularly, the optimal precoding
matrix in a point-to-point MIMO system, which maximizes the
mutual information in the low and high signal-to-noise ratio
regimes, was proposed [41]. With the same objective, channel
diagonalization was applied in order to obtain the optimal
channel precoder [43], [45], i.e., parallel and non-interfering
Gaussian channels are formed to reach the optimal input
covariance matrix. In another study [49], the optimal power al-
location policy that maximizes the mutual information, named
as mercury/water-filling, was shown to be a generalization to
the well-known water-filling algorithm. Multi-access systems
were studied as well [47], where linear precoding matrices
are obtained in order to maximize the weighted sum rate. An
extension of the same analysis was performed in scenarios
in which transmitters have only statistical information about
the wireless channels [48]. Asymptotic analyses in the large-
scale antenna regimes were also provided. Here, the notion
of mutual information was utilized as the performance metric,
and the rudimentary relation between the mutual information
and the MMSE, which was introduced in [50], [51], was
exploited.
In this paper, we focus on a more general MIMO scenario
in which input signaling is arbitrary and statistical QoS con-
straints. We investigate the system performance by employing
the effective capacity. We provide a mathematical toolbox1 that
system designers can use in order to understand performance
levels of spectrum and energy efficient systems under QoS
constraints imposed as limits on the buffer overflow and delay
violation probabilities, which are two of the main objectives
in the 5G technology [15]. More specifically, we can list our
contributions as follows:
1) Assuming that the instantaneous channel fading gain
estimate is available at both the transmitter and the
receiver, we have identified the optimal input covariance
matrix that maximizes the effective capacity under a
short-term average power constraint over the transmit
antennas.
2) We obtain the first and second derivatives of the effective
capacity when the signal-to-noise ratio goes to zero.
Using these derivatives, we obtain a linear approxima-
tion of the effective capacity in the low signal-to-noise
ratio regime. We show that this approximation does not
depend on the input distribution and covariance matrix.
3) We further show that the minimum energy-per-bit is
obtained when the signal-to-noise ratio goes to zero and
that it is independent of the QoS constraints, the input
distribution, and the covariance matrix.
4) In the large-scale antenna regime, we prove that the
effective capacity approaches the average mutual in-
formation in the channel, i.e., the dependence of the
1We refer interested readers to [52]–[55] and references therein for practical
massive MIMO settings.
3Fig. 1: Channel model.
effective capacity performance on the QoS constraints
decreases with the increasing number of antennas.
5) Under the stability condition of the data queue, we
analyze the non-asymptotic backlog and delay violation
bounds by utilizing the effective capacity.
We can apply the analysis provided in the paper in different
practical scenarios that necessitate low latency, low power con-
sumption or ability to simultaneously support massive number
of users. Here, we refer to the vehicular-based communication
scenarios defined by the well-known European project ‘Mobile
and wireless communications Enablers for the Twenty-twenty
Information Society (METIS)’ [15], [56]. For instance, we can
perform our analysis in scenarios such as ‘Best experience
follows you’ [15] and ‘Traffic Jam’ and ‘Traffic Efficiency
and Safety’ [56].
The rest of the paper is organized as follows: We de-
scribe the MIMO system in Section II. Then, we discuss
the instantaneous mutual information between the channel
input and output, and then introduce the effective rate and
capacity expressions in Section III. We provide the optimal
input covariance matrix. We perform asymptotic analyses in
the low signal-to-noise ratio regime in Section IV-A and in
the large-scale antenna regime in Section IV-B. We investigate
non-asymptotic backlog and delay bounds in Section V. We
present the numerical results in Section VI and the conclusion
in Section VII. We relegate the proofs to the Appendix.
II. CHANNEL MODEL
As shown in Figure 1, we consider a point-to-point MIMO
transmission system in which one transmitter and one receiver
are equipped with M and N antennas, respectively. The
data generated by a source (or sources) initially arrives at
the transmitter buffer with rate a(t) bits/channel use2 for
t ∈ {1, 2, · · · } and is stored in the buffer. Following the
encoding and modulation processes, the transmitter sends the
data to the receiver over the wireless channel packet by packet
in frames (blocks) of T channel uses. During the transmission
of the data, the input-output relation in the flat-fading channel
at time instant t is expressed as follows:
yt =
√
PHtxt +wt, (1)
2Each channel use duration can be considered equal to the sampling
duration of one symbol, i.e., bits/sec/Hz.
where xt and yt are the M -dimensional input and N -
dimensional output vectors, respectively, and wt represents
the N -dimensional additive noise vector with independent
and identically distributed elements. Each element of wt
is circularly symmetric, complex Gaussian distributed with
zero-mean and variance σ2w . Hence, we have E{wtw†t} =
σ2wIN×N , where E{·} denotes the expected value, {·}† is the
transpose operator and IN×N is the N × N identity matrix.
Furthermore, Ht = {hnm(t)} is the N ×M random channel
matrix, where hnm(t) is the channel fading coefficient with
an arbitrary distribution between the mth transmit antenna and
the nth receive antenna. Here, we consider a general channel
model and assume that the distributions of {hnm(t)} can be
either statistically identical or non identical or semi identical3.
We further assume that the channel matrix remains constant
during one transmission frame (T channel uses) and changes
independently from one frame to another. We also consider
a short-term power constraint, i.e., P indicates the power
allocated for the transmission of the data in one channel use.
Then, we have tr{E{xtx†t}} = tr{Kt} ≤ 1, where tr{·} is
the trace operator and Kt is a positive semi-definite Hermitian
matrix.
We assume that the instantaneous channel realizations are
available at both the transmitter and the receiver, and that the
channel fading coefficients are correlated with each other. We
invoke the Kronecker product model, which is widely used in
modeling real channels because of its analytical tractability
with a reasonable accuracy [58, Ch. 2], [59]. Hence, the
channel matrix is expressed as
Ht = R
1
2
r ΓtR
1
2
v , (2)
where Γt is an N×M matrix with independent and identically
distributed complex elements. Rv and Rr are the transmit and
receive correlation matrices, respectively, which are usually
modeled with an exponential correlation structure [60], [61].
The transmit and receive correlation matrices depend on the
array spacing at the transmitter and the receiver, and the
characteristic distances proportional to the spatial coherence
distances at the transmitter and the receiver, respectively.
Particularly, the elements of Rv and Rr are expressed as
{Rv}kl = e
dv
∆v
|k−l| for k, l ∈ {1, · · · ,M} and {Rr}kl =
e
dr
∆r
|k−l| for k, l ∈ {1, · · · , N}, respectively, where dv and
dr are the corresponding antenna spacings, and ∆v and ∆r
are the corresponding characteristic distances. Therefore, the
correlation matrix at one end can be locally estimated without
any feedback from the other end. On the other hand, Γt is
estimated by the receiver, and then forwarded to the transmitter
3In semi-identical channel models, the channel coefficients from different
transmit antennas to a common receive antenna at a receiver with multiple
antennas are identically distributed, but the coefficients related to different
receive antennas are non-identically distributed. Such a model fits into an
uplink scenario of a cellular system, e.g., from a handset to a base station,
where the antennas on the handset are installed in a small panel and the
antennas at the base station are mounted several wavelengths apart from each
other [57].
4at the beginning of each transmission frame4. We further know
that in practical settings the channel estimation is obtained
imperfectly. Therefore, we have
Ht = R
1
2
r (Γ̂t + Γ˜t)R
1
2
v = Ĥt + H˜t, (3)
where Γ̂t is the channel estimate and Γ˜t is the channel
estimation error. Given that the receiver employs MMSE
estimator in order to obtain the channel knowledge, we have
Γ̂t and Γ˜t uncorrelated with each other. Similar to [64],
we further assume that Γ˜t is a zero-mean process with a
known variance at both the transmitter and the receiver. Above,
Ĥt = R
1
2
r Γ̂tR
1
2
v and H˜t = R
1
2
r Γ˜tR
1
2
v . Hence, the input-output
relation in (1) becomes
yt =
√
P Ĥtxt +
√
P H˜txt +wt =
√
P Ĥtxt + w˜t. (4)
III. EFFECTIVE CAPACITY
Due to the time-varying nature of wireless channels, it
is not very easy to sustain a stable transmission rate. In
particular, reliable transmission may not be provided all the
time. Therefore, depending on the type of data transmission,
delay violation and buffer overflow concerns become critical
at the transmitter. Respectively, given a statistical transmission
(service) process, how to determine the maximum data arrival
rate at the transmitter buffer so that the QoS requirements
in the form of limits on delay violation and buffer overflow
probabilities can be satisfied is one of the main research
questions. In this regard, the effective capacity can be em-
ployed as a performance metric. Specifically, the effective
capacity identifies the maximum constant data arrival rate
at the transmitter buffer that the time-varying transmission
process can support under desired QoS constraints [36].
In Fig. 1,Q(t) is the number of bits in the data buffer at time
instant t and q is the buffer threshold. Now, let Q = Q(t →
∞) be the steady-state queue length and θ be the decay rate of
the tail distribution of the queue length, Q. Then, θ is defined
as [34, Theorem 3.9]
θ = − lim
q→∞
loge Pr{Q ≥ q}
q
. (5)
θ is also called as the QoS exponent. Now, we can easily ap-
proximate the buffer overflow probability5 as Pr(Q ≥ qmax) ≈
e−θqmax for a large threshold, qmax. Here, larger θ implies
stricter QoS constraints, whereas smaller θ corresponds to
looser constraints. Subsequently, for a given discrete-time,
ergodic and stationary stochastic service process, r(t), the
4Similar to the strategy in [62]–[64], we assume that the feedback channel
is delay-free and error-free. Because we have a block-fading channel, the
channel information is valid until the end of the transmission frame. Even
if we consider a feedback delay, it will only reduce the time allocated for
data transmission. In particular, when the channel feedback arrives after a
certain portion of the time frame (T channel uses), i.e., αT for 0 < α < 1,
the remaining (1 − α)T will be the time duration for data transmission.
Moreover, the reliable feedback can be sustained with strong channel codes.
5The constraint on the overflow probability can be linked to the constraint
on the queuing delay probability. For instance, it has been shown that
Pr{D ≥ dmax} ≤ c
√
Pr{Q ≥ qmax} for constant arrival rates, where
D is the steady-state delay experienced at the buffer, c is a constant, and
qmax = admax, where a is the data arrival rate [65].
effective capacity as a function of the decay rate parameter, θ,
is given by [36, Eq. (11)]
CE(θ) = − lim
τ→∞
1
θτT
loge E{e−θ
∑
τT
t=1 r(t)},
where r(t) is the service rate in the wireless channel at time
instant t,
∑τT
t=1 r(t) is the time-accumulated service process,
i.e., the total number of bits served from the transmitter in
τT channel uses, and τ ∈ {1, 2, · · · , } is the time frame
index. Recall that the encoding and modulation of data and
its transmission are performed in frames of T channel uses.
Given the channel estimate, Ĥt, the service rate in one
frame can be set to the mutual information between xt
and yt, i.e., r(t) = I(xt;yt|Ĥt). However, considering the
input-output relation (4), it is difficult to evaluate the mutual
information in closed-form. Therefore, the service rate in the
channel is set to a lower bound on the mutual information by
considering the worst-case noise and modeling the estimation
error as an additional Gaussian noise vector with zero-mean,
independent and identically distributed samples [66], [67],
i.e., r(t) = IL(xt;yt|Ĥt) ≤ I(xt;yt|Ĥt) and E{w˜tw˜†t} =
σ2w˜IN×N , where σ
2
w˜ = σ
2
w+
P
NM
tr
{
E
{
H˜txtx
†
tH˜
†
t
}}
. Since
the service rate in the channel is smaller than or equal to the
mutual information, the reliable transmission is guaranteed.
Hence, the service rate is expressed as
r(t) = IL(xt;yt|Ĥt) = Ext,yt
{
log2
fyt|xt(yt|xt)
fyt(yt)
}
, (6)
where fyt(yt) =
∑
xt
p(xt)fyt|xt(yt|xt) is the prob-
ability density function of yt and fyt|xt(yt|xt) =
(πσ2w˜)
−Ne
− 1
σ2
w˜
||yt−
√
P Ĥt xt||2
is the conditional probability
density function of yt given xt. For notational convenience
in the paper, we use I(xt;yt) to refer to the lower bound,
IL(xt;yt|Ĥt).
Because the channel matrix stays constant during one trans-
mission frame and changes independently6 from one frame to
another, and that the encoding and modulation of the data
packets are performed in T channel uses, we can express the
normalized effective rate in bits/channel use/receive dimension
as
RE(θ) = − 1
θNT
loge EĤt
{
e−θTI(xt;yt)
}
. (7)
Above, while the receiver has the instantaneous channel esti-
mate, the transmitter has no information regarding the channel
matrix. If the transmitter is aware of the channel statistics
but not the actual value of Ĥt, then the transmitter sets the
input covariance matrix to a value, i.e., Kt = K, in order
to maximize the effective rate in (7) by considering the QoS
constraints and the channel statistics, i.e.,
RE(θ) = max
K0
tr{K)≤1
− 1
θNT
loge EĤt
{
e−θTI(xt;yt)
}
(8)
6As for the effective capacity when there exists a temporal correlation
between the channel matrices, we refer to [35, Chap. 7, Example 7.2.7].
Because we focus on the performance levels in the low signal-to-noise
ratio and large-scale antenna regimes, we consider a temporally uncorrelated
channel model.
5in bits/channel use/receive dimension. In (8), the covariance
matrix, K, depends on the statistics of Ĥt and the worst-case
noise, and is independent of its actual realization. On the other
hand, if the instantaneous knowledge of Ĥt is available at
the transmitter and the receiver, the transmitter can adaptively
set the input covariance matrix by considering both the QoS
constraints and the instantaneous realization of the channel
matrix7. Hence, the maximum effective rate, which we call as
the effective capacity, in bits/channel use/receive dimension is
given as follows:
CE(θ) = max
Kt0
tr{Kt)≤1
− 1
θNT
loge EĤt
{
e−θTI(xt;yt)
}
. (9)
Above, Kt is time-varying unlike K in (8), because it is a
function of Ĥt.
Here, a key research problem is the optimal selection of the
power allocation policy (or input covariance matrix) given the
channel matrix and the QoS requirements. In particular, the
central question is the following: What is the instantaneous
input covariance matrix, Kt, that solves (9) given that the
channel matrix, Ĥt, is available at the transmitter and the
receiver, and that there are certain QoS constraints? In the
following theorem, we identify the optimal policy that the
transmitter should employ to obtain (9).
Theorem 1: The input covariance matrix, Kt  0, that
maximizes the effective capacity given in (9) is the solution
of the following equality:
Kt =
θTγe−θTI(xt;yt)
λ
Ĥ
†
tĤtmmset, (10)
where γ = P
σ2
w˜
is the average signal-to-noise ratio at the re-
ceiver, λ is the Lagrange multiplier of the constraint tr{Kt} ≤
1, and mmset = E
{
(E{xt|yt} − xt) (E{xt|yt} − xt)†
}
is
the MMSE matrix.
Proof : See Appendix A. 
In (10), both the mutual information and mmset are
functions of the input covariance matrix, Kt, and (10) is
non-concave over the space spanned by Kt [42], [44], [45].
Therefore, the solution obtained from (10) is not necessarily
unique. On the other hand, we follow a different strategy and
start with the singular value decomposition of the channel
matrix, i.e.,
Ĥt = UtDtV
†
t ,
where Ut and Vt are N ×N and M ×M unitary matrices,
respectively, and Dt is an N ×M matrix with non-negative
real numbers on the diagonal, which are the square roots of
the non-zero eigenvalues of ĤtĤ
†
t and Ĥ
†
tĤt. Then, we re-
express the input-output model in (4) as follows:
y˜t =
√
PDtx˜t + n˜t, (11)
where y˜t = U
†
tyt and x˜t = V
†
txt. The new noise vector
is denoted by n˜t = U
†
tw˜t, which is a zero-mean, Gaussian,
7In case there is a delay in the feedback channel, and the delay is smaller
than the block duration (T channel uses), the effective capacity can be
reformulated as CE(θ) = −
1
θNT
loge EĤt
{
e−θT (1−α)I(xt;yt)
}
, where
αT is the delay and 0 < α < 1.
complex vector with independent and identically distributed
elements [2]. We further know that I(xt;yt) = I(x˜t; y˜t),
because the information regarding Ĥt is available at both the
transmitter and the receiver. Now, let K˜t be the covariance
matrix of x˜t , i.e.,
K˜t = E{x˜tx˜t†} = E{V†txtx†tVt} = V†tKtVt.
In particular, if we can find the optimal K˜t, we can also deter-
mine the optimal input covariance matrix, Kt. Therefore, we
provide the optimal input covariance matrix in the following
theorem and show that this is the global solution in its proof.
Theorem 2: The input covariance matrix, Kt  0, that
provides (9) is
Kt = VtΣtV
†
t , (12)
where Vt is the M × M unitary matrix, columns of
which are the left-singular vectors of Ht. K˜t = Σt =
diag{σt(1), · · · , σt(M)} is an M ×M diagonal matrix that
satisfies
σt(i) =
θTγdt(i)
λ
e−θTI(x˜t;y˜t)mmset(i), if σt(i) ≥ 0,
σt(i) = 0, otherwise,
σt(i) = 0, for min{M,N} < i ≤M,
given that λ is the Lagrange multiplier associated with
the constraint
∑M
i=1 σt(i) ≤ 1, and mmset(i) =
E
{
|E{x˜t(i)|y˜t(i)} − x˜t(i)|2
}
is the MMSE function. Fur-
thermore, dt(i) is the i
th eigenvalue of ĤtĤ
†
t and Ĥ
†
tĤt.
Proof : See Appendix B. 
Remark 1: The input covariance matrix,Kt, is set according
to the channel estimate. However, the constraint tr{Kt} ≤ 1
(or
∑M
i=1 σi ≤ 1 in Theorem 2) is independent of the channel
estimate. Therefore, the worst-case noise variance, σ2w˜, and
hence the signal-to-noise ratio, γ, do not depend on the actual
channel estimate.
IV. EFFECTIVE CAPACITY IN ASYMPTOTIC REGIMES
Having obtained the effective capacity and rate expressions,
and having characterized the optimal input covariance matrices
that maximize the effective capacity performance, we note
that due to the complexity in the analytical formulations, it
becomes difficult to gain insight on the system performance
in general scenarios. On the other hand, asymptotic approaches
can help us set the design criteria in certain asymptotic
regimes. Therefore, we investigate the effective capacity of
MIMO systems in the low signal-to-noise ratio and large-scale
antenna regimes. We also note that we drop the time index in
the sequel unless otherwise it becomes necessary.
A. Effective Capacity in Low Signal-to-Noise Ratio Regime
In this section, we explore the effective capacity perfor-
mance of the aforementioned MIMO system with an arbitrary
input distribution in the low signal-to-noise ratio regime. In
this direction, we determine the minimum energy-per-bit and
the slope of the effective capacity versus the energy-per-bit
at the minimum energy-per-bit, which are denoted by ζmin
6and S0, respectively. The benefit of the low signal-to-noise
ratio analysis is that many battery-driven applications require
operations at low energy costs and energy efficiency generally
increases with decreasing transmission power when the trans-
mission throughput is a concave8 function of the transmission
power. For this purpose, we start the low signal-to-noise ratio
analysis with the following second-order expansion9 of the
effective capacity with respect to the transmission power, P ,
at P = 0:
CE(θ, P ) = C˙E(θ, 0)P + C¨E(θ, 0)
P 2
2
+ o(P 2), (13)
where C˙E(θ, 0) and C¨E(θ, 0) are, respectively, the first and
second derivatives of the effective capacity with respect to P
at P = 0. Note that we express the effective capacity as a
function of θ and P .
Now, let ζ = P
CE(θ,P )
denote the energy-per-bit required for
given θ and P . Following [68, Proposition 1], we can show
that the effective capacity is concave in the space spanned by
P 10. Thus, we can obtain the minimum energy-per-bit when
the transmission power goes to zero, i.e., P → 0, as follows:
ζmin = lim
P→0
P
CE(θ, P )
=
1
C˙E(θ, 0)
. (14)
Moreover, considering the result in [16, Eq. (29)], we can show
the slope of the effective capacity versus ζ (in dB) curve at
ζmin as
S0 = lim
ζ↓ζmin
CE(ζ)
10 log10 ζ − 10 log10 ζmin
10 log10 2, (15)
where CE(ζ) is the effective capacity as a function of the
energy-per-bit, ζ, and ζmin is the minimum energy-per-bit and
obtained when the transmission power goes to zero, i.e., P →
0. Above, ζ ↓ ζmin indicates the limit when the value of ζ
is reduced and approaches ζmin. Using the first and second
derivatives [16, Th. 9], we can express the slope in bits/channel
use/(3 dB)/receive antenna as
S0 =
2
[
C˙E(θ, 0)
]2
−C¨E(θ, 0)
loge 2. (16)
Accordingly, having ζmin and S0, we can form a linear ap-
proximation of CE(ζ) in the low signal-to-noise ratio regime.
In order to better understand the effective capacity perfor-
mance in the low signal-to-noise ratio regime, we provide the
following theorem.
Theorem 3: The first derivative of the effective capacity in
(9) with respect to P at P = 0 is given as
C˙E(θ, 0) =
1
N loge 2
E
Ĥ
{λmax(Ĥ†Ĥ)}, (17)
8It is known that the minimum energy-per-bit is obtained as the signal-to-
noise ratio goes to zero [16]. In our model, the signal-to-noise ratio, γ = P
σ2
w˜
,
goes to zero with the transmission power going to zero.
9We utilize the Taylor series representation of the effective capacity with
respect to P at P = 0.
10It is sufficient to prove the concavity of the lower bound on the mutual
information over the space spanned by the transmission power P , because the
signal-to-noise ratio is an increasing function of the transmission power. The
concavity of the same lower bound on the mutual information is also shown
in [62, Eq. 16] when the channel input is Gaussian distributed.
and the second derivative of the effective capacity with respect
to P at P = 0 is given as
C¨E(θ, 0) =
θT
N log2e 2
[
E
2
Ĥ
{λmax(ĤĤ)} − EĤ{λ2max(Ĥ†Ĥ)}
]
− EĤ{λ
2
max(Ĥ
†Ĥ)}
Nl loge 2
− 2σ
2
e
N loge 2
E
Ĥ
{λmax(Ĥ†Ĥ)}, (18)
where λmax(Ĥ
†Ĥ) in (17) and (18) is the maximum eigen-
value of Ĥ†Ĥ and l in (18) is the multiplicity of λmax(Ĥ†Ĥ).
Above, σ2e =
P
NM
tr
{
E
{
H˜txtx
†
tH˜
†
t
}}
.
Proof: See Appendix C. 
Remark 2: The first and second derivatives of the effective
capacity, C˙E(θ, 0) and C¨E(θ, 0), respectively, are independent
of the input distribution. Particularly, the minimum energy-
per-bit, ζmin, and the slope of the effective capacity versus
ζ (in dB) curve at ζmin, S0, are not functions of x and/or
its probability density function. Additionally, our results also
confirm the findings in [37], where the effective capacity of
MIMO systems are investigated when the input is Gaussian
distributed and the channel is perfectly known at both the
transmitter and receiver.
Remark 3: As also detailed in the proof in Appendix C, the
minimum energy-per-bit is achieved by allocating data power
in the direction of the eigenspace of the maximum eigenvalue
of Ĥ
†
Ĥ.
Remark 4: The minimum energy-per-bit, ζmin, does not
change with increasing or decreasing QoS constraints or the
channel estimation error, while the slope of the effective
capacity at ζmin, S0, is a function of both the exponential
decay rate parameter, θ, and the estimation error variance, σ2e .
With increasing σ2e , the slope decreases.
Remark 5: The aforementioned minimum energy-per-bit
and slope are acquired given the fact that the input vector,
x, is complex. On the other hand, when the modulation is
performed over the real axis of the constellation only, e.g.,
binary phase-shift keying (BPSK) and M -pulse-amplitude-
modulation, the minimum energy-per-bit stays the same be-
cause the first derivative does not change, but the slope
becomes half of the slope achieved with a complex modulation
because the second derivative is the double of the second
derivative in the case of a complex modulation [49].
B. Effective Capacity in Large-Scale Antenna Regime
With the increasing number of antennas the transmitters and
the receivers are equipped with, there are more communica-
tion pathways and increased transmission link reliability. One
more advantage of employing many antennas is the energy
efficiency, due to the fundamental principle that with a large
number of antennas, energy can be focused with extreme
sharpness onto small regions in space [24]. Therefore, in
this section, we turn our attention to analyzing the system
performance in the large-scale antenna regime. Principally,
we obtain the effective capacity while the number of transmit
or/and receive antennas goes to infinity.
7In particular, we are interested in the effective capacity given
in (9) when both M and N approach, or either M or N
approaches, infinity, i.e.,
lim
M and/or N→∞
CE(θ, P ) = C
∞
E (θ, P ). (19)
The following theorem provides a significant property of
C∞E (θ, P ), which follows from the increase in the number
of antennas at the transmitter and/or the receiver.
Theorem 4: For the MIMO system described in (4), the
effective capacity, C∞E (θ, P ) defined in (19), is independent of
the QoS exponent, θ, and approaches the average transmission
rate, i.e.,
C∞E (θ, P ) = lim
M and/or N→∞
1
N
E
Ĥ
{r} (20)
where r is the service rate defined in (6).
Proof: See Appendix D. 
Remark 6: Note that N×CE(θ, γ) indicates the throughput
level the wireless channel can support under given QoS and
transmission power constraints, and that E{r} is the average
service rate in the wireless channel in one channel use. Since
N×CE(θ, γ) ≤ E{r} for any θ, the transmitter cannot accept
data to its buffer at a rate more than the effective capacity,
N ×CE(θ, γ), due to the delay violation and buffer overflow
constraints even though the average service rate in the channel
is higher. Therefore, the link utilization, which is defined to
be the ratio of the data flow rate to a link to the link capacity
[69, Ch. 5] and [70, Ch. 16], decreases with increasing QoS
constraints. We can consider the effective capacity as the
maximum data flow rate and the channel throughput as the
link capacity. Herein, Theorem 4 states that the maximum
link utilization can be achieved under QoS constraints by
increasing the number of antennas.
Remark 7: As made clear in the proof of Theorem 4, the
knowledge of the channel realizations is not necessary at the
transmitter side to achieve the transmission rate given in (20)
when the number of transmit and/or receive antennas becomes
larger. Indeed, the statistical information regarding the channel
matrix, H, is sufficient.
Example 1: Let us assume that the channel is perfectly
known and that the channel coefficients {hnm(t)} are zero-
mean, independent and identically distributed with finite vari-
ance σ2h, i.e., E{|hnm|2} = σ2h. When the number of antennas
is going to infinity, the minimum energy-per-bit defined in
(14), ζmin, and the slope of the effective capacity versus ζ
curve at ζmin defined in (15), S0, are
ζ∞min = lim
M and/or N→∞
ζmin = lim
M and/or N→∞
1
C˙E(θ, 0)
(21)
= lim
M and/or N→∞
N loge 2
EH{λmax(H†H)}
(22)
= lim
M and/or N→∞
min{M,N}N loge 2
MNσ2h
(23)
=

0, if M →∞,
loge 2
ρσ2
h
, if M,N →∞, M
N
= ρ > 1
loge 2
σ2
h
, if M
N
≤ 1
(24)
and
S∞0 = lim
M and/or N→∞
S0
= lim
M and/or N→∞
2
[
C˙E(θ, 0)
]2
−C¨E(θ, 0)
loge 2 (25)
= lim
M and/or N→∞
2 loge 2
[
EH{λmax(H†H)}
N loge 2
]2
EH{λ2max(H†H)}
Nl loge 2
(26)
= lim
M and/or N→∞
2
min{M,N}
N
(27)
=

0, if N →∞,
2ρ, if M,N →∞, M
N
= ρ ≤ 1
2, if M
N
> 1,
(28)
respectively.
V. NON-ASYMPTOTIC PERFORMANCE ANALYSIS
So far, we have investigated the throughput and energy
efficiency of the aforementioned MIMO systems in two differ-
ent asymptotic regimes by employing the effective capacity,
which is also an asymptotic measure in time. Nevertheless,
non-asymptotic performance bounds regarding the statistical
characterizations of buffer overflow and queueing delay are
of importance for practical research agendas. Therefore, we
benefit from the tools of the stochastic network calculus [71]–
[73], and provide a statistical bound on the buffer overflow and
queueing delay probabilities by utilizing the effective capacity.
Recall that the transmission of a packet is performed over a
block duration of T channel uses and the transmission rate in
the channel during one transmission block is constant. Now, let
us define s(i) as the total number of bits transmitted (served) in
the ith transmission block. Subsequently, considering the nor-
malized effective rate for the input covariance matrix given in
(7), RE(θ), and following the setting in [73, Definition 7.2.1],
we define a statistical affine bound for the aforementioned
channel model for any decay rate value, θ, as follows:
E
{
e−θS(i,j)
}
≤ e−θ[(j−i)NTRE(θ)−σR(θ)], (29)
where S(i, j) =
∑j
l=i+1 s(l), and σR(θ) is a slack term that
defines an initial transmission delay. Due to −θ, the expression
in (29) is in fact a lower bound on the expected amount
of the transmitted data in the channel. Subsequently, noting
Chernoff’s lower bound Pr{X ≤ x} ≤ eθxE{e−θX} for
θ ≥ 0, we have the exponentially bounded fluctuation model
described in [74] with parameters RE(θ) > 0 and b ≥ 0 as
Pr {S(i, j) < (j − i)NTRE(θ) − b} ≤ ε(b),
where ε(b) = eθσR(θ)e−θb is a specific exponentially decaying
deficit profile of the amount of the transmitted data in the
channel. Now, using the union bound, we express the sample
path guarantee as follows:
Pr {∃i ∈ [0, j] : S(i, j) < (j − i)NTR⋆E(θ)− b} ≤ ε
′
(b),
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Fig. 2: Effective capacity as a function of the signal-to-noise ratio, γ, when M = 2 and θ = 1 with different number of receive
antennas, i.e., N =∈ {2, 4, 16, 50}.
where
ε
′
(b) =
eθσR(θ)
1− e−θδ e
−θb (30)
and NTR⋆E(θ) = NTRE(θ) − δ with a free parameter
0 < δ ≤ NTRE(θ) − Ta for a constant data arrival
rate at the transmitter buffer, i.e., a bits/channel use. For a
more detailed derivation, we refer to [73]. We also refer to
[75], where capacity-delay-error boundaries are provisioned
as performance models for networked sources and systems.
Exclusively, the backlog at the transmitter buffer with the
constant data arrival rate a, i.e.,
Q(j) = max
i∈[0,j]
{(j − i)Ta− S(i, j)} ,
has a statistical bound
q = max
i∈[0,j]
{
(j − i)Ta− [(j − i)NTR⋆E(θ)− b]+
}
and may fail with probability Pr{Q(j) > q} ≤ ε′(b), where
[x]+ = 0 if x < 0 and [x]+ = x otherwise, which accounts
for S(i, j) ≥ 0. In this place, if a ≤ NR⋆E(θ) for stability,
q = Ta
b
NTRE(θ) − δ (31)
is valid for all j. Accordingly, we can express the delay bound
Pr{D(j) > d} with d = q
a
, which is expressed in channel
use. In other words, Tb
NTRE(θ)−δ in (31) provides us the initial
latency caused by the variations in the transmission. Finally,
we can express b by inversion of (30) for any given ε
′
as
b = σR(θ)− 1
θ
[
loge(ε
′
) + loge
(
1− e−θδ)] . (32)
As for the existence of the slack term in (32), we refer to the
following Lemma.
Lemma 1: If S(i, j) has an envelope rate NTRE(θ) < ∞
for every ǫ > 0, there exists σR(θ) < ∞ such that S(i, j) is
(σR(θ), NTRE(θ)− ǫ)-upper constrained [76, Lemma 1].
VI. NUMERICAL RESULTS
In this section, we substantiate our analytical results through
numerical analysis. We initially assume that the channel is
perfectly known at both the transmitter and receiver, and
that the channel coefficients are uncorrelated, i.e., Rr = IN
and Rt = IM . In addition, we consider a Rayleigh fading
channel model, where the components of the channel matrix,
H, are independent and identically distributed, zero-mean, unit
variance (σ2h = 1), circularly symmetric Gaussian random
variables, i.e., {hnm} ∼ CN (0, 1) for n ∈ {1, · · · , N} and
m ∈ {1, · · · ,M}. In addition, we set the noise power to
σ2w = 1. Thus, the signal-to-noise ratio is same with the
transmission power, i.e., γ = P . Moreover, for the sake of sim-
plicity, we set the number of channel uses in one transmission
frame to 1, i.e., T = 1. Initially, we plot the effective capacity
of the MIMO system as a function of the signal-to-noise ratio,
γ, for different numbers of receive antennas,N , in Fig. 2 when
the number of transmit antennas and the queue decay rate are
set to 2 and 1, i.e.,M = 2 and θ = 1, respectively. We employ
BPSK in Fig. 2(a) and 4-quadrature amplitude modulation (4-
QAM) in Fig. 2(b). This transmission scenario with 2 transmit
antennas and many receive antennas can be considered as
an uplink communication channel. We obtain the optimal
input covariance matrix (i.e., optimal power allocation across
the transmit antennas) and compare the effective capacity
performance with the ones obtained when the input covariance
matrix is diagonal (i.e., equal power allocation across the
transmit antennas, where K = 1
M
I). We clearly observe that
the performance gap decreases with the increasing number
of the receive antennas. In particular, given that BPSK and
4-QAM are employed, it is not very necessary to perform
power optimization across the transmit antennas when the
delay concerns are of importance. With the increasing number
of antennas, the channel behaves almost deterministic and non-
fading. In other words, the statistical dispersion index (Fano
factor) of the channel service rates, i.e., a normalized measure
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Fig. 3: Effective capacity vs. the QoS exponent, θ, when M = 2 and and γ = 0 dB with different number of receive antennas.
The input is BPSK-modulated.
of the dispersion of a probability distribution [77], approaches
zero. The key point behind this behavior is the self-averaging
property that we use to prove Theorem 4, and it shows that the
so-called free energy converges in probability to its expectation
over the distribution of the channel matrix in the large-antenna
regime. Moreover, we see that because the number of bits
that can be transmitted in one modulated symbol is limited
(i.e., 1 bit with BPSK and 2 bits with 4-QAM, and hence
2 and 4 bits in total with 2 transmit antennas), when γ
is higher we can send the data by employing equal power
allocation across the transmit antennas. Regarding the system
performance when the QoS metrics are of importance, we
plot the effective capacity as a function of θ in Fig. 3 by
employing BPSK and setting γ = 0 dB. With increasing θ, the
effective capacity performance decreases and approaches zero.
The effective capacity goes to the average transmission rate
in the channel with decreasing θ. Moreover, the performance
gain by employing power optimization is again not significant
when the number of receive antennas is higher.
Employing the equal power allocation policy, we plot the
effective capacity as a function of γ when the number of
transmit antennas is fixed to 1 for different number of receive
antennas in Fig. 4(a) and when the number of receive antennas
is fixed to 1 for different number of transmit antennas in
Fig. 4(b). The input data is BPSK-modulated. In order to
understand the system behavior under strict QoS constraints,
we set θ = 5. Again, we can refer to the scenario in Fig.
4(a) as an uplink scenario and the scenario in Fig. 4(b) as
a down-link scenario. We observe that increasing the number
of the receive antennas while keeping the number of transmit
antennas constant boosts the effective capacity performance
when the signal-to-noise ratio is small as seen in Fig. 4(a).
On the other hand, increasing the number of transmit antennas
while keeping the number of receive antennas fixed does not
provide a performance increase when the delay violation and
buffer overflow concerns are present as seen in Fig. 4(b). The
reason behind this is the fact that increasing the number of
receive antennas provides more power gain11 [78, Chapter 8].
Subsequently, regarding the system performance with different
modulation techniques, we again plot the effective capacity as
a function of γ in Fig. 5 when we have BPSK, 4-QAM, 16-
QAM and Gaussian signaling for θ = 1. We set the number
of transmit and receive antennas as M = 1 and N = 16 in
Fig. 5(a) and M = 16 and N = 1 in Fig. 5(b). Likewise, the
former scenario can be considered as an uplink transmission
and the latter can be considered as a down-link transmission.
Regardless of the modulation technique, increasing the number
of receive antennas helps improve the system performance
more than increasing the number of transmit antennas does
under the same conditions.
As for the system performance in the low signal-to-noise
ratio regime, we plot the effective capacity as a function of the
energy-per-bit, ζ, for different numbers of transmit and receive
antennas in Fig. 6 by employing optimal power allocation
policy when θ = 1. We have the results for different number
of receive antennas when the number of transmit antennas is
set to 1, i.e., M = 1, in Fig. 6(a), and for different number
of transmit antennas when the number of receive antennas
is set to 1, i.e., N = 1, in Fig. 6(b). We plot the effective
capacity in bits/channel use/dimension. The minimum energy-
per-bit, ζmin, decreases with the increasing number of transmit
antennas, whereas it is independent of the number of receive
antennas given that the number of transmit antennas is fixed.
This observation verifies our analytical derivation in (24),
which provides us the minimum energy-per-bit when either the
number of transmit antennas or the number of receive antennas
goes to infinity, or both go to infinity. In addition, we again
11In [78, Chapter 8], comparing multi-input-single-output (MISO) and
single-input-multi-output (SIMO) channel models, the author showed that
SIMO systems outperforms MISO systems having the same number of receive
and transmit antennas, respectively, which is also valid for the effective
capacity performance.
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Fig. 4: Effective capacity of different transmission scenarios as a function of signal-to-noise ratio γ for BPSK and θ = 5.
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Fig. 5: Effective capacity of different transmission scenarios vs. signal-to-noise ratio γ for different input signaling and θ = 1.
plot the effective capacity as a function of ζ and compare the
system performance when different modulation techniques are
employed. In Fig. 7(a) and Fig. 7(b), we set the number of
antennas as follows: M = 1 and N = 16, and M = 16 and
N = 1, respectively. In both figures, the minimum energy-per-
bit, ζmin, is independent of the input modulation. We also note
that the slope of the effective capacity versus ζ curve at ζmin,
S0, when BPSK is employed is half of the slope when the
other modulation techniques are employed, which are formed
in the complex domain.
Theorem 3 shows that the slope of the effective capacity
versus ζ (in dB) curve at ζmin, i.e., S0, decreases with the
decreasing channel estimation quality. Hence, we plot S0 as
a function of the additive Gaussian noise variance, σ2e , for
different number of receive antennas in Fig. 8(a) and for
different number of transmit antennas in Fig. 8(b). The results
confirm that the slope decreases with the decreasing estimation
quality. In other words, the effective capacity increases slowly
with the increasing transmission power in the low signal-to-
noise ratio regime. Moreover, the decreasing estimation quality
affects the effective capacity with the increasing number of
receive antennas less than the increasing number of transmit
antennas. In addition, we display the system performance in
the large-scale antenna regime. Hence, by setting θ = 5 and
γ = 0 dB and by employing the equal power allocation
policy, we plot the link utilization as a function of the number
of receive antennas in Fig. 9(a) and the number of transmit
antennas in Fig. 9(b). And then, we compare the system
performance by having different modulation techniques. Recall
that we define the link utilization as the ratio of the effective
capacity to the average transmission rate. The fact that the
link utilization approaches one with the increasing number of
receive or transmit antennas justifies the result in Theorem
4. The link utilization reaches 1 faster with the increasing
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Fig. 6: Effective capacity of different transmission scenarios as a function of energy-per-bit ζ for BPSK and θ = 1. bpcu:
bits/channel use.
number of receive antennas than it does with the increasing
number of transmit antennas. In addition, the link utilization is
higher when BPSK is employed than it is when the others are
employed, while it is lower when Gaussian distributed input
is employed than it is when the others are employed. This
is because the scattering of the probability of the achievable
transmission rates in the channel is reduced when BPSK is
employed and the scattering increases with the complexity of
the modulation technique [40].
Finally, we display the non-asymptotic performance of an
uplink MIMO scenario when the number of receive antennas
is N = 16 and the number of transmit antennas is M = 1,
where we employ the equal power allocation policy. Here,
we set the delay violation probability to ε
′
= 10−6 when
γ = 0 dB and T = 10−7 seconds. We plot the delay bound
as a function of the data arrival rate when the transmitted
data is modulated with BPSK and Gaussian input signaling
in Fig. 10(a) and Fig. 10(b), respectively. We observe that
Gaussian distributed input provides lower delay bounds for a
given delay violation probability than BPSK-modulated input
does. We further see that the delay bound goes to infinity when
the data arrival rate approaches the average transmission rate
in the channel. In addition, the number of receive antennas
affects the transmission performance by decreasing the delay
bound for a given delay violation probability. However, after a
certain value, increasing the number of receive antennas does
not contribute to the delay performance.
VII. CONCLUSION
We have studied the throughput and energy efficiency in a
general class of MIMO systems with arbitrary inputs when
they are subject to statistical QoS constraints, which are
imposed as bounds on the delay violation and buffer overflow
probabilities. Adopting the effective capacity as the perfor-
mance metric, we have obtained the optimal power allocation
policies across transmit antennas when there is a short-term
average power constraint. Moreover, we have analyzed the
system performance in the low signal-to-noise ratio and large-
scale antenna regimes. We have attained the first and second
derivatives of the effective capacity when the signal-to-noise
ratio approaches zero. Using these characterizations, we have
revealed that the minimum energy-per-bit does not depend on
the input distribution and the QoS constraints but the slope
does. In the large-scale antenna regime, we have identified
that the gap between the effective capacity and the average
transmission rate in the channel decreases with the increasing
number of antennas. We have also invoked non-asymptotic
performance measures by employing the effective capacity in
backlog and delay violation bounds.
APPENDIX
A. Proof of Theorem 1
Note that the logarithm in (9) is a monotonic function of
I(xt;yt). Hence, we can write the optimization problem as
min
Kt
E
Ĥ
{
e−θTI(xt;yt)
}
(33)
such that
tr{Kt} ≤ 1 and Kt  0.
Subsequently, we form the Lagrange function as
L(Kt, λ,Φ) =EĤ
{
e−θTI(xt;yt) − λ(1 − tr{Kt})− tr{ΦKt}
}
,
where λ and Φ  0 are the Lagrange multipliers to the
problem constraints. Then, evaluating its gradient with respect
to Kt, we obtain
−θT e−θTI(xt;yt) ∂I(xt;yt)
∂Kt
+ λI− Φ = 0, (34)
where λ(1 − tr{Kt}) = 0 for λ ≥ 0, and tr{ΦKt} = 0 for
Φ  0 and Kt  0. Moreover, we know from [51, Eq. (25)]
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Fig. 7: Effective capacity of different transmission scenarios as a function of energy-per-bit ζ for different input signaling and
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that
∂I(xt;yt)
∂Kt
Kt = P Ĥ
†Σ−1
w˜
Ĥmmset. (35)
Since we consider the worst-case noise assumption, we have
Σw˜ = σ
2
w˜IN×N as the noise covariance matrix. Now, plug-
ging (35) into (34), we have
−θT e−θTI(xt;yt)γĤ†tĤtmmset + λKt − ΦKt = 0. (36)
where γ = P/σ2w˜. Moreover, we can further express (36) by
multiplying both sides with K
1
2
t as follows:
−θT e−θTI(xt;yt)γK 12t Ĥ†tĤtmmset + λK
3
2
t
−K 12t ΦK
1
2
t K
1
2
t = 0.
Noting that tr{ΦKt} = tr{K
1
2
t ΦK
1
2
t } = 0, we know that
K
1
2
t ΦK
1
2
t is forced to be a null matrix [45]. Consequently, the
optimal input covariance matrix, Kt  0, is the solution of
the following expression:
Kt =
θTγe−θTI(xt;yt)
λ
Ĥ
†
tĤtmmset. (37)
This concludes the proof.
B. Proof of Theorem 2
With the input-output channel model given in (11), we have
component-wise independent channels, i.e.,
y˜t(i) =
√
γdt(i)x˜t(i) + n˜t(i) for i = 1, · · · ,min{M,N},
where
√
dt(i) is the i
th non-zero diagonal of Dt and dt(i)
is the ith eigenvalue of ĤĤ† and Ĥ†Ĥ. Above, x˜t(i), y˜t(i)
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Fig. 9: Link Utilization of different transmission scenarios for different input signaling and γ = 0 dB.
and n˜t(i) are the i
th element of the input, output and noise
vectors, respectively. We note that x˜t(i) = 0, y˜t(i) = 0,
and n˜t(i) = 0 for i > min{N,M}. Moreover, because
we have I(xt;yt) = I(x˜t; y˜t), the logarithm in (9) is a
monotonic function of I(x˜t; y˜t) as well. Returning to the
optimization problem in (33), we can see that when the
minimum is obtained, I(x˜t; y˜t) is maximized at every time
instant. So, the samples of x˜ should be independent of each
other [2]. In particular, we should have K˜t = Σt, which
is an N × M diagonal matrix with non-negative elements,
{σt(i)}|min{N,M}i=1 . Consequently, the optimization problem
becomes
min
Σt
E
Ĥ
{
e−θTI(x˜t;y˜t)
}
(38)
such that tr{Σt} = tr{K˜t} = tr{V†tKtVt} ≤ 1. Herein, we
benefit from the fact that the trace of a matrix is the sum of
its eigenvalues and the fact that K˜t and Kt have the same
eigenvalues because Vt is a unitary matrix. Subsequently,
forming the Lagrange function as
L(Σt, λ,Φ) = EĤ
{
e−θTI(x˜t;y˜t)−λ(1−tr{Σt})−tr{ΦΣt}
}
,
where λ and Φ  0 are the Lagrange multipliers associated
with the problem constraints, and taking its derivatives with
respect to {σt(i)}|min{M,N}i=1 , we obtain
−θT e−θTI(x˜t;y˜t) ∂I(x˜t(i); y˜t(i))
∂σt(i)
+ λ− φ(i, i) = 0, (39)
where x˜t(i) and y˜t(i) are the i
th elements of x˜t and y˜t,
respectively, and φ(i, i) is the ith diagonal element of Φ. Since
tr{ΦΣ} = 0, we have φ(i, i) = 0. Moreover, using [51,
Eq. (25)], we show that
∂I(x˜t(i);y˜t(i))
∂σt(i)
= γdt(i)
σt(i)
mmset(i),
where mmset(i) = E
{
|E{x˜t(i)|y˜t(i)} − x˜t(i)|2
}
. Then,
given σt(i) ≥ 0, we have the optimal σt(i) as the solution
of the following:
σt(i) =
θTγdt(i)
λ
e−θTI(x˜t;y˜t)mmset(i). (40)
If the solution in (40) is negative, we set σt(i) = 0. We
further note that e−θTI(x˜t;y˜t) and mmset(i) are convex and
monotonically decreasing functions of σt(i). Therefore, the
right-hand-side of (40) is also a convex function of σt(i) and
it is monotonically decreasing. Hence, it provides a unique
and global solution.
C. Proof of Theorem 3
The first derivative of the effective rate in (7), RE(θ, P ),
with respect to the transmission power, P , when P approaches
0, is
R˙E(θ, 0) = lim
P→0
E
Ĥ
{
I˙(P )e−θTI(P )
}
NE
Ĥ
{
e−θTI(P )
} , (41)
where I(P ) and I˙(P ) are the mutual information and its
derivative, respectively, as a function of P . Noting the worst-
case noise assumption, we can re-express (4) as follows:
yt =
√
PĤtxt +
√
Pσent +wt, (42)
where nt has zero-mean and unit-variance Gaussian random
elements. Because Ĥt and H˜t, and hence nt, are uncorrelated,
we can see that the channel model in (42) is similar to the
channel model described in [79, Eq. 7]. Therefore, the lower
bound on the mutual information in the low signal-to-noise
ratio regime, i.e., as P → 0, is expressed as [79, Eq. 64]
I(xt;yt) = P
loge 2
tr{ĤtKĤ†t}
− P
2
2 loge 2
tr{[ĤtKĤ†t ]2 + 2σ2eĤtKĤ†t}+O(P 2).
(43)
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Fig. 10: Delay bound of an uplink MIMO scenario as a function of the data arrival rate when M = 1 and N = 16 for γ = 0
dB and ε
′
= 10−6.
Then, the first derivative of I(xt;yt) with respect to P in the
low signal-to-noise ratio regime becomes
I˙(P ) = tr{ĤtKĤ
†
t}
loge 2
− P
loge 2
tr{[ĤtKĤ†t ]2 + 2σ2eĤtKĤ†t}+O(P 2).
(44)
Then, we can re-write (41) as
R˙E(θ, 0) =
E
Ĥ
{tr{ĤKĤ†}}
N loge 2
. (45)
We can easily observe that I(P ) = 0 when P = 0, and hence
e−θTI(γ) = 1 in (41). Moreover, since the input covariance
matrix, K, is a positive semi-definite Hermitian matrix, we
can express K as [80]
K = UΣU† =
M∑
i=1
σiuiu
†
i , (46)
where U is the unitary matrix and Σ is the diagonal matrix.
The unitary matrix is formed by the set of the eigenvectors
of K, i.e., U = [u1, · · · ,uM ], and the diagonal matrix
is composed of the eigenvalues of K corresponding to its
eigenvectors, i.e., Σ = diag{σ1, · · · , σM}. Moreover, the
eigenvectors form an orthonormal space, i.e., u
†
iuj = 1 for
i = j and u†iui = 0 for i 6= j, and eigenvalues are greater
than or equal to zero, i.e., σi ≥ 0. Here, we assume that
the system uses all the available energy for transmission, i.e.,
tr{K} = 1, and hence, we have ∑Mi=1 σi = 1. Now, we have
the following:
R˙E(θ, 0) =
1
N loge 2
E
Ĥ
{tr{ĤKĤ†}} (47)
=
1
N loge 2
M∑
i=1
σiEĤ{tr{Ĥuiu†iH†}} (48)
=
1
N loge 2
M∑
i=1
σiEĤ{u†iĤ†Ĥui} (49)
≤ 1
N loge 2
E
Ĥ
{λmax(Ĥ†Ĥ)} = C˙E(θ, 0), (50)
where λmax(Ĥ
†Ĥ) is the maximum eigenvalue of Ĥ†Ĥ.
Above, (49) follows from the fact that tr{Ĥuiu†iĤ†} =
tr{u†iĤ†Ĥui} = u†i Ĥ†Ĥui,where u†i Ĥ†Ĥui is a scalar
value. The upper bound in (50) can be achieved by choosing
the normalized input covariance matrix as K = umaxu
†
max
and umax is the unit eigenvector of Ĥ
†Ĥ that corresponds
to the maximum eigenvalue of Ĥ†Ĥ. This completes the first
part of the proof.
The second derivative of the effective rate in (7), RE(θ, P ),
with respect to the transmission power, P , when P approaches
0, is
R¨E(θ, 0) = lim
P→0
E
Ĥ
{I¨(γ)e−θTI(P ) − θT [I˙(P )]2e−θTI(γ)}
NEH{e−θTI(γ)}
+
θTE2
Ĥ
{
I˙(γ)e−θTI(γ)
}
NE2H
{
e−θTI(γ)
} , (51)
where I¨(P ) is the second derivative of the lower bound on
the mutual information with respect to P . From (43), we have
I¨(0) = − 1loge 2tr{[ĤtKĤ
†
t ]
2} − 2loge 2tr{σ
2
eĤtKĤ
†
t}. Then,
we can re-write (51) as
R¨E(θ, 0) =
θT
N log2e 2
[
E
2
Ĥ
{
tr{ĤKĤ†}
}
− E
Ĥ
{
tr2{ĤKĤ†}
}]
− 1
N loge 2
E
Ĥ
{
tr{[ĤKĤ†]2 + 2σ2eĤKĤ†}
}
. (52)
Now, let l be the multiplicity of λmax(Ĥ
†Ĥ). Hence,
we can re-express K as follows: K =
∑l
i=1 σiuiu
†
i ,
where σi ∈ [0, 1] and
∑l
i=1 σi = 1. Above, {ui}li=1
15
are the corresponding column vectors. Hence, we can
show that E2
Ĥ
{tr{ĤKĤ†}} = E2
Ĥ
{λmax(Ĥ†Ĥ)} and
E
Ĥ
{tr2(ĤKĤ†}} = E
Ĥ
{λ2max(Ĥ†Ĥ)}. Moreover, we have
E
Ĥ
{tr{[ĤKĤ†]2}} = E
Ĥ
{tr{ĤKĤ†ĤKĤ†}} (53)
=E
Ĥ
{
tr
{
Ĥ
l∑
i=1
σiuiu
†
iĤ
†Ĥ
l∑
j=1
σjuju
†
jĤ
†
}}
(54)
=E
Ĥ
{
tr
{
l∑
i,j
σiσju
†
iĤ
†Ĥuju
†
jĤ
†Ĥui
}}
(55)
=E
Ĥ
{
l∑
i,j
σiσj
∣∣∣u†i Ĥ†Ĥuj∣∣∣2
}
(56)
=E
Ĥ
{
l∑
i=1
σ2i
∣∣∣u†i Ĥ†Ĥui∣∣∣2
}
(57)
=E
Ĥ
{
λ2max(Ĥ
†Ĥ)
l∑
i=1
σ2i
}
(58)
≥1
l
E
Ĥ
{
λ2max(Ĥ
†Ĥ)
}
. (59)
Above, (55) comes from the fact that tr{AB} = tr{BA},
where A and B are matrices. Moreover, since u
†
iĤ
†Ĥuj
and u
†
jĤ
†Ĥui are the complex conjugates of each other,
we have the result in (56). Noting that ui and uj are
orthonormal to each other, i.e., u
†
iuj = 0 given i 6= j and
u
†
iuj = 1 given i = j, we have (57). Moreover, we know
that λ2max(Ĥ
†Ĥ) = u†iĤ
†Ĥui. Subsequently, we have (58).
Finally,
∑l
i σ
2
i is minimized when σi =
1
l
. Therefore, we
have the lower bound in (59). As a result, the second derivative
of the effective rate, R¨(θ, P ), when P diminishes to zero, is
upperbounded as follows:
R¨E(θ, 0) ≤ θT
N log2e 2
[
E
2
Ĥ
{λmax(Ĥ†Ĥ)} − EĤ{λ2max(Ĥ†Ĥ)}
]
− EĤ{λ
2
max(Ĥ
†Ĥ)}
lN loge 2
− 2σ
2
e
N loge 2
E
Ĥ
{λmax(Ĥ†Ĥ)}
= C¨E(θ, 0),
which completes the second part of the proof.
D. Proof of Theorem 4
Given an input covariance matrix, K, the instantaneous
mutual information between the channel input and output,
defined in (6), can be expressed as follows:
r = Ex,y
{
log2
fy|x(y|x)
fy(y)
}
= Ex,y
{
log2 fy|x(y|x)
}− Ey{ log2 fy(y)}
= − N
loge 2
− Ey
{
log2 Ex
{
e
− 1
σ2
w˜
||y−√P Ĥx||2}}
. (60)
Now, by inserting (60) into (7) and taking the limit when M
goes to infinity, we can write the effective rate as follows:
lim
M→∞
RE(θ, P ) = lim
M→∞
− 1
θNT
× loge EĤ
{
e
θTN
loge 2 eθTEy
{
log2 Ex
{
e
− 1
σ2
w˜
||y−√P Ĥx||2}}}
(61)
= lim
M→∞
{
− 1
loge 2
− 1
θNT
loge
E
Ĥ
{
eθTEy
{
log2 Ex
{
e
− 1
σ2
w˜
||y−√PĤx||2}}}}
(62)
= lim
M→∞
{
− 1
loge 2
− 1
θNT
loge
E
Ĥ
{
eθTMEy
{
1
M
log2 Ex
{
e
− 1
σ2
w˜
||y−√PĤx||2}}}}
(63)
= lim
M→∞
{
− 1
loge 2
− 1
θNT
loge
E
Ĥ
{
eθTMEy,H
{
1
M
log2 Ex
{
e
− 1
σ2
w˜
||y−√PĤx||2}}}}
(64)
= lim
M→∞
− 1
loge 2
− M
N
E
y,Ĥ
{ 1
M
log2 Ex
{
e
− 1
σ2
w˜
||y−√P Ĥx||2}}
(65)
= lim
M→∞
1
N
E
Ĥ
{
− N
loge 2
− Ey
{
log2 Ex
{
e
− 1
σ2
w˜
||y−√P Ĥx||2}}}
(66)
= lim
M→∞
1
N
E
Ĥ
{
r
}
. (67)
In (63), we benefit from the connection between the free
energy and the mutual information and employ the self-
averaging property, which provides us the following [81]:
lim
M→∞
Ey
{
1
M
log2 Ex
{
e
− 1
σ2
w˜
||y−
√
P Ĥx||2}}
= lim
M→∞
E
y,Ĥ
{
1
M
log2 Ex
{
e
− 1
σ2
w˜
||y−√P Ĥx||2}}
,
(68)
which is a result of the assumption of the self-averaging
property, in which the free energy converges in probability to
its expectation over the distribution of the random variables Ĥ
and y in the large-system limit [81]. Moreover, the expression
inside the first bracket in (66) is same with the expression in
(60), we have the result in (67). Then, we have
lim
M→∞
RE(θ, P ) = lim
M→∞
1
N
E
Ĥ
{
r
}
.
Similarly, when N goes to infinity or both M and N go
to infinity, the solution is trivial. We can again use the
reformulation performed in (63) and engage the property stated
in (68). Since the aforementioned proof is valid for any input
covariance matrix, we can complete the proof with (20).
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