Achieving Performance and Safety in Large Scale Systems with Saturation
  using a Nonlinear System Level Synthesis Approach by Yu, Jing & Ho, Dimitar
Achieving Performance and Safety in Large Scale Systems with
Saturation using a Nonlinear System Level Synthesis Approach
Jing Yu* and Dimitar Ho*
Abstract— We present a novel class of nonlinear controllers
that interpolates among differently behaving linear controllers
as a case study for recently proposed Linear and Nonlinear
System Level Synthesis framework. The structure of the nonlin-
ear controller allows for simultaneously satisfying performance
and safety objectives defined for small- and large-disturbance
regimes. The proposed controller is distributed, handles delays,
sparse actuation, and localizes disturbances. We show our
nonlinear controller always outperforms its linear counterpart
for constrained LQR problems. We further demonstrate the
anti-windup property of an augmented control strategy based
on the proposed controller for saturated systems via simulation.
I. INTRODUCTION
In this paper, we propose a novel offline distributed
nonlinear controller synthesis procedure that outperforms any
optimal linear controller for the constrained LQR problem
[1]–[4]. With simple augmentation, our controller controller
inherently prevents windup-instabilities in saturated linear
systems which are traditionally mitigated by additional anti-
windup design [5]–[7]. Another significant advantage of
the approach, is that despite being a nonlinear synthesis
method it naturally enjoys the same benefits as the linear
system level approach introduced in [8], which allows for
localized controller implementation, making it scalable to
large networks.
Our work is based on [9], which describes the system-
level characterization of the closed loops of general nonlinear
discrete-time systems. Moreover, [9] introduces a simple
universal control structure, called a system level controller,
that has the capacity to stabilize any nonlinear system if
parametrized with the according closed loop maps. In this
paper, we will show that just using a very special case of
the framework presented in [9] provides new promising tools
for control design. In particular, we will illustrate how a
simple projection nonlinearity can become a powerful tool
for solving the problems described above.
The rest of the paper starts with a review on nonlinear
System Level Synthesis (NLSLS) in (Sec.III). The proposed
nonlinear controller is introduced in (Sec.IV), followed by
(Sec.V) where the constrained LQR problem is discussed.
We show in (Sec.VI) that the proposed nonlinear controller
can be augmented for natural anti-windup properties and
therefore allow for large-scale distributed anti-windup de-
sign. Numerical simulation in (Sec.VII) corroborates the
presented theory.
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II. PRELIMINARIES AND NOTATION
We will define `n to be the space of sequences of vectors
in Rn. Sequences of vectors will be denoted by small bold
letters x := (xt)∞t=0 unless otherwise specified. Occasionally,
we will define sequences explicitly with the tuple notation
x := (x0, x1, . . . ) and x
j
t denotes the jth element of vector
xt. We use the xi:j to refer to the truncation of a sequence x
to the tuple (xi, xi+1, . . . , xj). Furthermore, we will adopt
|x| and |A| for x ∈ Rn and A ∈ Rn×n as the vector∞-norm
and induced ∞-norm on Rn, respectively. We reserve ‖ · ‖p
to refer to the norm and induced norm over vector sequence
space `p:
‖x‖p :=
( ∞∑
k=0
|xk|p
) 1
p
‖x‖∞ := sup
k≥0
|xk|.
Finally, the set of positive integers ranging from 1 to N will
be denoted as [N ].
A. Operators
Operators that maps between sequence spaces will be
denoted in bold capital letters T : `n → `k. Similar to
the sequence of vectors, we write T := {Tt}∞t=0 with its
component functions Tt : `n → Rk. An operator T will be
called causal if for any pair of input x and its corresponding
output y = T(x), the output yt does not depend on
future input sequence xt+k, k ≥ 1. More precisely, a causal
operator T is fully characterized by its component functions
Tt : Rn×(t+1) → Rk such that:
T(x) = (T0(x0), T1(x1, x0), T2(x2, x1, x0), . . . ).
Note that every component function Tt of a causal operator
T has t + 1 arguments which are populated in reverse-
chronological order. If in addition , component functions Tt
satisfy Tt(xt:0) = Tt(0, xt−1:0), then T will be called strictly
causal.
We define the space of all causal and strictly causal
operators that maps `n → `p as C(`n, `p) and Cs(`n, `p),
respectively. Moreover, let the space of all linear causal
and strictly causal operators be denoted as LC(`n, `p) ⊂
C(`n, `p) and LCs(`n, `p) ⊂ Cs(`n, `p). Occasionally, for
two operators with matching domains such as A ∈ C(`n, `p)
and B ∈ C(`n, `q), we denote the composite operator
(A,B) ∈ C(`n, `p × `q) as (A,B) : x 7→ (A(x),B(x)).
B. `p Stability
Let the vector sequence space `np ⊂ `n be defined as:
`np := {x ∈ `n | ‖x‖p <∞}.
We define stability for causal operators as follows:
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Definition II.1 (`p Stability). An operator T ∈ C(`n, `m) is
said to be `p-stable, if
T(x) ∈ `mp for all x ∈ `np .
Further, if there exist two scalars γ, β ≥ 0 such that for all
x ∈ `np , we have
‖T(x)‖p ≤ γ‖x‖p + β,
then T is finite gain `p-stable.
III. AN OVERVIEW OF THE NONLINEAR SYSTEM LEVEL
APPROACH
This section will focus on introducing the notion of closed
loop maps as causal operators with respect to a general
nonlinear causal system. Moreover, we summarize necessary
and sufficient conditions for operators to be closed loop maps
and how they can be realized by a dynamic controller.
A. Closed Loop Maps of Nonlinear Systems
Consider a discrete-time nonlinear system with additive
disturbances
xt = f(xt−1, ut−1) + wt, (1)
where xt ∈ Rn, ut ∈ Rm, wt ∈ Rn and f : Rn × Rm → Rn
with f(0, 0) = 0 and x0 = w0. Let F(x,u) : `n × `m → `n
be the strictly causal operator representation of the function f
such that F(x,u) := (0, f(x0, u0), f(x1, u1), . . . ). Assume
that wt can not be measured and that ut is generated by some
causal controller K ∈ C(`n, `m) such that ut = Kt (xt:0).
An equivalent operator form of the dynamics (1) is
x = F(x,u) + w (2a)
u = K(x). (2b)
For a fixed disturbance sequence w, the dynamics (1) pro-
duces unique closed loop trajectories for state x and input
u. Therefore, given a fixed K, the dynamics induce a causal
map from w to (x, u) and we will call the corresponding op-
erators disturbance-to-state and disturbance-to-input closed
loop map, respectively.
Definition III.1 (Closed Loop Maps). Define Φ[F,K] ∈
C(`n, `n×`m) as the operator that maps w to the correspond-
ing response (x,u) according to the closed-loop dynamics
(2). We call Φ[F,K] the closed loop maps (CLMs) of (2).
Moreover we will refer to the partial maps w → x and
w→ u with Φx[F,K] and Φu[F,K], respectively.
Without specifying a controller K, one could alternatively
consider the realizable CLMs of (2a) for some causal con-
troller K′. We call a composite operator Ψ = (Ψx,Ψu) ∈
C(`n, `n× `m) that maps w 7→ (Ψx(w),Ψu(w)) realizable
CLMs for open-loop dynamic (2a) if there exists a so-called
realizing controller K′ such that Ψ = Φ[F,K′]. With this
notion of realizable CLMs of an open-loop dynamics, we
define the space of all realizable CLMs:
Definition III.2 (Space of Realizable CLMs). Given an
open-loop dynamics (2a), the set of all feasible closed loop
maps Φ[F] ∈ C(`n, `n × `m) for open loop (2a) is defined
as:
Φ[F] := {Ψ|∃K ∈ C(`n, `m) s.t. Ψ = Φ[F,K]}.
The following theorem characterizes the space of realiz-
able CLMs for a given open loop:
Theorem III.3 (Characterization of CLMs [9]). A composite
operator Ψ = (Ψx,Ψu) ∈ C(`n, `n × `m) are realizable
CLMs of the open loop (2a) if and only if they satisfy the
operator equation
Ψx = F(Ψ) + I. (3)
Moreover, for any operators Ψ satisfying (3), the inverse
(Ψx)−1 exists, is a causal operator, and K = Ψu(Ψx)−1 is
a realizing controller for CLMs Ψ. If Ψu is surjective, then
K is unique.
B. System Level Implementations
Aside from the technical assumption on the codomain of
Ψu, (Thm.III.3) states that there is a one-to-one relation
between CLMs (Ψx,Ψu) and their realizing controllers
K = Ψu(Ψx)−1. Nevertheless, different implementations
of K need to be distinguished: despite realizing the same
CLMs with respect to the trajectory (w,x,u), they do not
give the same closed loop behavior once we add additional
perturbations to the system. We will denote the following
realization of K = Ψu(Ψx)−1 as the System Level (SL)-
implementation of K:
Definition III.4 (SL Implementation). Given a composite
operator Ψ = (Ψx,Ψu) ∈ C(`n, `n× `m) satisfying (3), the
realizing controller K = Ψu(Ψx)−1 can be implemented as
follows :
ut = Ψ
u
t (wˆt:0) (4a)
wˆt+1 = xt+1 −Ψxt+1(0, wˆt:0) (4b)
for t = 0, 1, . . . , where wˆ denotes the internal state of
the controller with initial condition wˆ0 = x0. We will
write K = SL(Ψx,Ψu) to underscore that the controller
K = Ψu(Ψx)−1 is implemented in this fashion.
Consider the closed loop of (1) and controller K =
SL(Ψx,Ψu) perturbed by additional noise v and input
disturbance d such that:
xt = f(xt−1, ut−1) + wt (5a)
ut = Ψ
u
t (wˆt:0) + dt (5b)
wˆt = xt −Ψxt (0, wˆt−1:1) + vt. (5c)
Theorem III.5 (Internal Stability of Closed Loop [9]). If
f is uniformly continuous and the operator (Ψx,Ψu) is
`n+mp -stable (or `
n+m
p finite gain-stable) CLMs of (1) , then
the closed loop dynamics (5) are `n+mp -stable (or finite gain
`n+mp -stable) with respect to the perturbation (w,d,v).
C. Relation to Linear System Level Approach
If we restrict the previous analysis to linear time-invariant
(LTI) systems and controllers, we recover the results of [8]
for the state-feedback case. If the open-loop dynamics now
is xt = Axt−1 + But−1 + wt and K is an LTI operator,
then the corresponding linear CLMs are LTI as well, whose
component functions can be written as:
Ψxt (wt:0) =
t+1∑
k=1
Rkwt+1−k (6a)
Ψut (wt:0) =
t+1∑
k=1
Mkwt+1−k, (6b)
where Rk ∈ Rn×n, Mk ∈ Rm×n for k = 1, 2, . . . , t + 1
are called associated matrices of the component functions
Ψxt , Ψ
u
t of Ψ
x and Ψu. Moreover, the corresponding CLMs
characterization condition (3) reduces to the affine constraint
on the matrices Rk, Mk which coincides with the linear
System Level Synthesis (SLS) feasibility conditions derived
in [8]. In particular, if we further restrict Ψ to have Finite
Impulse Response (FIR) with horizon T , i.e., component
functions Ψxt and Ψ
u
t only depend on the past min{T, t+1}
inputs, then (6) becomes:
Ψxt (wt:0) =
min{t+1,T}∑
k=1
Rkwt+1−k (7a)
Ψut (wt:0) =
min{t+1,T}∑
k=1
Mkwt+1−k, (7b)
The CLMs characterization (3) in this the FIR LTI case re-
duces to the following conditions on the associated matrices
Rk, Mk for k = 1, . . . , T − 1:
R1 = I (8a)
Rk+1 = ARk +BMk (8b)
ART +BMT = 0. (8c)
and K = SL(Ψx,Ψu) results in the implementation below,
which also coincides with that of [8]:
ut =
min{t+1,T}∑
k=1
Mkwˆt+1−k
wˆt+1 = xt+1 −
min{t+2,T}∑
k=2
Rkwˆt+2−k,
for all k = 0, 1, . . . with wˆ0 = x0.
IV. NONLINEAR BLENDING OF LINEAR SYSTEM LEVEL
CONTROLLERS
As introduced in the previous section, system level con-
trollers defined in (Def. III.4) can implement arbitrary CLMs
for nonlinear systems of the form (1). The results in [9]
motivate a new approach for nonlinear control synthesis:
Searching for stable operators Ψx, Ψu that satisfy (3)
and constructing a corresponding system level controller
SL(Ψx,Ψu) by (Def. III.4).
It is conceivable that the generality of this approach could
lead to an entirely new direction of nonlinear dynamic
control methods. Serving as a first step towards exploring the
potential of this new perspective, the remainder of this paper
focuses on a subset of nonlinear system level controllers
SL(Ψx,Ψu) that proves particularly useful for controlling
large-scale linear systems subject to state/input constraints
and input saturation.
In particular we will restrict ourselves to the class of
controllers SL(Ψx,Ψu) where Ψx and Ψu are structured
as
Ψxt (·) =
N∑
i=1
min{T,t+1}∑
k=1
R
(i)
k (Pηi − Pηi−1)(wt+1−k)
Ψut (·) =
N∑
i=1
min{T,t+1}∑
k=1
M
(i)
k (Pηi − Pηi−1)(wt+1−k). (9)
We choose ηN ≥ ηN−1 ≥ · · · ≥ η0 = 0 and the
operator Pηi(·) : Rn → Rn as any nonlinear function
with a projection-like property defined for parameter ηi.
R
(i)
k ∈ Rn×n, M (i)k ∈ Rm×n are matrices associated with
linear FIR CLMs Ψx,i,Ψu,i, i ∈ [N ] with FIR horizon T
for a linear system of interests:
xt = Axt−1 +But−1 + wt, (10)
with xt ∈ Rn,wt ∈ Rn, u ∈ Rm such that for each i ∈ [N ],
Ψx,i,Ψu,i satisfies (8). Concretely, we consider two specific
nonlinear projections:
Definition IV.1 (Saturation Projection). Let vector w =
[w1, . . . , wn]T ∈ Rn. The saturation projection is an
element-wise projection:
Pη(w) :=
sat(w
1, η)
...
sat(wn, η)
 (11)
where sat(w, η) = sign(w) max{|w|, η}.
Definition IV.2 (Radial Projection). The radial projection is
defined as:
Pη(w) :=
sat(|w|/η, 1)
|w|/η w (12)
Unless otherwise specified, the results derived in the rest
of the paper hold for both projections.
Remark IV.1. For n = 1, radial projection and satura-
tion projection coincide with each other. The radial and
saturation projection operator act as the identity whenever
|w| ≤ η. Otherwise, the radial projection rescales w such
that |Pη(w)| = η whereas the saturation projection performs
element-wise radial projection.
The proposed nonlinear controller SL(Ψx,Ψu) can be
thought of as a nonlinear blend of the linear FIR controllers
SL(Ψx,i,Ψu,i), i ∈ [N ]. Although the nonlinear operator
Ψx, Ψu differs from its linear components Ψx,i, Ψu,i
only by the static nonlinear function Pηi(w), the upcoming
sections will demonstrate that this simple additional nonlin-
earity proves surprisingly useful. In particular, ηi’s separate
any disturbance wt into N zones such that for each ith
linear controller SL(Ψx,i,Ψu,i), only the portion of wt that
”falls” between ηi and ηi−1 is acted upon. Intuitively, one
could choose different behaviors for various portions of the
disturbance signal, specifying either performance or safety
properties. The explicit expression of the dynamic controller
SL(Ψx,Ψu) with CLMs defined in (9) is:
ut =
N∑
i=1
min{T,t+1}∑
k=1
M
(i)
k (Pηi − Pηi−1)(wˆt+1−k)
wˆt+1 = xt+1 −
N∑
i=1
min{T,t+2}∑
k=2
R
(i)
k (Pηi − Pηi−1)(wˆt+2−k),
with k = 0, 1, . . . , and wˆ0 = x0.
For ease of exposition, we focus on the two-zone case of
the proposed controller SL(Ψx,Ψu) though all the analysis
extends naturally to the N -zone case. Thus, (9) simplify to
Ψxt (wt:0) =
min{T,t+1}∑
k=1
R
(1)
k Pη1(wt+1−k)+
R
(2)
k (Pη2(wt+1−k)− Pη1(wt+1−k))
Ψut (wt:0) =
min{T,t+1}∑
k=1
M
(1)
k Pη1(wt+1−k)+
M
(2)
k (Pη2(wt+1−k)− Pη1(wt+1−k)).
(13)
Note that system level controller SL(Ψx,Ψu) of the two-
zone CLM is internally stabilizing and achieves the two-zone
CLM behavior for (10) as long as ‖w‖∞ ≤ η2.
In the remainder of this paper we will explore the con-
sequence of this blending technique for distributed control
design with respect to input saturation and state constraints
in linear systems. we show that the simple nonlinearity in
(13) offers a variety of advantages over linear controllers.
V. A GENERAL FRAMEWORK FOR CONSTRAINED LQR
We present a novel synthesis procedure for a class of
constrained LQR problems using the proposed SL con-
troller with CLMs (13). In particular, we will show that
the synthesized nonlinear blending system level controller is
guaranteed to outperform any linear controller for the class
of constrained LQR problems to be discussed. Additionally,
we comment on how structural constraints for large-scale
systems such as delay, actuation sparsity, and localization
can be easily accommodated.
Consider a control problem where we wish to minimize
an average LQR cost, but also want that the closed loop
meets certain safety guarantees against a set of rare yet
possible worst-case disturbances. Ideally, we would like
to synthesize a controller that can guarantee the necessary
safety constraints without too much loss in performance
compared to the unconstrained LQR controller. We will
phrase this design goal as the following constrained LQR
problem:
min
K
lim
T→∞
1
T
T∑
t=1
Ewit∼p(w)[J (xt, ut)] (14a)
s.t. xt = Axt−1 +But−1 + wt (14b)
ut = Kt(xt:0) (14c)
∀w : ||w||∞ ≤ ηmax : (14d)
sup
k
|xk| ≤ xmax, sup
k
|uk| ≤ umax
where J abbreviates the quadratic stage cost J (x, u) =
xTQx + uPu with Q,P  0. We will assume that the
disturbance is stochastic but bounded such that ‖w‖∞ ≤
ηmax with known distribution which satisfies the following
Assumption V.1. Disturbance wit are i.i.d. drawn from the
scalar centered distribution p(w) and uncorrelated in time t
and coordinate i.
We can equivalently phrase the optimal control problem
(14) in terms of closed loop maps as defined in (Sec.III).
Recalling (Def. III.1), the optimal control problem (14) can
be described as an optimization over the set of feasible CLMs
(Ψx,Ψu) ∈ Φ(Ax+Bu) and by using the characterization
(Thm.III.3) we obtain:
min
Ψx,Ψu
lim
T→∞
1
T
T∑
t=1
E[J (Ψxt (wt:0),Ψut (wt:0))] (15a)
s.t. Ψxt (wt:0) = Ψ
x
t (0, wt−1:0) + wt (15b)
Ψxt+1(0, wt:0) = AΨ
x
t (wt:0) +BΨ
u
t (wt:0)
∀t, |wt| ≤ ηmax : |Ψxt (wt:0)| ≤ xmax (15c)
∀t, |wt| ≤ ηmax : |Ψut (wt:0)| ≤ umax (15d)
As in the linear SLS case [8], we do not need to have
the controller K be a decision variable, since we can always
realize the optimal solution (Ψ(x)∗,Ψ(u)∗) to (15) with a
system level controller SL(Ψ(x)∗,Ψ(u)∗).
A. Conservativeness of Linear Solutions
We will first discuss properties of solutions to our original
problem (14), if we restrict ourselves to only LTI controllers
K. Consider the equivalent problem formulation (15) with
the CLMs (Ψx,Ψu) restricted to be linear. This poses a
convex problem and as shown in [4], it can be approximately
solved by searching over FIR CLMs (Ψx,Ψu) with large
enough horizon T . Yet, the corresponding linear optimal
CLMs (Ψx,lin∗,Ψu,lin∗) come with undesirable restrictions:
• (Ψx,lin∗,Ψu,lin∗) impose stricter safety constraints
than the required constraints (15c) and (15d).
• (Ψx,lin∗,Ψu,lin∗) do not depend on the disturbance
distribution p(w).
To see the first point, we have the following result as a
consequence of linearity:
Lemma V.1. For any linear (Ψx,lin,Ψu,lin), the constraint
(15c),(15d) is equivalent to
sup
t
|Ψx,lint (wt:0)| ≤ sup
t
xmax
ηmax
|wt| (16a)
sup
t
|Ψu,lint (wt:0)| ≤ sup
t
umax
ηmax
|wt|. (16b)
Proof. Clearly, (16) implies (15c),(15d). The reverse impli-
cation follows by the assumed linearity of (Ψx,lin,Ψu,lin)
and homogeneity of norms.
(Lem.V.1) shows that the restriction of linearity in CLMs
imposes stricter safety conditions (16) than (15c),(15d).
To elaborate on the second point, notice that for linear
CLMs (Ψx,lin,Ψu,lin), the objective function (15a) can be
expressed equivalently as
(15a) = σ2
∥∥∥∥ Q1/2ΨxP 1/2Ψu
∥∥∥∥2
H2
, σ2 := Ew∼p(w)[w2] (17)
where σ2 denotes the variance of the scalar distribution p(w)
and ‖.‖H2 denotes the H2 norm for linear operators. Since
the objective function only gets scaled by a constant factor
σ2 for different distributions p(w), this shows that for linear
CLMs, the solutions (Ψx,lin,Ψu,lin) to (15) are independent
of the distribution p(w).
B. A Nonlinear System Level Approach
Consider the general problem (15), where now we search
over CLMs (Ψx,Ψu) of the form presented in (13) with the
choice of η2 = ηmax, some η1 < η2, and an FIR horizon
T . Recall that (Ψx,Ψu) is a blending of two linear CLMs
and has the form (13). Restricting ourselves to this form of
CLMs allows to derive the following convex problem which
is a relaxation of the general problem (15):
min
R(i),M(i)
∥∥∥∥∥
[
Q 0
0 P
]1/2 [
R(1) R(2)
M (1) M (2)
]
Σ1/2w
∥∥∥∥∥
2
F
(18a)
s.t. η1|R(1)|+ (η2 − η1)|R(2)| ≤ xmax (18b)
η1|M (1)|+ (η2 − η1)|M (2)| ≤ umax (18c)
R
(i)
k+1 = AR
(i)
k +BM
(i)
k (18d)
R
(i)
1 = I, R
(i)
T = 0
where
Σw =
[
α1I α2I
α2I α3I
]
with α1 = E[Pη1(w)
2], α2 = E[Pη1(w)(Pη2(w)− Pη1(w))],
and α3 = E[(Pη2(w) − Pη1(w))2], where w ∼ p(w)
and ‖w‖∞ ≤ ηmax. Moreover R(i) and M (i) are ab-
breviations for the row-wise concatenation of the matrices
associated with the linear CLMs Ψx,i, Ψu,i, i.e, R(i) =
[R
(i)
T , R
(i)
T−1, . . . , R
(i)
1 ], M
(i) = [M
(i)
T ,M
(i)
T−1, . . . ,M
(i)
1 ].
Hereby, only constraints (18b), (18c) are sufficient condition
of the constraint (15c), (15d) via norm multiplicativity. All
other equations in the above optimization are equivalent to
the original problem (15) restricting the search over CLMs
of the form (13). Finally, solving the convex problem (18)
gives the sub-optimal nonlinear CLMs (Ψ∗x,Ψ∗u) for the
system dynamics (14b), realized by an internally stabilizing
controller SL(Ψ∗x,Ψ∗u). The next theorem states a main
result of this paper:
Theorem V.1. For all η1 ∈ [0, η2], the nonlinear system level
controller SL(Ψ∗x,Ψ∗u) synthesized from (18) achieves
lower optimal LQR cost for (14) than any linear solutions.
Proof. First, recall that restricting K to be linear in problem
(14) is equivalent to restricting Ψx and Ψu to be linear in the
equivalent formulation (15). Furthermore, notice that under
the restriction of linear (Ψx,Ψu), problem (15) is equivalent
to (18) with the added constraint R(1) = R(2), M (1) = M (2),
which shows that any solution (Ψ∗x,Ψ∗u) of problem (18)
achieve smaller cost than a linear solution (Ψx,lin∗,Ψu,lin∗)
of (15).
Remark V.2. The above argument extends directly to the
N-blend case.
C. Localized Controller for Constrained LQR
Thanks to the particular form of (9), when the projec-
tion is chosen to be the saturation projection (Def. IV.1),
structural constraints of controller such as sparsity and delay
constraints can be added in a convex way to the synthesis
procedure described in (Sec.V-B). This is because imposing
structural constraints on the nonlinear controller (9) is equiv-
alent to imposing them on the linear CLM components of (9).
Detailed in [8], localization of disturbance, communication
and actuation delay, as well as sparsity pattern are all convex
constraints in terms of linear CLMs in the linear System
Level Synthesis framework. Specifically, all mentioned con-
straints could be cast as a convex subspace Sx and Su for
linear CLMs Ψx,i,Ψu,i,i ∈ [N ]. The corresponding system
level controller SL(Ψu,Ψx) can then be implemented in
a localized fashion conforming to the subspace constraints
on Ψx,i,Ψu,i. Therefore, the nonlinear controller synthesis
in (Sec.V-B) naturally inherits all capabilities of the linear
system level controllers in terms of distributed controller
synthesis and implementation.
VI. DISTRIBUTED ANTI-WINDUP CONTROLLER FOR
SATURATED SYSTEMS
Now consider a linear input saturated system where the
disturbances and initial condition are not necessarily con-
strained to have a known norm bound ηmax. The control
actions are projected via saturation projector:
xt = Axt−1 +BPumax(ut−1) + wt (19)
In this scenario, controller SL(Ψx,Ψu) previously con-
structed with (13) no longer realizes the designed closed-
loop response (13) for (19). Nevertheless, we would like
the saturated system to degrade gracefully and preserve
stability. Such property is traditionally achieved via anti-
windup design [7]. Here, we show that the proposed non-
linear controller achieves natural anti-windup property with
little modification.
A. Anti-windup Controller
Inspired by internal model control (IMC) [10], we mod-
ify SL(Ψx,Ψu) and consider an augmented controller
SL(Ψx,a,Ψu) where the operator Ψx,a is constructed from
(13) with augmentation:
Ψx,at (wt:0) =
N∑
i=1
(
min{T,t+1}∑
k=1
R
(i)
k (Pηi − Pηi−1)(wt+1−k)
)
+
τ+1∑
k=1
Ak−1 (wt+1−k − PηN (wt−k+1)) ,
(20)
where τ is a positive integer. Recall that by design, we have
chosen ηN = ηmax, the expected norm bound on distur-
bances. Compared to (13) for the two-zone case (N = 2) and
(9) for the N-zone case, we note that (20) has the additional
”open-loop” dynamics term. This extra term accounts for the
residual disturbances that are not attenuated by the original
controller SL(Ψx,Ψu) because the disturbances are larger
than expected by the projection mapping, i.e., |wt| > ηmax.
Therefore, SL(Ψx,a,Ψu) considers the τ -step propagation
of the unaccounted disturbances from SL(Ψx,Ψu). Note
that when the disturbances satisfy the assumption ‖w‖∞ ≤
ηmax, augmented controller SL(Ψx,a,Ψu) is identical to
SL(Ψx,Ψu) constructed from (9) and (13).
The IMC-like structure of the augmented controller
SL(Ψx,a,Ψu) helps the saturated system to degrade grace-
fully and preserve stability even when Ψx,a,Ψu are not the
exact CLMs for the closed-loop system. The closed-loop
dynamics of (19) under augmented controller SL(Ψx,a,Ψu)
from (20) can be checked to be:
wˆt = A
τ+1(wˆt−τ − Pηmax(wˆt−τ )) + wt. (21)
As shown in [9], the stability of the overall closed loop is
equivalent to the stability of (21). We now certify the anti-
windup property of SL(Ψx,a,Ψu) with the following result.
Lemma VI.1. If τ satisfies |Aτ+1| < 1, then internal
dynamics (21) is globally finite-gain `∞-stable where for all
w ∈ `n∞,
‖wˆ‖∞ ≤ 1
1− |Aτ+1| ‖w‖∞
Proof. See Appendix.
In particular, if A is schur, then there exists k ∈ N such
that ‖Ak‖ < 1 for any norm. Therefore, if (19) is open-loop
stable, SL(Ψx,a,Ψu) guarantees graceful degradation when
the closed-loop is saturated.
B. Localized Implementation
Similar to the large-scale constrained LQR case in (Sec.V),
since the anti-windup controller SL(Ψx,a,Ψu) for the sat-
urated linear system (19) is composed of linear CLMs
synthesized from (18) with locality constraints, localization
can be easily imposed as a convex subspace constraint on the
composing linear CLMs. When the the information structure
of the controllers are constrained to the state propagation
pattern according to open-loop dynamics i.e., the sparsity
of A, the anti-windup controller SL(Ψx,a,Ψu) can be
implemented in a localized fashion where information is
exchanged and disturbance is contained in a local controller
patch [11]. As will be illustrated in (Sec.VII), this allows
for distributed anti-windup controller design for large-scale
saturated systems.
VII. SIMULATION
A. Constrained LQR
To corroborate the results presented in the previous sec-
tions, we demonstrate the performance of a four-zone non-
linear blending controller with radial projection compared
against the optimal linear controller for the constrained LQR
problem of an open-loop unstable system:
xt =
1 1 01 2 1
0 1 1
xt−1 +
00
1
ut−1 + wt (22)
with umax = 40, xmax = 15, ηmax = 1, Q = I3, P = 10.
The disturbances wk are chosen to be a truncated i.i.d.
gaussian random variables with variance σ2. Fig. 1 shows
the optimal cost improvement of the presented nonlinear ap-
proach over the optimal linear controller for different choices
of variance σ2. Fig. 1 showcases that the proposed controller
can exploit the knowledge of the disturbance distribution to
achieve performance improvement over the linear optimal
linear controller: For small σ the proposed controller gains
more than 30% cost reduction over safe controller. On the
other hand, with increasing σ, large disturbances in the
system become more likely, and therefore the opportunity
to improve upon the linear optimal controller is reduced.
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Fig. 1: Performance improvement of optimal nonlinear controller
SL(Ψ∗x,Ψ∗u) over optimal linear controller SL(Ψx,lin∗,Ψu,lin∗) for
different variances σ2 of the non-truncated disturbance. The nonlinear
blending controller synthesizes over 4 linear controllers w.r.t. to the pro-
jection parameters η1 = 0.05, η2 = 0.1, η3 = 0.2, η4 = ηmax = 1
B. Localized Anti-Windup Controller
Consider a bi-directional chain system with ith node’s
dynamics being
xit+1 = (1−0.4|N (i)|)xit+0.4
∑
j∈Ni
xjt +sat(u
i
t, umax)+w
i
t
where N (i) denotes the set of vertices that has an edge
connected to ith vertex and wit is the ith coordinate of
disturbance vector at time t. In particular, ‖w‖∞ ≤ 1 and
x0 = 0. One can check that the overall chain system is open-
loop marginally (un)stable.
We illustrate the anti-windup property of the nonlinear
controller (9) in the decentralized setting with additional
sparsity, locality, and delay constraints in Fig. 2. First, a
nominal integral controller for this system is designed and
dubbed as the Integral Controller. Due to its integral struc-
ture, the Integral Controller for the unconstrained closed loop
guarantees convergence of the state to the origin under persis-
tent disturbance, i.e, step rejection. In comparison, a second
linear controller synthesized from standard constrained LQR
problem that guarantees stability for all admissible w under
saturation is generated. We refer to this linear controller
as the Non-integral Controller since the states only stay
bounded under persistent admissable disturbance.
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(c) Nonlinear Blending Controller
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(f) Nonlinear Blending Controller
Fig. 2: Worst-case (top row) and Staggered Step Input (bottom row) Response under Saturation for a marginally stable 20-node Chain System with
Sparse Actuation: Top Row: The heatmaps show how a worst-case disturbance is propagated through space-time for the saturated chain system. The integral
controller becomes unstable due to saturation and the naive blending controller possesses has the anti-windup property of the non-integral controller. In
addition to anti-windup, the proposed controller is localized and accommodates sparse actuation, communication delay, and controller sparsity constraints.
Here every other node has a control input (50% actuation) with 1 time step actuation delay and 1 time step communication delay between nodes, while
enforcing a controller sparsity that conforms to the communication pattern of dynamics matrix A. Bottom Row: Response to small step disturbances at node
8,10,12 entering at time 2,6,10, respectively. As in the scalar case, the proposed blending controller not only stabilizes under saturation but also recovers
the performance objective of rejecting small step disturbances. This contrasts against the non-integral controller, which sacrifices small-signal performance
for stability.
The nonlinear controller with saturation projection here
is chosen to be a two-zone blending controller consisted
of CLMs of the form (13). The simulation shows the anti-
windup property as well as preservation of step rejection in
both large- and small-disturbance schemes of the proposed
method. Fig. 2 shows that the blending controller stabilizes
the system while integral controller becomes unstable under
worst-case bounded disturbance. On the other hand, the
proposed blending controller preserves performance of step
rejection while the linear Non-integral Controllers forfeits
the performance objective in order to preserve stability in
the saturated closed loop. In this chain example, we allow 1
time step communication delay between nodes and actuation
delay with 50% control authority. The localization pattern
imposed on the system response allows SL(Ψx,Ψu) to be
implemented in local patches, therefore making the controller
distributed.
VIII. CONCLUSION
We showcase the nonlinear system level approach devel-
oped in [9] and illustrate the use cases for a class of nonlinear
system level controllers. We propose a tractable nonlinear
control synthesis method that outperforms any optimal linear
controller for the constrained LQR problems. It was further
shown that such controller naturally possesses anti-windup
property for linear systems with input saturation. A key
highlight is that the presented approach enjoys the same
compatibility with locality/ delay constraints and distributed
implementation, as the linear system level approach [8].
Overall, this paper is a first step in exploring the full potential
of the new nonlinear control synthesis framework developed
in [9] and highlights that even just the presented special
case of the framework, called ”nonlinear blending” of linear
controllers, offers many benefits.
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APPENDIX
We first present an operator small-gain theorem.
Theorem .1 (Small-gain Theorem [9]). Let ∆ ∈ Cs(`n, `n).
If for all x ∈ `np , ‖∆(x)‖p ≤ γ‖x‖p + β with 0 < γ < 1,
β ≥ 0, p = 1, 2, . . . ,∞, then for all w ∈ `np , ‖wˆ‖p ≤
1
1−γ (‖w‖p + β) where wˆ = (I −∆)−1w.
Note that the inverse exists because ∆ ∈ C(`n, `n) [9].
We are now in a position to prove (Lem.VI.1). We can write
(21) in the operator form as
wˆ = (I −∆)−1w, (23)
where ∆ is a strictly causal operator with component func-
tion ∆t(wˆt:0) := Aτ+1(wˆt−τ − Pηmax(wˆt−τ )). For all wˆ ∈
`n∞, ‖∆(wˆ)‖∞ ≤ |Aτ+1|‖wˆ‖∞ where we have chosen τ
such that |Aτ+1| < 1. Therefore, invoking (Thm..1) gives
the desired result in (Lem.VI.1).
