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Antiferromagnetic spintronics is an emerging research field whose focus is on the electrical, optical
or other means of control of the antiferromagnetic order parameter and its utility in information
technology devices. An example of recently discovered new concepts is the Ne´el spin-orbit torque
which allows for the antiferromagnetic order parameter to be controlled by an electrical current in
common microelectronic circuits. In this review we discuss the utility of antiferromagnets as active
and supporting materials for spintronics, the interplay of antiferromagnetic spintronics with other
modern research fields in condensed matter physics, and its utility in future ”More than Moore”
information technologies.
I. INTRODUCTION: SPINTRONICS AND
MAGNETIC RECORDING
Conventional spintronic devices are based on the con-
trol of magnetic moments in ferromagnets [1]. Antiferro-
magnetic spintronics, on the other hand, is a field dealing
with devices whose key or important parts are made of
antiferromagnets [2–5]. A recent discovery of the elec-
trical switching of an antiferromagnet by the Ne´el spin-
orbit torque [6] gives an example that antiferromagnetic
moments can be controlled in microelectronic devices
by means comparably efficient to ferromagnets. This
opens the possibility to unlock a multitude of known and
newly identified unique features of antiferromagnets for
spintronics research and applications. Here we give a
brief overview of this active field, based on a presenta-
tion at the Antiferromagnetic Spintronics Workshop or-
ganized by the Spin Phenomena Interdisciplinary Center
in Mainz in September 2016 [7]. More details can be
found in several recent extensive reviews [2–5].
The field of spintronics is tightly related to magnetic
recording, the history of which started from the recording
of sound. One of the first techniques was the magnetic
wire recorder invented at the end of the 19th century
in parallel to the gramophone. The electromagnetic coil
was used for the recording and the electric field induc-
tively generated in the same coil was used for retriev-
ing the recording. Magnetic wire recorders were, how-
ever, unsuccessful in competing with the gramophones.
The situation changed in 1930’s when the tape recorder
was invented. Using a much more practical, magnet-
ically coated plastic tape, it became a major technol-
ogy for recording sound, and later also video and data.
A further revolution in magnetic recording technologies
dates to the 1950’s when hard disk drives came into
play. At the same time magnetic core memory was in-
vented marking the dawn of solid-state computer mem-
ories. Its present integrated-circuit counterparts are the
magnetic random access memories (MRAMs) [1] which
offer the non-volatile alternative to semiconductor com-
puter memories. Remarkably, the currently commercially
available toggle MRAMs still use the same 19th century
physical principle for writing data by the electromagnet.
While other recording technologies like gramophone
and CDs have or are becoming obsolete, magnetic record-
ing is a keeper. Hard drives and magnetic tapes pro-
vide the virtually unlimited data storage space on the
internet. MRAMs are among the leading candidate tech-
nologies for the ”More than Moore” era that we have
now formally entered after the official end in 2016 of the
Moore’s Law driven International Technology Roadmap
for Semiconductors [8]. However, the 19th century in-
ductive coils would not allow to keep magnetic record-
ing competitive with semiconductor storage and mem-
ory devices. In hard drives, the coils were removed from
the readout and replaced by spin-based magneto-resistive
elements, namely by the anisotropic magnetoresistance
(AMR) and later by the giant or tunneling magnetoresis-
tance (GMR or TMR) devices. The development of the
integrated-circuit MRAMs would have been unthinkable
without these spintronic readout schemes [1, 9].
21st century brought yet another revolution in ferro-
magnetic recording by eliminating the electromagnetic
induction from the writing process in MRAMs and re-
placing it with the spin-torque phenomenon [1]. In the
non-relativistic version of the effect, switching of the
recording ferromagnet is achieved by electrically trans-
ferring spins from a fixed reference permanent magnet
[10]. In the recently discovered relativistic version of the
spin torque, the reference magnet is eliminated and the
switching is triggered by the internal conversion from the
linear momentum to the spin angular momentum under
the applied writing current [11]. The complete absence
of electromagnets or reference permanent magnets in this
most advanced physical scheme for writing in ferromag-
netic spintronics has served as the key for introducing
the new physical concept for the efficient control of anti-
ferromagnetic moments [12].
Antiferromagnets, ferrimagents, or helical magnets
have zero or small magnetization and often an intrigu-
ingly complex magnetic structure. These materials are
more common than ferromagnets and can be supercon-
ductors, metals, semimetals, semiconductors, or insula-
2tors, in comparison to the primarily metallic ferromag-
nets. Another appealing property of antiferromagnets is
the orders of magnitude faster spin-dynamics time scale
than in ferromagnets. The antiferromagnetic resonance
is in THz, driven by the strong exchange interaction be-
tween the spin sublattices, while the GHz ferromagnetic
resonance is governed by the weak anisotropy energy.
The simplest, two-spin-sublattice collinear antiferro-
magnets have the magnetic order comprising alternat-
ing (staggered) magnetic moments that compensate each
others. For this reason they do not produce stray fring-
ing fields and are weakly coupled to the external magnetic
field. For nearly a century since their discovery, antifer-
romagnets have been considered as magnetically inactive
materials with no practical utility in devices. The re-
cently discovered antiferromagnetic version of the rela-
tivistic spin torque [6, 12] is among the recent achieve-
ments that have opened a way to efficiently control the
aniferromagnetic order and to start the research and de-
velopment of memory and other spintronic devices that
can exploit the unique properties of antiferromagnets.
II. SPIN-ORBITRONICS AND NE´EL
SPIN-ORBIT TORQUE SWITCHING
Relativistic spin-orbit torques are attributed to spin-
orbitronics phenomena that were originally discovered in
non-magnetic systems, namely to the spin Hall effect
(SHE) and the inverse spin galvanic (Edelstein) effect
(iSGE) [11]. Both effects originate from the coupling
between the spin angular momentum and the linear mo-
mentum of an electron. In the SHE, the spin-orbit cou-
pling induces a separation of spin-up and spin-down elec-
trons in the direction transverse to the direction of the
charge current. In other words, due to the SHE, the elec-
trical current creates a pure spin current in the bulk of
the sample. This leads to an accumulation of opposite
spins at opposite edges of the sample which is allowed
by symmetry since the edges break the invariance under
space-inversion. In the iSGE, the charge current induces
directly a non-equilibrium spin polarization which is uni-
form within the bulk of the sample. In this case, symme-
try requires that the crystal unit cell lacks the inversion
center.
The SHE and iSGE were independently observed in
2004 by several groups [13–17]. Both phenomena can
be present simultaneously in the same structure, as was
shown, e.g., in Refs. [16, 17]. In these experiments the
current-induced spin polarization was detected by opti-
cal means. In the strongly spin-orbit coupled valence
band of p-type GaAs, the measured spin-polarizations
produced by ∼ 100 mA currents reached ∼ 1 − 10 %.
Generating the same spin polarizations in this nominally
non-magnetic semiconductor by conventional means re-
quired external magnetic fields of several Tesla. The
comparison between the quantum-relativistic and classi-
cal approaches is striking here: The quantum-relativistic
SHE or iSGE phenomena allow to achieve the same spin
polarization with microchip currents as with a classical,
∼ 100 A laboratory-size electromagnet.
When the SHE or iSGE spin polarization is strongly
exchange coupled to spins forming an equilibrium
magnetically-ordered state, a large internal effective field
acts on the magnetic moments. The resulting relativis-
tic spin-orbit torque can be used the electrically ex-
cite or even switch the magnet. For example, in a
non-magnetic/ferromagnetic bilayer, an in-plane electri-
cal current driven through the non-magnetic layer gen-
erates the SHE spin-accumulation at the interface with
the ferromagnet where it exerts the spin-orbit torque on
the ferromagnetic moments [18–22]. Similarly, the iSGE
can induce an internal effective field and the resulting
spin-orbit torque in a bulk ferromagnet [23–26]. This is
illustrated in Fig. 1(a) on a non-centrosymmetric lattice
of the p-type (Ga,Mn)As ferromagnetic semiconductor.
Here the electrical current produces the non-equilibruim
iSGE spin-polarization in the As dominated valence band
(thin arrows in Fig. 1(a)) which is exchange coupled
to the ferromagnetic moments on Mn (thick arrows in
Fig. 1(a)). When the non-equilibrium and the ferromag-
netic spin-polarizations are misaligned, the internal iSGE
field generates the torque on the magnetization.
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FIG. 1. An illustration of iSGE induced spin-orbit torques in
ferromagnets and antiferromagnets [4, 26]. (a) Ferromagnetic
iSGE torque is generated in crystals whose unit cell has glob-
ally broken inversion symmetry, like in (Ga,Mn)As. A charge
current J generates a uniform spin polarization σ which ex-
erts a field-like torque T ∝M× σ on the ferromagnetic mo-
ments. (b) An iSGE induced staggered spin polarization at
locally non-centrosymmetric inversion-partner lattice sites A
and B. Spin polarizations σA and σB have opposite sign at
sites A and B. (c) An efficient, field-like Ne´el spin-orbit torque
TA,B is generated in the antiferrmagnet when the antiferro-
magnetic spin-sublattices coincide with the inversion-partner
crystal-lattice sites.
Antiferromagnets have alternating magnetic moments
in the ground state. The current-induced non-
equilibrium spin polarization and the corresponding in-
ternal field that would efficiently couple to the antifer-
romagnetic order has to have a commensurate staggered
3order. While the uniform field required in ferromagnets
can be produced also by coils, the generation of stag-
gered fields in antiferromagnets is based purely on spin-
orbitronics [12].
To illustrate the formation of a staggered non-
equilibrium spin polarization via the iSGE we take an
example of a diamond lattice of, e.g., Si shown in Fig. 1
(b) [4, 12, 26, 27]. The unite cell has two non-equivalent
sites, A and B. Unlike in the zinc-blende lattice of GaAs
(Fig. 1 (a)), the two sites in the diamond lattice are oc-
cupied by the same chemical element. As a result, the
unit cell has an inversion center between the sites A and
B (black dot in Fig. 1 (b)) and these two locally non-
centrosymmetric sites are inversion partners. In such
a globally centrosymmetric lattice, electrical current in-
duces a zero net spin polarization when integrated over
the whole unit cell. However, the current can generate
non-zero local spin polarizations with equal magnitudes
and opposite signs on the inversion-partner sites. When
this staggered iSGE spin polarization is exchange cou-
pled to magnetic moments it results in a staggered in-
ternal effective field acting on the moments. The field is
efficient in exciting magnetic moments when it is com-
mensurate with the magnetic order, i.e., when the inver-
sion partner crystal-lattice sites coincide with the oppo-
site spin-sublattices of the antiferromagnet. This is the
case of, e.g., CuMnAs shown in Fig. 1(c). In analogy with
the established antiferromagnetic terminology where the
staggered equilibrium magnetization is described as the
Ne´el state, the non-equilibrium staggered field and the
corresponding torque is called the Ne´el spin-orbit torque
[12].
Electrical switching by the Ne´el spin-orbit torque was
recently demonstrated in a CuMnAs memory chip at am-
bient conditions [6] and in a common microelectronic cir-
cuitry allowing to control the chip from a computer via
a USB port [28]. The electrical readout was done by the
AMR which is an even function of the magnetic moment
and is, therefore, allowed by symmetry in antiferromag-
nets as well as in ferromagnets [9, 29–32]. The antifer-
romagnetic memory bit cells show a multi-level switch-
ing characteristics associated with spin-orbit-torque con-
trolled multiple-stable domain reconfigurations [28, 33].
This allows in principle for storing more than one bit per
cell and integrate memory and logic within the bit cell.
For example, it was demonstrated that a simple cross-
geometry, micron-size bit cell alone can act as a neuron-
like pulse-counter able to record thousands of pulses of
lengths spanning eight orders of magnitude from ∼ 10 ms
down to a ∼ 100 ps range [28]. The insensitivity of the
writing, readout, and memory functionality of the CuM-
nAs chips was tested in external magnetic fields up to
12 T [6]. It was also verified that these antiferromag-
netic bit cells generate no stray fringing fields which is fa-
vorable for potential high-density-integration devices [6].
The bit cells were realized in CuMnAs films deposited at
low temperature (200-300◦C) on Si and III-V substrates
which opens the prospect of their utility in microelec-
tronics and opto-electronics [28].
III. ANTIFERROMAGNETIC ORDER
ASSISTING FERROMAGNETIC SPINTRONICS
AND VICE VERSA
Apart from the emerging utility of antiferromagnetic
materials as active spintronic elements, antiferromag-
netic order has traditionally played an important sup-
porting role in ferromagnetic spintronics. The discovery
of the GMR (Nobel Prize in 2007) was made in the so-
called synthetic antiferromagnets (SAFs) [34, 35]. They
comprise alternating ferromagnetic and non-magnetic
films in which carriers in the non-magnetic layers mediate
an antiferromagnetic coupling among the ferromagnetic
layers at zero external magnetic field. At an applied sat-
urating field, the moments of the ferromagnetic films are
switched into the parallel configuration, resulting in the
GMR.
A more robust and better controlled realization of
the switching between antiparallel and parallel configura-
tions is realized in GMR (TMR) stacks where one ferro-
magnet acts as a reference with a fixed magnetic moment
orientation and a second, free ferromagnet is the record-
ing element. Crystal antiferromagnets are often used in
these structures to fix the magnetic moment in the ref-
erence ferromagnet by means of the inter-layer exchange
bias [1]. Remarkably, SAFs still play an important role
in TMR bit cells of MRAMs. The reference part of the
TMR stack is typically made of a SAF in order to sup-
press the effect of stray fringing fields on the recording
part of the stack and on neighboring cells [36]. SAFs
are also used in the recording part of the commercial
toggle-MRAM cells where they allow to realize a reliable
spin-flop-like switching [37].
Antiferromagentic coupling in both crystal antferro-
magnets and SAFs is also favorable for achieving high
domain wall velocities, as illustrated in Fig. 2. For com-
parison, the domain wall velocity in ferromagnets is lim-
ited by the Walker breakdown [38]. When moving the
ferromagnetic domain wall by a magnetic field or cur-
rent, magnetization inside the wall is tilted away from
the domain wall plane. At a critical Walker field, the
static domain wall structure is broken and the resulting
precession of spins inside the domain wall hinders its mo-
tion.
In crystal antiferromagnets, the field that drives the
domain wall motion tends to tilt the sublattice magneti-
zations towards the parallel configuration, as illustrated
in Fig. 2(a) [39, 41–43]. The resulting canting of the
antiferromagnetic order in the perturbed domain wall is
limited, however, by the strong inter-sublattice exchange
coupling. The spin-flip field is required for the full fer-
romagnetic alignment of the spin-sublattices which in
crystal antiferromagnets is excessively large, making the
Walker breakdown unreachable. The domain wall veloc-
ity is then limited by the magnon velocity and can be as
4(a) (b)
FIG. 2. An illustration of the domain wall motion in a crys-
tal antiferromagnet (a) [39] and a SAF (b) [40]. Sublattice
torques generated by a staggered field, TH,A and TH,B, are
parallel to each other and tend to tilt the sublattice mag-
netizations away from the domain wall plane. The resulting
canting of the antiferromagnetic order is limited, however, by
the strong inter-sublattice exchange coupling which delays in
SAFs and eliminates in crystal antiferromagnets the Walker
breakdown. Antiparallel torques Tex,A and Tex,B of the ex-
change nature then drive the domain wall motion.
large as ∼ 100 nm/ps [39, 41–43]. This means that the
switching by the domain wall propagation of a ∼ 100 nm
bit cell can occur at a picosecond scale which is two or-
ders of magnitude faster than in ferromagnets.
Relatively high domain wall velocity can be also
achieved in SAFs. In analogy to crystal antiferromag-
nets, the antiferromagnetic exchange coupling between
the ferromagnetic layers in the SAF acts against the
canting-like domain wall deformation (see Fig. 2(b)) [40].
The exchange protection of the domain wall stability is,
however, weaker in SAFs than in crystal antiferromag-
nets because the interlayer exchange coupling can only
reach values that are two orders of magnitude smaller
than the inter-sublattice exchange in crystal antiferro-
magnets [43]. Still, the Walker breakdown can be sig-
nificantly delayed and the domain wall velocity limit
increased from ∼ 0.1 nm/ps in bare ferromagnets to
∼ 1 nm/ps in SAFs [40].
Antiferromagnets play also an important supporting
role in current developments of ferromagnetic spin-orbit
torque devices. Similar to strongly spin-orbit coupled
paramagnets, antiferromagnets can host a large SHE
[45, 46]. For example, IrMn or PtMn antiferromagnets
interfaced with a thin-film transition-metal ferromagnet
can generate spin-orbit torques in the ferromagnet with
exceptionally high magnitudes [44, 47–52].
Incidentally, these metallic antiferromagnets are ex-
tensively used in GMR/TMR stacks for spintronic ap-
plications where they pin the magnetization orientation
of the reference ferromagnet by the strong unidirectional
exchange-bias field [1], as mentioned at the beginning of
this section. By tuning the interfacial exchange coupling
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Figure 2 | RH–HZ loops measured with various ICH for non-exchange-biased and exchange-biased structures. a,b, RH–HZ loops for tPtMn=6.0 and 8.0 nm,
respectively, measured with ICH= 32,+1,+32mA. c,d, Coercive field HC as a function of ICH for tPtMn=6.0 and 8.0 nm, respectively. HC for both
down-to-up and up-to-down reversals is extracted from the RH–HZ loops shown in a and b. e,f, Schematics showing the e￿ective fields of Slonczewski-like
SOT (HSL) acting on magnetization (M) with the flow of spin-polarized electrons in the presence of the SHE in PtMn for tPtMn=6.0 and 8.0 nm,
respectively. Clockwise movement of HSL (blue arrows) about the Y axis explains the results shown in c,d well.
per 1011 A m 2, which includes the contributions of both the
Slonczewski-like torque and field-like torque (see Supplementary
Information 3 and 4 for the evaluation procedure), where the
field-like torque favours nucleation of domains. This magnitude
is comparable to reported values for Ta/CoFeB/MgO (ref. 35) and
Pt/Co/AlOx (ref. 8), suggesting comparable magnitudes of the SOT
for these systems.
RH–ICH loops in the absence of a magnetic field
Following theRH–HZ loopmeasurements that suggest the possibility
of external-field-free SOT-induced switching, we study the response
of RH to ICH under zero fields. The measurement sequence of a
basic unit is depicted in Fi . 3a. First, an initialization pulse with
a magnitude of IINIT(=±44mA) is applied to the channel. Then, we
apply a sequence of 0.5-s-long pulses (ICH)with various magnitudes
(indicated by blue solid lines) and measure RH (i icated by red
triangles). In the case of positive (negative) IINIT, the magnitude
of ICH is first increased in the negative (positive) direction up
to  (+)IMAX, then decreased, and then applied in the positive
(negative) direction up to+( )IINIT (see Methods for more details).
Figure 3b–e shows the RH–ICH loops measured in zero field for
tPtMn= 8.0 nm. The exchange-bias directions are di erent between
Fig. 3b,c and Fig. 3d,e, and the initialization direction are di erent
between Fig. 3b,d and Fig. 3c,e. Regardless of the direction of
exchange bias and initialization, a change in RH with ICH is observed
as expected, indicating that the perpendicular magnetization is
reversed solely by the current-induced torque. The direction of the
change in RH with respect to the sign of ICH and exchange bias
is consistent with the scenario deduced from the results shown
in Fig. 2. Furthermore, unexpectedly, RH at the halfway point of
the loop changes gradually with IMAX, instead of showing binary
states. Taking Fig. 3b, for example, RH at the halfway point of the
loop for ICH= 24mA is about the half of its value for ICH beyond
 40mA. Such behaviour has never been seen in previous works on
Pt/Co/AlOx (ref. 3) and Ta/CoFeB/MgO (refs 2,10) with a similar
device geometry, and thus seems to be inherent to the present
PtMn/[Co/Ni] system. In Supplementary Information 5, we show
RH–ICH loops for other devices with di erent tPtMn. We find that
the intermediate states are more likely to appear as tPtMn increases.
We also note that the observed RH–ICH property is reproducible
and its variation fro device to device is small under the same
measurement conditions (see Supplementary Information 6). The
reason for the gradual change of RH and its significance will be
discussed later.
RH–ICH loops under various fields HX
To retrieve quantitative information concerning the SOT and
exchange bias in t e present system, we next study the RH–ICH
properties under various magnetic fields along the X axis (HX ).
Here, we scan ICH ranging from  35 to +35mA under a static
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FIG. 3. Deterministic spin-orbit torque switching of a fer-
romagent by an exchange-coupled antiferromagnet [44]. (a)
Experimental ge metry with the tilted equilibrium magneti-
zation orientation in the CoNi ferromagnet resulting from a
combina ion of the out-of-plane (zˆ-axis) magnetoctystalline
anisotropy and the in-plane (xˆ-axis) unidirectional exchange-
bias fi ld. The in-plane electrical current generating the spin-
orbit torque is driven along the exchange-bias field direction.
(b) The current-induced SHE interfacial spin-polarization is
along th yˆ-axis (green arrows) and switching between up and
down magnetized states is driven by the antidamping (Slon-
czewski) component of the corresponding spin-orbit torque,
T ∼ M × HSL, where HSL ∼ M × yˆ. In the figure, the
up-mag etized stat is unstable while the down-magntized
state is stable under the applied current. Upon reversing the
current direction, the stable and unstable magnetization di-
rections switch places since the SHE spin-polarization flips
sign while the exchange-bias field stays the same. Without
the exchange-bias field, the spin-orbit torque switching is not
deterministic.
such that the exchange-bias field is still sizable but not
strong enough to freeze the moments in the adjacent fer-
romagnet, it can be also utilized as a complementary tool
that assists the spin-orbit torque switching in the record-
ing part of the GMT/TMR stack. This is illustrated
in Fig. 3 where the spin-orbit torque switching of the
ferromagnet by the SHE from the antiferromagnet be-
comes deterministic due to the unidirectional exchange-
bias field [44, 51].
Another remarkable feature of these ferromag-
net/antiferromagnet spin-orbit torque devices is that
they show a neuron-like multi-level swicthing characteris-
tics [44, 52]. In Sec. II, we have already mentioned multi-
level memory bit cells fabricated from a single-layer an-
tiferromagnet CuMnAs [28]. Multi-level anistropic mag-
netoresistors have been also demonstrated in thin films
of an antiferromagnetic semiconductor MnTe [32]. In
the above ferromagnet/antiferromagnet spin-orbit torque
devices [44, 52], the recording medium is the ferromag-
net. However, when the antiferromagnet is replaced in
the stack with a paramagnetic SHE film, the spin-orbit-
torque switched ferromagnet becomes bistable. This in-
dicates that the multi-domain structure of the antiferro-
magnet is imprinted on the exchange-coupled ferromag-
net and turns it into a multi-level medium. Antiferro-
magnets, whether alone or in combination with ferromag-
nets, are favorable for developing neuron-like cells inte-
grating memory and logic and for realizing spintronics-
based artificial intelligence [28, 52].
Finally we recall that the ferromagnetic order has also
been used to assist the switching process in spintronic
5devices where the recording medium is an antiferromag-
net [30, 31, 53–55]. An example is a tunneling device
with a IrMn/NiFe recording electrode arranged in such
a way that the antiferromagnetic IrMn film is adjacent
to the tunnel barrier [30, 53, 54]. In this configuration,
the orientation of the antiferromagnetic moments deter-
mines the readout tunneling magnetoristance signal. The
ferromagnetic film only serves a supporting role in the
switching. Its moments are reoriented by an applied
magnetic field while the antiferomagnetic moments re-
spond indirectly to the magnetic field via the exchange
spring effect at the ferromagnet/antiferromagnet inter-
face. The observed antiferromagnetic tunneling AMR
signals in these devices can exceed 100% [30] which is
comparable to TMRs in ferromagnetic tunnel junctions
and exceeds the typical AMR signals in ohmic device by
two orders of magnitude [6, 32, 33]. Large magnetoresis-
tive readout signals are important for the size and speed
scalability of the bit cells in highly integrated random
access memories [1, 9].
IV. ULTRAFAST AND TOPOLOGICAL
ANTIFERROMAGNETIC SPINTRONICS
The THz antiferromagnetic resonance [3] has been di-
rectly observed in time-resolved pump-probe laser exper-
iments, whose schematics is shown in Fig. 4(a), in var-
ious insulating materials. These include the prototyp-
ical antiferromagnet NiO [56], a chiral three-sublattice
complex oxide [57], or a collinear fluoride antiferromag-
net [58]. In insulating antiferromagnets, intense laser
pump pulses have been also shown to trigger ultrafast,
(sub)picosecond transient switching of the Ne´el vector
due to the light-induced easy-axis reorientation [59, 60].
A reversible switching has been recently demonstrated in
a helical antiferromagnet using a two-color-pump laser
set-up [61].
Alternatively, theoretical predictions indicate [12, 62]
that extending the Ne´el spin-orbit torque concept from
the presently achieved ∼ 100 ps limit of electrically
generated pulses [28] to optically controlled picosecond
pulses can provide a straightforward route to the ultra-
fast switching of antiferromagnets. Optical readout of
the Ne´el vector orientation in CuMnAs has been already
demonstrated in the pump-probe set-up (Fig. 4(a)) us-
ing the magnetic linear dichroism (an ac counterpart of
the AMR) [63]. It opens the prospect of bridging the
fields of electronic and optical spintronics in a metallic
antiferromagnet. Apart from ultra-fast memories, an-
tiferromagnets are also natural candidates for realizing
THz spin-torque oscillators [64, 65].
Research in antiferromagnetic spintronics is not lim-
ited to uniform systems. Antiferromagnetic nanostruc-
tures can be manipulated and detected with atomic reso-
lution which was demonstrated in spin-polarized scan-
ning tunneling microscopy experiments [67, 68]. An-
tiferromagnetic textures, like the skyrmions shown in
perpendicular to the probe light propagation direction, and φ and ε
describe the in-plane orientation of magnetic moments and light
polarization, respectively (Supplementary Fig. 1b). δM is a pump-
induced change in the magnetization that depends on time delay
Δt between pump and probe pulses. In Fig. 1c,d we show the
time-resolved pump-induced change in the MO signal and
sample transmission, respectively, measured at 15 K in a trans-
mission geometry in our 10 nm thin CuMnAs epilayer by probe
pulses with several orientations of the polarization plane ε.
Figure 1e presents a more detailed polarization dependence of the
measured MO signal, which conﬁrms the harmonic dependence
predicted by equation (1) for the Voigt-effect-related MO signal.
We stress that the key ingredient that enables separation of light
polarization rotation due to the Voigt effect from that of a non-mag-
netic origin (for example, due to strain in the cryostat windows or
the crystal structure of the GaP substrate) is the local modiﬁcation
of the magnetic order of the investigated CuMnAs epilayer by
pump pulses, which is consequently measured by probe pulses.
Any polarization changes experienced by probe pulses during
their propagation in the optical set-up that are not modiﬁed by
the pump pulses are not detected by this technique. Hence, it is
sensitive only to changes occurring in the ∼100 µm region where
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Figure 1 | Experimental observation of uniaxial agnetic anisotropy in a 10 nm ﬁlm of CuMnAs. a, Schematic illustration of the Voigt effect, which leads to
a rotation of the light polarization plane. b, Pump-induced demagnetization reduces the probe polarization rotation. c, Pump-induced change in the MO signal
measured for various probe polarization orientations ε as a function of time delay Δt between pump and probe pulses at 920 nm in transmission geometry
at 15 K. d, Transient transmission measured simultaneously with the data in c. e, Probe-polarization dependence of the MO signal measured at 756 nm in
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inverted. Hence, the topological defect exists in the Néel
field, and the magnetization is nearly zero everywhere. At
the center of the AFM Skyrmion, neither sublattice
dominates, but instead, there is a compensation of opposite
spins around the true center of the Skyrmion. We find that,
in the absence of temperature, the radial profile and
Skyrmion radius for a given DMI are the same in both
FM and AFM Skyrmions for the magnetization and Néel
parameters, respectively, (Fig. 4).
First, we study the athermal dynamics of the AFM
Skyrmion with an applied current, comparing the funda-
mentals of AFM Skyrmion dynamics with Thiele’s
equations [8,9,15–17] for FM spin textures, before moving
onto more complicated effects introduced by temperature.
Coupling to the current assumes that the electrons of up and
down spin are transported predominantly through their
corresponding magnetization sublattice [18]. For the
G-type AFM this is reasonable, but for other AFMs the
transport of the electronic current through the AFM may be
different. From this assumption, the spatial derivative ∇M
is calculated for the magnetizatio of each sublattic , rather
than the net local magnetization which is almost zero.
Comparing the AFM dy amics with those of a FM
Skyrmion (where the only change in material parameters is
in the sign of the exchange interaction), highlight two
main intrinsic differences in the dynamics resulting from
the AFM characteristics. Fir t, the AFM Skyrmion always
has zero transverse velocity v⊥, relative to the current. In
the FM, this is only true for the highly symmetric case of
α ¼ β, where α is the Gilbert damping co st nt and β is the
nonadiabatic spin-transfer torque parameter. In a FM, the
transverse velocity is due to the Magnus force acting on
the Skyrmion and the direction ("yˆ) is determined by the
winding number of the Skyrmion
QðkÞ ¼
Z
d2r
8π
ϵijϵαβγm
ðkÞ
α ∂imðkÞβ ∂jmðkÞγ ; ð1Þ
where mðkÞðrÞ is the unit vector parallel to the local
magnetization MðkÞðrÞ and k ¼ 1, 2 label the sublattices
in the AFM case. The AFM Skyrmion is essentially
composed of two topological objects with opposite winding
numbers (QðkÞ ¼ "1) which are strongly coupled through
the AFM exchange interaction. Both sublattices generate a
Magnus force, but there is a perfect cancellation [Fig. 2(c)],
thus, resulting in no v⊥. As a result, the AFM Skyrmion
travels in a perfectly straight trajectory along the current
(see Movie S1 in the Supplemental Material, [19]). One can
also directly define the winding number for the AFM order
parameter (Néel field) nðr; tÞ ¼ mð1Þðr; tÞ −mð2Þðr; tÞ and,
FIG. 1. The spin texture of a G-type AFM Skyrmion. (a) Top
view of the Skyrmion, white lines show contours of constant nz.
The radius is 2.1 nm. (b) Cross section of the Skyrmion. The core
is not a single spin but a compensated structure combining the
two sublattices.
FIG. 2. Current induced AFM Skyrmion dynamics
(j ¼ 200 m=s). (a) longitudinal velocity for different combina-
tions of α and β. Points are calculated numerically and the lines
are Eq. (3) based on Thiele’s equations for an AFM. Inset shows
the mass ter is small and the Skyrmion reaches terminal velocity
after 2 ps. (b) Transverse velocities calculated from the same
simulations show there is no transverse motion. (c) The AFM
Sky mion is composed of two topological bjects with opposite
topological charge; hence, the Magnus force acts in opposite
directions. The strong coupling between the sublattices leads to a
perfect cancellatio f the two pposing forces, and so, the AFM
Skyrmion has no transverse motion.
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FIG. 4. (a) Schematics of pump-probe laser set-up for optical
excitation and detection of antiferromagnetic moments [63].
A more intense pump pulse is followed by a weak r, time-
delayed probe pulse. (b) The antiferromagnetic skyrmion is
composed of two topological objects with opposite topologi-
cal charge; hence, the Magnus force acts in opposite direc-
tions. The strong coupling between the antiferromagnetic
spin-sublattices leads to a perfect cancellation of the two op-
posing fo ces, and o, the antiferromagnetic skyrmion has no
transverse motion [66].
Fig. 4(b), have intriguing topological properties [66, 69,
70]. An antiferromagnetic skyrmion is a compound topo-
logical object with a similar but of opposite sign spin
textu e e ch s blattice which results in a complete
cancellation of the Magnus force (Fig. 4(b)). Unlike
in ferro agnets, skyrmions in antiferromagnets should,
therefore, move in straight lin s along the driving cur-
rent. Another example of intriguing phenomena arising
in non-collinear antiferromagnetic structures is the topo-
logical or anomalou Hall effect [7 –75].
Finally we turn to topological phenomena in the k-
space of the band-structure of collinear antiferromagnets
[76]. Dirac electrons and other quasiparticles mimick-
ing different flavors of fermions from relativistic particle
physics, are now recognized as an intriguing new plat-
form for exploring topologically protected phases in con-
densed matter [77]. While fascinating theoretically, prac-
tical means for controlling these phases in devices have
6remained elusive. Spintronics could be a key here, how-
ever, ferromagnets always break the P(space-inversion)-
T (time-reversal)-symmetry required for the formation of
topological Dirac fermions. While also breaking the T -
symmetry, antiferromagnets can preserve the combined
PT -symmetry when the opposite spin-sublattices occupy
space-inversion partner lattice sites [76, 78]. Serendipi-
tously, this condition coincides with the symmetry re-
quirement for the efficient Ne´el spin-orbit torque in the
antiferromagnet driven by the staggered, current-induced
effective field that is commensurate with the staggered
antiferromagnetic order (Fig. 1(c)) [12, 76]. This sug-
gests a new concept in which the control of topologi-
cal relativistic quasiparticles is mediated by reorienting
the magnetic order parameter and where the efficient
means for the magnetic moment reorientation is provided
by antiferromagnetic spintronics. New phenomena may
arise from this concept, including the topological metal-
insulator transition and AMR [76] potentially suitable
for device implementation. This is an illustration of how
antiferromagnets can built bridges between the fields of
topological Dirac fermions and spintronics, otherwise in-
compatible in ferromagnets, and how the synergy be-
tween these fields can find utility in future technology.
V. OUTLOOK
The concepts discussed above illustrate that after
nearly a century of obscurity, antiferromagnets are turn-
ing into a new paradigm for intertwined science and tech-
nology. In science, antiferromagnets may become a unify-
ing platform for realizing synergies among three promi-
nent fields of contemporary condensed matter physics,
namely spintronics (Nobel Prize 2007), Dirac quasipar-
ticles (Nobel Prize 2010), and topological phases (Nobel
Prize 2016).
While the course of scientific discoveries is intrinsically
unpredictable, information technologies are now enter-
ing a comparably unpredictable era which makes them
equally exciting. Previous decades strived to build com-
pact computer boxes equipped with highly-integrated de-
vices for ever increasing data processing and storage ca-
pacity, assuming unlimited power resources. This rela-
tively simple landscape ceased to exist with the end of the
Moore’s Law and with the invasion of mobile, internet-
of-things, and cloud technologies [8]. As of 2016, the
Moore’s Law driven International Technology Roadmap
for Semiconductors is officially at an end [8]. It is being
replaced with the new International Roadmap for De-
vices and Systems [8] in order to tackle the scaling prob-
lem that is further magnified by the huge increase in the
complexity of information technologies.
In the emerging internet-of-things era, the ”computer”
is out of the box with its billions of bit-cells dispersed
in the streets, buildings, and vehicles, each playing a
specialized role with a minimum energy consumption
and a robust and secure performance. It seems unlikely
that a single technological approach, and antiferromag-
netic spintronics is no exception here, can cope with
such a diverse demand. However, the range of unique
characteristics including the non-volatility, radiation and
magnetic-field hardness, no fringing stray fields, THz
spin-dynamics, or the neuron-like memory-logic function-
ality make antiferromagnetic spintronics one of the new
concepts prone to make a mark in the ”More than Moore”
technologies [79].
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