We 
Introduction
Many problems in Computer Vision are formulated by the minimization of an energy. Using deformable models and templates, the extraction of a shape is obtained through the minimization of an energy composed of an internal regularization term and an external attraction potential (data term), examples can be found (full references in [l]) for applications in segmentation, surface reconstruction, image restoration and feature extraction.
The minimization is usually solved by gradient descent using an iterative scheme. Often, to make the task possible or easier, each iteration is divided in two stages which may be interpreted as a separation between a global transform and a local one. It consists in minimizing separately the two terms of the energy. While each step may make one part of the energy decrease, it may globally increase. Our work gives a good mathematical formulation to many of these data extraction and reconstruction algorithms by adding an auxiliary variable in the energy in a way similar to [2] but in a different context.
The original contribution of this work is twofold. First we introduce auxiliary variables to define a twovariable energy for shape extraction and reconstruction and show some mathematical results on its minimization. This permits at each iteration to transform a problem with implicit data constraints defined through the minimization of a potential into a reconstruction with regularization of explicit data.
We then apply these results to some already existing two-step iterative algorithms for deformable templates and deformable models to show how they can be interpreted as a minimization of a two-variable energy. We give by the way a uniform mathematical formulation of many computer vision problems. In general, the energy can be written:
where v is the unknown shape, R is the regularization term and P is the potential. Usually R is the norm of a derivative of v. In case the model is parametric, the internal energy is not necessary and the potential alone is minimized [3, 41. In [5] , we introduced the definition of an attraction potential to already extracted edges. In [6], we give a survey of some reconstruction approaches. In particular, we make a distinction between explicit and implicit attraction and give physical interpretations in terms of zero length springs. By explicit attraction, we mean that there are explicit constraints between known points of the space and the shape. By implicit, we mean that the constraint is defined through an attraction potential. This potential is designed in such a way that the low values of P correspond to points and features of interest although we do not know in advance their location. The more frequent examples of implicit attractions are P = -llV1112 used in the "snake" model [7] , and P = f(d), a function of the distance d to the closest data point (see [6] ).
The energy we introduce with the extra auxiliary variable w has this form:
For a given w, the minimization of this energy with respect to v is an explicit regularization convex problem. For a given estimate of v, the minimization of Eau% with respect to w is a problem that can be made convex even if P and PI are not. We show how this minimization is solved in a straightforward way and that there is a way to choose PI relatively to P to make the w minimization convex and to have:
The consequence is that this auxiliary problem has the same solution in v as the original initial problem (1):
This proves that the alternate minimization of E,,, with respect to v and w solves the same initial problem with energy E. The use of auxiliary variables permits to transform a non convex problem in a two-step minimization where each step is easy to solve and convex. 
Introducing Auxiliary Variables
We will be interested in the typical form of the auxiliary energy (2) where the influence of the data (defined implicitly by a potential P I ) on the unknown v is indirect in the second term through the use of variable w. The introduction of auxiliary variables permits to solve the indetermination of the implicit constraint.
We can see a geometric interpretation of the itera- Global processing. Auxiliary shape wn being fixed, the minimizer of E,,, with respect to U , v"+l is a regularized reconstruction of w" taken as explicit data. This permits t o transform the implicit problem (1) into an explicit classic problem ( 5 ) . This geometric interpretation will be more precise in the examples given in Sections 5 to 9. In the discrete case, the shape is defined by parameters or nodes and the auxiliary variables wi locate the position of auxiliary nodes. An illustration of the two-step approach is given in Fig. 1 where the potential P is a distance to the data set S.
Two-step Iterative Algorithm
Minimizing the energy in w is obtained pointwise by
where
It turns out that when we minimize the global energy E,,,(v, w) with respect to w first and then v, the result in v is solution of the energy minimization EQ analogous to the one of Eqn.
(1) with a potential
So by solving the auxiliary problem (2), we have found a way to solve the initial problem (1) but with a different potential Q instead of P . Let us assume in this section that Q = P. We are then able to interpret two-step iterative schemes as the successive minimization of E,,, with respect to its two variables. Let us note:
Assume that after n iterations we have the pair (on, w"), then the next iteration is:
Step 1. Local deformation. Minimizing E2 E,,,(v", wn+') = inf, Eau,(v", w) = E(v") w n + l =
Step 2. Global Smoothing. Minimizing El E,,,(v"+~, w"+*) = inf, Eaur(vJ wnfl)
It is obvious that E,,, is always decreasing from one half iteration to the next. From this we can see that E(v") is also decreasing.
This works since the two steps can be interpreted as separate minimizations of the same energy E,,,. In the case P and PI do not satisfy the correct hypothesis and this formulation is not possible, there is no warranty for a descent in energy E after a single two-step iteration. Usually, in the minimization algorithms used, each half iteration makes one term of the energy E (the regularization term or the potential term) go down while the second part goes up. In general, there is no control on the balance of these two actions and if there is a negative balance, it will not converge. This corresponds to the same oscillations that were mentioned in [5] as instabilities due to image forces. When the potential satisfies the good hypotheses, there is always a descent in the global energy at each half iteration and this ensures convergence of the energy to a minimum. Actually, we now show that since to implement the descent algorithm in (7) only $j is needed, computation of PI is in fact not necessary once you know it exists and is regular.
Resolution using conjugate functions

Theorem 2 Under the hypotheses of Theorem
This permits to interpret the step of usual gradient descent as a minimization of the auxiliary energy E,,, with respect to the added variable. Since the condition on P is not easy to check for a given potential, we now give a special case of potential for which we have found an expression of PI. Moreover, in this case the condition will be weaker and easier to check than that on P .
Explicit resolution when P = f(d)
In the case of a potential P defined as a function of the distance to the closest data point, as in 5 , we show that we can find PI = f i d 
. This permits to avoid influence of outlyers by giving the same contribution in the energy to points which are far enough to the data. When the distance to closest data is large enough, it means that there is no match between this point and data and it is meaningful to consider its contribution to the energy only as a penalty p which does not depend on the distance. This means that only the more likely reliable data is used. This is a different formulation for robust statistics. We have
shown that in the case P l ( M ) = fI(ds(M)), theorem 1 becomes:
defining f1 by equality:
do r) not depend on the dimension of t I e space where
This has advantage on Theorem 1 that the computation of the conjugate in Eqn. (9 is now for a function of one real variable instead o 1 two or three.
We reduced the problem from any dimension to one dimension. Also for a given function f, f1 does not depend on the data defined by d s ( M ) . It has to be computed only once for all, and a precomputed pair (f, f1) can be used for all problems. Note also that f may satisfy this condition while P = f ( d s ) does not satisfy the condition of Theorem 1 since ds is not convex. This means that the condition here is a lot more general than the previous one. We give an explicit expression of $(N) relatively to f which does not need computation of f~. Step 1: Model Fitting. A set M k = ( M / ) I <~<~ being given in this order, a criteria is minimize230 find the set of parameters dk to define the best fit:
The minimizing vector of parameters defines d k .
Step 2: Deformation of the set of points.
The vector Ak being given, a new set Mk+l = ( M f + ' ) l~i < , , is defined by moving each point vi(dk) in the direction of descent of P to minimize E2(M) = Ci P ( M i ) The set of nodes Mk is then replaced for the next step by the new set Mk+' which is usually defined by:
is convex in the case P = f(dS , these two steps can auxiliary energy: be interpreted as the two variab 1 es minimization of an where (.PI) is associated to (TP) by equality (9) or (10) of theorems 1 and 3. Successive minimization with respect to the two variables A and M is as follows: A minimization corresponds to our first step of model fitting minimizing E t ; M minimization corresponds to our second step of deformation.
Remark that the auxiliary variable can be seen as the local deformation of the global model best fit. This is very close to the idea used in deformable superquadrics. So at convergence, A represents the best fit of the parametric model and M the local displacement between the model and the data.
Pattern Matching
The problem of pattern matching can be seen as a special case of deformable templates, where the parameters of the model correspond to the nature of the deformation. Let us see first the case when the match between the model and data is done through an affine transform. We have a curve or surface model defined by a set of points S' = (Xl)i and try to match this model to data. The data is a set of points S2 = (X!)j and we try to minimize the average distance to data after a rotation or an affine transform R followed by a translation t . The energy we are trying to minimize has the form:
where d(RX! + t , S 2 ) = infj d(RX,' + t , Xj"). This problem would be very simple if to each point of S', we knew in advance the point in S2 which corresponds, but this is one of the unknowns of the problem. Therefore, an iterative algorithm composed of two steps is often used to find the minimizing transform (see ICP, Iterative Closest Point algorithm in [9] ).
Step 1: Matching. For a previous estimate of the transform (a, tn), find the matching between points of the transformed shape (as1 + tn) and S 2 . This is done finding for each Xi' in S' the closest point X;n(i) in S2 to (RnX! + tn). The output is a list of couples (Xi', X;,,(i))i.
Step 2: Transform. For a given set of matches, (X!, X;n(i))i, find the best transform ( & + l , t,+l) minimizing CillR,,+lX! + tn+l -Xj2,(i1112.
The necessity of these two steps comes from the fact that when matching the two sets of points, we do not know in advance which point of the first set corresponds to which point of the second set. The first step makes a tentative match and the second step solve the problem now made easier.
As for deformable templates, we can understand these two steps as the minimization of an auxiliary energy with respect to two variables.
The case of a general non-rigid transform is similar to the snake case dealt in next section.
Active Contour Models
The snake model introduced in [7] is the minimization of the following energy:
All we say here is also true in the general case of regand also in the case of 3D deformable surfaces We show in [5] how the solution of the associated evolution equation ularization R(v) like in energy of is discretized into a two-step iteration algorithm. The system to solve is
(16)
where A is the stiffness matrix obtained after discretization of the derivative terms either by finite differences or finite elements. It is decomposed in two steps, first a deformation along attraction force, then regularization (see figure 2):
Step 1: Local deformation.
Step 2: Regularization.
Equation (15) is called a reaction diffusion equation and our decomposition in two steps could be also seen as a separation between these two aspects: the first step represents only reaction while the second represents only diffusion.
Assuming good hypotheses on P , these two steps can be interpreted as the alternate minimization of an auxiliary energy E~~z ( v l , v,,,) with respect to its two variables:
where v1 is the feature curve, U , , , is an auxiliary curve and (,PI) is associated to (TP) by equality (9) or (10) of theorems 1 or 3. The u1 minimization corresponds to our second step of regularization. The U , , , minimization corresponds to our deformation step. Notice that in our snake algorithm [5] , there is a resampling of the curve from time to time to avoid concentration of nodes in some areas and account for length variation. This may be interpreted as the use of a geometric model of the curve or close to a two step formulation of the shape reconstruction on a varying mesh.
Image Restoration
We saw in section 7 that the two steps came from the semi-explicit scheme of equation (16). Other algorithms have this same property of being explicit in the non linear part and implicit in the linear part.
In some restoration problems where there is in the energy E ( u ) a non linear function of the gradient of the image U , each iteration is replaced by two steps. The first minimizes the energy with the previous value of the gradient in this non linear term. The second is a new evaluation of the gradient from the new value of U. This may be seen as using an auxiliary linear problem at each time step. We give here two examples:
Anisotropic Diffusion. To solve the evolution equation of anisotropic diffusion ( [lo] ) a kind of twostep algorithm was used by the author. we solve
This is discretized using finite differences:
Step 1. G" = g(11Vu"ll) i
Step 2. u"+l-U" -TV(G"VU"+') = 0 Non linear Total Variation. The same kind of equation with g(Vzl) = 1 also appears in a restoraIlVUll tion algorithm based on non linear total variation [ll] minimizing J(u$ + U : ) ' / ' . This gives an evolution equation similar to (17) and (18). This could be interpreted as solving an auxiliary problem where the nonlinear term is not time dependent.
Note that in these examples, the original problem is modified by freezing a nonlinear part at each step. This can be also interpreted as smoothing algorithms with variable weights. A first step estimates the weights and a second solves the minimization with these constant weights. Those variable weights algorithms have been transformed using a different duality relation in two variables problems in [12] . This makes use of a function f1 such that igfVllvUllz + fl(V) = f(llVUll) (19) and defines an auxiliary energy such as:
This duality permits to give a closer relation between the anisotropic diffusion and the Blake and Zisserman algorithm. Indeed, the non linear term in the latter energy is:
and for f(d) = I n f ( P , a $ ) , g(d) = I n f ( 9 , a ) . This function is very close to the one used in anisotropic diffusion.
B-Snakes
We gave in [l] a more precise link between classic snakes and the B-snake model. We show that B-snakes or spline-snakes may be interpreted as the solution of a discretization of a snake energy. This means that the solution may be seen either as the minimum of a data energy among all cubic spline functions or a minimum of a classic snake energy among all functions.
Leitner etal [4] introduced a simplified active contour model they called "Spline-Snakes." This model was also used by many authors with the name of BSnakes. The solution of their snake model is found by deformation of a set of node points submitted to an attraction force and then by curve reconstruction using B-Splines.
Note that in [6] , the snake problem is solved using a finite element method. B-Splines can be seen as a special case of finite element, but the main difference is that in the snake-spline model, the energy is only external. The main idea is that since the classical snake energy contains a regularization part and cubic splines already minimize a regularization energy, it may be easier to limit the curve set to cubic spline curves and minimize only the potential energy. We formulate the method of resolution proposed in [4] as a two-step iterative algorithm beginning with an initial set of data points MO.
Step 1: Spline Fitting. A set of points M k = (M;)l<j<m being given, the set of control points dk = ( a F ) l l , l n is determined to minimize the least square error llMk -Bdl12.
Step 2: External Force. A set of control points dk being given, the external force is applied separately to each point of B d = ( u A~( t j ) ) l < j <~ to define a new set of data points.
Remark that an analogous algorithm was also used for 3-D splines solving the inverse problem of FreeForm Deformations in [13] . These two steps can be understood as the alternate minimization of the auxiliary energy E:~""(V, M ) :
This formulation gives the link between the original snake like problems and the two-step algorithm minimizing P along all curves in the spline space. This is a further justification for finite element methods [b] or spline-snakes.
Conclusion
We have presented a new mathematical formulation to shape extraction and reconstruction problems. By introducing auxiliary variables we defined a twovariables energy and showed some mathematical results on its successive minimization with respect to each variable. These variables represent an intermediary reconstructed shape. This permits to transform a problem with implicit data constraints defined through the minimization of a non convex potential into an explicit reconstruction convex problem defined by regularization of known data. We showed a way to make this transformation easily in the case where the potential is a function of the distance to the closest data. This kind of potential is more and more used in shape extraction work.
This permits to give a better understanding of many already existing two-step algorithms used for deformable templates and deformable models. This permits also to give a more precise link between snakes and B-snakes. Our work can give a good mathematical formulation to many of these data extraction and reconstruction algorithms to modify current algorithms and ensure that the initial energy is minimized and that the algorithm converges. On the top the initial snake followed by the two steps: local deformation and regularization.
