To solve the problem of complex relationships among variables and the difficulty of extracting shared variables from nonlinear Boolean functions (NLBFs), an association logic model of variables is established using the classical Apriori rule mining algorithm and the association analysis launched during shared variable extraction (SVE). This work transforms the SVE problem into a traveling salesman problem (TSP) and proposes an SVE based on particle swarm optimization (SVE-PSO) method that combines the association rule mining method with swarm intelligence to improve the efficiency of SVE. Then, according to the shared variables extracted from various NLBFs, the distribution of the shared variables is created, and two corresponding hardware circuits, Element A and Element B, based on cascade lookup table (LUT) structures are proposed to process the various NLBFs. Experimental results show that the performance of SVE via SVE-PSO method is significantly more efficient than the classical association rule mining algorithms. The ratio of the rules is 80.41%, but the operation time is only 21.47% when compared to the Apriori method, which uses 200 iterations. In addition, the area utilizations of Element A and Element B expended by the NLBFs via different parallelisms are measured and compared with other methods. The results show that the integrative performances of Element A and Element B are significantly better than those of other methods. The proposed SVE-PSO method and two cascade LUT-structure circuits can be widely used in coarse-grained reconfigurable cryptogrammic processors, or in application-specific instruction-set cryptogrammic processors, to advance the performance of NLBF processing and mapping.
Introduction

Background.
Cryptographic algorithms play a critical role in information security, which has broad applications. Currently, nonlinear Boolean functions (NLBFs) are being used in cryptographic algorithms widely. The performance of NLBFs processing and mapping influences the performance of cryptographic algorithms tremendously, it is indicated that the characteristics of the shared variables extracted from NLBFs must be determined so the efficient hardware circuits and mapping of NLBFs can be implemented.
The distribution of NLBFs with shared variables is difficult to create because the variables possess complicated expression types with unique design principles. The distribution also affects or even determines the organization of the lookup table-(LUT-) based logic elements, further impacting the hardware performance (in terms of area, speed, power, and area utilization) of the whole computing architecture. Although many cascading LUT-based structures for Boolean functions have been proposed, the methods have usually been based on experimental results or engineering experience, which lack a standard and basic conducting theory.
Shared input ports are common in LUT-based structures because they complete more powerful functionalities and achieve a more advanced performance. Adaptive logic modules (ALMs) developed by Mike Hutton [1] can realize multiple Boolean functions and achieve a 15% performance increase and a 12% decrease in the area versus standard basic logical element (BLE) in field-programmable gate arrays (FPGAs). Jason H. Anderson [2] projected function generators that decompose a k-variable function into two (k-1)-variable expression using the Shannon decomposition theorem. Next, a diverse LUT-based structure 2 Mathematical Problems in Engineering was devised according to the decomposition results. Other existing research studies [3] [4] [5] have also formed Boolean functions by applying LUT-based structures with shared inputs.
In addition, there is abundant research on the features and extraction methods of shared variables in general computing. Earlier studies were concerned with the relationships between the LUT size (input number of LUT, K), cluster size (number of LUTs per cluster, N), and cluster inputs (input number of a cluster, I) by testing all types of LUT-based structures. The logic utilization of cluster-based modules was analyzed by Jonathan Rose [6] and considered the effect of three parameters: area, delay, and the area-delay product. This group experimentally determined the relationship between and by achieving a peak utilization ratio of 98%. Furthermore, they revisited the issue and determined the relationship between parameters via (1) across all architectures with LUT sizes that range between 2 and 7 input ports and with a cluster size from 1 to 10 LUTs [7] .
To reduce to K, multiply it by shared inputs (the shared variables of the Boolean expressions); if N ̸ =1 is also proved in [8] [9] [10] , then the number of shared inputs is
The above considerations are directed at general computing, which may provide some inspiration to achieve the distribution for shared variables. There are a few important characteristics of NLBFs. Research initiatives have not considered solving the problem from the expressions themselves, and there is, indeed, no efficient method for obtaining the shared variables of Boolean expressions.
In recent studies, researchers have advanced investigations into variables, expressions, and other related factors. A method [11] for and-terms and variables that is statistical in nature was proposed to realize the critical arithmetic unit of NLBFs. However, the results usually depend on a subjective verdict causing unreasonable settings for the shared inputs, which also achieves low efficiency and has limited applicability when there are many terms in the complex relationship between terms, which are ubiquitous in the various design principles of NLBFs. A reconfigurable structure was provided in [12] , according to the results. This indicates that an achieved throughput of 7.6 Gbps in a 32-way parallel architecture acquired high utilization but also failed to have a profound deliberation of the shared variables.
Although the parameters (and-terms, variables, and others) of NLBFs have been analyzed, the most important elements, the shared variables, have not been studied profoundly. The essence of shared variable extraction is the knowledge of the incidence and relationship of the items. Association rule mining is a significant approach when finding the relationship between items; this approach is also an undirected mining method that discovers the valuable association relationships found in large amounts of data. To obtain the association logic of the variables, the Boolean expressions of NLBFs in cryptographic algorithms are analyzed. In addition, based on the common characteristics between the frequent items and shared variables (the more frequent an item (variable) is, the more probability it has of being a frequent item set (shared variable)), association rule mining is applied to the extraction of shared variables to achieve more reasonable shared inputs.
However, there are many variables and complex expressions in various NLBFs. The classical association rule mining algorithm, Apriori or frequent pattern (FP) growth, provides a low efficiency and bears a heavy computing load. To overcome these disadvantages, this study proposes an efficient extraction algorithm for shared variables that incorporates swarm intelligence while also designing the corresponding hardware elements based on the distribution of the extracted shared variables.
Motivation and Contribution.
Having studied the principle and process of association rule mining, this work suggests that the association rule analysis can be perfectly applied to the extraction of shared variables from NLBFs. Meanwhile, LUT-based logic elements are constructed according to the distribution of shared variables. In this study, the shared variable extraction algorithm for NLBFs in cryptographic algorithms is investigated. The main contributions of our work are listed as follows:
(1) Research on association rule mining is conducted and a logic model based on the association rules is established. This model combines the generation of frequent items with the extraction of shared variables.
(2) To improve the efficiency of the extraction algorithm, this study transforms the shared variable extraction (SVE) into the traveling salesman problem (TSP). Based on the similarity between the shortest path and the maximum support, particle swarm optimization (PSO) is applied to the undirected path treating the variables as points.
(3) The distribution of shared variables is achieved in various NLBFs. Based on the distribution of the shared variables, two cascade LUT-structures Element A and Element B are projected to satisfy the computation of NLBFs.
These novel expressions provide a perfect extraction for shared variables and two novel hardware elements for NLBFs. The extraction algorithm devised in our work will be a helpful reference for researchers dealing with LUTbased structures, especially with the hardware structures of NLBFs in cryptographic algorithms. This paper is arranged as follows. Section 2 establishes the association logic for NLBFs by applying the Apriori algorithm. The PSO method is incorporated to improve efficiency. In Section 3, SVE based on PSO (SVE-PSO) is proposed, and the procedure is determined. In Section 4, the hardware elements, based on the distribution of shared variables, are proposed to process NLBFs. The performances of SVE-PSO and the hardware elements based on shared variables are evaluated in Section 5. We conclude the paper in Section 6.
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Association Logic of NLBFs and PSO
Due to different principles and diverse security requirements, various NLBFs possess different features. To create a distribution of shared variables, the association logic should be obtained first.
Association Logic Analysis of NLBFs
Definition 1. A Boolean function is a function with the domain of {0, 1} and a range of {0, 1}. It can be expressed in regular type as (AND-XOR):
Each represents the Boolean variable, respectively, called and-term represents the operation of "AND" , and + represents the operation of "XOR". The value of each coefficient is "1" or "0", which indicates whether the corresponding term is included in the expression. Each and-term consists of "AND" and the variable number is its corresponding order. The maximum order of all and-terms is the order of the Boolean function, and the Boolean function is called NLBF when its order is greater than 1.
Definition 2. Association item refers to the combination of the Boolean variables that appear at the same time, that is, the combination of the common variables. The detailed definition is as follows. There are samples = { 1 , 2 , . . . , } in item sets I. D is the task database related to all tasks and is a subset of the data items; that is, T⊂I. The goal of association mining is to find the correlation of task and task noted as A →B (A∈I, B∈I, and A∩B =0). A is called the association antecedent item and is called the association succedent item. Definition 3. Support refers to the frequency of a Boolean variable or certain Boolean variables combined in all Boolean terms, and it mirrors the frequency and applicability of the association rules. The greater the support, the stronger the association of the Boolean terms, and therefore the greater the possibility of the implementation using the same LUT. Support(A) is the ratio of task and is equal to its probability. Support (A, B) is the joint probability of and B, meaning the item includes and simultaneously. In this paper, Support is marked as L. Definition 4. Confidence refers to the ratio of item B when item A is included in the data set. It represents the credibility and accuracy of the related items. The confidence (A →B) is equal to the conditional probability ( | ).
Association rule mining can acquire the relationships among the items in a dataset via mathematical logic. Apriori [13] is the classical association rule mining algorithm. This algorithm searches for the frequent item sets iteratively; there are two steps to accomplish the process: 
And-term event (item)
Variable item sets Table 2 : Support calculation for items L1.
Variable item Support count 
Variable item
(1) Achieve the frequent item sets. To do this, find the frequent item sets whose supports are larger than min sup.
(a) Set min sup (minimum support).
(b) Scan the database and determine the frequent 1-item sets that contain only one variable.
(c) Circle the search process until all frequent item sets are found.
(2) Generate the strong association rules. (a) Set min conf (minimum confidence).
(b) Count the confidences and consider all frequent item sets whose confidences are greater than min conf as the strong association rules.
According to this procedure, the extraction process for shared variables is introduced with an example of the following NLBF, whose expression is ( 1 , 2 , 3 , 4 , 5 , 6 ) = 2 4 5 6 + 1 5 6 + 2 4 + 3 4 + 2 5 6 + 1 2 4 , whose six and-terms are 2 4 5 6 , 1 5 6 , 2 4 , 3 4 , 2 5 6 , 1 2 4 marked as Term1∼Term6 correspondingly. Item sets in this NLBF expression are shown in Table 1 . All and-terms have their own identification (ID) and there are 6 variables 1 ∼ 6 in this NLBF.
(a) Scan the and-term sets completely and count their supports L1 to find the initial item sets shown in Table 2 .
(b) Set the min sup count as 2 (delete 3 , whose Support count is 1 and smaller than 2) and obtain the candidate item sets C1 given in Table 3 .
(c) Scan the and-term sets once more and count the supports L2 of C1 presented in Table 4 . 
Item
Support count Table 5 : Support count for variable sets C2.
Variable item
Support count Table 6 : Support count for variable sets L3. (d) Acquire the candidate item sets C2 according to the min sup and delete the items whose support count is less than 2: Table 5 .
(e) Scan the and-term sets again and compute the supports L3 of C2 as Table 6 . According to the property that the superset of an infrequent item sets is not a frequent one, the items ({ 1 , 2 }, { 1 , 5 }, { 1 , 6 }, { 4 , 5 }, and { 4 , 6 }) whose supports are less than min sup can be deleted to form the final item sets C3 exhibited in Table 7 .
To the nonempty subsets { 2 , 5 }, { 2 , 6 }, { 5 , 6 }, { 2 }, { 5 }, and { 6 } of { 2 , 5 , 6 }, each confidence of the association rules of { 2 5 } → 6 , { 2 6 } → 5 , { 5 6 } → 2 , 5 → { 2 6 }, and 6 → { 2 5 } can be acquired, respectively, when the min conf is set to 0.60, as shown in Table 8 . On the basis of the confidence coefficient in Table 8 , it can be seen that 6 must appear when and-term includes 2 and 5 because the confidence({ 2 , 5 } → 6 ) 
Relationship among items
Confidence coefficient
Confidence=2/2=1.00
Confidence=2/3≈0.67
is equal to 1, and 2 will appear in the and-terms at a probability of 0.67 if 5 and 6 are contained because confidence({ 5 6 } → 2 ) is equal to 0.67. The meaning of other rules can be obtained in a similar way. Thus, the Apriori method is inherently a brief search process with a clear disadvantage [14] : Apriori must scan the database repeatedly, which increases the I/O load. Accordingly, the number of candidate frequent item sets is promptly augmented, and the computing time is prolonged if there are large numbers of items. The FP tree (FP-growth), which can avoid repeated database searches, was proposed by Han Jiawei in 2000 [15] . The algorithm can realize the compression of sample data where the FP tree forms an overlapping stem with the same items. However, it may not make a conspicuous advance in mining efficiency of the association rule due to visiting the data repeatedly when the stem bifurcation of FPgrowth is very large.
As the classical association rule mining algorithms, Apriori and FP-growth are widely used by researchers. Swarm intelligence, with the features of distributed control and high self-organization, is also applied in these kinds of domains [16] . Significant improvements can be made in combining association rule mining with swarm intelligence. [17] is a parallel heuristic random search algorithm, which converges to the global optimal solution with larger probability. It is proved by practice that it is suitable for optimization in dynamic and multiobjective optimization environment. Compared with traditional simulated annealing, ant colony algorithm, and genetic algorithm, it has faster computing speed and better global search ability. At the same time, because of the unique memory of PSO, it can dynamically maintain the extraction process of the nonlinear Boolean function association term, dynamically track the current search, and adjust its search strategy. Therefore, PSO can achieve faster convergence in the extraction of association term for nonlinear Boolean functions.
PSO Algorithm. PSO
PSO, as a method for globally searching for an optimal solution, was proposed by Kennedy and Eberhart to simulate the foraging behavior of a flock of birds. Each bird is considered a particle of the search space and it can determine the next position according to its own "flying experience" and the shared information among the birds.
There are particles in D-dimensional space. The position vector of particle is = { ,1 , ,2 , . . ., , } and its velocity impacting the next motion state can be expressed as = {V ,1 , V ,2 , . . ., V , } in the feasible solution space. Every
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, } with the best fitness value (also known as pbest) can both be acquainted with their "own flying experience". In addition, particles can achieve a global optimal position = { 1 , 2 , . . ., } also called gbest from the shared information. The velocity and position of in the jth dimension can be refreshed by (4), (5):
The constant inertia weight equips the particle with an extended searching ability in the solution space. The capability for self-summary and learning of the excellent particles can be indicated by 1 and 2 , whose values range within (0, 4] and are usually equal to 2. 1 and 2 are the pseudorandom numbers at (0, 1]. The maximum velocity is called v max and the particle can reach maximum velocity V , in the jth dimension. The schematic movement diagram of particle in 3-dimensional space is shown in Figure 1 .
The process for the PSO is introduced as the following. 
Shared Variables Extraction Algorithm Based on PSO
According to the analysis in Sections 2.1 and 2.2, the Apriori algorithm searches for the optimal solution globally, while swarm intelligence is a local solution search process. The SVE-PSO method proposes applying their features in combination to improve the mining efficiency and is introduced in this section. ∘ is considered multiplication here. S' is the fresh solution sequence after swapping, and <i, j> is the recon.
TSP of Shared Variables
Definition 6. Swapping sequence refers to an ordered queue consisting of one or more different swapping(s). This indicates that all recons act on the solution sequence one by one when the swapping sequence is operated on the solution sequence. Furthermore, the swapping sequences are equivalent to swapping sequences after swapping via different swapping sequences, where the same fresh solution is obtained. The set of all equivalent swapping sequences is the equivalent swapping set and the shortest swapping sequence contains the least recons.
The extraction of shared variables can be converted to the TSP. The variables in the database can be treated as the destination, and the undirected graph is composed of all the variables that can be mapped.
SVE-PSO is supposed to find the frequent item sets satisfying the maximum support resembling the shortest path of an undirected graph. The velocity and position of particle can be updated by (6) and (7) for the introduction of recon and the swapping sequence.
and are random data in the interval (0, 1). ( , − , ) means the swapping sequence ( , − , ) can be preserved at the probability of . pbest t i,j achieves a greater effect if possesses a bigger value to achieve ( -, ). Three steps are used to complete the extraction of shared variables in consideration of the Apriori algorithm and the PSO.
(1) Build the undirected graph. A 1-item frequency set must be included in all frequent item sets. All the frequent 1-item sets can be found by scanning the variable base and the infrequent 1-item sets should be deleted which can compress the valid nodes and lower the resource consumption. The number of valid nodes is 50 if the supports of half the variables are lower than min sup in 100 variables 0 ∼ 99 . (b) Update the individual extreme value of the candidate items and the optimal value of candidate item sets.
(c) Output the complete and valid association rules; otherwise, update the optimal value and search again.
The flow diagram for the SVE-PSO algorithm is shown in Figure 2 , and the pseudocode description of SVE-PSO algorithm is shown in Algorithm 1.
The Analysis of SVE-PSO.
An example is used to analyze the SVE-PSO procedure. One specific NLBF includes N andterms, which can be presented as { 1 , 2 }, { 4 }, { 2 , 3 , 5 }, { 1 , 4 , 6 }, . . ., { 6 }, { 2 , 3 , 7 }. The process of SVE-PSO can be described as the following:
(a) Scan the variable database, delete the infrequent 1-item sets, and acquire the variables 1 , 2 , 3 , 4 , 5 , and 6 whose supports are greater than min sup. The initial undirected graph can be seen in Figure 3 (1).
(b) Choose three particles from the particle swarm randomly, and sort the item sets according to their supports. Assume the ranked sequence is {
} and that the initial paths of the three particles are
(c) When the initial position of particle 1 is 2 , determine whether the item { 2 4 } includes the frequent item sets or not, shown as Figure 3(2)(a) . If the item does not include frequent item sets, swap item 4 with 6 . Postulating that there are not any frequent item sets in { 2 , 4 }, as shown in Figure 3 (2)(b), the variable 4 will not be added to the final path, and the position of particle 1 is changed according to 6 .
(d) Judge whether the item { 2 6 } obtains frequent item sets or not as shown in Figure 3 (2)(c) when the position is 6 . By carrying out the swapping and if there is no frequent item set, then delete variable 6 . If the item { 2 6 } is the frequent item, the variable 6 can be reckoned in the final path and output { 2 6 } as the candidate frequent item sets shown in Figure 3 (2)(d). The recon is <3, 2>.
(e) Determine whether the item { 2 6 3 } contains frequent item sets or not as shown in Figure 3 (2)(e). Suppose that the item does not include the frequent item sets; then perform the swapping operation and delete variable 3 . Here, the item { 2 6 3 } is the frequent item, so 3 is joined in the final path and output the item { 2 6 3 } as the candidate item sets given in Figure 3 (2)(f). The recon is <4, 3>.
(f) Decide whether the item { 2 6 3 5 } includes frequent item sets or not as shown in Figure 3 (2)(g). If there are no frequent item sets in { 2 6 3 5 }, the variable 5 is deleted, as presented in Figure 3 (2)(h).
(g) To confirm whether the item { 2 6 3 1 } possesses frequent item sets or not, as shown in Figure 3 (2)(i), if there are no frequent item sets, abandon variable 1 and carry out the swapping operation as shown in Figure 3 (2)(j). Figure 3: Process of SVE-PSO. (h) Finally, all candidate item sets achieved via particle 1 are { 2 6 3 }, { 2 6 3 }, { 2 6 }, { 6 3 }, and { 2 3 }. Its final path is 2 → 6 → 3 , and the swapping sequence can be expressed as <3, 2> ∘ <4, 3>.
(i) Similarly, the candidate item sets of particle 2 and particle 3 can also be gained: { 1 3 } and { 3 6 4 }, { 3 6 }, { 3 4 }. The final paths are 1 → 3 , shown in Figure 4 (a), and 3 → 6 → 4 , given in Figure 4 (k) Jump to step (a) to search other potential item sets, if all positions have not been searched completely by the particle swarm.
In this way, shared variables can be gained. The direct purpose of the SVE-PSO method is to extract shared variables in various NLBFs, but extracting shared variables is not the final aim. The final aim is to design the hardware architecture of the NLBFs according to the shared variables that were extracted.
Hardware Implementation for NLBF
To complete the hardware architecture of NLBFs, the distribution of shared variables must be achieved. According to the distribution results and distribution laws, two kinds of logic elements are proposed.
Hardware implementation of the NLBFs is based on the distribution of shared variables. There are two basic parameters to measure the distribution: on the one hand, the frequency of the variables and the expression number for each certain shared variable in NLBFs should be obtained because not all shared variables are mapped as the shared inputs; on the other hand, the variety of shared variables and their frequency must also be determined to know the features of different NLBFs. All instances are given in Figure 6 as a distribution of 2-shared variables (Figures 6(a) and 6(b) ) and a distribution of 3-shared variables (Figures 6(c) and 6(d) ). In Figure 6 , the X-axis denotes the various cryptographic algorithms using NLBFs, the Y-axis denotes the frequency of the shared variables, and the Z-axis denotes the variety of variables of specific shared frequency for Boolean expressions in corresponding cryptographic algorithms.
According to Figure 6 , there are usually 2-shared and 3-shared variables, some situations may have 4-shared variables for a certain NLBF. In addition, the frequency of shared variables covers a range from 2 to 6. For example, ACH-A0 possesses 2∼3 shared variables and the frequencies are 2, 3, 4, and 6 for 2-shared variables. The variety of 2-shared variables is four, two, six, and two for the frequencies 2, 3, 4, and 6. Every 2-shared variable does not appear five times in all NLBFs expressions of the ACH-A0. The characteristics of the 3-shared variables and 4-shared variables can also be obtained like the 2-shared variables. There is some discrepancy among various NLBFs, due to the diverse principles, but they are also equipped with several similarities. First, the variable number they share does not exceed 4 and only ACH-A7 has 4-shared variables. Furthermore, the varieties of 2-shared variables change during 10 ∼ 14 or 20 ∼ 22, and the range of 3-shared variables is 6∼7 or 11∼16 after calculations. Finally, the variety of 2-shared variables whose frequency is four achieves the maximum value; thus, there are 3-shared variables in the two items, and there are 2-shared variables among four and-terms and 3-shared variables between and-terms.
According to the distribution of shared variables in various NLBFs, two cascade LUT-based logic elements named Element A and Element B are designed, as shown in Figures  7(a) and 7(b) , respectively. The two logic elements of both include four 4-LUTs and possess the same cascading pattern, but they are different in terms of the number of input ports. Element A, shown in Figure 7 (a), contains 10 input ports and 6 output ports; its four 4-LUTs include two shared input ports and two 4-LUTs in pairs with three shared input ports. Element B shown in Figure 7 (b) increases 1 input port relative to Element A; it includes 11 input ports, and its four 4-LUTs include 1 shared input port and two 4-LUTs (in pairs) contain three shared input ports. As seen in the logic elements, there are two-level output structures that consist of three MUX2 1s.
At the same time, these two logic elements are comprised of the same hardware resource. The two logic elements need 64-bit configuration information and 63 MUX2 1s. The hardware resource is equal to 6-LUT but both logic elements are comprised of the input ports which can finish more types of Boolean functions than 6-LUT. For example, the number of variables in a Boolean function is more than 6 but less than 12, that is, the number of variables is from 7 to 11. If the number of variables is larger than 6 and less than 12, the Boolean function will need two 6-LUTs. However, if the number of variables does not exceed 10, it can be applied into the structure of Element A, and if the number of variables does not exceed 11, the Element B, which includes 11 input ports, can be used.
Experimental Results
Several experiments are carried out to evaluate the performance of SVE-PSO from various aspects, and the characteristics of the shared variables are achieved according to the association rules mined by SVE-PSO.
Performance Test for the SVE-PSO Method.
To estimate the performance of SVE-PSO, a test platform with an 8G memory, 1Tb hard disk, and Windows 7 operating system must be built. In addition, the tested term sets are gained by doing the statistical work on the and-terms for various NLBFs after analyzing multiform cryptographic algorithms such as ACH series algorithms, LILI, Grain, and Trivium. The tested term sets can be seen in Table 9 , where the 3-term indicates the third-order and-terms with three variables. The corresponding 192 value means the amount of three-order and-terms in various NLBFs of multiform cryptographic algorithms, etc. Then, the assessments are obtained by comparison with the classical mining algorithms. There are four parameters involved in the association rule mining: the association rule number, particle swarm scale, support, and confidence. This paper tested the relationship of association rule number with support, confidence, and particle swarm scales.
(a) The relationship of the association rule number with support: the particle swarm scale is 40, the maximum iteration is 200, and the min conf is 0.30. The results are shown in Figure 8(a) .
(b) The relevance between the association rule number and confidence: the particle swarm scale is 40, the iteration is 200, and the min sup is 0.30. The change rule is shown in Figure 8 As shown in Figure 8 (a), the number of association rules mined by SVE-PSO increases with the decrease in the support function under a constant particle swarm scale, iteration times, and confidence. In addition, because the Apriori method is adapted as a global search method, the rules that are achieved are marginally more than SVE-PSO. From Figure 8 (b), when the swarm possesses an unchanged particle swarm scale, unchanged iteration times, and support, the association rule number is also added by the decline in confidence. Meanwhile, the ratio of the association rule number can approach 80% when the confidence varies in the range 0.20∼0.60. Figure 8(c) shows that the number of association rules augmented by a particle swarm scale can even attain the same value compared with Apriori or FP-growth under fixed iteration times, support, and confidence.
At the same time, the performance of SVE-PSO is also compared with the Apriori or FP-growth shown in Figure 9 . The relationship between the operation time and iteration time is investigated via a steadfast particle swarm scale (40), min sup (0.30), and min conf (0.30). The operation time is prolonged, and the number of association rules is increased significantly. The performance achieves a significant lead over Apriori and FP-growth. For example, the ratio of the rules is According to Figures 8 and 9 , it can be concluded that the proposed SVE-PSO method can achieve a significantly higher efficiency and better results with rational parameters than traditional methods.
Performance Test for Hardware Elements.
To evaluate the performance of the designed hardware elements, the logic elements numbers of NLBFs used are gained under the parallelism of 1, as is shown in Figure 10 . It can be seen that the numbers of logic elements are various in different NLBFs but Elements A and B consume the same number of logic elements in different NLBFs. A majority of the NLBFs require only 3∼4 logic elements but ACH-F limits the logic elements to at most 12. At the same time, the area utilizations of Element A and Element B are measured in (8) and characterized as dotted lines in Figure 10 . The area utilization of several NLBFs can reach 100% in both Element A and Element B. The area utilization of almost all NLBFs can achieve 90% except for ACH-A4, ACH-A6, ACH-A10, ACH-A12, and Trivium. The corresponding area utilizations for Element A and Element B are 87.5%, 89.1%, 89.1%, 89.1%, and 83.3% and 87.5%, 87.5%, 87.5%, 87.5%, and 83.3%. The area utilization of Element A is not less than Element B following the same trend.
In addition, because various NLBFs possess different parallelisms, the number and area utilization of logic element in Element A and Element B, under different parallelisms, should be determined. This work determines the logic element number and area utilization of ACH-A4, ACH-A6, ACH-A10, ACH-A12, and Trivium for different parallelisms, respectively, as shown in Figure 11 . The horizontal axis in Figure 11 indicates the parallelism of NLBFs, the histogram represents the number of logic elements in NLBFs, and the graph stands for the area utilization of NLBFs via different parallelisms. Meanwhile, there are two principles that should be considered. The first is that the area utilization increases with the parallelism, because some unapplied 4-LUTs in logic elements would be used when the parallelism increases. The second is that the area utilization usually reaches 100% when the parallelism is even, but the ratio usually cannot achieve 100% when the parallelism is odd. The reason for this is that when the parallelism is odd, there are two 4-LUTs in logic element that cannot be used. When the parallelism is an even number, the two unused 4-LUTs will be used, and the ratio can reach 100%. Finally, to inspect the performance of Element A and Element B, the numbers of logic elements used in different NLBFs are compared to GDSA [18] , APLM [19] , and ACLM [20] , as shown in Figure 12 . The GDSA design is based on one 6-variable LUT-structure. The APLM design is based on three 4-LUTs structure with 5 unaided inputs, 4 shared inputs, and 3 outputs. The ACLM design is based on four 4-LUTs structure with 5 unaided inputs, 4 shared inputs, and 5 outputs. From Figure 12 , most results of Element A and Element B are better than the GDSA and ACLM, because Element A and Element B are designed according to the more befitting distribution characteristics of the shared variables in various NLBFs. They also have more inputs and outputs to sustain more NLBFs processes in parallel. Some results of Element A and Element B are worse than APLM. This is because the tests are simply aimed at indie arithmetic. Though APLM possesses the lowest number of computing units, the applicability and flexibility are much worse than Element A and Element B.
Conclusion
This paper develops an algorithm of SVE-PSO that combines the concepts (e.g., frequent item set, confidence, etc.) of the Apriori method and "swarm intelligence" from biology to further improve the algorithm efficiency. Furthermore, the distribution of shared variables is assembled for various NLBFs, and according to it two cascade LUT-structure hardware elements are projected to satisfy the computation of NLBFs. Finally, experiments are conducted to verify the effectiveness of the SVE-PSO method, and the area utilizations of Element A and Element B expended by NLBFs are measured. To summarize, the integration of the SVE-PSO method and the two cascade LUT-structure hardware circuits has a better performance than other methods and can be used widely in cryptogrammic processors to enhance NLBF processing and mapping performance.
The algorithm of SVE-PSO developed is based on resource priority in NLBF adapters design. So in the future, the proposal will be improved not only to optimize resource occupancy, but also to optimize other performance aspects, such as optimization of adaptation efficiency, and the execution efficiency of the runtime of the structure. Furthermore, many intelligent algorithms (e.g., genetic algorithm, neural network algorithm, etc.) also will be studied intensively to effectively solve the problem of multiobjective optimization. It will play a positive role in hardware structure and adapter optimization.
Conflicts of Interest
The authors declare that there are no conflicts of interest.
