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Introduction 
These proceedings consist of the peer reviewed papers presented at the Second 
TENCompetence Open Workshop, with the theme Service Oriented Approaches and 
Lifelong Competence Development Infrastructures. The workshop took place at the G-
Mex Manchester International Conference Centre, UK, on the 11th and 12th of January 
2007. 
TENCompetence is an Integrated Project funded by the EU 6th Framework Programme, 
which runs for four years from December 2005. The aims of the project are to develop an 
European, open-source infrastructure that will support the lifelong development of 
competences. More specifically the infrastructure will enable individuals, teams and 
organisations to: 
1. Create formal and informal Learning Networks in different professions and 
domains of knowledge. 
2. Assess and manage the competences that are acquired at any stage in life by the 
participants of the Learning Network, taking into account that people have learned 
from many different formal and informal learning sources. 
3. Stimulate the reflection on the current competences to support the formulation of 
new learning goals. 
4. Search for adequate formal and informal learning resources to build new 
competences or to update existing competences in a profession or domain of 
knowledge. 
5. Provide the actual learning environment that is needed to perform the learning 
activities. 
6. Provide effective and efficient support to learners. 
7. Support the sharing of learning resources. 
To meet these needs the project has developed a domain model for Lifelong 
Competence Development. This has been implemented in a client-server system called 
the Personal Competence Manager (PCM) which enables individuals, groups and 
organisations to manage the whole range of their lifelong competence development 
activities. The system integrates a number of existing open-source applications, together 
with the outcomes of research and development work carried out by the project into 
models and tools for: 
• knowledge resource sharing and management  
• learning and assessment activities 
• competence development programmes 
• networks for lifelong competence development 
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A key part of the strategy adopted by the project is the use of open-source licenses for all 
software which is adapted or developed for inclusion in the TENCompetence system, and 
publication of all models and other relevant documentation under Creative Commons 
licenses. To make this strategy effective, the project promotes public engagement with 
the research which it undertakes through a series of public workshops. These are of two 
types. Firstly, the project organises its own open workshops, each with a theme related to 
the research being undertaken by the project. The first of these was held in Sofia, 
Bulgaria, in March 2006, and the second was the Manchester workshop which led to the 
production of these proceedings. Secondly, the project collaborates with other 
organisations to set up workshops which address related issues, as was the case with 
the joint PROLEARN – TENCompetence workshop at EC-TEL 2006, and at ICALT 2006. 
The project also organises an annual winter school, where PhD students are invited to 
become part of the TENCompetence research community. The proceedings of all these 
events are available from the TENCompetence public Web site1. 
The area of Lifelong Competence Development is extremely wide, as it includes (among 
other aspects) informal learning, professional development, higher education, 
competence based approaches, assessment models, learning design and IMS Learning 
Design (LD), and personal development activities of all sorts. As might be expected, the 
issues raised by the provision of a technical infrastructure to support this wide field are 
also wide ranging, including Service Oriented Architectures, programming frameworks, 
open-source organisational models, interoperability specifications, domain models, 
Personal Learning Environments, competence frameworks. 
Within this wider context the theme chosen for the Manchester workshop was Service 
Oriented Approaches and Lifelong Competence Development Infrastructures. This was 
chosen, firstly, because it was a key issue for TENCompetence at a stage where the 
architecture for the integrated architecture was being finalised. Secondly, it was seen as 
being particularly appropriate for the UK TENCompetence open workshop because of the 
potential synergies with the work carried out by JISC2 in developing the e-Framework in 
applying Service Oriented Architectures (SOAs) to education.  It was therefore gratifying 
to see the participation in the workshop of a significant number of JISC funded projects, 
including MANSLE, Horus, mPLAT, ioNetworks, JISC CETIS, and the CETIS Portfolio 
SIG. 
The call for papers for the workshop requested contributions from researchers working 
on SOAs, or on the infrastructure for lifelong competence development, and did not focus 
exclusively on the intersection between the two fields. This encouraged the participation 
and exchange of ideas from of a wide range of researchers working in the area. The 
papers included in the Proceedings have been grouped into five thematic sections. 
These were established for the programme of presentations at the workshop, and reflect 
some of the key foci of the TENCompetence project. 
1. Support for social engagement in Lifelong Competence Development. The 
top level unit of organisation addressed by TENCompetence is the network, a 
group of people who share an interest in a particular domain of competence 
development. Consequently the investigation of the various aspects of social 
                                               
1
 www.tencompetence.org 
2
 www.jisc.ac.uk 
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engagement in networks and social groups reported here is a key focus of 
interest. 
2. Pedagogical applications of Service Oriented Architectures. Service Oriented 
Architectures are a foundation stone of the TENCompetence project architecture. 
The papers here do not report on the architecture of the project itself, which was 
not finalised, but rather on related aspects and initiatives. 
3. Managing and sharing knowledge resources and activities. The management 
of content and resources, and the development of innovative approaches to their 
creation, storage and sharing is a key factor in competence development.  
Consequently it is a basic requirement of the TENCompetence system.  Among 
the aspects discussed in the papers in this section are semantic interoperability, 
Open Content, formats, production processes and cultural issues. 
4. Competence development and interoperability. In this section we group 
together a number of papers presenting enabling models, including a number 
from the TENCompetence project itself, together with examples of practical 
experiences. 
5. Approaches to assessment. While assessment is of importance in all education 
and learning, it has a particular significance with competence based approaches 
because it provides a means for participants to situate themselves within a 
competence development network.  
Noticeable by its absence from this list of themes is design for learning, and IMS LD 
(although there are individual papers which do deal with this topic). This has been 
reserved as the main theme of the forthcoming TENCompetence Open Workshop on 
Current research on IMS Learning Design and Lifelong Competence Development 
Infrastructures, to be held in Barcelona in June 2007. 
The Second TENCompetence Open Workshop was a highly stimulating two days in 
which researchers from all over Europe came together to discuss Service Oriented 
Approaches and Lifelong Competence Development Infrastructures, and we hope that 
these proceedings will serve to make the insights achieved available to a wider audience. 
To ensure the maximum impact of the best contributions five authors have been invited 
to submit expanded papers to a special issue of the International Journal of Learning 
Technology. We also aspire to continuing the discussion of these issues within 
TENCompetence, and interested readers are encouraged readers to engage with the on 
going research carried out by the project. The TENCompetence Web site publishes calls 
for participation in events, links to research outcomes of the project, and to the public 
forums where all are welcome to discuss a wide range of issues related to the project. 
Finally, we would like to thank the programme committee whose efforts in reviewing 
submissions made the workshop possible, the organisers who ensured the smooth 
running of the event, and all those authors who committed their time and energy to 
sharing their research with the wider community through their participation. 
The Editors: 
David Griffiths 
Rob Koper 
Oleg LIber 
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Personal Technologies and Masks: Issues of Persona and 
Identity in Professional Practice and Learner Development 
Mark Johnson1 and Claire Brierley 
Department of Games Computing and Creative Technology, University of 
Bolton, Deane Road, Bolton 
1 Email: mwj1@bolton.ac.uk 
Abstract: This paper discusses the concepts of Persona and Identity in 
the context of learner engagement with personal technologies. Drawing on 
the work of Maturana and Varela, we distinguish Persona and Identity and 
consider how these concepts map onto the conception of the Personal 
Learning Environment (PLE). This is an area of teaching and learning 
where conventional approaches (e.g. industrial placement) create 
challenges of scalability and pedagogical support. The area also highlights 
issues of how the learner’s Persona and Identity are affected by 
communication through personalised online tools, and the potential of 
personal coordination of technology in dissolving the barriers between 
work and learning.  
We consider the nature of this student engagement in the light of the 
hypothesis that the restricted forms of communication afforded by PLE 
technology may provide greater facilities to control information that 
learners present about themselves (their persona). Furthermore, we 
consider the extent to which PLE technology affords the opportunity for 
learners to manage different personas, how this management is 
dependent on a personal organisation and how in turn these issues impact 
on the nature of ensuing relationships and personal commitment. 
Keywords: Personal Learning Environment, identity, persona, 
personalisation 
 
1 Introduction 
The ever-increasing ubiquity of personal technology presents opportunities for the 
electronically-mediated coordination of a wide variety of practice within personal life 
(Johnson, 2006a). For professionals and learners alike, the expanded social networks the 
technology affords presents access to learning opportunities which reach beyond both 
the office and the classroom walls, as well as providing opportunities for inter-disciplinary 
cross-fertilisation. The specific transformation effects of this on learning and education is 
discussed under the general heading of the ‘Personal Learning Environment’ (PLE). Key 
to the importance of the PLE is the variety of activities that can now be coordinated 
through technology – from the management of social engagements with friends and 
family, to professional development, to pursuing hobbies. The pedagogical opportunities 
of the PLE entail making the link between learning and living, between concepts and 
‘dispositions to act’. We have started to explore these pedagogical opportunities in the 
MANSLE e-portfolio extension project (2007) by using PLE technology to facilitate learner 
social engagement. We argue that such technologically-mediated empowerment might 
provide a sustainable and scaleable bridge between the academy and the professional 
‘coal-face’. But such technological coordination exposes a fundamental characteristic of 
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the richness of human life: that we expose (and attempt to control) different presentations 
of ourselves which are somehow linked by what we consider to be our ‘identity’. 
Maturana and Varela identified the concepts of ‘persona’ and ‘identity’ in their biological 
cybernetic work (1972). They argue that through all manner of communications (for 
example, through the activity that Maturana calls ‘languaging’), individuals reveal things 
about themselves, usually in a form which is intended for other parties to engage with: it 
is a process of coupling between communicating parties. This personal revealing of 
information about ourselves is often dependent on the social context, and different 
contexts elicit different ‘revealings’. It is in the nature of these differences of personal 
revealing that the concept of ‘Persona’ (a word derived from the Latin for ‘mask’) lies. But 
Maturana presents persona as a particular structuring of a person, where the capacity of 
the person to structure and restructure in different ways (to present different personas) is 
determined by a person’s internal organisation. For Maturana, this organisation is 
synonymous with an individual ‘identity’: the essence of the ‘whole person’.  
Given this theoretical outlook, we may reflect on the situation of professional practice and 
learner development. Within any organisation or social situation, inter-personal 
relationships may be characterised as the interaction of personas: it is through personas 
that others learn how to relate to us. From Maturana’s perspective on ‘structural coupling’, 
this interaction is a two-way process of the mutual adaptation of bio-psycho-social 
systems. Such a view coincides with existing theoretical perspectives on learning – 
particularly the Piagetian view of assimilation which plays an important role in the 
understanding of the enculturation process within social organisations.  
Enculturation is a key objective in initiatives to build effective work-based learning 
programmes, and it has been recognized that enculturation entails the acquisition of not 
only knowledge, but also etiquette, practices, procedures, as well as ways of adapting to 
new situations. As Bates (2004) argues, the process is one of: 
 “learning how to use different language registers (both spoken and 
written) in order to be understood by a particular individual or audience; 
learning that behaviour itself can be regarded as a form of non-verbal 
language which communicates in ways that are often more obvious to the 
receiver than they are to the sender”. 
2 Personas, Identity and On-line engagement 
Bates’s definition and his focus on work-based learning raises the question as to whether 
similar enculturation can take place in an online environment. The reasons why we might 
want to do this are obvious when the difficulties of scaling effective work-based learning 
programmes are considered (Colling, 1994). But online communication is, by its very 
nature, less rich in terms of the interaction experience for the participants than face-to-
face contact. This loss of richness is often cited for the deficiency of e-learning. But the 
perspective of ‘persona’ and ‘identity’ throws a different emphasis on this. Personas must 
be managed, and the management of persona is easier if there are fewer channels of 
communication to operate. The question of the efficacy of online enculturation rests on 
the extent to which the benefits of increased control through the reduction in 
communication channels can be exploited. 
We may identify some of these benefits of increased control. Firstly, in comparison to 
face-to-face settings, an online participant may be an invisible ‘observer’ of 
communication choosing to take time to adjust to the mode of discussion before they 
intervene. Secondly, online contributions may be monitored and controlled – contributions 
  
 
   
  
Mark Johnson and Claire Brierley 
   
 
  
 
 
 
  4 
  
 
   
 
which don’t elicit appropriate responses may be considered and adapted. Thirdly, 
increased powers of monitoring and control invite the possibility of teacher intervention in 
scaffolding engagement. Within this process, the individual aspects of professional 
engagement (including technical knowledge, use of language and ‘attitude’) may be dealt 
with discretely by a teacher leading to a more gradual process of enculturation which 
doesn’t prejudice future engagement. This last point may be contrasted with the criticisms 
of work-based learning where teacher intervention has an emergent and sometimes 
negative effect on the learner’s relationship with professional colleagues. As Maidment 
(2003) remarks, some work-based experiences are less than happy, and for Bates, 
placement can very much be for “better or worse” (2004). 
3 Personas, the Personal Learning Environment and teaching 
action 
Given the possibility of enhanced control over persona together with increased potential 
for teacher action, online enculturation would seem to present some interesting potential. 
Recently a number of pedagogical initiatives organised around the JISC funded MANSLE 
e-portfolio regional pilot have explored this. Central to these initiatives has been the use 
of social software services relating to the PLE and using these services to develop 
professional awareness – particularly for IT, Creative Media and Sound Engineering 
students. 
The PLE itself isn’t so much a system as an approach to learning technology which 
privileges the control of technology over the delivery of learning content (Johnson, 2006b; 
Farmer 2004). Thus, in these initiatives, learners have been equipped with tools to 
facilitate technological coordination of services. Chief amongst the tools used have been 
RSS aggregators including NetVibes (2006), Flock (2006) and PageFlakes (2006), 
together with Voice-Over-IP and instant messaging software (Skype, 2006), and Social 
Bookmarking services (delicious, 2006). These services have been deployed with the aim 
of encouraging learners to engage with communities that relate to their personal 
professional development. 
In doing so, learners have had to perform two sorts of action mediated through the 
technology: those actions directed at maintaining personal organisation within the tools 
they use, and those actions directed at upholding commitments to external social 
agencies. In this respect, PLE technology presents ‘technologies for living’ rather than 
specifically technology for ‘learning’. It is through this focus on ‘living’ that the PLE 
attempts to provide a platform for the coordination of services and the management of 
personas across a wide range of different activity, from formal learning, to informal 
learning, to work-related and personal activities (e.g. family, hobbies, etc).  
As part of the assessment strategy, learners have been asked to reflect on their 
experiences. In their reflections, learners have highlighted the nature of the relationship 
with their tools, and their relationships with the communities they have engaged in. The 
quality of these reflections varies with the extent to which the environment learners 
engage with makes a difference to them, and this in turn may be an index of the extent of 
personal enculturation. Whilst for some learners the variety of professional discussion 
creates little difference and receives little comment, for others, exposure to the diversity of 
community discussion creates learning opportunities as learners seek to investigate the 
background to the discussions. Similarly, learner assessment of their own interventions 
with the community reflects their awareness of the professional discussion and the 
gauging of the group language. Many learners revealed (and expressed appreciation for) 
genuine benefits from technological empowerment. The extent to which these findings 
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are attributable to increased personal control over persona and identity remains an 
important question. Yet, on a more practical level is the fact that a pedagogical approach 
of technological empowerment mixed with an assessment strategy of reflection has 
facilitated an opportunity for personal enculturation without the burden of physical work 
placement.  
4 Conclusion 
We have argued that personal technologies afford greater control over the revealing of 
persona through attenuating the complexities of communicational relationships. This 
enables greater control of the student’s social engagement with communities, and greater 
ability for the teacher to intervene in the particular aspects of the student’s professional 
disposition. The pedagogical initiatives to explore this have highlighted the organisational 
benefits of such an approach, whilst learner feedback suggests that technological 
empowerment can produce real educational benefit. Amongst these benefits, we include 
the ability to coordinate a wider range of individualised learner activity, enhanced learner 
autonomy and integration within a conventional setting of the deep issues of 
enculturation. Behind this lies issues of learner ‘persona’ and ‘identity’, and we have 
shown how these can be addressed in a structured and organised teaching framework 
which can scaffold learner’s progress in the acquisition of an overall professional 
disposition. The re-organisational potential of PLE technology would appear to afford 
some radical new possibilities in pedagogy. 
At a time when professional practice and learner practice converge around computer 
technologies and electronic social networks, the re-organisational possibilities for 
resituating professional learning look set to increase, challenging some of the existing 
structures currently in place in education. Whilst existing structures of work-based 
learning when properly resourced and managed can afford learning opportunities which 
address the ‘whole person’, such opportunities present significant organisational 
challenges which will impact on the accessibility of such programmes. The approach 
described in this paper may be similarly able to engender enculturation whilst opening-up 
access for greater numbers. It has been the contention of this paper that this increase in 
opportunity is causally linked to the deficiencies of the medium of communication. To 
some extent, professionals and learners alike may rue the loss of physical engagement – 
both within the workplace and within the University – but it may be precisely the greater 
control of ‘personal revealing’ that such a loss entails which may be the most significant 
factor in removing the barriers between work and learning. 
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Fostering Knowledge Sharing in Ad Hoc Transient Communities 
Adriana J. Berlanga, Liesbeth Kester, Peter B. Sloep, 
Francis Brouns, Peter Van Rosmalen, Malik Koné and 
Rob Koper 
Educational Technology Expertise Centre, Open University of the 
Netherlands, PO Box 2960, 6401 DL Heerlen. The Netherlands 
E-mail: adriana.berlanga@ou.nl 
Abstract. To enhance users’ social embedding within Learning Networks, 
we propose to establish so called ad hoc transient communities. These 
communities serve a particular shared goal, exist for a limited period of 
time, and operate according to specific social exchange policies that foster 
knowledge sharing. This paper introduces the concept behind these 
communities and describes the conditions and policies needed to 
encourage knowledge sharing. 
Keywords: Learning Networks; policies for communities; knowledge 
sharing 
 
1 Introduction 
Learning Networks (LN) are self-organizing communities for life long learning (Koper and 
Sloep, 2002). The notion is meant to emphasize that the social structures that are needed 
for learning, emerge on top of a responsive, sophisticated, yet non-imposing (technical) 
infrastructure that allows life-long learners to develop their own preferred modes of 
interaction. 
Life-long learners are supposed to control their own learning activities. They may build, 
for example, their own learning plans, produce their own reports on assignments, and 
collect their own bookmarks and scholarly references. Because of this self-directedness, 
learners in LN are unlikely to be organized in cohorts or classes. An unfortunate side-
effect of this is that they may easily become isolated as long as it is difficult for them to 
interact with their peers. Even worse, because they do not feel engaged or committed 
they have less desire to interact with others. This is problematic, since research shows 
that individual success on learning activities depends on the extent to which learners 
perceive themselves as participants of a network (Wegerif et al., 1998). It is not sufficient 
to build an infrastructure that merely facilitates social interaction: learners need incentives 
actually to use it.  
Within the TENCompetence project (www.tencompetence.org), our current research aims 
at identifying policies that foster knowledge sharing amongst learners. More specifically, 
in our view ad hoc transient communities, which exist to fulfil a particular request (their ad 
hoc-ness) and for a limited period of time only (their transience), will enhance the 
sociability of a LN and increase learning effectiveness (Sloep et al., 2006; Kester et al., 
2006a). Our premise is that tuning the community characteristics and the learner 
characteristics to the community goal, by means of social exchange policies, will enhance 
the knowledge sharing process. 
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The rest of this paper is structured as follows: first, it characterizes the notion of an ad 
hoc transient community and explains the theoretical background behind its organisation 
and behind the actions of its members. Subsequently, it explains the conditions that 
enable knowledge sharing in these communities. Thereafter, it mentions some examples 
of the use of policies in social networks and in ad hoc transient communities. Finally, it 
draws conclusions and lays out possibilities for future work. 
2 Ad hoc transient communities 
Ad hoc transient communities can be characterised as follows: 
• They exist for a limited period of time 
• They aim at knowledge sharing. Some examples are peer-tutoring (Van Rosmalen et 
al., 2006), collaborating on a paper, acquiring advice on how to proceed one's 
studies, and obtaining and sharing references 
We surmise that ad hoc transient communities enhance the social embedding of LN 
users. This claim is based on the belief that it is ‘swift trust’ that drives these communities. 
Swift trust emerges in temporary teams which are formed around a clear purpose and 
common task, and have a finite life span (Meyerson et al., 1996; Coppola et al., 2004). 
Swift trust fosters a willingness to suspend doubt about whether others, who are 
‘strangers’, can be counted on in order to get to work on the group's task. Swift trust thus 
helps establish engagement and commitment.  
3 Behaviour of ad hoc transient communities 
The overall performance of ad hoc transient communities results from the behaviour of 
their members and the way they interact. We have identified four theories, which detail 
how group interactions affect community behaviour, that explain the behaviour of ad hoc 
transient communities. 
The self-organisation theory (Varela, Thompson and Rosch, 1991) puts forward that the 
behaviour of a system is a complex aggregation of the interactions of all the parts (i.e. 
individual users). As no part controls the whole, nor can even control another part outside 
the influence of the rest of the system, such systems are 'self-organizing' and the 
behaviour of aggregates of components is said to be 'emergent'.  
According to social exchange theory (Thibaut and Kelly, 1959), which applies Skinner’s 
behaviourism to groups, group members negotiate through their mutual interactions and 
thus secure personal rewards while minimizing costs. Individuals no longer fully control 
their outcomes and interdependences are created: individual actions potentially influence 
outcomes and actions of every other individual.  
Moreover, individual group members monitor each other’s qualities and behaviour. The 
expectation-states theory (Berger, Wagner and Zelditch, 1992) focuses on the cognitive 
processes that occur within each individual in the group. Newcomers form an impression 
of the group, and search for information about the other group members. Group members 
search their memories for stored information about the group and tasks it must face; they 
take note of the actions of others and try to understand what caused the other member to 
act in this way. Group members allocate two kinds of status characteristics: (a) specific 
status characteristics, i.e. qualities attested to each individual’s level of ability to perform a 
specific task and (b) diffuse status characteristics, i.e., general qualities that members 
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think are relevant. Members with the most status-earning characteristics will rise to the 
top. 
Finally, community members set goals and work towards these goals through united 
actions. As self-organisation theory, systems theory (McClure, 1998) regards groups as 
systems of interacting individuals. However, according to systems theory, it is the task of 
the group to analyze inputs, provide feedback to members, and generate decisions 
regarding group actions. The analysis is focused on the information input –such as 
characteristics of individual members (skill, experience, training, motivation) and group-
level factors (group structure and cohesiveness)–, the processes during group work – i.e., 
communication, planning, conflict and leadership–, and the products that are generated 
as output. This organisation is initiated by the system itself, and may undergo gradual 
and rapid change. 
4 Policies that enable knowledge sharing in ad hoc transient 
communities 
Ad hoc transient communities are characterized by boundaries which protect the 
collective goods, are populated with a heterogeneous group of members to assure their 
liveliness, and are equipped with guidelines to encourage ongoing interactions amongst 
its members. These characteristics are named, respectively, the boundary condition, the 
heterogeneity condition, and the accountability condition (Kester et al., 2006b).  
To meet the boundary condition communities should have a clear goal, such as a 
particular way of sharing knowledge. Moreover, they need to have a set of rules that 
govern the use of common resources and that point out who is responsible for producing 
and maintaining the collective goods. Community members should be responsible for 
setting and modifying these rules. By monitoring each other's actions in a community, 
community members see whether their fellow members comply with the rules; if so, this 
will make them more willing to comply themselves. A transparent community with clear 
boundaries and rules allows group members to sanction the behaviour of other group 
members. 
According to Amichai-Hamburger and Furnham (2007) Bandura’s social learning theory 
helps one understand why community members adhere to a particular set of rules (social 
norms). Bandura claims that behavioural patterns of existing community members who 
are respected or loved, are likely to be mimicked by newcomers. So it is important that 
existing members conduct themselves in ways that are beneficial to the community as a 
whole and thus become respected role-models. 
To meet the heterogeneity condition communities should be populated with participants 
who differ with respect to at least, three characteristics: expertise with communities 
(“newbies” versus veterans), trendsetters (connectors, mavens, salesmen) (Nichani, 
2001) and inclination to participate (posters, lurkers). To what extent the composition of 
an ad hoc transient community needs to be heterogeneous depends on the goal of the 
community. It may well be that certain types of knowledge sharing or certain occasions or 
objectives maximally benefit from heterogeneity, while others definitely do not.  
The accountability condition groups together aspects related to the members’ 
identification and performance within the community. First, communities should ensure 
the recognisability of learners by forbidding the use of (multiple) aliases. Also, a historical 
record of user activities should be maintained by logging all user-activities. The ones 
most significant for knowledge sharing –activities that reflect content competency and 
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sharing competency– become part of the user’s dossier (e-portfolio). To enhance 
individual accountability (Slavin, 1995), both content and sharing competency of a user 
should be visible to the members of a particular ad hoc transient community. For the 
same reason, rating should not be anonymous. Additionally, communities should 
acknowledge the actions and behaviour of their members by showing, for example, their 
posts, replies, number of votes received, ranking, and so on.  
Finally, within the accountability condition, communities should guarantee the continuity 
commitment of contact by demanding that all community members are accessible; if they 
use aliases, they should use one only and use it persistently. But continuity of contact 
only makes sense if there is extra value as compared to just having access to others. 
Therefore, users should be allowed and stimulated to maintain a rich online identity. This 
should preferably be done through a digital dossier or e-portfolio that contains information 
on a user’s background. It should also be updated regularly and automatically, almost as 
a track record of someone’s presence in the community.  
5 Current practices 
There are several applications, outside the educational arena, which allow 
implementation and/or enforcement of policies for communities. For example, 
applications such as Orkut (www.orkut.com), LinkedIn® (www.linkedin.com) and 
Friendster® (www.friendster.com) use policies concerning the accountability condition by 
allowing people to create their profile and make it available to others. They also enforce 
the continuity of commitment allowing members to create links to others and to comment 
on each other's profile. Moreover, these communities fulfil the boundary condition by 
having mechanisms for monitoring and sanctioning members’ undesirable behaviour. 
Current practices of ad hoc transient communities –specially those that members can use 
when they want some support (find a person who will answer a question) or when they 
want to know something–, include communities such as Yahoo!® Answers 
(answers.yahoo.com), Yedda (yedda.com), Live QnA (www.qna.live.com), Wondir 
(www.wondir.com), Answer bag (www.answerbag.com), Scholieren (questions about 
homework; www.scholieren.com), and Cisco NetPro (questions about technical issues;  
www.cisco.com/go/netpro). The structure of these communities does not have 
hierarchies, and their members have a common goal (share knowledge). Furthermore, in 
them ad hoc transient communities of answer seekers and providers arise as their 
members negotiate answers and monitor each others qualities and behaviour.  
Regarding the conditions that enable knowledge sharing, these communities fulfil the 
accountability condition by identifying the users, keeping a historical record of their 
actions and making visible their activity (e.g., showing how many questions they have 
answered1). Moreover, these communities meet the boundary condition providing 
participants with community guidelines and mechanisms to rate2 and to sanction 
contributions of the members. The heterogeneity condition, however, is not controlled 
since everyone can become a member of these communities. Nevertheless, taking into 
account the number of registered users –Wondir reported 200,000 users (Caumont, 
2005), and Yahoo! Answers 12.3 million (Hamner, 2006)–, we may safely assume they 
are populated with participants from different backgrounds. 
                                               
1
 See, for example, http://www.wondir.com/wondir/jsp/Top100.jsp 
2
 See, for example, answers.yahoo.com/info/scoring_system 
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6 Conclusions and future work 
In this paper we introduced the concept of ad hoc transient communities, which purpose 
is to enhance participants’ sociability within a Learning Network. 
The behaviour of ad hoc transient communities is characterized by (a) the self-organizing 
component of the community and the absence of hierarchies, (b) the negotiation 
processes that the members engage in, (c) the expectation members have of the actions 
and behaviour of their fellow members, and (d) the work of members towards a set of 
goals through united actions. 
In order to enhance knowledge sharing, communities should have policies regarding the 
goal and behaviour of the community (boundary condition), the characteristics of the 
participants (heterogeneity condition), and their identification and actions (accountability 
condition). 
Currently, by means of simulations (Koné et al., 2007), we are investigating how we can 
stimulate collaboration by influencing member behaviour in ad hoc transient communities. 
The result of these simulations, and the policies described in this paper, will be taken into 
account to develop what may be called a social search engine. It will find appropriate and 
available peers to populate ad hoc transient communities and thereby make Learning 
Networks more effective, efficient and attractive instruments for knowledge sharing.  
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Abstract: “weblogs”, are being applied by organisations in their attempts 
to harness the tacit knowledge of workers and develop “organisational 
intelligence” as part of broad knowledge management and communication 
strategies. This activity could play a key role in the competence 
development of knowledge workers and support personal (lifelong) 
learning strategies. 
The new genre of “workblogs” could provide organisations with access to 
network spaces for intelligence gathering and dissemination. However, 
inherent in this practice are tensions that require consideration by all 
stakeholders alike. The open, relatively anonymous, and democratic 
nature of “social” “bogging” culture could challenge organisational 
hierarchies.  
Analysing practice including blog conversations, espoused policy and use 
by organisations as part of their communication strategy the authors 
introduce the notion of “protected authority”; which could result in stifling 
the “open” nature of “blog” conversational culture and render ineffective 
the application of this emergent technology in support of strategic 
knowledge management initiatives. 
Keywords: blogs, workblogs, , knowledge management, protected 
authority, communication strategy. 
1 Introduction 
The authors argue that in order to be effective within the knowledge society, 
organisations must harness the personal enthusiasm of their knowledge workers to 
develop a competitive advantage. Employees are part of extended learning networks that 
may span institutions and cross borders drawn by the more day-to-day focus of the 
organisations’ business strategies. To identify future trends or track emerging practices, 
knowledge workers may be required to share information with their competitors, 
challenge institutional hierarchies and circumvent information management strategies. In 
a networked society this can be conducted through the use of communication 
technologies such as workblogs, replacing “water cooler” conversations or chance 
meetings in corridors.  
The Joint Information Systems Committee’s Centre for Educational and Technology 
Interoperability Standards (JISC CETIS) service in the UK has established the use of  
employee “workblogs” as the focus of its knowledge management and communication 
strategy. The new strategy orchestrates the personal and professional voices of all the 
service staff in a “bottom-up” manner: attempting to provider much richer content, 
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perspective and develop organisational intelligence. This includes aggregating both 
existing personal blogs and creating organisational blogs. Undoubtedly more complex 
and challenging; the policy could be considered controversial and inherently dangerous. 
The practice of harnessing the undercurrent of networked societies is certainly not new. 
Indeed, there have been numerous attempts to use mailing lists, discussion fora, and 
“guest books”, to engage with customers and the wider community in order to develop 
new ideas. It appears that in academic communities the use of these “traditional” 
channels may have gone into decline. As Jill Walker observes, concerning research and 
scholarly mailing lists; "most have devolved into distribution channels for conference 
announcements or for irregular and off-topic random postings." And she continues: "Blogs 
are still on the ascendant and may never go through such a decline..." (Walker 2006).  
According to the Garner hype curve of mid-2005, Corporate Blogging is on its way down 
to the bottom of what Efimova & Grudin, describe as the "Trough of Disillusionment". In 
this paper the authors reflect upon the risk of disillusionment that may arise in connection 
with the introduction of blogging in the workspace – disillusionment which may pose a 
threat to the potential of bringing lifelong learners up to the “Plateau of Productivity”.  
Observation of early attempts in Norway at establishing “communities of practice” 
(Wenger 1998) uncovered serious stakeholder concerns in respect of open discussion. 
Was this experience an example of premature technology implementation, or was it 
indicative of the future organisational and social issues that  are emerging now when 
weblogging is a legitimate activity undertaken by workers as an element of  the 
organisational knowledge management and communication strategy? 
2 Weblogs as personal and professional practice 
In general weblogs1 give low-threshold access to publishing tools and exposing a voice 
online. If we focus on weblogs in the context of the workplace then another aspect of the 
weblog becomes interesting: the ability to provide a “personal protected space” where the 
individual can communicate with others while retaining control (Gumbrecht, 2004). 
Ownership seems to be necessary to unleash the enthusiasm and effort that is required 
to engage workers in the practice, resulting in the regular postings that are essential to 
the success of the activity and ultimately to harnessing “the wisdom of the crowd” for 
organisational objectives.  
Evidence of this notional aspect of workblogging is provided by the experience of JISC 
CETIS, who took a policy decision in March 2006 that “workblogging” would become the 
focus of their communication and organisational knowledge management strategy. JISC 
CETIS did not introduce the activity with strict policy guidelines regarding use although 
staff were asked to “tag” their postings as individual reflections (personal), internal 
organisational reflections (internal), and external (public) reflections (front page). Postings 
that are aggregated to the web site front page are subject to editorial control. We 
anticipate that as the JISC CETIS workblog practice evolves, tensions may emerge as 
described in  "Blogging from Inside the Ivory Tower" (Walker 2006). She describes how 
she finds it harder to blog now: "I preferred blogging when most people didn't know about 
it." She started to blog when she was outside the academic system. "It's different though, 
                                               
1
 answers.com defines weblog as "A website that displays in chronological order the postings by 
one or more individuals and usually has links to comments on specific postings." (answers.com, 
accessed 2006-11-26) 
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being on the inside of the system". Her question is what happens when research blogs - 
and their authors - become part of the academic system rather than being outsiders trying 
to get in? 
It is not only the discomfort of being recognised and targeted with specific opinions and 
comments by persons that you never have met, making blogging within the “ivory tower” 
more difficult. Other more fundamental, issues are involved, pointing to the importance of 
hierarchy. 
3 When those with Power enter the Blogosphere  
The authors reflections on the conditions of professional dialogue across hierarchies are 
framed by experience of events in Norway in 2006 where a “blogger” in a position of 
authority in the Norwegian Educational system. A full textural analysis of the dialogue is 
the subject of further work. In summary, however, the Habermasian (McCarthy 1978) 
ideal of speech situation, where participants are equally endowed with the capacities of 
discourse, was unachievable in a larger part due to the “protected authority” of the 
“blogger” in authority. Tensions emerged, consistent with findings by Goffman in relation 
to “conventional” dialogue, relating to the funding of future projects which distorted the 
relationship between the participants preventing open and constructive dialogue. 
"In general then, when a rule of conduct is broken we find that two individuals run 
the risk of becoming discredited: one with an obligation, who should have governed 
himself by the rule; the other with an expectation, who should have been treated in 
a particular way because of this governance. Both actor and recipient are 
threatened." (Goffman, 1967) 
4 Discussion 
The relative anonymity and openness of some forms of electronic conversations may 
dissolve the hierarchical systems that make many organisations and systems work the 
way they do. Stephen & Harrison suggest this as an "interesting, if unpleasant, reason for 
the decline of useful, constructive discussions" in their 1994 study of the Comserve 
electronic community which used mailing lists (in Walker, 2006). Weblogs have in many 
communities of practice fulfilled the role of both the communication channel and the 
organisational glue that mailing lists used to offer. Hierarchies have the power to make 
emergent communication practices change direction.  
In Walker's current position as a tenured faculty member in the hierarchical meritocracy of 
a university, she still "loves these inversions of conventional power relationships that 
blogs and other forms of online publications make possible." However, her ambivalence 
towards keeping an active blog emphasises the inherent tensions in blogging from the 
Ivory Tower.  The tensions could also be a challenge for bloggers in workplaces other 
than Academia. Are workblogs doomed to become silent and ineffective or to change 
focus as the tensions caused by hierarchy and protected authority develop? 
In many domains there is an urgent need for open dialogue to develop and construct 
knowledge. In a paper to the 2006 ICALT conference Hoel (2006) asserts the need for 
open processes to develop technologies based on service-oriented approaches claiming 
that this has proved difficult in a country like Norway where there is a  tendency to blur 
the distinction between the Knowledge Building and the Decision Making processes, see 
figure 1. 
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Fig. 1: Process layers within public policies on development of e-learning technologies. 
From Hoel, T (2006) 
Within public management there is a danger that the management logic of decision 
making processes is invading the space for knowledge building and open discourse. If 
the expert communities are small, it may prove difficult to have an open and active online 
conversation on any issue before the web of postings and comments become entangled 
in hierarchical power plays. The result could be that control of the known protected 
authority becomes more important than exploring the unknown. 
If blogging is not straightforward in academia and public administration, the stumbling 
blocks could be potentially more disruptive in the corporate sector where an unfortunate 
posting could influence the stock market. The headline "Corporate Blogging: Killer App or 
Corporate Killer?" from a consultant offering to help companies build effective blog 
strategies (Lewis, 2005) states the dilemma succinctly for those workbloggers in the 
private sector.  
Efimova and Grudin (2007) have studied the adoption of Employee Blogs at Microsoft. 
They found "an experimental, rapidly-evolving terrain marked by growing sophistication 
about balancing personal, team, and corporate incentives and issues". Both the company 
and the employees struggled to find some accepted middle ground between work and 
private life, and between controversial issues and issues that did not reveal any company 
secrets but still attracted readers. When the researchers asked if there were any 
guidelines for weblog practice they were repeatedly told that "the policy is that there is no 
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policy", or "the policy is 'be smart'". Both employees and employers could benefit from 
weblogs, Efimova and Grudin conclude: 
 “For an employee, a weblog can provide a space to share passion for work, to 
document and organize ideas and work practices, to find and engage others inside 
and outside the organization. For an employer, this can result in accelerated 
information flow, increased productivity, improved reputation and customer 
engagement, but also in greater dependence on personalities, less control over the 
corporate face to the outside world, and possible challenges to hierarchy.”  
(Efimova & Grudin, 2007) 
4.1 Blogging as boundary practice – consequences for the 
employer and the employee  
Efimova has in her blog (http://blog.mathemagenic.com/) described blogging as a 
"boundary practice" shaped by at least three contexts, see figure 2. 
 
Fig. 2  Personal perspectives on work seen from the knowledge worker's perspective,  
from Efimova. http://blog.mathemagenic.com/2006/11/06.html#a1851 
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From the blogger's perspective blogging is a personal, individual and private activity. 
Workblogging is a subset of this activity and means that the blogger in some respects is 
crossing the boundaries into the company domain. However, if the company is not aware 
of both the personal and private aspects of blogging, it may not be able to understand the 
tensions that could arise when the external community starts to react to the blog posts. 
This is not a question of content focus or content style even if postings are thematically 
work related. The personal dimension of blogging activity will undoubtedly emerge.  
JISC CETIS, could use the following policy proposals to address the inherent tensions in 
workblogging for stakeholders: 
1. Define the concept of the “workblog” 
2. Introduce an editorial process for “workblog” postings 
3. Develop the “workbloggers” community 
4. Encourage employees to write separate blogs for work and private life 
5. Introduce community “workblogs” with their own community identity 
6. Give up identifiable “workblogs” and mask the identities of the powerbloggers 
Table 1. Policy proposals for the application of workblogs. 
We argue that, in understanding the weblog as a social phenomenon, it may not possible 
to enforce guidelines that blogs should be topic as opposed to author focused. A case 
study provided by Efimova & Grudin (2007) showed that employee bloggers were very 
conscious that it was their "personal voice" that attracted readers. That was why they 
were very reluctant to accept proposals from the company to convey certain messages, 
e.g. concerning new products, new features etc. It also seems that the personal or 
individual identity aspect of weblogs are somewhat built into the technology itself. The 
social ecosystem of "blogologues" are distributed conversations between online identities 
(Efimova & Fiedler, 2004) supported by blogging software technologies such as blogrolls, 
pingbacks, permalinks etc. Even if weblogs are not more than collections of links and 
short commentaries, the blogs projects identity, and the bloggers themselves become 
"human information routers" for like-minded readers (Efimova & Fiedler, 2004). 
In some organisations an editorial process for blogging means the active moderation of 
blog entries by an editor. For active bloggers it is possible that the very idea of 
introducing some kind of super-consciousness would make them withdraw. Experienced 
bloggers write for their perceived audience, not for their editor. It is possible that a new 
genre of “workblogger” could emerge, one sensitive to organisational perspectives and 
used to writing with editorial control in mind. Such a writer would be more akin to the 
journalist on a traditional publication than to the early adopters of blogging technology 
occupying the space just now.   
However, JISC CETIS already employs loose guidelines that might be more in 
accordance with the ethos of social software users. Tags are introduced to help the editor 
to aggregate appropriate blog entries to the front page. It is an accepted convention 
within the blogging community to use tags to facilitate discussions on how certain pieces 
of information or opinion should be framed. The tacit dialogue about what might be 
"constructive" between the JISC CETIS editor and the workbloggers could in itself be 
productive. The tagging process could represent a valid area for further research. 
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For many knowledge workers the idea of having separate blogs might be strange, one for 
work issues and one for personal interests.  Alternatively a blog with different sections 
might be used: An example of this practice is the chief architect of the Topic Map 
standard, Lars Marius Garshol, who runs a blog at www.garshol.priv.no that has three 
categories: Technology, Beer and Personal.  
Judging from recent practice in Norway, community blogs raise some issues concerning 
sustainability. The Norwegian Opening University launched a "group blog" at 
http://norgesuniversitetet.wordpress.com/. It has not been successful as seasoned 
bloggers do not sign up for group accounts, preferring to maintain their own blogs, and 
novice bloggers do not provide stimulating enough postings to attract an audience. 
Walker (2006) describes the academic “masked identity” scenario with pseudonymous 
blogs about academic life. We argue that this may not be a viable approach outside 
Academia, where employees do not experience the same degree of job protection. 
Companies are concerned about unflattering portrayals and leaks; there are several 
reported incidents which have led to employee bloggers being fired (Efimova & Grundin, 
2007; Hill, 2005; Brandweek, 2006). With universities increasingly becoming more 
concerned about their public profiles, pseudonymous blogs could have an uncertain 
future in Academia too. 
5 Conclusions 
We argue that blogging is inherently a social activity facilitated through technology. It 
cannot be considered merely a technological process. In cases where organisations have 
introduced workblogging as a central theme of their knowledge building and/or 
communication strategy, employees have exercised personal ownership of “their” 
blogspace, even within the constraints of the technology and institutional guidelines. 
Should workblogging become ubiquitous in organisations then it will be interesting to 
observe if a new “workblogger” will emerge, one who balances the conflicts of personal 
ownership with the institutional voice. Or will employees continue to exercise freedom in 
their postings? 
“Workblogging” could emerge as an effective knowledge building and communication tool 
in those institutions that recognise the social ownership of the blog space and balance 
this with a liberal approach to their protected authority. In order to realise the potential of 
blogging for knowledge building and employee personal development, we propose that 
institutions must embrace the challenge presented by the “wisdom of the crowd” and 
strive for the undistorted Habermasian ideal of speech. It would be a fertile area for 
further research to explore whether this ideal situation could ever be achievable 
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Abstract: Collaboration among teams of researchers requires a different 
approach to process management than that of typical business processes, 
involving the support of dynamic processes that change even as they are 
enacted, and flexible approaches to goals and process states. This paper 
uses the Viable Systems Model to identify design principles for systems 
aiming to support research collaboration. 
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1 Introduction 
Beyond its conventional English meaning of “working together”, or more specific 
definitions, such as “a coordinated, synchronous activity that is the result of a continued 
attempt to construct and maintain a shared conception of a problem” (Roschelle & 
Teasley, 1995), the term “collaboration” has a number of meanings within the context of 
research, and can refer to individuals working together within a research group, 
department, or institution, or between research groups, departments, institutions, sectors 
and nations (Katz & Martin, 1997). Aside from the nature of the entities engaged in 
collaboration, there are many different forms of collaborative activity, including multiple 
authorship, data collection, and shared analysis. While it is still the case that there are 
individual researchers pursuing their own work, increasingly research is seen as a 
collaborative activity. When viewed from the perspective of processes, it also apparent 
that even individual researchers frequently need to engage in collaborative processes 
such as research quality assessments and research group coordination activities such as 
progress meetings and generating new research ideas. 
By “research processes” we do not mean necessarily the scientific methodology of the 
researchers, but instead of the nature of the work carried out by people engaged in the 
profession of research in the broad scope of their activities. This includes not only their 
primary research work such as conducting experiments and gathering and analysing 
data, but also supporting activities such as producing proposals, conducting quality 
reviews, and managing projects.  
While increasingly researchers are making use of automation in a wide range of 
processes, the primary activities of researchers are concerned with the interactions of 
people within collaborative processes rather than interactions with machines. These 
activities form processes, either ad-hoc or explicit, performed by individuals and teams. 
Although collaboration is heavily promoted in e-science, actual collaborative research 
processes have been difficult to achieve in practice, resulting in “one research deliverable 
per partner” collaborations with limited real interactivity among participants (David, 2004). 
This suggests a potential role for systems to support the management of collaborative 
processes involving researchers. 
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While the processes of researchers are quite varied, our work to date in this area 
suggests that some generalisations are possible: 
1. Research processes can exhibit strong structure, but are more likely to be weakly 
structured through sharing of research practices. 
2. While some research processes may be pre-determined, the majority are 
dynamic. For example, within qualitative research adjusting the research process 
design as you go along is considered essential flexibility (Rubin & Rubin, 1995). 
This is also a typical characteristic of human work, in that processes tend to 
deviate from the model at runtime (Harrison-Broninski, 2004). 
3. Research processes alternate between periods of individual work and teamwork, 
but it is rarely the case that a research process is conducted entirely on an 
individual basis, either by one person, or as a series of handoffs (as is more 
typical of a general business process). 
2 Cybernetic analysis  
Cybernetics provides a framework within which critical system capabilities can be 
identified and handled within the design process. We applied the VSM model of Stafford 
Beer (1985) to better understand the requirements of collaborative research processes. 
2.1 Distribution of work 
A process can be described as a set of work items with flow control rules that determine 
the order of execution, typically related to a set of process roles that describe the 
characteristics of the people who should be involved in each work item. When a process 
needs to be instantiated, the process roles within the process definition need to be 
associated with people to perform them: any system for the management of research 
processes must therefore also support work distribution. Within the VSM, this work 
distribution is described as a resource bargain (Beer, 1985). 
Russell et al (2004) identifies 43 resource patterns, many related to work distribution, 
within which there are three main groupings of patterns that are of primary interest, which 
for the sake of simplicity are named here as Allocate, Request, and Offer. 
Allocate 
In the Allocate pattern (Figure 1), the process owner determines who will occupy which 
process roles. Participants have no choice in the matter, and are simply informed that 
work has been allocated to them. The process can begin immediately.  
Allocation can also be based on organisational role or capabilities rather than a specific 
individual, and the system allocates the work item using a load-balancing randomizer or 
similar mechanism, and there are many additional patterns concerned with the allocation 
mechanism (such as attempting to ensure that people complete familiar tasks, retain 
familiarity with a specific case, and so on). 
While the Allocate pattern appeals in terms of implementation simplicity, this simplicity is 
only achieved when the main complicating factors are moved outside the technology and 
into the work organisation itself. These include, for example, being able to handle re-
allocation, escalation, and delegation of work items. 
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Figure 1: The Allocate resource pattern 
Request 
In the Request pattern (termed the “Distribution By Offer” pattern by Russell et al (2004), 
the process owner initiates a dialogue with potential participants and establishes 
commitment to take part in the requested process role. The process can begin when 
sufficient commitment has been established. The most well known example of a Request 
pattern is the Conversation for Action model devised by Winograd and Flores (1986), and 
shown in Figure 2. A process, once committed to, may be capable of being deferred or 
executed immediately. 
 
Figure 2: The Request resource pattern 
Offer 
In the Offer pattern (shown in Figure 3), the process owner publishes the requirements of 
the process roles, which can then be ‘claimed’ by people who wish to participate. The 
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process can begin when the minimum required process roles have been claimed. This 
pattern is implemented by the IBM BPEL4PPL (IBM & SAP, 2005) specification. 
Variations on the Offer pattern include restricting the offer based on capabilities (e.g. 
competences), roles, or authorisation. 
 
Figure 3: The Offer resource pattern 
Other considerations 
These distribution patterns have a close relationship with scheduling; in the Allocate 
pattern, the process owner is required to know and respect the scheduling commitments 
of potential participants, as there is no mechanism typically by which allocations can be 
rejected and re-allocated. In the case of Request, the parties negotiate scheduling issues. 
In the case of Offer, the potential participants manage scheduling; there is no 
requirement of the process owner to know about or to discuss individual schedules. 
A further distinction is made between early and late distribution: are process roles 
advertised before the process initiates, or does the process start running and allow 
process roles to be claimed as it executes? 
2.2 Monitoring 
One of the critical functions of management is the ability to plan and act based on timely 
information about current processes. However, as the ‘bandwidth’ available for 
management is limited, this needs to be attenuated to the minimum useful information 
that can convey a simple “is everything OK?” Ideally it should also be available in real-
time. This can be achieved using a simple “dashboard” that displays the rolled-up states 
of all processes of interest. Rollup reduces the variety of information within a process to a 
set of simple key indicators that can be used to identify potential issues or to prioritize 
action. Given that the concerns of research management occur at several levels – for 
example, the process, the work package or line of inquiry, the project, the research unit or 
department – it should be possible to group and rollup indicators at all these levels of 
analysis as well as by individual process instance. 
Van der Aalst (2001) identifies one a key management issue related to dynamic 
processes, which is the problem of management information in diverging process 
instances. However, we can dissolve the problem if, instead of states we are only 
interested in deriving analog progress metrics. In this case, we can ignore entirely any 
variations in the processes during rollup. 
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However it also possible to force a process into a digital state: just as an intentional act 
begins a piece of work, an act is needed to bring the work to a close; in Winograd and 
Flores’ model this is the combination of the worker using the Assert speech act, and the 
requester using the Declare speech act to either concur or disagree with the assertion. 
In less abstract terms, we can see situations where, independently of individual progress 
states within a process, an actor may Assert that a milestone has been reached. For 
example, a process is initiated to decide on the structure of a research seminar, and a 
series of activities are planned by the organising committee, such as brainstorming, 
submitting and voting on proposals, discussions, and so on. However, after only a few of 
these activities, consensus is actually reached on the structure. The chair Asserts that the 
work is completed. However, in pure progression terms, none of the participants really 
moved beyond 30% completion of the process. So how can this be reported? 
An implementation could provide, independent of the activity structure itself, a facility 
where individuals can Assert that a milestone has been achieved. This does not 
necessarily mean that there will be no further work within the process – for example, it 
may be useful to add a reflection and lessons-learned session at the end of 
collaborations - however this is independent of the milestone. 
The opposite of Assert is to Renege or Withdraw. A good example of this might be the 
process of writing a submission for a conference – if the researchers miss the submission 
deadline, then they may as well just stop what they are doing, rather than complete the 
process. A simple approach would be to provide a “stop and archive” function that places 
the process into a non-active state (while maintaining all the existing progress states and 
stored information – it may be useful, after all, to mine something from it in future, or even 
restart it). 
2.3 Coordination  
Even when there is a management structure that attempts to harmonize the goals of its 
primary activities, there is still a need to ensure locally that individual processes operate 
in a harmonious fashion. Beer (1985) identifies in the Viable System Model the 
mechanisms whereby the actions of primary processes are prevented from collision and 
other unwelcome interference effects by an “anti-oscillation” or “reverberatory” 
mechanism. This can include organisational behaviour such as providing timetables and 
agreeing standards. Typically in real-world systems, however, it is also the effect of 
informal communication channels that cut across organisation and process boundaries 
that provides the reverberation function. When these channels are cut – perhaps due to a 
very mechanistic model of the organisation being implemented into an official groupware 
system, or an official crackdown on “gossip” or unproductive conversation – the overall 
behaviour of the system can lose cohesion and require more top-down interventions.  
The implication within this work is that any research activity management system must, at 
the very least, co-exist happily with cross-process informal communications. Additionally, 
we can actively support the personal regulation of work through a simple feedback 
mechanism, by exposing process states so that everyone is able to see their own work in 
its overall context; when everyone has an overview of work at the rollup level, individual 
prioritisation tasks can occur in context without the need for large amounts of point-to-
point communication. All that is needed, in addition to the general monitoring dashboard, 
is an indicator of personal progress state alongside the mean progress state of everyone 
involved in the process. 
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2.4 Audit 
While, for the most part, the management process is most effective in working with 
reported summaries, there is occasionally a need for management to investigate a 
process in depth, typically as a random check to ensure that the overall system is 
reporting correctly. This can be managed by providing an audit trail of detailed 
information on processes; in fact, we could (potentially at least) rewind and replay a 
complete process to enable this kind of high-level reflection. 
2.5 Self-Organisation 
According to cybernetic theory, variety management depends on the cooperation of the 
high variety system being managed; in other words, people manage their own variety 
(Liber & Britain, 2004). Self-organisation reduces the load on management and reduces 
the complexity needed within systems by delegating the necessary variety to participants. 
This can be accomplished in the research process system very neatly by turning the 
process management system over to the researchers themselves; by designing and 
participating in their own processes, the requirement to design, anticipate, initiate, and 
ultimately micromanage such processes on researchers’ behalf is replaced by relatively 
simple high-level monitoring augmented by periodic audits. This reduction in system 
complexity by “reversing the instrument” is quite typical of a cybernetic approach to 
system design. 
This has a very important implication for the type of system under consideration: the 
activity of designing and instantiating new processes must be understandable and within 
the capabilities of all researchers. A highly technical tool only usable by specialists is not 
an acceptable solution as it will only move effort to the outside of the system, and not 
generate the desired increase in efficiency.  
2.6 Handling unforeseen events 
Within the discussion of distribution of work items the issue of delegation and escalation 
has already been mentioned; this type of action can be described as a detour pattern, 
where work allocations are interrupted or must be revoked and reallocated (Russell, et 
al., 2004). While in some cases work must be re-allocated, in others the possibility arises 
to either skip the work or conversely to re-do it where incomplete or poorly executed. In 
some cases it is necessary for the process owner to abandon the process. In other cases 
it becomes necessary for the participants in a process to reorder the work items during 
the process itself. 
Within the Viable System Model there are two main external mechanisms for dealing with 
exceptional conditions. One is monitoring, where activity that cannot be managed within 
the process itself can be acted upon by another regulatory level; this is similar to the 
function of a steering group or other organisational process. The other is the “Algedonic” 
channel, triggered by truly exceptional events that have to be communicated straight to 
the control centre of the organisation.  
The monitoring function could be linked to a mechanism for intervention from a different 
level of the organisation (for example, for the leader of a research group to be able to 
intervene in process issues within the collaborations of doctoral students), although in 
practice this might be more readily enacted using existing communication protocols within 
the organisation loosely coupled with the process control system.  
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2.7 Planning and decision-making 
In addition to operational management, there is also strategic management concerned 
not only with the present but also the future. Ideally we might be able to support this by 
offering some means of forecasting based on process states, however this may be 
somewhat ambitious given the flexibility of the system; perhaps the research 
management system may be able to learn some simple forecasting heuristics based on 
the behaviour of past processes that can be used to predict likely future progress rates of 
processes. Another possibility is to ensure that the solution provides a wider monitoring 
capability so that researchers have a broad overview of related developments in their 
field, enabling new research opportunities to be identified. 
3 Conclusion 
As many of the research processes of interest are primarily constructed from human 
collaborative activities this implies that the technology requirements are focussed on 
human management and coordination rather than automation. 
Identifying the parameters of a desired system, we applied cybernetic modelling to better 
understand the organisational context and mechanisms that may be used to provide 
effective process management, to create a set of design principles; these principles are 
now being applied to the design of a Research Activity Management System. 
Future issues to consider include the role of organisational policy and its relation to 
process management, and the role of capability management within a research setting.  
The impact of computing paradigms including Business Process Modelling, Computer-
Supported Collaboration, and Human Interaction Management also require consideration; 
a paper containing this analysis, as well as the architecture of a proposed solution, is 
currently available in draft format at 
http://saturn.melcoe.mq.edu.au/presentations/rams_draft_for_lams_conf.doc 
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Abstract: This paper addresses the challenge of enhancing lifelong 
Competence Development and Management Systems with advanced 
features enhancing social interaction. Such features include network 
visualisations and browsing, intelligent agents and game dynamics aimed 
at supporting users seeking advice throughout their competence 
development process. In particular, we explore the design and impact of 
software agents providing personalized and contextualized stimulus and 
support based on user objectives and social network information. We 
describe how we envision embedding such agents in Competence 
Development Systems to help users “connect” to other users as well as to 
relevant competence development opportunities and relevant knowledge 
assets. Our ultimate objective is to increase system usage towards a 
sustainable level of knowledge exchange and creation. 
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1 Introduction 
Designing sustainable competence development networks and systems for distributed 
communities of users is a challenging task. One of the main trends today is to extend the 
traditional knowledge management functionalities embedded in such systems with new 
features which take into consideration the social nature of knowledge exchange networks 
and communities (Cheak et al, 2006; Brown and Duguid, 2000; Cross et al, 2001; 
Wenger et al, 2002). The ultimate objective of such advanced features is to support the 
social exchanges that occur between community members; in particular, the ability to 
generate and sustain ‘connections’ between users, and to stimulate them to actively 
participate in sharing and building on each others’ knowledge and experience (McAfee, 
2006; O'Reilly, 2005). Our objective is to present our vision of the users’ lifecycle in a 
competence development context, and discuss the approaches and technologies that we 
are designing to (i) facilitate social networking (i.e., users-to-users and users-to-
community connections (Wasserman and Faust, 1994; Watts, 2003; Cross and Parker, 
2004), (ii) help users identify relevant learning opportunities and make informed decisions 
(i.e., users-to-competences connections), and (iii) foster active contributions to the 
collective knowledge space (i.e., competences-to-competences connections). We also 
show how network navigation functionalities, embedded intelligent agents and connection 
games can support the lifecycle of competence development. 
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2 Competence Development Lifecycle  
This work is framed within the Integrated Project TenCompetence (Koper and Specht, 
2006), where the focus is on the design of an interactive system to provide users 
interested in extending their competences with an overview of possible competence 
development opportunities (or CDOs). In such a system, users are able to access 
information related to a variety of CDOs, including not only traditional courses, 
workshops, and reference material, but also ‘live’ resources, such as communities of 
practice developed around a given competence, or experts and peer groups. Such 
systems can be considered as interactive knowledge repositories which inform and guide 
competence development decisions in organisations, educational institutions, and 
individuals. The challenge is now to make sure that such systems (i) provide sustainable 
value to users, and at the same time (ii) stimulate users to contribute their knowledge, 
insights and experiences on a continuous basis. In order to address (i), we hypothesize 
that users seeking competence development support go through several phases (cf. 
figure 1) corresponding to Rogers’ change and adoption stages (Rogers, 2003).  
 
Figure 1: Competence Development Lifecycle within a CD Network (User perspective) 
At first, users might act very much as ‘free-riders’ and passive ‘lurkers’. In this first phase, 
the main objective is to help users become increasingly aware of what is going on in the 
network by encouraging them to explore the system to see how it could effectively 
support them in identifying relevant competence development experiences and 
opportunities. In a second phase, users might develop increased interest in the system 
and the users’ community and become gradually more actively engaged and motivated to 
spend their time with the system. It is in this critical phase that users can move beyond 
passively “watching” the content of the system and the behaviour of other users. They will 
start realizing the value of expressing their own insights related to specific CDOs, or the 
value of extending their user profiles with more information about themselves and their 
competence development expectations and objectives. Once their interest is high 
enough, users are expected to enter the third phase, and to become actively involved by 
contributing their own experiences, engaging in exchanges and gradually establishing 
relationships with other users. If they see that these exchanges are valuable and 
recognize the system and the network as a significant support for their competence 
development process, this phase will lead to a final “adoption” phase in which users will 
develop the necessary motivation and competence to become active members of the 
network, engaging in a mutually productive and sustainable knowledge exchange with the 
system and the users’ community.  
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The ultimate goal of the features described in this paper is to help users move efficiently 
through the phases of the lifecycle, providing them the motivation, the competence and 
the confidence necessary to gradually become well-connected, aware, involved, engaged 
users, who can extract value from their system usage (through their connection to other 
users, to relevant knowledge informing their decisions, and to competence development 
opportunities) and at the same time contribute to the community by pro-actively sharing 
their experience and the expertise they have developed over time. 
3 Connecting Users 
To support users throughout the lifecycle, we have identified four distinct domains in 
which the users’ ‘connectedness’ can be gradually enhanced in a significant way (that is, 
via the establishment of new connections or the strengthening of existing ones). These 
four distinct domains determine a structured context for injecting different dynamics 
(network visualisations and browsing, intelligent agents and game dynamics) in the 
system.  
 
Figure 2: Four Domains for “connection”-enhancing Embedded Dynamics 
As illustrated in Figure 2, the four domains include: (i) Helping users to better “connect” to 
themselves (in which case value can be created by letting users reflect on their own 
competence development experiences and objectives), (ii) Helping users to better 
“connect” to the user community (identification of relevant users and groups, notification 
of and involvement in community roles and events), (iii) Helping users to better “connect” 
to CDOs documented in the system (recommendation of relevant CDOs and CDO 
categories) and (iv) Helping users to better “connect” to the system itself (to enhance the 
users’ competence to generate, extract value from, and contribute to the system). 
In concrete terms, agents can stimulate users on a regular basis to review their own 
personal profiles and competence development objectives (Angehrn, 1993; Roda et al, 
2003) in the light of recent experiences, contributing to (i). Agents can also make sure 
that users explicitly describe their relationship networks, and are stimulated to extend 
them through exchanges with appropriate peers, contributing to (ii). Game-like dynamics, 
beyond supporting individual and collaborative learning (Wideman et al, 2007; Manzoni 
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and Angehrn, 1997) can also contribute significantly to (ii), providing an opportunity for 
users to meet and know each other in informal contexts. Furthermore, agents can reduce 
the search costs for relevant CDOs and proactively invite users to explore them, 
contributing to (iii). Finally, agents or game dynamics can help users learn to use the 
specific features of the Competence Development system more efficiently, contributing to 
(iv) e.g. by ‘connecting’ novice and expert users so that they can share best practices in 
using the system in an effective way. 
Ultimately, these embedded dynamics are all focused towards promoting and stimulating 
action, via dynamically-generated suggestions, maintaining existing relationships 
(connections) and promoting a high level of willingness to exchange within a community. 
Such actions aim specifically at helping users discover and connect to network resources 
(other users, or different types of knowledge assets (Boisot, 1998) which will support their 
own social and competence development, learn about and from other users through 
game-like dynamics developed to encourage them to share their competences and work 
together towards a common objective, identify and engage in suitable CDOs (formal 
learning) or more informal knowledge exchanges with relevant peers and experts, and 
finally increase their motivation to share their own experience and insights which will 
contribute to an increase in the overall value of the system both for themselves and the 
user community. 
4 Network Navigation Functionalities  
Networks must provide users with facilities to generate and strengthen valuable 
connections to ensure the social dimension of the competence development process is 
supported. The power of these social and knowledge networks comes from the 
connections we can access. Not only can we benefit from our own connections, but we 
can also find out who –amongst the people we know- knows someone who may know 
something about a given subject (Wasserman and Faust, 1994). Enabling people to think 
in terms of networks (networks of relationships among people, or between people and 
knowledge assets, as well as networks of relationships among competence-related 
knowledge assets) requires therefore the possibility for users to visualize and browse 
through a graphical representation of the network, rather than traditional linear 
representations. This is why we are investigating a set of enhanced features that could be 
embedded in traditional competence development systems in order to better support 
users and their competence development lifecycle. 
Providing users with the possibility to produce, visualize and browse through relationship 
networks between people and people (e.g., user ‘A’ knows user ‘B’), between people and 
CDOs (e.g., user ‘A’ has contributed to the development of CDO ‘C1’), and between 
CDOs and CDOs (e.g., CDO ‘C1’ addresses the same competences as CDO ‘C2’) has a 
potentially high value but is also associated with a higher degree of complexity. To 
reduce this complexity we are currently investigating which network-specific functionality 
needs to be provided. Such functionality includes a variety of selective display options - 
through which large/dense networks can be “centred/focused” around a given node (a 
person or a knowledge asset) – as well as network filtering options enabling users to 
remove unwanted information from the network representation. Expression-based, CDO 
type and subtype-based, connection-based and rating-based filters, to name but a few, 
will offer powerful ways to reduce the complexity of the network and support effective 
network visualisation and navigation. 
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5 Connection Agents and Game-like Dynamics  
In order to bring life to the system and stimulate users to gradually move though the 
different phases of the lifecycle model, we are developing connection agents which 
provide embedded dynamics. Agents can be perceived by users as virtual characters 
inhabiting the network and responsible for enhancing the users’ experience, for instance 
by regularly suggesting new or relevant CDOs, by pointing to interesting trends and 
events, or by initiating connections between users who have followed similar CDOs and 
happen to have related objectives. Agents aim to bring value to the users by helping them 
establishing “connections” in the four domains identified in Figure 2.  
A concrete example of an agent we are currently investigating is the so-called “Personal 
Development Agent”, who acts as a personal coach (Roda et al, 2003; Cross and Parker, 
2004). The goal of this agent is to help users better understand themselves and their 
needs by helping them formalise their objectives as well as their current and desired 
competences. It will suggest existing competences related to those the users have 
indicated, and will provide them with initial tentative connections to both relevant users 
who have a similar user profile and to relevant CDOs that they may want to explore to 
address their desired competences. Other agents include “CDO Connection Agents”, 
responsible for maintaining a consistent network of relationships between the CDOs 
included in the system, and “Concierge Agents” responsible for updating users about 
relevant events, particularly when they log in after a while and need to be “re-connected” 
with the community. 
Game dynamics can be defined as experiences that help participants gain awareness of 
a complex situation by letting them experiment with various solutions to a problem, and 
by showing them the consequences of their choices. They provide a situated context for 
learning and encourage participants to try to experiment, while ensuring that they learn 
something from it via feedback on their decisions (Rogers, 2003). Teams seem to provide 
a very good setting for games, as they regroup different users with different experiences 
and approaches to a given problem. They are especially interesting because they trigger 
debate and discussion on how to best solve the current situation, thus making everybody 
even more engaged in the game scenario. 
Games and agents work together. Agents play two roles: (i) selecting the best candidates 
for a game and (ii) stimulating individual users to engage in the game. An example of one 
game dynamics that we are currently exploring and designing is the “Connection-finder 
Competence Development Game” which focuses on challenging users/players to find the 
“best” person to interact with in order to extend one’s competences in a given area. The 
purpose of this particular game is to help a user find someone who is not in her network 
yet and who is similar enough to her to guarantee a productive exchange, while being 
dissimilar enough to ensure that they will both learn from each other. Following ‘blind 
date’ dynamics, the game asks each user a set of multiple-choice questions and uses the 
answers to filter the network and reduce the space of possible connections. When a 
‘match’ is found, the user profiles of both parties are revealed and a connection is 
proposed. 
6 Inside a Usage Scenario  
This section describes a user scenario illustrating some of the concepts and approaches 
we have developed in this article. It details the interaction of a user interested in locating 
Competence Development Opportunities (CDOs) related to a given subject, “Ajax”. 
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A first approach consists of using the network visualisation features to display all the 
CDOs which address “Ajax” and then use the selective display and network filtering 
options mentioned in section 4 to narrow down the search to CDOs fitting the specific 
preferences of the user (e.g. books and online courses addressing “Ajax”). The same 
network visualisation options could then be used to display not only relevant CDOs, but 
also other users who are knowledgeable about them. In this way, using network 
visualisations, the user could easily identify people she knows who are in some way 
related to relevant CDOs (as they have read and commented on a related book or 
attended an online course on the subject). 
A second approach requires the user to indicate explicitly to the system that she is 
interested in developing her “Ajax” competences (by adding this information to her 
personal profile). Automatically, the agents embedded in the system will be activated and 
generate suggestions for relevant CDOs (as described in section 5), pointing also to 
discussion forums in which users exchange their opinions about “Ajax”, as well as to a list 
of relevant users to be contacted. In this case, agents would significantly reduce search 
costs for the user and also help her to answer the question “Who do I know who knows 
about the subject I am currently interested in?” In case none of the people she knows are 
directly knowledgeable about “Ajax”-related CDOs, the user could use the network 
visualisation features to display relationship networks and identify the “shortest path” to a 
relevant expert (“Who do I know, who knows somebody, who knows somebody … who is 
knowledgeable about “Ajax”). 
7 Conclusions 
This article has presented our vision of a more socially-aware competence development 
system and the dynamics we believe are necessary to gradually “connect” users - to 
themselves, to the user community, to relevant knowledge assets in the system, and to 
the system itself - as well as to increase their motivation and capability to act as active 
members of a learning network. We also described a number of specific connection-
enhancing features and dynamics we are currently exploring: Network visualisation and 
navigation tools provide means to browse and filter the network, making the most use not 
only of one’s network, but also of the networks of each member of one’s network. 
Stimulus agents are responsible for suggesting connections between users and/or 
knowledge assets and competence development opportunities. Finally, game dynamics 
contribute to the development of rich exchanges within and across community members 
via learning-by-doing experiences. We are currently developing prototypes in the context 
of the TenCompetence project to validate these components and assess their suitability 
to extend current competence development systems and learning networks. 
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Personal Learning Environments for creating, consuming, 
remixing and sharing 
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Abstract: The paper argues Personal Learning Environments are a 
concept rather than a technology based application. The concept is rooted 
in changing forms of education and in particular in the different ways 
people are using computers for learning. The paper examines the findings 
of a seven-country study of in the use of computers for learning in Small 
and Medium Enterprises. It argues that computers are being used, not for 
formal e-learning but for informal learning through legitimate peripheral 
integration in distributed communities of practice. But educational 
technology remains less than compelling, despite the widespread and 
increasing use of computers for informal learning, communicating, creating 
and sharing. The major argument for the PLE is to develop educational 
technology which can respond to the way people are using technology for 
learning and which allows them to themselves shape their own learning 
spaces, to form and join communities and to create, consume, remix, and 
share material. 
Keywords: Personal Learning Environments; informal learning; e-learning 
 
1 Introduction 
A recent article in Wired (Andrews, 2007) talked of “a shift from aging, top-down 
classroom technologies like Blackboard to what e-learning practitioners call personal 
learning environments - mashup spaces comprising del.icio.us feeds, blog posts, podcast 
widgets - whatever resources students need to document, consume or communicate their 
learning across disciplines.’ The article reflects the growing interest in the educational 
technology community in Personal Learning Environments (PLEs) as the next wave of 
innovation in Technology Enhanced Learning. In previous papers I have sought to explain 
PLEs as a concept rather than as a technology based application. Such a concept is 
rooted in social and pedagogic development. In this paper I will briefly explore some of 
these developments and focus on the changing ways in which we are using technology 
for learning. This, I will argue, is the main driving force which should inform the shaping of 
next generation learning environments. 
2 How we use computers for learning 
There are many different movements in education which are driving the development of 
PLEs. These include the promotion of continuing and multi episodic learning, an 
understanding of the importance of informal learning and the move towards competence 
based education. But, the most compelling driver may be the changing ways learners 
(young people in particular, but by no means just young people) are using computers for 
learning. This paper is largely based on an empirical study of informal learning in Small 
and Medium Enterprises. 
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3 Create, consume, remix, and share 
John Seely Brown in a speech looked at the new dimensions of “learning, working and 
playing in the digital age” (Seely Brown J. 1999). One dimension he drew attention to was 
literacy and how it is evolving. He proposed that the new literacy, beyond text and 
knowledge, is one of information navigation. Linked to this was learning and how that is 
shifting, and he pointed to the growth of discovery or experiential learning. As kids work in 
the new digital media, he said, rather than abstract logic, they deploy bricolage. Bricolage 
relates to the concrete and has to do with the ability to find something – an object or a 
tool, a piece of code, a document - and to use it in a new way and in a new context. But 
to be a successful bricoleur of the virtual rather than the physical you have to be able to 
decide whether or not to trust or believe these things. Therefore the need for making 
judgements is greater than ever before. Navigation is being coupled to discovery and 
discovery being coupled to bricolage but you do not dare build on whatever you discover 
unless you can make a judgement concerning its quality or trustworthiness. The final 
dimension Seely Brown addressed was that of action. He suggests new forms of learning 
are based on trying things and action, rather than on more abstract knowledge. “Learning 
becomes as much social as cognitive, as much concrete as abstract, and becomes 
intertwined with judgement and exploration”. 
Seely Brown’s early study has been reinforced by research by Lenhart and Madden 
(2005)for Pew Research. The study found that 56 per cent of young people in America 
were using computers for ‘creative activities, writing and posting to the internet, mixing 
and constructing multimedia and developing their own content. 12 to 17-year-olds look to 
web tools to share what they think and do online. One in five who use the net said they 
used other people's images, audio or text to help make their own creations. Commenting 
on the study Lee Raine (BBC, 2005), said: "These teens were born into a digital world 
where they expect to be able to create, consume, remix, and share material with each 
other and lots of strangers." 
4 Learning in the workplace 
Of course there is almost certainly a generation gap in the way computers are used for 
learning. But a seven country study of the use of ICT for learning in Small and Medium 
Enterprises found a number of surprising results (Attwell, 2007). There was little use of 
ICT for formal learning in the SMEs (in fact there was little formal learning taking place at 
all). In contrast to the paucity of formal learning provision in the SMEs studied, there was 
a great deal of informal learning taking place. From the study most informal learning 
appeared be learner driven, rather than planned in conjunction with others in the 
enterprise, and was problem motivated, although some learners were motivated by their 
own interest rather than in response to any specific problem. In many cases ICT was 
being used as part of this informal learning. The main means of ICT based learning was 
Google key word searches. Managers were often unaware of this learning, although they 
were frequently aware of the problem which inspired it.  
There were considerable differences in the use of ICT for informal learning between 
different enterprises. It would be tempting to ascribe these differences to age, sector, size 
or occupation but it is hard to discern such causal factors from the case studies 
undertaken. None of the employees in the enterprises studied had attempted to claim 
recognition or accreditation for the skills and knowledge gained through informal learning. 
It is not clear if this is because they are not interested in pursuing further formal 
qualifications or if it is because they are unaware of any opportunities of claiming 
accreditation for informal learning. 
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The use of the Google search engine as the major tool for learning is interesting. It raises 
the question of how people are framing their search terms, how they are refining search 
strings, how they are selecting from the results of search queries and how they are 
following hyperlinked texts. For a search result to be useful it needs to both produce 
materials, ideas and concepts which can connect with the learner’s existing knowledge 
base of the one hand and approach the issue or problem being addressed on the other. 
The ideas of legitimate peripheral participation and proximinal development may be 
helpful for explaining this process and of understanding how people are making sense of 
knowledge. 
5 Legitimate peripheral participation 
Lave and Wenger (1991) propose that the initial participation in a culture of practice can 
be observation from the periphery or legitimate peripheral participation. The participant 
moves from the role of observer, as learning and observation in the culture increase, to a 
fully functioning member. The progressive movement towards full participation enables 
the learner to piece together the culture of the group and establish their identity. 
 “Knowing is inherent in the growth and transformation of identities and it is located 
in relations among practitioners, their practice, the artefacts of that practice, and the 
social organization…of communities of practice.”(Lave and Wenger, 1991, p 122). 
Especially in micro enterprises, SME employees have tended to be isolated from 
communities of practice. This may be a greater barrier to learning than the lack of time to 
attend training courses. One of the most powerful uses of ICT for learning in SMEs is the 
ability to connect to distributed communities of practice. There has been much comment 
on the phenomenon of ‘lurkers’ on discussion sites, lists servers and bulletin board. 
Lurking is very much a process of legitimate peripheral participation. Watching, listening 
and trying to make sense of a series of posts and discussions without being forced to 
reveal oneself or to actively participate allows the development of knowledge ‘about 
knowledge’ within a community and about the practices of the on-line community.  
Similar to the idea of legitimate peripheral participation is Vygotsky’s (1978) “Zone of 
Proximinal Development”. This theoretical construct states that learning occurs best when 
an expert guides a novice from the novice's current level of knowledge to the expert's 
level of knowledge. Bridging the zone of proximinal development construct with legitimate 
peripheral participation construct may be accomplished if one thinks of a zone in which 
the expert or mentor takes the learner from the peripheral status of knowing to a deeper 
status. This may be accomplished with or without intention as Lave and Wegner (1991) 
state: 
“Legitimate peripheral participation is not itself an educational form, much 
less a pedagogical strategy or a teaching technique. It is an analytic 
viewpoint on learning, a way of understanding learning. We hope to make 
it clear that learning through legitimate peripheral participation takes place 
no matter which educational form provides a context for learning, or 
whether there is any intentional educational form at all. Indeed, this 
viewpoint makes a fundamental distinction between learning and 
intentional instruction (1991, p. 40).” 
However, the expert scaffolds the environment to the extent in which the learner is 
engaged with the discourse and participants within the zone and is drawn from a 
peripheral status to a more engaged status. The peripheral learner interacts with the 
mentor, expert learners and peers within this zone. More able learners (peers) or the 
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mentor will work with the less able learner potentially allowing for socially constructed 
knowledge. 
6 Distributed communities and informal learning 
Within the SMEs studies there were few instances of mentoring or continuous contact 
with an expert. The use of ICT was allowing distributed access to expertise – albeit 
mediated through bulletin boards, forums and web pages. This leaves open the question 
as to the process of scaffolding which essentially becomes an internalised process. 
However the process of less able learners working with more able peers is a common 
process in seeking new knowledge through the use of ICT. 
Essentially workers are using search engines to seek out potential forums and contexts 
for learning. Selection depends on closeness of interest and the level of discourse in the 
community. There is little point in following a discourse of too low a level, of knowledge 
already gained, neither is there an attraction to a discourse which is clearly on an level 
which cannot be understood. Learners will seek a community with knowledge at a higher 
level than their own but which can connect with their prior learning, learning and practice. 
Typically they will lurk in order to understand the workings of the community and to gain 
some basic knowledge. After a period of time they might contribute in the form of a 
question and later again might themselves contribute to the shared knowledge pool. In 
this ways they move from the periphery through lurking to full bound participants in a 
community. It should be noted that communities are frequently overlapping and that the 
use of hyper-links and more recently standards like track-back allow the communities to 
be dynamic with the emergence of new groups and discourses. 
This study is important not only in showing how people are using computers for learning 
but in their use of learning materials. Few of those we surveyed used formal learning 
materials. They were using materials they found on the web for learning. In education, we 
have tended to focus on the development of formal learning materials and have ignored 
the vast potential of freely available ‘objects’ of all kinds (not formal learning objects!) 
freely available for learning purposes. 
7 What about educational technology? 
Despite the widespread and increasing use of computers for informal learning and for 
communicating, creating and sharing, educational technology remains less than 
compelling. Compare the vibrancy of many of the web spaces targeted at young people 
and the massive take up of My Space, compared to the lack of discourse on many 
institutional VLEs.  
Of course it could be said that the evidence I have cited is for informal learning and that 
formal education is different. Learning can be hard and may not be fun. Different 
processes and technologies are needed for engagement with a formal body of knowledge 
and for navigating a formal curriculum. It might also be argued that different forms of 
educational technology are required if there is the presence of a skilled teacher or 
facilitator. A further argument is that the learning processes I have described are based 
on voluntary learning and rely on a high level of self motivation. What about those 
learners who lack high levels of self motivation and are unaccustomed to managing their 
own learning? 
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There is a degree of truth in this. But I am unconvinced that our present educational 
technology, based essentially on managing learning, rather than encouraging creativity, 
provides any better motivation for learners. 
In a paper published in German last year (Attwell, 2006), I argued that the lack of 
innovation and the limited didactic approaches to learning using computers within the 
educational system is perhaps not surprising. The development and adoption of e-
learning has not taken place in an ideological vacuum; the forms and uses of 
technologies are shaped by political and social processes. If learning is a social process 
(Guile and Young, 1997), then any consideration of the development and impact of e-
learning and e-learning technologies needs to examine the wider social, economic and 
cultural processes and discourses involved in the development and implementation of 
new technologies in education.  
Three dominant policy discourses in education have shaped the development and 
implementation of e-learning: commodification, privatisation and a restricted discourse of 
lifelong learning, which in turn are based on broader discourses around globalisation and 
the privatisation of knowledge.  
Such dominant discourses have tended towards limiting the impact of ICT within the 
mainstream education and training systems and of holding back the development of new 
didactic and pedagogic approaches within formal learning.  
The danger is that the education system will become irrelevant to many people's learning 
needs. It will be seen as an imposition. Young people will turn to social spaces for 
communication and developing ideas. Access to quality learning provision for adults will 
be dependent on companies and private training providers.  
The most compelling argument for the PLE is to develop educational technology which 
can respond to the way people are using technology for learning and which allows them 
to shape their own learning spaces, to form and join communities and to create, 
consume, remix, and share material.  
8 What is a Personal Learning Environment? 
The development and introduction of Personal Learning Environments is not merely a 
replacement of one generation of educational technology by a new set of applications. It 
does not just mean replacing Blackboard or WebCT with ELGG or Mahari or Wordpress 
or providing tools for mash-ups (welcome though this might be).  
Rather, it represents a significant shift in pedagogic approaches to how we support 
learning processes. 
This means a move from seeking to use technology to manage learning to encouraging 
and facilitating wider social learning processes, encouraging and valuing both informal 
and formal learning and recognising the different contexts in which learning takes place. 
Central to such an understanding is placing control of learning in the hands of learners 
themselves and providing learners with the skills and competences to manage their own 
learning.  
This implies significant changes in the role of educational institutions. However, that is not 
to say that institutions and teachers have a lesser role to play. Institutions will continue to 
be important in providing access to expertise and to structured bodies of knowledge as 
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well as to qualifications. However, it is important that institutions understand they no 
longer have a monopoly on knowledge which is distributed through different communities 
of practice. Teachers will play a critical role in guiding and facilitating learning processes. 
Educational technologists will have a difficult role in supporting the different (social 
software) applications which learners and teachers may choose to use for developing and 
sharing knowledge and there may have to be a rethinking of the role of institutions as 
technology providers. A critical issue will be responsibility for data. Ultimately, learners 
will have to take responsibility for their own data and will need education and help in 
assuming this role.  
There remain many issues to clarify in the movement towards Personal Learning 
environments. This is not surprising, considering the implications of such a change. PLEs 
are not the result of new technologies per se but of fundamental changes in how we use 
technology for learning and in the social organisation of education. Although PLEs may 
appear to represent a threat to existing institutional provision of learning they also 
represent an opportunity for shaping technology to facilitate a profound extension of 
access to opportunities for learning. 
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Abstract: There are management issues surrounding the development 
process required for creation of software components that are to be 
implemented in applications and offered as constituents of a component or 
service framework. We offer ways of ensuring capability in a development 
team to provide services that may be assembled into multiple composite 
applications. We identify the following interrelated factors as necessary to 
the move to successful service based application development; model 
driven development, process capability and maturity, system requirements 
traceability, facilitating collaboration between domain experts and the 
technical implementers and process based support for the development 
team. The proposed development process provides a basis for 
development project management and for support for all the involved 
roles. 
Keywords: composite applications, service development process, 
competencies, structured curriculum, workplace learning 
 
1 Background  
Over the last three years the JISC-funded Horus project teams have developed a number 
of applications to support undergraduate and postgraduate medical education. These 
applications deployed the Horus component, provided to the community as an open 
source Web Service, to support mapping between a structured curriculum and the 
intended learning outcomes of learning events, allowing students to plan and manage 
their own learning. The service allows and encourages students to reflect on learning 
events that they have attended and to evaluate their quality with respect to their own 
learning and competence profile. Information provided by individual students is 
aggregated and analysed for the cohort, allowing students to assess the potential value 
of coming events, as well as to judge their own progress and for teachers to review the 
success of events for which they have been responsible.  
The Horus Web Service has been integrated into three separate systems to provide the 
following functions: 
• Gathering feedback - retrieves the appropriate (contextual) feedback question forms, 
and receives and stores feedback inputs.  
• Directed resource discovery - ranks the relevance of learning events to an individual 
learner, based on the gap between their current learning profile and the goals of the 
course.  
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• Reflective learning portfolio - allows a learner to reflect on past learning activities and 
choose future ones. The learner can retrieve his/her profile against a hierarchical skill 
set, and match their profile against a group’s experience. 
• Quality assurance analysis – records and monitors the performance of teachers, 
learners and learning events/activities within a course. It also measures and tracks 
resource usage. Flexible quality assurance can be enabled through the use of a 
multidimensional data analysis tool.  
• Managing learning outcomes - allows management of learning objectives and 
feedback questions and connects them to relevant entities, for example, a course 
module. It also groups objectives and questions into parameterised collections for 
analysis of feedback.  
The work on the first generation of the Horus service has led to a greater understanding 
of a number of issues surrounding the creation of software components, which are 
implemented as Web Services and offered as constituents of a component framework, 
such as the JISC/DEST e-Framework (www.e-framework.org). These issues fall into 
three broad categories; first, meeting the multiple domain requirements for managing 
learner-centred, experience-based learning in relation to a structured curriculum; 
secondly, finding the correct granularity and degree of autonomy of the developed 
components and thirdly finding the appropriate development process to provide high 
quality components that can be assembled into robust, sustainable applications.  
In a current project (Horus e-Learning Management (HeLM), 2006) the development 
team is: 
• Developing services for managing in depth reflective learning, creating and 
maintaining a teacher portfolio, providing a learning opportunity bank mapped to a 
structured curriculum, integration of both formative and summative assessment data 
with learner competency profile and cross-institutional provision of workplace 
learning; 
• Merging these new services with the existing functionality of the Horus service; 
• Investigating requirements for these services in new domains, such as dentistry, 
pharmacy and audiology; 
• Extending the services to support for lifelong learning, considering the requirements 
for portfolio integration and an appropriate skills and competences profile;  
• Collecting requirements for the abstraction of generic services.  
The software development goal is to be able to provide future composite applications 
from a set of high quality, tested and validated services across a number of disciplines 
that have structured curricula and to serve lifelong learning requirements.  
2 The Development Process Issue 
The issue that this paper addresses is the capability of a development team to provide 
sustainable services that may be assembled into multiple composite applications. This 
has to be planned and managed since it will not come about of its own accord. Software 
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developers in small scale projects usually do not operate the rigorous processes required 
to produce high quality services that have the attributes required to become long-term 
assets for assembling composite applications. In particular, they tend to deal superficially, 
if at all, with the fundamental issues of system analysis and design that need to underpin 
such complex development endeavours. This paper addresses the issues around setting 
up an appropriate development process for the current project and for future 
developments in this area, recognising that the principles should apply to service 
provision in all domains. The challenge is to provide services of the required quality within 
the sorts of time and resource constraints that are usually encountered in such projects. 
This paper addresses the planned process and its rationale.  
3 Requirements for a composite application development 
process  
Composite applications for current and future requirements hold the potential to confer 
agility and extensibility to meet shifting requirements in multiple domains (Holyfield and 
Kraan ,2006, Channabasavaiah and Holley, 2004, Dexter, 2004). This is not a new idea. 
In the late 1990s Component Based Development (CBD) promised assembly of 
applications from ready components. However, there was not very extensive take-up of 
this in organisations and evaluation of this issue has indicated that the principal obstacles 
lay in the cultural difficulties in making the necessary organisational changes, in addition 
to the inherent complexity of some of the technology platforms available (Crnkovic et al., 
2005). Web Services and SOA have returned this idea to popularity and the current 
enabling technologies are giving the component based development idea a better chance 
(Barn, 2004, Borges et al., 2004). Cultural change is still required and organisations still 
need to put suitable service governance and development processes in place (Sprott, 
2003).  
We identify the following interrelated factors for the move to successful service based 
application development: 
1. Model driven development 
2. Process capability and maturity monitoring and evaluation 
3. System requirements traceability maintained all the way to the services 
4. Bridging between domain experts and the technical implementers 
5. Supporting the team members with process guidance 
A key factor in the move towards achieving ‘on demand’ high quality applications is the 
adoption of model driven development. Two models are required to support this, a model 
to drive the development process and a model to drive service development and 
assembly. Adopting model driven development is considered to have the potential to lead 
to a mature, cost-effective component based development process for service oriented 
architecture including process quality metrics (Brown, 2002, Woodman et al., 2001).  
The second of these models contains all the outputs (deliverables) of the activities in the 
development process, from usage narratives of domain experts to the program code 
contained within the services. The nature of these elements will depend on the modelling 
language, programming languages and method adopted by the development team, and is 
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not addressed here. Traceability is maintained with the development process model, 
allowing the project manager to monitor the actual execution of the development process. 
The process has of necessity to be based on a single coherent model that can support all 
the activities engendered in meeting the above requirements. It is a multi-aspect model 
that guides and supports all the team members in their various development roles. The 
development process model has to include: 
• All the activities (tasks), their sequencing rules and their dependencies;  
• the resources and the deliverables;  
• the roles and responsibilities of the team. 
In this way the nature of, for example, code development can be understood, 
communicated and managed. The dependency of service development in turn on the 
service architecture, system model, domain model and requirements is made transparent. 
In this way the roles and responsibilities of individuals and their interfaces to others can 
be understood communicated and managed. 
The bridge between the domain experts and the software developers must be maintained 
throughout the life-cycle of the services. In joint application development processes, all 
the involved roles work within their own field of expertise and a systems analyst serves to 
facilitate the discussions and capture all the outputs in the core system model. 
Requirements traceability should be managed as far as the service interface. 
Requirements have to be made visible in the model and their relationships to all the 
relevant model elements maintained, that is, to use cases and their steps, classes and 
their operations, roles and the component interfaces (Letelier, 2002, D’Souza and Wills, 
1998). 
4 The proposed development process  
Figure 1 shows a high level view of the roles and activities involved in the provision of 
services. A core development team comprises the domain experts, systems 
analyst/application architect, technical architect, programmer, reviewer (Quality 
Assurance) and the development/project manager. In addition there are roles for 
stakeholders during requirements gathering and for representatives of the different 
categories of users during the pilot phase. The key to covering the requirements in the 
final set of specified services is the collaboration between the domain experts and the 
systems analyst in the creation of the system models, and the collaboration between the 
systems analyst and the technical architect in the engineering of the application/service 
architecture. The service architecture is the focus of all the development planning and the 
basis for assembling composite applications to meet multiple sets of requirements. 
The development process diagram shows a sequence of activities for quality driven, 
incremental and iterative development of a set of services. This is a high level view of the 
process in which the underlying detailed tasks form iterations planned on the basis of 
evaluation of all the key deliverables and risk assessment. In this kind of joint application 
development, the systems analyst has a bridging role, ensuring that the knowledge of the 
domain experts finds its way into the analysis and design models of the system and that 
they are able to evaluate the development deliverables.  
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Figure1: The service development process 
There is clear division between the platform-independent or logical service specifications 
(which will be provided as Service Genres to the e-Framework), and the technology or 
platform-specific specification required for a particular application. The platform-
independent specifications may be used for multiple implementations in different 
technology environments. 
The process described here forms a part of a reference model for developing SOA 
composite applications to support business processes in HEIs which is being developed 
in a collaboration between University of Manchester and Thames Valley University 
(COVARM 2006, Barn et al. ,2006 a and b). This reference model provides the basis for 
supporting developers who are new to the requirements for managing and implementing 
service development. 
5 Support for the development team  
The first step in this process is a workshop with all the domain experts to align 
expectations, to discuss the development process, plan recruitment and to get started on 
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the requirements gathering. The initial workshop covers the first steps in systems 
analysis, a review of roles and responsibilities within the development team and the 
method for creating usage narratives and from them abstracting structured Use Cases.  
The development process model provides the basis for a process driven knowledgebase 
that can support all the involved roles in their activities (Dexter and Petch, 2006). Each 
element of the model may have guidance attached in the form of checklists, templates, 
white papers, examples, good practice guides and similar. This knowledge base provides 
ongoing, at-elbow support for the team. 
6 Summary and future work  
The following are the planned outcomes of the development process: 
• Defined roles and responsibilities 
• Set of services in an SOA framework aligned to e-Framework 
• Rigorous development process  
• Full lifecycle involvement of domain experts 
• Evaluation of the composite applications development process  
The process proposed is proven in industry but is not commonly encountered in the 
academic context. It is hoped that the involvement of the domain experts in a way that is 
natural for them to articulate their knowledge, with the transformation of that knowledge 
into system artefacts being mediated by a systems analyst will bring about the 
development of high quality services for assembly into composite applications.  
If the community is embarking on a long term complex, collaborative venture to develop a 
component-based service world then a major risk is variety in quality, design 
philosophies, granularity and ontologies. A key factor in minimising this risk is a sound 
method for project analysis and management that is understood and shared across the 
development community.  
References 
Barn, B. (2004) “From Components to Web Services” 6th International Conference on Enterprise 
Information Systems (ICEIS) Tutorial, http://www.iceis.org/iceis2004/tutorials/ 
balbir_barn.pdf  
Barn, B., Dexter, H., Oussena, S. and Sparks, D. (2006) (a) “SOA-MDK: Towards a Method 
Development Kit for Service Oriented System Development”, Proceeding of the 15 
International Conference on Information System Development, Budapest, Hungary 
Barn, B., Dexter, H., Oussena, S. and Petch, J. (2006) (b) “A Synthesis Approach for Deriving 
Reference Models for SOA”, IADIS International Journal on Computer Science and 
Information Systems (ISSN: 1646-3692)  
Borges, B., Holley, K., Arsanjani, A. (2004) Service-Oriented Architecture Components and 
modeling can make the difference, http://webservices.sys-con.com/read/46175.htm  
  
 
   
  
Hilary Dexter, Jim Petch and Dan Powley 
   
 
  
 
  49 
  
 
   
 
Brown, A. (2002) “From Component Infrastructure to Component-Based Development”, 
Proceedings of the 1998 International Workshop on Component-Based Software 
Engineering, Software Engineering Institute, Carnegie Mellon 
Channabasavaiah, K. and Holley K. (2004), IBM Global Services, and Tuggle, E. IBM Software 
Group, “Migrating to a service-oriented architecture”, http://www.cytetech.com/documents/ 
SOA-IBM.pdf  
Crnkovic, I., Chaudron, M. and Larsson, S. (2005) “Component-based Development Process and 
Component Lifecycle”, Proceedings of the ITI 2005 Conference, Dubrovnik, Croatia 
Dexter, H. and Petch, J. (2006) “Building a Process Driven Knowledgebase for Managing Student 
Support”, Proceedings of the Distance Learning Technologies Track of 2006 Information 
Resources Management Association International Conference, Washington, D.C., USA. 
Dexter, H. (2004), “A Roadmap for e-Learning Service Provisioning”, http://www.elrc.ac.uk 
/download/publications/serviceroadmap.doc  
D'Souza, D., Wills, A. (1998) “Objects, Components and Frameworks with UML: The Catalysis 
Approach” Addison Wesley, ISBN: 0201310120 
Holyfield, S. and Kraan, W., JISC (Eds), “The e-Framework Briefing Paper” http://www.jisc.ac.uk/ 
uploaded_documents/JISC-BP-eframework-FINAL.pdf  
Letelier, P. (2002) “A Framework for Requirements Traceability in UML-based Projects”, 
Proceedings of 1st International Workshop on Traceability in Emerging Forms of Software 
Engineering, Edinburgh, UK 
Minerva (2006) “Minerva: e-Portfolio services to support lifelong workplace learning” : 
http://www.jisc.ac.uk/whatwedo/programmes/programme_elearning_capital/el_xinstit/minerv
a.aspx  
Sprott, D. (2003) CBDi “SOA Roadmap: Policies for Practical Implementation” 
http://colab.cim3.net/file/work/SOACoP/CBDI%20David%20Sprott%20AIC%20Meeting%20
03-16-06.ppt  
Woodman, M., Benediktsson, O., Lefever, B., Stallinger F., (2001) “Issues of CBD Product Quality 
and Process Quality.” , Proceedings of 4th ICSE Workshop on Component Based Software 
Engineering - Component Certification and System Prediction, May 14-15, 2001, Toronto, 
Canada 
 
  
 
   
  
 
   
 
  
 
  50 
  
 
   
 
Learning Design Language to model the activity supported by 
services  
Christian Martel, Laurence Vignollet 
Scenario Team, Laboratoire SysCom, University of Savoie, 73370 Le 
Bourget-du-Lac Cedex, France 
E-mail : {christian.martel, laurence.vignollet}@univ-savoie.fr 
Abstract:  The purpose of this paper is to improve service support in 
learning design language and infrastructure. The proposition is to use LDL 
(Learning Design Language) to model the activity supported by a service 
and to extend LDI, the associated infrastructure, to allow the 
operationalisation and execution of these improved scenarios. The 
approach attempts to address a paradox in the learning design field: the 
activity mediated by services can neither be prescribed nor observed. 
Keywords: Learning design language, learning scenario, service 
specification, service integration in learning scenarios, activity prescription. 
 
1 Introduction 
One of the most promising theses supported by the recent work undertaken in learning 
design (LD) consists in considering the model of the learning activity as an important 
component of a technology enhanced learning environment (Nodenot, 2005). Learning 
environment engineering is therefore conditioned by the life cycle of the activity model. 
This consists of a design phase, followed by an operationalisation phase in which the 
learning environment is deployed, and then an execution phase in which the activity takes 
place. In accordance with this point of view, the Model Driven Engineering (MDE) 
approach (Bézivin, 2004) is followed so that the technical infrastructure is no longer 
prominent. Consequently, teachers can be associated to the design process of the 
learning environments. 
The benefit from this approach for the teacher is that s/he could prescribe the learning 
activity without any technical considerations. However, paradoxically, whereas s/he builds 
activities in general by re-using existing learning objects and services, current LD 
approaches consider these existing resources as black boxes. In particular, what can be 
done using a service and what can be observed is delegated to the service. 
The new proposal offered in this paper consists of the generalisation of the LD approach 
to the description of the services1. The proposition is to use LDL (Learning Design 
Language), which is particularly well-adapted to modelling collaborative activities, to 
model the activity supported by a service. In this new approach, the instructional designer 
or the teacher in charge of the design of a learning activity first has to choose a service 
regarding the LDL model of the activities it supports. Subsequently, s/he has to link the 
re-used model with the model of the learning activity. Finally LDI, the Learning Design 
Infrastructure, is in charge of the operationalisation and execution of these LDL “enriched 
learning scenarios”. 
                                               
1
 Learning objects are considered as services 
  
 
   
  
Christian Martel, Laurence Vignollet 
   
 
  
 
  51 
  
 
   
 
The next section briefly describes LDL (Learning Design Language). It is followed by a 
description of the use of LDL in modelling the activity supported by a service. Finally, the 
consequences of this new approach for the operationalisation and execution phases are 
explored. 
2 LDL to specify learning activities  
A scenario is simply an arbitrary notation with which to describe a future activity planned 
by the author, independently of the context of its execution. Its production is based on an 
abstract model of a learning activity which is in turn constructed using a meta-model that 
defines all the concepts and their relationships that are useful for the description and 
modelling of the activity. 
This section briefly describes the basic concepts of the LDL meta-model. For a more 
complete description, see (Martel et al, 2006a). 
 
Figure 1: Simplified version of the LDL meta-model 
The LDL meta-model shown in figure 1, defines the following basic concepts:  
• Interaction: The main concept of the model. The interactions specify the exchanges 
the participants will have during the learning activity.  
• Structure: A structure specifies the order in which the interactions will be played out 
i.e. the learning flow. 
• Role: Held by the participants, a role is defined by the list of the interactions in which 
the role is involved. 
• Arena: Where (and with which) interactions are performed 
• Positions: Expressed by learners/agents to make choices or to evaluate an activity. 
Checks  >Rule
Re
gul
ate
s >
*
Is taken by   >
   Is taken on >
*
Interaction Arena
Role<   Plays
Takes place 
in   >
* 1
DeclaredObserved
<  Associated to
1
Position
Observable
Scenario
Structure
<
 Regulates0..1
*
*
*
1
*
*
*
*
*
*
* 1
  
 
   
  
Christian Martel, Laurence Vignollet 
   
 
  
 
  52 
  
 
   
 
• Rules: Give the start-up and stopping conditions of the interactions or structures. 
Used to regulate the activity. 
• Observables:  Sensors used to evaluate “observed” positions. Also useful in 
producing structured traces of activities. 
3 LDL to specify activities supported by services 
As mentioned in the introduction, learning design languages, like LAMS-LD 
(http://www.lamsfoundation.org/) or IMS-LD (Koper, 2002), consider services as black 
boxes. This means that the activity supported by the service can neither be prescribed, 
nor observed. The solution proposed in order to support the prescription of activities is to 
use LDL to specify the activity supported by a service. In LDL, this prescription includes 
the definition of what can be observed. This is illustrated in the next section, which deals 
with the specification of “a discussion in a forum”.  
3.1 An example: a discussion in a forum 
In the planet game example proposed during a Workshop at ICALT 2006 (see the 
description in (Vignollet et al, 2006)), two teams can hold a discussion in a forum to 
exchange clues. The teacher can moderate these exchanges.  
In the current LD approach, the scenario designer specifies only the type of service 
needed to perform the learning activity: a forum in the planet game example. S/he does 
not know at this stage which tool will in fact be used during the activity. The choice of the 
effective tool depends on the virtual environment which will be chosen to support the 
activity and on the available tools of the selected type in this environment. In the 
proposed approach, an effective tool may be chosen only if it implements the specified 
activity it is supposed to support, and not simply because it matches the type of tool 
specified. 
To model a learning activity, methodologically, the designer analyses the activity. The 
methodology used to build activity models can also be applied to model services. In the 
example which we are examining, the activity can be modelled with two activities which 
share arenas: “having a discussion” and “moderating”. Take the activity “having a 
discussion” as an example. This activity consists of making it possible to propose a new 
subject, to play a part in an existing subject by posting a message, or to comment on an 
existing message.  
In LDL, this activity can be modelled with a main structure in which these three 
interactions are proposed simultaneously to the participants. This activity starts when the 
participant joins the forum (start-up rule) and stops when s/he leaves it (stopping rule). 
The interactions of the activity “having a discussion” define the interactions which the 
"contributor" role can perform. The arenas are: the discussion space, the subjects, the 
messages and the comments on the messages. They are moreover shared with the 
“moderating” activity. Finally, several positions need to be defined. As an example, the 
position “I do not wish to have a discussion any more” of the type “declared” allows the 
participant to leave the discussion when s/he wishes to. Another position can be defined 
which makes it possible to propose the relevant interactions according to the place where 
the participant is. For instance, when a participant is consulting a message, his/her 
position is “in the message”. Then the interaction “add a comment” has to be proposed to 
her/him. In this case the position type is “observed”. 
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LDL does not require any modification to model such activities supported by services. 
The re-use of this specification in a learning scenario can be done by copying and pasting 
it “into its place” in the learning flow. However, in this way, the learning scenarios become 
too complex, too big and thus too difficult to maintain. The learning design language has 
to provide the conceptual means to link this activity specification with the learning activity 
one. This requires an extension of LDL which is described in the next section. 
3.2 The integration of a model of a service in a model of a 
learning activity 
LDL has to be extended to allow the definition of these links. A new concept, called “use-
pattern”, has thus been introduced. It refers to the model of the activity to be re-used. 
This could correspond to the whole model, or part of it (only one interaction for instance). 
It requires the establishment of a link between the learning activity and the activity re-
used by means of two properties called “with_role” and “with_arena”. 
The property "with_role" specifies the correspondence between the roles defined in the 
model of the learning activity and those of the re-used model. For example, in the planet 
game, the “contributors” in the re-used discussion activity will be the “learners” in the 
learning activity. 
The property "with_arena" specifies the correspondence between the arenas of the 
learning activity and those of the re-used activity. In the planet game example, the arena 
"discussion forum" corresponds to the arena "discussion space" of the discussion activity. 
Figure 2 represents this LDL extension. 
 
Figure 2:. LDL extension: a structure can reference all or part of the activity model of a 
service 
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4 Model imbrications to operationalise and to execute scenarios 
To create a corresponding activity in a targeted VLE, like Plone1 or Moodle2, a scenario 
has to be “operationalised” to create an activity that will be executed. LDI is in charge of 
the operationalisation and the execution of the scenarios written in LDL. We have 
extended it to take into account the developments described above: the modelling of the 
activity supported by the services and the inferred LDL enhancement (the use-pattern 
concept).  
The operationalisation and execution phases and their evolutions are presented in the 
following two sections. 
4.1 Scenario operationalisation  
The following steps describe the operationalisation phase of a learning scenario in which 
services are only referenced by their type. When the targeted VLE is chosen, this phase 
consists in: 
• creating an activity from the scenario (this is a kind of instantiation); 
• choosing the participants and attributing to them the roles foreseen by the scenario 
(for instance, the role “learner” will be attributed to Paul, a student); 
• selecting the services and contents required by the scenario with regard to their type 
(for instance, the URL of a document to be read by the learners is given).  
The operationalisation phase of “enriched learning scenarios” is more complex. In more 
detail than previously, figure 3 shows all the transformations of such an “enriched 
scenario” written in LDL. The steps are: 
• Scenario rewriting: this consists in « exploding » the references to the re-used 
patterns of service in the “enriched learning scenario”. The re-used structure and/or 
interactions from the referenced patterns are included in the current scenario. 
• Instantiation: this consists in reifying the scenario. Its object representation is created 
and initialised to build an activity.  
• Initialisation: it is made up of three steps (cf. figure 4): 
• Populating the activity: designating the participants and attributing their 
roles.  
• Location of the activity: “real” services have to be chosen in the knowledge 
of the targeted VLE,. This requires a dynamic discovery of the adequate 
services available in the targeted VLE, i.e. those which support the 
corresponding activities modelled in the scenario. Then mapping tables are 
                                               
1
 http://plone.org/ 
2
 http://moodle.org/ 
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built matching the concepts defined in the scenarios and the corresponding 
ones of the chosen service:  
• scenario roles are mapped to the corresponding ones in the real 
service and the method to initialise them is given; 
• scenario arenas are mapped with the objects defined in the real 
service. For instance, for the forum named PloneBoard in the Plone 
environment, one mapping is: the arena “comment” specified in the 
scenario is mapped to an object of type “PloneboardComment”; 
• to each observed position, the corresponding method to be called to 
obtain its value is defined. For instance, in the model of the moderated 
discussion activity, the position “the number of messages to moderate” 
is obtained by calling the method “Get_nb_to_moderate” of 
PloneBoard. 
For the moment, service discovery is static and done “by hand”, as is the 
building of mapping tables. 
• Instantiation, initialisation and configuration of the “real” service:  
• An instance of the selected “real service” is created (an existing one 
could be re-used) ; 
• The roles and the associated rights are given to the corresponding 
participants.  
• The service is configured. For instance, for the moderated discussion 
activity, the moderation features of the real service have to be 
activated if it is not done by default.  
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Figure 3: The scenario life cycle  
4.2 The activity execution  
Afterwards, the execution can take place in the targeted VLE. For that purpose, the LDI 
infrastructure includes a player (equivalent to SleD1  for Copper Core) which allows each 
participant to interact with the others via Internet by using the services and the contents 
prescribed by the scenario.   
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Figure 4: Activity initialisation during the scenario operationalisation  
5 Conclusion 
The approach described in this paper attempts to address a paradox in the learning 
design field: the activity mediated by services can neither be prescribed nor observed. 
The proposed solution consists in re-using LDL to specify the activity supported by a 
service.  
Following this approach, services that are used often can be modelled to constitute a 
collection that the learning scenario designer could re-use. The authors of LDL propose 
to add to the language the conceptual means to allow a reference in a learning scenario 
to an existing service activity model and its contextualisation. They have also extended 
LDI with the infrastructure in charge of operationalising and executing the scenarios.  
The approach respects SOA principles: the tools are considered as independent services 
with defined interfaces, which can be called in a standard way, to perform their tasks, 
without the service having foreknowledge of LDI, and without LDI having or needing 
knowledge of how the service actually performs its tasks. However, the work described in 
this paper is very recent investigation and there are obviously obstacles which still have 
to be overcome. The first of these is service discovery. Finally, the main problem is the 
automation of the construction of the correspondences between the LDL concepts used 
to specify the activity, and the APIs of the service which could mediate the specified 
activity. Indeed, the current APIs of services, which generally comply with WSDL and 
associated specifications, do not give all the information needed. Of course, LDL 
description could be used as an API of a service, but that stage has not yet been 
reached! 
Other work seeks to improve the description of the services and their best possible 
integration in the teaching scenarios, but to date none proposes to re-use the meta-
models dedicated to the modelling of the activities. For example, in (Vega-Gorgojo et al., 
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2006), they do not re-use IMS-LD, which they use to model the learning activities, but 
propose a specific meta-model to describe services. 
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Abstract Combining the strengths of both mobile and context aware 
systems and applying them to educational systems can lead to 
contextualised learning support (Zimmermann, Lorenz, & Specht, 2005). 
Mobile blogging applications have become popular as an instant way of 
accessing and collecting personal memories and blog entries from mobile 
devices. In the following paper we will present an extension of current 
systems for blogging we call contextualised blogging. The described 
conceptual model and architecture allows users to create and manage 
blogs from a mobile device and combine them with identification tags and 
therefore leave “blog traces” in a physical environment. 
Keywords: contextualised blogging, mobile learning, ubiquitous 
computing, informal learning, context-aware systems. 
 
1 Background and Introduction 
New forms of ubiquitous and pervasive computer technologies allow for a more 
contextualised use of learning support by giving learners the opportunity to reflect and 
annotate real world contexts with personal annotations or view information other learners 
have left in a learning situation. The de-contextualisation of learning activities often left 
learners to be confronted with course information without a real application context and 
there was often therefore a gap in the transfer of knowledge to performance that could 
not be filled by the learners. Furthermore, learning in every-day life takes place on many 
occasions, only some of them formal and focused on a clear learning goal with a 
specified outcome. To overcome the problems mentioned in our opinion it is necessary to 
support learning in a physical context and at the same time integrate informal and formal 
learning approaches. 
In the following paper we will present an extension of current systems for blogging which 
we call contextualised blogging. The described conceptual model and architecture allows 
users to create and manage blogs from a mobile device and combine them with 
identification tags and therefore leave “blog traces” in a physical environment. The 
identification tags can be used by users to access connected blog parts or to create new 
blog entries with mobile authoring appliances. In this way, the information created can 
easily be attached to related real-world objects, to support learning by interacting with 
these objects and hence contextualise learning. Moreover, the social aspect of the blogs 
embeds users in a learning community in which peer feedback can enhance the learning 
process. With the Campus Memories software implemented we hope to investigate the 
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contributions of contextualised media to learning and see how contextualised social 
software can improve the learning process. 
The following paper presents (1) a description of blogging in context, (2) a conceptual 
model for contextualised blogging, (3) a software architecture based on standardised 
open source blogging systems, and (4) a specific application called “Campus Memories”, 
which will be used for empirical evaluation of our approach. 
2 Blogging in Context 
Mobile learning tools support the user in context, which makes it possible to embed the 
learning experience in more authentic learning situations, share context-related 
experiences, present information cues triggered by contextual parameters and so on. 
Nesta Futurelabs (Naismith, Lonsdale, Vavoula, & Sharples, 2004) has identified a 
variety of mobile learning applications in use today and how they are related to different 
underpinning learning theories and their application. In our current research in the 
TENCompetence project we investigate the support of informal learning activities and 
how to integrate them with formal and lifelong learning approaches in learning networks 
(Koper, 2005). From our point of view, the role of ubiquitous support for learning activities 
in learning networks is essential to embed learning into every-day living and to support 
situated and informal learning in learning networks (Wenger & Lave, 1991). Blogs are 
simple tools for supporting such long-term informal learning processes (Trafford, 2005). 
Blogs offer learners a great degree of autonomy to structure information while also 
embedding reflection in a peer community (Williams & Jacobs, 2004). Mobile blogging 
approaches try to enable easy facilities to inject content into blogs, but only some 
approaches allow automatic recording of metadata and contextual information (Specht & 
Kravcik, 2006).  
In (Zimmermann, Lorenz, & Specht, 2005) a basic architecture for connecting sensor 
information and content management systems is proposed, which allows for the 
combination of contextualised and personalised content recording and content delivery. 
In our research, we mainly identified three use cases, which should be supported by 
contextualised blogging tools: 
• Construct and review new content or information, 
• Connect this information to objects located in the real world, 
• Access perspectives and filters on blog entries available on a variety of mobile and 
ubiquitous displays. 
In the following sections, a system for contextualised blogging is incrementally 
developed. First, a conceptual model is described as a basis for contextualised blogs. 
Then, a general technical framework based on the conceptual model is developed. 
Finally, an instantiation will be presented as a proof-of-concept of the technical 
framework.  
3 A Conceptual Model for Contextualised Blogs 
Several basic possibilities have been researched for combining blog information and real 
world objects. The basic combinations can be seen in figure 1. 
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Figure 1: Basic combinations in context blogging. Numbers refer to description below 
 Four possible combinations of objects with blog information can be seen in figure 1. 
These are numbered in the diagram. First of all, an object can be coupled (via a tag) to 
an entire blog (1). Secondly, an object can be coupled to a single blog entry from a blog 
(2). The two additional combinations are made up of categories of either physical objects 
or blog entries:  
• Categories of physical objects are coupled to the same blog or blog entry; all cars of a 
specific brand could be coupled to a blog about these cars (3).  
• One physical object coupled to a category of blog entries; one car could be coupled to 
several blog entries each describing a part of the car, i.e. motor, wheels, interior, etc 
(4).  
Figure 1 shows three layers that together make up different combinations of physical 
objects, tags and blog information and lead to different possibilities of enriching objects 
with virtual information. The way of enriching objects with information is described by a 
conceptual model consisting of three sub-models related to the identified layers: 
• The Blog Information Model contains multimedia information that can be used to 
enrich physical objects. Additionally, the model adds metadata information about each 
object to make intelligent querying for media information possible. Moreover, by the 
use of metadata, objects can be filtered and clustered according to contextualised 
and personalised criteria 
• The Sensor Model describes the sensors and tags that are used together to identify 
the objects in the physical object model. It provides a way of getting information about 
context of a physical object. The context can be used to couple the objects to 
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multimedia information in a blog. However, information from the sensors can also be 
used to store additional information about the environment of the learner. For 
example, when creating new media, context information can be stored that can be 
used to improve the delivery of useful content in similar contexts later. The sensor 
model furthermore describes the kind of context information that can be retrieved by 
each sensor.  
• The Physical Objects Model describes the interaction of the user with objects. The 
physical object model defines object classes that will define the kind of the information 
that will be attached to the objects. Currently, the only interactions with the physical 
objects considered are adding and creating information. In future work, we hope to 
expand the concept of the Physical Object Model a lot more. 
4 A general framework for contextualised blogging 
Based upon the conceptual model and the identified use cases, a general architecture for 
contextualised blogging is suggested. The conceptual model implicitly describes a 
division in two subsystems,  
• a mobile client subsystem, that is used to interact with the physical objects and 
provides access to the sensors, and, 
• a content service, that facilitates the contextualised content delivery (of the 
information in the Blog) to the mobile services.  
The two sub-systems are depicted by figure 2 and will be described below. The 
suggested framework is a mobile information system build on a service-oriented 
architecture (Rehrl, Bortenschlager, Reich, Rieser, & Westenthaler, 2004).  
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Figure 2: The functional components of the suggested architecture 
4.1 Mobile client subsystem 
The mobile client subsystem consists of five layers. The first layer, the communication 
layer provides an abstract way of communicating with the content service via standard 
protocols. Furthermore, it handles the bidirectional transfer of multimedia from and to the 
mobile devices.  
The sensor and actuator layers facilitate standardised input from the mobile device 
sensors and output to the mobile device’s actuators. The type of sensors and actuators 
available depend on the mobile device features. Therefore, both the sensor and the 
actuator layers should be easily extendable.  
The sensor layer is used by two other layers. First of all, the multimedia layer acquires 
multimedia information from the sensors. Secondly, the object identification layer uses 
the sensor layer to find a unique identifier for objects. The sensor layer uses the 
description of the sensor capabilities, limitations and the way of acquiring context as 
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identified by the sensor model. After that, the content service is triggered using an object 
identifier.  
4.2 Content Service  
The content service is an implementation of the Blog Information Model and consists of 
three functional parts. The communication layer is similar to that running on the mobile 
device sub-system, but also handles communication with the content collection and query 
service in the logic layer. All services provided by the content service are accessible via 
the communication layer via two standardised protocols:  
• The Simple Object Access Protocol (SOAP) (Box et al., 2000), which can be used to 
invoke all non-multimedia services of the content service.  
• The Session Initiation Protocol (SIP) (Handley, Schulzrinne, Schooler, & Rosenberg, 
1999), which is used to set up all multimedia communication and transfers with 
possible clients. 
The content collection and query service retrieves information about the tagged objects 
by either (1) finding metadata about the object in the database or (2) retrieving blog 
entries attached to the object’s identifier via XML-RPC (UserLand Software, 2003). The 
content collection and query service is also responsible for the creation of new content 
and its storage in the weblog. 
5 Campus Memories: A ContextBlog for Learning 
The first proof-of-concept that provides a specific instantiation for the general framework 
suggested is presented in this paragraph. Campus Memories is a contextualised blogging 
system or ContextBlog. By allowing people to create and view content attached to objects 
personal memories can be expressed. By also saving the created content using a 
weblog, the history for the object is retained and is accessible via a variety of user 
interfaces including desktop blogging clients and web interfaces.  
Users of the system can access blog entries, blog categories, and blog entries related to 
special tags in the connected blog. Through that flexible combination of tags and different 
filters on the blog content, different educational effects can be achieved:  
• Multiple perspectives on real world objects: by viewing the object’s history, a certain 
category of blog entries, or using other filters people benefit through an indirect 
learning process (Efimova & Fiedler, 2004; Walker, 2005).  
• Community generated content connected to relevant real world objects and locations: 
an example for the effect and importance of self-generated contents in a learning 
community is presented in (Brandt, Björgvinsson, Hillgren, Bergqvist, & Emilson, 
2002) about learning to operate medical devices.  
• Moreover, search filters give different views about objects, based on personal 
preferences. Objects can also be linked to each other to create what a so-called 
“internet of objects” (Mattern, 2004). 
Campus memories uses, a specific form of matrix code tags, called semacodes 
(Semacode, 2006), to identify objects (Rohs & Zweifel, 2005). Semacodes are 
rectangular, printed tags similar to barcodes, easy and cheap to create using a normal 
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printer (see Figure 3). Furthermore, a mobile phone camera can be used to scan the 
semacodes, which makes the technique accessible to a broad public.  
For campus memories, we chose the open source Wordpress blogging software 
(WordPress, 2006), that supports the MetaWeblog API, based on the XML-RPC protocol 
(UserLand Software, 2003). Via the standardised API extended manipulation of the 
blogger metadata, categories, and blog templates is possible. Furthermore, the metadata 
component of campus memories is a java subsystem built on top of a MYSQL database 
(MySQL-AB., 2006). The mobile device software has been implemented using the 
standardised Java Mobile Information Device Profile (MIDP 2.0 - JSR 118) and the 
Mobile Media API (MMAPI; JSR 135), supported by many mobile devices. Campus 
Memories is distributed using an open source licence and can be downloaded on the 
Campus Memories webpage (Jong, 2006). 
Figure 3: "CampusMemories weblog address" encoded in the DataMatrix 2D barcode 
using Semacode algorithms 
5.1 Planned evaluation 
The evaluation of the software will take place in a small scale experiment carried out in 
the Educational Technology Expertise Centre of the Open University of the Netherlands. 
A small group of people of different nationalities will be chosen and asked to play a 
language game. First of all, they can earn points by adding information in their native 
language to tagged objects. After most objects have been tagged with language specific 
multimedia content, the learners can improve their foreign language skills by exploring 
the tagged objects. Also, the acquired knowledge of the learners will be tested, by asking 
them questions. Correct answers to these questions result in more points for the game. 
Furthermore, every person involved in the experiment can only have access to languages 
they don’t know well already. 
The experiment will be used to evaluate:  
• the Campus Memories system functionality, 
• the use of a contextualised blogging system for learning, 
• the motivational aspects of people contributing to a contextualised blogging system, 
• the amount of words learned by the learners. 
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The evaluation of the Campus Memories will take place in December 2006.  
6 Conclusion and Summary 
The paper described a contextualised blogging system that makes it possible to attach 
blog entries with multimedia information to uniquely identifiable objects. Tags can link 
physical objects with different views on the attached blog information. Informal learning 
takes place through the interaction with the objects and by reading and contributing 
information to the connected blog parts. Furthermore, we expect social effects by placing 
visible tags within the environment to access blog information. The ContextBlog “Campus 
Memories” system will enable a wide range of tagging techniques to be used via the 
standardised protocols and interfaces implemented. Along with the content, 
contextualised metadata can be stored and used for new forms of content access. The 
metadata makes it possible to filter information according to personalised filters to have a 
focused view on objects. Clustered zones of objects can be derived and displayed as 
object map based on metatags and keywords. 
An evaluation of Campus Memories is planned for December 2006. The evaluation will 
take place in the form of an experiment in language learning. Moreover, in future work we 
are planning an extension of the system with a contextblog version for outdoor use. 
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Abstract: There is currently much debate about e-portfolios and their use 
in and benefits to higher education (HE). The discussion is blurred by 
vague theoretical concepts and hype which not only leads to substantial 
confusion in the potential user community – it also presents a barrier to 
implementation. This paper will look at the practical aspects in achieving 
an institutional implementation of an integrated e-portfolio service and the 
challenges that arise from it. Some of these questions are not located in 
the institutional space but above and beyond it in the sphere of educational 
policy makers and inter-institutional collaboration. 
The question which drove our thoughts and experiences was “what 
services does the institution provide to make e-portfolios possible?”. It led 
us to draw up some corner stones and derive a service model for the 
implementation of e-portfolios in universities based on local activities and 
strategic goals. This included designing the technical landscape as well as 
the services which were planned to be made available to students and 
staff. 
Keywords: e-portfolios, service model, institutional implementation, 
competences, integrated workspace. 
 
1 Introduction 
Out of the recent exponential growth in discussions on e-portfolios recently, the 
expression has developed into an umbrella term for covering anything from personal 
learning styles to ‘my homepage’. With the aim to narrowing down the interpretations and 
of creating some common understanding, numerous attempts have been made to define 
e-portfolios (cf. e.g. Grant, 2005, Lorenzo & Ittelson, 2005, Ravet, 2005). However, many 
interpretations still prevail and even organisations such as the IMS consortium had to 
concede that we are dealing with a highly complex matter, which led them to identify 6 
different types of e-portfolios (IMS, 2005). 
Even more critical than the question “What is an e-portfolio?” is the question ‘what e-
portfolio services do higher education institutions need to provide and how do they fit into 
their e-learning architecture?’. This addresses the challenge of building an institutional 
business case which is required to stimulate demand and take-up among the perceived 
stakeholders. Because the benefits may not be as explicit or self-explanatory as is often 
assumed, there is little or no demand from the grassroots within the institution, despite 
the fact that students already engage in several dispersed e-portfolio activities - albeit 
without realising. 
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2 From Tradition to Understanding 
In order to achieve a working understanding of e-portfolios, we tried to formulate the 
needs and requirements, evaluate potential platforms and plan appropriate supportive 
processes for their implementation. We started by identifying three aspects and recent 
developments in the educational landscape as critical: 
• The traditional portfolio for learning 
• The emergence of the Social Web 
• The embedding of skills and competences in higher education 
2.1 Pre e-Pedagogy 
Portfolios have been in use in education for a long time, notably in specific subject areas 
such as art and design, as well as architecture, and even medical studies. Their purpose 
is to evidence learning and progress related to skills and the application of theoretical 
knowledge in professional practice. Some portfolios are product-based, e.g. works of art, 
building designs, etc., others maybe more experience based narratives. In most cases, 
the output contributes to assessment and qualification (e.g. NVQs in the UK, cf. Ravet, 
2005). 
Recorded narratives are increasingly introduced into curricula and syllabi as reflection 
receives greater attention in the design of learning. Through documentation these learner 
stories contribute to evidencing learning (Attwell, 2005). Where portfolios have had a 
pedagogic tradition, be it products or diaries, they also play an important role in the 
employability of graduates. This was seen as one key motivation for the institution to 
extend portfolio usage (in electronic format) to other and even all subject disciplines. 
2.2 Connected Individuals 
As the World Wide Web becomes an active participatory space, where people meet, 
share, take on different roles and memberships, and more and more students manage 
their social lives and networks increasingly online, we believe that e-portfolios should 
reflect this situation. In recognising this cultural change of the World Wide Web, Serge 
Ravet (2005) from the European Institute for E-Learning, EIfEL proposes a new second 
generation of e-portfolios. Instead of merely producing a paperless portfolio, i.e. the first 
generation described in 2.1. above, e-portfolios should aim to be an authentic 
representation of the “digital me” in the online space. This digital identity encompasses 
views on/by a person in an online format – but, instead of the already available “Google-
able me”, the individual and the community should be able to author, control, and own the 
data. In the same way that membership of professional societies or communities of 
practice has long been an inherent part of a curriculum vitae, adding social currency to e-
portfolio services would be value added. 
2.3  The Competences Revolution and Lifelong Learning 
The factors that in our view contribute most to embedding skills and competences in 
formal curricula are the lifelong learning agenda and the employability of graduates. The 
former led to the theoretical acknowledgement of life experiences and informal learning 
happening throughout a lifetime, with an increasing number of students now entering 
university at a later stage in their lives. This results in the need to understand what such 
people bring into the institution in terms of experience, knowledge and skills. APL/APEL 
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initiatives (Accreditation of Prior [Experiential] Learning) could make use of e-portfolios as 
an evidence base when formalising this process.  
The employability aspect recognises that beyond theoretical knowledge certified by a 
degree, personal competences are key to finding a job. This requires a tool to 
demonstrate which competences have been acquired by the student and to what level. 
While key competences are expressed in curriculum design and course validation 
processes, they have until now been bundled into traditional assessment. Again, e-
portfolios offer the possibility of providing evidence of achievements in new and different 
ways to acknowledge and accredit the acquisition of skills and competences (Mason, 
2004). 
3 Scoping e-Portfolios 
From the above focus points, we arrived at a descriptive approach as to what our 
institutional e-portfolio services needed to cover. It included the management of curricular 
evidence by the student as a collection of electronic artefacts and experiences (including 
work placements, archaeological digs, excursions, student mobility programmes). This 
would be open to learners’ own additions from extra-curricular activity, e.g. summer jobs, 
extramural evening and private classes, club and social activities. 
Additionally, our portfolio service should give students the opportunity to move beyond a 
basic digital storage space for old essays to an online authoring and connection space, 
where they can reflect, present and be part of a community. This would allow adding 
social currency to their achievements from peers, clients, or supervisors. 
A further consideration was the workflow that would allow students to use their e-portfolio 
effectively within the institutionally provided e-learning environment. The intention was to 
integrate e-portfolios closely with the VLE (Virtual Learning Environment). The Elgg – 
Moodle plug-in developed in New Zealand was a promising candidate for this and 
influenced the evaluation of potential platforms. We felt it important to offer students a 
way of archiving course-related assignments as a one-button export from the managed 
course space (the VLE) to the user space (the e-portfolio). This is combined with a policy 
and promise to maintain the e-portfolio as part of a lifelong alumni service although a 
business model for this has not been articulated as yet. 
When attempting to specify the technical infrastructure, it soon became apparent that no 
single e-portfolio tool on the market would satisfy all the required functionality. This led us 
to the view that the service-based approach needed to be covered by more than one 
system. Similarly, it very soon became clear that no application was self-supporting and 
that it would not produce the desired results, e.g. in terms of improving employment 
opportunities of our graduates or improved learning outcomes. A blended approach was 
deemed essential, whereby technical infrastructure and personalised human support 
would work together to maximise the effectiveness of the output. With this in mind we 
mapped out our service architecture below. 
4 Arriving at a Service Model 
It turned out that our needs analysis and profile mapped quite well onto three main types 
of e-portfolios with an extension to include social connectivity. These are expressed as 
the three main boxes in the diagram below illustrating the service landscape (fig.1). They 
are labelled as follows: 
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• Reflective/Learning portfolios 
• Evidence/Presentation portfolios 
• Certification/Assessment portfolios 
Above these three boxes is a layer of direct institutional support services indicating 
personalised support through dedicated university staff, i.e. advisors and lecturers, while 
the bottom layer contains IT data services that would be provided, as well as potential 
service extensions that may enhance the provision at a later point in time. Light grey 
boxes indicate user managed spaces, whilst the dark grey are is university managed. 
Reflective =
Learning PFs
Blogosphere, Logbooks, 
Progressfiles, PDP
Audience = self (others)
Characteristics = personal, 
open, mostly narrative
Evidence =
Presentation PFs
Written works, assignments, 
projects, pieces of code, etc.
Audience = others (employers)
CMS – file management 
system
Characteristics = personal, 
self-selected, mostly products
Certification =
Assessment PFs
Skills, competences, learning 
achievements, LIP, UCAS profiles
Audience = other learning providers + 
employers
Characteristics = secure, authoritative
CMS, Student Record System
Students sharing
In
stitutio
n
s
 sh
a
ring
Various services:
Data services: storage, authn, authz, security, encryption, digital signature, etc.
Personal services: alumni, Skype, IM, address book, calendar, friends reunited, etc.
Personalised support
Social space
Audience = friends, 
community
Characteristics = social 
currency 
AGGREGATOR
 
Figure 1. The e-Portfolio service landscape 
Taking a pragmatic approach, we considered the user requirements, the economic 
viability and future potential. Core to the philosophy of this model is user control over the 
data (Roberts, 2006). We recognise that students want to share their data with others, 
such as their peers, relatives, tutors, or employers as well as wanting to create and join 
communities. At the same time, institutions also want to share data in order to assist 
learners in mobility and in administering their lifelong learning.  
4.1 Learners Managing Their Learning 
The reflective item relates to learning portfolios. In this area students are enabled to keep 
a learner diary or blogosphere to record learning experiences. There are different levels 
of possible exploitation, either at individual course module level, or at careers or course 
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level, such as personal development plans (PDPs). Either should be accommodated as 
they are complementary. These reflective activities can be supported by specialist 
advisors. 
Within a module, the tutor would be best suited to support students in reflecting on their 
progress. It is a longer term strategy to embed reflective practices using e-portfolios in the 
curriculum of all courses. In terms of PDPs, central support advisors may be used to 
assist. This personalised support layer we currently regard as an “opt-in service”. It is our 
experience that, in practice, unsupported reflection would not produce satisfactory results 
for the majority of learners. The support services are therefore designed to provide the 
necessary guidance, but learners could also work completely independently, or share 
with a supporting person of their own choosing. This may include someone from outside 
the institution, such as a peer, family member, etc. Permissions and access should be 
controlled by the students as the owners of the space and data. 
Due to its reflective nature, the audience for this e-portfolio service block would typically 
be the students themselves communicating their experiences and evaluating their 
progress. However, it has wider applicability, as there is room for support mechanisms 
inherent within the application including intelligent automated support, e.g. through 
templates for reflective practice, recommender systems, or self-assessment tests. 
The current personal online environment consists of a complex landscape of distributed 
services via various other social spaces. Examples of this are Flickr photo sharing, 
podcasting, or YouTube videos, and equally importantly such communication 
communities as MSN Messenger or Skype. Seamless communities from “my classmates” 
within the educational setting to “my chat community” or “my football club” could produce 
a fully integrated networked learning and social environment. 
4.2 Learners Managing Their Careers 
A similar structure tied in with the previous application (4.1. above) is presentation 
portfolios. Their use in this context is as a type of personal content management system 
where digital artefacts, assignments, projects, pieces of code, etc. can be stored, 
administered, and presented by the student. 
It makes sense to link this with the reflective space and the institutional learning platform, 
where assignments are submitted, assessed and returned with feedback. Indeed, many 
e-portfolio tools already provide content upload and management functionality. There are 
also several examples of presentation portfolios being integrated directly with a learning 
platform. 
Importantly, the audience differs from the reflective learning portfolios from introvert to 
extrovert. A typical use case sees potential employers or customers/patients, etc. on the 
receiving end. Advisory assistance can again be provided as a support service to develop 
an effective and realistic perspective on expressing the individual’s personality. 
The space is firmly managed by the students as the data owners. Permissions are 
granted to view selected portions. Downloadable CV templates, profession specific self-
assessment methods or competence description frameworks, such as those of 
professional bodies, e.g. the Law Society, Dental Association, or Society of Architects, 
and so on, can further enhance the impact. 
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4.3 Certified Records of Achievements 
In contrast to the student-owned and student-managed spaces above, the assessment 
portfolios are conceived in our model as having shared ownership: the institution and the 
student. 
On the student side, it is linked logistically to the presentation portfolios (4.2. above) by 
providing certified evidence and value to the personal claims made in that space. On the 
institutional side, data about the student can be shared with other education providers or 
organisations, either by exchanging generic sectoral data such as that used in university 
application forms (UCAS in the UK) or for the purpose of student mobility programmes 
(e.g. Socrates, or by special secure arrangements such as Shibboleth federations. These 
transcripts and transferable data can also facilitate cross-sector articulation such as FE-
HE progression.  
The content of assessment portfolios evidences the acquisition of skills, competences, 
learning achievements, accredited experiential learning, etc. that occurred during formal 
learning episodes. We can also envisage the learner record to contain Learner 
Information Profile data, and accessibility or special learning needs, for example a 
recorded dyslexia. 
Needless to say, this formal content needs to reside in a secure content management 
system. In the author’s institution, the student record system appears to be the most 
suitable place. More problematic is the question of who decides what is to be shared. At 
this point we have three parties involved: (a) the student as the data subject, (b) the 
university as the data owner and holder, and (c) the third party requesting information. 
The information needs may vary according to the point of view of each party. For 
example, the third party may want to know whether the data subject fulfils certain criteria 
before letting them participate in certain services. Although the home institution does 
have data, the student may not want to reveal that data to them. 
There are differing models concerning data migration and access (cf. Grant & Harrison, 
2006). One suggests data being passed on from one education provider to the next as 
people move through the system thus making the record longer and longer. However, we 
believe that if we imagine a world that includes information sharing between different 
sectors and a wide range of educational providers, we would find people enrolled 
simultaneously in different institutions and who contribute to their learning records within 
the personal e-portfolio, e.g. while studying at university one might attend the odd 
evening class or extramural classes, or a student may want to add letters of reference 
from a summer job. We therefore think it more realistic to have institution-based records. 
5 Conclusion 
Instead of going with a one-stop shop technology solution, we mapped our e-portfolios to 
a number of defined characteristics and relevant services. Providing a new set of services 
often leads to duplication or breaks established structures and patterns. In our approach 
we do not intended to reinvent the wheel, but rather re-use existing offerings, where 
possible, such as the Student Record System for secure certified transcripts of learning 
achievements, or existing support advisors. We hope that it will also increase acceptance 
of e-portfolios, when they appear as part of an integrated and not additional environment. 
Having the service architecture sorted is only the beginning. The next steps include the 
design and building up of specialist knowledge in this area, the economic viability of the 
landscape, and the subject specific articulation of competences. 
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Abstract: The current state of the art in supporting E-Learning objectives 
is primarily based on providing a learner with learning content by using 
metadata standards like ADL SCORM 2004 or IMS Learning Design. By 
following this approach, several issues can be observed including high 
development costs due to a limited reusability across different standards 
and learning contexts. To overcome these issues, our approach changes 
this data-centric paradigm to a highly dynamic service-oriented approach. 
By following this approach, learning objectives are supported based on a 
automatic allocation of services instead of a manual composition of 
learning data. Our approach is fundamentally based on current Semantic 
Web Service (SWS) technology and considers mappings between different 
learning metadata standards as well as ontological concepts for E-
Learning. Since our approach is based on a dynamic selection and 
invocation of SWS appropriate to achieve a given learning objective within 
a specific learning context, it enables the dynamic adaptation to specific 
learning needs as well as a high level of reusability across different 
learning contexts. 
Keywords: Semantic Web Services, Learning Applications, Learning 
Processes, WSMO, Learning Standards, ADL SCORM, IMS Learning 
Design 
 
1 Introduction 
Current approaches to supporting a learning objective are fundamentally based on 
providing a learner with appropriate learning content –so called learning objects. 
Composite learning objects contain the learning resources - the physical data assets – as 
well as a description of the learning process to be followed by the learner. The latter is 
usually based on existing metadata standards - IEEE LOM (IEEE), IMS Learning Design 
(IMS LD) and ADL SCORM (ADL 2004) which utilizes the IMS Simple Sequencing 
Specification (IMS SSS).  
Due to this approach of allocating learning resources at the design-time of a content 
package, the actual learning context – known at runtime only – cannot be considered. 
This means, a new learning content package has to be developed for every different 
learning scenario or individual needs of specific learners. For instance, a package suiting 
the needs of a learner with specific preferences – e. g. his native language or 
technological platform - can suit only this specific requirements and cannot be reused 
across different learning contexts. These limitations can be summarized as follows (cf. 
Amorim (2004), Knight 2006, Collis 2004): 
• Limited reusability across different learning contexts, and metadata standards. 
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• Limited dynamic adaptability to actual learning context 
• High development costs 
To overcome these issues, the approach described in this paper changes this data- and 
metadata-based paradigm to a dynamic service-oriented approach based on Semantic 
Web Service (SWS) technologies. We follow the idea of providing the learner with a 
dynamic supply of appropriate functionalities in order to enable a dynamic adaptation to 
the learning context at runtime of a learning process. By describing a learning process 
semantically as a composition of learning goals independent of any metadata standard, a 
learning process model can be mapped to different standards to achieve standards-
compliancy.  
The following section provides brief background information about the SWS. Section 
three explains our vision of a SWS-oriented architecture for E-Learning. Section four then 
introduces a prototype application which is fundamentally based on our approach. The 
last section draws a conclusion and provides an outlook to future work related to our 
approach. 
2 Background: Semantic Web Services  
SWS are aimed at enabling automatic discovery, composition and invocation of available 
Web services. Based on semantic descriptions of functional capabilities of available Web 
services, a SWS broker automatically selects and invokes Web services appropriate to 
achieving a given goal. 
The Internet Reasoning Service (IRS-III) (Cabal 2006), is an implementation of a SWS 
broker environment. It provides the representational and reasoning mechanisms, which 
enable the dynamic interoperability and orchestration between services as well as the 
mediation between their semantic concepts. IRS-III utilizes a SWS library based on the 
reference ontology Web Service Modelling Ontology (WSMO) (WSMO 2005) and the 
OCML representation language (Domingue 1999) to store semantic descriptions of Web 
services and knowledge domains. WSMO is a formal ontology for describing the various 
aspects of services in order to enable the automation of Web service discovery, 
composition, mediation and invocation. The meta-model of WSMO defines four top level 
elements:  
• Ontologies provide the foundation for describing domains semantically. They are used 
by the three other WSMO elements. 
• Goals define the tasks that a service requester expects a Web service to fulfil. In this 
sense they express the requester’s intent. 
• Web Service descriptions represent the functional behaviour of an existing deployed 
Web service. The description also outlines how Web services communicate 
(choreography) and how they are composed (orchestration). 
• Mediators handle data and process interoperability issues that arise when handling 
heterogeneous systems.  
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3 SWS based E-Learning Applications: Vision and Approach 
This section describes our vision as well as the approach to support E-Learning based on 
SWS. 
3.1 Vision: Automatic Service Allocation at Runtime  
To overcome the limitations listed in section 1, we consider the automatic allocation and 
invocation of functionalities at runtime. A typical learning related service functionality 
provides the learner, for instance, with appropriate learning content or with subject-
specific discussion facilities. Since services are selected and invoked dynamically at 
runtime, a dynamic adaptation to different learning contexts can be supported. Learning 
processes are described semantically in terms of a composition of user objectives (goals) 
to abstract from specific data and metadata standards. This vision is radically distinctive 
to the current state of the art in this area (Section 1), since it shifts from a data- and 
metadata-centric paradigm to a context-adaptive service-oriented approach. Moreover, 
using adequate mappings, our standard-independent process models can be translated 
into existing metadata standards in order to enable a reuse within existing standard-
compliant runtime environments. 
3.2 Approach: Abstraction from Process, Data and Functionalities 
Our approach is based on utilizing SWS technologies to realize the following principles: 
1. Abstraction from learning data and learning functionalities  
2. Abstraction from learning process metadata standards  
To support these principles, we introduce several layers as well as a mapping between 
them in order to achieve a gradual abstraction: 
 
 
 
 
 
 
 
 
 
Data Abstraction 
Process Metadata Abstraction 
Semantic Process Model Layer 
Semantic Learning Process Model Layer 
Learning Metadata Standard Layer 
mapping 
mapping 
Learning  
Designer 
Learner 
Learning Data Layer 
Semantic Web Service Layer 
uses 
mapping 
Learning 
Service 
Provider 
Web Service Layer 
mapping 
 
Figure. 1. Semantic layer architecture for supporting learning processes through a 
standard-compliant SWSOA 
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3.3 Abstraction from Learning Data and Functionalities 
To abstract from existing learning data and content we consider a Web Service Layer. It 
operates on top of the data and exposes functionalities appropriate to fulfilling specific 
learning objectives. This first step enables a dynamic supply of appropriate learning data 
to suit a specific context and objective. This will be supported furthermore by the use of 
semantic descriptions of available learning data. In order to abstract from these 
functionalities (Web services), our approach introduces the Semantic Web Service Layer. 
This layer enables the dynamic selection, composition and invocation of appropriate Web 
services for a specific learning context. This is achieved on the basis of formal semantic, 
declarative descriptions of the capabilities of available services to enable a dynamic 
matching of services to specific user goals. 
3.4 Abstraction from Learning Process Metadata 
The first layer is concerned with the abstraction from current learning process metadata 
standards is the Semantic Learning Process Model Layer. It allows the description of 
processes within the domain of E-Learning in terms of higher level domain concepts - e. 
g. learning goals, learners or learning contexts. This layer is mapped to semantic 
representations of current learning metadata standards in order to enable the 
interoperability between different standards. To achieve a further abstraction from domain 
specific process models – whether it is e. g. a learning process, a business process or a 
communication process – we consider an upper level process model layer – the 
Semantic Process Model Layer. This layer, for instance, supports the mapping between 
learning objectives and business objectives to support all kind of organizational 
processes. 
Based on mappings between the described layers, upper level layers can utilize 
information from lower level layers. In particular, we consider mappings between a 
learning objective and a WSMO goal to enable the automatic discovery and invocation of 
a Web service (Web Service Layer) from, for instance, a standard-compliant learning 
application (Learning Application Standard Layer). As a result, a dynamic adaptation to 
individual demands of a learner within a specific learning context is achieved by using 
existing standard-compliant learning applications. In addition, mappings are also 
considered within a specific layer to enable a wide applicability of our approach. For 
instance, concepts of the Learning Process Model Layer could be mapped to existing 
concepts representing similar learning-related entities – e. g. learning process modules 
as defined in (Naeve 2006, Koper 2004). 
4 A Prototype Application based on IMS Learning Design and 
WSMO 
In order to validate the technical feasibility of the described approach, a first prototype 
was implemented based on IMS LD as well as the WSMO framework. This application 
implements an initial use case by utilizing the semantic layers and fundamental concepts 
as introduced in 3.2.  
4.1 Use Case: A context- adaptive Learning Application to support 
Language Learning 
We consider a scenario where several learners request to learn three different 
languages: English, German and Italian. This introduces three possible learning 
objectives. Moreover, it is assumed that each learner has one unique preference 
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associated with his/her native language. For instance, if a learner is authenticated as a 
person with the native language “English” and wants to learn the language “German”, the 
learner expects to be provided with an English-based online learning unit aimed at 
teaching the German language. Furthermore, two different metadata standards – ADL 
SCORM and IMS LD – have to be supported.  
Following the current approaches, for every individual learner as well as metadata 
standard, a specific package would have to be created in order to achieve a high level of 
appropriateness to the individual learner needs. Conversely, our approach will enable all 
learners to use only two different learning content packages (ADL SCORM, IMS LD) - 
which dynamically meet the multiple learner-specific requirements. Furthermore, content 
will not be pre-defined at design-time, but retrieved at runtime selecting among several 
available repositories. Since the general approach stated in Section 3 is realised, this 
simple scenario could be easily extended in the future to achieve a dynamic adaptation to 
more complex learning contexts. 
4.2 SWS-oriented Architecture 
Our current implementation makes use of standard runtime environments: IRS III (Cabral 
2006) is used as a SWS broker as well as a development environment for WSMO 
descriptions; the Reload software suite (Reload) is used for editing and runtime 
processing of IMS LD and ADL SCORM content. Figure 2 outlines the Semantic Web 
Service Oriented Architecture (SWSOA) used in the current prototype. The defined 
architecture realizes all of the principles described in Section 5. 
 
SWS Environment  
SWS Library for E-Learning 
WSMO Goals  WSMO Services  
WSMO Ontologies  WSMO Mediators  
SOAP Handler 
SWS Invocation Engine 
Mediation Handler 
Choreography 
Interpreter 
Orchestration 
Interpreter 
Learning WS Library 
(External) 
Learning WS Library 
(External) 
Learning Metadata 
(External) 
Learning Data 
(External) 
Learning Data 
(External) 
Learners 
Tutors / Training 
Developers 
IMS LD Runtime 
Environment 
 
ADL SCORM Runtime 
Environment 
IMS LD Authoring 
Application 
ADL SCORM 
Authoring Application 
SWSOA for E-Learning 
 
Figure. 2. SWS-based software architecture as utilized in the prototype application  
To support the scenario described in Section 4.1, the following elements had to be 
provided within the general architecture presented above: 
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1. Learning Web services libraries. Web services were provided to support the 
authentication of the learner, the retrieval of semantic learner profiles, learning 
metadata and learning contents. Web services utilized in this demonstrator were 
partly developed within the LUISA project (LUISA Project). 
2. WSMO Ontologies. To implement the Semantic Learning Process Model Layer, 
initial semantic representations of ADL SCORM, IMS LD and content objects 
provided by the Open Learn Project (Open Learn Project) have been created. To 
fully provide the Semantic Learning Process Model Layer a Learning Process 
Model Ontology (LPMO) was also described. To support individual learner 
preferences, we considered semantic learner profiles, describing the native 
language of every learner. All ontologies have been developed by using OCML 
(Domingue 1999) as the ontology language. 
3. Mappings between semantic layers as well as metadata standards. We created 
mappings between the initial implementations of semantic representations of 
metadata standards (IMS LD, ADL SCORM) and the LPMO as well as WSMO. 
For instance, we defined a mapping between the lpmo:Objective and the objective 
description as part of the IMS LD metadata (imsld:Objective). Moreover, semantic 
learning object descriptions based on the LPMO were mapped to OpenLearn 
content units (ol:Content Unit), whereas the language of a content unit 
(ol:Language) was mapped to the native language of a learner (lpmo:Language). 
Since the UPO is not currently supported by any run- time environment, the LPMO 
objective is directly mapped to a WSMO goal. Figure 3 depicts the main 
ontological mappings as defined in our prototype. The defined mappings are 
performed at runtime as specific functionalities which exposed as Web services 
within external Web services libraries. 
4. WSMO Goal, Web Service, and Mediator descriptions of the available Web 
services, based on the concepts defined in the WSMO ontologies. 
5. Standard-compliant content packages describing the learning activities.  
IMS LD and ADL SCORM compliant learning processes were provided and 
included into IMS content packages. Instead of grounding the learning activities to 
static learning data, no static resources were associated with these learning 
processes. In contrast, only references to the described WSMO goals were 
associated with every learning activity. This mapping is achieved by associating a 
learning activity within the learning metadata with HTTP references to a web 
applet enabling to request the achievement of a specific WSMO goal from the 
SWS broker. 
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OpenLearn Ontology
LPMO
WSMO
IMS Learning Design Ontology
imsld:Activity
imsld:Learning Activity
imsld:Learning Objective
imsld:Role
imsld:Act
imsld:Play
imsld:Method
ims:Learning Design
ims:Content Package
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imsld:Support Activity
wsmo:Goal
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mapping
mapping
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refers to
mapping lpmo:Context
lpmo:Parameter
 
Figure. 3. Ontological mappings implemented and utilized in the prototype application 
4.3 Dynamic Adaptation at Runtime 
At runtime, an end-user (learner) accesses a standard-compliant player and loads the 
content packages compliant with IMS LD and ADL SCORM as defined in bullet 5 of the 
previous section. An initial activity within the standard compliant learning process first 
authenticates the learner and retrieves the semantic learner profile description. The 
WSMO goal associated with this activity is invoked, and the SWS broker dynamically 
selects and invokes the WSMO Web service showing the appropriate capabilities to 
achieve the specified goal.  
In the same way, when the learner selects an individual objective within the content 
package, our infrastructure dynamically selects and invokes semantic Web services 
according to his/her preferences and stated objectives. For instance, if a learner is 
authenticated as an English-speaking person (lpmo:Language=English) and uses an IMS 
LD-based package to learn the language German, an imsld:Activity with the 
imsld:Objective=Learn German is mapped to a WSMO Learn-German-Goal. The 
accomplishment of this goal involves the selection and orchestration of different Web 
services at runtime: (i) the imsld:Objective is mapped to the lpmo:Objective concept; (ii) 
the lpmo:Objective is used to retrieve the semantic metadata of an appropriate learning 
object; (iii) the retrieved learning object identifier is used to obtain an Open Learn learning 
unit appropriate to the individual language of the learner and its current objective. The 
retrieved learning object is finally presented in the IMS LD runtime environment. 
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Fig. 4. Reload IMS LD Player while dynamically invoking SWS to retrieve appropriate 
learning content 
Although this prototype implements a simple scenario, it realizes a standard-compliant 
SWSOA for adaptive E-Learning applications and proves the feasibility of our approach. 
5 Conclusion 
Our approach - the support of learning objectives based on a dynamic invocation of SWS 
at runtime of a learning process model - follows an innovative approach and is distinct to 
the current state of the art in this area. Our approach overcomes the limitations described 
in Section 1 and supports a high level of standard-compliancy and reusability within 
existing runtime environments, since it is fundamentally based on compliance with current 
metadata standards. Since we enable a dynamic adaptation to a specific learning context 
at runtime, reusability across different contexts and metadata standards is supported. 
Due to a dynamic allocation of most appropriate resources – data and services – a wide 
variety of distributed learning resource repositories can be integrated. 
Since our framework is developed only in parts currently, next steps have to be 
concerned with the implementation of complete ontological representations of the 
introduced semantic layers as well as of current E-Learning metadata standards and their 
mappings. Nevertheless, the availability of appropriate Web services aimed at supporting 
specific process objectives has to be perceived as an important prerequisite for 
developing SWS-based applications. To provide valid quantifications of the expected 
benefits, further case studies are required. Besides that, future work could also be 
concerned with the mapping of semantic process models across different process 
dimensions – e. g. business processes or learning processes to enable a complete 
integration of a SWSOA in an organisational process environment. 
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Abstract: The services available in IMS-LD runtime are limited, and the 
integration of additional services is complex. The TENCompetence project 
seeks to resolve this problem. As a first a system was developed which 
creates a SCORM service and then integrates it with an IMS Learning 
Design player. This enables a Unit of Learning to contain SCORM 
material. The new runtime system is able to launch a SCORM 1.2 
Sharable Content Object (SCO) object found within a Unit of Learning, and 
to use the properties generated by that object to guide the learning flow of 
the Learning Design. Thus the learning Design runtime system is able to 
correctly detect and then process SCORM content. The system was 
successfully trialled using a UOL which demonstrated this functionality.  
Keywords: IMS Learning Design; ADL SCORM 
 
1 Introduction 
The motivation which informed the development of Educational Modelling Language 
(EML) (Koper & Manderveld, 2004) by OUNL in the early years of this decade, and its 
successor IMS-LD (IMS Global Learning, 2003), was to provide a framework which 
formally describes the usage of learning objects (Koper & Es, 2003). As Koper states 
“The key principle in learning design is that it represents the learning activities and the 
support activities that are performed by different persons (learners, teachers) in the 
context of a Unit of Learning. These activities can refer to learning objects … and … 
services (e.g. forums, chats, wiki's) that are used to collaborate and to communicate in 
the teaching/learning process” (Koper, 2005). The infrastructure available for running 
Units of Learning (UOLs) provides an effective solution for running activities which refer to 
learning objects, but the implementation of activities in the context of a range of services 
remains problematic.  
In this paper we describe the problems which are presented by the orchestration of such 
services in IMS-LD, and the way in which the TENCompetence project (TENCompetence, 
2006) seeks to resolving them.  
Three factors in the development of the IMS-LD specification contribute to this problem.  
• IMS (and other) specifications have been developed to resolve specific 
interoperability problems, with no integrating framework. 
• IMS-LD was developed by adapting EML. In this process a number of EML services 
were removed because they were already covered by other IMS specifications (e.g. 
assessment).  
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• Only a small number of simple services were included in IMS-LD (send mail, 
conference, index search, monitor), in order to make implementation (and hence 
adoption) simpler 
These historical factors mean that it is hard to integrate IMS-LD with the services such as 
forums, chats and wikis mentioned by Koper, and in order to resolve this, the 
TENCompetence project, is working towards the establishment of a generalisable 
connector protocol to enable IMS-LD run-time engines to connect to external 
communication and collaboration services.  
Moreover, since the publication of the IMS-LD specification there has been a trend 
towards distributed service oriented architectures, which is manifested in eLearning in 
initiatives such as the eFramework (Olivier, Roberts, & Blinco, 2005), the Personal 
Learning Environment approach (Wilson et al., 2006).These tendencies are undermining 
the dominance of the monolithic Virtual Learning Environments which were assumed as a 
given when EML and IMS-LD were developed, and make the resolution of the services 
problem still more urgent. 
We note that within IMS there is related work underway towards the integration of 
services. The IMS Tools Interoperability Specification (IMS Global Learning, 2006b) 
seeks to facilitate the integration of third party tools with core LMS platforms, and IMS 
Shareable State Persistence describes a way of storing and sharing state information in 
runtime systems (IMS Global Learning, 2006a). In many ways Business Process 
Execution Language for Web Services version 1.1 (BPEL) (IBM, BEA Systems, Microsoft, 
& Siebel Systems, 2005) is also addressing similar problems in a different domain, and 
might be a source of future solutions. None of these initiatives, however, provides a 
usable solution to the specific problems of orchestrating services in IMS-LD (although 
they may be able to contribute to a future solution).  
TENCompetence is taking a dual approach to integrating services into IMS-LD. Desk 
research is being carried out on the requirements and possible approaches to developing 
a connector protocol, but in parallel practical implementations are being developed, not 
only to provide much needed functionality, but also to ensure that the connector protocol 
which is produced will be rooted in real examples of integrated services. It is this latter 
aspect of the work which is reported here. 
2 The service implemented 
As described by Olivier Chapter 2 in the Springer Learning Design book by Bill Olivier 
(Koper, R; Tattersall, C Eds., 2005) “Learning services are likely to come in two varieties: 
those … which are set up as part of a local environment; and those that are set up as 
remote web services”. These varieties are also termed closely and loosely linked 
scenarios. In the work reported here we have focused on the closely linked scenario, in 
order to avoid the additional complications of Single Sign On or account replication (see 
the presentation by (Wilson, 2005) for an outline of these and other relevant issues).  
The particular service which we have chosen to implement is a player for SCORM 1.2 
Sharable Content Objects (see (Advanced Distributed Learning) for an introduction to 
SCORM). There are two principal reasons for this. Firstly, there are many SCORM 
objects available, and it would be valuable to learning designers to be able to use them in 
UOLs which can provide a much wider range of pedagogic contexts. Secondly, because 
IMS-LD redresses the pedagogic limitations of SCORM (see, for example (Hummel, 
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Koper, & Tattersall, 2005)) there is a mistaken perception that use of the two 
specifications together is not useful. We hope to correct this. 
The analysis carried out in (Tattersall, Burgos, Vogten, Martens, & Koper) provides a 
starting point for our implementation. This paper proposes that SCORM Sharable Content 
Objects (SCOs) could appear within the Environment section of an IMS-LD activity, and 
describes two approaches to implementation.  
The first approach involves the SCO being physically located within a separate SCORM 
aware VLE. The Learning Object within the UOL simply references the web address of 
the SCO running on the remote VLE. The advantage is that the IMS-LD Runtime 
Environment does not have to know how to handle the SCOs runtime calls to the API, but 
the Learning Design Environment does not have access to the data model that the SCO 
interacted with, so there is little or no interaction between the SCO and the executing 
Learning Design that referenced it. 
The second proposed method involves the SCO being physically part of the Learning 
Design package, and directly imported into the IMS-LD runtime environment. When the 
SCO needs to be launched within the IMS-LD Player, it is passed to a dispatcher. This 
acts as an interface to the Learning Design runtime environment and in this case, the 
SCORM runtime environment. The dispatcher acts as the SCORM aware LMS, provides 
the environment for the SCO to execute in, and has access to the data model which the 
SCO interacts with. Subsequently the changes in the SCOs data model can be used to 
update properties and conditions within the Learning Design, and so provide true 
interaction between the SCO and the rest of the Learning Design. This was considered to 
be required functionality, and so this second method was adopted.  
3 The software developed  
Two existing open source systems were used, the CopperCore Learning Design Engine 
(Martens & Vogten, 2005), and the Reload SCORM player (Reload). A dispatcher 
framework was available in the CopperCore Runtime Environment, the CCSI 
(CopperCore Service Integration framework) (Vogten et al., 2006). Some related work 
had already been carried out to integrate CopperCore and IMS-QTI, using the dispatcher 
method to integrate the APIS QTI service. However, whereas IMS-QTI content essentially 
consists of an XML file which needs to be processed and rendered, a SCO presents a 
different set of problems. Typically a SCO will consist of a single HTML page with 
embedded javascript. The HTML page needs to be able to access an API adapter object 
within the same page (or frameset hierarchy) as the user interacts with the learning 
material. The API adapter will communicate user changes made within the SCO to the 
LMS It is the responsibility of the LMS to provide the APIAdapter and it allows the SCO to 
set and get values from a defined data model. The data model holds various values that 
would allow an LMS to track details on how the user interacted with the SCO. Without an 
APIAdapter, the SCO cannot set and get these values and so is really no different to 
ordinary web content. 
We now briefly indicate the different parts of the implementation work carried out. 
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3.1 The Initial structure of the Reload SCORM runtime software  
 
Figure 1: The structure of the SCORM runtime software 
The first task was to uncouple the constituent parts mentioned above and isolate the 
engine and user interface parts. It was also necessary to identify exactly what information 
the engine would have to process and return in order for it to become an effective 
SCORM 1.2 SCO service.  
A section of the Reload SCORM engine code was adapted to hold the state information 
of a particular SCO, once it has been initialised. The SCO state is held in a structure 
which makes it easy to manipulate from the CopperCore Service Integration framework. 
When playing a single SCO, once an appropriate property is updated within the Learning 
Design the SCO data model is no longer needed by the Learning Design runtime 
environment. Consequently a design decision was made to hold the SCO data model in 
memory until the user had finished working with it, and then dispose of it.  
3.2 Changes to the IMS-LD Manifest 
 For a Learning Design runtime environment to be able to process a particular learning 
object as special SCORM content it must be able to identify it within a IMS Learning 
Design manifest. Following the convention established for QTI we used the identifier 
“adl_sco_v1.2” 
3.3 Mapping a Learning Design Property to a SCO data model 
element. 
It was then necessary to define the interaction of the UOL with the SCO data model, 
which has a specified format of values that can be accessed by the SCO at runtime. A 
number of these elements could be useful within a UOL. For example the value 
“cmi.core.session_time” can be used to hold the value of how long a user spent viewing a 
page. The approach taken was to design a UOL which has IMS-LD Level B properties 
that are named to correspond with values in the SCO data model.  
3.4 The Runtime Learning Design Player 
 The player needed to handle the new SCO 1.2 content. To do this it had to provide the 
SCO with the correct environment in which to communicate with the API adapter. It had to 
Tomcat server 
SCORM engine 
web application 
Browser Desktop client 
written in swing 
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be then able set/get the correct properties which would subsequently update the unit of 
learning. The CopperCore Player is based around a Java 2 Enterprise Edition Servlet. 
This servlet is responsible for orchestrating the content to be delivered back to the web 
browser. From within the browser, the user clicks a navigation tree item which sends a 
call back to the servlet, with a request for content. The servlet realises that the content is 
of type “adl_sco_v1p2”, creates a link to a new SCO 1.2 service within the CCSI and 
creates a new data model for the given SCO. This data model is initialised with certain 
values, such as the student name for example under “cmi.core.student_name”. The 
CopperCore servlet takes this model and builds an XML document which it returns to the 
browser. This XML document contains the initialised data model and the URL to where 
the SCO resides. 
3.5 The browser transform  
The browser receives the XML from the servlet and then applies an XSLT stylesheet. The 
stylesheet builds the correct environment for the SCO within the browser. It first creates a 
link to the client APIAdapter. Next it uses the information within the XML to recreate a 
client side version of the data model. Once this has been initialised, it finally looks up the 
URL for the actual SCO and embeds this page using a layer or <DIV> HTML tag. The 
SCO can now be taken. Once the SCO is finished, or the user navigates away from the 
page, the updated data model is committed back to the server. This is done using the 
Ajax technology (Garrett, Jesse James. 2005). 
3.6 The Updated API Adapter 
In the original Reload SCORM Player, the API Adapter was written purely in javascript. All 
of the API calls and rules were implemented as a set of objects in javascript. An 
additional hidden frame was used within the frameset, which contained a web form. 
When the data model for the SCO needed to be saved the model was passed as a series 
of name/value pairs to the hidden frame. The form in the hidden frame was then 
submitted to the Java servlet backend which could commit the model to disk. The frame 
in which the SCO resided could not reload itself, because it would lose its current state 
information. This is why a hidden frame was used. When the Reload SCORM Player was 
originally written, the technology known as “Ajax” was not widely available. An Ajax call 
within a web page can call the backend web server for new content without having to 
reload the entire page. The new APIAdapter now uses an Ajax call to submit the data 
model to the server.  
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3.7 The new SCO 1.2 Service maps information to IMS-LD Level 
B properties 
 
Figure 2: SCO communication 
The API adapter submits the results of the SCO via an Ajax call back to the player 
servlet. The servlet then gets the current handle to the SCO service and updates the 
changes made by the user as s/he took the SCO. As part of this, each of the data model 
elements are also propagated over to the LDEngine service. If there is a property defined 
within the UOL which corresponds to the same name as a SCO data model name, then 
that property is updated. In effect the SCO 1.2 service broadcasts any changes in the 
SCO data model to the LDEngine via CCSI. 
4 Testing the prototype with a real example 
In order to test the system a UOL was developed in which the learner’s interactions with a 
SCO determine the learning flow. The UOL contains six acts, and the SCO includes a test 
with five questions. At the start of the Unit of Learning the user is only able to access the 
first Learning Activity. From here the user has access to the SCO which is located within 
the Environment section of the Learning Activity. The user clicks on the link which loads 
the SCO and then s/he posts answers to the questions. Depending on which questions 
the user answered correctly, the structure of the Unit of Learning changes (although a 
browser refresh may be needed to reflect this). New learning activities then appear in the 
following acts which are designed to help the learner answer the questions previously 
answered incorrectly.  
5 Conclusions and further work 
During the process of designing, implementation and testing of the functionality, we have 
documented some of the problems and complexity posed by connecting a new service to 
an IMS-LD runtime system. The CopperCore Service Interface layer provides the 
necessary framework, but actually implementing a new service requires knowledge of this 
specific API, and not a defined and agreed standard. The framework also is quite open, 
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LD Player servlet 
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allowing the developer to write his/her own calls between LD Engine and new service. 
While this allows a large amount of freedom to the developer, it is also very abstract. This 
experience provides the basis for defining the requirements for a connection protocol 
which can generalise the solution we have implemented. 
In terms of the functionality of the demonstrator developed, further work could involve the 
use of full ADL SCORM 1.2 (or 2004) packages as learning objects found within an IMS 
Learning Design package, rather than using SCOs pre-loaded into a SCORM runtime 
system. 
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Abstract: The openlearn initiative is developing access to free educational 
resources derived from distance learning material. The site launched in 
October 2006 offering both a space for learners to come and work with the 
materials and a space designed to encourage reuse and deeper 
exploration of the content. Openlearn is built on Moodle and in the first 
instance offers access to units of learning that have been produced using 
a structured XML format already established in the Open University. In this 
paper we consider how providing a set of freely available content with few 
restrictions gives the motivation for exploring ways to rework and reuse 
that data. While the initial release only offers limited access, simply 
exposing the XML has offered opportunities for new ways to exploit and 
present the materials. Future developments will add syndication, and 
consider alternative interfaces including those using a webs service 
approach. 
Keywords: Open Content, syndication, web services. 
 
1 Introduction 
There is a growing movement to make educational resources freely available. MIT in 
1999 analysed the opportunities for operating as an “MIT.com” and reached the 
conclusion that it was more appropriate, and more likely to lead to lasting success, to 
instead provide their educational content in a free and open way (Vest, 2004). This led 
into the MIT Open CourseWare (OCW) project which now offers more than 1400 courses 
covering around 70% of the curriculum of MIT. OCW is not just an MIT activity with more 
than 200 organisations members of the OCW Consortium 
(http://www.ocwconsortium.org/) and many other examples of open content approaches 
available such as Carnegie Mellon’s Open Learning Initiative, Utah State University, the 
community college based Sharing of Free Intellectual Assets (SOFIA), Rice University 
Connexions, and John Hopkins Bloomberg School of Public Health.  
The Open University started its Open Content Initiative in 2006 with the aim to offer an 
environment for learners that would support free access to material derived from its 
existing courses. In common with other major projects in the field the initiative received 
significant funding from The William and Flora Hewlett Foundation. However, this initiative 
had some different characteristics. Firstly the materials that form the Open University’s 
offering are derived from distance learning material and can operate in a self-contained 
environment. Secondly the proposal gave an equal weight to developing a range of tools 
to help both learners and educators work with the content – “sensemaking tools”. The 
initiative also shared key characteristics with previous work in adopting a licence that 
would retain some rights but intended to allow any reasonable form of reuse, the creative 
commons licence http://creativecommmons.org, and in using a project structure 
supported by a significant amount of external funding. 
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In October 2006 the Open University launched the initial service from the initiative using 
the name openlearn to describe two interlinked sites, the learningspace and the 
labspace. In each case the sites are built using the open source learning environment 
Moodle, with learningspace focussed on the provision of quality assured units of learning 
each designed to take about 3-20 hours to work through. For the initial set of units the 
approach was to retain a strong relation with the original material rather than to introduce 
new features based on the new tools available in the online environment. The result at 
launch was a broad collection of 900 hours of activity-based learning material within an 
online environment that included learning journals and forums across all units but limited 
integrated interactivity. The second site, the labspace, is also built in Moodle but offers 
extended features including three additional tools to help the sensemaking process: the 
MSG context based instant messaging system, FlashMeeting video conferencing and 
Compendium Knowledge Mapping tools. The tools were each previously under 
development within the University’s Knowledge Media Institute but are offered for the first 
time integrated within the Moodle environment. The labspace also offers the chance for 
all users who complete the registration process to download unit content and rework it 
before uploading the new version. The labspace is thus more experimental in nature with 
less assurance for the learner that all material has been approved for release, but more 
opportunities for improvements and contributions by the wider community. Over time the 
two sites may diverge with a proportion of the changed material feeding back into the 
main learningspace. 
2 Developing the labspace 
The labspace at launch offers the possibility to rework material but few tools to help this 
in practice. The openlearn initiative aims to develop from this position towards a more 
sophisticated set of tools for managing and changing the content. This could lead in a 
variety of directions each of which will be explored. Two key options are the provision of 
richer tools for the authoring process or to focus on the provision of the content in clearly 
described formats to allow the reworking to take place off site. 
Other projects that have encouraged users to contribute material are connexions 
(Baranuik et al., 2004) and the tool based project, eduCommons 
[http://cosl.usu.edu/projects/educommons/]. eduCommons is a Plone based 
(http://plone.org) system that provides tools that help produce, describe and share 
content. This helps address the handling of content but leaves open the format and 
method to give the learner access to work with the content. Connexions is a site that 
allows course creators to directly enter content and then gives users browsable access to 
the content. These are both worthwhile models for openlearn but do not offer solutions for 
all features. 
In its launch configuration labspace offered content available for download in an OU 
defined package. Opting to download the zip package associated with a particular unit 
gives the user a data set that includes: 
• A package manifest; 
• An XML file structured according to an OU defined document structure; this single 
document contains the textual content of the learning unit;  
• A metadata XML file with a description of the unit; 
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• A set of associated resources ( graphics, audio and video files) referred to from the 
unit XML file; 
• An XSL stylesheet to allow offline previewing of the unit as a set of linked HTML 
documents, and 
• Instructions for how to process the files. 
Together this data provides the expert user familiar with working with raw XML 
documents sufficient information to rework and repackage the files before uploading them 
back the system. 
The approach to dealing with the content will be improved over time and has three main 
limitations. Firstly, that the process for previewing and editing documents is relatively 
complex, second that the formats are non-standard (which is not necessarily a problem 
for an expert user but may present users not experienced with XML workflow difficulties in 
opening documents in their preferred editors), and third that they are packaged for human 
interpretation. There are plans to address each of these limitations. In the first case by 
allowing different tools to apply to the content, in the second by allowing new format such 
as Moodle backup and collections of separate resource files, and investigating 
conversion into other formats such as IMS CP, Daisy accessibility, mobile and IMS LD. 
Though these may not all prove feasible, the first newformat, Moodle backup, has been 
released as part of the updating of the openlearn site three months after launch.  
The third case limits the automation that can be applied by external systems and needs 
to be addressed to get the full value out of placing material freely available. This changes 
the way we consider how the site operates and turns the image of labspace from a place 
that attracts people to work there, to one where we expose resources to the world. To do 
this we need to consider how to introduce methods such as those required to work with 
Web 2.0 (O’Reilly, 2005) through syndication (web feeds such as Atom and RSS), and 
web services. RSS/Atom-style feeds have established themselves as a lingua franca on 
the Web for sharing heterogeneous content, offering those working on open content a 
decentralised architecture that matches the needs of open, online community activities. 
This data can then be harvested, aggregated and remixed with other sources by humans 
or software services.  
The World Wide Web Consortium (W3C) summarises web services as follows: 
Web services provide a standard means of interoperating between 
different software applications, running on a variety of platforms and/or 
frameworks. Web services are characterized by their great interoperability 
and extensibility, as well as their machine-processable descriptions thanks 
to the use of XML. They can be combined in a loosely coupled way in 
order to achieve complex operations.  
http://www.w3.org/2002/ws/Activity  
A Web Service goes beyond the publication of content as XML, to querying and invoking 
applications over the Web. Many businesses now use Web Services as a key, or even 
defining architecture, in a distributed enterprise, and there is much activity now to 
investigate the implications of this kind of infrastructure in future e-learning scenarios. 
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3 Exploring the possibilities 
The possibilities that are enabled by the availability of free content with permission to 
rework have been illustrated by one of the authors (Tony Hirst) working outside the core 
openlearn team at the Open University. Examples of reuse and representation of 
openlearn content has been produced that illustrate the power of Web2.0 techniques and 
syndication. These are described (along with other items of interest) in the blog OUseful 
information [http://ouseful.open.ac.uk/blog].  
Two examples to note here are the representation of the linearly presented openlearn 
units in a hierarchically browsed manner, figure 1, 
[http://blogs.open.ac.uk/Maths/ajh59/008189.html] that can then itself be taken and 
integrated into aggregation systems such as Netvibes [http://www.netvibes.com/] and 
Grazr [http://grazr.com/]. This demonstrates how formats such as OPML (Outline 
Processor Markup Language) can be used to capture structure about the linearly 
presented content and then provide a hierarchical navigation system for it. By reusing 
third party tools that display OPML (essentially remixing third party applications with 
openlearn content) a navigational remix of the openlearn site becomes possible. 
Generation of the OPML file could be added to the XSL stylesheet delivered as part of 
the download package. Encouraging the development of XSL stylesheets that can be 
applied to the XML documents is one area of remix that could in the future be promoted 
by labspace. In this sense, the openlearn content would act as meaningful test content for 
the elearning community to experiment with in developing display formats for electronic 
delivery. 
 
Figure 1: New navigation added to openlearn material (from 
http://ouseful.open.ac.uk/openlearnplayground/navigatedemo.php) 
A second illustration of the power of exposing the underlying data 
[http://blogs.open.ac.uk/Maths/ajh59/008866.html] is the use of a new service, FeedCycle 
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[http://www.feedcycle.com/], that allows timed distribution of syndicated content. Adding 
the timing information to a reworked version of an openlearn unit (T180) produces a 
regular daily lesson extract from the 10 sections that make up the openlearn unit. This is 
all achieved with no changes to the content available to learners from the openlearn site 
itself. 
RSS is more typically applied to allow syndication of “frequently updated digital content” 
[http://en.wikipedia.org/wiki/RSS_(file_format)] and suggested use of such feeds in 
education (Duffy & Bruns, 2006) focus on transient information. However, applying RSS 
to the relatively static content in open educational resources also offers a range of 
advantages. Making content available in RSS increases the number of ways in which 
users of the content can access it. Although not yet in the mainstream, heavy users of 
web feeds increasingly subscribe to large numbers of feeds that they then filter, receiving 
a filtered version of content aggregated from many sources in a single, personalised feed. 
By making openlearn content available as RSS, users can easily create their own 
customised courses by subscribing to the feeds of several units and filtering the results 
(for example: content from two openlearn courses could be pulled in as RSS passed 
through a filter that topped them with an appropriate acknowledgement before being 
displayed). 
The experience in achieving these altered versions has revealed additional requirements 
that should be met to assist the process and make the possibilities more obvious to other 
users. These include: 
1. The use of stable URLs – it is difficult for users to experiment with navigation-
based remixes of content if the URL of the content is not permanent. 
2. Separation of content from additional information 
3. Adoption of syndication – this relates to two things: a) putting content in a form 
whereby users have more ways of accessing the content; b) putting content in a 
standard form that is already widely used by services that aggregate and filter 
content from different sources.  
4. Adoption of web services – exposing the information so that it can be used by 
external software systems.  
URL stability has been addressed by revising the content upload process to enable a 
distinction between content updates and content publishing to retain URLs whenever 
possible. Greater separation of content from the additional information will be gained with 
changes in the download format. The switch to use syndication and web services 
requires further planning but will bring significant advantages. 
An illustration of advantages can be seen in the work supported by BBC backstage 
[http://backstage.bbc.co.uk]. BBC backstage releases feeds and application program 
interface (API) specifications. As a result the BBC has enabled and encouraged many 
third party tools to be developed such as a combination of Google maps with news items 
to show where in the UK the main events in the news are happening 
[http://benedictoneill.com/content/newsmap/], or an automated “missing words” game 
generated from recent news headlines [http://www.missingwords.co.uk/]. 
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4 Syndication and web service implications for openlearn 
Openlearn needs to expose its content using a de facto standard such as RSS, to 
encourage the use of the Web 2.0 paradigm. In addition, as openlearn operates as part of 
the Open CourseWare Consortium (OCWC), this will enable openlearn to provide 
metadata information for collation. RSS based XML feeds will enable openlearn to 
respond using the de facto standard mechanism when other stakeholders request our 
metadata. For comparison, MIT OCW’s RSS feeds are listed at 
http://ocw.mit.edu/OcwWeb/Global/OCWHelp/rssfeeds.htm 
Web Services are more complex to implement, but there is already work under way within 
the Moodle community to integrate them into Moodle. An EU-funded consortium project, 
LUISA [http://www.luisa-project.eu], is also interested to add Semantic Web Services to 
openlearn labspace content (Dietze & Gugliotta, 2007), and have carried out some initial 
studies. This work will provide exemplar Web Services with more complex semantics in 
the field of learning resources.  
The final plan to implement these two approaches remains to be specified; however the 
current recommendations are to develop labspace units that have suitable syndication 
(RSS or Atom); 
5 Conclusion 
Releasing Open Content has proved to be a powerful enabler for experimentation with 
new tools. Some of these options were not foreseen in the original design of the 
openlearn site or not prioritised in the initial release. The Web 2.0 environment however 
means that the act of opening up to the world in itself is seen as an invitation to rework; it 
is then important to supply appropriate support and understand the best way to 
encourage such activity. A major influence is the adoption of appropriate licences to 
legitimise these activities. 
Planned developments in openlearn will make opportunities more apparent, not only for 
the core content but also the tools and user provided content in the labspace. Service 
oriented architecture is all around, enhancing openlearn to communicate with those 
services in a flexible and permissive way will allow the initiative to take advantage of it. 
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Abstract: Access to learning information is still restricted due to the lack of 
technical and semantic interoperability, locking in knowledge resources in 
disconnected islands. A successful environment for competence 
development and lifelong learning must be built on top of an infrastructure 
that maximizes the amount of information available, integrating centralized 
repositories and user desktop resources as well as emergent new 
applications. This paper describes the vision and current efforts of the 
TENCompetence project towards this goal as well as current collaboration 
with other initiatives like those being performed by ARIADNE foundation, 
describing the requirements and challenges towards developing such an 
integrative knowledge resource management system on the information 
source layer as well as on the service layer.  
Keywords: Knowledge Management issues related to competence 
development, lifelong learning; Simple Query Interface; Learning Object 
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1 Introduction 
Traditionally, instructional learning has covered the needs of people searching for new 
labour opportunities, be it in the form of improvements or upgrades in current jobs or as a 
way to be able to apply for new ones. Using this approach the learning process starts 
with some formal curriculum (e.g., at the university level) and is then followed by some 
specific courses related to the area of work (e.g., an MBA). Nowadays there is a growing 
need for more flexible and cost-effective solutions for learners in order to provide lifelong 
competence development. People require the possibility of learning at different locations 
(e.g., at home) and at times that fit their work hours better. On the other hand they would 
like to keep most of the benefits of face-to-face learning, such as the availability of tutors 
to help them if a question arises. TENCompetence addresses this need and aims at 
supporting individuals, groups and organisations in Europe in lifelong competence 
development by establishing the most appropriate technical and organisational 
infrastructure, using open-source, standards-based, sustainable and innovative 
technology. Such an infrastructure requires a knowledge resource management system 
as its basis in order to ensure the availability of knowledge resources as well as the ability 
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to exchange and (re-)use them. Moreover, learners should be able to share their 
resources and access resources from other learners as well. On the one hand there exist 
the centralized and monolithic repositories on which e.g. Learning Management Systems 
(LMSs) rely while at the other extreme there are completely decentralized networks like 
Peer-to-Peer (P2P) networks in which users may share content without loosing control 
over it. In addition, emergent Web 2.0 applications (e.g., Flickr or YouTube) provide new 
means for users to share information with a higher level of motivation than the more old-
fashioned repository-like ones. Unfortunately, the lack of standards makes the integration 
of all these information sources1 difficult so that the benefit of such a rich set of 
knowledge resources is not always fully exploited. 
Among the key activities of TENCompetence are the integration models and tools for the 
creation, storage and exchange of knowledge resources2. In order to achieve this goal we 
are currently implementing a base infrastructure in which information is made accessible 
in order to better support lifelong learning and at the same time enhance the learning 
experience. Such an infrastructure would bring together information stored for example in 
institutional servers and LMSs (centralized repositories), locally on learner desktops (by 
means of P2P networks) and online community-sharing systems like online-storage 
applications, wikis or blogs.  
In this paper we identify the main challenges that must be addressed and solved before 
our goals can be realized and present the architecture we are currently implementing 
towards such goals. 
2 TENCompetence Knowledge Resource Management System: 
Challenges & Architecture  
Integration of heterogeneous information sources like learning object repositories, user’s 
desktops and resources in Web 2.0 applications within a single architecture raises the 
challenge of interoperability, both technical and semantic. Due to the limitations (both in 
metadata and query capabilities) of some of the information sources we are considering 
(especially in online web systems) we have decided to start with a basic core set of 
metadata (a subset of Dublin Core and therefore of LOM) and rely on keyword based 
search therefore simplifying considerably the problem of semantic interoperability. 
However, technical interoperability still remains a challenge. Our knowledge resource 
management system (KRMS) must not only provide sharing and search capabilities but 
also management of knowledge resources (storage, update and deletion) as well as other 
advanced services like for example rating. The lack of a standard interface for these 
services makes this integration more difficult and costly. Furthermore, TENCompetence 
KRMS must provide services for storage, search and retrieval of knowledge resources in 
both the local system or remotely, in other repositories or web storage systems. In 
addition, the number of remote repositories may evolve over time. Therefore the 
architecture must be flexible enough to deal with these issues. For this reason, we 
adopted a Service Oriented Architecture and rely on an online registry in which 
information sources can be added or removed dynamically (see Figure 1). 
                                               
1
 With information sources we mean all kinds of information container e.g. repositories, P2P networks and 
Web 2.0 applications. 
2
 Knowledge resources are the containers that store the explicit knowledge for sharing purposes. Examples 
are learning objects, articles, books, software programs, informal messages, etc. 
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Figure 1: TENCompetence KRMS Architecture 
The KRMS is built as a 3-layered architecture incorporating information source, service 
and client layers. 
2.1 Information Source Layer  
The information source layer consists of the set of repositories, P2P networks and Web 
2.0 applications to be integrated in our system. Each information source to be connected 
must implement a common interface for the services provided. In the case that the 
information source does not support such an interface natively, a wrapper module is 
required. 
Interfaces for Search and Publishing 
TENCompetence KRMS is designed to include knowledge resources contained in 
different kinds of information sources independent of the concrete information source 
implementation. In order to achieve this aim, information sources should implement 
common interfaces. With regard to search, there exist different standards with varying 
complexity (IMS). We decided to base our solution on the Simple Query Interface (SQI) 
(van Assche et al, 2006) due to its simplicity and adaptability to different scenarios (e.g., 
synchronous and asynchronous) as well as independence of query language, which 
some of the information sources we are targeting natively support. Otherwise, an SQI 
wrapper installed on the top of an information source allows searches to be performed 
over the network in a platform independent manner. However, there are no standards 
that allow for comparable homogenisation of resource publishing operations. On this 
direction, ARIADNE already initiated the work for the specification of such a publishing 
interface following similar design guidelines as the ones used during the development of 
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SQI. TENCompetence has joined this effort and collaborates on its refinement and 
validation in order to use it as common interface in the TENCompetence KRMS. 
Components  
One of the interesting approaches of our architecture is the integration of centralized 
repositories (like ARIADNE and DSpace), distributed networks (like the LionShare P2P) 
and online web systems. Such an approach gives flexibility to users and reduces the 
effort they need in order to share or find information they are interested in (Brunkhorst et 
al, 2006) allowing at the same time its use in different scenarios. 
For example, the core of the ARIADNE infrastructure is a distributed library of digital, 
reusable educational components called the Knowledge Pool System (KPS) now actively 
used in both academic and corporate contexts. This ARIADNE KPS is a Learning Object 
Repository that offers a web service based API through which learning objects and their 
metadata can be transparently modified. The goal of having such an API is to enable 
loosely coupled integrations in third party applications such as VLE's, authoring tools or 
federated search engines. 
On the other hand, LionShare is a P2P network whose primary goal is to facilitate the 
distribution of localized content found on the personal computers of educators and 
researchers not having an easy way to publish this content in popular learning object 
repositories or preferring to keep control over their resources. The LionShare P2P 
network now comes with a SQI to LionShare gateway. This SQI target allows users to 
treat the LionShare’s P2P network collectively as just another big and very distributed 
learning object repository (Ternier et al, 2006). 
2.2 Service Layer  
The service layer provides search and publishing services as well as services for 
information source and session management. This layer contains the services that will be 
accessed by client applications (in the client layer). Services in this layer may also make 
use of other services from the same layer. 
Combination of P2P and Centralized Repositories  
A number of centralized repositories, like ARIADNE, DSpace, etc. have been created 
over the last few years. One of the aims of the KRMS architecture is to allow inclusion of 
knowledge resources already contained in these repositories. On the other hand, a lot of 
knowledge resources that are available on the user’s desktops are unlikely to be shared 
by means of inserting them in a central repository. P2P technologies provide a common 
framework for sharing of knowledge resources stored on the user’s desktops. The 
combination of both, P2P and centralized repositories allows for integration of the 
knowledge resources independently of their storage place.  
Information Source and Session Management Services  
In order to combine publishing services provided by different information sources within a 
single application, information sources should publish information about supported 
metadata schemas, constraints on resource formats and connection details in a registry. 
Our UDDI registry provides homogenized descriptions about the services of the 
information sources connected to it. Based on this information, a client application can 
select one or more information sources to work with.  
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Federated Search Engine 
Our KRMS currently relies on the engine developed by ARIADNE in order to perform 
federated search. It is conceived such that it leverages standards at 2 levels. At the top 
level, this federated search engine offers search functionality through an SQI target. Thus 
from a standards perspective, sending a query to a federation of repositories is no 
different than sending a query to a single repository. At the second level, this engine 
leverages SQI at the level of the information sources. As we want to lower the threshold 
of adding a new information source to the federation, adding a new information source 
requires no more than registering its capabilities by our information source management 
service. The federated search engine consults this service for the new information 
sources dynamically. 
2.3 Client Layer  
The KRMS client layer provides the graphical user interface. It may be implemented as a 
stand-alone application or web-based. The former has the advantage that it may allow 
local management and sharing of knowledge resources becoming a LionShare peer. The 
latter has the advantage that it may be accessed anywhere from any computer and 
without the need for any extra software installation. 
2.4 Implementation 
The architecture described in this chapter is currently being implemented. At present it 
allows search to be performed in all integrated information sources like ARIADNE 
repositories, eXact Lobster and LionShare P2P network. Ongoing work is directed 
towards the implementation of the SQI-based search functionality for Flickr and YouTube. 
Apart from that we integrated a preliminary version of the publishing interface into the 
ARIADNE repository.  
3 Conclusions and Further Work 
This paper identifies the requirements a KRMS system should satisfy in order to integrate 
heterogeneous information sources and provide homogenized search and publishing 
services for knowledge resources. This is a basic backbone over which a full environment 
for competence development and lifelong learning will be built. Architecture for such an 
integration that has been presented makes use of existing standard interfaces for search 
(SQI). However, lack of standards for publishing and information source management 
services led the TENCompetence project to join efforts initiated by ARIADNE in this 
direction and to collaborate on the refinement and validation.  
Although the results presented here are promising, we are still at the beginning of the 
process. Refinement and validation of the interfaces as well as the integration of 
emergent web online storage applications must be performed. Finally, the whole 
infrastructure will need to be validated as part of the overall infrastructure for the 
competence development and lifelong learning. 
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Abstract: Cultural influences on learning object design and development 
can be understood in terms of three major factors: pedagogical design, 
which concerns the organisation of the learning activities and content, 
presentation design, and prerequisites which involve both the 
infrastructure and learners’ needs and knowledge. This paper provides an 
analysis of cultural influences on learning object design. A set of culture-
related variables is proposed to guide the design and development of 
culturally sensitive learning objects. 
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1 Introduction 
The impact of cultural diversity on the effectiveness of e-learning has been increasingly 
recognised. The pedagogical values of online learning materials may be culturally 
appropriate in one culture; but that does not imply they would be appropriate in another. 
Culture has a powerful influence on human cognitive style and learning approaches. 
People living apart from one another develop unique cultures.  
Along with an increasing acceptance of the concept of learning objects (LOs) the 
effectiveness and accessibility of the reusable learning objects has received more 
attention in the educational technology and instructional design literature. The concept of 
a learning object is defined as a small, independent, and reusable unit of learning content 
(Polsani, 2003). A learning object, from the viewpoint of pedagogical design, consists of 
learning content with appropriate interactivity organized around the achievement of a 
special learning goal where Boyle (2003) defined a practical perspective as “micro-
context” to denote the instructional context that is involved in the learning object. The 
term learning object implies that it would be reused in the culturally different teaching and 
learning environments. Therefore, enhancing the cultural adaptability is a crucial issue to 
ensure the pedagogical effectiveness of learning objects. 
This paper focuses on the analysis of cultural influences on the design and development 
of learning objects. A set of culture-related variables that affect the design of learning 
objects is proposed following the analysis. 
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2 Culture and its influence on the design and development of 
LOs 
The recognition of cross-cultural similarities and differences is important for learning 
object design and development as it leads designers and teachers to a deeper and more 
valid understanding of the needs of students who have different cultural backgrounds. 
Culture can be viewed as “the beliefs, value systems, norms, mores, myths, and 
structural elements of a given organisation, tribe, or society” (Watson et al., 1994, p45). 
Language, rituals, tools, or the design of buildings can be seen as concrete forms of 
material culture (Kroeber & Kluckhohn, 1952). According to the definition of Hofstede 
(1994) culture is a collection of characteristics possessed by people who have been 
conditioned by similar socialisation practices, educational procedures and life 
experiences. In this sense, countries possess a distinct and relatively stable culture, 
which is widely accepted. Therefore, comparing national cultures is usually adopted as 
the way to research issues of cross culture. 
Learning object design synthesizes pedagogical principles and software engineering; it 
also involves cultural context. Vygotsky (1978) explained the importance of the social 
interaction in intellectual development by means of the well-known concept of the Zone of 
Proximal Development (ZPD). It is an interwoven relationship between artefacts, activities 
and learner development that make social cultural theories so powerful with respect to 
design of e-learning environments. Fjuk and Ludvigsen (2001) argued that there is a 
tendency for activities mediated by ICT to constitute a unit of analysis in themselves, 
rather than additional and interconnected aspects that are manifested in the ICT 
environment. The cultural perspective extends the unit of analysis beyond the given 
activity itself to the context that affects performance of the activity. In this paper the 
cultural context that may affect the reusability of learning objects is analyzed from the 
angle of design and development. 
The creation of Learning Objects is composed of pedagogical design, presentation 
design and development. In deciding if learners will learn desired outcomes in a 
reasonably effective manner, cultural factors need to be referenced, and what ‘a 
reasonably effective manner’ might mean in terms of a particular cultural group also 
needs to be clarified.. It is assumed that cultural factors would have to be considered 
from the beginning of the design of learning objects if they were to be culturally 
pedagogically effective. Therefore cultural influences should be examined at a variety of 
levels of design and development of learning objects. Figure 1 describes the conceptual 
structure of design and development of learning objects and influences of culture at each 
of the design levels. 
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Figure 2 Cultural influence and learning object design 
The first level is concerned with the pedagogical design of learning objects. At this level 
the learning content and activities will be selected and organized into a pedagogical 
pattern for achieving the learning goal. The pedagogical pattern is about a teaching 
approach that provides an explicit structure to assemble learning activities and tasks. At a 
high design level, cultural values and beliefs are embodied in the selected pedagogical 
pattern. The cultural influences at this level may relate to the teaching style and learning 
behaviours that they are used to, and the perception of the roles and responsibilities 
between teachers and learners. For example, is it the instructional method (e.g., didactic 
instruction or heuristic instruction) they prefer or not, does the illustration (e.g., familiar, 
acceptable, or unacceptable) attract them or not. Since the “micro-context” is involved, 
the design of the context is accompanied by the pedagogical choices in the selection and 
organisation of learning activities (Boyle, 2006). Taking a cultural perspective on the 
selections, these questions would require considering: 
• What kind of teaching method is most familiar to the target learners? 
• How does the social culture influence learners’ view of the learning tasks? 
• What kinds of assessment tasks best cater for the learning aim of the learners? 
• What forms of encouragement are most effective for the learners? 
Answering these questions can lead to a better understanding of learners’ needs in terms 
of particular cultural groups, and ensure the production of culturally applicable learning 
objects. 
The second level is concerned with presentation design where the teaching and learning 
activities are made concrete in appropriate forms. Since learning objects are computer 
software, the usability of the presentation design would be affected by different cultures. 
The issue of Internationalisation and localisation has been well researched with regard to 
cross-cultural HCI design. The representational variations between cultures, such as 
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colours, images, symbols, layout, date and time format, etc. have been addressed. 
However, the representation of a learning object has to provide not only an appropriate 
interface but also a direction of study to learners. From the point of view of culture, 
learning may be easier when the content is surrounded by a meaningful narrative that 
may differ for multiple cultural groups. Therefore, considering these questions could 
provide a cultural perspective to cope with the diversity of preferences at the presentation 
design level of learning objects: 
• What kind of navigation is most efficient for the learners? 
• How does the cultural background affect learners’ acceptance of the form of the 
presentation? 
• What is the most effective way to interact with learning objects for the learners? 
The third level refers to the prerequisites that may affect the use of learning objects. Two 
kinds of prerequisites are considered: infrastructure that refers to the availability of the 
computer hardware, software, network, etc., and learners’ personal needs and pre-
knowledge. The construction of infrastructure varies between countries. Learners may 
have different computer skills and experiences. Research has shown that learners’ 
demographic characteristics such as age and gender, experience and pattern of using 
computers, and attitudes toward and perceptions of computer based learning can 
influence their success in online learning (Dick & Carey, 1996; Kemp, 1998; Duggan et 
al., 1999; Volery, 2001) Hara and Kling (1999) report frustrations in coping with 
technology as a key factor affecting students’ dropout rates in online-learning. Analysis of 
prerequisites constitutes a basic factor in design and development of learning objects.  
These levels are involved in the process of the design and development of learning 
objects. The aim is to generate reusable learning objects with cultural sensitivity. 
Considering a higher level, designing e-learning modules or courses will integrate the 
learning objects into a whole teaching and learning context for a particular cultural group. 
Therefore, a larger cultural context will be involved when the learning objects are reused. 
There should be other levels of influences of culture on using learning objects, which is 
beyond the discussion of this paper. 
3 Culture-related variables affecting LOs design 
Culturally related factors that impact on the reusability and adaptability of learning objects 
appear at different levels of design and development. The critical issue for the design of 
learning objects is how such a variety of culture-related factors can be reflected. Collis 
(1999, p.206) argues that “at the institutional, instructor, or even student level, a WWW-
based course-support system must be designed to anticipate user choices about a large 
numbers of variables, each of which have different optimal values in different cultural 
settings”. Design of learning objects with cultural sensitivity would become optimal 
decisions if such variables could be illustrated. 
Over the last decade with the rapid increase in the use of computer based technologies in 
education, influences of cultural diversity on the effectiveness of e-learning systems have 
been observed. Guidelines or models about culturally inclusive design of web based 
courses have been proposed to accommodate the needs of learners from different 
cultural background (Collis, 1999; Henderson, 1996; Reeves, 1992, 1997; Fjuk & 
Ludvigsen, 2001). A well-known model that is proposed by Reeves (1992) presents 14 
dimensions of an instructive learning system, which represent a multidimensional 
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approach to reflect the contrast in educational system among different cultures. 
Henderson (1996) presents a cultural pedagogic model that is based on Reeves’ 14 
dimensions, in which she adds the idea of incorporating multiple cultural perspectives into 
an eclectic paradigm, so that multiple cultures maintain their identities and can have their 
respective cultures accommodated. These works consider the cultural influence on 
teaching and learning as a whole and emphasize the theoretical level of cultural diversity. 
In addition to the work of Reeves and Henderson, Collis (1999) propose practical 
dimensions in e-learning sensitive to culture-related differences. However, it seems too 
general for considering cultural influences on the level of learning object design and 
development. 
Since a learning object is defined as a small, reusable unit of learning and only “micro-
contexts” are involved, the cultural influences mostly occur at the individual level and 
affect the accessibility of the learning objects. It is necessary to embody the intangible 
cultural factors (Henderson, 1996) into design variables that provide cultural perspective 
for design and development of culturally sensitive learning objects. Many examples of 
cultural diversity of teaching and learning can be seen in a number of literatures (Collis & 
Remmer, 1997; Jin & Cortazzi, 1998; Chan, 1999; Ikuta et al. 1998; Howell & Jayaratna, 
1998; Biggs, 1998; Hofstede, 1994). The challenge is to identify a systematic way in 
which the design of learning objects can meet the variant need in terms of cultural 
differences of teaching and learning.  
Based on the analysis of design and development of learning objects discussed above, a 
set of culture-related variables that affect the pedagogical choices in the design of 
learning objects is summarized in Table 1. The culture-related variables are displayed in 
the left-hand column, the middle column briefly describes the variables, and the possible 
options of each variable are presented in the right-hand column.  
These variables provide a perspective to examine and match the cultural requirements of 
the learning objects during the period of design and development or adaptation of existing 
learning objects to another cultural group. Each variable relates to one or more 
pedagogical choices for which designers or tutors can choose the proper options for the 
particular learning context. For any individual learning object, it is not necessary to 
include all of the variables show in Table 1. Learning objects can be simple or complex 
pedagogically as well as simple or complex technically. 
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Culture-related 
Variable Description of Cultural Sensitivity 
Optional Action / 
Consideration 
1. Learning 
content  
Content related cultural issues may cause 
different responses by learners with 
different cultural backgrounds 
Providing the concept of 
racial equality and ethnic 
diversity 
2. Instruction  Cultural differences can been seen in the 
use of appropriate teaching styles (Collis & 
Remmer, 1997; Jin & Cortazzi, 1998)  
Didactic instruction or 
heuristic instruction 
3. Interaction  Learning behaviours are culturally different 
between learners from different cultures 
(Chan, 1999; Ikuta et al. 1998) 
Interacting with system, with 
peers, and with tutor 
4. Illustration and 
exercise 
Illustrations need to be culturally sensitive 
to learners in different social environment  
Using familiar or acceptable 
instance; 
Solving academic or daily-life 
problem 
6. Language Translation to learners’ first language   
7. Communication There are cultural differences in 
preferences for the form of communication 
(Howell & Jayaratna, 1998) 
Synchronous vs. 
asynchronous; anonymous 
vs. signed communication 
8. Motivation and 
stimulation  
Cultures differ on meaning of success in 
academic and manners of stimulation 
(Biggs, 1998; Hofstede, 1994) 
Using encouraged or critical 
language; more or less 
challenging assessment  
9. Interface Layout of interface (e.g. format of date, 
number; symbols, colours) varies among 
different cultural groups (Russo & Boor, 
1993) 
Format of number, date, 
time; proper colours, 
symbols and icons; textual, 
audio, or video information 
10. Infrastructure Development of infrastructure, e.g. 
computer network is different between 
countries 
Facilities including hardware 
and software  
11. Personal 
needs and pre-
knowledge 
Learners’ pre-knowledge and skills of 
computer use are culturally different. 
Individual needs may relate to the 
accessibility of the system. 
Learners’ pre-knowledge, 
skills and attitudes toward 
computer based learning 
Table 1 Culture-related variables affecting LOs design and development 
4 Conclusion and Further Work 
Culture pervades learning. Design and development of reusable learning objects require 
cultural inclusivity. Culturally sensitive and reusable learning objects can be generated if 
designers or tutors are aware of the impacts of social culture on the pedagogical 
effectiveness of the learning objects. The culture-related variables provide designers or 
tutors with a cultural insight to accommodate the needs of particular cultures and to 
consider cultural diversity throughout the process of design and development of learning 
objects.  
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These culture-related variables connect with the pedagogical design of learning objects 
and, thus, should be mapped to the design factors of learning objects. Further research 
will realize the connection between the culture-related variables and learning object 
design and development. An authoring tool for facilitating the development and 
adaptation of learning objects is currently being developed (Boyle, 2006). The main 
functions of the tool are (1) to create new objects based on pedagogical patterns and (2) 
easily and quickly adapt existing learning objects. The tool explicitly expresses 
pedagogical options and operations to enable designers or teachers to think in terms of 
executable pedagogical design. This research will link to the tool and map culturally 
sensitive options onto the pedagogical choice points in the tool to guide the design and 
development of culturally sensitive learning objects. 
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Abstract: This article considers an approach to establishing common file 
formats for the preservation of digital outputs in an academic institution. 
Drawing on experiences at the authors’ own institution, it is argued that 
open standards and open source implementations should be favoured 
over closed and proprietary systems, and that what is of importance in 
such preservation is the intent rather than the physical substance of the 
work. 
 
1 Background 
The outputs of many processes no longer exist beyond the digital world – documents, 
photographs and other images, 3D models, and datasets exist only in computers. With 
the advent of cheap digital storage, there is a phenomenal increase in the amount of data 
that is stored online. In education, concepts such as life-long (Van Weert and Kendal 
2004) learning mean that, potentially, students’ work (and other education materials) 
need to be stored and accessed for a period of years, possibly decades. Furthermore, the 
outputs of study that a student values and wishes to preserve may only exist in digital 
form. 
The HE community has made great strides in addressing the growth of digital outputs. 
The JISC has its Digital Repositories Programme (JISC Repository Program), and 
valuable work has been carried out by UKOLN (UKOLN). Organisations such as the 
Digital Preservation Coalition (DPC) and the National Council on Archives (NCA) have 
emphasised how critical digital archiving is. This might be described as “top down” 
activity. We aim to show how “bottom up” activity, with principles drawn from the 
community’s existing work, can increase the likelihood of success. 
Archiving digital outputs presents us with a range of issues, e.g. information security, 
accessibility, ownership, and ultimate responsibility for preservation, and which file format 
the materials should be stored in. I can easily access the photographs my parents made 
of my childhood. I go into the loft, find the relevant shoebox, and leaf through the 
photographs and albums contained therein. Can it be said that there is an analogous 
process for the digital photographs stored on my computer’s hard drive? Aside from 
concerns over the physical unreliability of computer equipment (we do not propose to 
consider backup strategies – though it is an important area), and its attractiveness to 
thieves (physical artefacts such as treasured photographs are also vulnerable to theft), it 
is not necessarily the case that the formats we use are enduring ones. It has happened 
that a format that was widely used at one time later falls into disuse through market 
pressures or vendor strategy, with the result that earlier materials can no longer be read. 
For instance, most modern computer users would find it difficult to open files created in 
the WordStar (About.com) word processing package. Alternatively, a vendor may 
introduce subtle incompatibilities into subsequent versions of a format, claiming to 
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support “new features”, though often, of course, driven by the commercial logic to force 
an upgrade. After a few such cycles, formats can become orphaned. Yet another problem 
arises where certain formats may become unusable as the result of litigation and claims 
over “submarine” patents. The development of the PNG bitmap graphics format was 
driven by (at the time) realistic fears over the viability of GIF. 
As our collections of digital artefacts grow (thanks, in part, to the low cost of storage), we 
resort to other applications to manage them. We might manage meta-data about our 
digital photographs with a program such as iPhoto (iLife) – without any guarantee from 
the vendor that subsequent versions will be “backward compatible”, or, indeed, any 
guarantee that the vendor, assuming it stays in business (itself a fairly unrealistic 
assumption), will continue to support the product. 
In recent years, online services have emerged offering the promise of storing or archiving 
data (perhaps along social-networking lines). An example is the photo-sharing service 
Flickr (Flickr). Often, such services have a public API (Flickr API), allowing developers to 
build on them, and users to access the service without going through service’s own user 
interface. Many of these services have little visible business model, and therefore cannot 
be said to have long-term viability. It is reasonable to imagine that users of these services 
may eventually suffer a loss of their data – either through a failure of the service, or 
through the collapse of the business. Even the process of business merger, flotation and 
acquisition can affect services – as users of Writely (Upstartle) found when it was taken 
over by Google, and a hiatus of several months followed where new user accounts could 
not be created (Googleblog) – so a collaborative writing service stopped being 
collaborative. 
Within institutions, IT managers and administrators often don’t consider format durability 
outside the “enterprise” domain. Digital products that are created by what has been 
described as “functional” IT (McAfee 2006) are subject to limited organisational scrutiny, 
being viewed as digital ephemera actualised only through their appearance as meeting 
papers, presentations, or print-outs. Institutional IT services may be more concerned with 
short-term, practical issues such as network security or data storage facilities, leaving file 
formats (not inappropriately) for end users to choose. Recently, one of the authors (Adam 
Burt) gave a presentation on format standards in creative, practice-based education to a 
predominantly institutional IT audience, and the session was dominated by technical or 
operational questions on the technology instead of the pedagogical instruments. 
Irrespective of where the responsibility lies for considering the long-term storage of digital 
outputs, this is a critical problem, whether applied to pedagogic or other archives of 
student work, personal creative products, or institutional repositories. Although the 
problem is a multidimensional one, setting standards for the storing of digital materials is 
critical if we are to ensure continued access years into the future. The value, for example 
of e-portfolios is diminished significantly if, in the future, their content is inaccessible or 
difficult to decode. Under these circumstances, there’s little point storing them in the first 
place. Our time horizon should not be 3 to 5 years hence, but decades. (Although it is 
doubtful that any materials created 20 years in the past by an undergraduate would be of 
any immediate practical value today, they may still have a strong personal one. Examples 
might be photographs of children, a wedding, youthful travel diaries, and so on, all of 
which might have become incorporated in academic project-work). 
An important consideration in the selection of standards must be the ultimate purpose of 
storing the materials in the first place. In this way, the bottom up approach diverges from 
top down models. From the bottom, up we must choose between archiving and 
conservation, and between preserving the actual object, or preserving its intent. For 
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example, in storing a written document, is the goal to preserve the meaning of the words 
– that is, the message, or do we intend to store the style of the handwriting, marginalia, 
and doodles – a snapshot of the personality or the emotional state of the author? 
Different solutions are applicable to different institutions, and different activities – but the 
wrong decision may be difficult or impossible to reverse. It is also possible that there are 
counter-intuitive strategies. For example, in preserving a dynamic website created by a 
group of interaction design students, is it important to store the code (which may be using 
a web-application design paradigm that falls rapidly out of favour), or the use it was put to 
(in which case, would a “screencast” (Wikipedia) of the site being used be more effective 
strategy)?  
There are already differences in approach taken by national archives. For example, the 
National Archives of Australia has adopted an “e-permanence” strategy (NAA) to embrace 
digital archiving. It may be that this is more thinkable in a young country than in an older 
nation like Britain or France where the historical weight of physical archives can be the 
more pressing problem. 
2 Considering the Challenges 
We believe that institutions are obliged to consider an approach to standardising formats 
in order to facilitate the longevity of digital products (Freeny 1999). Any such approach 
should have the additional advantage of facilitating interoperation (a common goal of 
standardisation), however, institutions should not ignore the fact that successful digital 
archiving brings with it risks that need to be managed. An obvious risk is that of system 
failure, and the corresponding mitigation of frequent backups. It is important, then, that all 
stakeholders are involved at an early stage to ensure the consequences are appropriately 
considered. However, we recognise that in an area considered to be “functional IT” IT 
departments, and information managers may be reluctant to give consideration to the 
issues. This need not obstruct the adoption of standards. A whole solution is not needed 
– rather, the pieces simply need to fit together when the solution arrives. 
We do not address here those areas that are in the normal remit of IT management 
(disaster recover, capacity planning, scalability, information security), but offer some 
points for consideration around the selection of formats. Some of these are drawn from 
our own experience of attempting a programme of standardisation at Ravensbourne 
College of Design and Communication (Rave). 
It is not uncommon to hear claims about “industry standard” formats. In practice, there 
may be few standards (UKOLN 2) (HTML over HTTP being an obvious exception that is 
in itself of limited value as content management systems1 relying on databases for the 
back-end and scripting languages on the front end increasingly replace web pages), and 
“standards” may be advocated by enthusiasts for particular technologies. As well as 
“open standards” (UKOLN 3), there are, of course, de facto standards – it could be 
claimed that Microsoft Office format documents are one such2. There is a pragmatic 
calculus to be made between the availability of tools for a particular format, the familiarity 
of those tools to faculty and students, the physical storage requirements of the formats, 
and their “lossiness”. However, we argue that a significant consideration should be the 
                                               
1
 Wikis and blogs are, of course, specialised content management systems – as are VLEs (virtual 
learning environments). 
2
 Though care should be taken with this claim as Microsoft have not maintained stable formats. 
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availability of a free1 or open source implementation of software for reading and writing 
the format. We believe this offers the best guarantee of longevity. In the worst possible 
case, it should be possible to re-compile open source code for a future computing 
environment, making it possible to recover a format that the commercial world has long 
abandoned. Moreover, though not necessarily, an open source implementation suggests 
that the format is currently free from litigation. In our own view, the lack of an open source 
implementation should be sufficient to rule an archival format out. 
A reviewer of an earlier draft of this paper correctly pointed out that open source is not a 
comprehensive solution. It simply moves the goalposts – one must now preserve source-
code and compilers (possibly even the hardware to run them). Nevertheless, however 
many challenges this poses, it is one less challenge than reverse-engineering an opaque, 
undocumented, and proprietary format. 
Open source projects may be vulnerable to legal action as proprietary vendors claim 
intellectual property violations2, or as over-broad patents are granted3. Broad community 
support for open source models may in itself go some way to discourage commercial 
predators. 
We also argue that formats that are in the hands of a formal, open standardisation 
process should be preferred over formats that are not4. There are fewer surprises in such 
formats, and the development of the formats takes place in the open. We realise that this 
is not always practical (for example, PDF is a widely used and effective format, with 
numerous open source implementations, that is the property of a single vendor rather 
than the product of a standards body. However, Microsoft’s recent proposal to 
standardise its own competing format, XML Paper Specification, cannot be viewed as 
entirely without commercial cynicism (Ars Technical)). 
We strongly urge the rejection of DRM5 applied to any formats selected. Though 
superficially appealing to secure digital outputs against misuse, misappropriation, or 
outright theft, DRM raises the spectre of comprehensively locking legitimate users out of 
those outputs, and is particularly susceptible to market pressure, especially in creative 
areas6, as an “arms race” is run between those who wish to monetise their copyrights, 
and those who desire unhindered access to information. Under such circumstances, 
formats are prone to frequent, and undocumented, change. Moreover, in jurisdictions 
                                               
1
 “Free” is used here in the sense advocated by the Free Software Foundation – 
http://www.fsf.org/licensing/essays/free-sw.html  
2
 For example, http://www.computerweekly.com/Articles/2006/11/21/220061/microsoft-claims-
linux-infringement-of-intellectual.htm  
3
 For example, http://blogs.cetis.ac.uk/wilbert/2006/10/04/patent-front-dispatch/  
4
 It is a normal requirement of projects funded by the JISC that open standards be used. It is less 
common that this sensible and pragmatic guidance is followed in the business of teaching and 
learning. 
5
 Digital Rights Management – sometimes referred to enterprise digital rights management, or 
ERM, when considered in the context of an organisation. A term for technologies that control 
access to the use, and reuse, of digital content, favoured by copyright holders who seek to 
monetise particular uses. 
6
 Ravensbourne College of Design and Communication specialises in the fields of Design and 
Communication. 
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where reverse-engineering is forbidden, bypassing DRM in order to recover accidentally 
locked away content may actually constitute a crime. 
In considering a specification for storage formats, it is difficult to avoid consideration of 
the intent of storing the information, and it is essential to give this due consideration. 
Where on the continuum of preservation, through archiving, to “collecting” is the storage 
intent located? Do different users have different needs (and, therefore, different storage 
requirements)? In general, we recommend an approach that favours intention over 
preservation (“what did the output achieve?”, rather than “what was the output like?”), 
though we recognise that this may be at odds with preservation proper, and may 
therefore lead to quasi-duplication. For example, digital cameras store images in a “lossy” 
format - JPEG (Creative Commons), although their sensor would originally have collected 
more data. We do not make prescriptions here. There are no comprehensive rules, only 
specific cases. The raw sensor data from a camera, rather than the representation of an 
image, may be the intent of particular applications of digital photography. In certain 
cases, storing the intent of a digital product entails mapping into an entirely different 
format. Above, we gave the example of storing a dynamic website. Another example 
applicable to Ravensbourne’s subject area is the decision whether to store a file 
describing a 3D model, or to store the rendered image of the 3D model. 
Consideration may need to be given to the appropriate licensing of material when the 
work consists of student submissions. We believe the Creative Commons (Creative 
Commons) licences offer a balanced approach to protecting the students’ authorship, and 
suggest planners give these licences consideration. Once again, we cannot offer a 
panacea, and special consideration needs to be given to work which incorporates other, 
copyright, material. 
Finally, we recognise that archiving digital material is particularly burdensome if students 
are not involved in the process. We believe it is an essential part of pedagogy to explore 
the issues with students, and to place the requirement for an archival format on the 
students themselves. As the use of digital products grows, knowing how to manage and 
store ones personal digital archive will become an essential skill for us all. 
3 Concluding Remarks 
We believe that it is important for institutions to develop a systematic, but usable, 
approach to storing digital outputs, and that a vital component of developing this 
approach is agreeing and promulgating suitable storage formats. We believe that the 
selection of formats should be guided not only by pragmatic concerns over software that 
is in use today, but also by a considered view of “data for the ages (Tao of Mac)”. 
There may be many interesting reasons as to why such considerations are not typically 
made – in part, we think, because new technology is indeed new, in part because of 
differing generational views about the importance of digital products. We believe 
exploring these reasons is an interesting avenue of research – and a useful one if it 
eventually enables the making of more appealing recommendations. 
We believe that community organisations, such as the JISC and CETIS in the UK, 
already engaged at a strategic level, have a role to play in informing the community about 
viable formats – for example, a catalogue of formats with open source implementations 
would be a useful outgrowth of other CETIS activity in the open source and open 
standards area. 
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We present our own institution’s recommendations, categorised according to UKOLN’s 
examples. 
Category Format Comment 
Data Sets  Not applicable. 
Structured Texts XHTML+CSS 
ODF 
DOC 
PDF+Text 
The listing of formats is in order of preference. 
DOCX and other Office XML formats are not 
currently supported on Mac OS X and therefore 
not recommended. 
PDF+Text is “least desirable”. 
Office Documents XHTML+CSS 
ODF 
DOC, XLS, PPT 
PDF+Text 
 
Design Data DXF 
SVG, JPEG 
PDF 
Visual formats are allowed if the intent is to 
preserve the display of a designed artefact. 
Presentation 
Graphics 
PDF, M4V, Theora 
PPT, FLV 
We recommend M4V for visual presentations 
incorporating audio or video. 
Visual Images JPEG 
PDF 
 
Speech and Sound 
Recordings 
MP3, AAC, OGG  
Video Recordings M4V, Theora 
FLV 
For many applications, Theora is impractical. 
In general, we recommend video is encoded at 
320x240 as this suits web and small-screen device 
display. 
Geographic/Mapping 
Data 
 Not applicable. 
Interactive 
Multimedia 
M4V, Theora 
FLV 
In general we recommend that screencasts are 
created for interactive media. 
Table 2 Ravensbourne Format Recommendations 
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1 Introduction 
When we take into consideration both the student’s level of competence and the 
business’s desire to satisfy customer demands, we realise that there is a need to develop 
an adaptive learning approach. It is essential to have efficient and effective university 
education that is synchronized with the changing environment – inputs, output results and 
competences. 
On the other hand, the development and the implementation of new technologies have 
expanded the possible forms of the educational process, e.g. face-to-face, blended and 
online learning (Garrison and Kanuka 2004). Information and communication 
technologies introduce us to new pathways for lifelong learning at universities, schools 
and workplaces. Nowadays e-learning is not only enhancing people’s proficiency, but 
also is giving them the freedom to decide what, where, when and how to learn and to 
develop competence. Applying e-learning at the universities is going to give many 
competitive advantages for all involved parties. 
The problem is the existence of various practices and incompatibilities between academic 
processes and procedures in different universities and countries. Before implementing e-
learning standards and delivering convertible systems, it has been recommended that 
one model the academic processes and simulate different scenarios (Havey 2005, Mayes 
de Freitas 2004). 
This paper presents one approach to modelling educational processes as a value added 
chain. We attempt to interpret and compile existing business, governance and education 
processes reference models and suggest an example, Academic Chain Operation Model 
(ACOM). The latter can be used to develop an Academic Chain Operation Reference 
Model (ACORM) in the same way as other already established business models. 
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2 Business process management Systems and academic 
processes management 
Business process management (BPM) includes the cycles of analysis, design, 
deployment, monitoring and maintenance of activities and allows continuous evaluation 
and improvement in terms of cost, time and quality. People, process and technology 
collectively form the core of any successful BPM. Business processes management 
systems (BPMS) help managers to adopt the latest business innovations and to be 
competitive worldwide (BPTrends 2006). They, furthermore, represent the logic of all 
running activities in business organisations and lead the managers towards their desired 
business goals.  
Just like business processes, academic processes are mainly composed of sequences of 
decisions. Academic processes are different from business activities and have their own 
peculiarities based on the education as a system. The following is an incomplete list of 
major peculiarities of the academic processes: 
• Education is an active and mutual process; 
• Knowledge transmitting methods, forms and techniques between teachers and 
students are constantly evolving; 
• Because of the huge variety of interests the stakeholders negotiate in a difficult and 
complex way; 
• Technological developments and innovations are a key factor for skills and knowledge 
formation. 
In today’s e-learning literature too much emphasis is placed on technology, and too little 
on the good practices in the fields of BPM and, IT Applications in the educational field. 
3 Methodology and previous works 
We follow the BPM methodology (Scheer, Abolhassan, and. Kirchmer 2003). Our 
approach uses BPM tools to describe, model, animate and simulate the chosen 
processes.  
Our starting point is the collection of both the artefacts and the best practices related to 
education processes and models. Nichols, Terry Mayes and Sara de Freitas have 
published reviews concerning the theory and practice of e-learning and how they could 
be mapped together (Mayes de Freitas 2004, Nichols 2003). The reviews not only explain 
the pedagogical and pragmatic approaches to e-learning, classifying it into three broad 
areas, but also suggest a principle of constructive alignment to ensure that practice 
models are based on relevant theoretical frameworks. There are many running EC, 
international and local projects about educational innovations (COVARM 2006, 
TENCompetence 2006, PRIME 2006, JISC, 2006b). Also important is the useful guide for 
managers and practitioners in further and higher education on emerging practices with 
mobile and wireless learning (JISC, 2006a). It presents innovative practice with e-
Learning from several points of view: of the learners, of practitioners and of industry. The 
Sharable Content Object Reference Model (SCORM) provides cost effective solution for 
institutions for reuse and interchange of standard content across the different platforms 
for education and training (Watson J., Hardaker G., 2005). In addition, there are also 
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many models related to education and teaching (Wilson, Blinco, Rehak 2004, Knight, 
Beetham 2006). 
The analysis is done with the professor-student partnerships on the basis of the functions 
required. It is important that the analysis follows the value-added chain logic. According to 
this methodology, when processes are correctly described and modelled, it is possible to 
perform simulations on them (Havey 2005). 
Organisations work hard to obtain the best possible practice. A range of best practices 
have been established as reference models. Many models exist for the business 
processes, such as: the Supply-Chain Operations Reference-model (SCOR), the Design-
Chain Operations Reference-model (DCOR) and the Customer-Chain Operations 
Reference-model (CCOR). The ITIL (IT Infrastructure Library) is the best practice 
framework for IT Services Management and eTOM framework and describes the 
business processes in the telecommunications industry (Casewise 2006). FEAF defines 
the US government processes architecture (FEA 2006). 
4 An Academic Chain Operations model 
We are attempting to find the right level of adoption and to make use of good cases and 
practices related to academic processes. The processes within educational and 
competence development activities should include all the main educational process: 
planning, designing, managing and support. There are two major directions for academic 
processes classification: 1) the main education activities and 2) all the other activities. 
The activities that are not related directly to the educational process and that do not add 
value for the students, can be classified as additional. For the normal execution of the 
educational process it is necessary to plan and perform all supporting activities very well. 
For example academic processes can begin with student enrolment. Encouraging 
Applications should be organized in a proper way. Subsequent processes that have to be 
developed are applications processing and examination. 
Following the APQC research on process (APQC 2006) we can decompose the 
educational processes into following groups: 
• Category 
• Process Group 
• Process 
• Activity 
The top level, category, of the Academic Chain Operations Model (ACOM) is illustrated 
in Figure 1. It describes the key issues and the gearing of main processes within the 
individual units of chains and between them (as networks). 
• Planning 
• Designing 
• Managing 
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• Supporting 
This is a process model that can be used as a tool for academic process governance. 
ACOM will enable the users to address, improve, and communicate academic 
management practices within and between all interested stakeholders. 
Figure 1. Academic Chain Operations Model (ACOM) 
The next level, process group, describes the sub-processes of the categories. We have 
chosen “Curriculum Design” process group for our example. It is an important value 
creating educational process – Figure 2. It is quite similar to “Product development” in the 
commercial sector, as the process of Curriculum Design involves market research, 
modelling, designing, development and launch of a new educational product. 
Figure 2. Curriculum process group chain model 
The next level, process, describes the activities within the process. We have modelled 
the Ph.D. seminar process (see Figure 3). Figure 3 shows the process workflow together 
with all the activities, roles, document and time. It is also possible to model and simulate 
different costing scenarios. 
Managers suffer boardroom pressure for complete process accountability together with 
horizontal integration of all the processes thus providing the best possible value to the 
customer. The ACOM model enables academic organisations to effectively get 
knowledge about the processes in their academic value chains. From comprehensive 
process architecture all participants in the educational process can understand the role of 
technology for supporting the processes. 
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For each of the processes in the model above we have to describe: 
• Mission 
• Goals 
• Scope 
a.1 Includes 
a.2 Excludes  
• Key Performance Indicators  
• Workflow 
• Roles 
By simulating different situations and scenarios in the educational system, its features 
and behaviour can be improved before potential threats become reality. 
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Figure 3. Seminar process model 
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Conclusion 
Our dynamic life requires us to implement new educational methods and forms, according 
to various existing needs. The elements of ACOM have been developed to model the 
academic activities associated with selected phases of the educational process. It shows 
the approach to modelling and simulate educational activities and in this way to satisfy 
the learner's demand and to synchronise activities between educational institutions. 
By modelling the academic chains using process building blocks, the model can be used 
to explain simple and complex educational and competence development activities using 
a common set of definitions. The model is able to successfully describe the academic 
process and provide a base for continuous improvement. It can be used to provide a 
roadmap for developing Academic Chain Operation Reference Model and academic 
processes warehouse of references models. 
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Abstract: Existing models of competence development are characterised 
by a fixed sequence of stages of which assessment by others and 
following a fixed set of competence development activities are obligatory 
components. This paper shows that these models do not do justice to the 
large diversity of learning needs among lifelong learners. It then presents a 
model, consisting of four non-obligatory stages through which learners can 
move freely: (1) orientation; (2) evidence collection; (3) assessment by 
others; (4) perform competence development activities.  
Keywords: lifelong learning, competence development, informal learning 
 
1 Introduction 
In this paper we develop a model of the process of competence development that does 
justice to the diversity of learning needs among lifelong learners. We base our model on a 
combination of two existing models, where each model is part of the competence 
development process, Duvekot (2005) and Fletcher (2000). Apart from combining these 
two models, we also bring to light the freedom of choice that the lifelong learner has. 
First, we present our definition of competence development in Section 2. Then, we list 
existing perspectives on the process of competence development in Section 3, on which 
we base our model in Section 4. The model was developed by the authors within the EU 
7th framework TENCompetence project, as part of the background against which 
specifications for competence assessment can be developed. However, we think it 
applies more generally to lifelong learning. 
2 What is competence development?  
In this paper we use a broad definition of competence development. Borrowing the 
general idea from Hyland (1994), we define competence development as ‘the general 
development of knowledge, understanding and cognition’ in a person with respect to a 
specific domain. In our definition, competence development has the following 
characteristics: 
• It is about personal understanding, and thus the emphasis is on the individual learner. 
• Competence development is an ongoing process throughout life, thus is strongly 
related to lifelong learning 
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• All activities that a person undertakes may contribute to competence development. 
Competence development is not related to specific types of learning activities. Thus 
competence development involves informal learning; and although formal learning 
might be involved, and will be in most cases, it is not a necessary element. 
In using Hyland’s definition, we deviate from the definition of ‘competence’ used in the 
TENCompetence project in general, in which ‘a competence is seen as a necessary 
ability of an actor to act effectively and efficiently to cope with certain problems, events or 
tasks in a situation (an occupation, a hobby, a market, a sport, etc.)’ (The 
TENCompetence “Personal Competence Manager”, 2006). The project definition relies 
heavily upon Cheetham and Chivers (2005). Although we think this definition is correct 
and useful in general, for the specific purpose of this paper, we needed a definition that 
focused more on competence development, than on competence. We do not think that 
for other purposes the TENCompetence definition of competence and Hyland’s definition 
of competence development are incompatible. 
A first characteristic of our approach is the importance of learner goals. Learner goals are 
the drivers for individuals to engage in competence development. Following the 
TENCompetence Domain Model (see Koper, 2006), we claim that support for 
competence development should provide support to lifelong learners with any of the 
following goals: 
1. I want to keep up to date within my existing function or job 
2. I want to study for a new function or job or improve my current job level 
3. I want to reflect on my current competences to look at which functions and jobs 
are within my reach or to help me define new learning goals 
4. I want to improve my proficiency level in a specific competence 
5. I want some support on a non-trivial learning problem 
6. I want to explore the possibilities in a new field (learning network) to help define 
new learning goals 
We consider all activities that a learner undertakes to reach these goals as activities of 
competence development. Brugman’s phrase of ‘competence development opportunities’ 
(Brugman, 1999) captures this notion well. Note that this diversity of activities fits in well 
with our broad definition of competence development. 
A second characteristic of our approach, which it shares with most, if not all approaches 
to competence development, is that competence development is seen as a process (see 
also Brugman, 1999). Not surprisingly, authors diverge in their view as to what the 
phases in the process are.  
A third characteristic is that the process of competence development may proceed along 
several possible routes - some more formal, some more informal. Some routes will 
encompass a complete trajectory which ends in a qualification, but other routes will be 
fragmentary, in line with the incompleteness of some of the learner goals mentioned 
above. 
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3 Processes in competence development  
As stated above, the idea that competence development is a process is not new. In this 
section we examine two frequently occurring perspectives on the nature of competence 
development. We show that these different perspectives lead to different descriptions of 
the competence development process. One of these perspectives comes from the 
literature on competence assessment, rather than competence development. Yet, as 
competence assessment is a central component of competence development, this 
perspective provides a useful element for a process of competence development, as we 
will show later. The choice of these two perspectives was based upon the following three 
criteria: (1) the perspective is relevant to both competence assessment and competence 
development; (2) the perspective focuses on the subsequent activities of individual 
learners; (3) the process of competence development is divided into separate stages. 
3.1 The Validation of Prior Learning Perspective 
One perspective on competence development is that of the Valuation of Prior Learning 
(VPL). VPL is relevant when an individual, having acquired certain competences in both 
formal and informal learning, enters formal education. According to Duvekot (2005), VPL 
aims at recognition, accreditation/validation and further development of what an individual 
has learned in every possible learning environment, including both formal and informal 
learning environments. Duvekot (2005) distinguishes between five phases of the VPL 
procedure: 
1. commitment and awareness – individuals become aware of their competences, 
organisations become aware of the importance of lifelong learning and VPL 
2. recognition – identifying or listing competences, usually in a portfolio 
3. the valuation or assessment of competences – using the portfolio or additional 
assessments 
4. the development plan or the actual valuation – the valuation is turned into an 
action plan 
5. structural implementation of VPL – VPL is structurally integrated into the 
organisation 
In this approach, both learners and organisations are involved in competence 
development. In phase 1, both individuals and organisations become aware of their 
competences, and in phase 5, VPL is integrated into the organisation. 
3.2 The competence assessment perspective 
Looking at the process of competence assessment, Fletcher (2000) distinguishes 
between the following stages [numbering of the stages are ours JS]: 
1. State required criteria for performance (What are the required outcomes of 
individual performance?) 
2. Collect evidence of outcomes of individual performances 
3. Match evidence to specified outcomes 
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4. Make judgements regarding achievement of all required performance outcomes 
5. Allocate ‘competent’ or ‘not yet competent’ rating 
6. If purpose of assessment is certification: Issue certificate(s) for achieved 
competence  
7. Plan development for areas in which ‘not yet competent’ decision has been made 
The TENCompetence Domain Model (see Koper, 2006) makes a similar distinction with 
respect to competence assessment, distinguishing between: 
1. Identifying the competences (given a certain function/job) that have to be 
estimated. 
2. Gathering evidence (e.g. by using tests, by asking for diploma’s, etc.) for the 
competencies 
3. Making the decision on the proficiency levels an actor has acquired 
4. Making a decision whether a person complies to the requirements of the different 
function/job levels to determine at which role level he/she functions. 
4 A four-stage model of competence development 
In this section, a model of competence development is presented, which consists of four 
stages, based on the stages in the several perspectives presented in Section 2, and at 
the same time they are true to our definitions of competence development that were 
presented in Section 2. In our definition learners’ goals are central to competence 
development. The model was developed by the authors in the TENCompetence project, 
as part of the background against which specifications for competence assessment can 
be developed. Figure 1 displays our four stages of competence development. Each stage 
is labelled by a header, and below the header the abstract learner goals corresponding to 
that stage are presented. 
 
Figure 1: Cycle of learner actions and goals in competence development 
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The cycle of competence development starts with a process of orientation, in which the 
learner determines which competences s/he wants to develop. Once this decision has 
been made, the learner has a choice. One very quick route, typical for informal learning 
and competencies related to leisure activities, is to go directly to the competence 
development activities, based on the learner’s interests and only very little knowledge of 
their current proficiency level. The other route, more related to formal learning and to 
professional development is to proceed by collecting evidence, which shows the learner’s 
current proficiency level. After the learner has collected this evidence, they can again 
choose: either they can have their proficiency level officially recognized by others, or they 
can go directly to the competence development activities. Again, the latter route is the 
more informal learning route.  
It is very important to realize that the formal learning route is still not completely formal. In 
fact, assessment by others is the point where the formal learning route starts, where 
previous learning, which might have been either informal or formal, is turned into a formal 
recognition. When the cycle is passed through for the first time, the moment of 
assessment carried out by others is often referred to as ‘intake assessment’.  
This cycle of competence development is to a large extent based on Duvekot (2005). Yet, 
true to our focus on the individual learner, those aspects that relate to the learning 
organisation, such as the awareness of organisations and the structural implementation 
of VPL, are left out. The model is also based on the assessment stages of Fletcher 
(2000) and the TENCompetence Domain Model (Koper, 2006). The first orientation stage 
is the same as the first stage of the TENCompetence Domain Model, but it differs from 
Fletcher’s first stage which emphasises the institutional side (‘state required criteria for 
performance’). The second stage is the stage of evidence collection, which is Fletcher’s 
stage 2 and TENCompetence Domain Model stage b. The third stage is the stage of 
assessment by others, which encompasses Fletcher’s stages 3, 4, 5, and 7 and the 
TENCompetence Domain Model, stages c and d. Note that the last stage of the 
competence development cycle, is not included in both models on competence 
assessment. 
In general, our model differs from models in the literature in the freedom of routes that the 
learner may follow, which is indicated by the many, and bi-directional arrows in Figure 1. 
More specifically, our model differs from other models in that assessment by others is not 
obligatory. In the literature on competence development and competence assessment, it 
is usually assumed that evidence collection is a preparation for assessment by others, 
and will thus always be followed by assessment by others, and competence development 
activities can only be entered after assessment by others. This applies to the three 
models of Duvekot, Fletcher and the TENCompetence Domain Model. In our model 
evidence collection need not be followed by assessment by others. 
Furthermore, in so far as the literature is concerned with competency-based education, 
competence assessment is always linked to competence development activities, thus 
leaving out the possibility of learners having their competencies assessed without 
entering competence development activities (Baartman, Bastiaens, Kirschner & Vleuten, 
2006; Joosten-ten Brinke et al., In press). 
5 Conclusions 
In this paper, we have set up a model of competence development and competence 
assessment with the following characteristics: 
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• It consists of four stages: orientation, evidence collection, assessment by other and 
performing competence development activities 
• The four stages are based on the learner’s goals, which vary with each stage. 
• The stages that learners actually go through, and the order in which they do so, is 
highly variable 
• After each of the first three stages, a learner can decide to enter competence 
development activities; assessment by others is one possible, but not exclusive, 
entrance to competence development activities 
• In accordance with their diverse needs, learners may go through any of the first three 
stages without proceeding by entering competence development activities. 
• All four stages are important and can be followed independently 
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Abstract: The Open University of Catalonia is a virtual university that 
offers some courses in the same virtual context to official degree students, 
as well as for students or professionals who want to improve their 
knowledge in a special area. The scenario where the lifelong learning 
courses are carried out is called Ateneu. A good example of this 
framework is a Data Mining course, which belongs to the Computer 
Science degree. In this paper we talk about the previous competences 
Ateneu students need to have and which of them have to reach to finish 
the course. Given that student profiles are different; we bring up adaptive 
learning itineraries to address these different formative needs. The main 
goal of this paper is to describe a proposal for an adaptive learning 
management system for improving the acquisition of competences on this 
lifelong learning scenario student. 
Keywords: Lifelong learning, competences, virtual environments, adaptive 
learning paths, data mining.  
 
1 Introduction 
With the creation of the Bologna process, distance and open education is changing the 
approaches which have previously been used. As the EU has stated (Daelen 2005), 
“Universities are important stakeholders in lifelong learning. Their role could evolve, and 
the link between the learner and the university could become a lifelong link, both to 
constantly disseminate the knowledge and to develop the networks and communities". E-
learning should be encouraged and trained to acquire and further develop their e-
competences. Lifelong learning becomes a clear objective for any university, using a 
learning competency-based approach.  
It is well known that students' formative needs are different for an official degree than for 
postgraduate students. In the latter case, some students need to improve their knowledge 
in order to apply it immediately at work, and also most of them want to learn about 
specific topics without obtaining an official degree. The Open University of Catalonia 
offers several courses in a lifelong scenario called Ateneu and one of them is Data 
mining. A distinguishing feature of these courses is that a great variety of students with 
different backgrounds are in the same virtual classroom, but in the case of Data mining 
this is highlighted. Different formative actions are needed and a learning proposal could 
be to design learning paths to attend the particularities of these learners in this course.  
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2 Virtual learning environment for lifelong learning  
The Universitat Oberta de Catalunya (UOC) (Open University of Catalonia) is an 
institution which has emerged from the knowledge society. Its mission is to provide 
people with training throughout their lives. The University's principal aim is to ensure that 
each student satisfies his/her learning needs, gaining the maximum benefit from their 
own efforts. To this end, it offers intensive use of information and communications 
technologies (ICT), thereby enabling us to overcome the barriers imposed by time and 
space and to offer an educational model based on personalized attention for each 
student. At the UOC, students, professors and administrators interact and co-operate on 
our Virtual Campus, constituting a university community which uses the Internet to create, 
structure, share and disseminate knowledge. Within the UOC virtual campus, each 
subject has a virtual classroom for teaching and learning process and they are the virtual 
meeting point for the different learning activities. 
Among many other courses, the University offers official degrees and also the Ateneu 
courses. These courses selected from the subjects offered as part of the official degrees, 
are oriented to lifelong learning students who want to improve their knowledge and 
professional competences. The virtual campus and all the resources and services 
involved in the learning process are the same as those for the official degree learners. 
But the Ateneu learner profile is not the same, as we will see. Students can be enrolled 
without fulfilling university prerequisites, with the aim of developing and reinforcing their 
competences and knowledge. Therefore, students with different knowledge, 
competences and background are studying together in the same virtual classroom and 
with the same resources. When an Ateneu student passes a course, he/she obtains an 
extension university accreditation from the University. This accreditation allows him/her to 
have this subject recognized when accessing a specific official degree where this subject 
is offered.  
3 Adaptive learning paths for data mining  
For the past five years UOC has offered a data mining course, which at the present time 
has a substantial demand from a great diversity of people with different origins, 
backgrounds, motivations and goals. In a certain sense, this course can be considered as 
a paradigm for the large diversity of learner profiles combined into interdisciplinary work 
teams. The course aims to provide an introduction to the basic principles, methods, and 
applications of data mining. Students gain knowledge on how data mining techniques 
work and how they can be applied across different domains by using these methods. This 
course combines the application of the prior knowledge that the students have learnt in 
other subject such as Statistics and Databases, with the presentation of new concepts 
and techniques. A set of methods coming from Artificial Intelligence, which constitute the 
main core of the data mining subject, are also presented. The statistical concepts are 
very useful for evaluating some of the techniques that will be studied. Therefore, although 
there are no formal pre-requisites, a basic knowledge of statistics, probability, databases 
and programming is expected. 
The most common profile is an adult with a full time job, and with an average age 
between 30 and 40 years old, and mostly with a previous degree, that he/she wants to 
update and improve his or her knowledge, either for personal or professional reasons. A 
study of the satisfaction of graduated students shows that the main reason they chose 
the UOC was for the learning model because it is a fully distance online system that 
allows them to study from anywhere at anytime, and is very flexible. Lifelong learning is 
also important, as 38% of graduated students have also chosen the university because 
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they wanted to improve their knowledge, and 44% of graduated students have chosen a 
degree related with their job while 28% of students wanted to improve in the exercise of 
their professions.  
In the case of the Computer Science degree, the data mining subject is available as an 
optional course, but it is also a free choice option for students following other degrees 
offered at the University. Therefore, students taking the data mining course come from 
different degrees, such as Economomics or Research in Market Techniques. 
Furthermore, this particular subject is also available to students from other universities, as 
part of an intercampus programme. It has also students of Ateneu program enrolled in a 
lifelong learning process. Intercampus and Ateneu students constitute between 15 and 
20% of the total students enrolled into the data mining course. Most of them chose this 
subject because of the real possibilities of immediately applying the acquired 
competences in their jobs. All the above factors have contributed to the choice of Data 
Mining for creating learning paths.  
Data Mining also has a strong professional approach, so contents, activities, resources 
and learning outcomes are organised in order to improve the acquisition of a set of 
competences. The last activity of Data Mining is oriented towards a special area of 
application that students have chosen and they have to analyse and retrieve information 
working collaboratively, each of them adopting a particular role as if they were working for 
an enterprise. Students finish this subject acquiring some competences in the subject as 
the main goal. The initial diversity (both student profiles and knowledge) must be 
acknowledged in order to ensure a correct integration of student backgrounds, 
particularities and goals. It is a lifelong learning course and previous teaching experience 
shows that new learning approaches can be offered to improve the learning scenario 
according to these profiles. As a prior step it is necessary to know what kinds of student 
are enrolled in the Ateneu courses and the differences between them.  
In this sense, between the Ateneu learner profiles and those of the degree learners we 
have seen have some remarkable differences: previous knowledge is not a requirement 
but in fact is needed, as well as additional activities and resources. The teachers involved 
in the learning process of the data mining course, had to design new activities and 
learning materials to reinforce Ateneu student knowledge and competences during the 
training course. When they define the competences a learner should possess, they state 
the objectives to be reached regarding the knowledge process (Paquette, 2004). In 
general, there are different levels of competences, abilities and knowledge among 
students in the degree. That is why the learning scenario described is the most 
appropriate for designing adaptive learning paths and improving the subject.  
An analysis carried out during the last three semesters shows that new training actions 
have to be designed to improve the learning process for this particular learner profile. The 
learning process should consequently be better adjusted to the learners’ knowledge and 
profile. In this case, the most appropriate learning approach tends to create learning 
paths according to the pre-requisites to the data mining course, and also according to 
student's previous knowledge related with the idea of reinforcing their learning process. If 
we create adaptive learning paths, lifelong learning experiences like data mining subject 
can be designed in our virtual environment and the student learning process can be 
improved.  
The Data Mining course students have to study several didactic materials and they have 
to perform some learning activities with the main goal of acquiring the principal 
competences related with the subject. The aim of the course is to provide students with 
the experience of working with methods for analyzing new, complex data, and arriving at 
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reliable and detailed summaries of it. Students learn to identify the underlying problem 
through selected data examples, and to address this problem with a complete analysis 
and extracting the appropriate conclusions.  
Students will be able to undertake data mining process after the course, but the Ateneu 
students need more learning support and resources to acquire these goals. Adaptive 
learning support paths have to be recommended in these cases as shown in Figure 1: 
 
Figure 1: An example of adaptive learning itineraries. 
In this example, three theory materials (M1, M2 and M3), exercises (E1, E2 and E3) and 
evaluation activities (A1, A2 and A3) have to be performed during the data mining course. 
Nevertheless, teachers can offer two reinforced theoretic materials and exercises to 
Ateneu students for improving their learning process. In order to promote each learning 
process according to student’s profile, several adaptive learning paths could be chosen:  
• The Basic learning path is: M1 E1 A1 M2 E2 A2 M3 E3 A3. This itinerary is supposed 
to be the most appropriate for any student with previous competences related to the 
course.  
• Theory reinforced learning path: M1 M1’ E1 A1 M2 M2’ E2 M3 E3 A3. Students with 
basic knowledge on a theme will use the additional material to reinforce their theoretic 
competences. A reinforced activity will be equally done by the student if we design it. 
• Practical reinforced learning path: M1 E1 E1’ M2 E2 E2’ M3 E3 A1 A2 A3. In this case 
it would be possible that the student decided to divide up the educational theory 
materials and to join all the evaluation activities at the end. In the same way, this 
itinerary could be extended with the extensions described in the previous itinerary, in 
the event of the student needing it.  
These examples are only three possibilities that the learning management system offers 
to students according to their profile, which is based on the competences they need to 
develop. These learning paths will be described through a educational modelling 
standard like IMS-LD with the aim of integrating them in the virtual campus of the Open 
University of Catalonia.  
4 Modelling with IMS-LD  
The IMS-LD standard (ADL, 2002), which is based on EML (Hermans et al., 2004), 
describes aspects related to the learning process in itself, such as sequencing or role 
playing. The first step in preparing the design of the data mining subject as a unit of 
learning (or a sequence of them) according to the IMS-LD recommendations is to specify 
all the roles in the scenario defined by learning process. There are two main roles: 
learners and staff. In a first stage, all learners will share the same role (i.e., no sub-roles 
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are defined yet), while staff are partitioned into three sub-roles: tutors, teachers and 
managers, following the UOC pedagogical model. With the introduction of collaborative 
work, though, it will be necessary to define sub-roles for the student role. As Williams 
(2003) stated in his study, there are different skills related to different roles. Thus different 
roles and competences can be established according to such skills. The second step is 
defining the activities performed by all the roles and sub-roles defined in the previous 
step. Currently, the teaching plan is the document in the UOC pedagogical model where 
most of this information can be found, but there are also a lot of hidden interactions 
between all the sub-roles (specially the staff ones) that must also be thoughtfully 
described in order to simplify the learning process and ensure its complete tracking. The 
next step is defining the environment (or the structure of environments) where the 
learning process occurs, that is, the virtual classroom within the virtual campus 
framework, which includes other resources such as the digital library or the agenda, 
among others. All the available learning resources are defined in this section. It is 
important to define here the variables which will be used for categorizing students, 
especially those which measure the navigational patterns followed by the students 
through the academic semester (Mor, 2004). Finally, all the relationships between roles, 
activities and the environments are defined as methods, which include activity structures, 
play roles and conditions (for personalisation purposes). 
In order to ensure a competency based approach, it is necessary to establish the 
complete taxonomy of required and desired competences related to the data mining 
subject. These competences will determine the activities and, therefore, play roles and 
conditions. On the other hand, in IMS-LD competences are formally described in the 
“Learning-objectives” within an “Activity”, but using a more textual approach. Each 
learning objective is described using, at least, two basic fields, a text based description 
and a type, which can be one (and only one) of the following: skill, knowledge, insight, 
attitude, competency and other. This might not be enough to fully describe all the 
competences and their implications in the learning process (as triggers of activities or 
dependences for personalisation), so an appropriate extension must be devised to 
overcome this possible limitation (Guerrero, 2006). 
In this proposal we have tried to standardize the data mining subject according to the 
IMS-LD specification, and conclude that this is an appropriate choice for describing such 
a complex scenario. Using the IMS-LD, the aspects more related to the learning process 
itself, such as sequencing or role playing in terms of competences can be described. 
IMS-LD opens new research lines for creating a formal definition of competences, 
studying how to generate these adaptive learning itineraries for personalizing both 
content and activities in any formative action. Briefly the main problems found are that it 
is very difficult to describe highly adaptive itineraries, there is a lack of parameterisation, 
and weak support for courses in multiple languages (which is the case in the Open 
University of Catalonia).  
Nevertheless, this specification can be used for describing the learning process in a 
virtual environment including the proposed adaptive learning paths bearing in mind 
student profiles (Koper, 2005) and it is the first step towards a complete formal 
description of the learning process in virtual environments including collaborative work 
and personalisation issues. 
5 Conclusion 
It is important to promote the formal acknowledgement of skills, knowledge and 
competences gained through work experience, informal training and life experience, for 
prior learning recognition purposes. From the Bologna Declaration (Ade et al., 1999), “A 
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Europe of Knowledge is now widely recognized as an irreplaceable factor for social and 
human growth and as an indispensable component to consolidate and enrich the 
European citizenship, capable of giving its citizens the necessary competences to face 
the challenges of the new millennium, together with an awareness of shared values and 
belonging to a common social and cultural space”.  
Lifelong learning means that students with very different backgrounds will have the same 
learning goals, and the course must be adapted to their particular needs in order to 
provide an appropriate learning path to each learner, according to his or her 
competences, both already acquired and in development. Data mining is a highly 
professionalized area where learners have different needs and approaches (statisticians, 
computer scientists, project managers, and so) and the use of adaptive learning paths is 
a very good tool for providing them with a smooth learning path taking into account all 
their particular needs, requirements and even preferences. 
We are currently analysing the general and specific competences, roles and resources in 
order to model them using the IMS-LD standard addressing the possibilities mentioned in 
this paper. IMS-LD seems to be the best standard for designing adaptive learning paths 
in a lifelong learning scenario because of its flexibility and possibilities, but a pilot test and 
gathering real experiences needs to be done in order to validate this proposal in a real 
learning scenario such as the UOC virtual campus.  
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Abstract: Clinical guidelines have been widely used to standardise 
medical practices according to scientific evidence, aiming at improving 
quality and reducing risks. In this paper we discuss how clinical guidelines 
are also extremely useful in an eLearning context. The information 
contained in the guideline, its decision workflow and its execution with real 
patients can be the basis for both formal and informal learning processes 
involving medical students, medical professionals or patients. We present 
different learning scenarios based on the use of clinical guidelines. We 
also describe the main elements of our guideline execution engine which is 
currently under development. 
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1 Introduction 
Clinical guidelines are defined as “systematically developed statements to assist 
practitioner and patient decisions about appropriate health care for specific clinical 
circumstances” (Institute of Medicine, 1990). A clinical guideline is a document describing 
a set of explicit recommendations, based on scientific evidence, with the aim of guiding 
medical professionals and patients. Other commonly used names for “clinical guidelines” 
are “medical guidelines”, “clinical practice guidelines” and “clinical protocols”. 
A clinical guideline addresses a specific medical problem and may be related to one or 
more stages of the problem, as for instance prevention, diagnosis or therapy. A clinical 
guideline summarises consensus information related to the medical problem, and then it 
addresses practical issues. It defines the main questions related to clinical practice and 
identifies a workflow of all possible decision options and their outcomes. In this way the 
clinical guideline provides a protocol of decisions and actions to be taken. Depending on 
the focus of the guideline, these actions may consist of, for instance, specific clinical tests 
to be carried out (in diagnosis guidelines) or specific medications (in therapy guidelines).  
As we can observe, the main objective of clinical guidelines is to standardize medical 
care, improving quality and reducing risks, based on scientific evidence. Some guidelines 
may also focus on other aspects such as the improvement of the efficiency and the 
reduction of costs. We will see in Section 3 that guidelines also offer a valuable tool in the 
education of medical professionals and patients. 
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Clinical guidelines are usually developed at national and international levels by medical 
associations and governmental institutions. These top-level guidelines are usually 
adapted by local organisations, such as hospitals, to produce their own guidelines. 
Although the use of clinical guidelines presents clear advantages, the development of a 
large number of guidelines in recent years has created situations where different 
guidelines contain conflicting recommendations. Quality in the process of development of 
guidelines has become an increasing concern (Grilli et al. 2000 and Shaneyfelt et al. 
1999). There is a clear need for a common, valid and transparent approach to the 
development of good clinical practice guidelines. In Europe, the AGREE (Appraisal of 
Guidelines, Research and Evaluation for Europe) instrument (AGREE Collaboration 
2001) has been developed to provide a tool for the assessment of the quality of 
guidelines. This tool can also support guideline developers to follow a rigorous 
development methodology. 
Clinical guidelines are often published in on-line catalogues, which are mainly built at 
national level usually maintained by Health ministries. The biggest one is the National 
Guideline Clearinghouse1 (NGC) from the USA, that comprises more than 2,000 
guidelines, that have to be published under the auspices of a medical association or a 
government agency and developed or revised within the last 5 years. Other on-line 
databases are of significant importance in the development of clinical guidelines. The 
most salient are the Cochrane2 evidence-base medicine database, as well as other 
medical literature databases, as the PubMed3.  
A guidelines execution engine is a software component that runs a clinical guideline for 
every different patient. The patient’s data is structured to match the structure of the 
guideline. The guideline execution engine enables the medical professional to follow the 
workflow for each patient, as well as to receive the recommendations from the guideline 
at each step. Guideline execution engines are also usually referred to as medical 
decision support system or as interactive clinical guideline. 
It has to be noted that, although a large number of guidelines are published in catalogues 
like NGC, they are represented in an unstructured way, usually through PDF files. 
Guidelines have to be modelled in order to be run in an execution engine. However, 
different engines use different models, making interoperability impossible. To solve this 
problem, some specifications have been developed to model clinical guidelines in a 
shareable way. Unfortunately, none of them has become a standard. GLIF (Guideline 
Interchange Format) (InterMed Collaboratory 2004) is probably both the most complete 
and the most widespread among them.  
The rest of the paper is structured as follows. Section 2 describes the structure of an 
application for running clinical guidelines, in particular the Guideline for the prevention of 
colorectal cancer (Asociación Española de Gastroenterología et al. 2004). Section 3 
discusses different scenarios where clinical guidelines can be used in an educational 
framework. Finally, Section 4 states the main conclusions as well as the following steps in 
our work. 
                                               
1
 http://www.guideline.gov 
2
 http://www.cochrane.org 
3
 http://www.pubmed.gov 
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2 An application to run clinical practice guidelines 
We describe in this section the main elements of our guideline execution engine. This 
engine is being developed with the main objective of running the Guideline for the 
prevention of colorectal cancer (Asociación Española de Gastroenterología et al. 2004). It 
has to deal with patients' data and control the decision workflow specified in the guideline, 
providing the corresponding recommendations to the doctor.  
Nevertheless, the final objective is to build a more general engine, capable of running 
other guidelines. We have chosen a subset of GLIF to model guidelines in a shareable 
way. Note that GLIF is a quite complex specification and contains many classes apart 
from those specifying the decision workflow. Our subset contains all the entities that are 
defined in GLIF to model the different types of steps in the workflow (Decision_Step, 
Action_Step, Branch_Step, Synchronisation_Step and Patient_State_Step). GLIF 
contains references to didactic materials that can be related to the overall guideline or to 
specific sections. Our subset also implements these elements for didactic materials. 
Unfortunately there are no open source libraries for managing GLIF models, so we are 
currently developing a Java library to manage them, which will be the core of the engine. 
Figure 1 shows a general architecture for the engine. 
The engine has also to keep track of the decisions for specific patients. Note that while 
guidelines are modelled in GLIF, this specification does not cover execution for individual 
patients, and consequently a schema to represent them has also been defined.  
Clinical 
Guideline 
(PDF)
 
 
Guideline data model
(GLIF)
Java 
Library for 
GLIF
Guideline
Execution
Engine
 
Figure 1. General architecture for a guideline execution engine using GLIF 
It has to be stressed that guidelines are usually built in a dynamic way. This means that 
guidelines are usually modified based on experience and new research results. The 
guideline execution engine can be used to this purpose, as a way to monitor and evaluate 
the evolution of patients according to the recommendations provided by the guideline. 
This information is valuable to update the guideline itself based on experience. Although 
not explicitly represented in the previous figure, we can observe that the output of the 
guideline execution engine can be used as an input to the definition of the clinical 
guideline, determining an iterative guideline definition process. 
3 Clinical guidelines in an eLearning context 
Clinical guidelines contain a systematic review of the scientific evidence focusing on a 
specific medical problem. Furthermore, they provide an integrated view on how to 
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address the problem in practical terms: which decisions should be taken in each situation. 
All this information can be used as a valuable source in the learning process of Medical 
students, as well as in the continuing education of medical professionals. Studies show 
that practice-based education through guidelines and decision support systems improve 
the detection of diseases. (Feder 1995) shows the improvement of the results of 
detection of asthmatic and diabetic problems in primary care, while (Downs 2006) shows 
the results of detection of dementia in primary care, compared to other educational 
options.  
Medical students and professionals can also learn from the execution of guidelines with 
data from real patients. Simulation tools where students or professionals have to 
determine the right decision in situations taken from real cases can also be useful for 
learning. Clinical guidelines can also provide helpful information for patients that want to 
be informed about their situation. Especially relevant for patients are prevention 
guidelines, since patients are usually required to play an active role in this case. 
As we have noted in the previous section, guidelines are usually modified based on new 
evidence. While training materials become quickly obsolete when traditional learning 
approaches are used, the use of guidelines as the centre of the learning process provides 
a more dynamic approach, making the adaptation to changes easier. We will now present 
four different learning scenarios where the clinical guideline for the prevention of 
colorectal cancer can be used. 
3.1 Scenario 1 
A Medical degree student has registered for the subject called “Gastroenterology”. A 
module of this subject is given by means of eLearning and is based on clinical guidelines. 
The student analyses the scientific evidence related to each guideline. Then he has to 
study the corresponding decision workflows. He will put these concepts into practice by 
solving specific cases as required by the course’s proceedings. The student also 
communicates with other peers in order to share advice and solicit support in addressing 
the challenges generated by the clinical guideline.  
This scenario provides an example of using guidelines and their executions in the context 
of formal learning. Communication is an important issue here too. 
3.2 Scenario 2 
A person is suffering from syndromes that might be related to colorectal cancer. The 
diagnosis procedures and their course are difficult for him to follow and understand. 
However, the patient will be much more comfortable through the diagnosis period if he 
understood the procedures exactly. The patient raises the issue with his doctor who 
recommends to him the use of an interactive clinical guideline as part of a learning 
program dedicated to the patients under colorectal cancer diagnosis. The system 
synchronizes the patient’s digital copy of the clinical guideline with the information 
recorded on his doctor’s computer, and simplifies medical matters in order to make the 
process understandable by non-medical persons. 
This scenario provides an example of customisation of the information and its 
visualisation. This is a key element in order to enable patients to understand guidelines. 
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3.3 Scenario 3 
A family doctor is trying to diagnose a patient with unfamiliar set of symptoms in order to 
prevent the development of colorectal cancer. In his work in an isolated city in a remote 
area, he has difficulties maintaining contact with experts in gastroenterology in order to 
share knowledge and experience. He decides to use an online eLearning and knowledge 
sharing system through which he can maintain relationships with other doctors and solicit 
support whenever needed. The system uses clinical guidelines, as well as a repository of 
real patient’s executions (of course, keeping anonymity). Colleagues can respond to 
questions from peers quickly and efficiently without having to spend a lot of time of 
studying the relevant case.  
This scenario provides an example of using guidelines as the base of a learning 
community. 
3.4 Scenario 4 
A doctor is specialist in cardiology and gastroenterology, but during most of years in his 
practice, he has only concentrated on cardiology specialities as part of his work in the 
local hospital. Recently, a post in the hospital has opened for a gastroenterology 
specialist, so he decided to give it a try. On the other hand, he knows that he needs to 
refresh his knowledge about gastroenterology area. He then uses an interactive clinical 
guideline designed to simulate the diagnosis and prevention measures associated with 
real cases in order to sharpen his skills in this area. By trial and error, he is able to 
recuperate and update his skills in the area of gastroenterology in a matter of weeks 
without taking classes or training courses.  
This scenario provides an example of a process of refreshing memory in a context of 
informal learning. 
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Figure 2. Proposed architecture for using clinical guidelines with the TENCompetence 
Client 
4 Conclusions and further work 
The scenarios described in the previous section show how clinical guidelines can be used 
in the context of formal and informal learning. In the case of medical professionals, it is a 
good example of lifelong learning based on competences acquisition.  
Our plans for future work include the use of guidelines and their executions in the 
TENCompetence client, as the basis for a business pilot. A repository containing clinical 
guidelines, as well as executions of real patients, will be defined. Finally, middleware will 
be built to enable the communication between the TENCompetence client on the one 
hand and the repository and engine on the other, as shown in Figure 2 above. This 
middleware will consist of a layer providing a set of public web services, following the 
Service Oriented Architecture approach used in the TENCompetence project. 
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Abstract: In this paper, we present the adaptation of a serious game in the 
context of an e-learning framework supporting distributed social networks. 
The game, “Convince Woody” is set in the world of digital movie 
production and highlights the problem of managing competence 
development across interdependent organisations which are widely 
distributed. We first highlight the utility of serious games in complex 
cooperative environments and then converge on the provision of a suitable 
environment for validating and evaluating informal learning perspectives in 
an e-learning framework. The pilot we describe aims to provide a state-of-
the-art environment for revising remote collaboration from an 
asynchronous communication perspective in order to evaluate the relevant 
tools’ efficiency in responding to the needs of our scenario. Our objective 
is to explore the use of synchronous and asynchronous collaborative tools 
to maintain interaction, cooperation and information flow. 
Keywords: e-Learning, serious games, simulation, computer-supported 
collaborative learning, social software, competence development 
 
1 Introduction 
By 2011, gaming will emerge as a critical component in the majority of corporate learning 
solutions (Prensky, 2001). This was a prediction made by Gartner in its recent report on 
‘Key Reasons Why You Should Consider A ‘Learning by Gaming’ Strategy’. The report 
found that game-based learning can help organisations improve their knowledge transfer 
processes and outcomes, and motivate learners to perform better. According to a review 
of literature in the field, game-based learning leads to a higher rate of understanding and 
retention among students.  
“Game-like processes and systems have been used to involve a very 
heterogeneous target population in gradually becoming more aware and 
more willing and able to explore collaboratively and playfully new forms of 
knowledge exchange and interactions” (Angehrn, 2004).  
Games may be used for “connecting” diverse and distributed people as well as groups, 
networks, organisations and communities. They proactively support the identification of 
potentially high-value connections, and the gradual development of collaborative 
relationships. Games can also serve as interactive frameworks that enable players to 
collaboratively participate in the creation of collective meaning. When properly designed, 
they present collaboration opportunities that may lead to the exchange and creation of 
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knowledge, and the generation of value both at the learner and learning-network levels. 
Value creation is deemed essential if such games are to succeed and to be broadly 
employed in business and collaborative environments. The main value of these 
simulations lies in the opportunities afforded to learners to engage in experience-based 
learning. It assigns a role and mission to the learner and places her within a specific 
scenario. The learner then takes on the role and responsibilities in the virtual environment 
and gains valuable targeted skills through the game experience. 
In the context of education, games have been successfully and extensively used in 
competence development activities. Examples of this include the management and 
integration of changes and innovation in different types of organisational contexts among 
managers, engineers and decision-makers. However, such game paradigms are limited 
in the extent to which they meet today’s e-learning requirements where learners are 
distributed geographically and seldom have the opportunity to congregate. 
This paper discusses the adaptation of a serious game called “Convince Woody” in the 
context of an e-learning network and their integration within the TENCompetence 
framework (Koper and Specht, 2006). This framework offers the functionalities required to 
make learning communities gel and provides the necessary tools for distant computer-
supported collaborative learning. Against this background, we plan to develop a 
prototypical game whose theme revolves around the field of cinema and the integration of 
digital technologies. Indeed, the context of cinema presents an opportunity to illustrate 
how serious games adopted for a distributed environment can contribute to resolving the 
difficulties generated by the widespread adoption of new digital technologies. 
2 Social and collaborative tools 
Cooperative processes stimulate reflection, with peer interactions improving self-esteem, 
commitment to work, and a sense of belonging (Anderson et al, 2000). Peers may also 
bring in a higher-level discourse, which includes the exchange of ideas, explanations, 
justifications, speculations, inferences, hypotheses and conclusions. A social network 
approach also situates a learner in an active role, transforming the learner from passive 
recipients of pre-packaged learning courses and modules to active contributors to the 
knowledge space. Socio-constructivist theory stipulates that learning is a social activity, 
and that through social and collaborative experiences, individual learning may be 
extended to what one might accomplish alone (Vygotsky, 1978; Thomas & Funaro, 
1990). As such, one of the goals within a distributed learning environment is to stimulate 
and support participation and active contribution to the learning networks. As Woolcook 
notes (2001),  
“the latest equipment and most innovative ideas in the hands and minds of 
the brightest, fittest person, however, will amount to little unless that 
person also has access to others to inform, correct, improve and 
disseminate his or her work.” 
Serious games targeting distributed learning currently lack effective and well adapted 
social and collaborative tools. We consider the recent trends in social software to be an 
opportunity to improve the facilitation of connections, interactions and cooperation among 
members of online communities. Social software offers a more flexible approach toward 
encouraging collaboration, by affording users greater control of data. Moreover, their 
peer-supported dynamic leverages the collective intelligence of users. In the context of 
“Convince Woody” learners will be able to explore and connect to their social network to 
locate knowledge about competencies, competence assessment mechanisms and 
competence development opportunities. This social network encompasses the many 
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different types of relationships users have and develop with individuals in both a 
professional context as well as in a broader social context.  
3 The digital cinema context 
The film industry is currently undergoing a shift from analogue production to an integrated 
digital production chain where major changes in the workflow are taking place. 
Consequently, new tools and techniques alongside altered roles and positions force 
specialists to seek new skills and competences in order to adapt to this evolving 
professional environment.  
As traditional modes of working are changing, there is a need for cinema industry 
professionals to develop their competences in order to grasp the induced impact of 
change. However, these professionals are finding it hard to understand and follow the 
complex ramifications of the shift to digital technologies since these aspects are widely 
distributed in the production chain and reach across inter-organisational collaboration. 
Since partner groups participating in the production chain are in general highly 
interdependent, changes to the roles of one group can significantly affect the entire 
collaborative process. Therefore, the competence development dimension involved in this 
problem has to be properly managed in order to maintain the vital synchronisation among 
the collaborating entities. In addition, the professionals involved in the cinema production 
chain tend to be geographically spread in the natural settings of their working 
environment, rendering impractical collective training in a single location.  
For these reasons, the adaptation of simulation-based e-learning to the evolving 
environment of cinema production becomes a challenging task. We have designed a 
game scenario to address the digital shift in cinema production. The scenario is based on 
the EIS Simulation (Angehrn, 1995) and uses the TENCompetence environment as a 
collaborative framework for learners. We are particularly interested in the social 
interactions taking place in this learning network while co-working professionals pursue 
competence-related goals, especially those associated with professional and career 
development. 
4 The game 
We conducted a series of interviews with professionals in the film industry who revealed 
the difficulties inherent in composing abstract technological specifications for the digital 
production workflow. Every movie is a whole new different project with new specific 
constraints (e.g. creative, financial). Such variety makes the advantages of using digital 
technology more case-specific and less generic. Amid this type of technological market, 
the changes that digital cinema technology brings to the cinema industry are virtually 
undetectable by comparing between digital and non-digital project scenarios.  
The serious game we propose is called “Convince Woody”. The game targets the 
production chain of a cinema film where a team of planners working for a media company 
cooperate to devise a production plan. The challenges associated with the production 
chain involve identifying the technological requirements of the various stages of the job in 
hand, and understanding the organisational and planning consequences of adopting a 
specific technology from among many others. 
The goal of the game centres on confronting the players with the complexity of integrating 
digital tools and techniques in the production process. We named this game “Convince 
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Woody” since the game’s main scenario is based around Woody Allen’s alleged 
resistance to the use of digital technology in artistic production. 
In cinema production, independent directors of photography seldom negotiate their 
artistic choices with other directors and are more concerned with the creative and artistic 
aspects of film making than the economical and managerial repercussions of such 
considerations. On the other hand, the producer sets the budget without interfering with 
the creative aspects of the film making process, generally leaving enough space for 
directors to manoeuvre as they see fit. Financial and administrative executives (i.e. 
producers) do not interact extensively with creative directors (general director and director 
of photography), despite the fact that technological decision making in one phase of the 
production may heavily affect another phase. For example, if the director of photography 
chooses to adopt a virtual set setup for shooting a scene, the makeup artists have to 
switch to digital techniques. Therefore, we propose a film production planning scenario 
that emphasizes the (in)compatibility of analogical and digital competences and 
market/social constraints on the film production process. The scenario will be broken 
down into a set of individual tasks involving initiatives and decisions which impact the 
entire production planning process. Each task would focus on a specific learning value. 
The properties of this pilot are informed by an informal game-like pedagogical model 
along with the cooperative requirements for its scenarios. In other words, the main 
objective of this pilot is to demonstrate the utility of serious games in complex cooperative 
environments, and to provide a suitable environment for validating and evaluating 
informal learning perspectives using the TENCompetence framework. In this context, the 
pilot will be deployed and evaluated within the international media group, MediaPro, and 
will address a variety of experienced professionals working in different locations with 
different roles, competences and expertise. These professionals are currently 
experiencing the managerial consequences of hasty competition-driven integration of 
new technologies in the film production chain.  
5 Discussion 
5.1 The learning insights 
Our hypothesis for the participants in the game is that they are expected to gain a 
number of insights including: 
• An awareness of the need of long term change. 
• An understanding of the advantages and disadvantages of digital cinema 
technologies, and the roles of people involved during all of the production phases. 
• A clearer idea of the major different change strategies, and their respective 
advantages and disadvantages. 
• A strong message that change doesn't just happen - it needs to be managed, and that 
implementing organisational change involves the mastery of a multitude of variables. 
In order to evaluate the learning insights provided by the experience of playing the game, 
we will use qualitative methodology by combining ethnographic fieldwork and participative 
observation as defined by the Chicago School in sociology. Interviews and focus groups 
with the users could also assist us in a better understanding of the learning process and 
its benefits. 
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5.2 Synchronous and Asynchronous Collaboration 
One of the challenging aspects of this serious game is to maintain the flow of information, 
interaction, and cooperation among the members of the playing team who may be 
located on different sites and available to play at different times. In other words, the 
remote-access functionalities provided by the TENCompetence framework allow players 
to participate at their ease and personalize their participation level and playing schedule 
accordingly. Such facilities may hinder the cooperative aspect of the game since the latter 
requires a type of inclusive presence generally found in synchronous collaborative 
environment.  
Many tools, such as forums, blogs, and email, have been developed to support 
asynchronous collaboration among people. However such tools were conceived upon the 
notion that collaborators working asynchronously had no need to maintain frequent 
contact or minute teamwork coordination with their peers (Edwards, 1997). Arguably, this 
notion does not apply to our scenario where it is vital that coordination is carried out on a 
minute scale, based on the nature of the strategic planning efforts and tactical decision-
making inherent in the game pilot.  
The pilot will thus provide a state-of-the-art environment for revisiting remote collaboration 
from an asynchronous communication perspective in order to evaluate the relevant tools’ 
efficiency in responding to the needs of our scenario.  
In addition, we will explore an approach where the flow of information, interaction, and 
cooperation is maintained by a hybrid synchronous and asynchronous collaborative 
environment. The purpose of this approach is to provide an efficient communication 
framework that can facilitate and maintain collaboration among the team members. The 
framework will be composed of components inherent in the TENCompetence 
environment, namely: a discussion forum, a chat window, and a scheduling tool.  
6 Conclusion 
“Convince Woody” will provide a ‘play-ground’ in which people involved in film production 
can collaboratively experiment with the use of different tactics to manage a shift towards 
digital technologies, generate rich discussions about their appropriateness, and acquire 
feedback for the most effective and appropriate way of achieving the learning objectives 
of the game. 
The simulation aims at providing the participants in digital film production with a shared 
experience, in which they are confronted with a variety of factors that impact on the 
dynamics of change in organisational contexts. It is addressing relevant competencies 
related to distributed teamwork, collaboration dynamics and social networks. 
Finally, we plan to demonstrate the utility of serious games in complex cooperative 
environments, and to explore the provision of a suitable environment for validating and 
evaluating informal learning perspectives using the TENCompetence framework. 
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Undergraduate student researchers – the Ultraversity model for 
work based learning. 
Ian Tindal, Stephen Powell, Richard Millwood. 
Abstract: Technology is creating a global learning landscape for the 21st 
century; if Higher Education Institutions are to continue to meet the needs 
of today’s learners they must explore approaches where the role of 
technology is central to new models for learning. The four year long 
Ultraversity project was set up by Ultralab at Anglia Ruskin University to 
explore the development of a wholly online, three year duration, 
undergraduate, work-based degree with students using action research 
methodology. The experience is designed to be highly personalised and 
collaborative in nature, rather than individualised and isolated. Students 
engage in the processes of inquiry together, making it possible to 
collaborate and support without plagiarising because they are studying in 
their own work context. This paper describes this model of personalised 
work-based learning and the Internet technologies used to connect the 
distributed student body and teaching team. Issues are identified relating 
to the model and the tools used to support it. 
Keywords: Work based learning, personalised learning, e-learning, 
learning technologies, assessment for learning, higher education, 
independent learning, critical thinking, creativity, e-portfolio, institutional 
risk. 
 
1 Background 
The four-year Ultraversity project started in January 2003. It was devised to research new 
approaches to learning in Higher Education Institutions (HEI) and to address the 
government priority for HEIs to widen participation and fair access (HEFCE Strategic 
Plan, 2005).  
Conventional models of study at University fail to meet the needs of many students and 
employers. Today’s workforce is mobile and aspirational; they seek personal 
development. Meeting their demands requires approaches that are personalised, this 
gives students choices about what, how, and where they study. Employers are becoming 
increasingly sophisticated in their expectation of training, Charles Jennings (2006), Global 
Head of Learning Reuters identifies an evolving need; “What is in fact required in 
organisations is a change from training for skills to 'learning for performance”. The 
traditional topic based approach to HE learning prepared students well for specific futures 
in an era where ‘a job for life’ or a career in academia was a common expectation of HE 
learners. A growing trend will be the ability to remain in the workplace whilst studying, to 
earn a living, and keep up-to-date with fast changing professional contexts – lifelong and 
lifewide learning (Reichmann, 2003). 
2 Personalisation of the learning experience 
Harvey (2005) uses the term "Work-Integrated Learning" when describing the Open 
University’s development of a generic work-based learning framework that has the 
  
 
   
  
Ian Tindal, Stephen Powell, Richard Millwood 
   
 
  
 
  158 
  
 
   
 
potential to be adapted to a wide range of subject specialisms. As its starting point, this 
approach has much in common with the Ultraversity model in its emphasis on the 
motivational imperative of self-direction, learning from experience, and problem or task-
focussed orientation for the adult learner drawing on Knowles' theory of Andragogy. By 
developing a generic framework for work-based learning, where the emphasis is on the 
students' ability to critically evaluate the work environment, it is possible to use a wide 
variety of work settings to enable the student to gain higher education credit points for 
their work experience. The concept of ‘undergraduate student’ as ‘researcher’ developed 
by Ultraversity goes one step further in that it moves away from the prescription of a 
curriculum, thus allowing the learner a high level of discretion in identifying relevant 
theories and models and applying them to authentic learning opportunities in their 
workplace. 
Another active area of research into personalisation of the learning experience is through 
computer-interpreted behaviour and includes work on IMS Learning Design and a long 
tradition of approaches under the term Adaptive Hypermedia. Burgos, Koper, and 
Tattersall (2006) discusses personalisation in terms of adaptation identifying three agents 
in this process including the learner, the teacher, and the set of rules derived from other 
stakeholders. For Koper, this approach to personalisation is seen as problematic from a 
resource and time standpoint as mediation between agents would necessarily be 
complex. IMS Learning Design offers the possibility of a technological solution to adapt 
the learning experience offered. 
The attraction of this approach is obvious for a programme of learning based around a 
subject-discipline with content that is predetermined and where student study contexts 
are closely aligned. The complexity of research driven learning developed by Ultraversity 
is more difficult to design adaptive systems for and the Ultraversity project has chosen not 
to pursue this route, instead achieving personalisation through a process of dialogue 
based negotiation between learner and teacher. Coats and Stevenson (2006) explain this 
as a process whereby "both teacher and student play an interactive role, in which 
teaching and learning are seen as complex and socially mediated". In the online context, 
Stephenson (2001) identified the particular challenge of aligning the expectations of 
learners with those of the teachers in terms of approaches to teaching, learning, and 
assessment to be taken when student and teacher do not meet but communicate via the 
Internet. 
It is apparent to the authors that approaches based upon computer interpreted behaviour 
would potentially have much to offer students on a programme such as Ultraversity in the 
developing of specific skills to support them as learners. 
3 Ultraversity Approach to HE 
To research the issues outlined above, the Ultraversity project developed an 
undergraduate degree programme, BA (Hons) Learning Technology Research (BALTR). 
The programme is delivered fully online with no face-to-face study. Internet technologies 
are deployed to offer Higher Education in new and creative ways for people in full time 
employment, in work they wish to pursue and to provide the opportunity to improve their 
performance in the workplace.  
In developing the programme, many of the ‘standard’ HE organisational boundaries were 
‘tested’ (fig 1) including the incumbent University technological offerings, organisational 
practices, curriculum design, approaches to learning and teaching and assessment. 
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Figure1: An alternative approach for HE 
4 Paper methodological approach 
The findings in this paper are based upon research using a hybrid of systematic and 
naturalistic inquiry. The authors’ experience as practitioner researchers developing the 
programme, and their observing and interacting with students is triangulated with data 
drawn from an online questionnaire (July 2006) focusing on student perceptions and 
follow-up semi-structured interviews (September 2006) to develop some richer 
understanding. The questionnaire was completed by some 65 of a potential 142 
respondents and 15 semi-structured interviews were conducted. 
5 Model of personalised work-based learning 
This model has combined tried and tested methods found elsewhere in HE as well as 
developing approaches in teaching and learning in particular in relation to assessment 
and delivery of a programme using Internet technologies (fig. 2). There is an emphasis on 
the social, interactive and conversational nature of emerging web based services and 
tools – sometimes collectively referred to as ‘e-learning 2.0’. 
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Figure 2. Model supporting workbased learning 
6 Personalised learning 
The BALTR curriculum design is a series of ‘open’ module frameworks of generic 
outcomes. Learners identify subject knowledge that is relevant to their own context and 
needs, and through a process of negotiation with teaching staff develop a set of learning 
activities and assessment products that are recorded in Individual Learning Plans and 
inquiry proposals - the tools for personalisation. The processes of ‘learning’ and ‘inquiry’ 
define the content of the degree with a focus on a practical understanding or ‘knowing 
why and how to’ in their chosen discipline. Inquiries are authentic and embedded in the 
daily work of the learner but also enables them to meet the requirements of the modules 
and assessment criteria. 
The exit survey of the first cohort indicated that 86% of the students surveyed believed 
personalisation was a significant feature of their experience and 77% that their study was 
relevant to their needs.  
“I felt that the Ultraversity programme was ideally suited to me because I 
run my own business and therefore I was able to tailor the work to not only 
benefit myself but also to target specific areas of my organisation.”  
Jack (2006) 
“The modules made it possible to tailor to my own needs. The title ‘Work 
Place’ degree says it all really, in every module we were encouraged to 
make it relevant to our situation and the Individual Learning Modules were 
constructed around this ideal. This made the tasks more relevant; I could 
see that the results would really make an impact, so I put even more effort 
into them. It didn’t seem selfish to study. …..The Learning Facilitators 
offered great support and encouragement, they allowed the researchers to 
learn from each other, and discuss difficult issues, in my opinion this was 
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the best possible help. I learned a great deal from researchers in the 
online community, deep issues were discussed” 
Binks (2006) 
Harvey and Norman (2005) reports similar findings "Students have described how they 
were highly motivated by the fact that their learning in the workplace was valued and 
could be used within their higher education award." 
7 Inquiry based learning 
This is based upon Action Research methodology that has an emphasis on critical 
reflection on an individual’s work practices and inquiry into their work context. This leads 
to an action that is planned, implemented and evaluated with the intention of making a 
positive impact on their work – learning for performance. This approach is designed to 
enable students to effectively integrate study and workplace activities with the support of 
a ‘workplace advocate’ who is identified by the learner as someone who can help with 
work place issues. 
8 Online community 
Researchers work and learn together in an online community environment where social 
construction of knowledge is realised through collaboration and critical friendship 
between learners. Engaging in processes of inquiry together as a cohort makes it 
possible to collaborate and support without plagiarising because learners are studying in 
their own work context. 
The course designers valued unstructured or ‘chance dialogue' (Powell, 2004) where 
learners initiate their own conversations, but also designed an experience that had 
opportunities for purposeful conversations initiated by teachers (Laurillard, 2002). This 
was achieved through the development of a facilitated online ‘community of inquiry’ 
where a rich experience of challenge and debate, support, shared findings, critical 
feedback, access to an online library, and conversations with invited experts could take 
place. The exit survey indicated that 62% believed that the level of collaboration was 
significant and some 35% that there was some collaboration with 3% believing there was 
no collaboration at all. 
Participation in this community is not punctuated by the delivery pattern of modules, or 
determined by the access restrictions applied by Virtual Learning Environments (VLE). 
The Ultraversity model allows for ongoing interaction between students 365 days of the 
year. In addition, the choice was made to allow learning resources to be available outside 
the ‘teaching’ time so that students could plan and take responsibility for their learning. 
Experts join the communities to ‘host’ focused conversations that engage learners in 
critical dialogue. This is not a ‘lecture’ by an expert, but an opportunity for learners to 
direct conversation to meet their own needs – in effect an ‘inverse’ lecture. 
“I found them quite helpful, I would look through the questions and 
answers and posed some myself, it was good to talk to an ‘expert’.” 
 Binks (2006) 
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9 Assessment for learning 
The project required the development of an assessment regime that supports the aim of 
widening access to HE on a national and international basis. Part of this approach was to 
attract students whose attitude to examination was negative, possibly because of 
experiences in previous periods of study. There are no timed examinations; students 
have the ability to express themselves through multimodality using an e-portfolio 
approach making use of alternate genre, rich media and technology such as video, audio, 
websites and weblogs.  
The online technology rich model evolved from Winter’s “Patchwork Text” model, with its 
emphasis on a reflexive approach and the use of creative imagination, peer review and 
discussion, “It's time we found an alternative to the student essay. For tutors across the 
country, it's marking time again and, reading essays, we realise that many of our students 
have yet again taken refuge in ‘surface learning’.” (Winter, 2003). 
Students assemble pieces of work for their assessment e-portfolio with a ‘retrospective 
commentary’, which 'stitches' them together synthesising ideas and forming conclusions. 
This concluding activity should provide an honest view of the learning journey including 
learning from failures, celebration of success and identifying new questions for future 
inquiries. The exit survey indicated that 88% of students believed that they had 
developed critical thinking skills that were transferable to different contexts. 
Students are encouraged and credited for experimenting with Internet technologies that 
support their inquiries and creative expression. 
10 Exhibition for dissertation 
Towards the end of the programme, learners are required to construct an exhibition of 
their findings primarily based upon the final year of their studies but drawing on the whole 
three-year experience. The exhibition is given to an audience identified by the learner, 
wherever possible in their place of work. This critical evaluation of the exhibition helps 
validate their findings. 
Through this process learners demonstrate to themselves and stakeholders the progress 
they have made in terms of personal growth, and in their ability to perform in their work 
role. Initial findings indicate that students are engaging with the notion of being a lifetime 
learner. The exit survey indicates that 72% believe that study has had a positive impact 
on their career development with 49% reporting a positive impact on their salary already 
– that is before their degree was awarded. 
The exit survey indicated that 70% believed that impact on the workplace was significant.  
The module requirements were generic, but the personal application of 
those requirements meant that I could tailor them to suit my needs and 
those of others in my school. 
Lancashire (2006) 
The focus of individual student’s exhibitions is analysed below and indicates the breadth 
of themes and workplace contexts in which the model developed can be applied to 
workplace learning. 
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Figure 3 What action did student researchers take? 
11 Internet technologies 
The Nesta Futurelab publication on Personalisation and Digital Technologies (2005), 
argues that there is already a high degree of personalisation in the experience of lifewide 
learners, however in the formal context this is still largely unrecognised.  
Downes (2006) observes that despite the rapid increase in educational institutions 
adoption of Internet technologies, most people who inhabit the online world are in fact 
elsewhere. There are a myriad web2.0 spaces that enable them to generate and share 
their own content in ways that they chose to amongst their own ‘learning networks’. 
The trends and tensions outlined above can be seen playing out in the Ultraversity project 
since 2003 (fig. 4).  
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Figure 4 Evolution of Internet Technology Use  
Initially there was a reliance upon in house purpose built tools and proprietary software. 
Although attractive in that it allows for a high degree of control over tools development, 
the resource requirements were significant making it an unviable approach. It was 
apparent that the next step was to harness the considerable potential resource savings 
offered by tailoring open source solutions (OSS) to our needs. An evaluation of options 
based upon technological, pedagogical and operational considerations identified Drupal 
as a web aggregator and as a vehicle for induction activities and the Plone content 
management platform for the realisation of our vision of a VLE. 
Plone was selected as ‘multilayered’ technology providing a ‘low threshold and high 
ceiling’ (Papart, 1980) user interface with symmetry of use in the tools available to all user 
groups. Individuals with relatively low levels of technological ability have the ability to 
easily master a rich set of creative online tools and to develop ‘virtual spaces’. Plone is 
supported by a strong open source community, and this should ensure that it is robust 
and likely to be a long lived platform. 
With the increasing availability of ‘libre’ web services students developed their own 
community (www.ultrastudents.co.uk) where they could communicate outside the 
institution’s provision. More recently, the Ultraversity project has itself adopted these libre 
web services such as KEEPToolkit, building their use into module activities as a formal 
part of the Ultraversity programme. Clearly there are advantages in terms of resource 
savings in using software developed and hosted by someone else, however there are 
also issues to overcome such as those posed by Quality Assurance and interoperability. 
12 Concluding thoughts 
Since the inception of this project, the www has evolved at a staggering pace. The use of 
learning technology in what seemed to be brave and experimental ways now appears 
‘pedestrian’ when compared to what might be now possible.  
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The authors identify a vibrant academic discourse at the intersection of technology and 
pedagogy; however, they believe that adoption and innovation is located in isolated 
pockets of excellence only. 
Findings from the first cohort of learners and the graduation of a large cohort indicate that 
our model of personalised work-based learning is successful for many students.  
As the staff involved in the delivery of the degree have a well established background of 
working with online technologies and are an effective remote working team, there was 
little disruption in transferring to the Ultraversity approach. However we do not know yet 
how well a team used to conventional working practices would adjust to this technology 
based model of learning.  
Developing learning technologies from scratch is attractive, as it allows for ultimate 
customisation, however, it can be consuming and expensive. Likewise, OSS software is 
also expensive to customise. Libre web services have become a viable alternative and 
offer tremendous opportunity for reducing the HE resource requirement. How sustainable 
this will be in the long run is unknown. 
Our model of work-based learning has encouraged learners to take control of their own 
learning and explore beyond the ‘approved’ Internet technologies that we provide. We 
find that our learners are moving faster in their ability to explore and adopt Internet 
technologies than we as a project within an HE institution can. 
The authors believe a step change in innovation and adoption will require a shift in how 
HE institutions view risk, “The fundamental barrier to change in education is the risk 
averse nature of the powers that be in a society that is characterised by risk” (Fryer, 
2004). Rather than being perceived as the mavericks who threaten the wellbeing and 
reputation of HEI, risk takers should be nurtured and supported, their successes should 
be celebrated and no undue stigma should be appended to failure if institutions are to 
achieve successful innovation and widen their appeal to today's learners.  
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Towards competence-related interoperability 
Simon Grant 
Independent Consultant, working with the JISC CETIS Portfolio SIG and 
the Centre for Recording Achievement. 
Abstract: This paper outlines a distributed top-level approach to 
representing relationships between competence-related definitions, when 
held by several parties. The suggested approach is to use existing 
specifications to represent the competence definitions themselves, and 
Semantic Web technology to represent the relationships between these 
competences. Five concepts are suggested for these relationships: 
equivalence; non-equivalence; satisfaction; contribution; and overlap. This 
will allow much greater automatic processing of competence-related 
information while avoiding the pitfalls of a centralised approach. It is 
stressed that theoretical perfection is here less important than laying the 
foundations of a practical solution acceptable to existing competence 
authorities as well as developers. 
Keywords: competence, interoperability, skills frameworks, distributed 
architecture. 
  
1 Introduction 
Competence-related definitions are used in several ways and in several contexts. In the 
field of education and training, they can be used in the definition of the outcomes of a 
course, and for setting out the requirements for entry into a course or educational 
programme. Related to employment, individuals can define their skills and competences 
not only in their own terms but also in terms that are recognised as being in common use; 
employers can specify the requirements for a post in terms of competences. Professional 
and workforce development can be carried out by referring to common definitions of the 
competences that are required in the workplace. 
Definitions that are used in these ways could be regarded as common in two ways. 
Firstly, experienced people could recognise common terms that are in current use: this 
would rely on human judgement and appreciation of the terms used, but would not be 
affected by slight variations. Synonyms would be most likely recognised by the people 
concerned. Secondly, the terms could have identifiers that were defined as meaning the 
same thing: this could be either because only one identifier is used for one term, or 
through the explicit mapping of equivalent identifiers. This second approach is necessary 
if there is to be any reliable automatic processing involving the competence definitions. 
The first approach is what has happened in most cases for a long time. The problems are 
relatively well-known. In contrast, the challenge taken up in this paper is to point towards 
a workable system using the second approach. 
As Grant (2006), here the term “competence” is used inclusively to cover any of a range 
of closely-related terms. This is also the pragmatic approach taken by the websites of 
HR-XML and IMS RDCEO, referred to below, but using the term “competency” The 
distinctions, though significant in some contexts, are not considered significant in this 
work. 
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2 The Requirement for Competence Interoperability 
In practice, there are several ways in which the same competence-related definitions may 
be wanted to be used across different systems and contexts. Within education and 
training, the outcomes of one course delivered by one institution or body may relate, in 
principle, to the entry requirements for another course given by a different institution or 
body. This scenario has been investigated in the XCRI (eXchanging Course-Related 
Information) project, where much related work has been done. The challenge is that two 
different institutions, without consultation, are likely to come up with different 
characterisations of their competence-related definitions. Without some kind of 
harmonisation, it would be difficult if not impossible automatically to match outcomes from 
one course with entry requirements of another. 
There is still more of a challenge around relating such definitions between education and 
employment, as there is even more likelihood of definitions differing between educators 
and employers. On the other hand, training bodies are more likely than, say, higher 
education institutions to relate their courses to competence requirements in terms set out 
by employers, who often pay for training employees. 
3 Possible Responses to the Requirement 
There are several possible responses to these requirements. 
3.1 No coordination of competence definitions 
The default approach is to do nothing to aid automatic processing. Arguments for this 
approach could include the idea that human processing is all that is needed, and thus 
that there is little value in enabling automatic processing of competence-related 
definitions. 
3.2 Central registries 
Another approach which is readily brought up involves some kind of central registry for 
competence-related definitions. Many people are sceptical about the potential for success 
with this approach, as it would appear to be extremely difficult to achieve agreement 
between all the interested parties. The natural evolution over time of the concepts and 
terms pose a further difficulty for this approach. 
3.3 Distributed systems design 
Logically, the third possible approach is to coordinate definitions in a distributed manner. 
That is, without having any central authority, develop an approach to relating together 
such definitions, so that there can be automatic processing and recognition of how variant 
definitions relate together. 
Compare XFN, the Xhtml Friends Network. This, like FOAF (“friend of a friend”), is 
intended to be a way of exposing social networks without having any centrally held 
information about the social relationships involved. It attempts to represent the way that 
people relate to one another, in broad terms. Though many people might not participate 
in XFN or FOAF due to privacy concerns, no such concerns will attach to taking a similar 
approach to competence-related definitions. 
This distributed approach is the one which is investigated in the current paper. 
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4 What to Include in a Distributed Approach 
Again, FOAF and XFN provide a useful parallel. What should one include in the 
specification for the information which is to be held in a distributed manner? The only 
relationship included in the basic FOAF specification is “knows”, though other 
relationships have been proposed as extensions. XFN, on the other hand, has 18 
different possibilities for its “rel” attribute, ways of being related as humans. Many more 
are possible. 
Just as the success of FOAF or XFN depends on people publishing information about 
themselves and their friendships, the suggested approach to competence-related 
definitions is based on the assumption that they are published, in a way that allows 
different people and systems to refer effectively to the same competence-related 
definition. The premise, here accepted, of being able to do this by using a URI (or more 
generally IRI – Uniform/ Internationalized Resource Identifier) is the subject of much 
debate which will not be reproduced here (see, e.g., Pepper & Schwab (2003)). 
Here, five relationships between competency-related definitions are suggested for 
consideration. This is a small vocabulary, which would be easily manageable by web-
based and knowledge-based systems. 
4.1 Equivalence 
The simplest possibility is for each competence-related definition to be associated with 
some information stating which other similar definitions, held by other authorities, are 
accepted by the first definition owner as equivalent. 
If this were carried out, it would mean that if two systems are used with the intention of 
referring to the same competence concept, using different identifiers, there could be 
automatic checking of whether either or both of the authorities maintain that the two 
concepts are equivalent. 
In OWL (the Web Ontology Language) there is a relationship “sameAs” which would 
appear to be suited for this purpose. 
4.2 Non-equivalence 
Simply allowing the noting of equivalence in such definitions does not help when dealing 
with spurious claims of equivalence. For instance, a pretentious training supplier may 
claim that a learning outcome for their (short, cheap) course is equivalent to a learning 
outcome claimed by another (longer, more expensive and better-established) course. 
Worse examples of misrepresentation can easily be imagined. 
Allowing declarations of non-equivalence would enable clarity in this respect: although 
one party claimed equivalence, the other party could explicitly reject that claim, for the 
avoidance of doubt. 
Again, OWL has a relationship “differentFrom”, which seems to fit the bill. 
4.3 Satisfaction 
Entry requirements or specifications can be used either for educational or training 
opportunities, or for person specifications for employment. These requirements or 
specifications can in principle be represented in the same way as other competence-
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related definitions. But in this case, one obviously useful facility would be to be able to 
indicate which other attainments would also satisfy this particular entry requirement. 
Thus, for example, a person specification for a certain job may require a mathematics 
qualification at school secondary level. Alongside that definition, it could be indicated that 
a degree-level qualification in mathematics, or physical sciences, would also satisfy that 
requirement. 
A satisfaction relationship would be transitive. The fact of being a transitive relationship 
could be represented formally in OWL, but OWL does not appear to have predefined 
relationships in this or the following cases. 
4.4 Contribution 
Looking from the other end, when devising course modules, educators can be asked to 
frame the intended learning outcomes from that module. Perhaps the course, overall, is 
intended to relate to a broader, discipline-wide set of competences. In this case, the 
educator building the module might want to indicate the intention that a learning outcome 
from the module is intended to contribute towards a greater outcome at the level of the 
course as a whole, or the educational programme as a whole. 
An alternative way of achieving a similar result would be to detail the broader 
programme-related outcomes, creating a framework of skills or competence (Grant, 
2006), whereby skills or competences that are regarded as greater or of broader scope 
were related to the ones regarded as lesser or of narrower scope. A module developer 
might then be asked to match their module outcomes to definitions in that framework, 
rather than writing their own. 
This alternative approach relies on the representation of the same kind of relationship – 
that of narrower or lesser skills or competences contributing towards broader or greater 
ones – but this time within the framework itself, rather than devolving the responsibility for 
relating greater to lesser onto a module developer. 
“Credit” frameworks could also use a similar approach. A greater objective could be 
defined as being satisfied by a certain number of credits (within a specified credit 
scheme), and lesser courses or modules could “contribute” defined values within that 
credit scheme. Not much extra architecture would be necessary to implement this kind of 
framework. 
Contribution and satisfaction are not necessarily inverse relationships in all cases. 
Communication competence may be held to contribute to ICT (Information and 
Communication Technology) competence, and indeed vice versa, but neither would 
satisfy a competence definition of the other. 
The contribution relationship might best be thought of as not transitive, but as “directly 
contributes”. 
4.5 Overlap 
It may also be useful to note overlap between two competence definitions. This would be 
little machine processing enabled by the noting of this relationship, except as a kind of 
“see also” link, but it would serve to alert people of an incomplete mapping. Any cases 
where overlap is noted could in principle be broken down to finer-grained units where the 
other relationships can be applied. 
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4.6 Further requirements 
An issue which has not been dealt with here is the application of levels to competence. 
Very often, when people define skill or competence, they are inclined to define an area of 
competence and a related set of levels of that competence that are relevant to distinguish 
for their purposes. If levels are not treated explicitly, competence-related definitions are 
constrained to be free standing, as discussed above: relationships of satisfaction and 
contribution have to be defined explicitly. 
The HR-XML competency specification is one where level can be represented. 
Introducing levels explicitly could be regarded as a further step in this process, to be 
undertaken later. 
5 Design for Interoperability Specification 
If such a distributed approach is to be implemented, decisions have to be taken on how to 
represent the chosen information for interoperability purposes. There are in principle 
many options of file format for delivering competence-related definitions, including HR-
XML mentioned above, and the IEEE Reusable Competency Definitions (RCD) 
specification, which is based on the older IMS RDCEO (Reusable Definition of 
Competence or Educational Objective) specification. 
Relationship information could be represented within the competency definitions 
themselves. The advantage of this would be that during checking no extra files would 
have to be fetched apart from the RCD files themselves, which would, or would not, refer 
to each other. The disadvantage would be in having to mix specifications, and the 
consequent complexity of the file format. 
An alternative approach would be to represent all the relationships from a set of 
definitions in a separate file. Each definition would then have a single extra element 
pointing to its own particular relationship file. The relationship file could be held in a 
general-purpose knowledge representation format such as XTM (XML Topic Maps) or 
RDF (Resource Description Framework). The definition URIs could be used in the 
relationship file as identifiers. An XTM file in this situation would be largely self-contained, 
and it would remain to specify the constraints on that file for it to qualify as a proper 
instance of a competence-related relationships file. For an RDF file in a similar role, there 
may be the need to have associated ontology information (e.g. OWL) and to specify the 
possible relationships. 
Typically, some relationships would be internal to a relationships file. Thus, an 
examinations board could maintain firstly one file for each qualification, and secondly a 
relationships file where they noted at least which qualifications could be considered to be 
implied by higher-level qualifications. A higher-level qualification could “satisfy” a lower-
level one, while the lower-level one could “contribute” to the higher-level one. 
Other relationships could connect local definitions to definitions maintained by other 
authorities. This is when the relationships of equivalence and non-equivalence will be 
most useful: there is little point in maintaining two local equivalent definitions. 
6 Pragmatism and Feasibility 
This approach would appear to be more pragmatically feasible than alternative 
approaches. People seem unlikely to use centralised registries, or even to use other 
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authorities' definitions of competences. While there is no documented evidence of this, 
such pragmatic considerations are vital to the effective implementation of these 
architectures.  
The provision of the equivalence and other relationships allows people to build their own 
competence frameworks, and then still to relate them to other ones. Existing frameworks 
can thus be related with other ones with a minimum of extra effort. 
7 Implications 
If such an approach can be established, and if relevant people can be persuaded to 
represent their related information in these ways, many possibilities open up. 
The XCRI work could be effectively extended to make chaining together course outcomes 
and entry requirements more possible. 
More generally, the approach would open up the possibility of more usefully representing 
competence in personal electronic portfolios, which could then be used as part of the 
process of application for opportunities, whether in education or employment. 
8 Conclusion and Future Work  
This short paper extends only to exploring the overall top-level design of a system for 
competence-related interoperability. Future work will extend to describing a more detailed 
specification of this, along with indications of possible “bindings” to RDF and/or XTM, and 
how these would fit in with existing specifications in this field. 
Further work remains to be done to integrate levels into this approach: perhaps ontology 
of assessment and competence might help. However it might be wise first to see whether 
a basic approach without levels is likely both to work and to be popular enough to be 
widely adopted. 
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Abstract: The IMS Question & Test Interoperability specification describes 
a model for the representation of questions and tests data and their 
corresponding results reports. In this paper, we discuss the 
implementation of a modular-structured online engine for the (QTI) 
specification, aiming at providing a framework for the development of user 
friendly IMS QTI applications. This work is considered as a continuation of 
the APIS project that intends to develop an infrastructure that sustains 
interoperability and web servicing of IMS QTI. 
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1 Introduction 
The ability to remotely evaluate the acquisition of knowledge remains vital for formal 
pedagogical models within the e-learning framework. This ability is also usually needed in 
the case of non-formal learning approaches. A specification that tries to solve the lack of 
interoperable evaluation of knowledge is IMS Question and Test Interoperability (QTI). 
IMS QTI can be used with other specifications, namely with IMS Learning Design, which 
was conceived as a technical specification that allows the modelling of processes, 
resources, and services used in any learning environment.  
The existence of e-Learning interoperability specifications (such as IMS QTI and IMS LD) 
is necessary for technology convergence, supporting the coexistence of different 
products. Standardisation applied to learning technologies mainly consists of facilitating 
interoperability (technological compatibility), reusability and durability. It also opens a new 
world full of pedagogical possibilities.  
Despite the important role that the IMS Question and Test Interoperability has, end-users 
such as teachers and tutors find it extremely impractical to work with it unless they have a 
clear, well-documented, open source implementation. In general, the lack of such 
implementation hinders the communal adoption of specifications and their evolution 
towards standardisation. Hence, our work aims to provide such an implementation, taking 
into consideration the usability requirements and potential service design associated with 
the IMS QTI specification. The resulting implementation comprises a QTIv2.1 compliant 
engine, as well as a simple player compatible with this specification version. It also 
supports a large number of QTIv2.0 elements, and some other useful features. 
Furthermore, the compatibility with service oriented architectures (SOA) is guaranteed 
due to its modular service oriented implementation.  
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This paper is structured as follows. Section 2 discusses the state of research and 
development related to IMS QTI. This includes projects as APIS (Barr et al, 2006), which 
had previously started working in this field, as well as the motivations that have driven us 
to select APIS as the basis of our work. Section 3 presents the improvements and 
implementations carried out, followed by Section 4 which discusses the testing 
techniques used. Finally, Section 5 summarizes the main contributions of our work and 
briefly describes some lines for future work. 
2 Previous works on IMS QTI 
 The IMS QTI specification enables the exchange of question and test items between 
authoring tools, item banks, test composition tools, learning systems, and assessment 
delivery systems to name a few. It principally describes a data model for the 
representation of questions and tests and their corresponding result reports that makes 
the interchange of information between systems possible. The model is defined in a 
standard eXtensible Markup Language (XML) format. The QTI specification remains 
extensible and customisable to allow specialized or proprietary systems to easily adopt it. 
A good indicator of the significance of QTI is the increasing number of projects relying on 
this specification. Some examples include: TOIA (Tools for Online Interoperable 
Assessment), Sled (Service Based Learning Design Player), R2Q2 (Rendering and 
Response processing services for QTIv2 questions), FREMA (eLearning Framework 
Reference Model for Assessment), APIS (Assessment Provision through Interoperable 
Segments),...The IMS QTI world is evolving, and continuously improving its functions by 
trial and error adaptation. 
The basic elements of the QTI specification are:  
• Item: is the smallest interchangeable QTI element that stores the question presented 
to the user along with the associated metadata such as the reproduction instructions, 
user answers processing mode, hints, and feedback.  
• Section: represents a composite part of the assessment test or exam.  
• Test: is an entire QTI instance that embodies a single assessment test. Its structure is 
divided into sections and subsections and contains sequential information along with 
the method(s) to use for combining individual questions scores/marks to form the 
overall test grade. 
QTI v2.0 focuses on simplifying the concept of individual question stored in the item QTI 
element, while aspects such as the grouping of questions in sections or exams are left 
out. QTI v2.0 introduces changes in interactions and new variables types, which, in turn, 
induce modifications in the processing of question responses. On the other hand, the 
formatting of content text was included in the specification and based in XHTML. QTI v2.0 
also introduced new kinds of templates along with feedback, hints, and other additions. 
Another valuable addendum is a method for integrating QTI and IMS-LD through shared 
access to the variables generated by users’ interactions with the QTI player.  
QTI v2.1, the latest release at the time of writing this paper, completes the update from 
version 1.x to 2.x by adding missing QTI elements such as those associated with the 
grouping of items in sections or tests, alongside a new results report. To simplify the 
implementation of this extensive and complex specification, we searched for a good 
system to upgrade. But, despite community enthusiasm, no reference implementation of 
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QTI v2 had been done. In this context, two relevant projects are related to our needs: 
APIS and R2Q2 (already named above). 
Assessment Provision through Interoperable Segments (APIS) engine (Barr et al, 2006), 
was originally created by Strathclyde University (in May 2004) to increase interoperability 
of the IMS QTI specification in practice by providing a liberally licensed open source 
implementation of the non-controversial elements of the specification (IMS QTI, 2006). 
They planned to implement a modular item-rendering engine in line with the version 2.0 
of the specification. This engine addresses the operations required by potential tools 
defined in the Open Knowledge Initiative (OKI) and IMS Web Services. 
Rendering and Response processing services for QTI v2.0 questions project (R2Q2), 
which started in March 2006, aims to build a new implementation from scratch, taking into 
account the previous outputs from other projects, and learning from them what not to do. 
They needed to implement QTI v2.0 from a completely new code base since their 
objective was to provide a definitive rendering and response processing engine, properly 
structured, for this version. Due to its functional-modular design (Renderer, Processor,...) 
and use of internal Web Services, the system facilitates future enhancement and can be 
changed to suit any application. 
Finally, we chose to extend APIS (Barr et al, 2006), a basic implementation, as by the 
time our project began, R2Q2 had not started, and APIS was already finished. Several 
new upgrades have been implemented in the APIS engine UPF-version, mainly referring 
to: test context instead of just items (questions), a wide range of new elements test-
related, new and more complex response processing and new types of interactions. If 
some expansion of the work realized was to be done, it could be implemented without 
problems. We hope that the work builds on APIS and apart from contributing to the e-
learning framework with an implementation of a quite complex QTI engine, will also be 
helpful for any other QTI v2.0 engine to be upgraded to QTI version 2.1.  
 
Figure 1: APIS working flow 
The basic working flow of the APIS engine is shown in the above figure [fig1].  
In order to evaluate an XML document for its QTI compliance, it is loaded into the engine 
for processing (1). APIS reads, processes, and validates it. Within this first step, the 
system will return an error message if the document is not well formed or will continue to 
the next flow stage. For well-formed QTI compliant XML, APIS will use a simple interface 
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integrated (1) into the engine in order to show QTI data to the user and allow interaction 
(2). This way, the user can answer the displayed question(s) (3). The submitted answers 
will be processed by APIS following the instructions given in the same XML document. 
Finally, some kind of feedback is returned to the user, such as score, hints, and more. 
3 Upgrading the APIS engine 
 Although a number of QTI-IMS specification implementations are currently available, 
none of these implementations is open source; in other words, it is not possible for the 
communities of developers, especially small organisations with limited resources, to take 
full advantage of existing assessment tools. Our work focuses on improving the 
implementation of the APIS engine described above to make it compliant with the 
specification's latest version (v2.1). The steps followed and changes made to obtain a 
final engine, which would support test process and new added characteristics, are 
addressed below.  
We started by expanding the previous QTI version 2.0 implementation to reach 
completeness since the APIS state of the art version does not address all the elements in 
the specification. In particular, APIS does not implement text-based and graphic 
interactions, new data types and associated cardinalities, logical and other types of 
expressions, and the upgraded processing of answers and responses. These 
functionalities enable the management of tests that require the writing of different 
amounts of text or some graphical interaction. 
The upgrade resulted in an engine with almost all interactions implemented, except for: 
the graphical ones, some of the miscellaneous ones and few of the text related ones. All 
the data types, apart from files, were now included, also cardinalities and most of the 
expressions. In addition, a more complex response processing was implemented. 
Furthermore, the newly added data types enabled the formulation of questions whose 
answers could be composite such as when test takers are required to select several 
answers from different pools as a response to a test problem.  
Our work proceeded to change the entire engine structure to convert it to QTI v2.1.. As 
this version accepts not just questions but entire tests as well, we have introduced critical 
changes to the principal components of APIS including the main engine class. Processing 
of test units thus has become more hierarchical, where tests are considered both as units 
and groups of divisions. QTI v2.1 appends concrete characteristics for the test's divisions 
including time constraints, navigation flow style, and others. These paradigms and 
definitions were implemented and added to the improved engine. This required the 
adaptation of some of the previously existing processes and elements.  
The resulting QTI engine is now available on-line at Sourceforge: 
http://sourceforge.net/projects/newapis 
4 Testing and evaluation of the developed version  
Although the QTI specification has not yet been completely coded, the resulting engine is 
quite robust, as preliminary testing and evaluation confirm. To demonstrate that the 
resulting engine works correctly, we based our implementation on a set of examples 
provided by IMS Global Learning Consortium (the IMS QTI specification creator). We 
have adopted these examples as our benchmark for testing and evaluating our 
implementation since they were published to address and illustrate the specification and 
tackle it with a wide range of approaches to cover several levels of complexity. The 
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examples are provided in XML format in compliance with QTI requirements. APIS can 
validate tests in XML format by visualizing their content or returning an error message 
whenever a file is detected to be non-compliant with the specification. Furthermore, once 
the test is validated and displayed in the browser, when the user interacts and submits 
responses, APIS can also process whether the answer is correct or not. The only 
condition for this functionality to be permitted is that some correction instructions must be 
properly defined within the XML. By passing these example XML files to the upgraded 
APIS engine, we can prove the proper working of the upgrades. 
The actual state of the engine, referring to QTI version 2.1, is represented in the following 
figure [fig3]. There, all the elements included in this version of the specification are 
represented by different boxes. The colours show what has been proved to be 
implemented and working correctly -green; elements to be done or not yet finished -
orange; and finally we can observe where QTIv2 would be placed -yellow. 
 
Figure 2: QTI v2.1 scheme of elements  
5 Application  
The new QTI v2.1 compliant engine can be used to build several useful tools that 
implement IMS specifications. These tools using the APIS engine such as editors and 
players would be included in the framework. In the following figure [fig 3] we represent the 
situation of the APIS engine in the application architecture. As users only interact with the 
framework, the engine remains invisible. Hence, the engine represents the interface of 
the specification and ensures interoperability and the exchange of information between 
the tools. The engine's role permits the development of user-friendly tools where usability 
becomes central. The service orientation characteristic of APIS supports its easy addition 
to the service-oriented architectures (SOA, 2006). An example of this kind of architecture 
is SLeD (Service Based Learning Design Player), a Learning Design Player which can 
easily take advantage of the APIS engine and integrate its assessment properties into its 
executed learning processes. We are testing and experimenting with the potential of such 
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compatibility, and we have developed several different scenarios in Learning Design for 
that purpose. 
Previous work on a Question & Authoring editor called QAed has been carried out at 
Universitat Pompeu Fabra. QAed offers a set of basic services related to questions and 
assessment authoring such as create, edit and search. It also presents a set of extra 
services centred in the practice of assessment and questions authoring like work 
repository, assessment categories, basket cart, and HTML preview. An important added 
value is content reusability, which is achieved through import and export of both 
assessments and questions in XML files. It enables the interoperability with others 
systems, like players using the IMS QTILite standard as exchange format (Sayago et al, 
2004). The possibility of a new tool that meets both usability requirements, based on 
QAed's experience, and QTI 2.1 seems interesting. 
 
Figure 3: APIS's location between framework and specification 
6 Conclusions and future work 
Assessment plays a significant role in the learning process, and consequently there is a 
clear need for IMS QTI-compliant engines that make it possible to run interoperable 
assessment tests. This has been the aim of the upgraded APIS engine, which supports 
the execution of complex tests with a variety of types of questions, as well as the 
processing of the results. 
It is important to remark that without open-source, well documented implementations of 
IMS specifications, their adoption by the potential user-base stays extremely slow. We 
have invested our efforts to upgrade the APIS implementation of the IMS QTI 
specification since such libraries are open-source and well documented. 
Furthermore, assessment is not an isolated element in learning and should be integrated 
in the workflow of learning activities. The upgraded APIS engine is currently being 
  
 
   
  
Josep Blat, Toni Navarrete, Ayman Moghnieh and Helena Batlle Delgado 
   
 
  
 
  181 
  
 
   
 
integrated through services within an experimental platform for running LD Units of 
Learning. We are currently developing this platform, based on SLeD, where different LD 
services and tools are being integrated within a single framework. Upon completion, APIS 
will be integrated within this framework where pilot Learning Design courses will be 
serviced. This will enable the integration of assessment in the workflow of LD activities, in 
particular, determining different learning paths according to assessments results. 
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Abstract: In this paper, we propose a new technical approach to support 
new forms of e-assessment. This approach is based on international e-
learning standards and a service-oriented approach. Through a combined 
use of IMS LD and IMS QTI, new forms of assessment can be modelled as 
a unit of assessment, a specific unit of learning with a set of QTI 
documents or/and specific assessment services. The unit of assessment 
can be executed in any standard-compatible run-time environment. In 
comparison with traditional software development approaches, our 
approach fosters interoperability, flexibility, and seamless integration with 
learning activities. 
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approach; unit of assessment. 
  
1 Introduction 
New forms of assessment, such as self- and peer assessment, 360 degree feedback, 
and portfolio assessment, are gaining in acceptance and popularity. Such assessment 
types are not just 'done to' learners but are also 'done with' and 'done by' learners (Harris 
and Bell 1990). By addressing complex student traits, these new forms aim to foster deep 
learning and the development of competences (Topping 1998; Boud, Cohen et al. 1999; 
Gipps 1999). 
In comparison with traditional assessment, both judgment making and administrative 
processes are more problematic in new forms of assessment, which are process-based 
and involve multiple roles and multiple persons. The difficulties and the potential for 
errors and omissions increases in a non-linear fashion as the number of candidates and 
assessors involved grows (Rosbottom 1994). As Bartram pointed out, 360-degree 
feedback by its very nature is an administrative nightmare to manage. People involved in 
the process tend to be geographically dispersed but also need close supervision in order 
to ensure that the ratings are carried out to schedule and that sufficient assessors are 
obtained for each focus of the assessment (Bartram 2005). 
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Many software tools such as SPARK (Freeman and McKenzie 2002) and eSPRAT 
(Lockyer 2003; Davies and Archer 2005) for supporting new forms of e-assessment have 
been developed in recent years. They are typically stand-alone and offer limited support 
for interoperability and reusability of assessment resources. In order to solve these 
problems, a standard-based approach is a better choice. The leading e-learning standard 
for the exchange and interoperability of assessments is IMS Question and Test 
Interoperability (QTI 2003). However, QTI can not be used to model process-based, 
multi-user assessments. IMS Learning Design (LD 2003) can be used to model learning 
processes with complicated process-control and multiple roles/users. However, 
assessment tools and strategies are not explicitly included in LD. 
This paper’s claim is that the combination of LD, QTI, and specific assessment services is 
able to model and deliver new forms of e-assessment. The main benefit of this approach 
is that existing specifications, tools and services can be used to model and deliver 
integrated learning designs with innovative assessments. Furthermore, reuse of such 
integrated learning designs and innovative assessments becomes possible together with 
their delivery in different platforms. 
2 Characterising new forms of assessment 
We distinguish new forms of assessment from more traditional approaches along four 
lines:  
• Involvement of multiple roles/users. New forms of assessment are typically embedded 
in an educational context, require more stipulation of the processes of assessment 
and rely on higher levels of student involvement (Sluijsmans et al. 2004). Therefore, 
when modelling an innovative e-assessment process, multiple roles must be 
modelled. 
• Variety in task types. Various types of tasks are performed in assessment processes. 
On the one hand, tasks are arranged for candidates to demonstrate their progress 
and capabilities such as answering a questionnaire, writing an article, providing a 
portfolio, conducting a performance, and so on. On the other hand, certain types of 
tasks will be performed by assessors for describing, collecting, recording, scoring, 
and interpreting information about students’ learning. The types of tasks required to 
be performed depends on the nature of the trait to be assessed. In addition, 
simulation tools and domain-specific application tools may be used for assessing 
competences such as the use of concept mapping to assess knowledge structures, or 
the use of latent semantic analysis to interpret student essays (Pellegrino et al. 2001). 
Supporting new forms of assessment requires explicitly modelling various types of 
tasks.  
• Complex process control. In innovative assessment processes, various tasks are 
carried out by many participants with different roles in sequence or in parallel. The 
termination of one task may trigger the start of another task. New forms of 
assessment require the modelling of complicated control-flows to coordinate various 
tasks performed by participants with different roles in sequence or/and in parallel. 
• Exchange of information. In new forms of assessment, a large quantity of information 
is produced by participants in performing various tasks in different phases. The 
information must be transferred to the right persons at the right time. People with 
different roles interact with each other through the exchange of information. In order 
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to model new forms of assessment, there is a requirement to model dataflow 
explicitly.  
3 A technical approach to supporting new forms of e-
assessment 
This section presents how a combined use of LD, QTI, and specific assessment services 
can meet the four requirements identified above. New forms of assessment can be 
modelled as a unit of assessment, a specific unit of learning referring to QTI documents 
and/or specific assessment services.  
• Supporting multi-role/user-involved assessment processes. QTI specification is 
concerned with individual learners. Although QTI does not prohibit usage in contexts 
involving other actors, it does not explicitly support defining other roles or sequencing 
behaviours that result from participation of other actors. LD can support a multi-
role/user teaching-learning process. 
• Supporting a variety of assessment tasks. QTI can support item types including 
multiple choice, open-question, fill-in-blank, hotspot, match, drag and drop, and so on. 
It also provides sufficient flexibility to grow into advanced constructed-response items 
and interactive tasks we envisage as the future of assessment elaborates the 
assessment items in detail (Almond et al. 2001). Furthermore, it provides 
mechanisms to design structured assessment and control branches and calculate 
weighted scores. That is, all standard assessment tasks and structured assessment 
that form the core subset of current practice can be supported by using QTI tools. LD 
offers an approach to integrate application tools as services. Although only four 
services are specified in LD, in theory, any software tool can be integrated as an 
external service. Therefore, with an appropriate interface, any specific assessment 
tool (e.g., a portfolio editor, a concept-mapping, and a simulator) can be integrated as 
an external service into a unit of assessment.  
• Supporting complicated control-flow. LD can support the modelling of a learning flow 
with complicated process controls. Activities can be arranged as a sequence or a 
selection structure. A set of role-parts can be performed in parallel within an act and 
acts within a play will be carried out in sequence. Multiple plays can be executed as 
concurrent threads. The termination of a task may trigger the start of another task 
according the definition. In addition, properties, conditions, and notifications provide 
more powerful mechanisms to control the process. Considering the complexities of 
new forms of assessment in process control, LD has sufficient expressiveness to 
model the complicated control-flow in new forms of assessment. 
• Supporting complicated dataflow. QTI version 2 provides mechanisms for declaring 
outcomes and specifies how an outcome variable can be coupled to an LD property. 
With the help of this mechanism, the data (e.g., an article) produced by a participant 
(e.g., a candidate) can be transferred to another one (e.g., an assessor). Additionally, 
scores given by all assessors can be processed into a collective (aggregated) result. 
This result can be transferred to the candidate or even can be used to control the 
branching.  
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4 Modelling and executing new forms of e-assessment in 
today’s infrastructure 
We have modelled a dozen innovative assessment examples by using our approach. 
Because of the limitation in space, only one example is presented in order to explain how 
to model and execute new forms of assessment.  
Figure 1 shows a process model of a peer assessment example taken from (Orsmond 
2004).  
 
Figure 1 Process model of the peer assessment example 
• Modelling roles. In this peer assessment example there are two kinds of roles: tutor 
and learner. In order to explicitly model the tasks of each peer student and the 
exchange of information between them, learner1 and learner2 are defined as two sub-
roles of the learner.  
• Modelling tasks. Participants with different roles are assigned to do different tasks. 
The tasks are modelled as learning activities (e.g., selecting/reading paper1 and 
responding review1) and support activities (e.g., final assessment1) in the model. 
Each activity has an element called activity-description, some of which (e.g., writing 
article1 or reviewing article2) refer to QTI documents.  
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• Modelling control-flow. The overall assessment process is defined as a play with six 
acts illustrated in the Figure 1. Each act (represented as a horizontal box) contains 
more than one role-part (represented as a rounded rectangle). In the first act, the tutor 
teaches learners how to conduct this peer assessment and what is expected. In the 
second act, two peer students select a different paper respectively and read the 
selected papers. In the third act each student writes an article. In the fourth act 
students review the articles of their peers and comment on them. In the following act 
they respond to the reviews of their peers and revise the original article if necessary. 
In the last act, the tutor assesses the students’ work and gives them scores. All acts 
are executed in sequence. The arrows with solid lines in Figure 1 indicate the control-
flows of the process.  
• Modelling data-flow. Data are represented in LD as properties. A property can be 
used to record the outcome of the learner (e.g., article1 and review1) or to capture the 
current state of the process (e.g., are-articles-submitted). As we see in Figure 1, data 
(e.g., article1, article2, review1, review2, and so on) are produced by a learner in an 
activity and will be used by another learner in another activity. The arrows with 
dashed lines indicate the data-flows in the process. Viewing the value of a property is 
realized by using “view-property” element in a XHTML document, which is modelled 
as a learning resource and will be referred to by an item. The item is defined in a 
learning object within an environment. We define two environments for storing data 
regarding to the work of two learners, respectively. For example, environment1 will be 
associated with all activities handling article 1 such as selecting/reading paper1, 
writing article1, reviewing article1, responding review1, and final assessment1. Since 
all data concerning article1 is collected in this environment, this shared environment 
can be used by learner1 writing article1, by learner2 reviewing article1, and by tutor 
assessing learner1’s work. 
 
Figure 2 A screenshot of execution of peer assessment example 
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This process model with necessary QTI documents, wrapped as a unit of assessment, 
can be executed in any standard-compatible run-time environment. Figure 2 shows a 
screenshot of execution of the peer assessment example in an existing run-time 
environment including CopperCore (Vogten, Martens et al. 2006) and Apis (2004). 
5 Discussion 
Like the peer assessment example described above, other innovative assessment 
examples are modelled and tested. The test results demonstrated the feasibility of our 
technical approach to support new forms of e-assessment. In comparison with typical 
software development approaches, our approach has, at minimum, three advantages.   
• Support for interoperability. Existing software tools for new forms of assessment have 
been developed and used as standalone application tools. They have their own data 
representation that is not usable by other applications. Their functions cannot be 
shared directly by other software. In contrast, our approach is based on international 
e-learning technical standards. A unit of assessment can be executed in any LD 
player with any integrated QTI player. The components of a unit of assessment or the 
unit as a whole can be stored, retrieved, and adjusted for reuse in different context 
and in different learning platforms. 
• Support for flexibility. Each new form of assessment may vary in a number of 
variables. For example, in peer assessment the variables could include levels of time 
on task, engagement, and practice, coupled with a greater sense of accountability 
and responsibility (Topping, Smith et al. 2000). Software may support flexibility to a 
limited extent. However, once software has been developed, it is difficult to change to 
fit different learning contexts and specific needs. In particular, if a certain domain-
specific application tool is needed as a specific assessment tool, it will be very difficult 
for existing assessment software tools to extend their functions. However, by adopting 
our approach, we can easily modify the definitions of components and their relations 
in a model (e.g., learning activities, assessment activities, their sequence, referred 
learning objects and assessment items, integrated specific assessment services, and 
so on). Assessment developers can customize their units of assessment with less 
effort and time.  
• Support for seamless integration with learning processes. Existing software tools for 
supporting new forms of assessment can be used for formative assessment and 
summative assessment. However, the integration between learning activities and 
assessment are manually implemented. That is, the users have to manually shift 
learning environments or application tools for performing learning activities and for 
conducting assessment tasks. Our approach is based on LD that can formally 
describe a wide range of pedagogical approaches (Koper and Olivier 2004). If 
learning activities are also represented in LD, there will be a seamless integration 
between the learning activities and new forms of assessment, since both are be 
specified within the same unit of learning. For example, if an e-assessment is 
arranged as a formative assessment, the assessment results defined as outcome 
variables in QTI can be used by LD engine as properties to choose appropriate 
following-up activities for each user according to assessment results. The shift from 
generic assessment services and/or specific assessment services to learning 
management systems is transparent for users when they shift from conducting 
assessment tasks to performing learning activities. 
  
 
   
  
Yongwu Miao, Colin Tattersall, Judith Schoonenboom, Krassen Stevanov and 
Adelina Aleksieva-Petrova 
   
 
  
 
  189 
  
 
   
 
Although our approach has the advantages described above, The required level of 
technical knowledge of LD and QTI for authoring new forms of assessments is significant 
at the moment, because of the lack of easy to use graphical tools that support average 
practitioners in complex learning models. 
6 Conclusions and future work 
In this paper, we identify the characteristics of new forms of assessment from the 
perspectives of process support: involvement of multi-roles and multi-users, variety in 
task types, complicated control-flow and complicated data-flow. Four corresponding 
technical requirements were derived for supporting new forms of e-assessment. Through 
an analysis on the strength and weakness of LD and QTI, we found that a combination of 
LD, QTI, and a service-oriented approach can meet all identified requirements. We have 
tested this technical approach through modelling a dozen of innovative assessment 
examples. The successful executions of these examples in standard-compatible run-time 
environments demonstrate the feasibility of our technical approach. In comparison to 
existing software tools supporting new forms of assessment, our approach has 
advantages in supporting interoperability, flexibility, and a seamless integration with 
learning activities.  
We also argue that it is too difficult for average practitioners to model new forms of e-
assessment using existing tools. Our current work is directed towards the development of 
a high level assessment process modelling language for specifying new forms of e-
assessment. A corresponding assessment authoring tool will be developed to enable 
average practitioners to model and customize their own assessment processes. The 
resulting assessment process model will be automatically transformed into corresponding 
LD and QTI documents, wrapped as a unit of assessment. Subsequently, these units of 
assessment can be executed in any integrated LD and QTI platform.  
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 Argument structures for assessing life-long competence in 
semantically rich-domains 
Imran A. Zualkernan 
American University of Sharjah, UAE  
Abstract 
Knowledge obsolescence is a primary challenge for life-long competence. 
This problem is particularly acute in professional domains where half-life of 
knowledge is short. Competence in professional or semantically-rich 
domains can be characterized by the nature of arguments an individual is 
able to produce. This paper presents an argument-based assessment 
framework for judging competence of life-long learners in professional 
domains. Judging competence involves establishing a particular degree of 
semantic or structural fit. Semantic fit is the ability of an agent to take 
correct action while structural fit represents the ability to reject problems 
outside one’s competence. An example from the Software Engineering 
Body of Knowledge (SWEBOK) is used to illustrate the framework.  
Keywords: Competence, life-long learning, design patterns 
 
1 Introduction 
Most professional problem solving occurs in semantically rich-domains and hence 
requires life-long learning. From medicine to engineering, professionals face the 
perennial problem of knowledge obsolescence. The competence of professionals like 
physicians or lawyers is judged based on the soundness of arguments they generate. 
Therefore, argument structures provide an effective mechanism for formulating and 
assessing life-long competence in such domains. This paper explores how argument 
structures can be used to formulate and assess lifelong competence. An example from 
software design patterns is used for illustrative purposes.  
2 Competence as arguments 
Borrowing from the philosophy of science, Johnson, Zualkernan and Tukey (1993) argue 
that expertise in semantically rich domains can be characterized according to five 
different types of argument fields. These argument structures serve as the “grammar” for 
acceptable behaviour at various levels of competence. Johnson et al. (1993) adapt a 
notation borrowed from rhetoric (Toulmin, 1972) to represent specific instances of such 
arguments; each argument is represented in terms of Data, Claim, Warrant, and a 
Backing. As Fig. 1 shows, each argument is tied to a goal or an objective. For example, 
“diagnosis” represents a goal for a physician. Data is the information or knowledge being 
considered in making an argument. For example, presenting symptoms constitute data 
for a physician engaged in the task of diagnosis. Claims, on the other hand, represent 
end-statements, actions or products of problem solving. For example, diagnosing that a 
“patient has pneumonia” is a valid claim for a physician. A warrant indicates the reason 
that led from data to the claim. For example, a pattern of symptoms like “blue lips” and 
“wheezing” in the presence of a “high temperature” may represent a key indicator of 
pneumonia for a community of physicians. A warrant has a backing justifying why the 
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warrant is valid. For example, a pattern of symptoms may be a “valid” warrant in a 
community of physicians because of an empirical correlation between patterns of 
symptoms and the diagnosis. The nature of backing, in part, determines the type of 
argument or an argument field. 
 
Fig. 1 - Arguments indicating competence in diagnosing pneumonia 
 
Argument 
Field 
Backing  Philosophical 
Basis 
Type – I  Mathematical soundness, consistency and 
completeness 
Leibnizian 
Type – II Agreement or consensus among practitioners Lockean 
Type- III Agreement among complimentary 
representations of a problem 
Kantian 
Type – IV Conflicts between alternative representation of 
a problem 
Hegalian 
Type – V Evaluation of alternative ways of knowing Singerian 
Table 1. Summary of Argument Types or Argument-Fields 
Table 1 summarizes the various types of argument fields as characterized by their 
backings. According to this Table, if a physician justifies the warrant through an empirical 
correlation, then he/she is exhibiting Type-II competence. Complex arguments may 
require multiple argument fields. For example, expertise in statistical experimental design 
(Johnson et al, 1993) requires Type-I, Type-II, and Type-III argument fields. 
  
 
   
  
Imran A. Zualkernan 
   
 
  
 
  193 
  
 
   
 
3 Assessing competence 
If competence is characterized by an ability to generate different types of arguments, then 
judging competence consists of determining the levels and types of arguments a 
particular individual is able to generate. This is perhaps akin to judging whether a speaker 
is able to utter certain classes of sentences in a language. Hence, competence is tied to 
the “fitness” of an individual to generate particular types of arguments.  
Two concepts of “fit” are relevant for semantically rich domain; semantic fit and structural 
fit (Johnson, Zualkernan & Kochevar, 1992). Semantic fit is the familiar (biologically 
motivated) notion of “fit” tied to the ability of an agent to generate “appropriate” action in 
its environment. That is, given certain information in the environment (e.g., presenting 
symptoms as data), arrive at an appropriate action (e.g., reasonable claim for a 
diagnosis). Structural fit, on the other hand, ties the information available in the 
environment to the constraints (cognitive or otherwise) of the agent (Zualkernan, 2006). 
The failure of structural fit manifests itself in knowing when one can or can not solve a 
particular problem. Judging competence, therefore, involves approximating a particular 
level of semantic and structural fit.  
Semantic fit establishes how an agent is able to take appropriate action. Semantic fit is, 
therefore, characterized by an agent’s ability to construct specific types of arguments to 
arrive at “appropriate” actions. For example, given the goal of finding the square root of 
the number four, if one arrives at the correct answer of two, one has demonstrated Type-I 
competence; backing is based on mathematical truths. If learning involves exposing an 
agent to perceptual opportunities in the learning curriculum (Lave & Wenger, 1991), then 
judging competence involves creating such perceptual opportunities and observing the 
behavior that results. For example, one way to judge competence in “addition” requires 
the creation of a number of addition problems where the learner is expected to generate 
correct Type-I arguments.  
Structural fit is tied to the ability of an agent to recognize a mismatch between their 
cognitive constraints, styles and abilities and the information presented in a specific 
context while trying to attain a goal (Zualkernan, 2006). For example, the goal of finding 
the square root of a negative number in non-complex arithmetic should lead to the correct 
action of indicating that it is not possible to do so because a negative number is not 
“valid” data for this goal. This type of behavior shows that an agent is structurally fit to 
generate Type-I arguments for calculating the square root of a positive number.  
4 Competence in software design patterns 
Originally motivated from Alexander’s thinking on design patterns in architecture 
(Alexander et. al, 1977), software design patterns are abstractions or blue-prints allowing 
a software engineer to construct high-level designs (Gamma, Helm, Johnson, & Vlissides, 
1994). According to the software engineering body of knowledge (SWEBOK, 2004), 
software design patterns are a part of software structures and architectures body of 
knowledge. While there is a base-set of design patterns that every software engineer is 
expected to know, new patterns are continually emerging. For example, in addition to the 
requisite GOF patterns (Gamma et. al, 1994), design patterns for the J2EE technology 
(J2EE-Patterns, 2006), XML-processing (XML-Patterns, 2006), XML-schema design 
(XML-Schema, 2006), web-languages (PHP-Patterns, 2006), and Service Oriented 
Architectures (SERVICE-Patterns, 2006) have been proposed. Special conferences 
dedicated to design patterns (e.g., PLOP) continually create and revise new design 
patterns every year.  
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Like most professional knowledge, knowledge about software design patterns is well-
structured. An early work on design patterns by Gamma et al. (1994) specifies that the 
body of knowledge for each software design pattern should be organized in terms of 
knowing the intent (what the pattern does), motivation (why the pattern is relevant), 
applicability (where to use the pattern), structure (the basic architecture of the pattern), 
participants (other patterns that may participate), collaborations (external collaborations) 
and consequences (benefits and liabilities) and implementation (techniques for 
implementing the pattern), sample code (some examples of code), known uses (where 
the pattern has been commonly used) and related patterns. A slightly different formulation 
of structure of patterns based on Alexander’s original work is sometimes also used 
(Alexander-form, 2006). 
The first step in defining competency in a particular domain is the enumeration of goals. 
Two primary goals associated with using design patterns in a professional setting are 1) 
recognizing an appropriate design pattern for a particular design context or “how to 
choose a design pattern” (Gamma et al., 1994, p. 28) and 2) implementing a pattern in a 
particular design context or “how to use a design pattern” (Gamma et. al, 1994, p. 29).  
Fig. 2 shows a Type-I argument associated with the first goal. In this argument, 
applicability (see earlier discussion of components of a design pattern) is used as data to 
make the claim that a particular design pattern (SINGLETON) is the best choice for the 
situation. Warrant is simply the intent of the pattern. Finally, the warrant has a Type-I 
backing because the intent matches the applicability so closely that it is akin to a 
mathematical inference; there are no real alternatives. 
Fig. 3 shows that satisfaction of the same goal may sometimes require a Type-II 
argument. In this case, intent of the ABSTRACT FACTORY pattern (“Provide 
an interface for creating families of related or dependent objects without specifying their 
concrete classes.” (Gamma et al., 1994, p.87)) is not used for selection. Rather, this 
pattern is selected because of a consensus among practitioners that ABSTRCT 
FACTORY is a good pattern for building “kits.” This fact is reflected in both the motivation 
and the known-uses component of this design pattern.  
 
Fig. 2 - A Type-I argument for selecting a design pattern 
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Fig. 3 - A Type-II argument for selecting a design pattern 
Fig. 4 shows a Type-III argument for selecting a design pattern. In this instance, multiple 
but alternative representations of the problem from various viewpoints such as known 
uses, consequences and applicability lead to the same conclusion of selecting a 
BUILDER pattern as an appropriate choice.  
Fig. 5 shows a Type-IV argument for selecting a design pattern. This argument compares 
the FACTORY METHOD and the PROTOTYPE pattern and arrives at a conclusion by 
exploiting the conflict between the two. The essential conflict deals with the proliferation 
of sub-classes to decide in favour of the PROTOTYPE pattern.  
 
Fig. 4 - A Type-III argument for selecting a design pattern 
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Fig. 5 - A Type IV argument for selecting a design pattern 
A Type-V argument for design pattern would question the validity of design patterns as a 
viable tool for design practice (Design-Pattern, 2006). This type of argument, while 
important for the development of the field, is not in the repertoire of a typical software 
engineer who is mandated to use design patterns in his/her every-day work environment. 
5 Generating assessments  
Bloom's Taxonomy (Bloom, 1956) is a widely used scheme for structuring different levels 
of assessments. Bloom argues that assessments can be constructed at levels ranging 
from Knowledge (simple recall) to higher levels such as Comprehension, Synthesis and 
Analysis. Assessments for software design patterns can be generated in a structured 
manner by varying the components of the argument templates presented earlier.  
Bloom’s taxonomy provides key “verbs” for creating assessments at each level. For 
example, for the knowledge level, the two common verbs are “recall” and “list.” For 
arguments satisfying the goal of “selecting a design pattern,” the claims typically take the 
form of “use design pattern X” where X represents a specific pattern. A systematic way to 
generate knowledge level assessments for this goal is to ask an individual to recall 
different properties of X. For example, how many design patterns are there (possible 
values for X). Alternatively, one could fix the claim of an argument to be of a particular 
type (say, “use SINGLETON pattern”) and ask an individual to list the possible data that 
could lead to this claim. On the other extreme, by fixing the backing of an argument to be 
Type-IV and the claim to a specific design pattern (e.g., “use FACTORY PATTERN”), an 
assessment at Bloom’s Evaluation level can be generated. An assessment like “When 
would you choose a FACTORY METHOD pattern over a PROTOTYPE?” checks the 
competence of an individual to generate a TYPE-IV argument because conflicts between 
alternative representation of the problem (TYPE-IV or Hegelian argument-field) need to 
be addressed to answer this question. Table 2 below shows sample assessments that 
have been generated at each of Bloom’s levels and the corresponding generation 
techniques.  
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Bloom’s 
Level 
Assessments Generation technique 
Knowledge How many creational patterns 
are there? 
Enumerate options in 
claim template. 
 List conditions under which one 
would typically select a 
SINGLETON pattern.  
Fix claim = SINGLETON & 
enumerate data template 
Comprehension Compare the conditions under 
which one would use a BUILDER 
or a PROTOYPE pattern.  
Fix claim to be a pair = 
(BUILDER, PROTOTYPE) 
& enumerate data. 
Application  Which pattern can be used for an 
application framework that can 
present multiple documents to a 
user?  
Fix data (using intent) and 
ask to generate a claim.  
Analysis Which pattern would you use if 
the ‘modifiability’ of a graphic tool 
is the primary design concern? 
Fix warrant – exploit 
conflict between 
FACTORY METHOD, 
ABSTRACT FACTORY 
and PROTOTYPE pattern 
and backing Type-IV. .  
Synthesis Which variant of the FACTORY 
pattern is appropriate if classes 
require an implementation? 
Fix claim – FACTORY 
METHOD and exploit 
variants.  
Evaluation When would you choose a 
FACTORY METHOD pattern 
over a PROTOTYPE? 
Fix claim (FACTORY 
METHOD) and Backing to 
Type-IV.  
Table 2. Generating assessments from argument templates for semantic fit 
Like semantic fit, assessments to estimate the structural fit can also be systematically 
generated from argument templates. Table 3 shows how structural fit can be estimated 
using the argument template for a specific goal. For example, at the knowledge level, 
such assessments can be created by using unreasonable values for the various 
component of the argument. If one asks a question about PROXY patterns that are 
clearly not a part of the creational patterns, an individual familiar with creational patterns 
should reject this question. Similarly, asking a professional engineer to compare an 
ITERATOR with a PROTOTYPE pattern should result in a response like “this does not 
make sense.” Violation of other individual level constraints can be also be used to create 
such assessments. For example, if an engineer is primarily visually oriented, an 
assessment that is primarily verbal in nature can be created at any of the Bloom’s levels 
by biasing the nature of data to a specific form. Similarly, data for each argument can be 
loaded with useless information to try to overwhelm the information processing capability 
of the individual. Again, a professional engineer will simply ignore the irrelevant data and 
select the relevant data hence showing a high degree of structural fit.  
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Bloom’s Level Assessments Generation technique 
Knowledge Is PROXY a creational pattern? Enumerate illegal options in 
claim template. 
Comprehension Compare the conditions under 
which one would use an 
ITERATOR or a PROTOYPE 
pattern.  
Fix claim to be an un-
reasonable pair = 
(ITERATOR, PROTOTYPE) 
& enumerate data. 
Application  Which pattern can be used to 
access to elements of an 
aggregate object sequentially.  
Fix data (using intent) and 
ask to generate an illegal 
claim.  
Analysis Which pattern would you use if the 
‘modifiability’ of a collection class 
library is the primary design 
concern? 
Use an unreasonable claim 
pattern and use backing 
Type IV.  
Synthesis Which variant of the COMMAND 
pattern is appropriate if classes 
require an implementation? 
Fix claim to be unreasonable 
and exploit variants.  
Evaluation When would you choose a 
FACTORY METHOD pattern over a 
PROTOTYPE 
Fix claim to be unreasonable 
and Backing to Type IV.  
Table 3. Generating assessments from argument templates for structural fit 
6 Conclusion 
Argument structures provide a mechanism to organize and describe competence in 
professional domains. In addition, once argument structures representing prescribed 
competence in a particular professional domain are specified, other frameworks such as 
the Bloom’s taxonomy can provide convenient guidelines to systematically create 
assessments to judge competence for both semantic and structural fit.  
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Abstract: Adaptive assessment provides efficient and personalised routes 
to establishing the proficiencies of learners. We can envisage a future in 
which learners are able to maintain and expose their competency profile to 
multiple services, throughout their lives, which will use the competency 
information in the model to personalise assessment. Current competency 
standards tend to oversimplify the representation of competency and the 
knowledge domain. This paper presents a model of achieved 
competencies to support adaptive assessment for lifelong learning. The 
model provides a multidimensional view of competencies and provides for 
interoperability between systems as the learner progresses through life. 
The proposed competency model is being developed and implemented in 
the JISC-funded Placement Learning and Assessment Toolkit (mPLAT) 
project at the University of Southampton. This project, which takes a 
Service-Oriented approach, will contribute to the JISC community by 
adding mobile assessment tools to the E-framework. 
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1 Introduction 
Recently, emphasis has shifted away from content-based education, which describes 
what instructors do and the content of material presented during classroom instruction, to 
intended learning outcomes, which describe what learners can do as a result of their 
educational experiences. This change is associated with changes in the main goal of 
assessment. 
Assessment is part of the developmental process of learning (Kommers et al, 1996) and 
is related to the accomplishment of learning outcomes. Learners expect to be able to 
maintain and expose their competency profiles to multiple services throughout their lives. 
Learners learn what they need to learn and do not need to learn what they already know. 
Through assessment, learners are able to identify what they have already learned and 
what their strengths and weaknesses are, to observe their personal learning progress, 
and to decide how to further direct their learning process. Therefore, the assessment of 
learning is an essential part, both of the instructional design process, and of an 
educational system (Mislevy, 2006).  
In the context of an adaptive assessment system, assessment is part of the process of 
diagnosing the learner’s proficiency. The learner’s estimated proficiency can then be 
used to guide the adaptation of the system. Establishing adaptive assessment systems to 
support lifelong learning is extremely challenging due to a significant number of problems. 
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The solution to those problems of adaptive assessment relies on introducing a 
competency model to adaptive assessment. However, existing competency standards, 
such as the HR-XML competency standards and the IMS Reusable Definition of 
Competency or Educational Objective (IMS RDCEO) specification do not support 
implementation of the detail of competencies. These standards have to be extended to 
implement more detail of competencies in practice (Karampiperis et al, 2006). 
We take a technological point of view in the development of a competency model in order 
to solve the problems of adaptive assessment systems. Our intention is not to promote a 
particular architecture, but to demonstrate how a competency model can be applied to 
the adaptive assessment. 
In this paper, we present an overview of adaptive assessment and the problems involved 
in competency, present the competency model, and show related topics involving 
Learning Design (LD) and Service Oriented Architecture (SOA). 
2 Adaptive Assessment 
There are a number of adaptive assessment methods and technologies that can be used 
to assess students’ strengths and weaknesses based on item-by-item and learner 
responses (Askins, 2004). These allow learners to be tested on materials at their level. 
Adaptive assessments change their behaviour and structure depending on the learner’s 
responses and detected abilities (Ostyn, 2005).  
The key idea of an adaptive assessment system is that questions are selected by the 
computer to individually match the ability level of each learner. In this approach, the test 
is tailored to each learner (Askins, 2004; Way, 2005). Adaptive assessment aims to 
assess a learner’s competency by posing a minimum number of questions in order to 
decrease test length which is one of the main goals in adaptive assessment (Welch et al, 
1993). Another main goal includes offering personalized support according to the 
personal needs and ability of each learner (Brusilovsky, 1996). The system may skip over 
what learners have learned and find out what they should learn further. As a result, most 
existing test engines present questions according to the level of the learner’s abilities in 
order to eliminate too easy or too difficult questions (Askins, 2004; Gouli et al, 2001). 
Therefore, adaptive questioning is an efficient and effective mean of knowledge based 
assessment.  
3 Some problems of adaptive assessment 
a) Inconsistency arising from adaptive assessment systems which estimate the 
learner’s knowledge level differently. There are many systems using the number of 
correctly answered questions and the difficulty level of answered questions in order to 
estimate the ability or knowledge level of each learner, such as Personal-reader (Cheniti-
Belcadhi et al, 2004), INSPIRE (Papanikolaou et al, 2002), and COMPASS (Gouli et al, 
2004). Each system classifies ability or knowledge level and difficulty level of assessment 
using different approaches and techniques. Most adaptive assessment systems do not 
easily permit reuse or allow the exchange of a learner’s knowledge level between 
learning management systems (Cheniti-Belcadhi et al, 2004). This causes interoperability 
and reusability problems if the learner’s knowledge level in one system needs to be used 
in other systems. 
b) The limited affordance offered, in what is a multidimensional problem, by simply 
using a numerical value to match a learner’s knowledge level. There are many well 
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known theories for selecting questions in order to match a learner’s knowledge level such 
as granularity hierarchies, Bayesien nets, and Item Response Theory (IRT) (Collins et al, 
1996). These theories have assumptions concerning the mathematical relationship 
between abilities and item responses. A numerical value from these theories may be 
appropriate to decide who the best learner is, but an evaluation of education intends to 
assess the learners’ readiness for further learning (Falmagne et al, 2003). Therefore, 
selecting a question in adaptive assessment should be multidimensional.  
c) The dependency of existing adaptive assessment systems on specific 
knowledge domains in supporting lifelong learning. In most cases, adaptive 
assessment systems are developed for a specific knowledge domain using particular 
rules and assessments without possibilities for knowledge reuse, for example AthenaQTI 
(Tzanayari et al, 2004) and CosyQTI (Lalos et al, 2005). There are many difficulties for 
updating rules, content and assessment of those systems. Most adaptive assessment 
systems lack reusability as there is no standard to combine their different knowledge 
domains with assessments and learned capabilities (Cheniti-Belcadhi et al, 2004). This 
highlights the problem of supporting lifelong learning assessment. Lifelong learning is 
about “acquiring and updating all kinds of abilities, interests, knowledge and qualifications 
in order to promote the development of knowledge and competences throughout life” 
(European Commission, 2006).  
4 The need for a competency model 
The problems of inconsistency arising from adaptive assessment systems estimating the 
learner’s knowledge level differently, and the use of numerical values to match a suitable 
question with learner’s knowledge level, draw attention to estimating a learner’s 
“knowledge level”. However, specifying a degree or a level of knowledge may not be 
important (Paquette et al, 2006). Hence, the proposed solution is the use of learned 
capability instead of the use of estimated knowledge level. 
This important point is expressed in knowledge space theory (Doignon et al, 1985). The 
knowledge of a learner is characterised by a set of assessments. Their capability to solve 
problems can be evaluated from their achieved competencies. In a general sense, 
competency is a specific statement of personal capability, skill, knowledge and other 
characteristics that enable successful performance in completing a task effectively 
(Jackson et al, 2003).  
In order to support lifelong learning, existing assessment systems have to focus on 
representation and updating a variety of knowledge domains, rules, assessments and 
learner’s competency profiles. A competency model supports storing, organising and 
sharing of achieved, current, and intended performance data relating to all aspects of 
education and training in a persistent and standard way, so as to ensure that learners can 
find learning activities that fit and improve their acquired competencies. This supports 
personalisation for individuals through adaptive assessment.  
The use of a competency model supports representing, expressing and integrating 
knowledge domains, activity-based teaching and learning, and assessments. 
5 The criteria for a good competency model 
Competency is defined as the integrated application of knowledge, skills, values, 
experience, contacts, external knowledge resources and tools to solve a problem, to 
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perform an activity, or to handle a situation (Friensen et al, 2004; Sandberg, 2000). The 
criteria for a good competency model are as follows.  
First, competency should be defined with a rich data structure for description, 
comprehensive reference, and exchange to support the maintenance of a learner’s 
competency profile throughout their life. In order to assess learned capability and perform 
competency gap analysis, it should support their recording of competency achievements 
and the attainment of intended learning outcomes.  
Second, meeting personal needs requires highly flexible competency-based learning. 
Many learners have different roles, proficiencies, preferences, abilities and backgrounds. 
A good competency model should support such personalisation.  
Third, monitoring and recording a learner’s competency is important for selecting suitable 
questions in an adaptive assessment system. Mechanisms for selecting questions are 
based on learning progress and decisions about the further direction of the learning 
process. A good competency model should support straightforward transformations 
between competency statements and assessment of such competencies. 
Fourth, competency should be concerned with specific, identifiable and measurable 
behaviours (Draganidis et al, 2006). It enables the creation of assessments by 
transforming learned capabilities to question statements. This supports the automatic 
collection and expression of assessment for individual and group competencies.  
6 The proposed competency model 
The proposed competency model is based on competency-based learning in order to 
address the shortcomings of adaptive assessment. The competency model is 
represented in Figure 1. 
The beginning of lifelong learning is education in high schools and universities (Gonczi, 
1994) when each course programme states a curriculum competency which is the top 
level of competency. The curriculum competency comprises many lower level 
competencies with a relation between them called a sub competency relation. The sub 
competency relation represents a hierarchy of competencies. A competency is an 
enabling competency identifying the learned capability with each subject matter content, 
the proficiency level, the evidence and the resource defined. Each curriculum 
competency, competency, proficiency level, learned capability and subject matter content 
has an owner who possesses these elements. Some descriptions of those are be defined 
as follows. 
First, the learned capability is the behaviour that can be observed in the learner based on 
a taxonomy of learning such as Bloom’s taxonomy (Bloom et al, 1956), Gagne’s nine 
areas of skill (Gagne, 1985), and Merrill’s cognitive domain (Merrill, 1999).  
Second, the subject matter content is the subject domain of what the learner can do by 
the end of course.  
Third, proficiency may be expressed by some demonstration of appropriate behaviour in 
the context. The proficiency level indicates the level of proficiency that learners possess 
in a particular competency.  
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Fourth, the competency evidence is used to capture information for substantiating the 
existence, sufficiency, or level of a competency. The competency evidence might include 
test results, reports, evaluation, certificates, or licenses.  
Fifth, external knowledge resources and tools are able to support and promote problem 
solving, activity performing or situation handling.  
 
Figure 1 Competency model 
The competency model provides three important elements as follows: an orientation 
towards and focus upon activity-based teaching and learning; the identification and 
integration of appropriate subject matter content within a broader teaching and learning 
context represented by a hierarchy of competencies; and the straightforward identification 
of the assessment that would demonstrate successful teaching and learning.  
7 Competency model and Learning Design 
In IMS Learning Design (IMS LD), prerequisites and learning objectives can be defined 
using an unstructured textual resource or an IMS RDCEO specification (Koper et al, 
2005). This is unhelpful for an instructional designer seeking to design learning activities, 
environments and assessments (Paquette et al, 2004). The cause may be that the IMS 
RDCEO specification emphasises the representation of competency for interoperability 
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among learning systems instead of supporting an effective teaching and learning 
process. By identifying learned capabilities, proficiency levels, resources and evidences, 
the competency model provides the critical components impacting on the design of useful 
learning activities, environments, and services to help learners achieve their 
competencies.  
Hence, IMS LD should incorporate a structured competency definition in order to 
implement a Unit Of Learning (UOL) with a solid instructional design foundation.  
8 Competency model and service oriented architecture 
The concept of competency is increasingly important since it involves the process of 
acquiring and updating knowledge throughout a learner’s life. Competency modelling 
should be the shared responsibility of governments, educational institutions, and 
businesses. These partners are still exploring how to perform their roles and duties in 
practice (Descy et al, 2000). 
In order to provide cross institutional cooperation, designing, building and managing a 
distributed computing infrastructure and information is required. SOA is suggested as a 
guiding pattern for the implementation of the competency model underlying learning and 
teaching within lifelong learning. The service oriented approach promotes the use of 
loosely-coupled, reusable services, with standards-based, well-defined service 
specifications that enable them to be discovered and consumed by independent service 
consumers (Wilson et al, 2004). The competency model is compatible with the SOA that 
may be derived from a collaborative virtual teaching and learning environment (CVTLE) 
SOA (Gilbert et al, 2006).  
9 Conclusion and Future work 
We have looked at the problems associated with adaptive assessment systems. We have 
proposed a competency model to support adaptive assessment which provides a rich 
data structure for description, comprehensive reference, and exchange to support 
maintaining a learner’s competency profile throughout their life; a flexible competency-
based learning for meeting personal needs; a model for monitoring and recording 
learner’s competency; and the structuring of measurable behaviours for creating 
assessments. We have described some related topics involving Learning Design and 
Service Oriented Architecture. 
The proposed competency model is being developed and implemented based on SOA in 
the JISC-funded Placement Learning and Assessment Toolkit (mPLAT) project 
(http://www.mplat.ecs.soton.ac.uk/) at the University of Southampton. This project aims to 
provide a mobile learning toolkit to support practice based learning, mentoring and 
assessment. This toolkit will provide an interface so that the course leader can specify, in 
a flexible manner, the learning outcomes to be met, the method of assessment, the timing 
of the assessment(s) and the feedback to be given in response to the results, suitable 
learning resources to support these learning outcomes, and the actions to be taken when 
assessments are not completed in a timely manner. The project will contribute to the JISC 
community by adding mobile assessment tools to the E-framework. 
The paradigm has shifted from content-based education to intended learning outcomes. 
This also changes the main goal of assessment. We believe that a competency model is 
critical to successfully managing adaptive assessment and achieving the goals of 
resource sharing, collaboration and automation to support lifelong learning. 
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