Abstract. Let G=H be a compactly causal symmetric space with causal compacti cation : G=H ! S 1 , where S 1 is the Bergman-Silov boundary of a tube type domain G 1 =K 1 . The Hardy space H 2 (C) of G=H is the space of holomorphic functions on a domain (C o ) G C =H C with L 2 -boundary values on G=H. We extend to imbed (C o ) into G 1 =K 1 , such that (C o ) = fz 2 G 1 =K 1 j m (z) 6 = 0g, with m explicitly known. We use this to construct an isometry I of the classical Hardy space H cl on G 1 =K 1 into H 2 (C) or into a Hardy spaceH 2 (C) de ned on a covering (C o ) of (C o ). We describe the image of I in terms of the highest weight modulus occuring in the decomposition of the Hardy space.
Introduction
Hardy spaces on tube type domains T = R n + i , associated to a homogeneous self dual cone R n , are important objects in analysis. The Hardy space H cl is by de nition the space of holomorphic functions on T , such that the Hardy norm kfk 2 2 := sup y2 Z R n jf(x + iy)j 2 dx is nite ( SW71, FK94] ). The boundary value map : H cl ! L 2 (R n ) is given by For us the tube domain T is allways the unbounded realization of a Hermitian symmetric space G 1 =K 1 such that H cl is also a G 1 -representation space ( FK94] ). The notation of Hardy spaces was generalized to compactly causal symmetric spaces G=H ( H O 91] ). In this case a complex manifold (C o ) G C =H C , depending on the causal structure m 7 ! C(m) on G=H, was constructed. Three important poperties of (C o ) are
(1) The manifold (C o ) is locally isomorphic to a tube domain q+iC o , where q is the tangent space of G=H at x o = eH and C o the interior of C := C(x o ). (2) The homogeneous space G=H is a boundary component of (C o where pr is the orthogonal projection onto H . The distribution has an analytic continuation to o , determined up to a constant by a spherical function ( O97a, O97b, O97c]), with a well known expansion formula in terms of elementary 2 functions. On (C o ) we have then the identity P = K . It is an open problem to evaluate this sum.
To calculate K independently, in a series of lectures at the University of Poitiers in 1990 by B. rsted and one of the authors the problem of relating the Hardy spaces H cl and H 2 (C) via a causal compacti cation G=H ! S 1 , with S 1 the BergmanSilov boundary of G 1 =K 1 , was discussed. It was shown that for the Cayley type spaces those are actually isomorphic (modulo a double covering in some cases) ( O 97] ). In particular this result gives a formula for K( ; ) in terms of the well known classical Cauchy-Szeg o kernel. The above summation formula can then be interpreted as a G-equivariant decomposition of the classical Cauchy-Szeg o kernel or a generalized Heine formula ( O 97] ).
Further results in this direction for special cases were obtained by K. Koufany and B. rsted ( K 96, K 97] ), G. I. Ol'shansk ( O95] ) and V. F. Molchanov for SO(2; n)=SO(1; n) ( M97] ). The Cayley type spaces were also studied via a Jordan algebra approach by M. Chadli in his thesis ( C96] ).
One of the obstacles for obtaining general results in this direction was the lack of general theory for the causal compacti cation of compactly causal symmetric spaces. This was nally obtained in B97]. It was shown that there is a natural causal compacti cation of a \central extension" of most of those spaces in the Bergman-Silov boundary of the bounded realization of a tube type domain T .
In this paper we extend the results form B97] to the domain (C o ) and show that there is a holomorphic function m : G 1 =K 1 ! C such that (C o ) = fz 2 G 1 =K 1 j m (z) 6 = 0g : The map I from the classical Hardy space into H 2 (C) is then given by f 7 ! f m p m . In general this has only meaning on a m-fold covering of (C o ). In that case we get an isomorphism into a Hardy spaceH 2;odd (C) on this covering of (C o ). The image is a direct sum of highest weight moduls. We describe the image in terms of the lowest K-type of the highest-weight modules.
We remark that similar results to ours can also be obtained with Jordan algebra methods ( Bal] ).
The paper is organized as follows. In the rst section we recall some structure theory for causal symmetric spaces and recollect the facts needed by us from B97] on causal compacti cations.
Section 3 is devoted to the description of the Hardy space H 2 (C) and here we introduce the semigroup ? and the domain (C o ).
We construct the function m in section 4. In section 5 we give an isometry from L 2 ( S 1 ) onto L 2 (G=H), and construct the covering~ (C o ) ! (C o ) of (C o ) corresponding to the m-th root of m .
In section 6 we show that that (C o ) = fz 2 G 1 =K 1 j m (z) 6 = 0g. This gives us the necessary tool to analyze the covering~ (C o ) in more detail in the next section.
In particular we show that we need at most a double covering for decribing the Hardy spaces. The nal result of this paper is Theorem 7.8 where we characterize the image of I. The authors would like to thank the Institut Mittag-Le er for hospitality during their stay there in spring 1996. The rst named author would like to thank the Louisiana State University and the second named author for hospitality during his stay in september 1996. where G := fa 2 G j (a) = ag and the subscript o denotes the connected component containing the identity. By abuse of notation we then also call G=H a symmetric space. A symmetric Lie algebra is a triple (g; h; ), where g is a Lie algebra, : g ! g is an involutive automorphism, and h = fX 2 g j (X) = Xg the subalgebra of -xed elements. To every symmetric space (G; H; ) there is associated the symmetric algebra (g; h; 0 ) := (Lie(G); Lie(H); d ). In the sequel we will denote the di erential of (and similarly the di erentials of all other group homomorphisms) always by the same letter. is a compactly causal symmetric subspace of (G 1 ; G 1 ; ) and 1 can be used to de ne a causal compacti cation of it. (For spaces of Cayley type (g 1 ; h 1 ; 1 ) in the preceding discussion has to be replaced by (g 1 g 1 ; h 1 h 1 ; 1 1 ) and (g; h) = (h; g).) For the general theory we will not need the explicit form of but only the \axiomatic" properties of the construction that we collect in the remaining part of this section.
De ne = 1 j G then is a Cartan involution on G commuting with . We denote the corresponding Cartan decomposition by g = k p. Let g 1 = g + q 1 be the eigenspace decomposition of . We have j G = 1 j G | in fact, in many cases = 1 | such that G \ G 1 = G \ H 1 and also q := q 1 \ g = q 1 \ g. Lemma 2.1 With notation as above the following holds:
(1) The algebra b := a p \ q 1 is maximal abelian in p 1 \ q 1 , X 0 2 b, Y 0 2 p 1 \ q 1 , and Z 0 2 k \ q.
(2) The cone C k is -invariant.
(3) Let pr q : q 1 ! q be the projection with respect to the decomposition q 1 =1 \ q 1 . Then C k \ q = pr q (C k ) and (pr q (C k )) o \ k 6 = ;. (
By the last part of the Lemma C := C k \ q is a H-invariant regular cone in q which de nes a compactly causal structure for (G; H; ). It is clear that this de nition makes (G; H; ) into a causal subspace of (G 1 ; G 1 ; ). Theorem 2.1 The canonical inclusion : G=H , ! G 1 =G 1 is causal and the map := 1 : G=H , ! S 1 is a G-equivariant causal compacti cation of G=H. Proof. By B97] we know that : G=H ! S 1 is an injective G-map with open and dense image. With the canonical identi cations T eH G=H ' q, T eG 1 G=G 1 ' q 1 , and T eP 0 ( S 1 ) ' q + 1 , the tangent map d at the identity coset is given by rst imbedding q into q 1 and then projecting onto q + 1 . Thus d eH (C) = C + by Corollary 2.2. By the G-invariance of the causal structures on G=H respectively S 1 this is all to show.
As all groups are subgroups of G 1C it is immediate to see that extends to a
C , which we denote again by .
Example. Let G 1 = SU(1; 1). Denote by E i;j the matrix with entry 1 in the i-th row and j-th column and otherwise zero. We choose E 1 = E 1;2 , E ?1 = E 2;1 , and H 1 = E 1;1 ? E 2;2 . Then Thus is given by conjugation by iX 0 . This is easily seen to be the same involution on SU(1; 1) as g 7 ! g, the complex conjugation. We will also need the Cayley transform, which is given by conjugation by in the Harish-Chandra realization the map 1 is therefore given by gG 1 7 ! g (?1).
We can choose the involution = 1 , i.e., (5) C o = Ad(H)(a \ C o ) and C = Ad(H)(a \ C). Write Z 0 = Z 1 + Z 2 , with Z 1 2 z(g), and Z 2 2 g; g]. Assume that Z 2 = 0. Then the same argument shows that g = z g (Z 0 ) = k. Hence g is compact. Thus, if g is not compact it follows that Z 2 6 = 0. Furthermore z g (Z 2 ) = k, as Z 1 commutes with g. In particular it follows that Z 2 2 c(q k ) and therefore
Suppose that l is an ideal in g contained in h. As Z 2 2 q it follows that Z 2 ; l] = f0g. Hence l z g (Z 2 ) = k 9 which shows that l is compact. Remarks.
(1) The j 0 ;j are known by B97, Thm. 5.1, Thm. 5.9] for every case.
Either j 0 ;j = j 0 ;j , for j 0 = 1; : : : ; r, or r = 2r 0 and j 0 ;j = j 0 ;j + j 0 +r 0 ;j , for j 0 = 1; : : : ; r 0 .
(2) By the classi cation of causal compacti cations the only (g; h; ) with nontrivial center are those described by B97, Corollary 5.3].
Hardy Spaces
We will from now on allways assume that g is noncompact. Proposition 2.4(4) asserts that (g s ; h s ; jg s ) is a symmetric Lie algebra of Hermitian type in the sense of O 88, O91,H O 91] where we have a theory of Hardy spaces. In this section we generalize this to our reductive setting. Let t be a Cartan algebra of g, with c(q k ) a t k, and (g C ; t C ) respectively := (g C ; a C ) the corresponding root systems. We may assume without loss of generality t t 1 . Indeed, if t ? 1 \q 1 = f0g by Proposition 2.4 then t; t ? 1 ] = f0g and (since the constructions in the last section needed only t ? 1 ) we can assume t + t ? 1 t 1 . For the remaining (four) cases this is immediate from the realization of their causal compacti cations ( B97] ). We assume all introduced root systems to be lexicographically ordered with respect to the ag c(q k ) a t t + t ? 1 t 1 . Especially we have where a j < 0 and X s 2 g s . Since both sums are orthogonal it follows a = 1 r P j a j , which can take any value.
(2) Obviously C s is a convex generating H s -invariant cone in q s because C is a convex generating H s -invariant cone in q. Assume that C s is not pointed. Let q 2 := C s \ ?C s . Then g 2 := q 2 ; q 2 ] q 2 is a subalgebra of g s . As C is -stable it follows that g 2 is -stable and hence reductive. We have h s ; g 2 ] g 2 because C is H s -stable and because of the Jacobi identity. Let q ? 2 be the orthogonal complement ( 1 cosh(2t) (Ad(h t )(Z + H ) + Ad(h ?t )(Z + H )) = 2H 2 C : Similarily one shows that ?2H 2 C. This contradicts the fact, that C is pointed.
Hence C s is also pointed.
The cone C k is minimal in q 1 and is generated by Ad(G 1 )Z 0 . A minimal extension of C k to a G 1 -invariant cone in g 1 is W k , the minimal cone in g 1 generated by Ad(G 1 )Z 0 ( H O96, chap. 4.2]). As Z 0 2 q \ k it follows that W k is -invariant. Proof. (1),(2), and (3) follow in the same way as the corresponding claims for the cones C k and C, using also the fact that W k is an extension of C k .
(4) Obviously ?(W ) ? 1 (W k ) , and ?(W ) ? 1 (W k ) \ G C . Let = g exp iX 2 ? 1 (W k ) , g 2 G 1 and X 2 W k . Then (g) exp i (X) = g exp iX :
Because of the uniqueness of the decomposition in ? 1 (W k ) we get (g) = g and (X) = X. Hence ?(W ) = ?(W ) . Assume now that = g exp iX 2 G C \? 1 (W k ), g 2 G 1 , X 2 W k . Then the same argument shows that (g) = g and (X) = X. Hence g 2 G 1 and X 2 W k = W. Hence 2 ?(W ). It follows that ?(W ) is a closed semigroup.
(5) These claims follow by (4) and the corresponding facts for ? 1 (W k ).
With these results it is straightforward to generalize the constructions of the holomorphic discrete series for G=H ( O 88, O 91] We have that p + and p ? are abelian subalgebras, g C = p + k C p ? , and k C ; p ] p . With P := exp(p ) we have G P + K C P ? \H C K C P + , and for x 2 P + K C P ? respectively H C K C P + we de ne p (x) 2 P , k C (x) 2 K C , and k H (x) 2 K C (only the class in K C \ H C nK C is well de ned) by (1) The function is in L 2 (G=H) if and only if h + ; i < 0 for all 2 + n .
(2) Suppose that h + ; i < 0 for all 2 + n . Let H L 2 (G=H) be the Gmodule generated by . Then H is an irreducible highest weight module. (3) Let C be the Z C -module corresponding to and let H s be the G s -module generated by s , then H ' C H s .
(4) Let where the limit is in L 2 (G=H). (3) The boundary value map is an intertwining operator for the G-actions, i.e. T(g) = (g) for g 2 G. 
where _g = g x o , and d_ g is the G-invariant measure on G=H normalized by dg = dh d_ g. We note for later use that the extension of from G=H to (C o ) is given by the de ning formula, as ?(?W ) H C K C P + ( H O 91, Lemma 3.6]). We describe the Hardy space using this explicit realization of (C o ). Since G operates by rotations, the Hardy norm is given by jjfjj H = sup We can describe this space also as sum of W-admissible representations. Identifying G=H via with S 1 , the holomorphic discrete series representations are the characters n : S 1 ! C ; z 7 ! z n ; n 2 Z: All these functions have obviously a holomorphic continuation to (C o ). Checking which of these representations are W-admissible, we get the condition n 0, proving Theorem 3.4(5) for this case. sp(2n; R); so(2; 2k + 1), n; k 1, the same is true for m = 2.
(4) There is a m 2 f1; 2; 4; 8g such that m is G C -spherical. In this case, let ( j ) be a scalar product, invariant under the analytic subgroup to Example. We consider the causal compacti cation of SO(2; n)=SO(1; n), as treated in B97, Example 3.3]. Here G 1 = SO(2; n + 1), i.e., 2 ) 2 Z + : For our g 1 here r = 2 and d = n ? 1 ( H78, p. 530 ] or the table in O 96]) such that 2 is always G-spherical, whereas 1 only for n odd.
In a similar fashion one calculates the minimal m's for the other causal compacti cations as given in the following table. Here p and q are nonnegative integers with p + q = n. In the case (so(2; q) so(p + 1); so(1; q) o(p); so(2; n + 1)) we also assume that p 2: (g; h; g 1 ) minimal m (s(u(p; q) u(p; q)); su(p; q); su(n; n)) 1 for n even 2 for n odd (u(2p; 2q); sp(p; q); so (4n)) 2 (u(p; q); so(p; q); sp(n; R)) 1 for n = 3 (mod 4) 2 for n = 1 (mod 4) 4 for n even (so(2; n ? 1) so(2); so(1; n ? 1); so(2; n + 1)) 1 for n = 3 (mod 4) 2 for n = 1 (mod 4) 4 for n even (e 6(?14) so(2); f 4(?20) ; e 7(?25) ) 2 (so (2n) so (2n); so (2n); so (4n)) 2 (sp(n; R) sp(n; R); sp(n; R); sp(2n; R)) 4 (so (2n); so(n; C ); su(n; n)) 1 for n even 2 for n odd (sp(2n; R); sp(n; C ); su(2n; 2n)) 1 (so(2; q) so(p + 1); so(1; q) o(p); so(2; n + 1))1 for n 3 (mod 4) 2 for n 1 (mod 4) 4 for n even (g; h; g g); for (g; h) of Cayley type 1 for g 6 = so(2; 2k + 1); sp(2n; R) 2 for g = so(2; 2k + 1); sp(2n; R) (so(2; n); so(1; n); so(2; n + 1)) 1 for n odd 2 for n even Proposition 4.1 In the Harish-Chandra realization S 1 = 1 (G 1 c) and the image (G=H) of the causal compacti cation is given by 1 (Gc). Proof. The rst assertion is KW65, Theorem 3.6], the second then follows from Theorem 2.3.
To avoid a clumsy notation we will assume from now on, using the Proposition, that (G=H) p + 1 . De ne the canonical cocycle J 1 (g; z) = J 1 1 (g; z) := k 1C (g exp z) 2 1;n ; where ( ) 2 (1) (G=H) = fz 2 S 1 j m (z) 6 = 0g. For S 1 in the Harish-Chandra realization the quasi-invariant measure is given by
With P 0 = Z G 1 (X 0 )Q ? 1 we can decompose every g 2 G 1 in the form
where k 1 (g) 2 K 1 , h(g) 2 Z G 1 (X 0 ), and q ? (g) 2 Q ? 1 . To z 2 S 1 choose k 2 K 1 such that z = k 1 (c) and de ne J R (g; z) := h(gk) 2 + = det(Ad(h(gk))j q ?
and the relation k 1C (g exp z) 2 1;n = k 1 (gk) 2 1;n k ?2 1;n h(gk) 2 + holds. Note that the two rst factors on the right hand side have modulus one by the compactness of K 1 .
For k 1C we also have the cocycle property k 1C (gh exp z) = k 1C (g exp(h z)) k 1C (h exp z) ; which gives J m=2 1 (gh; z) = J m=2 1 (g; h z) J m=2 1 (h; z) when J m=2 1 is de ned. The following theorem now follows from the cocycle property for J 1 ( ; ). For su cency, let 0 be a weight of ( ; V ) then 0 2 conv(W (k; t) ) it . Applying B88, Lemma 1.1] to the Lie algebra k 1C with involution ? , we can assume W(k; t) W(k 1 ; t 1 ), where W(k 1 ; t 1 ) is the Weyl group of the root system (k 1 ; t 1 ).
As we already have seen 1;n 2 (z(k 1 ) C ) (t 1C ) such that now W(t; k) 1;n = 1;n and further (w + 1;n )(H 0 i 0) = w ( + 1;n )(H 0 i 0) = ( + 1;n )(w ?1 H 0 i 0) : We note that i(a\C o ) = P R + H 0 j 0 ia is the Weyl chamber for the roots + 1;n ja. Of course, the same condition determines the image ofĨ inH 2;odd (C). This theorem allows us now to determine the image of the classical Hardy space in H 2 (C) respectivelyH 2;odd (C) as described by the root inequalities of Theorem 3:3 and Proposition 3:4.
Example. We consider (g; h; g 1 ) = (sp(n; R) sp(n; R); sp(n; R); sp(2n; R)) as treated in B97, section 7.4]. Here which is by the form of equivalent to n 1 + n p+1 < ? 1 2 (r + 1), and from Proposition 3:4 the condition of W-admissibility n j 0 ; for j = 1; : : : ; r :
To summarize, the Hardy space H 2 (C) (H 2 (C)) is determined by (n 1 ; : : : ; n r ) 2 Z r + ? 1 2 Z(1; : : : ; 1) with (1) the (D)-condition, (2) 0 n 1 : : : n p and 0 n p+1 : : : n r , (3) n 1 + n p+1 < ? d 2 (r + 1).
For the covering caseH 2;odd (C) is the subspace spanned by those holomorphic discrete series representations which are not representations for G.
We remark that this Hardy space is strictly smaller than the Hardy space H 2 (C min ) respectivelyH 2;odd (C min Therefore the condition of admissibility for the minimal cone is n a + n b 0, for a p < b, or equivalently n 1 + n p+1 0 compared with n 1 0 and n p+1 0 for the cone C. The image of the classical Hardy space is described by n j ? 1 2 (1 + d(r ? 1)
2 ) ; for j = 1; : : : ; r : To give a more explicit example, we specialize further to the case G=H = S(U(1; 1) U(1; 1))=SU(1; 1), cf. B97, section 6.5] for the realization. Here H j = (E j;j + E j+2;j+2 ) 2 su(2; 2) C = sl(4; C ) and However we have also the condition of W-admissibility. Rewritting this in terms of the parameters a and b shows that W-admissibility is equivalent to jaj ?b.
For the determination of the image of the classical Hardy space in H 2 (C) it is straightforward from the de nition that 1;n = H 1 + H 2 (with our identi cation
