This paper considers a service system with a single server, finite waiting room, and a renewal arrival process. Customers who arrive while the server is busy are lost. Upon completing service, the server chooses between two actions: either he immediately starts a new service, provided a customer is present, or he admits the newly arrived customer to the system, but delays service pending the next arrival, whereupon he again chooses between these two actions. This process continues until either the system is full or a new service is started. Once a service has been started, all customers who arrive while the server is busy are lost. We assume that at each decision epoch the server knows the arrival epoch of the first arriving customer. We show that there exists an optimal control-limit policy that minimizes the average expected idle time per customer served (equivalently, maximizes the average number of customers served per unit of time). The special case of Poisson arrivals leads to an explicit expression for this delay that generalizes exisiting results.
Admission to a Single Server System 627 epoch T(n) be defined by (Zn, Tn) , in which Zn denotes the number of customers in the system at time T(n) + 0 and Tn denotes the time that elapses between T(n) and the first arrival epoch after T(n). Note that Tn is a residual interarrival time if T(n) E IT2(n)), or an ordinary interarrival time when T(n) is an arrival epoch.
The state space of the process (Zn Tn), n 2 1} is S = 10, 1, ... K + 11x[O, oo). For the initial state, we assume that T(1) = 0, z1 = ii, T1 = Ti; il E I0, 1, . . , K + 1}, 0 < Ti < Xo. We make the essential assumption that at all decision epochs T(n) the server is able to observe when the next customer after T(n) arrives, i.e., at epoch T(n) + 0 the state (Zn, Tn) E S is known with certainty.
We wish to find a policy that minimizes the server's long-run average expected delay per served customer. To this end, we formulate the model as a discrete-time Markov Decision Process. Given that at some decision epoch the system is in state (i, T) E S, the action a (i, T) of the server is defined by a (i, T) = 0, if the server does not delay, = 1, if the server delays. Given the state (Zn, Tn) = (i, T) and the action an = a(Zn, Tn) = k taken at time T(n) + 0, we can define the one-step transition probabilities by Prlzn+l = j, Trn+1 C t I Zn = i, T,n = T, an = k} = Qk(i, T; j, t),
Let D(i, T) denote the set of admissible actions la (i, T)} in state (i,
T
for (i,T), (j,t) E S and k E D(i,T).

Q1(i, T; j, t) = bi+, jA(t)
Qo(i, T; j, t) = bi-1jG (T, t), in which bij is Kronecker's symbol. The properties of the conditional probability distribution G(T, t) are given in the following Lemma.
LEMMA 1. Proof. Consider a decision epoch T(n) at which the next arrival occurs after a time T and at which the server has decided to start a new service. Then Tn+l is the residual lifetime at time x in a delayed renewal process, in which the first renewal occurs at time T, with renewal distribution A, where x is randomized with respect to the distribution function B (x).
(a) G(T, t) = B(T) -B(T -t) + f 07dB(x) fx-[1T-
Distinguishing between the two cases x < T and x > T and using a wellknown result for the distribution function of the residual lifetime (see, e.g., Cohen [1969] , p. 109). We can easily derive part (a). The assertions (b), (c) and (e) are readily verified from (a). The proof of part (d) is straightforward, using integration by parts and the renewal equation.
The direct "cost" Wk (i, T) incurred by making decision k in state (i, T) is defined by
that is, the direct cost is the idle time of the server between two consecutive decision epochs.
Given an initial state (i, -) and a policy R, let an = a(Zn, T) be the decision taken at time T(n) and let wn = Wan(Zn, TO) denote the idle time of the server between T(n) and T(n + 1).
Finally, let C denote the class of all policies. 
As optimality criterion, we wish to minimize the function 2gR (i, T). By Lemma 2 this function exists and is finite. If the ordinary limit in (1) exists, then 2gR(i, T-) represents the long-run average expected idle time per customer served, when the initial state is (i, T) E S and policy R is used. A policy R* is optimal if gR*(i, T) C gR(i, T) for all (i, z-) E S and any policy R E C. In order to find an optimal policy and to prove its existence, we apply the following optimality theorem, which provides sufficient conditions for the existence of an optimal stationary deterministic policy. The theorem is a special case of a more general theorem due to Ross as adapted to the Markov Decision Process considered here. Then, any stationary deterministic policy R* is optimal that, given a Nawijn state (i, T), prescribes an action a(i, 7) such that the right-hand side in (c) is minimized. Moreover, g = gR*(i, -) for all (i, T) E S, T < C, where the lim sup in Lemma 2 and (1) can be replaced by lim.
AN OPTIMAL POLICY, ITS FORM AND EXISTENCE
In this section we derive the form of an optimal stationary deterministic policy and prove its existence. To this end, we will deduce a solution of the extremal equations ( 
= -IH(t) -H(O)IG(O, dt).
The latter quantity, however, is strictly negative, as can be verified from Lemma l(b), which contradicts the hypothesis Vk(O) > 0. Hence, we necessarily have Vk(O) < 0 and the proof is complete.
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This lemma leads to the following corollary:
COROLLARY 1. 2g < fo tG(O, dt) = (1/X)-+ (1/X) fC M(t) dB(t).
We now turn to the key result on which most of the remaining results in this paper rest. It provides the basis for the form of the optimal policy. 
I fk(t)G(T, dt), T > Ck
Integrating both sides with respect to A(T) and using (6), we obtain 00 fk+1 -fk+2 + g C (1/X) -f
Vk+l (t) dA(t). (19) Ck
Hence, in view of (18) Since gR*(i, T) = g for any optimal policy R*, the critical number cl must be unique. Now suppose that cl, -*, cn1 (n c K) are unique. Observing that Fn(x) depends only on cl, *. , Cn we can see that the only root cn of Fn(x) = 0 is also unique, and the proof follows by induction. REMARK 2. We have focussed our attention on the minimization of the long-run average expected idle time per customer served, leading to the extremal equations (2). The more natural optimality criterion is the number of customers served per unit time. The extremal equations for the corre-
