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We study transport of noninteracting fermions through a periodically driven quantum point con-
tact (QPC) connecting two tight-binding chains. Initially each chain is prepared in its own equilib-
rium state, generally with a bias between the chains. We examine the heating rate (or, alternatively,
energy increase per cycle) in the nonequilibrium time-periodic steady state established after initial
transient dynamics. We find that the heating rate vanishes identically when the driving frequency
exceeds the bandwidth of the chain. We first establish this fact for a particular type of QPC where
the heating rate can be calculated analytically. Then we verify numerically that this nonequilibrium
phase transition is present for a generic QPC. Finally, we derive this effect perturbatively in leading
order for cases when the QPC Hamiltonian can be viewed as a small perturbation. Strikingly, we
discover that for certain QPCs the current averaged over the driving cycle also vanishes above the
critical frequency, despite a persistent voltage bias. This shows that a driven QPC can act as a
frequency-controlled quantum valve.
PACS numbers: 02.30.Ik,05.70.Ln,75.10.Jm
Controlling the state of an electron gas by means of
external time-dependent potentials is one of the central
challenges of condensed matter physics with immediate
applications to micro- and nanoelectronics. The most
straightforward means to influence transport properties
is by changing parameters of quantum point contacts
(QPC). Many fundamental and remarkable phenomena
have been predicted and observed in this setup rang-
ing from quantum pumps [1–3] to noise-free excitation
of particles from the Fermi Sea [4–7]. On the practi-
cal side, the creation of new electronic devices suitable
in particular for quantum computation remains an allur-
ing prospect. For instance, time-dependent QPCs can
be considered as a means to “braid” Majorana fermions
in topological superconductors [8, 9]. Theoretical ap-
proaches to these problems include the adiabatic modifi-
cation of the Landauer-Bu¨ttiker formalism for slow drives
[10–13], Keldysh perturbation theory [14] and various ap-
proximation schemes based on Floquet theory and the
theory of open quantum systems [15–17].
Here we revisit transport through a periodically driven
QPC in a simple setting of noninteracting fermions.
Namely, we consider two one-dimensional tight-binding
chains connected by a QPC described by a time-
dependent potential Vt having periodicity τ . We assume
that it acts nontrivially only on adjacent edge sites of the
two chains, see Fig. 1 (a).
We assume that initially each chain is in its own equi-
librium, possibly with different particle densities and
temperatures. One generally expects that in such set-
ting a nonequilibrium time-periodic steady state will be
established in the vicinity of the QPC after initial tran-
sient dynamics. We focus on two quantities characteriz-
ing this steady regime: the heating rate W and current
through the QPC, J , both averaged over the driving pe-
riod τ . We consider system sizes large enough to avoid
any finite-size distortions. The first main result of the
present manuscript is that the heating rate W experi-
ences a nonequilibrium phase transition for an arbitrary
QPC, vanishing identically when the frequency of the
drive, ω = 2pi/τ , exceeds a critical value equal to the
single-particle bandwidth of the chain. An analogous ef-
fect, but for a global driving, was found in a spin system
[18] and in a system of coupled Kapitza pendulums [19],
where it was interpreted as an energy localization tran-
sition. The second main result is that for some Vt the
current J also vanishes above the critical frequency, de-
spite a finite voltage bias between the chains. Given that
at almost any moment of time there is a nonzero tun-
neling matrix element connecting two chains, this latter
finding seems particularly counterintuitive. We discuss
similarities and differences between our results and rele-
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2FIG. 1. (a) Driven QPC connecting two tight-binding chains.
On-site potentials indicated by double lines can be present on
two QPC sites. Wiggly lines indicate time-dependence of the
QPC. The whole system is described by the Hamiltonian (1)
(b) The Floquet Hamiltonian (7) of the system with the con-
formal QPC (4).
vant prior work [18–24] in the end of the manuscript.
We substantiate our claims in three ways. First, we
consider a particular QPC – a conformal QPC – which
allows for a completely analytical treatment. We explic-
itly construct the Floquet Hamiltonian and calculate W
and J . It turns out that in this case W vanishes above
the critical frequency while J remains finite.
We subsequently numerically examine various QPCs.
It is observed that W generically experiences a phase
transition, while J – only does so for certain QPCs.
Finally, for a small Vt we calculate W and J in leading
order of perturbation theory, where we confirm the uni-
versal nature of the phase transition of W and elucidate
one of the conditions for the phase transition of J .
General setup. The total Hamiltonian of the system is
Ht = HL +HR + Vt, (1)
where HL and HR describe two tight-binding chains that
are disconnected in the absence of the QPC,
HL = −1
2
L−1∑
j=1
(c†jcj+1 + c
†
j+1cj),
HR = −1
2
2L−1∑
j=L+1
(c†jcj+1 + c
†
j+1cj), (2)
where c†j (cj) are creation (annihilation) fermionic opera-
tors. The single-particle spectrum of each chain is given
by Ep = − cos p, where p ∈ [0, pi] is the quantized quasi-
momentum, and the single-particle energy bandwidth is
equal to 2.
The QPC is described by
Vt = −1
2
(
c†L, c
†
L+1
)( UL Jt
Jt UR
)(
cL
cL+1
)
(3)
FIG. 2. The transmission coefficient (left panel) and the heat-
ing function (right panel) for the conformal QPC for different
driving frequencies.
Here Jt, U
L,R
t are real periodic functions of time with
a period τ . Physically, Jt corresponds to the tunneling
amplitude between the chains while ULt and U
R
t are lo-
cal on-site potentials (up to the the prefactor −(1/2)).
The whole system is illustrated in Fig.1(a). Initially
each chain is separately prepared in its own equilib-
rium. This way, the initial state is characterised by the
Fermi-Dirac occupation probabilities ρL(E) and ρR(E)
of single-particle levels of the left and right chain, re-
spectively.
Conformal QPC. We address analytically a driven con-
formal QPC defined by
Jt = sinωt, U
L
t = −URt = cosωt. (4)
We refer to the Hamiltonian (1) with such parameters
as Hct . A time-independent analog of this Hamiltonian
was introduced in Ref. [25]. The transmission coefficient
in Ref. [25] is constant for all energies of the incoming
particles (in contrast to scattering on a generic defect),
which resembles the properties of the S-matrix obtained
by gluing together two conformal field theories [26, 27].
The major insight enabling a fully analytical treatment
of the conformal QPC is that Hct can be represented as
a time-dependent unitary transformation of Hc0 ,
Hct = e
iωtΣ/2Hc0 e
−iωtΣ/2, Σ = i
L∑
j=1
(c†jc2L+1−j − h.c.).
(5)
As a consequence, the solution of the Schro¨dinger equa-
tion i∂tΨt = H
c
tΨt can be recast in the form
Ψt = e
iωtΣ/2e−i(H
c
0+ωΣ/2)tΨ0. (6)
At stroboscopic times tn (which are integers of the pe-
riod, tn = nτ) the first exponent reads e
ipinΣ = eipinN ,
where N is the particle number operator. Therefore the
stroboscopic evolution is governed by Ψtn = e
−iHcFtnΨ0,
where the Floquet Hamiltonian HcF reads
HcF = H
c
0 +
ω
2
Σ− ω
2
N. (7)
The last term does not affect the dynamics of particle-
number-conserving quantities and is dropped henceforth.
This Floquet Hamiltonian is illustrated in Fig.1(b). Note
3FIG. 3. Average heating rate W (a,c) and average current
through the QPC J (b,d) vs driving frequency. (a,b): Confor-
mal QPC (4). The heating rate and the current are obtained
analytically from eqs. (S37) and (9), respectively. The heat-
ing rate vanishes for ω ≥ 2 while the current remains finite.
(c,d): Tunneling QPC (11). Plots are obtained numerically.
Both the heating rate and the current vanish for ω ≥ 2. In-
sets show the real-time dynamics of (a,c) the increase of the
total energy, E−E0, and (b,d) the particle number in the right
chain, NR.
that the term proportional to Σ introduces long-range
hoppings similar to [28]. This explicit form of HcF allows
us to perform full analysis of the driven dynamics, which
can now be reduced to an equivalent quench dynamics. In
Supplemental Material [29] we show how to find analyti-
cal expressions for the averaged heating rate W ≡ ∆E/τ
and current J ≡ ∆NR/τ , where ∆E and ∆NR are the
increase per driving cycle of the total energy and the
number of fermions in the right chain, respectively. The
result reads
W =
∫
dE
2piτ
(ρL(E) + ρR(E)) Γω(E), (8)
J =
∫
dE
2pi
(ρL(E)− ρR(E))Tω(E). (9)
The transmission coefficient Tω(E) and the heating func-
tion Γω(E) can be found explicitly in elementary func-
tions, see (S38), (S40), and are plotted in Fig. 2. The
full time dependence can also be restored [29]. The non-
smooth dependence of the transmission coefficient is asso-
ciated with Floquet resonances (see below) and is present
only in the thermodynamic limit. The most remarkable
feature, though, is that Γω(E) turns to zero for ω ≥ 2,
leading to
W = 0 for ω ≥ 2. (10)
We plot W and J as functions of ω in Fig. 3 (a)
and (b), respectively. It can be seen that while W expe-
riences a phase transition at ω = 2 in accordance with
eq. (10), this in not the case with J , meaning that some
finite current flows through the QPC for any driving fre-
quency.
Finally, we note that if the chains are initially filled
with fermions at infinite temperature (but, possibly, with
different particle densities), the heating rate W is zero for
any driving frequency. This immediately follows from
eq. (S37), since Γω(E) is an odd function of E and ρL,
ρR do not depend on E at infinite temperature.
Numerics. Let us address numerically other types of
QPCs. We start from a tunneling QPC given by
Jt = sinωt, U
L
t = U
R
t = 0. (11)
The average heating rate and current are calculated nu-
merically and presented in Fig. 3(c) and 3(d), respec-
tively. One can see that the phase transition for the W is
there. Surprisingly, the average current also vanishes for
ω ≥ 2. In this respect the tunneling QPC is drastically
different from the conformal QPC studied above. To vi-
sualize this difference we provide an animation of the
real-time and real-space dynamics for these two QPCs in
the Supplementary Material [29]. This animation shows
that after initial transient dynamics the flow of fermions
through the tunneling QPC halts despite the persisting
large bias in particle densities.
Going further, we numerically study a range of QPCs,
see Supplement Material [29]. We explore various time
dependencies (not necessarily harmonic) and various
combinations of on-site and tunneling drivings. We find
that the heating rate W vanishes for ω ≥ 2 for all stud-
ied QPCs. As for the average current J , it vanishes for
some but not for all QPCs. Empirically, one necessary
condition for J to vanish above the critical frequency is
that the tunneling rate averages to zero,
J ≡
∫ τ
0
Jt dt = 0. (12)
This intuitively plausible condition is further supported
by the perturbative analysis, see below. This condition
is not sufficient, however, as can be seen from the case
of the conformal QPC. We observe that whenever, in
addition, UL,Rt do not depend on time, J vanishes for
ω ≥ 2. There are some other cases when the current
vanishes above the critical frequency [29]. However, an
exhaustive list of criteria for this effect to occur remains
unknown.
Perturbative analysis. For simplicity we focus on the
simplest time dependence Vt = V e
iωt + V †e−iωt + V ,
which covers previously considered conformal (4) and
tunneling (11) QPCs. Assuming that Vt is small, we con-
struct the Floquet Hamiltonian perturbatively in leading
order, H
(1)
F = HL + HR + W
(1). We calculate matrix
elements of W (1) in the basis of eigenstates |ζp〉 of the
Hamiltonian HL+HR of two disconnected chains, where
4FIG. 4. Averaged heating rate W (left panel) and current J
(right panel) for a QPC with Jt = 0.3 sinωt, U
L
t = −URt =
0.3 cosωt calculated numerically (solid lines) and perturba-
tively according to eqs. (14) and (15), respectively (dashed
lines). Both the average heating rate and current vanish for
ω ≥ 2 in the leading order. However, the actual current re-
mains finite due to the higher order corrections, as illustrated
in the inset to the right panel.
p is the quasimomentum and ζ = L,R discriminates be-
tween the left and the right chains. The result reads [29]
W
(1)
ζp;ηq = Vζp;ηq
Ep − Eq
Ep − Eq + ω+V
∗
ηq;ζp
Ep − Eq
Ep − Eq − ω+V ζp;ηq.
(13)
We remind the reader that Ep = − cos p is the energy of
the disconnected chain.
In the leading order the long-time behavior of observ-
ables can be addressed via Fermi’s golden rule with W (1)
considered as the perturbation. Within this approach,
the Floquet resonances at Ep = Eq ± ω in W (1) are re-
sponsible for the linear growth of E and NR with time.
Note that the first two terms in eq. (S77) vanish for
Ep = Eq and therefore do not cause elastic transitions
between states with the same energy.
We find it convenient to parameterize Jt, U
L
t and U
R
t
in Eq. (3) as Jt = (Je
iωt + J∗e−iωt)/2 + J and UL,Rt =
(UL,R e
iωt+U∗L,R e
−iωt)/2+UL,R. Then we obtain in the
leading order [29]
W
(1)
=
∫
dE
2piτ
(
|J |2 + |UL|2
2|J |2 ρL +
|J |2 + |UR|2
2|J |2 ρR
)
Γ(1)ω ,
(14)
J (1) =
∫
dE
2pi
(ρL − ρR)T (1)ω (15)
with
Γ(1)ω =4pi|J |2
√
1− E2 Re
[√
1− (E + ω)2
−
√
1− (E − ω)2
]
(16)
T (1)ω =
√
1− E2
(
|J |2 Re
[√
1− (E + ω)2
+
√
1− (E − ω)2
]
+ 4|J |2
√
1− E2
)
(17)
where the argument E is dropped in functions ρL,R(E),
Γ
(1)
ω (E) and T
(1)
ω (E) for brevity. In Fig. 4 we compare
these perturbative results with numerical calculations.
One can see a good agreement even for a not-so-small V .
For ω ≥ 2 one obtains Γ(1)ω = 0. As a consequence, the
heating rate (14) vanishes for any QPC in the leading
order, in agreement with our numerical findings.
As for the current, it vanishes in the leading order
whenever the condition (12) is satisfied. Indeed, this
condition entails T
(1)
ω = 0 for ω ≥ 2. It should be em-
phasized, however, that the condition (12) alone is not
sufficient to guarantee the vanishing of the current in sub-
sequent orders. This is illustrated in Fig. 4 and further
discussed in the Supplementary Material [29].
Let us also remark that if J is finite, the Floquet
Hamiltonian above the critical frequency is given by
HL + HR + V in leading order in Vt. The same result
is straightforwardly obtained in the leading order of the
Floquet-Magnus expansion [30]. The transport through
the time-independent QPC described by this Hamilto-
nian has been studied in detail, see [31–34].
Summary and discussion. To summarize, we have estab-
lished a nonequilibrium phase transition in a system (1)
of two fermionic chains filled (equally or unequally) by
noninteracting fermions and connected by a periodically
driven QPC. Namely, when the driving frequency ω ex-
ceeds the bandwidth, the heating rate vanishes exactly
for a generic QPC. Furthermore, for certain QPCs the
current averaged over the period also vanishes, even in
the presence of a filling bias between the chains. We
have verified this picture by (i) calculating the heating
rate (S37) and the averaged current (9) explicitly for the
exactly solvable conformal QPC (4), (ii) performing ex-
tensive numerical studies of various QPCs and (iii) per-
forming a perturbative analysis in the leading order in
the limit when the QPC Hamiltonian can be viewed as a
perturbation.
Let us put our results in the context of prior work.
First we discuss the heating rate. It is believed that
generic periodically driven many-body systems (with-
out disorder) in the thermodynamic limit heat indefi-
nitely [35–37]. On the other hand, it is commonly ap-
preciated that dynamically integrable systems of various
types can violate this rule [35, 38]. For example, in the
quantum Ising model with periodically driven transverse
magnetic field the heating rate vanishes (after an ini-
tial transient dynamics) for any driving frequency [24].
This can be shown explicitly thanks to the fact that this
many-body model can be factorized into a collection of
decoupled driven two-level systems [24]. More intrigu-
ingly, it has been found that the heating rate in a kicked
spin system [18] and a system of coupled Kapitza pendu-
lums [19] vanishes above a critical frequency (this effect
has been referred to as energy localization transition).
These two systems allegedly are not dynamically inte-
5grable in any way: the vanishing of heating has been
established numerically [18, 19] and supported by a high-
frequency expansion and a variational analysis [18]. Here
we establish this energy localization transition in a very
different setting of a locally driven many-body system,
and demonstrate its universality in this setting. We note
that although we deal with noninteracting fermions, our
system does not factorize into decoupled two-level sys-
tems as in Ref. [24].
Next we discuss transport phenomena related to our
findings. The most relevant one is the phenomenon of
coherent destruction of tunneling [21], where the tun-
neling probability through a potential barrier in a driven
system vanishes at certain frequencies. This phenomenon
has been established, in particular, for tight-binding lat-
tices connected by a QPC with an oscillating local po-
tential but constant tunneling term (Jt = const) [22, 23].
A related phenomenon is the real-space dynamical local-
ization of a particle in a periodically tilted lattice [20, 39]
occurring, again, for a discrete set of frequencies. In con-
trast to these phenomena, the vanishing of particle flow
discovered in the present work takes place for an arbi-
trary frequency above the critical one. Note that time
dependence of the tunneling term is instrumental for this
phase transition to occur.
Finally, we remark that the theoretical predictions of
the present work can be tested in experiments with quan-
tum dots, cold atoms or trapped ions. Furthermore,
our theoretical results show that the QPC can act as a
frequency-controlled quantum valve, which may be useful
in technological applications.
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7SUPPLEMENTARY MATERIAL
S1. SPECTRAL PROPERTIES
In this section we describe spectral properties of the Floquet Hamiltonian (7) of the conformal defect. At the
single-particle level this Hamiltonian is represented by the 2L× 2L matrix
Hω = H0 +
ω
2
Σ (S1)
with
H0 =
(
H0L 0
0 H0R
)
, Σ = −i
(
0 −σ
σ 0
)
. (S2)
Here H0L (H0R) describes respectively the left (right) tight-binding chain, including the initial on-site potentials at
sites L and L+ 1 (not to be confused with HL and HR introduced in the main text). In the lattice sites basis these
matrices are given by
H0L = −1
2

0 1 0 0 . . . 0
1 0 1 0 . . . 0
0 1 0 1 . . . 0
...
...
...
. . .
...
...
0 . . . 0 1 0 1
0 . . . 0 0 1 1

, H0R = −1
2

−1 1 0 0 . . . 0
1 0 1 0 . . . 0
0 1 0 1 . . . 0
...
...
...
. . .
...
...
0 . . . 0 1 0 1
0 . . . 0 0 1 0

, σ =

0 0 . . . 0 1
0 0 . . . 1 0
...
...
. . .
...
...
0 1 . . . 0 0
1 0 0 0 0
 . (S3)
The diagonalization can be achieved by the appropriate Fourier transformation. To present the spectrum and eigen-
vectors in concise form we introduce auxiliary notations. First we parametrize energy E and the driving frequency ω
with parameters z±
E = −cosh(z+) + cosh(z−)
2
, ω = − cosh(z+) + cosh(z−) (S4)
Conversely,
− cosh(z±) = E ± ω/2. (S5)
The spectrum can be found as zeroes of the function
g(E) = w(E)− u(E), (S6)
where
w(E) =
s+(L)
s+(L+ 1)
, u(E) =
s−(L+ 1)
s−(L)
, s±(x) ≡ sinh(z±x). (S7)
The eigenvectors of this Hamiltonian can be represented as
|E〉 = 1√
g′(E)
L∑
k=1
(
s+(k)
s+(L+ 1)
+
s−(k)
s−(L)
)
c†k|0〉+
i√
g′(E)
2L∑
k=L+1
(
s+(2L+ 1− k)
s+(L+ 1)
− s−(2L+ 1− k)
s−(L)
)
c†k|0〉. (S8)
Notice that the coefficients are nothing but a ratio of Chebyshev polynomials of the second kind of different degrees
that depend either on −E − ω/2 or −E + ω/2, which renders them real for real E. Here he have chosen the
normalization such that g′(E) is positive in all spectral points. The typical form of the spectrum with respect to the
driving frequency is shown in Fig. (S1).
The spectral data has a smooth limit to the non-driven case. Indeed, in the ω → 0 limit we put z− = z+ = z,
which transforms the spectrum condition into
g(E) =
cosh(2Lz)− cosh(2(L+ 1)z)
2 sinh(Lz) sinh((L+ 1)z)
= 0, E = − cosh(z). (S9)
8FIG. S1. The single-particle spectrum of the Floquet Hamiltonian Hω with L = 11 for different driving frequencies.
This condition can be easily resolved and the spectrum is given by
2(L+ 1)z = −2Lz + 2piiq ⇒ z = piiq
2L+ 1
≡ iϕq ⇒ Eq = − cosϕq, q = 1, 2, . . . , 2L. (S10)
The corresponding eigenvector reads
|Φq〉 =
[
L∑
k=1
1− (−1)q√
2L+ 1
sin
( qkpi
2L+ 1
)
c†k|0〉+ i
2L∑
k=L+1
1 + (−1)q√
2L+ 1
sin
( qkpi
2L+ 1
)
c†k|0〉
]
. (S11)
In the thermodynamic limit we characterize the spectrum by the density of states D(E). It is defined such that
given a continuous function f(E) the following sum has a limiting integral form:
lim
L→∞
1
2L
2L∑
n=1
f(En) =
∫
dE
2pi
D(E)f(E). (S12)
In this case it is more convenient to change the spectrum function as
g(E)→ g(E) = sinh(z+(L+ 1))
sinh z+
sinh(z−(L+ 1))
sinh z−
− sinh(z+L)
sinh z+
sinh(z−L)
sinh z−
(S13)
Then we can represent the sum in Eq. (S12) as the contour integral
2L∑
n=1
f(En) =
1
2L
∮
γ
dE
2pii
g′(E)
g(E)
f(E), (S14)
where the contour γ encircles only the poles that come from g(E). In this form we can take the L → ∞ limit to
obtain
D(E) =
1
2
Re
(
1√
1− (E − ω/2)2 +
1√
1− (E + ω/2)2
)
. (S15)
This formula is valid for all ω and, in particular, for ω = 0 it reproduces the density of state for the spectrum (S10).
Notice that for 0 < ω < 2 the density of states contains integrable singularities not only at the spectral boundaries
but also inside the spectrum.
S2. CURRENT AND HEATING RATE
We consider the initial wave function to be a (possibly, mixed state) which is stationary with respect to Ht=0. In
other words, initially each one-particle state |Φq〉 is filled with some probability ρq.1 Our observables of interest are
1 Note thatHt=0 is different fromHL+HR since it contains on-site
potentials at two adjacent edges of the chain. Accordingly, the
9the current through the defect and the energy pumped into the system over a full period. To compute the current we
consider the expectation value of the number NR of particles in the right part of the system:
〈NR(t)〉 =
∑
q
ρq〈Φq|NR(t)|Φq〉. (S16)
The time dynamics can be taken into account by the form-factor expansion
〈Φq|NR(t)|Φq〉 =
∑
p,p′
〈Φq|Ep〉〈Ep|eiHωte−iωtΣ/2NReiωtΣ/2e−iHωt|Ep′〉〈Ep′ |Φq〉 =
=
∑
p,p′
ei(Ep−Ep′ )t〈Φq|Ep〉〈Ep|e−iωtΣ/2NReiωtΣ/2|Ep′〉〈Ep′ |Φq〉 (S17)
The matrix elements are as follows
〈Ep|e−iωtΣ/2NReiωtΣ/2|Ep′〉 = δpp
′
2
− 1− wpwp′
2
√
g′(Ep)g′(Ep′)
(
e−iωt
Ep − Ep′ − ω +
eiωt
Ep′ − Ep − ω
)
. (S18)
Here we introduce the notation w(Ep) ≡ wp for the function defined in Eq. (S7). For the current computation we
need the time derivative which can be represented as
d
dt
eit(Ep−Ep′ )〈Ep|U−(t)NRU(t)|Ep′〉 = − sin(ωt)eit(Ep−Ep′ ) 1− wpwp
′√
g′(Ep)g′(Ep′)
. (S19)
Similarly, the total energy in the system at time tn = 2pin/ω, where U(tn) = ±1, is given by the expansion
En =
∑
q
ρq〈Φq|eitnHωH0e−itnHω |Φq〉 =
∑
q
ρq〈Φq|Ep〉〈Ep|H0|Ep′〉〈Ep′ |Φq〉eitn(Ep−Ep′ ). (S20)
Taking into account that
(H0 +
1
2
ωΣ)|Ep〉 = Ep|Ep〉, (S21)
the matrix element of H0 reads
〈Ep|H0|Ep′〉 = Epδpp′ − 1
2
ω〈Ep|Σ|Ep′〉 (S22)
and moreover, the matrix elements of the Σ can be easily evaluated
〈Ep|Σ|Ep′〉
√
g′(Ep)g′(Ep′) = −2(wp − wp
′)
Ep − Ep′ . (S23)
This way, the amount of energy pumped into the system over a period can be written as
∆En ≡ En+1 − En = iω
tn+1∫
tn
dtρq
∑
q
〈Φq|Ep〉〈Ep′ |Φq〉(wp − wp′)eit(Ep−Ep′ ). (S24)
The last ingredient we need is the overlap between |Φq〉 and an eigenstate that corresponds to the finite frequency ω
(S8). To compute it we notice that for odd (even) q only the left (right) part of the chain is filled in accordance with
the block structure of the operator (S2). Therefore, the global phase can be chosen separately for the left and right
parts. This way, the overlap reads as
〈Φq|Ep〉 = sin(ϕq(L+ 1))√
2L+ 1
√
g′(Ep)
ω(1 + (−1)qwp)
(Ep − Eq)2 − (ω/2)2 . (S25)
initial state of the system is locally different from an equilibrium
state of two disjoint chains without on-site potentials. However,
this local difference of the initial condition does not affect the
steady state in the long-time limit.
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Observe the difference between the eigenenergy Ep of H
ω and eigenenergy Ep of H0.
2 Taking into account
1−wpwp′ = (1− wp)(1 + wp
′)
2
+
(1 + wp)(1− wp′)
2
, wp−wp′ = − (1− wp)(1 + wp
′)
2
+
(1 + wp)(1− wp′)
2
(S26)
and introducing functions
A±(q, t) =
∑
p
eiEpt
g′(Ep)
ω(1 + (−1)qwp)(1± wp)
(Ep − Eq)2 − (ω/2)2 (S27)
we obtain
JR =
d〈NR(t)〉
dt
= − sin(ωt)
∑
q
ρq
sin2(ϕq(L+ 1))
2L+ 1
ReA−(q, t)A∗+(q, t), (S28)
∆En = ω
tn+1∫
tn
dt
∑
q
ρq
sin2(ϕq(L+ 1))
2L+ 1
ImA−(q, t)A∗+(q, t). (S29)
To effectively evaluate these functions we notice that in the spectral points wp = up ≡ u(Ep), (see Eqs. (S7)), therefore,
we can rewrite functions A±, (Eqs. (S27)), to avoid singularities at Ep = Eq ± ω/2. Another simplification can be
achieved by rendering the numerators as linear functions in u(E) and w(E), which is needed to perform summation
by contour integral and is motivated by the fact that the spectral function g(E) is also a linear combintation of u(E)
and v(E). With all these requirements we obtain
A−(q, t) =
∑
p
eiEpt
g′(Ep)
(
(1 + (−1)qup)(1− wp)
Ep − Eq − ω/2 −
(1 + (−1)qwp)(1− up)
Ep − Eq + ω/2
)
, (S30)
A+(q, t) =
∑
p
eiEpt
g′(Ep)
(
(1 + (−1)qup)(1 + wp)
Ep − Eq − ω/2 −
(1 + (−1)qwp)(1 + up)
Ep − Eq + ω/2
)
. (S31)
We compute these functions exactly in the thermodynamic limit in the next section of this Supplementary Material
(see Eqs. (S54)-(S57)). For odd and even q they can be presented as regular functions Al±(Eq, t), and Ar±(Eq, t)
respectively. Moreover, one can notice the following reflection relations
Ar−(E, t) = −[Al+(−E, t)]∗, Al−(E, t) = [Ar+](−E, t)∗, (S32)
which leads to
Al−(E, t)[Al+(E, t)]∗ = −Ar−(−E, t)[Ar+(−E, t)]∗ ≡
√
1− E2
1− E F(E, t). (S33)
Here the notation F(E, t) is introduced accounting for the density of states in the non-driven case and the fact that
sin2(ϕq(L+ 1)) = (1 + (−1)qEq)/2. Therefore, if we characterize the initial state in which the odd quantum numbers
are filled with the density ρL(E) and the even with the density ρR(E), the current can be represented as
JR = − sin(ωt)
∫
dE
ρL(E)− ρR(−E)
4pi
ReF(E, t). (S34)
Using large time asymptotic of the functions Al±(E, t) one can conclude the following time-dependence
F(E, t) = F (E) + eiωtF+(E) + e−iωtF−(E) (S35)
2 Also note that Ep has a different meaning in the main text and
in Sect. S5.
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therefore after averaging over a period, the current takes a Landauer-Bu¨ttiker like expression with the effective
transmission coefficient T (E)
J¯R =
∫
dE
2pi
(ρL(E)− ρR(E))T (E) (S36)
with T (E) = 14 Im [F+(E)− F−(E)]. Similarly, for the energy pumped through the period
∆E =
∫
dE
2pi
(ρL(E) + ρR(E))Γ(E), (S37)
with the heating function Γ(E) = piImF (E). Here we have used that T (E) = T (−E) and Γ(E) = −Γ(−E).
The explicit form of the transmission coefficient reads
T (E) = Re
(1− E2)
1−(√(E − ω)2 − 1 +√(E + ω)2 − 1
2ω
)2+
√
1− E2
2ω2
(√
1− (E − ω)2(E2 + Eω − 1) +
√
1− (E + ω)2(E2 − Eω − 1)
)]
(S38)
Notice the non-smooth behavior for frequencies 0 < ω/2 < 1. Low and high frequency expansions are as follows
T (E)
ω→0
=
1
2
, T (E)
ω→∞
=
1− E2
ω2
. (S39)
Similarly the heating function Γ(E) reads
Γ(E) = 2pi
√
1− E2
ω2
Re
[
(
√
1− (E − ω)2(E2 − Eω − 1)−
√
1− (E + ω)2(E2 + Eω − 1))
]
+
+ 2pi
1− E2
ω2
(
((E + ω)2 − 1)θ(1− ω − E)− ((E − ω)2 − 1)θ(E − ω + 1)) . (S40)
Here θ(. . . ) are the step functions. The most remarkable feature of the heating function is that it is identically zero
for high frequencies
Γ(E) = 0, ω > 2. (S41)
S3. SUMMATION PROCEDURES
In this appendix we describe the way to evaluate sums in Eqs. (S30), (S31). We provide detailed computation for
the first sum of Eq. (S30) for odd q while for others we just give final results. First we transform the sum in interest
as the contour integral
S =
∑
p
eiEpt
g′(Ep)
(1− up)(1− wp)
Ep − Eq − ω/2 =
∮
γ
dE
2pii
eiEt
g(E)
(1− u(E))(1− w(E))
E − Eq − ω/2 (S42)
where the contour γ goes in the counterclockwise direction around the spectrum points. The numerator has been
chosen such that there is no singularity at E = Eq + ω/2, therefore, instead of each individual point we encircle the
union of the intervals I = I− ∪ I+ defined as I± = [−1± ω/2, 1± ω/2] (here it is assumed that ω > 0). This way we
obtain
S =
∫
I
eiEtdE
2pii
(
(1− u(E))(1− w(E))
g(E)(E − Eq − ω/2)
∣∣∣
E→E−i0
− (1− u(E))(1− w(E))
g(E)(E − Eq − ω/2)
∣∣∣
E→E+i0
)
. (S43)
In this form one can immediately take the thermodynamic limit L→∞. The limiting form of the functions w(E± i0)
and u(E ± i0) would be determined by those solution z± of Eqs. (S5) with positive imiginary parts. To facilitate its
finding we notice that the general solution of the equation
cosh y = E + iη0, (S44)
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with the positive real part can be described as follows
ey =

E +
√
E2 − 1, E > 1
E −√E2 − 1, E < −1
E + isgnη
√
1− E2, |E| < 1
(S45)
where the square root takes its positive value. This way, we obtain
− u(E + iη0) =

E − ω/2−√(E − ω/2)2 − 1, E ∈ I− \ (I− ∩ I+)
E − ω/2 + isgn(η)√1− (E − ω/2)2, E ∈ I− ∩ I+
E − ω/2 + isgn(η)√1− (E − ω/2)2, E ∈ I+ \ (I− ∩ I+) (S46)
− w(E + iη0) =

E + ω/2− isgn(η)√1− (E + ω/2)2, E ∈ I− \ (I− ∩ I+)
E + ω/2− isgn(η)√1− (E + ω/2)2, E ∈ I− ∩ I+
E + ω/2−√(E + ω/2)2 − 1, E ∈ I+ \ (I− ∩ I+) (S47)
It is useful to introduce the following functions
− u±(E) = E − ω/2± i
√
1− (E − ω/2)2, −w±(E) = E + ω/2∓ i
√
1− (E + ω/2)2 (S48)
Then assuming that
√−1 = +i, we can present the above cases as
u(E ± i0) =
{
u+(E), E ∈ I− \ (I− ∩ I+)
u±(E), E ∈ I+ (S49)
w(E ± i0) =
{
w±(E), E ∈ I−
w−(E), E ∈ I+ \ (I− ∩ I+) (S50)
This way the sum S for ω > 2 can be presented as
S =
∫
I+
eiEtdE
2pii
(
(1− u−)(1− w−)
(E − Eq − ω/2− i0)(w− − u−) −
(1− u+)(1− w−)
(E − Eq − ω/2 + i0)(w− − u+)
)
+∫
I−
eiEtdE
2pii
(
(1− u+)(1− w−)
(E − Eq − ω/2− i0)(w− − u+) −
(1− u+)(1− w+)
(E − Eq − ω/2 + i0)(w+ − u+)
)
. (S51)
Here, for brevity, we dropped E-dependence in functions u±(E) and w±(E). For 0 < ω < 2 the answers can be
obtained in the same manner. Further simplifications can be achieved employing the exact form of the integrands
given by Eq. (S48) and using the Sokhotski-Plemelj formula to extract singularities.
Proceeding in the same way, we can obtain similar expression for sums in Eqs. (S30), (S31), which transforms
into regular functions of energy, that are being evaluated at the point Eq. The corresponding limiting functions that
correspond to the odd q we denote as Al±(E, t) and as Ar±(E, t) for even q. To write them down in a compact form
we introduce the following notations
M(E) =
ω
(E − Eq)2 − (ω/2)2 , E
±
q = Eq ± ω/2, (S52)
Yω(E) = (1 + E + ω/2)
√
1− (E − ω/2)2
ω
, X(E) =
√
(1− (E − ω/2)2)(1− (E + ω/2)2)
ω
. (S53)
Then the functions from Eqs. (S30),(S31) read
Al−(Eq, t) =
∫
I+
dE
pi
eiEtYω(E)M(E) +
∫
I−
dE
pi
eiEtY−ω(E)M(E)− eiE+q tImY−ω(E+q )− eiE
−
q tImYω(E
−
q ) (S54)
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Ar−(Eq, t) =
∫
I+
dE
pi
eiEtX(E)M(E)−
∫
I−
dE
pi
eiEtX(E)M(E)
+ eiE
+
q t
(
(E+q )
2 − (ω/2 + 1)2
ω
+ ReX(E+q )
)
− eiE−q t
(
(E−q )
2 − (ω/2− 1)2
ω
+ ReX(E−q )
)
(S55)
Al+(Eq, t) =
∫
I+
dE
pi
eiEtX(E)M(E)−
∫
I−
dE
pi
eiEtX(E)M(E)
+ eiE
+
q t
(
(E+q )
2 − (ω/2− 1)2
ω
+ ReX(E+q )
)
− eiE−q t
(
(E−q )
2 − (ω/2 + 1)2
ω
+ ReX(E−q )
)
(S56)
Ar+(Eq, t) =
∫
I+
dE
pi
eiEtYω(−E)M(E) +
∫
I−
dE
pi
eiEtY−ω(−E)M(E)− eiE+q tImYω(−E+q )− eiE
−
q tImY−ω(−E−q ) (S57)
All integrals above are understood in the principal value sense. The large time asymptotic can be easily deduced
using the fact that for any regular function f(E)
1
pii
P
∫
f(E)
E − E0 e
iEt ≈ f(E0)eitE0 , t→ +∞, (S58)
we obtain
Al−(Eq, t) = i
(
Yω(E
+
q ) + Y−ω(E
+
q )
)
eiE
+
q t − i (Y ∗ω (E−q ) + Y−ω(E−q )) eiE−q t (S59)
Ar−(Eq, t) = eiE
+
q t
(
X(E+q ) +
(E+q )
2 − (ω/2 + 1)2
ω
)
− eiE−q t
(
X∗(E−q ) +
(E−q )
2 − (ω/2− 1)2
ω
)
(S60)
Al+(Eq, t) = eiE
+
q t
(
X(E+q ) +
(E+q )
2 − (ω/2− 1)2
ω
)
− eiE−q t
(
X∗(E−q ) +
(E−q )
2 − (ω/2 + 1)2
ω
)
(S61)
Ar+(Eq, t) = i
(
Yω(−E+q ) + Y−ω(−E+q )
)
eiE
+
q t − i (Y ∗−ω(−E−q ) + Yω(−E−q )) eiE−q t (S62)
S5. PERTURBATIVE ANALYSIS
S5.1. Perturbative expansion for the Floquet Hamiltonian
Let us consider a generic time-dependent periodic perturbation
H = H0 +
∑
s
V (s)eiωst = H0 + V (t). (S63)
The evolution operator reads
U(t) = e−itH0S(t) (S64)
for S(t) given by the time-ordered exponential
S(t) =
∞∑
k=1
(−i)k
t∫
0
dt1
t1∫
0
dt2
t2∫
0
· · ·
tk−1∫
0
dtnV (t1)V (t2) . . . V (tk). (S65)
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Our plan is to consider stroboscopic evolution, i.e. focusing just on times tn = 2pin/ω and present it as the evolution
with time independent effective Hamiltonian H = H0 +W , namely
e−itnH0S(tn) = e−itn(H0+W ). (S66)
To accomplish this task we rewrite series (S65) as an integral equation
S(t) = 1− i
t∫
0
dτV (τ)S(τ). (S67)
We consider matrix elements in the basis of eigenvectors of HL +HR
(HL +HR)|η, k〉 = Ek|η, k〉, (S68)
where k ∈ [0, pi] is a quasimomentum quantized in integers of pi/(L+ 1) and η = L,R discriminates between the two
chains.3 Explicitly,
|L, k〉 =
√
2
L
L∑
j=1
sin (k(L− j + 1)) c†j |0〉, |R, k〉 =
√
2
L
2L∑
j=L+1
sin (k(j − L)) c†j |0〉, Ek = − cos k. (S69)
We will often skip the index η for brevity when this does not lead to confusion. For example, we will write down Vpq
instead of Vζp;ηq.
Eq. (S67) entails
Spq(t) = δpq − i
t∫
0
dτeiτEpkVpkSpq(τ), Epk = Ep − Ek. (S70)
It is useful to rewrite this equation after Laplace transformation
Spq(t)→ Spq(λ) ≡
∞∫
0
dte−λtSpq(t) (S71)
We have
Spq(λ) =
δpq
λ
− i
λ
∑
k,s
V spkSkq(λ− iEpk − iωs), (S72)
where Epq ≡ Ep − Eq. This equation can be formally solved by iterations. The leading terms reads as
S(0)pq =
δpq
λ
, S(1)pq =
−i
λ
∑
s
V
(s)
pq
λ− iEpq − iωs . (S73)
Notice, that evolving with the time independent Hamiltonian H = H0 + W , leads to the following perturbative
expansion for the effective S-matrix
[S(0)w ]pq =
δpq
λ
, [S(1)w ]pq = −
i
λ
Wpq
λ− iEpq . (S74)
The idea now, is that considering evolution only at the stroboscopic times we can transform (S73) into (S74) order
by order, this way replacing periodic evolution by the quench evolution with a time independent potential. We
demonstrate how it is working in the first order, namely we present
S(1)pq = −i
∑
s
V (s)pq
(
1
λ− iEpq − iωs −
1
λ
)
1
iEpq + iωs
. (S75)
3 Note that the meaning of Ek here is different from that in Secs. (S1)-(S4).
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Then taking into account that inverse Laplace transform reads as (λ + iΩ)−1 → e−iΩt we see that for stroboscopic
times we can ignore the denominators that are proportional to ω, this way
S(1)pq = −i
∑
s
V
(s)
pq
λ(λ− iEpq)
Epq
Epq + ωs
= − i
λ
Wpq
λ− iEpq . (S76)
From this we conclude that the effective potential in the first order reads as
W (1)pq =
∑
s
V (s)pq
Epq
Epq + ωs
. (S77)
For our purposes Eq. (S77) is enough. The full series for the effective potential can be also found, but we postpone
its presentation for a separate publication.
S5.2 Dynamics with the perturbative Floquet Hamiltonian
Here we calculate perturbatively the averaged heating rate and current through the QPC in the time-periodic
steady state established long after the onset of evolution. To this end we calculate the increase of energy E and
particle number in the right chain NR per period. Note that E here is the energy of two chains without the QPC,
i.e. the expectation value of the Hamiltonian HL +HR. The latter operator in general differs from H0; however, the
difference is local and bounded, therefore the rate of increase of expectation values of both operators in the steady
state are identical. It is essential for our calculations that NR commutes with HL +HR. In general, our perturbative
calculation is applicable to an arbitrary physical quantity A that commutes with HL + HR. We use the notation A
up to the end of calculations.
In this subsection we restrict ourselves to the harmonically driven Vt = V e
iΩt +V †e−iΩt +V , where the latter term
is a time-independent contribution. Observe that V need not be self-adjoint. According to eq. (S77), we obtain
W (1)pq = Vpq
Epq
Epq + ω
+ V ∗qp
Epq
Epq − ω + V pq. (S78)
In leading order the evolution is governed by the Hamiltonian H
(1)
F = HL + HR + W
(1), and at large times it is
sufficient to consider transition probabilities Pq→k(t) between the eigenstates p, k of HL + HR in the Fermi golden
rule approximation,
Pq→p(t) ' t
∣∣∣W (1)pq ∣∣∣2 sin2 (tEpq/2)t(Epq/2)2 . (S79)
Remember that we are interested exclusively in stroboscopic times t = nτ , so that sin2 (tEpq/2) = sin
2 (t(Epq ± ω)/2).
Accounting for this leads to cancellation of the singularities of W
(1)
pq at Epq = ±ω at stroboscopic times. Indeed, we
substitute
sin2 (tEpq/2)
t(Epq/2)2(Epq − ω)2(Epq + ω)2 →
2pi
ω4
(1
4
δ(Epq + ω) +
1
4
δ(Epq − ω) + δ(Epq)
)
(S80)
in the thermodynamic and large time limit. As a result, the increase of the observable A is given by
〈A〉t − 〈A〉0 =
∑
η,q
ρηq
∑
ζ,p
(Aζp −Aηq)Pηq→ζp(t)
→ 8pit
∑
ζ,η
1∫
−1
dEq
2pi
√
1− E2q
ρη(Eq)
1∫
−1
dEp
2pi
√
1− E2p
(Aζp−Aηq)
∣∣∣∣∣L E2pq − ω2ω2 W (1)ζp;ηq
∣∣∣∣∣
2 (1
4
δ(Epq+ω)+
1
4
δ(Epq−ω)+δ(Epq)
)
,
(S81)
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where Aζp is a shorthand notation for the diagonal matrix element Aζp;ζp. Using (S78), we obtain∣∣∣∣∣E2pq − ω2ω2 W (1)ζp;ηq
∣∣∣∣∣
2 (1
4
δ(Epq+ω)+
1
4
δ(Epq−ω)+δ(Epq)
)
= |Vζp;ηq|2δ(Epq+ω)+|Vηq;ζp|2δ(Epq−ω)+|V ζp;ηq|2δ(Epq).
(S82)
To be even more specific, we choose
Jt = (Je
iωt + J∗e−iωt)/2 + J, and UL,Rt = (UL,R e
iωt + U∗L,R e
−iωt)/2 + UL,R. (S83)
Using eq. (S69), we get
|LVζp;ηq| =
√
1− E2p
√
1− E2q ×

|UL/2|, η = ζ = L,
|UR/2|, η = ζ = R,
|J/2|, η = L, ζ = R or η = R, ζ = L
(S84)
and
|LV ζp;ηq| =
√
1− E2p
√
1− E2q ×

|UL|, η = ζ = L,
|UR|, η = ζ = R,
|J |, η = L, ζ = R or η = R, ζ = L.
(S85)
At this point one could derive a general expression for ∂t〈A〉t from eqs. (S81), (S82), (S84),(S85), which is, however,
very bulky. Instead we turn specifically to the current and power.
We start from averaged current from left to right, J = lim
n→∞(〈NR〉tn − 〈NR〉tn−1)/τ. Substituting A = NR, we
obtain
Aζp −Aηq =

1, η = L, ζ = R,
−1, η = R, ζ = L,
0, η = ζ,
(S86)
which entails
J (1) =
1∫
−1
dE
2pi
√
1− E2 (ρL − ρR)
(
|J |2 Re
[√
1− (E + ω)2 +
√
1− (E − ω)2
]
+ 4 |J |2
√
1− E2
)
, (S87)
where we drop the argument in ρL,R(E) for brevity. This leads to eqs. (15),(17) of the main text.
Now we turn to calculating the power W = lim
n→∞(〈HL + HR〉tn − 〈HL + HR〉tn−1)/τ . In this case A = HL + HR
and Aζp −Aηq = Epq. This leads to
W
(1)
= ω
1∫
−1
dEq
2pi
√
1− E2 (ρL(|J |2 + |UL|2) + ρR(|J |2 + |UR|2))Re [√1− (E + ω)2 −√1− (E − ω)2] . (S88)
This way we get eqs. (14),(16) of the main text.
S6. NUMERICAL ANALYSIS
We numerically simulate the dynamics of finite systems with L = 50 sites in each chain. The maximal group
velocity in the tight-binding chain with the Hamiltonian (2) is equal to 1, therefore the local state in the vicinity of
the QPC starts to be affected by finite size effects (namely, by the reflection of excitations from the boundaries of the
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chains) at t = 2L. To estimate the heating rate and the current in the large time limit, we consider the last driving
cycle before these finite-size distortions come into play.
We present average heating rate W and average current through the QPC J for various QPCs in Figs. S2-S4. The
type of QPC is indicated in each row of these figures by specifying the functions Jt, U
L,R
t . For all these plots we
consider systems with N = 20 fermions initially residing in the left chain at zero temperature, the right chain being
empty.
One can see thatW vanishes for ω ≥ 2 for all QPCs considered. As for the current, the situation is more complicated.
Fig. S2 illustrates that if the on-site potentials are constant, the current experiences phase transition at ω = 2 and
admits a value independent on ω for ω > 2. This value is zero if the averaged tunneling amplitude is zero.
In Fig. S3 we present two very similar QPCs with time-dependent on-site potentials. One of them features the
vanishing of the current while another does not.
In Fig. S4 we present a case of constant tunneling amplitude. There the current does not vanish. This highlights
the importance of driving the tunneling amplitude to halt the current.
Note that the driving need not be harmonic for our conclusions to hold. This is illustrated by the upper row of
Fig. S2.
Finally, we present an animation of the real time dynamics of the particle density profile in the supplementary file
cartoonL100N60.gif. There ω = 2.2, L = 100 and initially the left chain contains N = 60 particles in the ground
state while the right chain is empty. Two QPCs are considered - the conformal QPC (eq. (4) of the main text) and the
tunneling QPC (eq. (11) of the main text). One can see that in the former case a steady state current is established,
while in the latter case the current is halted after an initial transient.
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FIG. S2. Average heating rate W and average current through the QPC J for various QPCs with constant on-site potentials.
One can see that in this case the current vanishes above ω = 2 whenever the average tunneling amplitude is zero. The vicinity
of ω = 2 is zoomed where necessary.
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FIG. S3. Average heating rate W and average current through the QPC J for two QPCs with time-dependent on-site potentials.
The vicinity of ω = 2 is zoomed in the left panels.
FIG. S4. Average heating rate W and average current through the QPC J for a QPC with a constant tunneling amplitude.
