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Abstract 
The intergranular segregation of P atoms in steel is a major cause of nuclear pressure 
vessel (NPV) steel embrittlement. In this thesis, we have employed a range of com-
puter simulation techniques to investigate radiation events, which take place in the 
NPV and their effect on the segregation of P atoms to the grain boundaries (G Bs). 
Radiation events were simulated in a perfect bcc Fe lattice using the classical molec-
ular dynamic technique. We have tested two recently developed interatomic poten-
tial models, a the second nearest-neighbour modified embedded atom method (2NN 
MEAM) and a new EAM potential against a conventional EAM potential for the sim-
ulation of displacement cascades. Radiation simulations in the energy range of 0.2-2 
ke V showed that the ballistic and the annealing phase of the cascade were sensitive to 
the interatomic potential employed. However, the number of Frenkel pairs produced 
was predicted to be similar by the three potentials, with slightly fewer for the new 
EAM potential. 
To investigate the interactions of the P atoms with radiation damage, collision cas-
cades in a Fe-0.04at.%P matrix and a pure Fe matrix were compared. It was observed 
that the P atom in the Fe matrix did not significantly increase the damage induced 
to the lattice post-irradiation, but it influenced the spatial distribution of the dis-
placed Fe atoms. The P atom was found to act as an attractive centre to displaced Fe 
atoms. The solute-defect clusters which were formed remained pinned over a period 
of several hundred picoseconds. The molecular statics (MS) technique was used to 
calculate the energy barriers for the migration of a P atom forming a Fe-P dumbbell 
complex. In this configuration, the P atom is predicted to diffuse in the Fe matrix 
via a dumbbell-tetrahedral type mechanism. 
Radiation-induced segregation to the GB was systematically investigated. First, 
static calculations were performed to determine preferential segregation sites for P 
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atoms near the GB. Three distinct GBs, the E5 (31O)[001J, E41 (910)[001J and E25 
(430)[001J were considered. Several preferential substitutional sites exist for the P 
atoms near the GB plane. The interstitial region in the GB plane was found to be 
the preferred site to host the P atom. These GB interstitial sites were also observed 
to be preferential sites for interstitial Fe atoms which could emanate from a collision 
cascade. Displacement cascades were also performed near the G Bs. The GB region 
was found to act as a strong sink for the interstitial Fe atoms. 
Finally, the Metropolis Monte Carlo (MM C) technique was employed to obtain a 
stable distribution for the P atoms near E5 (31O)[001J GB and in the grain interior. 
The P atoms were primarily located in the third monolayer parallel to the GB plane 
and 16% of the sites on these planes were occupied by P atoms. The system obtained 
by the MMC sampling was then used to investigate radiation-induced intergranular 
segregation of the P atoms. With cascade energies of 1 and 2 keY radiation-produced 
Fe-P mixed interstitials clusters were observed to form but these did not diffuse to 
the GB over picosecond time scales. 
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Chapter 1 
Introd uction 
1.1 Overview 
Mathematical modelling is an essential tool to understand and to solve scientific 
problems. It involves the use of the mathematical language to formulate in a sim-
plified but concise way the behaviour of a physical phenomenon. Frequently the 
problem is shaped in terms of a system of differential equations which is regulated 
by some conservation laws. Normally these equations describe the phenomena on a 
prescribed domain and the accuracy of this description is dependent on the simpli-
fying assumptions made when setting up the model. As such, any solution to the 
system of equations necessarily gives an approximate picture of the phenomena in 
the predefined domain. However, an advantage with a mathematical model is that it 
is often possible to extrapolate these solutions in an unknown regime, which allows 
predictions to be made. Undoubtedly, this adds a new dimension to the scientific 
analysis of the problem. 
Nevertheless, the task of solving model equations is usually a challenging one. This 
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is so because most problems encountered in today's science are increasingly complex 
in nature, and frequently also involve a high degree of non-linearity. Analytical solu-
tions are often difficult and sometimes even impossible to obtain to these problems. 
However, in many cases it is possible to express the model in the form of much simpler 
algebraic equations, using some well-defined numerical algorithms, while preserving 
the main aspects of the model. In this way the original problem is reformulated as 
a computer model, which can then be solved more easily by machine calculations. 
This gives rise to the concept of computer simulation to scientific problems. This 
technique is now well established in the scientific community and its application to 
real-life problems is widespread, e.g for the daily weather forecast. 
Besides a number crunching procedure, the ability to visualise the data in the form 
of powerful three-dimensional plots or in terms of images one could observe in an 
experimental set up, increases significantly the appeal of the computer model for 
problem solving. Indeed, computer visualisation techniques enable for a more detailed 
understanding of the modelled phenomena, which transcends the limits of a laboratory 
experiment. For instance, data generated during machine calculations can be filtered 
to render images of different forms from which different properties of the simulated 
event can be investigated. In a real-life situation several experiments might be needed 
for each such observation made. However, in the 'virtual laboratory' the events can 
be visualised as real-time animations, which are sometimes impossible to capture 
experimentally, especially for events occurring below the temporal resolution of the 
experimental settings. Therefore visualisation tools are extremely useful in scientific 
research. They form an integral part in the study of fine-scale phenomena such as 
the diffusion of atoms on surfaces [1 J and even much larger scale events such as the 
motion of ocean waves [2J. 
Other than the technical advantage, a computer model is also a financially viable 
means of studying a wide range of scientific phenomena. In particular, for industry, 
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where time and material resources are precious commodities, computer models have 
proved to be a very economical tool. In the process of making semiconductor devices 
for instance, several test experiments are conducted in the 'virtual laboratory' . Here, 
the material behaviour under different scenarios are simulated until an optimal design 
is obtained. This reduces the production cost of these materials in the sense that 
laboratory experiments can then be conducted only in a refined zone pre-established 
by the simulations. 
Computer simulation techniques are additionally desirable in areas where laboratory 
experiments can be too large-scale or unsafe to perform. For example, the study of ra-
diation interaction with matter, similar to the processes in the nuclear pressure vessels 
(NPVs), cannot be fully studied in experiments [3]. Such processes can nevertheless 
be simulated on a computer and studied thoroughly for a wide range of conditions 
[3, 4, 5]. These can often include extreme situations which cannot be handled in a 
real experiment. 
The range of problems tractable by computer calculations has often been limited by 
the computing resources at hand. However, with the recent surge of high-performance 
computing systems and also with the more widespread availability of parallel com-
puting facilities several complicated problems can be solved by machine calculations 
in a reasonable amount of time. Presently, highly complicated many-body problems 
such as those involved in planetary motions can readily be simulated and the time 
evolution of celestial bodies can be predicted on supercomputers. 
This wide range of applicability of the computer modelling technique is certainly 
beneficial to most research areas. In particular, it is an invaluable asset in the de-
velopment of technologically important materials. The fabrication of these materials 
demands a profound understanding of material properties on different length and 
time scales which leads to the concept of multi-scale modelling [6]. This comprises of 
a study of the solid from the fundamental levels, involving the study of the electronic 
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and atomic struct ure of the solid and relating information gleaned from there to the 
continuum level, as shown in Fig 1.1. 
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Figure 1.1: Multiscale materials modelling scheme [7]. 
Different models are employed to study the solid at these different levels. Elec-
tronic structure is studied for systems in the scale of a few Angstroms (A), i.e. 
for a small cluster of atoms. The evolution of the electrons describes the bonding 
chemistry between these atoms and this is modelled from first-principles, i.e. using 
Schrodinger's equation. Solving the system of equations in this model normally rep-
resents a formidable task and some assumptions are frequently made to cut down 
the computing effort required in these calculations. First-principle calculations are 
normally employed to study static properties of the material which are obtained by 
computing the total energy of the system. First-principle dynamical calculations can 
also be performed using the so called Car-Parinello molecular dynamics algorithm [8]. 
The application of this technique is however limited to only a few hundred of atoms. 
Atomistic scale simulations can also be performed with Monte Carlo (MC) and classi-
cal molecular dynamics (MD) methods [9, 5]. In these simulations the evolution of a 
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system consisting up to 109 atoms can be investigated with current computing power. 
The Monte Carlo method is a stochastic technique, in which the configurational space 
is sampled and the atomic states are accepted according to a probability distribution 
dependent on the change in configurational energy. In comparison, the classical MD 
technique is purely deterministic and evolves the atomic system according to the laws 
of Newtonian mechanics. Both techniques rely on the concept of an energy functional 
to get the configurational energy and the interatomic forces. At the atomistic level 
the electronic contribution is not explicitly described, but their contribution is of-
ten incorporated in the energy functional using data from first-princi pies calculations 
and/ or the experiments. 
On the microscopic scale the system is treated as a collection of atoms and contin-
uum methods such as the finite element method (FEM) [6] can be employed. These 
models nevertheless require a knowledge of the material at the lower level, which can 
effectively be obtained from the electronic structure and/or atomistic calculations. In 
this way an overlap is established between the modelling techniques at the different 
levels. Even for the continuum level simulations, parameters can be obtained from 
microscopic level calculations [7]. Such a blend between the modelling techniques 
found at the different strata is the essence of the multi-scale modelling strategy. 
The multi-scale modelling approach can be applied to solve materials related problems 
facing the nuclear reactor technology. The embrittlement of NPV ferritic steels is one 
such issue which can benefit from this. Steel embrittlement can be due to two main 
factors; radiation-induced hardening and grain boundary weakening due to solute 
absorption [10, 11, 12]. 
Radiation-induced hardening is directly related to radiation produced micro-features 
in a steel matrix, such as micropores, clusters of displaced atoms and precipitates 
[13, 14]. The plastic behaviour of the steel is altered by the presence of defects in the 
steel, thereby increasing the risk of steel fracture by the brittle mode [15]. In order to 
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assess the impact of the radiation-induced microstructures on steel embrittlement, a 
detailed analysis of the defects both in terms of their geometry and time evolution is 
necessary. The classical MD simulation has commonly been employed to investigate 
these aspects of radiation defects. Such studies have been performed in a pure Fe 
matrix instead of a steel lattice itself because no interatomic potential is available to 
describe the interactions between some of the solute elements in the steel with each 
others and the host Fe atoms. Besides a clearer picture about the morphology of the 
defects and their diffusion behaviour in the Fe matrix [3], the data generated from 
the MD calculations have also enabled the deduction of a more reliable method for 
quantifying radiation damage [4J. 
The evolution of the defects in the lattice is equally critical to evaluate the impact 
of radiation-induced steel ageing. MD simulation is limited to the description of the 
radiation defects within the nano-scale regime, see Fig. 1.1. For an understanding of 
the long-time scale dynamics of the defects more efficient techniques need to employed. 
A variant of the MC technique, known as the kinetic Monte Carlo method (KMC) 
[16, 17J is widely employed for this purpose. Other methods such as the dimer method 
[18J and the temperature-accelerated dynamics (TAD) [19J have also been reported 
for these type of studies. 
The segregation of impurity and alloying elements from the steel's grain to the inter-
face region, such as the grain boundaries (GB's) is another principal cause for NPV 
steel embrittlement. Segregation offoreign elements to the GB's can simply be due to 
equilibrium processes, which is a configurational energy minimisation problem. The 
equilibrium segregation of impurity and alloying elements has widely been studied 
using thermodynamic models [lOJ. The NPV steel components are also subjected to 
non-equilibrium conditions, for example during heat treatment and during neutron 
irradiation. These processes also contribute to the segregation of foreign atoms to 
the GB's [lOJ. Non-equilibrium segregation processes of some impurity and alloying 
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elements has been investigated in experiments [20] and using an extension of the 
equilibrium models [11]. 
Among the segregating elements, some of them can act as GB strengtheners such as 
Band C, whereas others such as H, Sand P are potential GB weakeners [21, 22]. 
For the design of more reliable steels for the NPV vessels or for the development of 
strategies to control the GB segregation of embrittling elements in present reactor 
facilities, it is important to have a clear idea on the evolution of the each segregant in 
the equilibrium and the non-equilibrium regime. Here the interaction of the impurity 
elements with radiation defects and the determination of preferential sites for each of 
them in the GB region is a proper starting point. 
During radiation interaction with the materials there is a production of highly mobile 
defects. In theory these defects can combine with the solutes and subsequently create 
a migration pattern in which the solute is driven to the GB. These processes cannot 
be investigated experimentally because of the spatial and temporal limitation in the 
resolution affordable in the experiment. Also, during the segregation of the solute to 
the GB's, complex events can take place in the lattice, such as site competition and co-
segregation [10], whose exact mechanisms are still unclear and therefore theoretical 
models where these are accounted for can be limited in their description of solute 
segregation to the interface. In the MD simulation no a priori assumptions of these 
mechanisms are made and the interactions of atoms with defects is a pure function of 
the interatomic potential. Thus the MD technique can be employed to study radiation 
damage interaction with the solutes. In this work, we have attempted such a study 
with the aim of investigating the interaction of the P atom with radiation damage, 
from which the nature of radiation-induced diffusion of the P atom can be established. 
P atoms are dangerous surface active elements in steel [23]. Electronic structure cal-
culations have shown that the presence of P atoms in the GB weaken the bonding 
between metal atoms in this region [22]. The degradation of the GB structure due to 
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the P atom is further enhanced by the presence of Cr and M in the GB region [24J. 
The experiments suggest that irradiation event in the NPV enhances the equilibrium 
concentration of P atoms at the GB's [20J. These have been substantiated by theo-
retical investigations based on the solute-drag model [l1J. However, in these studies 
the mechanism by which these P atoms migrate to the GB is not clear. This is never-
theless an important aspect in order to quantify the radiation-induced segregation of 
the P atom to the GB. MD studies have recently been performed in Fe to investigate 
the interaction of CU [25J and er atoms with radiation defects [26J. In these works 
the participation of the solutes in small clusters involving radiation damage has been 
reported. 
The validity of the MD simulations is critically dependent on the interatomic po-
tentials which have been employed. There are some questions related to the use of 
embedded-atom method (EAM) potentials to simulate transition elements such as 
iron because the directional nature of the bond is not properly described within this 
formalism [12J. A potential which gives a more accurate description to the angular 
character of the bond demands an increasingly complicated analytical energy func-
tional form and hence adds up to the computational workload. The new generation of 
computers allow the MD simulations to handle these complex energy potentials with 
greater efficiency. The increasing computing power has also broadened the limits of 
the electronic structure calculations. Presently data on very difficult systems, for 
example involving magnetic materials, can be generated from first-principle calcula-
tions and used in the fitting procedure of the potentials. This procedure is becoming 
a common practice in the field and can prove to be a promising approach for a more 
accurate description to interatomic interactions. In this thesis we have employed two 
recently developed potentials in the simulation of collision cascade in iron. One of 
these potentials give a better account for angular bonding in Fe compared to pre-
viously available potentials for iron [27J. The second model is obtained by a fitting 
procedure using a set of ab-initio data [28J. The radiation process simulated with 
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these two potentials has been compared to radiation simulations with the commonly 
used EAM type potential. This work is important to assess the influence of the 
angular bond description in iron on radiation damage. 
1.2 Layout of thesis 
Radiation processes in iron have been simulated using the classical MD technique. 
The classical MD technique can be employed in the simulation of a wide range of 
atomic scale problems with minor modifications in the algorithm and/or its compo-
nents. In the next chapter we give a general description of the classical MD method-
ology and also describe in detail the main components of the algorithm which are 
necessary for a proper simulation of radiation interaction with a solid. Here we 
present the integration scheme employed to study the evolution of the atoms in the 
lattice. The MD simulations can be very sensitive to the type of boundary conditions 
we impose on the computational box. The boundary conditions are also explained 
in detail in this chapter. Also, in order to simulate the radiation effect at a NPV 
operating temperature, it was necessary to preheat the lattice to the desired temper-
ature. We reserve the last section of the next chapter for a description of the heating 
procedure. 
Interatomic potentials are essential components of every classical MD simulation. 
Several energy functionals were employed to simulate the interactions between an iron 
atom and a phosphorous atom. In Chapter 3 we give a full description of the various 
potential functions used in our simulations. For the collision cascade simulations it is 
important to have a good description of the repulsive part of these potentials. This is 
done using a simple interpolation technique to spline the pair part of the potentials 
to a screened Coulomb potential. The parameters associated with all the potentials 
used are clearly defined in Chapter 3. 
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In chapter 4 we study radiation damage in iron with three different inter atomic poten-
tials. This study is aimed at understanding the sensitivity of radiation damage on the 
choice of the potential function. The energy functionals were first used to calculate 
some important cascade parameters, which we have carefully defined in the method-
ology part of that chapter. We then report the main observations in the displacement 
cascade simulations performed in the energy range of 0.2-2.0 keY. The analysis is 
based mainly on the differences observed in the cascade evolution and the residual 
radiation defects. Key concepts such as vacant sites, interstitial atoms and interstitial 
clusters, are important in this analysis. We explain these terms in detail there. For 
clarity, we also include the algorithmic procedures employed to depict these defects 
in the simulations. 
The effect of P atoms on radiation damage is a crucial issue in the study of radiation-
induced NPV steel embrittlement. We discuss this in the fifth chapter of this thesis. 
The chapter starts with a detailed explanation of the simulation methodology. A 
study of the role of P atoms with radiation defect could be more clearly understood 
if the simulations were compared to similar calculations but performed in a pure iron 
matrix. Both sets of simulations are performed and reported there. In the final part 
of that chapter we also analyse possible migration paths for the P atom assisted by 
the radiation defects. For this part of the study key concepts such as the binding 
energy and the migration barriers were found to be important. 
A study of steel embrittlement is incomplete without the modelling of radiation effects 
near GB's. This study should also incorporate the interaction of impurity atoms 
collectively with radiation defects and the GB. In chapter 6 we examine this problem. 
We set-off by defining some important terms involved in the modelling of the GB's 
and also explain briefly the computational procedure involved. We then report the 
results of some simulations with static calculations to investigate the interaction of 
a P atom with the GB. Such a study gives rise to the possibility of preferential sites 
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for the impurity atoms in the GB region, which is explained in terms of the solute 
segregation energy. We propose a scheme to evaluate this energy. 
Radiation defects emanating from the collision cascade can also occupy favourable 
locations in the GB. Static calculations are performed to determine these favoured 
sites. In order to investigate radiation- induced segregation to the GB an equilibrium 
distribution of the P atoms in the matrix is required. This was achieved through a MC 
type simulation. The fundamental concepts of this procedure are explained in chapter 
6. The resulting distributions were used to study radiation-induced segregation, the 
result of which is reported at the end of the chapter. 
The last chapter is dedicated to the main results arising in the different sections of 
this work. This is put in context with possible future works that could be done for a 
more in-depth understanding of radiation embrittlement of the NPV steel. 
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Chapter 2 
Classical Molecular Dynamics 
2.1 Introduction 
Molecular dynamics (MD) is a computational technique to study the time evolution 
of the atomic structure of materials. It involves the numerical integration of a system 
of coupled-differential equations which model the concerted motion of the atoms. 
Therefore, the reliability of this technique to determine atom trajectories primarily 
depends on the adequacy of the model to describe the atomic motion. 
Ideally, one would like the time-dependent Schrodinger's equation to govern the tem-
poral variation of the atomic coordinates, which leads to an ab-initio description to 
the atomic motions. First principles MD calculations are, however, very computa-
tionally expensive and restricted to the simulation of small clusters consisting of only 
a hundred or so of atoms. The bulk of the computer time in an ab-initio MD calcula-
tion is spent in the treatment of the electronic degrees of freedom. Over the last few 
years, several approaches have been devised to treat more efficiently the electronic 
variables [29, 30], but we are far from simulating systems of thousands of atoms. 
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A more affordable, albeit less accurate, alternative to the first principle model is the 
classical MD model. In the classical MD method, the electrons are not explicitly 
accounted for in describing the path of the atoms. Rather, their contribution is 
incorporated in a mean sense in a classical force field through which the atoms interact 
with each other. The time evolution of the nuclear positions is then determined by 
solving Newton's equation of motion: 
Fi = Mia; (2.1) 
where Fi is the force vector on each point particle i of mass Mi and aj is the accel-
eration of each particle due to the applied force. The acceleration term contains all 
the information about the position of the atom since it is the second time derivative 
of its position vector. 
The classical MD model is much simpler than its quantum counterpart and it only 
needs to treat explicitly the nuclear degrees of freedom. Thus larger system sizes can 
be simulated classically over larger time scales. Presently, ultra-large scale classical 
MD simulations involving as many as 109 atoms corresponding to computational cell 
size of tens of nm have been reported [31, 32]. 
The application of classical MD itself, to investigate atomic level phases can be traced 
back to the late 1950's when it was first used by Alder and Wainwright to describe 
a system of hard spheres [9]. With time and particularly with the advent of high 
performance computing facilities, the scope of classical MD simulations has consider-
ably widened. This has resulted in the application of classical MD simulations to a 
panoply of atomic scale problems occurring in different scientific areas, for instance, 
in the study of complex biological structures like proteins and ligands and in the 
study of several condensed-matter problems arising in physics and chemistry. 
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Classical MD is now a very useful form of simulation to support experiments. It has 
proved instrumental in shedding light on some unclear physical phenomena, like the 
radiation induced diffusion mechanism of defects, which manifest themselves on time 
scales too short to be captured by the experiments [33]. 
It goes without saying that classical MD has its share of limitations as well. The 
validity of the classical force field model used to describe inter-ionic interactions has 
always been an issue of debate. In classical MD, the force field is assumed to be 
conservative and therefore, it can be evaluated by taking the spatial derivative of 
some potential function V, which is a function of the atomic configuration. The 
function V is normally fitted to a limited set of ab-initio and/or empirical data 
obtained from some very specific atomic conformations. As a result, the validity and 
accuracy of the classical MD simulations is hugely dependent on the parameterisation 
of the potential function. Furthermore, electronic effects are not explicitly accounted 
for in the classical MD methodology, which means that MD results, especially at 
sufficiently low temperature where quantum effects are important, are prone to error. 
N evethertheless, the classical MD method remains very useful for the investigation 
of some classes of problems. Radiation cascade simulations falls into this category. 
Atomic collision sequences, which are initiated by the interactions of energetic parti-
cles with matter, can be followed more conveniently by the classical model because 
they develop over timescales of the order of a few femtoseconds and in regions as 
small as a few hundred nanometres, which are as yet beyond the reach of experimen-
tal observations and the ab-initio MD calculations. Radiation damage evolution in 
different materials has been followed using the classical approach by several authors 
[34, 35, 33, 36]. 
In this work, classical MD simulations are employed to simulate the initial phases of 
an energetic cascade in a pure Fe and a mixed Fe-P system. The components of the 
MD simulation relevant to these simulations are presented in the following sections 
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of this chapter. 
2.2 Components of a classical MD simulation 
The primary objective of the classical MD simulation is to integrate numerically 
Newton's equations to describe the coupled motion of a system of N atoms. For a 
structure consisting of a few hundreds of atoms, the demands on computer power are 
not significant. However, in normal MD simulations one deals with systems usually 
consisting of the order of 106 atoms, which requires an optimised implementation of 
the code. 
The architecture of a classical MD code can be schematically represented as shown 
in Fig. 2.1. In the outset, the system we wish to study is set up in a computational 
box. The boundary conditions and the initial conditions are then identified. At this 
stage, the potential energy and the forces on each particle can be evaluated. This is 
done efficiently through the implementation of a neighbour list, which is discussed in 
section 2.2.2. 
The lattice relaxation procedure is normally applied when the initial atomic config-
uration is not in equilibrium and a stable reference structure is desired. For finite 
temperature simulations, the lattice is often coupled to a thermal bath, which ends 
up heating the system through a conduction process. 
Finally, the atomic coordinates are integrated in time with an appropriate numerical 
integrator. The choice of the numerical algorithm is critical for collision cascade 
events, which are of primary interest here. In the coming sections the integration 
scheme employed in this work is discussed. All the classical MD components form 
an integral part in our simulations. Accordingly, some sections in this chapter are 
devoted to their description. 
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Initialisation: 
Read in (a) Elements in the system. 
(b) position of atoms. 
(c) velocity components. 
Construct neighbour list for each atom. 
Evaluate potential energy. 
Evaluate forces on each atom . 
................................... 1 .................................. . 
Optional processes: System relaxation 
System heating 
··································r··················· .............. . 
System evolution 
a) Integrate equation of motion. 
b) produce output. 
c) End simulation on user defined condition. 
Figure 2.1: A schematic representation a typical MD procedure to determine the time 
evolution of an N -body problem. 
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2.2.1 Boundary conditions 
Periodic boundary conditions (PBC's) are helpful in reducing surface effects when 
they are unphysical in the simulation. The implementation of the PBC's consist in 
creating an infinite, albeit artificial, replication of the simulation box normal to the 
surface we wish to 'eliminate'. Therefore, in this direction a continuum is simulated, 
which removes any surface effects in the bulk. 
The replicated cell, by definition, contains the same process that is taking place in 
the MD cell. It then follows that any particle which departs from one of the periodic 
edges re-enters the MD cell in the laterally opposite direction. These two concepts 
underlying the application of PBC's in MD simulations are illustrated in Fig. 2.2. 
In the MD code, the mechanism of bringing back a departing atom, i, with position 
vector r i is implemented as follows for a computational box having a dimension vector 
1= (lx,ly,lz)T, 
rf = { ri + I"· int(l - rill") if ri < 0 
r" - I" . int(r"ll") if r" > I" t t t -
(2.2) 
ri and I" represent the x,y,z components of the vectors ri and I respectively. 
In our computer experiments, periodic boundary conditions were found to be useful 
and were employed whenever appropriate. For collision cascade simulations in the 
bulk, we have employed PBC's in all the cartesian dimensions. This choice is moti-
vated by the fact that several parameters in the cascade simulations are sensitive to 
surface effects, so it was found appropriate to embed the whole MD cell in a contin-
uum. Moreover, some test calculations revealed that with PBC's in all dimensions 
the simulations could be run in a much smaller system size as compared to having 
free edges. We illustrate this here by computing the vacancy formation energy, Et in 
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Figure 2.2: P13C 's (!1'e applie{l /w'e to a sqUCIre MD cell in the x and y direc tions. 
The cell replication embeds the MD cell in a bulk, thereby 'eliminating' the sUljace 
effects. The number of particles in the MD cell is conserved throughout the simulation; 
outgoing atoms (indicated with the arrow) being forced back in the cell in the laterally 
OPIJosite diTection. 
a n Fe lattice, which is t he amoun t of energy required to extract an iron atom from a 
perfect Fe laW . The Fe maLri x wa fiL ted with a combination of free a nd periodic 
BCs. In Fig. 2.3, Et is shown to converge to Lhe known value of 1.70 e V [37], with 
a system conta ini ng as few as 250 atoms when we have 3D PBC. In t he presence 
of the free surface s ignificant boundary effects a r fe lt in the bu lk a nd a. propel' con-
vergence of Et wou ld require a.t leasL 9 26 Fe atom (50 },3) in the computat ional box. 
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__ pbc in x, y and ~ 
......... pbc in x and y onl y 
.......... pbc in xonly 
........ r rcc boundari es 
1.65 L---'_ --'--,,----'--'-,----'--,,----'--'_-'---'--''-:---'---'--,-'-:---L.J 
1368 2736 41 04 5472 6840 8208 9576 
Number oJatoms in MD cell 
Figure 2.3: Surface effects on the vacancy formation energy is demonstmted here. For 
a system with 3D PEC, conve7-gence to the formation energy (1.70 e V) is achieved 
with a matrix containing only 250 Fe atoms. Convergence is much slower with systems 
with at least one free surface. 
It should be emphas ised here t hat the need for having PBC(s) shou ld be dictated 
primarily by the nat ure of t he problem being invest igated . In some cases, like in t h 
stud ies we have performed on the grain boundari es, it is preferable to use PBC wit h 
a combination of ot her boundary constraints. In thi s wo rk , we have pe illed these 
a lternative edge cond it ions wh never t hey have been employed in t he simulat ion. 
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2.2.2 N eighbour Lists 
The evaluation of inLernuclear forces is the most expensive set of operat ions in an 
MD simulation and consumes up to 90% of t h ep t ime [38]. T he computational 
workload is largely dom inated by t he evaluaLion of complicated funct ions descri bi ng 
t he N -body interactions. 
In the case t hat t he force fi eld is short ranged , t he in tera t ion b Lween atoms decay 
rapidly wit h separation and only those pairs which a re fou nd wiLhin some cut-off 
radius Tc effectively cont ribu te to the interactomic forces. Therefore. for each atom i 
in t he system, a li st of neighbours contai ning a ll atoms wiLhin a radius Tc of i, can be 
created and only t he interaction of i with it neighbours evaluated at each MD step. 
When creat ing the neighbour li st a di stance checking proced ure is requ ired . T his 
procedure scales quadratically with system size and therefo re reduces the effi cien y 
of t he neighbour list. Moreover. in a dynamical MD simulaLion t he neighbours to 
each atom keep cha nging with t ime, calling for an update of t he neighbour list at 
each MD step. In [9 , 38] several approaches, such as t he ce ll st ructures and t he linked 
list methods are proposed to circumvent t hese compu tat ionally prohibiLi ve operat ions. 
Most of these methods have been stud ied in t he context of large scale NI D simul at ions 
in [3 ]. 
The Verlet neighbour list is proposed to avoid refillin g t he neighbour list at each t ime 
step. In t hi s method , a skin of thickne s 01' is added to t he original cut-off radius. 
rc, as hown in Fig 2.4. The neighbour list fo r each atom is t hen taken to consist of 
a toms which are within t he spheri ca l region of radius Tc+OT. During t he sim ul at ion , 
the displacement incurred by a ll t he atoms a re monitored and the two maximum dis-
placements at each ti me step are added to an accumulaLor. When t he accumulator 
has exceeded t he skin t hickne s, it is zeroed and the neighbour li st is updated . With 
this approach it is ensured tha.t t he neighbour list i updated only when new neigh-
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bours have entered t he interact ion region defined by re. 
Figure 2.4: The Vel"let neighbour list considers an extended list oJ neighbours at each 
construction. The skin Or enables update oJ the neighbour list only when new elements 
enter the cutoff region oJ i. 
In this t hesis the Verlet neighbour list with Or = 0.3 A, is employed in conjuction 
wit h t h linked li t method fo r t he neighbour search. A detail ed desc ript ion of t he 
linked list method can be found in [9] . In bri ef, in t he li nked li st method the MD cell 
is part it ioned into cubical regions, referred to as subcells each of length l = 1'e+Or. 
With thi s choice for l , t he search for neighbours fo r each atom in a subcell should 
be restricted to t hat subcell itse lf and t he rema ining 26 sui ce ll surrounding it. This 
amounts to a neighbour search a lgori thm of O(N) , where N i the number of a toms 
in the system. 
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2.2.3 The Verlet Algorithm 
A numerical t reatm nt to Newton's equat ion is possible t hrough several finite d ir-
ference schemes covered in the literature [9, 39]. T he most a ppropr iate ones a re 
those which offer a good bala nce between numerical accuracy and speed of execution. 
For many part icle problems the numerical scheme a lso needs to be undemanding in 
terms or memory storage. Th is is part icularly important in MD simulations where 
3N memory allocations a re required simply to store t he spatial coord inates. 
In order to ad vance the po it ion or the atoms. any chosen integration rout ine neces-
sarily ha to evaluat t h rorce at each t ime step. In order to minimise these costly 
operations, it is desirable tha t t he method remains sta ble ror a rat her la rge choice of 
the integra tion t ime steps (~ 1 fs). 
T he velocity-Verlet a lgori t hm [40] fi ts t hese cond it ions nicely and has been employed 
here to integrate t he classical equation of mot ion. Other numerical schemes, like 
the four th order Runge-Kutta method and t he Verlet I ap-frog algorit hm are also 
common in MD simulat ions. However, the velocity-Verlet was specifically design d 
for MD simulations a nd has energy conserving propert ies. 
In t he velocity-Verlet algori t hm the posit ion of a part i le, rill) at a t ime st p I, IS 
advanced accord ing to Eq. (2.3). 
at2 F (t) 
r ·(t + at) = r ·(t) + at· v ·(t) + - . -'-
, , • 2 ,),/
i 
where Fi(t ) is t he force on atom i at t ime I and Mi is the mass of the a tom. 
(2.3) 
T he velocity of the part icle, given by vi(l) at a t ime I, is computed as per equat ion 
(2.4) . 
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bt 
Vi(t + 8l ) = vi(i ) + - ,r . [Fi(t ) + Fi(i + bt )l 
2Mi 
(24) 
Barring t he first integrat ion t ime step, at each subsequent t ime step only one force 
evaluation is needed wit h t hi s algori t hm. 
2.2 .4 System r elaxation 
T he mat rix with which we sta rt an MD simulation is normally bui lt with sta nda rd 
rout ines independent of the MD code itselr. If t he confi gurat ion we have const ructed 
contains cryst a llographic defect of some sort . the I' ult ing structur will probably 
correspond to an unstable state on the potentia l energy surface. tart ing a n MD 
simulation with t his non-equ ili briu m st ructu re could lead to un physical end resul ts . 
For this reason , MD simulations are prefera bly performed on initially stable configu-
rations. 
Obtaini ng t he stable atomic posit ions from t he ini t ial lattice is an energy minim isat ion 
problem which can be solved using stat ic optimisation techniques such as the steep-
est descent or t he conjugate gradient (CG ) m t hod. In these met hods, t he spatial 
coord inates of each atom in the i\llD cell are systematically adjusted unt il we reach 
a state wit h a vanishing resul tant force. Alternatively, a more physical a pproach, 
namely damped MD , can be adopted to obtain a stable atom ic confi guration . Here 
the system is brought to a stable state by applying a scaling facto r to the motion of 
the atoms, which effect ively mimi s kinet ic energy loss to the medi um. 
It was frequent ly requ ired to quench our syst em to a n equi librium state. We have 
employed the damped YID a nd the CG methods for t hi s purpose. The former was 
resorted to, when t he system at hand was Fa r From a n eq uilibrium posit ion, whereas 
the latt I' wa found to be more appropriate to relax systems close to a local min imum . 
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Damped MD 
In the da mped MD we assume that t he constructed st ructu re oscilla tes inside a basin 
on t he potent ial nergy surface as shown in Fig. 2.5. By damping out systematically 
these osc illations, t hat is by minimising the kinet ic energy of t he system. a ' frozen' 
atom ic configurat ion olTesponding to t he mini mum of t h basin can be obtained . 
l Tnslahlc slnlclurc 
• 
simulation lime 
Slructurc O!\cil lal ing 
in potential well 
Frozen slruclurc 
Figure 2.5: Schematic repn:sentation oJ the dam/led MD procedure to obtain an equi-
librium structure. 
Energy removal in t he damped MD m thod i accomplished u. ing t he Lindhard , 
Sharff and Schi!/ltt inelastic energy loss model [41, 42], accord ing to which the kinetic 
energy of each part icle is transferred to elect ronic excitation at a rate proportional to 
its velocity, i.e 
dEk 2k 
-- - --v· dt - Mi ' 
(2.5) 
where Mi is the mass and Vi t he velocity of the part icle, i. k is a d amping coeffi cient. 
which is evaluated according to [42]. 
The rate at which t he configurational energy converges to a local mini mum can be 
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optimised by choosing an appropriate velocity scaling factor. However, it was found 
that the optimum scaling factor is sensitive to the structure being quenched. For 
instance, for a lattice containing point defects, e.g a missing lattice atom, the optimum 
scaling coefficient for Fe is k = 37.0 eV kg/A, whereas for structures containing 
interfaces it was calculated to vary between 2.0 - 14.0 eV kg/A. We settled for a 
scaling factor of 2.0 eV kg/ A with which the quenching procedure was accomplished 
in reasonable time. We point out here that the damped MD method with k = 2.0 eV 
kg/ A is at least twice as fast as the conjugate gradient method, for the relaxation of 
interfaces. 
Conjugate Gradient Method 
The damped MD technique is an efficient way to obtain a metastable atomic structure 
which is initially far from the local minimum. In cases where the atomic configuration 
is already close to the local minimum on the potential energy surface, an optimum 
scaling factor dependent on the structure is needed to achieve fast convergence to 
the minimum. This scaling factor is difficult to calculate and for these situations the 
conjugate gradient (CG) method is often a better optimisation option. 
The CG method is an iterative technique. It assumes that the objective function 
(here the potential energy function V) can be approximated by a quadratic form at 
a point P on the surface by 
V(r) = V(P) - V'V(P) + rTHr. (2.6) 
where r is the position vector of the atoms and H is the Hessian matrix. 
Since we apply the CG method close to a minimum on the potential energy surface 
(which is smooth), a quadratic approximation is justified here. 
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The search for the minimum on the potential energy surface is started from an ar-
bitrary point, say ra, which is a vector of dimension 3N, storing the x, y and z 
coordinates of the N atoms making the structure. In general at ra, the system is not 
in equilibrium and the search for a stable configuration is started from there along a 
search direction hi which is generated iteratively using 
(2.7) 
where 'Yi is a scalar. The updated positions, ri+l of the atoms after each iteration is 
then given by 
(2.8) 
Here eti is a step length whose size is chosen so as to minimise the potential energy 
function, V(r), along hi. eti can be computed by interpolation or by any linear min-
imisation approach, e.g using the bisection method or the Brent's extremum search 
algorithm [39]. In these algorithms it is fundamental to bracket the minimum in the 
outset. This is achieved here through a golden search method [39]. The value of eti 
which minimises V along hi+! is then computed using Brent's algorithm. 
For i = 0, a natural choice for the search direction is along the vector of steepest 
descent, i.e. ha = -'VV(ra). Indeed, in the steepest descent method for all subsequent 
iterations, the search direction is chosen along the direction of steepest descent (i.e. 
'Yi = 0). This is known to slow down the convergence towards the minimum. On 
the other hand, in the CC method 'Yi is effectively chosen so as to deflect the search 
direction away from the direction of steepest descent. The optimum value for the 
deflection parameter is one which satisfies the conjugacy condition 
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hrHhi = 0, for all, k < i (2.9) 
Several schemes can be employed to generate the value of 'Yi which preserve conjugacy 
between the search directions, of which the Polak-Ribiere scheme is frequently used 
for atomistic problems. Here, 'Yi is computed as 
where X; = \7V(rH1) and gi 
(i + 1 )th iteration step .. 
(X; + gi, X;) 
(gi' gi) (2.10) 
-X; and rH1 is the position of the atoms at the 
The complete CG algorithm is shown in Fig. 2.6. The search for the minimum termi-
nates when the forces in the system are negligible (corresponding to an equilibrium 
state). In this work, the tolerance, E, on the components of the force was set to be 
10-4 A/fs2• During the search procedure the gradient of the potential is required. 
Since this is readily available in the MD calculations, there is no additional cost for 
that operation. 
2.2.5 System heating 
Many of the atomic events we simulate depend critically on the temperature of the 
system and often it is desired to compare some parameters of the simulations to those 
observable obtained from experiments which are conducted at some finite tempera-
ture. For these reasons, in computer simulations of atomic systems, lattice heating 
to some finite temperature is important. 
In an MD simulation the temperature effects are incorporated by simulating the 
random atomic vibrations, the so called Brownian motion, which takes place in a hot 
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Store initial coordinates in r 0 
Set i = 0 ;Set Xo = - VV(ro) 
Set g" = xo; Set ho = Xo 
Find a which minimises 
V( r j + ax i> (use B rent's method) 
Set rj+1 = rj + aXj 
if IIVV(r,+,)lloo< E, stop 
Set Xj = V V(rj+ 1) 
Vi = V(rj+1) 
Compute y = <Xi + gj,Xj>I<gi,gi> 
Set gj+1 = -xi 
! 
Set hj+1 = gj+1+ yhj 
Set Xj+1 = hj+1 
~ 
Seti = i + 1 
Figure 2.6: The conjugate gradient algorithm to obtain a local minimum on the po-
tential energy surface. 
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lattice. These stochastic motions are initiated by assigning to each atom, velocity 
components drawn randomly from a Maxwell-Boltzmann distribution for a targetted 
temperature, Td• The system should then be left to thermalise to Td , by coupling 
it to a heat regulator. The Nose-Hoover thermostat [40, 43] is commonly used to 
equilibrate the lattice to the right temperature. 
In this model some substrate atoms are connected to a thermal bath of temperature, 
Td • The equation of motions of the thermostat atoms are then modified according to 
Md?ri = F _ (dri 
• dt2 dt (2.11) 
which describes thermal type collisions of the thermostat atoms with particles in the 
heat bath. The term ( acts as a friction coefficient satisfying 
(2.12) 
( can be obtained by integrating Eq. 2.12 numerically. When ( is negative heat is 
injected in the system and when ( is positive it acts as a pure frictional term and 
drives out the excess heat from the substrate into the heat bath. Vi is the velocity 
component of the atom i. Q is a coupling constant between the heat bath and the 
substrate. As proposed by Nose, [43] Q is normally taken to be 3NkbTd , where the 
factor kb, which also appears in Eq. 2.12, is the Boltzmann constant. 
We have employed the Nose-Hoover method to equilibrate our lattice to the desired 
temperature. The equilibration time was usually chosen between 20-30 ps. 
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Chapter 3 
Interatomic Potentials 
3.1 Introduction 
An interatomic potential is a scalar-valued function which models the complex inter-
actions which exist in an atomic ensemble. In a classical MD simulation the potential 
function is an indispensable component for two main reasons. First, it relates any 
atomic configuration it encounters in the MD cell to its total potential energy value, 
from which most properties of the atomic ensemble can be determined. Secondly, it 
allows the dynamical simulation of the atoms in the MD cell since the conservative 
forces which bind the atoms together are obtainable from the spatial derivative of 
the potential function. In other words, the Cl< component of force, Ft,,, on a classical 
atom i, embedded in the potential field E(rb r2, ... ,rN) of an ensemble of N atoms 
is given by 
Fi,a = (3.1) 
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where ri , i = 1(I)N is the position vector of the atom i in the configurational space. 
In describing a system of N atoms the energy functional can be viewed as a 3N 
coordinated hypersurface in the 3N dimensional Euclidean space. The shape of the 
potential surface is a function of the chemical composition of our material and the 
atomic positions. For the purpose of MD calculations the potential surface is often 
calibrated to only a limited set ab-initio and/or experimental data, which means that 
the model is suitable only strictly, for a narrow range of problems. 
In the literature many potential functions have been proposed to model the inter-
atomic interactions in a perfect a-Fe lattice [44, 45, 46, 47, 48]. In the earlier models 
[49,50,51]' the energy contribution of a neighbour atom j of an element i used to be 
described through an energy function U( rij) depending only on the scalar distance 
rij between pair of atoms. The energy, Ei of a lattice atom i was then taken as the 
sum of the pair interactions between i and all its neighbours j, i. e. 
(3.2) 
The prefactor in Eq. (3.2) is included so that the bond energy is equally shared 
between atoms i and j. In the literature, the potential function U(rij) is often referred 
to as a pair or a two-body potential. 
Pair potentials give a reasonable picture of the bonding between closed shell elements. 
However, they are inadequate to model metallic systems. For instance, the pair 
potential model predicts a linear dependence of the cohesive energy (energy per lattice 
atom) on the coordination number in metallic solids, which is contrary to the non-
linear dependence reported, for example in [50]. Moreover, the vacancy formation 
energy in metals, which is an important cascade parameter, is grossly overestimated 
by pair potentials [49, 50]. 
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In the early 1980s an improved energy description for metallic systems became possi-
ble with the development of many-body potentials. Notable among these methods are 
the Embedded Atom Method (EAM) of Daw and Baskes [52] and the Finnis-SincIair 
potentials (FS) [53]. Within these formalisms the cohesive energy of an atom i is 
given in terms of a pair term <P(rij) and a many-body term F(Pi) as stipulated below, 
(3.3) 
The many-body term has a different interpretation in the EAM and FS formalisms. 
In the former it represents the quantum mechanical energy required to embed the 
atom i into a homogeneous electron gas of density Pi. In the FS methodology, F(Pi) 
is derived from the second-moment approximation in the tight-binding theory and 
is a description of the band energy in metals. Nevertheless, in both methods the Pi 
term can be interpreted as a measure of the total electron density at the site i and 
it is approximated by the linear superposition of the near-neighbour electron density 
contributions, p(rij) [53]: 
Pi = LP(rij) 
ioh 
(3.4) 
Iron potentials based on the EAM or the FS potential give a much better estimate of 
defect formation energies as compared to pair potentials. They have been extensively 
employed in collision cascade simulations and in the modelling of interfaces in Q-Fe 
[7]. In this work, the Fe-Fe interactions have been modelled mainly using the Ackland 
potential [37] which is based on the FS formalism. 
We should point out here that the many-body approach described above does not 
cater for directional bonding which is inherent in many metals and semiconductors. 
Therefore, its application to transition metals where the atomic bonding sometimes 
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has a strong angular character, is questionable. Recently, this missing angular contri-
bution has been included in the so called second-nearest neighbour modified embedded 
atom method (2NN MEAM) [27], which has been parameterised for a number of bcc 
metals, including a-Fe. We have employed the 2NN MEAM in a set of simulations 
to investigate the influence of the angular term on radiation damage and also on the 
energetics of radiation defects near grain boundaries in a bcc Fe crystal. 
Interactions involving Fe and P atoms have received considerably less attention in the 
literature. Until recently only a two-body Morse potential was available to describe 
the Fe-P and P-P type interactions. These potentials have been employed in the study 
of the energetics of P atoms in an iron matrix and to investigate the segregation of 
P atoms to grain boundaries in a-Fe [54, 55]. We have employed these pair models 
to describe Fe-P and P-P bonding in our simulations. 
Lately, an EAM model for Fe-P and P-P bonding and a newer version of the Fe-Fe 
interactions has been proposed by Ackland et al. [28]. Besides the usual configura-
tional information used in a typical potential fitting procedure, ab-initio forces have 
been fitted for a more accurate description to the interactomic interactions. In this 
work, we have employed this potential on a comparative basis to simulate collision 
cascades in a pure Fe lattice and also to investigate the energetics of P defects in an 
Fe lattice. 
For collision cascade simulations the pair part of the potentials needs to be stiff enough 
to describe the close range ion-ion interactions which occur in the initial phases of the 
cascade. The interactions in this regime are well accounted for by repulsive models 
like the MoW~re potential [56] and the screened Coulomb potential of Ziegler, Biersack 
and Littmark (ZBL) [57]. In this work we have matched the pair part of our potentials 
to the ZBL potential. The matching procedure is explained in the next section. The 
rest of this chapter is devoted to a detailed description of the interatomic potential 
models we have employed in this work. 
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3.2 ZBL potential 
The energy functions proposed in the literature usually come with a soft two-body 
part which is inadequate to describe the short-distance nuclei-nuclei interactions. 
Such close range interatomic interactions are frequent in the initial stages of an ener-
getic event, for example in a collision cascade. It is common practice to describe the 
atom-atom interactions in this regime by the ZBL potential. This approach has been 
adopted here and we have used a simple interpolation technique to match the two-
body part of our potential functions to the ZBL potential. The matching function, 
s(rij) which is a function of the interatomic distance rij between the atoms i and 
j, was chosen so that it was free of any 'wiggles' in the spline region. Additionally, 
it was ensured that s(rij) was continuous in the first and second derivatives at the 
matching nodes Xl and X2' Thus, the pair part of our potentials has a general form 
U.(rij) as illustrated in Fig. 3.1 and Eq. (3.5). 
</>(rij) if rij :::: x!, 
Us(rij) = s (rij) if Xl < rij < X2, (3.5) 
U(rij) if rij ~ X2· 
The interactions between two atoms located at very short distances is essentially 
Coulombic and at greater distances the electron clouds screen the nuclei from each 
other. The ZBL potential formulates this idea by describing the close encounter 
between two elements of atomic numbers Zi and Zj at a distance rij of each other as 
(3.6) 
where the e is the electronic charge and EO is the permittivity of free space. X is a 
screening function given by 
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j Ullctioll 
_~ZBL 
matchillg j Ullctio ll 
r " y 
Figure 3.1: The original pair part of the potential is matched smoothly to the ZBL 
potential by mean of a matching function. ri; is the interatomic separation between 
atom i and j. 
x (y) = 0.1818 exp( -3.2y) + 0.5099 exp( - 0.9423y) 
+0.2 02exp( - 0.4029y ) + 0.020817 exp( - 0.2016y) , (3.7) 
and the screening length as is defined in terms of the atomic numbers Zi and Z; a nd 
the Bohr radius, ab as follows 
1 
as = 0.88534ab (Zi 2/ 3 + Z//3) -2 (3.8) 
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3.3 Ackland Fe potential 
The many-body Ackland potential has the general form as described by Eq. (3.3). It 
was designed specifically to study radiation damage in bcc Fe and in Fe-eu systems 
[37]. The potential has been fitted to various element properties including the lattice 
parameter aa, the elastic constants, the cohesive energy of a-iron and to the unre-
laxed vacancy formation energy. It was found to match closely the Rose equation of 
state and predicted to a reasonable degree of accuracy some important cascade pa-
rameters such as the point defect formation energies and the threshold energies. The 
various components of the Ackland potential are described below and the associated 
parameters are given in tables 3.1 and 3.2. 
The function matching the ZBL potential to the pair part of the Ackland potential 
is given as 
(3.9) 
where the Ak's are fitting constants. 
The pair part of the Ackland potential itself is described in terms of the Heaviside 
function, H and the fitting coefficients Bk as follows; 
6 
<I>(rij) = L BkH(rk - rij)(rk - rij)3. 
k=l 
(3.10) 
To evaluate the embedding part of the potential Eq. 3.4 is used. The pair term 
needed to compute the expression is given by 
2 
p(Tij) = L CkH(Rk - rij)(Rk - rij)3. (3.11) 
k=l 
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Here Ck and Rk are fitting parameters. Finally, the embedding function of the po-
tential takes the following form, 
F(Pi) = Viii (3.12) 
k 1 2 3 4 5 6 
Ak 27.969534 -86.533636 138.72830 -112.79813 44.003250 -6.5986726 
Bk -36.559853 62.416005 -13.155649 -2.721376 8.761986 100.00000 
rk 1.180000 1.150000 1.080000 0.9900000 0.9300000 0.8660250 
Xk 0.850000 1.850000 
Table 3.1: Parameters for the pair part of the Ackland potential for iron. The Ak, Bk 
and rk terms are given in the units of Ak-l, e Vao3 and ao respectively. ao was taken 
to be 2.8665 A. The Xk 's, which are the splining points, are given in the units of A. 
k 1 2 
Ck 72.868366 -100.944815 
Rk 1. 3000000 1. 20000000 
Table 3.2: Parameters for the many body part of the Ackland potential. The Ck and 
Rk terms are given in the units of ao. 
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3.4 2NN MEAM potential for Fe 
The EAM type potentials give a poor description of the directional bonding which 
exists in transition metals and some semi-conductors because the electronic contribu-
tions are only incorporated in a mean sense. Recently, Baskes et al. proposed a set 
of modified-embedded atom (MEAM) [58] potential in order to correct this anomaly 
in the EAM model for covalently bonded solids. An angular dependent term was 
included in the host electron density to account properly for the bond-bending forces. 
However, this new formulation of the EAM still had some severe shortcomings in 
modelling bcc materials. For instance, in a MD study [27] it predicted a more stable 
structure than the bcc for some bcc metals (Fe, Cr, Mo etc.). 
It was later realised that the MEAM only considered first nearest-neighbour inter-
actions in describing the total energy of bcc materials. However, in bcc solids the 
second-nearest neighbour distance is larger than the first nearest-neighbour distance 
by only about 15%. Therefore, the second-nearest neighbour interactions in the bcc 
materials are non-negligible. 
In addition to an angular-dependent term, the second-nearest neighbour contributions 
were added in the 2NN MEAM model [27]. This new energy functional was found 
to give an improved description to many bcc transition metals properties, including 
those associated with an iron lattice. 
In the 2NN MEAM formalism the cohesive energy of an atom is still given by the 
general form described in Eq. 3.3. Here the embedding term F (Pi) of an atom i is 
given by 
F(Pi) = AEc~ln ~ , P (p.) 
po Po 
(3.13) 
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where A is an adjustable parameter, Ec is the sublimation energy and Po is the 
background electron density for the reference structure, which in our case is the bcc 
Fe lattice. The logarithmic form for the embedding energy was found to give the 
correct coordination dependence between bond length and bond energy [59]. 
In the 2NN MEAM the total electron density term Pi, associated with an atom i, is 
composed not only of a spherically symmetric partial electron density contributions 
plO) but also of some angular dependent terms p;l), p?) and p;3). The partial elec-
tron density terms are expressed as a function of nearest-neighbour separation rij as 
described below. 
(3.14) 
(3.15) 
(3.16) 
(3.17) 
In the above equations, rij is the Cl< (x, y, z) component of the distance vector be-
tween atoms j and i. Pj(h) is the atomic electron density and is assumed to decay 
exponentially with increasing interatomic separation; 
(3.18) 
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in which {3(h) are adjustable decay constants and Re is the nearest-neighbour distance 
in the reference structure. 
The total electron density at the atom site i can then be calculated in terms of the 
partial electron densities as follows, 
(3.19) 
where 
3 ( (h))2 
f = "" t(h) Pi L.J • (0) , 
h=! Pi 
(3.20) 
and 
G(f) _ 2 
- 1+ exp (-f)" (3.21) 
the t;h) terms are adjustable parameters. 
In a solid, the interactions between atom i and j is screened by their surrounding 
neighbours. The amount of screening of a neighbour k on the i-j bond is determined 
by a geometrical construction. In this scheme, an ellipse is first constructed passing 
simultaneously through the atoms i, j and k with the i-j bond acting as the minor 
axis, as shown in Fig 3.2. By this construction the ellipse lies on a plane on which its 
minor and the major axes of can be viewed as a two dimensional frame of reference. 
Taking the minor and major axes as the x and the y axis respectively, the equation 
of the ellipse passing through the sites of atom i , j and k can be written as 
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Partial screening 
->-~Toral screenillg 
j 
III 
No screenillg 
Figure 3.2: Geometric scheme for calculating the sC1'eening factor associated with the 
neighbour atoms. Neighbours (k) of atoms i and j 'in 1'egion J IJartiaLiy screen the i- j 
bond. A k atom in the region J I completely screens the i - j interaction whe1'eas one 
in the Tegion IJI does not influence the bond, 
x2 + !"y2 = (~ 1' ) 2 G 2'J ' (3.22) 
where t he parameter G determines the unique elli pt ical path which pas es th rough 
each neighbour k of atom i a nd j and can be calcu lated using the equation given 
below. 
c = 2(Xik + X kj) - (X ik - Xkj)2 - 1 
] -(Xik- X kj)2 ' (3.23) 
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where X"k = (rik)2 and Xk" = (rki)2. ~ Tij J Tij 
During the parameterisation of the potential, two elliptic paths are chosen correspond-
ing to a value of Cmax and Cmin (see Fig 3.2), to define the regions within which a 
neighbour atom, k can possibly shield the i-j interaction. The screening extent, Sikj 
of the k atom in this region is measured using a smooth function le. 
( C- Cmin ) Sikj=le 0 -0" ' 
max mtn 
(3.24) 
where 
(3.25) 
0, if 1] ::; 1. 
The total screening factor Sij on the i-j bond due to all the neighbours is then 
evaluated as 
Sij = IT Sikj 
k=li,j 
(3.26) 
The screening term is applied to the atomic electron density, Eq. (3.18) and the pair 
potential during the computation. In addition to that, their range is also adjusted 
with a radial cutoff function given by le [(re - r)j .6.r] where re is the cutoff distance 
(4 A) and .6.r = 0.1. 
The pair part of the potential itself is derived from Rose et al. universal equation of 
state [60]. Rose's equation expresses the energy of an atom in the reference structure, 
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which is subject to a uniform expansion or contraction, as a function of nearest-
neighbour separation R in the following way, 
(3.27) 
where 
(3.28) 
and 
_J9BO 
0<- E' 
c 
(3.29) 
In the above equation, B is the bulk modulus and 0 is the atomic volume which is 
~ A T for a bcc Fe lattice. The lattice parameter ao is taken to be 2.8665 for the bcc 
Fe lattice. 
Now, in the 2NN MEAM the cohesive energy of an iron atom in the reference structure 
is taken to be 
(3.30) 
where Z; = 8 and Z~ = 6 are the number of first and second nearest-neighbours 
for an iron atom in the bcc crystal. a is the ratio of the second nearest-neighbour 
distance and the first nearest-neighbour distance (R), which works out to be :/J for 
an (t-Fe matrix. S is the screening on second nearest neighbour interactions due to 
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the first nearest-neighbours. For an isotropic contraction or expansion of the solid it 
is a constant. 
We also note that for a reference structure the terms pin), n = 1,2,3 are all zero by 
the symmetry property of the bcc lattice and that the background electron density 
about any atom can be written simply as 
(3.31) 
The pair part can be worked out from Eq. (3.30) by letting 1j;(R) = !!j</>(R) + 
¥</>(aR). This gives an implicit relation from which we can write down the two-
body part of the 2NN MEAM as 
(3.32) 
The infinite series in Eq (3.32) is absolutely convergent and for the purpose of MD 
calculations it was found sufficient to consider only 25 terms in the series. In Fig 3.3 
the functions 1j;(R) and </>(R) are plotted to demonstrate the influence of the series 
on the shape of the pair part of the potential. The parameters associated with the 
2NN MEAM potential for bcc Fe are summarised in table 3.3. 
B s 
4.29 2.48 1.67 0.57 3.67 1.0 1.0 1.0 2.9 1.0 -8.5 2.80 0.16 0.9345 
Table 3.3: Parameters for the pair part of the 2NN MEAM potential for iron. The 
units of the sublimation energy Ec, the equilibrium nearest-neighbour distance Re and 
the bulk modulus, B, are e V, A and 1012 dyn/cm2 respectively. 
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Figure 3.3: The pair part oJ the 2NN MEAM as Junction oJ intemtomic sepamtion is 
hown with (black curve) and without (red cUT1ie) the infinite series. 
For coll is ion ca cade simulations the two-body part or t he 2NN MEAM was matched 
to the ZBL potentia l as di scussed in section 3.2 using a matching fun ction 
(3.33) 
where r is t he interatomic separation. The parameters of the matching funct ion a nd 
t he match ing nodes are tab ulated in tab le 3.4. 
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Aa A5 
0.85 1.80 9.41 -5.74 4.69 -8.57 6.78 -1.78 
Table 3.4: The Ak's, k = 0(1)5 are in the units of A-k, whereas X2 and X2 are given 
in A. 
3.5 Morse potential for Fe-P and P-P interactions. 
Interatomic potentials for the Fe-P and P-P interactions are not widely available in 
the literature. At the time this work began only a Morse type pair potential was 
available to model these interactions. The compound potentials have been employed 
in some previous work related to the study of the energetics of P atoms in bcc Fe 
[54, 55]. In these studies the Fe-Fe interactions was also described using a Morse 
pairwise model. 
In a Morse pair description, a molecule consisting of two atoms (i and j) is held in 
place by a repulsive and an attractive force. At an equilibrium separation, Re the net 
internuclear force is zero and a minimum in the pair potential energy is achieved. In 
the Morse energy functional the repulsive and attractive parts assume an exponential 
shape and the potential energy contribution of each neighbour j of i is described as 
U(rij) = E{ exp [ -20< (y - 1)]- 2exp [-0< (y - 1)l}, (3.34) 
in which y = ~!, E and 0< are empirical constants. 
In order to limit the interactions to within a short distance, a smooth cutoff function 
fc(y) is applied to the potential. 
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1, y<l 
(3.35) 
0, Y > Ye' 
Here, Ye = ;;" where re is the interaction cutoff radius. In the Eq. (3.35), the variable 
z is given by et:. The cutoff function is chosen to ensure that the potential and its 
derivatives remain continuous at the truncation point. The parameters of the Morse 
potential which mimics the Fe-P and P-P bonding are summarised in table 3.5. 
E(eV) Re(A) et Ye 
Fe-P 0.510 2.580 3.76 1.4 
P-P 0.194 3.350 3.76 1.4 
Table 3.5: Values for the Fe-P and P-P intemtomic potentials pammeters. 
The spline which connects the Morse energy functionals to the ZBL potential is 
expressed in terms of the interatomic separation r as 
s(r) = { exp(Ao,1 + AI,lr + A2,lr2 + A3,lr3 + A4,lr4 + A5,lr5) for P-P potential 
AO,2 + AI,2r + A2,2r2 + A3,2r3 + A4,2r4 + A5,2r5 for Fe-P potential, 
(3.36) 
where the units of Ai,j are given in A -i for i =1. .. 5 and the Xk'S, k = 1,2 are 
measured in A. These are given in table 3.6. 
3.6 Ackland EAM Fe-P compound potentials. 
Recently, Ackland and coworkers [28] have developed an EAM type model to describe 
the Fe-P and P-P interactions. These potentials were fitted to a set of first-principle 
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Xl X2 Ao ' ,J Al' ,J A2 . ,J A3 . ,J ~,j A5 . ,J 
j = 2 0.90 1.85 18.5 -46.3 67.6 -52.5 19.9 -2.9 
j=3 1.00 2.10 3017.1 -8432.6 9662.5 -5586.6 1613.8 -185.3 
Table 3.6: Parameters for the matching functions the M01'se P-P (j = 1) and Fe-P 
(j = 2) potentials. 
data extracted from several defect configurations of the P atom in an Fe cluster and 
also to some migration energies of the P atom in an Fe lattice. In the same spirit as the 
force-matching potentials of Ercolessi et al. [61], ab-initio forces of non-equilibrium 
conformations were also included in the fitting procedure for the potential. This new 
model has also been found to give a more realistic quantitative description of the 
defect properties in iron compared to the earlier methods. This and the ability for 
the potential to give a better account of the atomic forces can make this potential 
favoured for MD simulations of radiation damage in Fe and Fe-P systems, in the 
future. We have applied this new potential to conduct some preliminary studies on 
its prediction of radiation damage in Fe and the energetics of P atoms in an iron 
lattice. The essential components of this potential are described below. 
Here again for an accurate simulation of the effects of radiation damage on materials 
the pair part of the interatomic potential is splined to the ZBL potential. The spline 
functions employed in this case have the following form, 
(3.37) 
and the two-body part of the Ackland potential is written in terms of the Heaviside 
function H as 
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m 
iP(rij) = L BkH(rk - rij)(rk - rij)n 
k=1 
(3.38) 
where the number of terms (m) in the summation depend on the nature of the atomic 
interactions being investigated. For the Fe-Fe, Fe-P and P-P interactions m =11, 8 
and 2 respectively. The exponent term, n = 3 + k for the Fe-P and P-P bonds and 
n = 3 for Fe-Fe bonds. 
The energy required to embed an atom i (Fe or P) in the bulk is computed from 
(3.39) 
where Pi is calculated using Eq. 3.4. The p(rij) required in this expression takes the 
form 
(3.40) 
The parameter n assumes the value of 0, 1 and 2 for the Fe-Fe, Fe-P and P-P inter-
actions respectively. 
The parameters employed in the pair part of the new Ackland potentials are given in 
tables 3.7 and 3.8 and those related to the embedding terms are given in table 3.9. 
3.7 Summary 
The objective of this chapter was to introduce the interatomic potentials we have 
employed in the MD simulations we shall report in the later chapters of this thesis. 
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Interactions 
Parameter Fe-Fe Fe-P P-P 
Al 7.4122709384068E+00 1.0761854424880E+Ol 9.9382842499617E+00 
A2 -6.41806907133670E-Ol -1.0004045788895E+Ol -8.5637164272526E+00 
A3 -2.6043547961722E+00 4.9854254472397E+00 3.4519627285990E+00 
A4 6.26253939312300E-Ol -1.2599788569372E+00 -6.1453831350215E-0l 
BI -2.7444805994228E+Ol -3.3136605743629E+00 -7.8293794709143E-02 
B2 1.5738054058489E+Ol 1.2625238193602E+Ol 3.7557214911646E-02 
B3 2.2077118733936E+00 -2.0361693308072E+Ol 
B4 -2.4989799053251E+00 1. 7629292543942E+Ol 
B5 4.2099676494795E+00 -8.8120728047659E+00 
B6 -7.7361294129713E-Ol 2.5494288609989E+00 
B7 8.06564149377890E-Ol -3.96983907834030E-Ol 
Bs -2.3194358924605E+00 2.57790158334330E-02 
Bg 2.6577406128280E+00 
Blo -1.0260416933564E+00 
Bll 3.501861589195700E-Ol 
BI2 -5.85318210422710E-02 
BI3 -3.04588245562340E-03 
Table 3.7: Parameters for the pair part of the Ackland potential for Fe-Fe, Fe-P and 
P-P interactions. The units of Ak and Bk are given in ao. 
In particular, we shall be investigating a system consisting purely of Fe atoms as well 
as a bulk Fe matrix in which we have a trace concentration of P atoms. 
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Parameter Fe-Fe 
rl 2.2 
r2 2.3 
r3 2.4 
r4 2.5 
r5 2.6 
r6 2.7 
r7 2.8 
rs 3.0 
r9 3.3 
rlO 3.7 
rl1 4.2 
rl2 4.7 
rl3 5.3 
Interactions 
Fe-P 
5.3 
5.3 
5.3 
5.3 
5.3 
5.3 
5.3 
5.3 
P-P 
5.3 
5.3 
Table 3.8: Cut-offs associated with the pair part of the Fe-Fe, Fe-P and P-P Ackland 
potentials. 
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Element 
Parameter Fe and P 
Dl 1.1686859407970E+01 
D2 -1.47107400988300E-02 
D3 4.71935270759430E-01 
RI 2.4 
R2 3.2 
R3 4.2 
Table 3.9: Parameters for the many-body part of the new Ackland potential. 
To describe the interatomic interactions between the Fe atoms we have introduced 
three energy functionals. Two of these models were conceived by the group of Ackland 
[28]. The first model appeared in the literature in 1997 [37], and which we shall 
henceforth refer to as the Ackland '97 model to distinguish from the more recent 
version which we shall refer to as the Ackland '04 potential [28]. The more recent 
Ackland potential has been parameterised to a set of ab-initio data and is reported 
to give a better description to the defect formation energies in iron compared to the 
former model. 
We have also presented the second-nearest neighbour modified embedded atom method 
(2NN MEAM) to describe the energy of an Fe atom in the bulk. This method differs 
from the Ackland models in that it incorporates the bond-bending forces which is 
characteristic of the iron interactions in the bulk. 
A major part of our work concerning the P atoms in the Fe matrix has been carried 
with the Ackland potential to describe the Fe-Fe interactions and a Morse potential 
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to account for the interactions involving the P atoms. The recently published EAM 
descriptions for the Fe-Fe, Fe-P and P-P interactions [28], have been employed to 
verify some trends observed in simulations run with the pair description of the P 
interactions in the Fe lattice. 
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Chapter 4 
Molecular Dynamics Simulation of 
Radiation Damage in a-Fe 
4.1 Introduction 
The interaction of a sufficiently energetic particle with a solid triggers a chain of 
atomic displacements which is responsible for the formation of defects such as vacant 
sites and interstitials in the lattice. The distribution and the subsequent evolution 
of these defects profoundly alters the mechanical properties of the solid. In an era 
where radiation technology is increasingly dominant in the development of nano-
devices [62, 63, 64, 65] and represents an efficient source of energy production, it has 
become important to understand the interaction of the radiation defects with the 
materials' microstructure. 
Our current understanding of radiation induced solid-state defects has improved con-
trol over the defect sensitive properties of electronic devices. An understanding of 
the complex defect properties will allow us to deal more efficiently with the ever de-
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creasing size of the future technologies. For instance an a priori knowledge of the 
defect density produced during the ion-implantation of dopants in semiconductors 
will enable the establishment of optimised defect annealing procedures and thus, lead 
to the fabrication of electronic components that have increasing performance. 
Radiation induced defects are also particularly important in fission and fusion reactor 
technology. Much of the impetus in the study of radiation defects emanates from 
the impact of radiation damage on the structural integrity of the nuclear pressure 
vessels (NPVs). In fact, in 1942 E. P. Wigner highlighted the potential damage that 
energetic neutrons and fission fragments could inflict to NPV components [66, 64, 67J. 
It was further recognised that radiation induced microstructure alterations would 
have serious repercussions on the safety parameters and the economics associated 
with operating the NPVs. Several research programmes have since been launched to 
investigate the extent of radiation damage suffered by NPV materials during service 
time and to devise possible ways to treat them. In particular, the radiation damage 
suffered by the NPV steel core and containment materials during service time has 
remained a subject of interest. 
During the operation period of the NPV, energetic neutrons interact with the steel 
microstructure to produce complex defect features consisting of vacancies and inter-
stitials in the steel matrix. The metallurgical parameters of the steel are extremely 
sensitive to the radiation defect population [14J. This is reflected with an often pro-
nounced deviation of the steel from its normal properties, such as its hardness and 
ductility. The overall penalty is that there is a drastic reduction in the in-service 
lifetime of the NPV. 
Experimental and computer simulation techniques have been useful to link the com-
plex nature of the radiation defect interaction with the steel matrix and the ageing of 
the steel. For example it is now well established that the vacancies can migrate in the 
matrix and can eventually nucleate into spherical voids at an operating temperature 
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in the range of 0.2Tm to 0.6Tm, where Tm is the melting point of the steel [15]. In-
terstitials can agglomerate and form dislocation loops in the steel matrix at an even 
lower temperature. Void and interstitial loop formation causes serious dimensional 
changes in the lattice and is responsible for the steel swelling [64, 68, 13]. Structural 
volume changes of as much as 20 % have been reported [15]. 
Moreover the irradiation induced lattice defects affect the motion of dislocations which 
results in the steel hardening and consequently, narrows the ductility regime of the 
material [69]. This is characterised by a rise in the ductile-to-brittle transition tem-
perature, which is the temperature below which the steel fracture is by brittle failure. 
This implies that the vessel can maintain a brittle behaviour over a wider region of the 
NPV operating temperature, which significantly increases the risk of a catastrophic 
structural fracture. 
Intense neutron flux in fusion reactors can also cause severe damage to the steel 
surface in a process known as sputtering [15]. Here, the neutron bombardment of the 
steel provokes the erosion of surface atoms. This affects acutely the wall structure 
and the core components of the reactor. The sputtered particles often end up into 
the plasma and contaminate the fusion process [15]. 
During the last 60 years considerable progress has been made in understanding the 
radiation interaction with NPV steel materials. Computer simulations, in particular 
MD and Monte Carlo (MC) techniques [70, 71, 16] have played a pivotal role in this 
research. Indeed, a detailed description of the collision phase following an energetic 
interaction with matter has been accessible only by means of simulation. At this 
current time, an impressive catalogue of MD and MC studies of radiation damage in 
materials of technological interest has been built, of which a large part is devoted to 
the effect of radiation damage in steel [72]. 
However, there are some unanswered issues. A number of which have long been 
64 
associated with these simulations. For instance, the interaction of radiation with steel 
has mainly been studied in models consisting purely of iron atoms. The interaction 
of radiation damage with impurity and alloying elements in steel has hardly been 
examined. 
The choice of the inter atomic potential employed in the computer simulation of the 
Fe matrix is another issue of significant importance. As we have mentioned in the 
previous chapter about the interatomic potentials, bonding between iron atoms has 
a strong angular dependence. Most MD simulations, as yet, have given an isotropic 
treatment to the bonding in an Fe lattice. In this chapter, we have taken up this 
question by investigating the influence of a 2NN MEAM potential on the radiation 
damage in iron. The results are compared with similar simulations performed with 
the Ackland '97 and '04 potentials. 
Before we present the results, we have given a condensed account of the current 
understanding of radiation interaction with metals. 
4.2 Radiation interaction with materials 
In an active NPV, energetic particles carrying energy up to the order of MeV's fre-
quently collide with the constituent components of the vessel. On contact with matter, 
the bombarding particle loses part of its energy through elastic encounter with the 
composing nuclei and also by inelastic interactions with the cloud of electrons. In 
metals, the excess energy gathered by the nuclei is the principal cause of radiation 
damage. The target nuclei is commonly referred to as the primary knock-on atom 
(PKA). 
In a typical neutron irradiation process, the PKA is given energy of a few tens of 
ke V, which is sufficient to considerably displace the PKA from its lattice site. On its 
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displacement trajectory, the PKA comes in close encounter with other lattice atoms 
and causes them to recoil from their lattice positions. The recoiling atoms, if energetic 
enough, sustain a cascade of atomic collisions which terminate with the formation of 
a dense and anisotropic region of vacant sites surrounded by a mantle of displaced 
atom in a localised region of the solid. 
The violent atomic agitations which take place during this collision phase provoke a 
sudden rise in the lattice temperature in the cascade region. The excess heat energy 
generated is quickly dissipated in the surrounding lattice by a conduction process, 
bringing the lattice to a state of thermal equilibrium. The sudden heating up and 
fast quenching of a local region of the crystallite is known as a thermal spike. 
At the end of the thermal spike an annealing process begins, in which some displaced 
atoms jump into neighbouring vacant sites. It so happens that a fraction of the 
displaced atoms and vacant sites fail to recombine, thus leaving defect structures in 
the lattice. The residual vacant sites are normally concentrated in the core of the 
cascade, whereas the displaced atoms are accommodated in interstitial sites in the 
crystal. These residual defects represent the radiation induced damage to the solid. 
The density of these defects in the lattice is fundamental to the study of radiation 
induced material property changes. Kinchin and Pease developed the first model to 
predict the number of displaced atoms in an irradiated lattice. In their approach the 
number, Nd , of displaced atoms produced by a PKA of energy Ep (in the units of keY) 
is taken to be strictly dependent on the threshold energy Ed , which is the minimum 
energy required to create a Frenkel defect (a stable interstitial and a vacancy pair) in 
the lattice. In the Kinchin Pease model Nd is computed as follows, 
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o if 0 < Ep < Ed, 
1 if Ed < Ep < 2Ed, (4.1) 
Ep/2Ed if Ep > 2Ed. 
Several assumptions were made concerning the nature of atomic collisions in the above 
model [73] and no information about the crystal structure was incorporated in this 
description. Even the threshold energy was taken to be invariant in direction and 
was fixed. More seriously, the possibility of defect recombination was simply omitted. 
These failings contributed to a generally poor prediction of the number of displaced 
atoms. 
Several subsequent attempts were made to improve the Kinchin-Pease formulation 
[74, 75], of which the one developed by Norgett, Robinson and Torrens (NRT) [76] 
has been retained as an industry standard for radiation defect estimation. In the 
NRT model, which is also referred to as the 'modified Kinchin Pease' model in the 
literature, the number of Frenkel pairs, N Nlff is calculated according to 
(4.2) 
where Edam is the damage energy, which is taken as the total energy imparted by 
an energetic particle to the nuclei (Ep) and the electronic cloud. In cases where 
the inelastic energy loss is negligible Edam can be approximated by the PKA energy. 
In the NRT model the direction dependence of the threshold energy is taken into 
consideration and an average value is commonly assigned to it. For radiation damage 
evaluation in a bcc Fe matrix, it is customary to take Ed = 40 e V [77]. The factor k 
represents the cascade efficiency to produce permanent displacements in the lattice. 
It is normally fixed to 0.8. 
Although the NRT model significantly improved the earlier Kinchin-Pease predictions, 
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it still predicted a defect production for Edam> 1 keV that was too high in contrast 
to the experimental data [78, 79]. A deficient treatment of the defect annealing 
behaviour was responsible for these inaccurate predictions. In fact, in the model only 
athermal annealing of the defects was allowed to take place. Defect recombination 
driven by the thermal spike was neglected. 
In an MD simulation of radiation interaction with the medium, the different stages 
of a cascade can be followed with a greater accuracy. Contrary to the binary collision 
approximation, on which the NRT model is based, here no restraints are imposed 
on the mobility of the target and the projectile atoms. The evolution of the system 
is controlled entirely by the atomic force field. Therefore a complete description of 
the expanding cascade and its eventual annealing behaviour can more reliably be 
obtained. As a result, realistic predictions of the irradiation induced defects can be 
achieved with the MD method. 
The first MD calculations of atomic collisions were performed by Vineyard's group 
at Brookhaven laboratory [80]. With the computer resources available at that time 
some low energy cascades were performed in iron with a pair potential model. Several 
cascade features showed up in these simulations. Notably, the emissions of focusons 
and focussed collision chains were observed. The split dumbbell (110) configuration 
was also found to be the most stable defect in the iron lattice. Moreover, contrary 
to the earlier assumption, the threshold energies were demonstrated to be direction 
dependent. 
During the last two decades MD studies of radiation damage have gathered mo-
mentum, especially with the availability of powerful computers. This has seen the 
application of MD to the study of radiation on several NPV materials, such as the 
graphite structure of the moderators and most importantly the structural steel ma-
terials. In these studies steel has been taken as a pure Fe crystallite and has been 
irradiated at different recoil energies. Several cascade features can be determined 
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from the research. The main ones are briefly described in the next section. 
4.2.1 MD simulation of radiation damage in materials 
MD studies have shown that two distinct stages essentially develop in a collision 
cascade; a ballistic phase and an annealing phase [76J. The ballistic phase kicks-
off with the primary knock-on event and terminates when a maximum energy of a 
displaced atom drops below a small threshold of ~ 1 e V. The duration of the ballistic 
phase is a function of the recoil energy. For a typical 20 ke V cascade this lasts for 
around 1-1.2 ps. 
During the collisional phase a hot region is created in the cascade core at the begin-
ning of the thermal spike. MD calculations have shown that a large fraction of the 
lattice disorder created in the ballistic phase thermally heals during the lifetime of 
the thermal spike [3J. Hence models in which the thermal spike was not accounted 
for properly were found to overestimate the residual number of Frenkel pairs. In 
agreement with the experiments MD simulation predicts this number to be 20-40% 
of the NRT prediction [76J. 
Recently, Bacon et al. [81 J, have analysed an extensive set of MD data on the residual 
Frenkel defect production in eu, a-Ti, a-Fe, a-Zr (hcp) and Ni3AI (L12) irradiated at 
PKA energies below 10 ke V in a lattice equilibrated to 100 K. In this study, they 
observed that the surviving number of defects is related to the PKA energy through 
a phenomenological power law 
(4.3) 
where A and m are material and temperature dependent constants. For an irradiated 
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pure Fe crystallite A and m were computed as 5.67 and 0.78 respectively. The relation 
in Eq. 4.3 has been found to hold for PKA energies of up to 20 keY [82]. For higher 
recoil energies the cascade regularly splits up into subcascades leading to a higher 
production of Frenkel pairs [33, 83, 77], thus invalidating the relation. 
MD calculations have also provided a more lucid understanding of the radiation in-
duced defect structure in the matrix. Namely, the presence of a vacancy rich zone, 
which was predicted by Seeger [84] has been observed in the MD simulations of en-
ergetic irradiation in several materials. This depleted region was found to be located 
in the core of the cascade. Moreover, the geometry of the vacancy rich region was 
observed to depend strongly on the crystal structure [16]. In fcc solids, for example in 
eu, the vacancies cluster in the form of a stable stacking fault tetrahedra [85] whereas 
in bcc metals they are rather randomly dispersed in the cascade core [16]. 
The separation of the vacancy-interstitial pair during radiation was found to take 
place predominantly via ReS's (recoil collision sequences), which are emitted during 
the ballistic phase. The ReS's transport matter away from the cascade core at a 
supersonic speed and create an interstitial defect at the end of the sequence. MD 
calculations support the fact that those interstitials which survive recombination are 
located mainly in the periphery of the cascade [86]. The interstitial defects are mobile 
in the lattice at the vessel operating temperature. These stochastic fluctuations in the 
interstitial positions can eventually cause interstitial clusters to be formed. This clus-
tering tendency is a function of the PKA energy, with a greater interstitial clustering 
probability at the higher knock-on energies [83]. Furthermore, it has been observed 
that the interstitials clusters tend to be oriented along the closed packed directions, 
i.e. the (111) direction in bcc metals and the (110) direction in the fcc metals and 
can possess the morphology of a dislocation loop [87, 88]. During MD simulations 
interstitial clusters have frequently been observed to glide along the closed-packed 
directions [89]. 
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A more exhaustive review of the MD simulation of radiation effect in materials is 
available in [90,4, 81, 76J. 
4.3 Simulation Methodology 
4.3.1 Defect formation energy 
The formation energy of point defects in a lattice is an important parameter in ra-
diation damage theory. In order to perform a realistic MD simulation of a radiation 
cascade, the potentials should provide a realistic estimate to the heat of formation 
of point defects, such as the single vacancy and the SIA (self-interstitial) configura-
tions. Accordingly, the formation energies of several defects relevant to a displace-
ment cascade simulation in iron have been calculated with the three potential models 
employed. 
To calculate the formation energy of a lattice defect, in the outset, we need to evaluate 
the total energy Et;lk of a perfect lattice containing N atoms. We then create the 
defect in the matrix and compute the (relaxed) total energy Et/eet of the resulting 
structure of M atoms, using a quenching procedure. For a vacancy, M = N - 1 and 
if an interstitial is introduced in the matrix M = N + 1. The formation energy of the 
lattice defect is then taken as 
(4.4) 
The heat of formation of the defect can be influenced by the system size, as we 
have demonstrated in the first chapter. In this work, we have found that a system 
consisting of 2000 Fe atoms (with PBC's in all dimensions) leads to a well converged 
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estimation of the defect formation energy. 
4.3.2 MD simulation of collision cascade in Fe 
Radiation cascades for recoil energies in the range of 0.2-2.0 keY were investigated in 
a lattice preheated to 600 K. The thermal equilibration process was run for at least 
10 ps using the Nose-Hoover thermostat. 
The cascade was initiated by imparting the cascade energy to a randomly selected 
PKA in the lattice. Since the computational box was fitted with PBC's in all the 
dimensions, its size was chosen as a function of the PKA energy to avoid any arti-
ficial overlap of the developing cascade. In table 4.1, we specify the dimensions of 
the cubical MD cells employed together with the number of atoms that each of them 
contained. We note here that the Ackland '04 potential was fitted to a lattice param-
eter of 2.8553 A which differs from that employed in the development of the Ackland 
'97 and the 2NN MEAM potentials where a lattice parameter of 2.8665 A was used. 
Although this caused the size of the computational cell to be different, it was still 
possible to construct systems containing exactly the same number of atoms. 
In the ballistic phase, to prevent an uncontrolled overlapping of the atoms, a variable 
time step is needed. In this work, the time increment was controlled by the atoms 
i and j which possessed the maximum kinetic (Eiin) and potential energy (Et.) 
respectively. In the scheme we have employed the time step was governed by 
at = 1.5 fs, 
y'(1.5 + 0.1 q) (4.5) 
where 
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(4.6) 
Wit h the relation specified in Gq. 4.5, the t ime step in t he ballistic phase was of the 
order of 0.3 fs for the 0.2 keY cascade and a round 0.16 fs for the 2 keY cascades. In 
t he post-cascade regime t he t ime step gradually increases a nd stabili ses to a bout 1 
fs. In Fi g 4.1, we have plotted t he size of t he time step d uring t he evolut ion of a 0.2 
and a 2 keY collision cascade in Fe. 
2 I I I I 
1-- 0.2 keV 1 
-- 2 keV 
1.5 - -
g I - { -
0.5 -
I I I I °oL-~--o~.,-_ --L--,L. O~~--I.L5--L--J2.~O --L-~2. 5 
simulation lime (fs) 
Figure 4.1: The variation of the MD timestep as a function of simulation time is 
shown here for two cascade energies (0. 2 and 2 ke V). 
Displacement cascades are chaotic events in t hat mi no r perturbations in the cascade 
init ia l cond it ions yield completely differi ng end resul ts. In order to collect statisti-
cally significant informa tion on t he overall cascade behaviour several simulations were 
run . An element of random n s was introduced in each simulat ion by di rect ing t he 
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PKA along either the (135) or the (253) direction. For these orientations an average 
description of the cascades in bcc Fe is expected [33]. Further to that, some of the 
calculations were run in a computational box which had been thermalised for different 
length of time. The total number of simulations we have run for each recoil energies 
is detailed in table 4.1. 
Ep Number of cascades Lattice dimension(A3) Number of Fe atoms 
(keV) Ackland '97 Ackland '04 
2NNMEAM 
0.2 8 (57.3)3 (57.1 )3 16000 
0.5 8 (57.3)3 (57.1 )3 16000 
1.0 8 (88.9)3 (88.5)3 59582 
2.0 6 (88.9)3 (88.5)3 59582 
Table 4.1: The number of simulations performed at each energy and the corresponding 
lattice sizes which were employed. 
The simulations were terminated when the defects had stabilised in the lattice or 
when any further defect recombination was judged to be unlikely within the MD 
timescale. This means that the low energy cascades were monitored for at most 15 
ps. 
4.3.3 Defect Analysis 
In a radiation cascade atoms are displaced from their lattice sites thereby creating 
vacant sites and interstitial atoms. The interstitials can agglomerate and form stable 
clusters during the simulation. As we shall see in the later section, all the three inter-
atomic interaction models predict the the (110) dumbbell as the most stable defect 
in the iron lattice. Thus, in a cascade a displaced atom is more likely to form a split 
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dumbbell , th is is a con figuration in which two r e atoms sit symmetrically a bout a 
vacancy. T he separation between these two atoms was ca lculated to be in t he order 
of O.7ao with a ll the t hree potenti als, where ao is the latt ice parameter. Thus, in li ne 
with t he scheme employed by Calder and Bacon [91 ], we have taken a latt ice siLe Lo 
be vacant when it d id not conLain any atom wit hin a spheri cal region of O.3ao from 
the latti e sit . Any displaced atom which fell outside any such spheri cal doma in de-
fined at a ll latti sites, was fl agged as an interstitial atom. We illust rate th is scheme 
schemat ically in F ig. 4.2. 
interstitial '. 
O.:l"iIO 
; 
.' 
. ..... 
.' 
a {o l11 ....., .  t------_O 
...... " - -'. 
-.... -
.... ..... . ... 0.3aO 
( ~': 
.... vacancy .... 
......... -... ---... -
rigure 4 .2: A vacancy is any site which does not contain an atom wi thin a spherical 
region oJ O.3ao. The interstitial atom is located outside any such s)Jherical domain. 
An in terstit ial atom was considered to form part of a n interstitial cl uster when it had 
an interstitia l atom within the first- nearest neighbour distance (.f3/ 2ao). The cluster 
size has been defined as the difference between the number of displaced atoms in t he 
cluster a nd the num ber of vacant ites it ontained. Accord ing to th is defini t ion a 
split dum bbell i considered as a cluster of size one. 
In principle, defects which are created in the low energy cascades can be analysed 
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visually. For higher energy cascades the formation of sizeable interstitial clusters 
complicate the picture and the defect recognition is more efficiently achieved with a 
defect analysis routine. 
Such a code has been implemented to detect the vacancies and the interstitial atoms 
in the lattice. This method avoids the computationally prohibitive N 2 distance eval-
uations, where N is the number of atoms in the lattice. Rather, a linked cell approach 
is employed to create a list of neighbours (here atoms within a distance of O.3ao from 
a lattice site) to each site. Any lattice site with no neighbours is identified as a va-
cancy. The index of the atom corresponding to this vacant site is then compared to 
the list of neighbour atoms to check for the possibility of a site replacement event. A 
negative match causes the displaced atom to be flagged as an interstitial atom. 
The situation for the cluster identification is slightly more complex because it involves 
the concept of a continuous search for the 'neighbours of neighbours', in order to 
depict a single cluster. We have developed a schematic search algorithm to identify 
the elements of a cluster. The process is explained detail in Fig 4.3. 
To start with, we construct a list of all interstitial atoms which have at least one 
interstitial neighbour. Such a list, which we call a BIGLST, is easily generated from 
the earlier process of spotting the interstitial atoms. The first atom (index 1) in the 
BIGLST is selected to act as the 'seed' of our cluster. The neighbours of the seed, 
i. e. 2 and 4, automatically form part of the cluster and are thus attached to it. 
The next step consists of scrolling down BIGLST, looking for any interstitial atoms, 
i, which have any of their neighbour or possibly themselves as part of the cluster, 
which presently consists only of interstitial atoms 1, 2 and 4. In such an event, the 
interstitial atom i and its neighbours are added to the cluster; provided they are 
not already there. In case neither atom, i, nor its neighbour is in the cluster, i is 
added to a SKIPLST and we keep on scrolling to the end of BIGLST. In Fig 4.3 
atom 3 has been added to the SKIPLST and after the first scroll we have a cluster 
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consisting of the displaced atoms 1, 2, 4 and 5. The next step in the algorithm is to 
check whether any atom stored in the SKIPLST now has any of its neighbours in the 
current cluster. This can happen when any neighbour of the atom has been added 
to the cluster after it had been skipped. For example, atom 5 which is a neighbour 
of 3 has been added to the cluster, so atom 3 should now form part of the cluster as 
well. A new SKIPLST is generated from which the latest additions to the cluster are 
deleted. If the dimension of two successively generated SKIPLST's coincide, a cluster 
has been completely identified. In case the SKIPLST has a non-zero dimension a new 
cluster identification starts, by setting SKIPLST to BIGLST and the whole process 
is reinitiated. The main stages in the cluster identification procedure is given in an 
algorithmic form in Fig 1.3. 
4.4 Results 
4.4.1 Point defect energies 
The defect formation energies computed with all the three Fe models are shown in Fig 
4.4. In agreement with ab-initio calculations and the experiments all three potentials 
predicted the (110) split-interstitial dumbbell as the energetically most favourable 
defect in the iron lattice. However, the dumbbell formation energy computed with 
the Ackland '04 potential was almost 1 eV lower than the corresponding energy 
calculated with the other two interatomic potential forms. Nevertheless, the lower 
formation energy agrees better with the ab-initio data. 
A similar discrepancy was observed in the crowdion formation energy. The forma-
tion energy calculated with the Ackland '04 model was nearly 2 and 1 eV lower than 
the value computed with the Ackland '97 and the 2NN MEAM models respectively. 
Again the Ackland '04 estimation was closer to the first-principle result. However, 
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Figure 4. 3: A schematic repmsentation of the 'inte7'stitial cll!ster identification proce-
dure. BIG£ST containing the interstitial clusters is genemted in A. A eed is iden-
tified for a cluster and neighbours a7'e successively added to the l'ist. The SJ(JP£ST 
stores interstitials not yet added but which can possibly be added later, depending on 
the criteria specified in the algorithm. 
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Defect formation energy (eV) 
r::;;::-'~ Ackland '97 Ackland '04 2NNMEAM Ab-initio "'-~ lk~~ -~ 4,87 3.53 4.\3 3.41 
<110> dumbbell 
® C' ,C"" 5.00 4.00* 5.02 4.11 
< 111> crowdion 
® '-', ~"::"., 1.70 1.72 1.67 2.02 
single vacancy 
® 3.26 3.30 3.\3 -
di-vacancy (INN) 
® 3.22 3.20 3.11 -
di-vacancy (2NN) 
* crowdion is unstable 
Figure 4.4: The computed point defect energies obtained with the Ackland '97, 2NN 
MEAM and the Ackland '04 potentials. These are compared to the ab-initio data in 
[28/. 
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the crowdion was found to be an unstable defect in the iron lattice in the simula-
tion with the Ackland '04 potential. During an unconstrained relaxation procedure 
the crowdion rotated to the (110) axis and then occupied the more stable dumbbell 
configuration. The crowd ion was found to be met astable in the calculations with the 
Ackland '97 and 2NN MEAM potentials. 
All three potentials predict similar values for the heat of formation of vacancies, not 
just for the single vacancy but also for the INN di-vacancy and the 2NN divacancy. 
The relaxation of the atomic layers around the single vacancy was found to exhibit 
the same behaviour in the three cases. Namely, a relaxation of the first atomic layers 
and an expansion of the second layers was observed. Furthermore, all the models 
have predicted the vacancy pair to form in the second-nearest neighbour position. 
4.4.2 Displacement Threshold energy 
The displacement threshold energies calculated with the three different potentials 
along the principal crystallographic directions for the bcc lattice are summarised in 
table 4.2. The data is compared to the available experimental threshold energies [92J. 
PKA direction Ackland '97 2NNMEAM Ackland '04 Experimental 
(100) 
(110) 
(111) 
20.0 ± 1.0 
32.0 ± 1.0 
> 50.0 
16.0 ± 1.0 
26.0 ± 1.0 
> 50.0 
20.0 ± 1.0 
31.0 ± 1.0 
> 50.0 
17.0 
> 30.0 
20.0 
Table 4.2: The computed threshold energies along the high index crystallographic di-
rections are compared to the experimental data. 
In agreement with earlier work, the threshold energy in the (100) direction was com-
puted to be the lowest. The same behaviour is reproduced by all the three models. 
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The Ackland models yield similar displacement threshold energies for all the high 
index crystallographic directions. In comparison, the 2NN MEAM model computed 
a lower threshold energy (by 4-5 eV) than that computed with the Ackland models. 
Along the (111) direction focussed chains were produced and no realistic estimate of 
the threshold energy could be obtained. These calculations were performed at OK. In 
a finite temperature model, the thermally induced atomic vibrations are expected to 
defocus the event and therefore lower the threshold energy in the (111) direction. 
4.4.3 Low energy cascades in Fe 
In the ballistic phase, at a time tpeak, the cascade attains a peak in the number of 
displaced atoms. For each PKA energy the computed average value for tpeak over the 
whole set of simulations was found to be similar with all the three potentials. For 
these low energy cascades tpeak varied between 0.1-0.3 ps. 
The morphology of the cascade at tpeak in the simulations performed with the 2NN 
MEAM was observed to be significantly different to that obtained with the two Ack-
land potentials. In the latter, the cascade developed into a dense and compact region 
which was in sharp contrast with the large diffuse spread of defects created with the 
2NN MEAM potential. We observed that with the 2NN MEAM potential more RCS's 
were emitted. In addition to that the RCS's developed mainly along the principal 
crystallographic directions and along which less displacements are created by the re-
coiling atoms. This and the ability for the RCS's to travel long distances in the lattice 
are chiefly responsible for development of the large diffuse cascade structure in the 
2NN MEAM calculations. In contrast, in calculations carried out with the Ackland 
'04 potential, the cascade developed with a larger surface and was populated with a 
lower number of RCS at all energies. In Figs 4.5 and 4.6 we illustrate some snapshots 
taken at tpeak, for a typical 0.2 ke V and 2 ke V cascade as simulated by each of the 
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t hree cohesive model , in which t he tendency for the 2NN MEAM to produce more 
ReS tha n the two Ackland mo I Is is shown. 
We a lso notice in these snapshots t hat for the lowest reco il energy (0.2 keY) the 
cascade region at t peak simulated with th Ackland ·97 p tent ia l wa found to be 
slightly less compact t han t he one prod uced with t he Ackland '04 potent ial a t a 
simila r PKA energy. However, t his difference became unnoti eable at the higher 
recoi l energies. 
MOIIm • • 200.28 h 
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(a) Ackla nd '97 
MDtim. " 200.29 I, 
Total AtcImI _ 16000 
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Inte,.Uols .. 152 
(c) Ackland 'Q.I 
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Toto! AI«n ... 16000 
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tntel'slilloh .. n 
< 1110> 
• Displaced Fe alom 
• Vaeanl sile 
Figure 4.5: Snapshots taken at the end oJ the ballistic phase oJ a 0.2 ke V ca cade, as 
predicted by the three intemtomic llotential models. In (b), due to the PBG employed, 
the expanding cascade is ob erued to re-enter the computational box. 
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Figure 4.6: Snapshots taken at the end of the ballistic phase of a 2.0 ke V cascade, as 
predicted by the three intemtomic potential models. 
A higher production of ReS's in the 2NN MEAM made it more effi ci nt at di spla ing 
lattice atoms over long distances. In Figs 4.7 and 4. we show the plots of t he 
displaced atoms which are coloured according to t heir displacements from the ini t ia l 
latt ice posit ions, cascades ini t iated with PKA energies of 0.2 keY and a 2 keY are 
shown. Here, we observe that in the 2l\N MEAM cascade there were 4 atoms which 
had been displaced by more Lhan 12 A in the low energy cascade itself and still 
over much longer distances for the 2 keY cas ade. In imulat ions with t he Ackland 
'04 potential such a tendency to produce lengthy displacements wa also appa r nt 
bu t was I ss pronounced in comparison to t he displacements caused when using the 
2NN MEAM potential. For xample. in t he snapshots shown for the 2 keY cascade. 
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three atoms were carried over a distance of a bout 50 A from their origina l position 
in the cascade stud i d with 2NN MEAM potential. In a similar experi ment with t he 
Ackland '04 model no such su bstantial displacements were observed a l though there 
were 6 atoms which had been displaced by nearly 12 A. 
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F igu re 4.7: The displacement incuTTed by the atoms at tp"ak is plotted here. Only the 
atoms which have been displaced by mOTe than 2.0 A are shown. 
Another marked deviat ion was observed in the cascad morphology imulated by 
t he three potential . At tpeak a higher number of displaced atoms were observed 
in imulations with the ckland '04 model. At that poin t in Lhe simulation, t he 
Ackland '97 and the 2:>1]\ MEAM produced simi lar number of atomic displacements. 
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Pigure '1.8: A toms which have been displaced by a distance in exc ss oJ 2.0 A are 
hown Jar a 2ke V cascade Jar each of the potential model. 
T he extent of the atomic d isorder produced at tpeak as shown in Pig 4.9. in which t he 
t ime vari at ion of t he mean number of displaced atoms, t aken over t he number of runs 
at each PI(A energy is compared . T he Ackland '04 potent ial clearly pred icts more 
disorder in the lattice at the end of the ba ll istic phase. The number of d isplacements 
obtained wit h t he Ackland '04 model, at t peak was twi e as much when compared to 
the calculations with the other two models. 
The immediate consequence of a higher displacement effi ciency obtained with t he 
Ackland '04 potent ial is reAected in t he subsequent t ime taken fo r t h cascade to 
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relax. A cascade simulated with the Ackland '04 potential took longer to reach a 
relaxed state. For example, for the 2 ke V recoil, a complete cascade relaxation is 
obtained after 2.9 ps with the model compared to only about 1.7 ps required with 
the 2NN MEAM and the Ackland '97 models. 
The mean temperature of the lattice during the radiation simulation was found to 
be indistinguishable in the MD calculations with these three potentials. As expected 
a peak in the temperature was reached in the first few femto-seconds of the cascade 
expansion, corresponding to the violent atomic agitations in the ballistic phase. The 
temperature dissipated to the surrounding lattice within 1 ps of the cascade simulation 
and a thermal equilibrium prevailed over the rest of the experiment. 
After the cascade has cooled down, the vacancy rich region in the core of the cascade 
and the interstitial population on the cascade periphery become visible. With all the 
models the same qualitative picture was observed in terms of the defect structures 
present. In Fig 4.10 the cascade damage induced by a 1 keY PKA is shown. 
The typical defects at the end of a collision cascade are illustrated in Fig 4.11 for a 1 
keY cascade performed with the 2NN MEAM potential. The vacancy rich region and 
the different clusters which were produced are depicted. We can observe two clusters 
of size two and three respectively which are aligned along the (111) direction. Three 
stable SIA's can also be seen in this snapshot. 
On the quantitative side several differences surfaced in the calculations involving the 
three models. To start with, more vacant sites were produced by 2NN MEAM model 
and the Ackland '97 potential than with the Akland '04 potential. This is shown 
in Fig 4.12 in which the mean number of vacant sites created with the models is 
plotted against cascade energy. We note that the difference in the number of residual 
vacancies only becomes statistically significant for the 2 ke V recoil energy. 
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Figure 4.9: The mean number of displaced atoms during the cascade simulations. 
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Interstit ial clustering is a common feature in co ll ision ascade simulations in bcc 
Fe. In our simulations clusters of varying ize a nd geometri es occurred for PKA 
energies above 0.2 keY, In Fig 4.13, we ill ustrate the mean production of clusters 
with respect to their size at d iff rent PKA energies, as predicted with each potent ial 
model mployed. 
In agreement with simu lations in t he literature [33J the SlA was found to occur 
frequent ly at a ll energies. In imulations performed with the 2NN MEAlVt model 
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this number was higher for t he 2 keY ca cade. This a n again be explained by the 
fact t hat ReS's disperse t he SIA in t he lattice and far away from t he vacancy rich 
region of the cascade, which makes the clustering of SIA's and defecL annihilat ion less 
effi cient. However, owing to t he s ma ll number of simulations perfo rmed , the scatter 
on t he data was significant. Nevertheless , a n obvious t rend emerged in terms of 
the clustering behav iour predicted by the t hree potenLi als. Whi le for t he Ackl and '97 
and t he 2NN lVIEAM t here were no di scernib le differences in t he a mount of clustering, 
our calculations showed that a lower tendency to cluster prevailed with t he Ackla nd 
'04 model a t a ll the PKA energies invest igated . Por Lhe 1 keY ca cade, for in tance, 
cl usters of size three were observed wit h th A kland '97 a nd t he 2NN MEAM models . 
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whereas in the Ackla nd '04 simulations t here was a greater tendency for t he SIA's to 
remai n separated . 
It can also be observed from Fig 4.13 that la rger clusters were produced with increas-
ing recoil energies. which is in line wit h previous wo rk in t he li terature [91 , 33]. An 
analysis of the cluster sizes showed that t he biggest cl uster (size 4) was produced in a 
2 keY cascade simula ted with t he Ackland '97 potential. This was an isolated event , 
since in only one simulation with th is model did we obtain such a cluster. 
An analysis of t he cluster geometry showed that a ll t he models predicted cl usters 
which contained more t han two interstit ials to be ori ented along the (lll ) ax is, as 
shown in Fig 4.10. Wi th all three models, t he large clusters were fo und to be relatively 
mobile and their displacement was of a glide type a long t he (lll) axis. These gli ssile 
clusters did not exh ibi t any widespread migrat ion over the simulated t ime scale of 8 
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Figure 4.13: Distribution of the 7'esidua/ clusters obtclined at different energies with 
the three interatomic potentia/so 
ps. T heir mobi li ty was rather characterised by random oscillations along the glide 
axis, as previously reported in [ 9]. 
T he SIA's were r lat ively more mobile in t he mat ri x. However, t heir migrat ion path 
was found to be dependent on the potential employed . [n simulaLions with the Ack-
la nd '97 and t he 2NN MEAM models t he SIA with t he form of a (110) dumbbell was 
seen to rotate to li e along t he (111) axis forming a crowdion and t hen glide a long t his 
direction over a considerable di tance. The crowdion would t hen nip back to form a 
(1l0) ty pe dumbbell , t hi s stopped t he migrat ion of the defect. The defect cou ld t hen 
nip to form a crowd ion in another d irection. 
Although t he d um bbell-crowd ion type mechan ism occurred in simulations with t he 
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Ackland '04 model. it was not the only one. It was common ly observed t hat t he 
dumbbell could exhibi t a rotaLion to an adj acent tetra hedral site from which it could 
form again a (110) dumbbell unt il it eventually jumped to an adjacent unit cell. Such 
a mecha nism has been validated by t he recent ab-initio [93J calculations. In Figs 
4.14 and 4. 15 we illustrate the firs t and t he second mechanisms we have observed 
in t he simulations. In Figs 4.14 (a) and (b) t he rotation of t he (110) dumbbell to a 
(Ill) dumbbell is shown. The result ing (111) dumbbell is unstable and it t ra nslates 
into a crowdion confi gurat ion along t he (111) a.-xis (Fig 4.14 ( )). The crowdion then 
jumps from one uni L cell (A to B) to t he other through an activated translat ion as 
depicted in Figs 4. 14 (d) an I ( ). The dumbbell-tet ra hedral mechanism observed in 
simulat ion with th Ackland '04 potential needs to perform at least two activated 
jumps in order to change its uni t cell , as shown in Fig 4.15. 
(~ (b) 
(0' 
" 
o Fe lII\Crslllial 
(e) o Vac;'lncy 
Figure '1.14: The dynamic crowdion mechanism Jar SlA is illustmted here. This 
mechanism is p1-edicted by all the intemtomic potential models. 
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4.5 Conclusions 
In th is chapter we have undertaken the rvlD st udy of radiation damage in a -Fe with 
three d ifferent cohesive models. T he rad iation cascades were generated with P KA 
energies in the range of 0.2-2.0 keV. 
One of t he models (2NN MEAM) employed gave a better description of t he angular 
fo rces in Fe. T he other two models were developed by Ackland and coworkers [37, 28] . 
T he fi rst one is similar to the f' inn is-Sinclair potential. which has been common ly used 
to investigate radiation damage in Fe. So the r sui ts from th is potential can serve as 
a tem plate in this work. T he more recent A kland potential has been tailored to fi t 
a set of ab-initio data. 
Different aspects of the collision cascade have been investigated with t hese th ree 
models. In t he calc ulation of the heat of fo rmation of point def cts, t he Ackl and 
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'04 potential was ob erved to reproduce more accurately some ab-initio data. This 
might not be surpri sing given t hat thi s data was employed in the fitting procedure 
of the potentia l. So, in the absence of any experim ntal data on t he self-interstit ial 
formation energy in Fe, no firm conclusions can be made at t hi s stage on t he ability 
of the potentia ls to estimate t hese form ation energies. 
The t hre hold energie calcu lated with t he 2NN MEAM were found Lo be lower t han 
those com puted with the Ackla nd potent ia ls. Only t he t hreshold energy in th (100) 
direct ion could be verified aga in t the experimental result. Although t he experimental 
data in tha t case conformed better with t he 2NN MEAM calculation . t he difference 
with respect to th Ackland potenti als was found to be small. 
In t he MD investigat ion of t he collision cascade itself, evera l notable differences were 
a pparent in the cascade picture simulated by each of t he potentia ls. The cascade 
morphologies vari ed with th potentials employed . In t he simulations with the 2NN 
MEAivI, the PKA caused a less dense cascade in wh ich t he RCS's played a domi-
nant role. The cascade in these simulations were spread over a la rger volume of the 
computational box . In the calculations performed with the Ackland '04 potentia l the 
cascade was also observed to develop over a larger volume in the ba lli stic phase, but 
here it was denser in nature. The Ackland '97 potential gave an intermed iate value 
for t he peak cascade damage. For t he 0.2 and 0.5 keY ca cades it showed some simi-
lari t ies to the 2NN MEAM cascade. while at higher energies it was more compa rable 
in denseness to t he Ackland '04 simulations. 
Different a nnealing behaviour was observed in t he t hree models. A Ithough the Ack-
land '04 potent ials produced more atomic displacem nt at the end of the ballistic 
phase, more defect annealing was found to t ake place in t his model. In t he simu-
lations wit h the 2NN MEAr- r potential t here was a weaker tendency for t h defects 
to ann al. T he fact t hat most defects were created during t he emission of RCS 's 
meant t hat most of them were dri ven far away from the cascade core. In t his case, 
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annihilation of t he defects was found to be less efficient since most vacancies were 
located in the cor region. 
Due to the li mited number of cascades performed. a complete picture has not emerged 
on t he clustering tendency of the defects. However, in the simulations performed with 
the Ackland '04 potent ial there was a stronger incl in at ion for t he SIA's to remain 
separated. One of the reasons for t his resides in the migration mechanism of the lA. 
While with the other two potent ials the crowd ion mechanism is a dom inant fador 
for t he formation of interstitial clusters, su ·h a mechanism was observed to be less 
favoured in the Ackland '04 model. Indeed t he calculations have shown that t he 
crowdion is a n unsta ble defect in the iron latt ice. T hus, it was not the dominant 
mecha nism for defect migrat ion after radiat ion cascades simu lated with t he Ackland 
'04 model. Rat her, a dumbbell-tetra hedra l ty pe mecha nism was responsible here for 
defect recombi nation. Via this mecha nism th defect wa. a ble to sample the 3D space 
and thus lead to a more effi cient annihilation of vacancy defects. 
This study has shown that t he choice of interatomic potential is cri tical in the com-
puter simulat ion of radiation damage. Soph ist icated n rgy funct ionals, with add i-
t ional computing costs , do not necessarily lead to more a curate results. In t his study 
the data obta ined from Ackl a nd '97 has served as a reference point. Although in the 
initial stages of t he cascade t he 2NN MEAM casca le liffer from t he Ackland '97 
simulations, t he end resul t is essent ia lly simil ar. The angular force components have 
no significant influence on the fin al damag picture. Considering t hat th is method 
is already computationally expensive (a factor of 6 s lower that the Ackland '97). 
the additional requ ir ment for larger system sizes to cope with the more exten I d 
cascades it produces in the ballistic phase, render the method computationally I ss 
desirable for the study of coll ision cascades in Fe. It should be pointed out that the 
2NN MEAM model was developed wit h the prima ry objective to correct some dis-
crepancies in t he I rediction of surface energies in bcc Fe and it might not worth the 
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ext ra cost to study radiat ion damage in the bulk. 
On t he other hand , radiation simulat ion with t he Ackland '04 potential has ra ised 
several issues. In t hi s work . w have found t,hat t hi s model has severa l features which 
did not occur in previous EANl descriptions. T he end resul t is that a different damage 
picture is obtained from what we have been used to. Recent ab-initio data support 
the migration mechanism of t he SrA which is predict,ed with t,his new mod I and 
which was not observed by earli er MD studies. In the case the dumbbell -tetrahedral 
mechanism proves to be a vali d means for SrA diffusion, this could change, a t least 
in quant itative terms. the radiation damage picture which stands t,oday. Thus, it is 
importa nt to assess the valid ity of this mechanism by experiments and furt her first-
principle calculat ions. T he Ackland '04 model should also be applied to higher energy 
colli sion cascades and compared to t he avail able MD data for other potentials. 
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Chapter 5 
Influence of P Atoms on Radiation 
Defects 
5. 1 Introduction 
All oying and impuri ty elements a re present in trace qua nt ities in steels, which a re 
main ly (~ 90%) composed of iron atoms. T he alloy ing elements are deliberately 
added to t he iron to produce a materi al which has significant ly improved meLallurgical 
properties, which is t hen referred to as sLeel. Common a lloy ing elements used during 
steel fabrication a re C, Ni and IIn . The latter a re normally added to iron in a 
cont rolled manner si nce any excess concentration of t hese elements can potent ia lly 
cau e steel degradation. Some steel components used in t he NPV environment are 
also exposed to external t reatments. such as welding processes, which are I' pon ible 
for an increased concentration of t he alloying elements in t he steel an I a l 0 cause 
other foreign specie such a Cu a nd H to be int roduced in the steel matrix. T hese 
are considered as impurity lements an I can be responsible for a degradation of t he 
proper ties of the stee l. 
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T he complex interact ions between the impuri ty elements in the steel a nd t he iron 
make it d iffi cul t to gain an und rstanding on the exact role of each of t hese foreign 
elements on t he pro per ty changes of t he steel. The in teract ion or t hese element wi t h 
crystalline defects a nd radiat ion defects fur t her complicates t he pictlll'e. For a clear 
understanding of th role of the e impuri t ies o r a lloy ing elements on crucia l issues such 
as steel embri ttlement it is important to t reat on an ind ividual basis t he cont ri but ion 
of each foreign atom on the steel. In such a study t he interac tion of key roreign 
elements like Cu, C, B, H and P with radia tion defects deserve specia l a t tent ion 
because of t he experimenta l indications of t heir participat ion in hardening (due to 
pinning of di slocations) a nd non-hardening embrit t lement (due to grain boundary 
segregation) . 
So far, a con iderab le effort has been made to understa nd t he role or so lute C u in 
Fe [94, 25, 95, 96]. The experiments show that irradi a tion conditions enha nce the 
diffusion a nd the precipi tation or t he Cu atoms from solid olu t ion in t he steel a nd 
lead to t he formation of small precipi tates (often referred to as C u atmospheres) of 
~ 2nm in li ameter [72]. It has also been observed t ha t these radia tion-induced C u 
microstructures a re often decorated wit h l\ i a nd Mn elements in t he outer shells [72]. 
The formation of such Cu atmospheres in t he steel i capable of pinning dislocations, 
thus causing matrix hardening. 
In thi s project, t he role of t he P atom in t he steel matri x is Olll' main concern . It has 
been known for some time now, that phosphorous is th e most common embri t tling 
element in commercial steels [24]. The segregation of P atoms to the grain bound-
ari es is known to weaken t he meta ll ic bonding in t his region, eventua lly cau. ing the 
steel to become brittle [12, 10]. Lately, there has been experimental evidence t ha t 
radiat ion events significant ly enhance t he concentration of P a toms at the in terface 
and thus could cause the embri ttlement of the stee l [20]. In order to substant iate 
thi s cl aim t here is a need to in vestiga te the in teract ion of the P atoms wit h radi-
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ation defects. This represents a start ing poi nt to establish firmly t he poss ibili ty of 
radiation-induced migration of the P atoms and t herefor an enhanc d P segregation 
to t he grain boundaries. 
At this present stage not much is known a l out t he interact ions involving t he P atoms 
with radiat ion damage. Soulat et a l. [97] reported the involvement of P atoms in 
micro-clusters t hat a re form ed in a test-vessel after a ra liation event. [n experiments 
using the transmission-electron microscope (TEM). Krishnamoort hy [72] found that 
the presence of Ni and P in Fe significantly reduce the size of the dislocation loops 
produced post-irradiation bu t found an increase in t heir prod uction when compared 
to an irradiated pure Fe sample. This wa explained to b lue to a trapping effect of 
the solu tes and t herefore could be linked to the experiment of Soulat [97], who has 
found that P atoms increases t he radiation damage. But, as yet t he experiments are 
unable to provide an unambiguous answer to t he role of each of the solu te elements 
on the radiation defects. 
Computer simulat ions are suitable tools for such stud ies. First-principles calcul at ions, 
although not yet apt to deal with radiat ion damage type simu lations, have neverthe-
less provided invaluable information on the nature of Cu and P interactions with the 
radiation produced defects in steel. In part icular, Cu and P are found to be strongly 
bound to vacancies. Thus t he migration of the Cu and P atoms in steel is t hought to 
be a concerted mechanism involving the vacancy. iVl igrat ion of the Cu atom wit h an 
interstit ial atom is predicted to be unlik ly by th same calculat ions. On the other 
ha nd , the P atom has been found to be t rongly bound to the (l.lO) dumbbell , and 
thus this could represent anot her plausible mechanism for the P diffusion to the grain 
boundaries. 
For the case of Cu, some :vrD simulation on t he in tera t ion of Cu with radiation 
damage have been reported [25J . In these studies, mi xed objects containing Cu, Fe 
SIA's and vacancies were observed post-i rradiation. However the formation of Cu 
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atmospheres as inferred by t he experiments has not been seen in t he :vlD simulations. 
Kinet ic Monte Carlo imu lations have been employed to investigate t he evolution of 
these defects beyond the range of the MD t im scale. T hi study has successfully 
predicted t he format ion of these Cu atmospheres [69J. 
For the case of P no such studies have been performed, ma inly because of t he lack of 
availa bili ty of a realistic compound interatomic potential to describe fe- P systems. 
MD simul ations inve t igat ing t he effect of a P atom in fe have mostly been performed 
wit h a Mo l' e potent ial [55, 54J. Th is potent ia l is only of pairwise nat ure, bu t has 
been useful to study point defect interactions with P atoms and t h interact ions of 
the P atoms with gra in bounda ri es. 
In t his cha pter, we report a fi rst effort in studying the interaction of rad iation defects 
in steel with a P atom. \1\'e have set out this chapter as follows. We start I y describing 
the methodology we hav employed for this work. We t hen present t he resul ts of our 
simulations which , first of all take up t he issue of radiation damage in teraction wit h 
P atoms and t hen consider t he possible radi at ion-induced migration m chanism of 
the P atom in t he fe lattice. 
5.2 Simulation Methodology 
5.2.1 Energetics of P atoms III Fe 
In order to determine t he most favourab le site for t he P atom in t he f e lattice, we 
have compared t he relax d tota l energy of an f e- P system with the P atom occupying 
several defect configurat ions including a substit ut ional site, a mixed f e- P (110) du mb-
bell , t he tetrahedral site and t he (l ll) crowd ion. A compu tational box containing 
2000 fe atoms was considered in t hese calculations. An idea about t h energet ically 
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most favourable P defect in the Fe lattice can be obta ined from the energy differe nce 
between the system containi ng t he defect and a reference st ructure, which in t hi s case 
is chosen to be a p rfect F lattice of 2000 atoms. For the sub t it ut iona l P defect, 
the lattice actually contains on ly 1999 Fe atoms. 
The concept of binding energy is importanL in t he study of defect diffusion. A binding 
energy of a defect can actually be viewed as t he energy required to spli t t he defect 
into two well-separated sta ble defect configurations. For example we can talk of t he 
binding energy of a divacancy, which amount to t he work required to obtain t wo 
non-interacting vacant sites in the matri x. T he binding energy. Eb(AB) of a defect 
say AB , can be wo rked out as shown in Fig. 5.1. 
Er(A) Er(B) Er(AB) 
• 
+ 
• 
Figure 5. 1: The binding energy of a def ect AB is taken as the difference in format ion 
energy of two non interacting defects (A and B) and the formation energy of the defect 
AB. 
Here Ef(A) and Ef(B) a re t he form ation energies of a stable defect of type A a nd B 
respectively and Ef(AB) is t he fo rmat ion energy of t he defe t of type AB. According 
to the defini t ion in Fig. 5.1 , a negat ive binding energy indicates a repulsion betw n 
t he separated defects whereas a posit ive binding energy identifies a tendency for t he 
defect to bind together. 
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5.2.2 Collision cascades 
We have performed collision cascades in the energy range of 1-16 keY both in a perfect 
Fe matrix and in an I:'e- P system. Energetic calculations wi ll show that the P atom 
preferrenti ally occupies the substiiutional site in the Fe matrix. Ther fore our Fe-P 
systems were constructed with t he P atoms in the ubsi itutional sites at a ratio of 
1 P atom for every 2500 Fe atoms, giving a Fe-0.04ai.%P matrix. This fraction was 
chosen to be in line with steels used in the experimenl, [20]. The subsLitutional sites 
for t he P atoms were randomly assigned in the laW e. 
The ca cade was ini tiated in a simi lar manner as described in the previous chapter. 
For the sake of generating statist ica lly significant dal,a. the PKA wa again t riggered 
along the two high-index (135) a nd (253) d irections. In the cas ad simulations in 
the Fe-P systems we have chosen different random sil,e di st ri butions for the P atoms. 
All the simulations were run a t a lattice temperature of 600 K in a computat ional box 
with I eriodic boundary condition in a ll dimensions. The edges of the computationa l 
box were free of any damping term so t hat no heal, was extracted from the system 
during t he simu la tion. The sysl,em size employed h re as well as the number of P 
atoms in t he Fe-0.04at%P matrix is specified in tab le 5.1. 
Ep Number of Ca cades J\ umber of P atoms Matrix size (Fe) 
(keY) l'e Fe-P number of atoms 
1 20 20 24 59582 
2 20 20 24 59582 
4 20 20 51 128000 
8 20 20 126 314928 
16 15 15 126 314928 
Table 5.1: The number of simulations performed at each energy and the corresponding 
lattice sizes used. 
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The radiation defects here a re aga in chara ter ised in terms of the vacancy production 
a nd t he number and geometry of interstit ial defects. The defini t ion for the vacant 
site and t he interst it ia l and t he int rst itial cluster size is essentia lly the similar to the 
one employed in Chapter 4. 
5 .2 .3 Molecular static 
Molecula r statics (MS) is a common ly used technique to determine the transiti on 
barr ier b tween two given states on the potent ial energy surface. An example of 
such a st ate cou ld be a system which contains a vacancy and is free of other form of 
defects. A hop of t he vacancy to a near neighbour site wou ld t hen correspond to a 
different state (actually a local minimum) on t he potential energy hypersurfa e. An 
illustration of t his can be seen in Fig. 5.2. [n th is figure an im aginary 3D surface is 
shown and two local minima are ident ified corresponding to two di t inct states in a 
3D onfigurational space. ev ra l possible paths are avail able for the state A to leave 
its loca l minimum position and escape to the state B. However, for a molecular system 
the t rajectory wh ich requires the least energy expend it ure is more li kely to be accepted 
to switch between t he states. Such a path has a maximum which correspond to a 
sadd l point of the energy surface. The energy difference between t he sadd le point 
state and t he local minimum states gives us t he energy bar ri er for t he t ransit ions. 
In order to work out energy ba rri rs we use the MS t chnique, a prior knowledge 
of th ini t ial and the fin al states is required . It is a lso necessary to have a guess 
about th likely transit ion path between the two states. l~or the simple case of a 
INN vacancy migration in a bcc lattice, we might choose the (I ll) axis as a possible 
t ransition path. 
Once w have picked up the t ransit ion path, it should be discreti sed li nely. Then t he 
system is placed sequentially in each of t hese discrete points a bout which a constrained 
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Local minimum B 
Local minimum A 
Figure 5_2: Two local minima, corresponding to two atomic states, al-e identified on 
an arbitrary 3D potential surface_ The most efficient transition path between the two 
states passes through the saddle point_ 
relaxation is performed in order to determine t he configurational energy_ The data 
gathered at t he end of t he procedure, enable us to trace out the profile of the potential 
energy surface a long t he cho en path_ From the energy profi le, the migrat ion barri r 
can easily be calcu lated _ 
We have illustrated t he MS technique by evaluat ing t he energy barri er for a INN 
vacancy jump in a b c lattice_ T he initi al a nd the fi na l states are shown in F ig 5_3_ 
T he migration path i chosen to be along the (111) axis_ 
To evaluate the migration energy of the va ancy to the 1 NN site, t he 1 N~ Fe atom 
is moved along the migration path in the direction of the vacancy_ The Fe atom i 
advanced pointwise and at each step the configurational energy of the system is eval-
ua ted by performing a constrained relaxation proced ure_ In t his case the constra int 
is on t he motion of the Fe atom along the (lll) vector which we denote by, u _ During 
the r laxation procedure t he Fe atom is only allowed to move on a plane ort hogonal 
u _ Th is is achieved by removing all components of force, F acting on the Fe atom 
along the (111) axis_ Thus, as shown in Fig 5.4 t he Fe atom can simply evolve on the 
orthogona l plane at each step_ The for e, Fnew , on t he Fe atom is then simply t"ken 
as 
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Figure 5.3: EnelYY bar1'ier for the migmtion of a single vacancy through a i NN jump 
mechanism in the Fe lattice. 
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Figme 5.4: Constmints on the motion of the hopping Pe atom. The c!tom is allowed 
to move only in the orthogonal plane during each relaxation procedu1"e. 
(F , u) 
F new = F - TuJl2 (5. 1) 
T he configm ational energy obtained at each relaxation step is t hen used to plot t he 
profi l of the potent ial energy surface along t he migration path, as shown in Fig 5.3. 
Here the activation energy (energy relat ive to t he initial state) , at each node on t he 
migration path is plotted. The saddle point correspond to t he maximum of the curve 
and t he height of the addle point with respect to t he in it ial state giv a measm of 
the energy barrier for a jump from the ini t ia l state (A) to t he fin al state (8 ). Thus, 
the vacancy migration energy in an Fe latti ce is predicted to be a round 0.78 eV wit h 
the Ackl and '97 potential. 
One of the inherent problems with t he MS method is t he necessity to know the fin al 
state and to guess the t ransit ion path. Indeed . in ma ny cases t he fin al state might 
be unknown and t he t ransition mechanisms so complex that a mere int uition would 
prove ins uffi cient. [n these cases methods which do not need the prior knowledge of 
the fin al state and the t ransit i n path are att ract ive. The dimer method [98, 99] falls 
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in this lass of algorithms. 
The dimer method is applied to a state whi ch is in some local minimum of t he energy 
surface. A dimer search t hen scru tinizes t he local minimum in s a rch for th di re-
tion of lowest curvature, which eff ctively points towards t he saddle point. At the 
end of each minimum curvatur search, the d imer eH tuates a tra nslation towards 
the saddle state. T he dimer method has successfully been ap plied to determine t ran-
sit ion barri er in many application problems, including t he compu tation of migration 
barriers for P diffusi n in the r latt ice [99J. T he valid ity of our MS results have been 
verified using dimer calculat ions. 
5.3 R esults 
5.3.1 Energetics of P atoms in Fe 
In agreement with experiment , t he calculations wit h t he Morse potentia ls showed 
that the P atom would preferentially occupy the substitutional site in the re latt ice. 
The (llO) mixed dumbbell was calculated to be t he most favourable interstiti al de-
fect in t he matrix in agreement wit h the ab-initio calculations of Doma in [28J. T he P 
tetra hedral defect and the mixed re-p crow lio n were found to be metastable defects. 
[n table 5.2, we have tabulated t he energy d ifference tJ.E, following the methodol-
ogy described in sect ion 6.3. 1, of the interstit ial defects with respect to a reference 
t ructure (a perfect Fe lattice of 2000 atoms). 
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Structure P subs. Fe- P (llO) dumbb 11 Tetrahedral (111) crowdion 
6.E (eY) -5.44 -2.82 -2.79 -2.61 
Table 5.2: Energy difference between the cells containing a P defect and a perfect Fe 
lattice . 
5.3.2 Collision cascades 
Th evolution of the cascade in both the pure Fe an I t he Fe-O.04a t.%P systems is 
found to be simila r. T hat is, a sequence of co lli sions is ini t iated by t he PKA, which 
resul ts in the creation of a highly anisotropic region of displaced atoms and vacancies 
in localised regions in the lattice. A peak in the number of displaced atoms is reached 
typically between 0.2 ps and 1 ps, depending on t he PKA energy. Wi t hin a few ps, 
most of the displaced atoms recombine with available vacancies leaving a di. t inctive 
va ancy ri ch region in the cor of the cascade urrounded by inter t it ial clusters. In 
Fig. 5.5. we have illust rated the different stages during t h evolu tion o f a typical 8 
keY cascade in a Fe-0.04at,.%P system. The peak in t he number of displaced atoms 
occurs at the end of the ballistic period as shown in Fig 5.5 (a). The disordered 
region is observ d to have considerably annealed in Fig 5.5 (b). Further annealing 
takes place over the run of the s imu lation, and a t about ps. a realist ic pi t ur of 
the cascade damage can be obtained , see Fig 5.5 (c). Interstit ia l cl uste rs simila r in 
morphology to t hose obtained in t he cascades in pure Fe (see for example Chapter 4) 
are clearly visible a t this stage. During an extended ru n ( ~ 35 ps) of the simulat ion, 
t hese clusters were simply noted to move randomly in the lattice and no significant 
recombination of t he defects was observed , as can be seen by comparing in Fig 5.5 
(c) and Fig 5.5 (d ). 
The damage done to the systems is quantified in terms of t he density of vacant sites 
in the core region of t he cascade, the number and the morphology of intersti t ial 
clusters left in t h irradiated latti e. T he average number of vacant sites in t he ore 
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Figure 5.5: Displacement cascade in a Fe- O.04at.%P matrix initiated with a PJ<A 
energy of 8ke V in the (253) direction. Some of the P atoms which interact with the 
Fe SJA 's are shown (blue circle) in (c) and (d). 
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of the cascade, created in both t he pure Fe a nd t he Fe-0.04at.%P cases, IS gIven 
as a fu nction of PKA energy El' in Fig. 5.6. T he data presented here, satisfy the 
power law, Nf = A (Ep)'" [81], with m = 0.79 a nd A = 5.0 for t he pure Fe system 
and m = 0.74 and A = 5.6 for the F -0.04at .%P system. T he mean number of 
vacant sites produced, increases with the PI< A energy, as has been reported by several 
authors previously [33, 25]. Nevertheles , a shown in Fig. 5.6, the presence of th P 
atom in t he latt ice does not noticeably alter defect production. The same behaviour 
in va an y production has recent ly been reported by Becquart et al. [25] in an lVlD 
tudy of the infl uence of Cu in Fe . 
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Figure 5.6: Residual vacancies predicted from the MD simulations at different irradi-
ation energies in Fe and Fe-O. 04 (Lt. %P. 
T he dens ity of vacant sites in t he core region of the cascade also indicates the number 
of atoms which are st ill in an interstit ial posit ion in t he lattice following the cascade 
relaxation. As we have ment ioned in t he previous chapter, t h int I' t it ial atoms can 
combine wit h ot hers to form sta ble clusters of di fferent sizes. main ly in t he periphery 
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of the cascade. In order to get insight in to t he possible influence of the P atom on 
the cluster production efficiency of a cascade, we have compared severa l features of 
the clusters formed in the pure Fe and Fe-O.O<1at.%P systems. 
It is found that t he mean number of in te rstitia l clusters produced in t he two systems 
are indistinguishab le for a ll t he simulate I cascade energies. In addition, the mean 
number of di splaced atoms in clusters and t he morphology of t he pure Fe interstitial 
clusters, a re simi lar in both cases. In most simulations, the interstit ial clusters had 
eit her an approximately spherical shape or consisted of a linear a rrangement of dis-
placed atoms. In general, the larger clusters (cluster size:::: 2), contained a collection 
of (111) crowdions a nd dumbbell s. [n fi g. 5. 7, we illustrate the resid ual damage fol -
lowing an keY cascade in an Fe-O.O<1%at. P mat ri x. in which the morphology of t he 
clusters form ed is highlighted. As reported previously [33], the la rgest lusters form 
at the higher energies. T he la rgest cluster obtained was of size 13 a nd was form ed 
in the 16 keY cas ades. The spli t-du mbbell was the most common interstitia l cl uster 
and was produced at a ll PKA energies. In Fig. 5. , we present the in terst it ia l cluster 
size distributions for both irradiated Fe and Fe-O.04%at. P matrices. 
Although t he P atom has little influ nee on t he cluster size distribution , there is an 
appreciab le influence of the P atom on the spatia l distribution of interst itial clusters 
in the matri x. About 35 % of the in terst itial (Fe) atoms were found to be contai ned 
in a cluster which also contained a P atom. This cl ustering fract ion is found to be 
independent of the PKA energies considered. The dist ribution of the clusters at t he 
end of aI, 2, <1 and 16 keY cascade is illustrated in Fig. 5.9. The Fe- P clusters have 
been encircled in t hese snapshots. 
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Figure 5.7: Residual defects in a keV cascade in a computational box of 155 If xJ55 
A x 155 If. The clusters formed about the P atoms and the morphology of the clusters 
are depicted. 
5.3.3 Mixed Fe-P interstitial clustering m echanism 
Two dist inct mechanisms are observed by whi ch defects containing a P atom are 
form ed . The first mecha nism i associated wit h the expansion of the cascade in 
the balli st ic phase, during which an nerget ic recoil atom can collide with t he P 
atom. When the energet ic part icle hits the P a tom , t he latter is di slodged from its 
substi t ut ional posit i n. T his site can t hen be occupied by the Fe atom, which forces 
the P atom to occupy an interstitial posit ion in t he la tLi ce. T he P atom subsequent ly 
forms a dumbbell (llO) compl x wit h t h n a rby Fe atom or t he incident atom itself. 
We have illustrated this mechan ism sch matically in Fig. 5. 10. T he resultant defect 
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Figure 5.8: The distribution oJ clusters which are produced in the Fe and P, ·0.04at.%P 
sy tems at the end (a/ter 30 ps) oJ each cascade energy simulated. 
usually entail a displacement of t he neighbouring atoms from th ir lattice posit ions. 
T he dilated region t hat is produced has been observed to be a favo urab le site for t he 
nucleation of bigger clusters. 
T he econd mechanism is due to t he st ra in that is caused by a P atom a a substi-
t utional defect in the lattice. T his P atom is not d isplaced from t he sub t itutional 
posit ion, as in the first mechanism; rather, t he strain r gion arou nd the P atom itself 
is attractive enough for nearby in terstit ial clusters to be t ra pped a nd form solu te-
defect c1u ter . In Fig. 5.11 , we show a 2-D snapshot of t he path of a n Fe interstitial 
cluster formed in an 8 keY cascade, viewed along th (001) direct ion, from t he point 
when it forms (containing 8 displaced atoms) to t he poin t a t which it is stabilised 
around the P atom. T he pure Fe cl uster was formed 24 A away from the I atom. Its 
motion towards t he P atom is accelerated when it is within a rad ius of 20 A from t he 
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Figure 5.10: The formation of a mixed F'e- P dumbbell during the collisional phase is 
shown here. A substitutioncd P atom which is dislodged fm m its site can then form 
a dumbbell with the incident atom itself (i) or Cl neighbou7'ing Pe atom, as shown in 
(ii). 
P atom, a di stance 6 t imes greater than t ha t of t he Fe- P potent ial cut-o ff. [n Fig. 
5.12. t he profi le of the cent re of ma (CONI ) of the solu te-d fect cluster is ill ustrated. 
Both fi gures show t hat t here i only rearrang m nt of t he Fe atoms in the cl ust er a fter 
it forms around the subst itut ional P site duri ng t he time scale of the MD simula tion. 
In Fig 5.13, we have shown these two mecha nisms in a 16 keY cascade 
Both t he fi rst and second mecha nisms are observed for t he energy range of 1-16 
keY. although for t he lower energy (1 and 2 keY) regime, the fi rst mechanism is less 
frequent , ma inly because t here a re fewer energe tic recoils to displace a substit utional 
P atom . 
A quest ion ra ised by experiment [971 is that of the irradiat ion-induced formation of P 
ri ch clust ers. During the collisional phase of t he cascade, the formation of such cl usters 
are not frequent . In a few cases the formation of mixed Fe- P clusters conta ining two 
or three P a toms was observed , when the P a toms were ini t ially dist ributed close to 
each other in the latt ice. In Fig 5. 14 , the occurren e of such a cl uster, conta ining two 
P atoms is shown. None of t he simulations suggest the mass prec ipitation of t he P 
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Figure 5. 11 : A snapshot viewed along the (001) direction, illustrating the migration of 
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atoms in clusters. 
5.3.4 Mobility of interstitial cluste r s 
The mobili ty of interstitial clusters is an importa nt factor in determining t he time 
evolu t ion of the radiation damage. The pu re Fe lu ters. in parti ular the Fe- Fe 
dumbbells, a re found to be mobile in the lattice, as we have remarked in t he earlier 
chapter. We reca ll t hat t he SINs move a round through a dumbbell-crowd ion ty pe 
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a 16 ke \I cascade. In (a) a ReS knocks out a P atom and form a dumbbell (first 
mechanism) . Another Fe interstitial atom (s2) is attmcted to the Fe- / dumbbell (by 
the second mechanism) and a mix€(l Fe-P clltSter of size 2 is formed. 
exchange mechanism in t he (lJ.I ) crystallographic direction, punctuated by occasional 
rotations to the (110) axis. In order to have an idea about the Lime scale of t hese 
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Figure 5.14: Formation of a cluster containing two P atoms. 
transitions compared to those involving th P atoms we have evaluated t he migration 
barriers between the various states. We have employed the molecula r stat ics (MS) 
technique [1001 to compute these energy ba rriers and have also checked these using t he 
dimer method [991. The :\1S calculations indicate t hat a rotation of t he Fe- P (1l0) 
dumbbell to t he (Ill) direc ti n requires an activation energy of 0.16 eV. Once fully 
rotated a long the (1l1) ax is, the dumbbell rearranges into a crowdion configuration, 
and t hen translates a long its axis with a very low activation energy (0.0035 eV). In 
Fig. 5. 15, we illustrate the migrat ion barrier of the dumbbell on the potential n rgy 
surra e as obtain d by the MS method. The larger sized pure Fe cl usters a re glissile 
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a we have d crib d in Chapter 4. 
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On t he other hand , the clusters containing the P atoms are noticeably less mobile 
than the pure Fe cl usters. Over t he picosecond t ime scale we have not observ d 
any widespread migrat ion of t he P atom attached to t he cl usters. However, when 
the P atom forms part of a n Fe-P dumbbell complex, it is a ble to make jumps to 
a neighbouring unit cell. On t he t ime period cover d by our simu lations. t he Fe-P 
has often been ob erved to jump back a nd forth between neighbou ring unit cells. 
Although , t his di splacement is short ranged, on a much longer time scale the Fe-P 
complexes might well diffuse to sink regions in this manner. A a resul t. we have 
studied the underlying transit ions which characteri se t his displacem nt mecha nism 
and t he energy cost fo r them to take place. 
Analysis of cascades show that following the form at ion of t he Fe- P (HO) dumbbell 
in a cascade event , the P atom moves by a rotation of the dumbbell a bout t he (1l0) 
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axis followed by translation of the P atom to a tetra hedral site. From the tetrahedral 
position, t he P atom again forms a Fe- P dumbbell with a next Fe latt ice atom. 
Due to the symmetry of the bcc Fe laW e, th dumbbell to tetrahedral and back to 
dumbbell transitions can be repeated with t he other Fe atoms in t he uni t cell until the 
P atom is t ransported to t he next unit cell. [n Fig. 5. 16, we illustrate th i liffusion 
mechani m of t he I" a tom. The energy barri ers for t he rotat ion of t he Fe- I" dumbbell 
to a t t rahedra l site is calculated as 0.29 eV and a jump from t he tetra hedra l back 
to the dumbbell complex would cost 0.26 eV. The energy profi le a long this path is 
shown in Fig. 5.17, in which it can be seen that t he potentia l surface is punctuated 
with several metastable states. 
The energy ba rriers and th is mecha nism wer checked using th dimer method [99] 
and no lower energy transit ions was found. T herefore, at a temperature of 600 K, 
we expect to see t he migrat ion of the P atom through this mechanism on a t imescale 
of the order of lO- lI s, assuming a n attempt frequency of lO'3s- '. Moreover, the 
substit utional P atom binds t rongly to a Fe SIA with a binding energy of 2.3 eV, 
which suggests t hat the dumbbell -tet rahedral can be a dom ina nt mechanism for I" 
t ransportation to grain boundaries. This is in line with a recent study by Lidia rd 
[101]' where the SIA assisted migration of I" atoms to grain boundari es is di scussed 
to be the predominant one. 
However this wou ld not be the ca e if the I" atom could attain a substitutional posit ion 
in t he lattice at t he expense of an existing Fe atom. We therefore investigated by 
molecular statics two possible transit ion paths by which the P atom might become 
substitutional. The fi rst was a translation of t he Fe- P dumbbell a long its path to give 
a I" substitutiona l atom and a disp laced Fe- Fe (llO) dumbbell. T h energy barri er 
for this was found to be in xcess of 1 eV and therefore is a n unlikely t ransit ion. 
The second mecha nism involved the rotation of the Fe-P (llO) dumbbell to a (111) 
dumbbell followed by t he subsequent formation of t he (l ll) dumbbell follow d by 
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the P becoming substitutional. The (110) Fe- P dumbbell was calculated to be 0.198 
eV more energetically favourable tha n t he (1l1) Fe-P dumbbell. From the (lll) 
dumbbell a t rans lation of the P atom to the substitutiona l site via a (111) crowd ion 
requires surmoun t ing a n energy barrier of height 0.26 eV. On t he other hand, the 
(111) dumbbell Hips to the (110) d umbbell by overcomi ng an energy ba rri er of only 
0.02 eV, which means that the P atom is v ry unlikely to displace t he Fe a tom and 
become sub titut ional once it has formed the (liD) dumbbell. 
Over t he run t ime of the simu lat ions, t hese mixed clusters are quasi- im mobile. When 
highly mobi le Fe interstit ial clusters agglomerate a bout a P substitutional site, they 
are effect ively pinned about t he P atom. T he same is also true of the la rger clusters 
which contain a P in terst it ia l. The energy barri ers for the t ransitions of t hese clusters 
is qu ite high as simulat ions run for as long as 200 ps showed that t he clusters were 
stable over t his t ime scale. In Fig. 5. 12, the profile of the cent re of mass (COM) of 
a particular solu te-defect cluster, which was formed in a n keY ca cade is shown. 
In this fi gure t he cluster of Fe in terstitials (size 8) underwent a root mean squar d 
displacement (MSD) of 5.0 A/ ps b fore clustering a round the P atom , after which the 
corresponding root MSD of t he COM is 1.1 A/ ps. corresponding on ly to oscillatory 
motion of, a nd atomic rearrangement within the cluste r. A n understanding of t he long 
time scale behav iour of t hese 'la rge' cluste rs requires a d tailed evaluation of energy 
barri ers wh ich al 0 involve t he movement of I atoms. Because such transitions are 
d ifficul t to predetermine we have not been able to cal ulate such energy barr iers by 
MS and t he dimer method has so far given in formation about the energy barri er for 
t ransitions invo lving only the motion of Fe atoms. 
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5.4 Vacancy assisted P migration 
Recent ab-initio calculations have shown that P atoms are strongly bound to vacan-
cies [2 J and thus the con erted di A'usion of t he P atom wit h the vacancy has been 
hypothetised as a potent ial mechanism for P migration [28J. T he model (Ackland '97 
+ Morse potentials) does not reproduce the ab-initio bi nding energies accurately. Po r 
instance the ab-initio binding energy of the P atom with the I NN va a ncy is about 
0.3 eV a nd our model predicts t his energy to be around-0.3 eV (i,e. repulsive). T he 
binding energy of t he P atom to the 2Y'I is however calcu lat d to b reasonably do e 
to the ab-initio data, with a compu ted value of 0.29 eV compa red to 0.35 eVobta in d 
from t he ab-initio calculation [2 J. The latest set of potent ia ls [2 J to describe the 
Pe-P system give a better descript ion to these binding energies. Since during the 
MD t imescale vacancy migration ha rd ly takes place in t he lattice, the inab ili ty of 
our pote nt ia l to give an accurate descri ption of the binding between the vacancy a nd 
the P atom shou ld not affect the radiation damage resul ts we have reported here. 
Nevertheless, to a ess th validity of the vacancy assisted migration of the P atom 
we have evaluated the energy barriers related to such a mechan ism. 
In any such mechanism t he migration of the P atom via a l NN hop plays a central 
role. T he energy barri er fo r such a t ransit ion is calculated to be of t he order of 0.29 
eV with the Ackland '04 model. Earlier, we have repo rted a significant ly higher value 
(0.72 eV) which was calculated with the Ackland '97 and lVlorse potentia ls. 
As such, there might exist severa l mechan isms by which t he P atom can d iffuse in 
t he lattice assisted by a migrating vacancy. In I[S only straight-l ine t ra jectori es can 
easil y be studied. T hus we have invest igated on ly two mechanisms, as hown in Figs. 
5.1 and 5. 19, by which a d iffusing vacancy can drag t he P atom. 
In the fi rst one, t he vacancy, which is located in t he INN coordina tion to t he P atom. 
fi rst jumps to t he 2NN site. Prom here t he vacancy can effectuate a INN jump to the 
125 
". . ......... . 
.... \ 
,,- . 
;', .......... . 
0.16 cV(0.67 cV) 
0.72 eV(0.29 cV) 
Fe atom 
o Pmom 
vacancy 
0. 16 eV (0.67 cV) 
~ 
0.79 cV(0.63 cV) 
............ 
Ill( .....,., ........ ....... . ..-~ ...... . 
0.79 cV(0.63 cV) 
0.72 cV(0.29 cV) 
................. , 
;' 
". 
" . 
............... 
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adjacent cell , creating a INN vacancy for th P atom. T he P atom can t hen proceed 
to t he next uni t cell t hrough a I NN jump. The energy barriers for t hese transit ions 
are shown in Fig 5. 1 . T he bracketed number represent t he energy barriers computed 
with t he Ackland '04 potentials. We note t hat t here is a marked di fference between 
the energy barr iers predicted by t he two pot ntia i. . Nevertheles. , both potentia ls 
pred ict energy barriers which make the diffusion of t he P atom through this fi rst 
me hani m a likely possibi lity over t he hundredth of a micro-second t ime scale if we 
consider a vessel operating temperature of 600 K and a jump frequency of 1013s- t 
In the second mechanism, t he vacancy moves to the 3NN position and t hen diffu es 
to the adjacent un it cell by a I NN jump. Again a INN vacancy is created for t he P 
atom , allowing it to diffuse in t he next cell. We note here that t his me hanism is very 
unl ikely wit h the combined Ackland '97 and Morse models, since here a t ran it ion 
from t he I NN position to t he 3NN position requires surmount ing a barri er of t he order 
of 1.3 eV. With the new Ackland potential t he energy ba rriers obtained indicate t hat 
at a temperature of 600 K we can xp ct the P to diffuse via this mechanism on a 
t i mescale of t he ord r of 10- s. 
5.5 Conclusions 
The mai n aim in t his work has been to understand t he interaction of P atoms wit h 
radiation damage produced in an Fe matri x. Some important a pects of t he influ nee 
of the P atom have emerged from t he MD simulations. Apart from influencing t he 
spatia l dist ribu tion of t he cl usters, the presence of t he P atoms does not increa e t he 
coll isiona l damage aused to an irrad iated latt ice. T he density of vacancies formed 
in the simulations are similar in t he irradiat d pure Pe matrix and a Fe-O.OLJat.%P 
matrix. T he features associated wit h t he clusters in t he bcc latt ice, such as t he size 
distri bution and t he cluster geomet ry. are found to be a lmost indist inguishable. 
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The rormat ion of solu te-defect cl usters occurred at all the energi we have simulated 
by two mechanisms. T he first is du to the development or the ca ca de in the ballistic 
phase, d uring which energetic part icles force t he P atoms into interst it ial positions. 
The second is assoc iated wit h t he strain that is induced in t he latt ice as a consequence 
of the P atom being located in a substitut iona l site . T he strain induced around t he 
P atom causes it to ad as an attractive cent re ror in terstit ial atoms. Since t he extent 
or this t rain region is of t he order of 20-25 A at a concent ration or 0.04at.%, the 
interstit ial Fe cl usters would be located on average about 40 A apa rt . T hus given 
the high mobili ty or t he cl usters, one might xpect that all interst it ial cl usters wou ld 
form around P sllbstit ut ional atom within relat ively short t ime scales. 
Al though t he P atoms are a lmost immobile in their subst it utional sites in t he Fe lat-
t ice, even at 6001( , t he simulation has shown t hat t hey a re more mobile when d i placed 
rrom t h se sites to [orm Fe-P dum bbells. T he P atom t hen migra tes through a joint 
dumbbell and tet rahedral jump mecha nism in t he lattice. Since the Fe- P d umbbell 
formation is a common occurrence in cascades and given t heir strong binding energy, 
we exp ct this mechanism to d ictate t he migration or P atoms to sinks such as grain 
bounda ries. Fu t ure wo rk will perrorm some cascade simulations in Fe- P system wit h 
the recent ly develop d EAM potentia l ror a Fe- P matri x [28]. T he static calcula-
tions already performed with th is new potent ial support the dumbbell-tetrahedra l 
mediated diffusion or the P atom in an Fe lattice. 
T he at tachment o[ larger Fe in terstit ial cl usters to either substitu tional or displaced P 
atoms might be another possible mechanism [or th radiation-enhanced diffusion of P 
atoms t hat can occur in steels over t he reactor lire t ime. To investigate t hi s hypothesis 
requires t he determination of the energy barrier [or defect cluster t ransit ions. 
We have also looked closely at the diffusion or t h P atom assisted by a migrating 
vacancy. T he MS calculations we have performed with the Ackland '97 and Morse 
models and the Ackland '04 potentials indicate t hat t here are two potent ia l mecha-
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nisms by which t he vacancy assisted P diffusion can take place in t he matrix. T hese 
mecha nisms a re expected to be dom inant wit hin the microsecond t imescale a t a ves-
sel operating temperature of 600 K. Th is and t he inte rstit ial mechanism are strong 
candidates cont ri but ing to the radiat ion mediated diffusion of t he P atom to grain 
boundaries. 
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Chapter 6 
Defect Interactions With Tilt 
Grain Boundaries 
6.1 Introduction 
6.1.1 Grain boundaries III metals 
Metals a re polycrystalli ne in nature. At the micros opic I vel the metal s tructure 
consists of a network of in terconnected crystals, which a re a lso known as grains. These 
are a ligned in different ori entat ion from each other. T he misori entation between t he 
adjoi ni ng grains produces a surface, t he grain bounda ry (G B), at their junction. In 
the GB region the crystalli ne periodicity of t he grain is disrupted. Atoms in t his 
region have a lower coordinat ion number a nd the bond strength between them is 
weak r compared to a n atom in t he grain interior. For this reason GB 's are area of 
mechan ical weakness in the materi al. 
Wh n t he GB int rsects a surface. it a ppears as a curvilinear line defect on the 
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material surface, wit h li tt le differenc in t heir st ructure, as shown in Fig. 6.1 , which is 
an optical micrograph of a bcc Fe metal. On the a tomic scale, considera ble deviations 
exist between individual GB structures, where in principle an infinite number of 
atomic a rrangements are possible. At t his I vel a detailed a nalysis of t he G I3 st ructu re 
is possible with sophisti ated experi mental t chniques such as the high-resolution 
electron microscope (HREIVI) and t he X- ray diffraction technique [12]. Compu ter 
simulation methods such as the MD and the MC techniques a re a lso commonly used 
in t he microstructural a na lysis of interfaces. 
Figure 6.1: Optical micrograph of polyc7"ystalline a-Fe, 250 x. After (7j. 
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In t he local region of the GB , the properties of t he materi al differ onsiderably from 
the bulk properties. Several such demarking featur s have been observed in t he 
experiments and t he computer simulations. Among ot hers it has been found that 
t he GB induces a local volume expansion [12]. Recent !lID calcul ation show that 
this expansion is dependent on t he geomet ry of the GB and expan ions in t h range 
0.1-0.6 A have been measured in atomic layers para ll el to the GB plane [7]. In t he 
experiments di verse GB structures have been ident ified , ome of wh ich were ob rved 
to have omplex atomic arrangements. However, t hese studies have a lso demonstrated 
that a few of t he GB 's possessed a periodic structure which makes them more t ractable 
in computer simulations. To ea h uch G B tructure, a fund amental atomic uni t could 
be ident ified wh ich reproduces a t length the entir G B a nd its 10 a l surroundi ng. 
A knowledge of t he static propert ies of the G B·s is funda mental to und rstan I their 
function in engineering materials. Key ma teri als properties such as electrical resis-
t ivity and toughness a re sensit iv t th GB. t ructure. [n the NPV techno logy, steel 
is commonly em ployed as a wrapper alloy or for ves. cl core applicat ions. During 
service- time the N I. V is subject to harsh radioact ive condi t ions and a wide variation 
in tem perature. The response of the GB 's to t hese ext reme cond itions severely in-
fluence t he steel behav iour. lvloreover, the N PV steel contains severa l impuri ty and 
alloy ing elements which can interact with the G B and potent ia lly change the bonding 
chemist ry at the interface. The segregation of impuri ty and a lloyi ng com ponents to 
the GB 's can severely a ffect t he st rength of the NI V. As a result such segregation is 
an aspect which has attracted a lot of attention in the materials research communi ty. 
6.1.2 Segregation of a lloying a nd impur ity atom s to G B 's 
The segregat ion of impuri ty and a lloy ing elements to th G B is a majo r cause of steel 
embrittlement [10]. Elements such as P, Sand 1-1 are potential GB weakeners a their 
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presence in t he ste 1G B degrade t he cohesion betwe n metal atoms at t he in te rface 
[21]. Other elements such as carbon and boron can a lso be a bsorbed at t he G B. 
However t hese elements tend to strengthen the G B instead [21. 10]. T he segregation 
of t he foreign elements to t he G B's is dictated by equi li brium and non-equilibrium 
processes to which t he vessel is exposed . 
During an equilibrium segregation process, foreign elements move to t he G B in order 
to minimise t he interfacial free energy (G ibbs energy). In principle t he G B r gion is 
a region with a considerable misfi t. Several s ites are available in-between t he atomic 
arrays which are energetically favourable to t he impuri ty or the a lloying elements in 
the crysta l. It has b en found that add it ive lement wit h a consi I rable misfi t in t he 
steel grain are preferent ially dragged to the G B dislocation region thereby minimising 
the system's free energy [12]. Equi librium solu te drag to t he G B region has wid Iy 
been studied in the experiments a nd using t heoret ical t hermody namic models, such 
as t he McLean- Languir and Fowler-G uggenheim isotherms [10]. Pr diction from 
t hese models demon trate t hat olute segregat ion to the G B is a fun ction of. everal 
structural and thermodyna mic variables. In part icula r solute enrichment at t he G B 
is found to be sensit ive to t he temperature and the chemical composit ion of the steel 
[102]. 
NPV components are also subject to non-equi librium processes such as to irradiation 
condi t ions during the vessel operation a nd heat t reatment procedures. In t hese events 
an exc concent rat ion of point defects i often er ated in t he latt ice. When t he 
lattice d fects are produced in the grain interior and fa r from the G B, a conc nt ration 
gradient of point defects is created in the system. As a resul t t here is a net Aux of 
the lattice defects down this gradient a nd towards the GB region [10]. If t he binding-
energy between t he point defects and t he solu te atoms is strong enough a solu te-defect 
complex is formed , which enha nces the diffusion of t he addi t ive element toward t he 
GB region. 
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Radiation processes remain one of t he chief factors cont ribu t ing to solu te enrichment 
at the GB. T he egregation b haviou r of severa l impuri ty and alloy ing elements have 
been investigated experimentally in commercial steel samples [103]. These studies 
have shown that intergranular egregation is st rongly dependent on t he metallurgical 
properties of t he steel as well a t he thermodynamic condi t ions. The presence of P 
for instance in Cu-doped Pe-based a lloys has been found to inhibi t the interFacia l 
segregation of S [103]. A simila r study was conduded to measure t he segregation 
of Cr and li in an ul t ra-high purity a lloy and an ul tra- high puri ty a lloy wit h trace 
concent rat ion of P atoms [103]. Microanaly is of the sam ples with t he fi eld em ission 
gun scanning electron microscope (PEG STEM) reveal d t hat in th pr ence of the P 
atoms in the sample, t he concentration of Cr and Ni at the GB is increased . Moreover, 
t here are indication that radiation can also ause so lu te depletion at t he GB in a 
process known as des gregation [102]. It was observed that oversized solute elements 
tend to be depleted at t he G B whereas undersized solutes tend to be enriched [10]. 
Several thermodynamic model have b n proposed to predict the segregation be-
hav iour of solu te atoms to the GB. J ohnson and Lam [104] proposed a rate t heory 
(RT ) model to study dilute a lloys with an fcc structure. T he model has since been 
applied to investigate t he temperature dependence of irradiation-induced segregation 
in martensitic steels [102]. An extended version of the model has also been employed 
in [102] to study the sensitivity P segregation to GB 's on temperature. A similar 
approach to the RT model has also been used to predict the influence of dislocation 
density on radiation-induced P segregation [102]. In t he li terature other models to 
study rad iation-assisted solute egregation to t he interface are ava ilable. For a review 
see, for ego [12, 10]. However, t hese model rely h av ily on certain defect proper-
ties which are not we ll established. Por example, in t hese calcu lations the format ion 
energies of point defects and the binding energies of solu te-defect complexes play an 
important role. A realistic quantitative estimate to these defect energetic has not 
been available un til recently. 
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The experiments and t he t heoretical models have been useful to understand some 
general t rends associated wit h non-equilibri um solu te segregation to the G B's. To 
our knowledge t here has been no study to date of t his phenomenon by computer 
simulat ions. For these type of study there is a primary need to model a system 
wi t h the GB in a non-equilibrium environment . The MD and MC techniques are 
appropriate here. Recent ly, Perez- Perez [7] conduded a series of tvlD simul ation 
to investigate t he interact ion of radiation defects wit h some G B structures in pure 
bcc Fe. The same a pproach can be extended for t he study of impuri ty and a lloy ing 
element diffusion to GB's, wh I' by a concentration of olu te atoms relevant to N PV 
steel hould be added in t he system. u h a stu Iy would give a more profound 
understanding on the kinetics of radiation- induced so lu te segregation to t he in te rface. 
Unfort unately. t he lack of availa bi lity of energy fun ct ionals to describe all t he solu te-
solute and solu te- iron in teract ions restri ct t hi s study. 'v\le have employed t h i\lIO 
technique to simulate a radiation event in a system conta ining a t race concent ra tion 
of P atoms (Fe-0.04at.%P) and in which a G B has al 0 been modelled . Wi th thi s 
approach we investigate t he in teract ion of radiation defects wit h t he P atoms and 
study any radiat ion-enhanced mobi lity of t he P atom to the G B. 
Phosphorous is one of t he mo t dangerous urface act ive impuri ty elements in com-
mercial steel. Ab-initio calculations have demonstrated t hat P atoms at the GB 
weakens the cohesion between metal atoms, and thus cont ri bute significant ly to the 
st eel embri ttlement [22]. Phosphorous enrichment at the G B's occurs both by the 
equilibrium and non-equi li brium processes. In Fig. 6.2 an electron microgra ph is 
hown which illustrates P enhancement in a steel GB by an equilibriu m segregation. 
Ivlore important ly experiments show that radiation cascade increases the equi li brium 
concent ration of P atoms at the GB, wit h an overa ll enrichment factor between 50 
a nd 100 [105]. Radiation-induced segregat ion of P atoms is affected by several factors 
including dose rate. irradiat ion temperature and steel composit ion [10, 103]. As yet 
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Figure 6.2: Electmn micmgmph (12/ showing the P segregation in Fe-3.5%Ni-l . 7%Cr-
0. 3%C steel doped with 0.06 %P. The dark l'ines in the boundaries contain relatively 
1a7'!}e amount of segregated P. 
no clear picture has emerged concern ing the in fluence of each of these va ri ables on 
the fin al non-equili brium P segregation ra t io and t herefore it has been impossible to 
develop any convin ing st rategy to suppress P segregation to GB 's. Another perti nent 
issu which need om explanation is t he possibili ty of site compet it ion between P 
and ot her solute a toms in the GB region. We have mad a n effo rt in t hi s d irect ion 
by performing stat ic ca lcu lations to determ ine favoura ble sites for P atoms in the GB 
regions. 
We have also investigated some G B propert ies using t he 2KN ilIEAM potent ia l. This 
potentia l is expected to yield realistic estima tes to G B properties, such as t he G B 
energy, 'ince it was specifically developed for surface a ppli cations. T he remainder of 
t he chapter is organised as follows. In the next sect ion the computer modelli ng of GB 
structures is d iscussed . T hen results on t he segregat ion of P atom. to the GB 's a nd 
colli sion cascades near GB's are presented . We end t he chapter with some simulat ions 
performed to investigate radi ation-induced segregation of P atoms to the GB . 
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6.2 M ethodology 
6.2.1 GB Modelling 
The geometry of a GB at t he atom ic level lepends highly on t he nature of t he atom ic 
arra ngement. A typical gra in in iron measures ~1O I!m in radius and has a general 
curvilinear surface. As such , a computer model of a GB t ructure can invo lve a high 
level of geometrical omplexity and imposes high demands on t he available computi ng 
resources. Fortun ately, in meta ls some G I 's have a nice geomet ric form. which can 
easily b reproduced a lgo ri t hmica lly. 
It has been observed in experiments, see for ego [106], that the latti ce points of two 
bicrysta ls forming a GB can be related by some rotation operation. In pa rti cular. 
the GB can be visuali sed as a structure resu lti ng from two interpenetrating gra ins 
wh ich have coinciding lattice points. giving rise to the concept of coincidence site 
latt ice (CSL) GB·s. Due to t heir simple geometric features CS L CB 's can effi ciently 
be studied by computer simulat ions. In these wo rks, symmetri al ti lt and twist GB ' 
have frequently been investigated. 
Symmetrical tilt grain boundaries (STGB 's) , which are sometimes referr d to as twin 
GB 's are the simplest GB structures one can encounter in a polycrysta l. In t hi 
particula r st ructure, t he lattic coordinates of the bicrysta ls form ing the interface are 
related by a specula I' inversion about the GB pla ne. We have employed symmet ri ca l 
twin boundaries constructed using the CS L misorientation scheme [12, 71. 
In order to construct a GB. five macroscopic degrees of freedom a re needed . which 
are; a rotation axis in the direction of t he uni t vecto r, n, the miso ri entat ion angle, 
</>, t he GB plane normal, nI , in either of the two halves of the bicrystal. The unit 
vectors a re defined in the ullrotated coordinate system of one of the halves. For the 
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ti lt GB, the tilt axis, fi. is para ll el to t he axis of misorientation , whereas for a twist 
GB it is oriented normal to the GB plane. 
Due to the symmetry property, to construct a ST G B only one cry tal is need ed . 
Given t he coordinates, r = h ,7'2 ,1'3f of a single crysta l, t he atomic positions of the 
second rystal, r' = (1' ; , 1'~ ,1'~f can be calculated using t he relation 
3 
< = L R.;j 7"j (6. 1) 
j = l 
where R.;j is a rotat ion matri x given by, 
3 
R.;j = Oij cos t,/> + ninj (1 - cos t,/» - L Eijknk sin t,/> (6.2) 
k= l 
where Oij is t he Kronecker delta and Eijk t he permutation tensor [12]. In t his work, 
the t il t ax is is a ligned in the [001] direct ion , therefore t he rotati n mat rix take the 
form 
sin t,/> -cos t,/> 0 
R = cost,/> sin t,/> 0 
o o 1 
(6.3) 
[n principle by vary ing the misorientation angle, t,/>, different combinat ions of coin-
ciding lattice points a nd thus, various CS L structures can be generated. These CS L 
st ructures can be distinguished by t heir misori entation a ngle a nd also by d istinct 
polyhedral uni ts which are formed when atom on two adjacent layers in t he GB a re 
joined. In Fig. 6.3 a STGB with a misorientat ion angle of t,/> = 53. 16° is illust rated . 
The GB plane (X-X') acts as a line of sy mmetry beLween t he Lwo grains A a nd B. 
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x ( 114) = I = 4 
l: - (ml llt' = 5 
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X' 
F igure 6.3: Several f eatures of a STGB are shown here. A repeat unit (shown in black), 
can recreate the entim system by pure translation. GB stTUctures can be distinguished 
from distint polyhedral units which form along the GB plane. The GB plane (X-X ) 
acts as a line of symmetry between the grains. The number of coincident sites in the 
bi-crystal is given by the ~ facto!'. 
The polyhedral unit can clearly be identifi ed along the GB pla ne. T he whole system 
can be reproduced by t ranslational symmetry by a CSL repeat unit (shown as a black 
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grid in grain A). When t he repeat uni t is t ra nslated perpendicula r to the GB pla ne, 
t he lattice positions of the second crysta l is generated. 
CSL GB's are also identified by a B facto r, who e inverse represent the number 
of lattic ites whi h a re common to both gra ins. Th is factor can be calculated 
as illu t rated in Fig 6.3. First the CS L unit cell in both grains a re identified . A 
superimposition of these unit cells produces a number of coinciding lattic points 
(shown in pink). [n this example only one CS L site can be identified per unit cell . B 
is taken a the reciprocal of the ratio of the number of CS L sites to the number of 
lattice sites (fi ve in this example) in the S L unit cell . Thus for t he GB structure 
consider d in th example B = 5. A GB is normally pecified by a combination of 
the B factor, the Miller index of any GB pla ne and the rotat ion axis. Thus t he GB 
structure considered here, in which t he t he (310) surface represent the GB plane. can 
notat ionally be identified as a B5 (310) [001] GB. 
6.2 .2 Collision cascades 
We have simulated t he in teraction of radiat ion damage with th r e TGB 's hav ing 
different misori entat ion angles and B factors which are the B5 (310), the BM (9 10) 
and the B25 (430) GB's. The GB 's were constructed using the CSL misorientat ion 
described above, with the t il t axis oriented along the [001] direction. The size of 
the computational box was vari ed according misori entation angle considered and t he 
cascade energy. The details concerning t he computationa l box employed in t he sim-
ulations are given in Fig. 6.4. In a ll t h simulation performed we have applied 
periodic boundary conditions on ly on the edges wh ich are parallel to the GB planes. 
According to the current practice, some of t he layers (8 .0 A) on t he edges normal 
to the G B were kept fixed. In Fig. 6.5 we give a schemat ic representation of t he 
computational box employed. 
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Figure 6.4: Dimensions of the computational box employed in the collision event and 
static calculations near GB's. The number of atoms in each system is given in red 
below the system dimensions. 
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0 0 0 0 0 0 0 0 Regionl 
Region I : Fixed atoms 
Region 11 : Free atoms 
Figure 6.5: A schematic representation of the computational box employed in the 
simulations. PBG's are employed in direction ol,thogonal to the GB normal. 
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The GB's constructed from the CS L scheme a re in general not stable. In order to get 
a st ructure which is in some local minimum of the energy urface we have applied a 
rigid-body translation [12. 7J pa rallel to the GB plane and t hen performed a conjugate 
gradient (CG) minimisation to converge t he systems free energy to a minimum. The 
resul t ing computational block was th n used for the en rgeLic alculations or colli sion 
cascade runs. Radiation simul at ions a re performed at a system temperature of 450 
K. 
The collision cascades in the pure Fe lattice were performed in t he energy rang of 2-16 
keY and were ini tiated by providing some excess energy to a latt ice atom (the PKA) 
on one side of the GB. The PKA direction wa chosen at random and was direc ted 
towards t he GB plane. During the ballistic cascade phase, the system's temperature 
rose to and osci ll ated about 600 K. The simulations were Lerminated when the defects 
(the interstitia ls) had li ttle chance to recombine any furLher in t he laLt ice over typical 
MD t imescales, which norm ally take around 50 ps of simulation Lim . The effect of 
the separation of a cascade from t he GB plane is studied by perform ing two sets of 
simulations, in which the cascades are initi ated a t 30 and 40 A respectively from t he 
GB plane. For each PKA energy, 10 such simulations were performed. In tota l we 
have performed 240 cascade simulat ions for the three G l3 's described in Fig. 6.4. 
Radiat ion-induced segregation of P atoms to GB 's is investigated wit h on ly 1 and 2 
keY cascades near a 2::5(31O)[001J GB. The ascades at both energies were initiated 
in t he same computational box, and had a size simila r to one employed to study a 2 
keY cascade in a pure Fe E5(310)[001J G 13, see Fig. 6.4. The procedure employed to 
di stribu te t he P atoms in t he la ttice is discussed in t he later pa rt of t hi s chapter. We 
note here that in the simulations reported in th is chapt r t he Fe- Fe interactions have 
been modelled with the Ackland '97 potential [37], and for only for some calculations, 
particu larly in the study of point defect propert ies. th data generated with the 
model has been compared to the 2NN MEAM calcul ation. T h Fe- P and the P-P 
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in eractions have been simu lated using the Morse potent ials, see Chapter 3. 
6 .2.3 Statics of point defects near GB 's 
The propert ies of point defects near the G B' were studi d by stat ic calcu lations in 
sim ilar systems a defined in th previous ection. However, h re only one syst m is 
required fo r each GB investigated . In the stati c calculat ions a fewer number of a toms 
can be employed ompared to t he system size one needs to perform a ty pical radiation 
cascade simu lation. The system size employed to evaluate the heat of formation of 
point defect and segregation energies of P atoms is defin ed in Fig. 6.4. Boundary 
conditions ident ical to those employed in the cascade imulations have been used 
here. For the calculations of t he statics. once a defect is created in the la tti ce, we 
have employed t he CG method to relax t he system. T he stat ic calculations were 
performed at Ol< . 
The concept of GB wid th and G B energy is also needed . We denne the G B wid t h as 
the region a bout t he GB plane in which the average potent ial energy of the atoms 
di ffers by 0.2 % from t he cohesive energy, E eoh of an iron atom in a perfect lattice, 
(-4.316 eV fo r the Ackland '97 potent ial and -4.290 eV for t he 2NN MEAM potent ial). 
Once we have computed the G B wid th associated with an in terface, it is then possible 
to calculate t he GB energy, which is the fo rmation energy of one square unit of t he 
GB, E~ . Assuming t hat in t he G B region we have n atoms, amoun ting to a tota l 
potential energy of E inteT. t hen we compute E~ as follows. 
E _ Einte,. - nEeoh 
~- A (6.4) 
where A is the GB area. 
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In order to measure the affinity for the P atom to occupy a site near the GB we have 
employed the concept of t he segregation energy, Q s . If we define Egb(qFe + lP), 
where q is the number of Pe a toms, as the system's energy when we have one P atom 
near the GB (in a n in terstitia l or substitutiona l posit ion) and Ebulk(rF'e+ lP) as t he 
corresponding energy when the P atom is in a substitutional position but now in t he 
bulk consisting of l' iron a toms, t hen Q s is computed as 
Q s = Egb(qFe + iP) - Ebulk(rF'e + lP) + (q - r)Ecoh (6.5) 
In our case, q = I ' when the P atom is put in a substitutional site a nd q = l' + 1, 
when the P atom is in an in ter t it ia l posit ion. A negati ve sign of Q s means that t he 
P atom is more likely to be near the GB rather t han in a substitutional site in the 
bulk. However , a posit ive value for Q s would sugge t t ha t t he bulk substitutional 
site is more favoura bl , In Fig. 6.6 we have illu t rated the concept of the segr gat ion 
energy by a schemat ic drawing. 
P in GB (Ill atoms) P in bulk (It atoms) 
• 
~~ ~ , .. P ~~ '"'m'k ~~ 
GB region GB region 
Figure 6.6: The difference in configurational energy between systems A and B is taken 
as the segregation energy. 
The format ion energy of defects (inter t it ia l a nd vacan y) in t he lattice has al 0 been 
computed . We have defined the formation energy of a pure Pe interst itial a nd t he 
vacancy format ion energy, EgB , a t sites near t he GB as follows, 
E O- E" E' ± E f - GB - GB coh (6.6) 
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where ECB is t he energy of the system wit h t he d feel at the G B and the plus sign 
corresponds to t he vacancy and the minus ign to the in terst it ia l. 
6 .3 Results 
6.3.1 Static point d efect properties near GB's 
The relaxed t ruct ur s of the th ree GB 's considered are shown in Figs . 6.7 (a). (b) and 
(c). The GB 's were r laxed with th Ackla nd '97 and the 2NN lVIEAM potentia l. It 
is found t hat in both cases t he same structures are obta ined at t he interface. Th 2:5 
(310)[001J GB has t he simplest structure, consisti ng of a single capped t ri gonal unit, 
which repeats itself a long the G B pla ne. T his structure is well known in experimental 
work a nd has been investigated by several aut hors [12. 1071. The 2:41 (910)[001J GB 
also consists of the t rigonal unit. bu t a nnexed to it we have, a triplet of dia mond like 
struct ures. T he two G B's have a p cul a.r symmet ry about the GB plane. How ver, 
the 2:25 (430)[001J GB has a di torted geometry which breaks the symmetry at t he 
GB plane. T he repeat uni t of t his G B consists simply of a capped t rigonal prisms 
and has a pentagona l sha.pe when viewed along the t il t axis. 
0 ... , :::' 0 0 
~"' .. OE:.: :::' 0 : I I '. A .:_ .' ., .' 
.. 0 '" :::, 0 
., 0 
0 ''':) 0 
.. ':.1 '.. ," 
." 0 0 0 .... 
o .... 0 Co :) C, 0 ::;. 
C: 0 :,,: ... . o .. 0 .... 0 :": 0 
~ ... :;:: ,..9 ,;;:: 0 :". " E; ••. .... "" '" C;j .... • .:: .;. I • C :.  :;:: 0 ::;: 0 : .. ' ~ 1 
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Figure 6.7: Relaxed structures oJ the 2:5 (310) , the 2:41 (9i O) and the 2:25 (430) GB 's. 
Similar struc tures a71~ pnxlicted by the Ackland (1997) and 2NN MEAM potentials. 
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The G B wid th and the GB energy associated with t he three systems are shown in 
tab le 6.1. We present t he results which have been obtained from the 2NN iVIEAM 
potential a nd t he Ackland '97 potent ia l. It is observed t hat t he complexity of the GB 
structure is reflected in the GB wid th wit h t he 25 (430)[001] having the greatest 
boundary wid t h. However, both interatomic potenti al predict close values for the 
width of the G B region a nd the GB energy. T he GB profi le of t he E5 (310) is shown 
in Pig. 6 .8, for compa ri son. In t he li teratu re, the energy of a E5 (310) bounda ry has 
been calculated from first-principles. In these calculations t he magnet ic moment of 
Fe is a lso taken into considerat ion. bu t is a property not incorporated in t he EAM 
potentia ls. The ab-initio GB energy for the E5 (310) is about 0.035 eV I P , which is 
half t he value of the EAN! predict ions (0.076 eV I A2) . 
GB Ackland '97 EAM 2Nl\ IV[EAM 
E-y (eV I A) Width (A) E-y (eV l A) Wid t h(A) 
E5 (310)[001] 0.076 7.0 0.073 .0 
E41 (910)[001] 0.053 12.0 0.055 13.2 
E25 (430)[001] 0.072 19.0 0.062 19.8 
Table 6.1: Comparison of the gmin boundary width and ene7-gies as calculated by the 
Ackland '97 and the 2NN NfEAM potential. 
We have seen in the Figs. 6.7 (a) , (b) and (c) above, t hat the sites near the GB 's a re 
not equivalent due to their differing atomic environment . This makes som sites in 
the GB region more favoura ble to host a P atom. We have computed t he segregation 
energy, Q., at different sites about t he GB pla ne for a ll t he t hree systems above. It is 
found that the structure of the GB influences which sites are energetically favoura ble 
for the P atom. There is no di scernible pattern in which the sites a re distribu ted 
about the GB. For example, sites whi ch lie 011 the grain bounda ry pl ane itself (sites 
A, Bi , Cj , i = 1 . .. 4, j = 1 ... 6), appeal' unlikely to host a P atom as they have in 
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Figure 6.8: The GB width oJ the E5 (310)(OOl/ GB predicted by the {a} Ackland 
{1997} potential and the 2NN MEAM potential. 
general positive segregation energies, but for the E41 (910)[001]. Lwo such site (132 
and 83 ) have a low segregation energy (-0.99 eV and -0.15 eV respectively). T he 
segregation energy has a gen ral osc illato ry behaviou r away from G 8 plane, which 
we show in Fig. 6.9, where the segregation energy (at subsLitutiona l ites) is plotted 
as a function of GB separation . It can be seen here (sites ma rked with a + ' sign in 
Fig. 6.9), t hat in some ato mic layers in t he grain boundary region , the segregation 
energy can be positive, which uggests the existence of some layers in the GB region 
in which P atoms have a low occupancy probabil ity. It is also clear t hat t he most 
preferential sites are located a few layers close to the GB (within 3.5 A). T he most 
li kely P ubstitutional ites for the GB considered in this work is indicated by E' in 
Fig. 6.7. The detai led data of point segregat ion energies for the E5 (310)[001] and 
E41 (910) GB is shown in Fig. 6.10 
Duri ng the relaxat ion proced ure, we have noted that the atomic layers surrounding the 
substitut ional P atom can undergo some inward relaxation or t hey can xpand. T he 
ites about which we have th is tendency of the inward relaxation were found to have 
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negat ive segregation energies. Th is suggests t hat sites which exp ri ence compression 
are possible candida tes for the P atom. Actually, one might think that site which 
are experiencing a compression mode might be favourable to host a P atom be ause 
less work in needed to accommodate an atom with a small cross- t ion at that site. 
Simi larly sites whi h are in an ex pansion mode might be more favourable to large r 
atoms. Such a detailed ana lysis is beyond the scope of t hi s present work . 
Furt hermore, t he sites which have lowest segregation energies were fo und to have a 
relatively low vacancy form at ion energy. In t he E25 (430)[001] GB for instance t he 
site with lowest Q,,(- l.ll eV) has t he lowest vacancy form ation energy. In addi t ion 
the minimum in the vacancy form ation energy has always COlT sponded to a s ite 
with negative segregation energy. T hus a radiation cascade can effectively deplete 
regions favourable to t he P atom of it host Fe atom. creat ing pr ferential regions 
for event ual P prec ipitation. The va riation of the vacancy formation energy has a 
simi la r oscillatory behaviour as t he segregat ion energy. In Fig. 6.9 t he profi le of the 
vacancy formation energy for t he sites away from the GB plane is shown for t he t hree 
GB's considered. On point to note here is t hat the vacant site rema in local is d for 
the system we hav considered. Delocalisat ion of t he vacant sites. as it has been 
reported in Cu [107, 10 ] has not been observed in this work. 
Although some subst itutional sites are likely host to P atoms, the energetic calcu la-
tions show that t he P atom is more likely to end up in an in terstitial posit ion instead. 
For a ll the GB 's we have considered . the P atom is found to li t better in t he region 
with more free vo lume as we have illust rated in Fig. 6.7. by sites marked wit h t he '1' . 
T he segr gation energies of t he P atom to these sites were -l.62 eV, -l.93 eV and -1.84 
eV for t h E 5, E41 and E25 GB I' pect ively. It can be seen that the E41(9 1O)[001] 
has other available pockets of free vo l ume (between 132 and 133 , 133 and B4 and B. 
and B5 ), but t he P atom was found to be unstable in t hese region . 
The iron atoms equally prefers the sites of free vo lu me in the GB core. Both t he 
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Ackland '97 potential a nd the 2N:\ iVlEA;vr predict thi s behaviour . The form ation 
energy for t hese defects is of t he order of 1 eY for a ll the three G B's. Comparatively, 
the most likely configuration of a n interst itial atom for in a a -Fe latt ice is the (1l0) 
dumbb 11 requiring a formation energy of the order of 4.0 eY for both in teratomic 
potent ia l. Ther for , t he op n ites in the GB are energetically more favoura ble 
for the interstitial defects, which g ives an idea about t he likely distri but ion of iron 
interstit ia ls ema nat ing from a collision cascad e. 
6.3.2 Simulation of collision cascades 
We now produce results obtained from collision cascades performed near the GB 's in 
a pure Fe matrix. The evolu tion of t he cascade is s imila r to what we norma lly observe 
in a perfect iron latt ice. The cascade firs t goe ' t hrough t he balli sti c phase, when a 
volume of displaced atom is created due to the energet ic colli s ions. The duration of 
t he collis ional pha e i recoil energy dependent and last for about 1.0 p for a 16 keY 
cascade. The ma in aspects of a typical cascade ini tiated near a G B is illust ra ted in 
Fig. 6.11, which hows different stages in the development of a 16 keY cascade near 
a E41 (910)[001] GB 
In a perfect Fe latt ice in terstit ia l clusters were found to be mobi le in t he matri x (refer 
to Chapter 4) . Here, again interstit ia l cl usters containing more t han one interstit ia l 
(siz > 1), were found to oscillate in the la ttice in t he same glide type a long the 
(Ill) direct ion a nd the SIA defects moved around t he lattice through the dumb bell-
crowdion concerted exchange mechanism (see Chapter 4). However, t he G B acts as a 
sink to t he interstitial r e atoms and most of t h defe ts are found to accumulate t here. 
In r ig. 6.12 the migration of a size 2 elu ter i illustrated in a 16 keY cascade 30 A 
away from a E5 (310)[001] G I . The in terst itia l cluster is found to glide towards t h 
GB plane a nd ac umulate over there. In tuiti vely, we expect t he number of residu al 
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Figure 6.11: Various stages of a developing 16 ke V cascade initi(!t ed 40 A away 
from a 41 (910)f00lj GB. The PKA was triggered normal to the GB plane. in (a) 
the cascade has reached the end of the ballistic phase. in (b), the cascade is in the 
annealing process. Athermal annealing continues in (c), whereby interstitial clusters 
recombine with vacant sites in the cascade COTe 1·egion. The residual cascade damage 
is shown in (d) . 
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vacancies in t he presence of a sink to be higher compar d to a radiat ion cascad in a 
perfect Fe lattice. In Fig. 6.13 , the mean number of vacant sites in a system with a 
GB is compared to residual vacancies in a perfect iron crystalli te. The data for t he 
GB system are obta ined for cascades performed 30 A from t he GB. We observe t hat 
in a system wit h t he GB t he number of residua l vacancies is twice as high relative to 
a system devoid of any GB st ructure, for P I<A energies in the range of 2-8 keV. T his 
dispari ty in residual vacancy number increases by almost five times for t he 16 keV 
cascad . The fra t ion of t he in terstit ials a cumulating in t he GB region is equi valent 
to the number of vacancies which have negligible chan e of recombinat ion in t h grain 
and which can potentia lly drag olu tes to GB. 
The tendency for t he defects to accumulate in the GB is controlled by some factors, 
which in t urn depends on t he energy of the cascade. Pirst we have found that t he 
di stance at which we initi ate t he cascade away from the GB is important. For the 
cascades performed 30 A away to the GB, nearly 80% of t he int rstiti als agglom rated 
in the G B plane. T hi fract ion was independent of t h choice of the GB. It was found 
however that for increasing PI<A energy, there was a gradual decrease in the fraction 
of interstitials for the L;5 (310)[001] GB. In t he second set of cascade, performed 40 
A away from th GB pla ne, the L;5 (310)[001] boundary accumulated only 40% of 
the interstit ials from t he 2 keV cascade, which is half the fraction obtained when the 
cascade is performed at 30 A from the GB. T he same t rend , alt hough less pronounced, 
is not d wit h the other two GB's. However, for t hese two GB 's the differen e in the 
fract ion of accumulated defects in t he 30 and 40 A becomes indistinguishable at higher 
energies. In the histogram in Fig. 6.14 thi s behaviour is for the cascades ini t iated 
4011. away from the G B. 
Secondly, we have noticed t hat cascades in t he L;5 (310) [001] system tend to penetrate 
the GB plane and develop on the other side of t he boundary mainly fo r the 8 and 16 
keY cascades. In t hi s case the interstitials created t here take longer to reach th GB 
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Figure 6.12: The migration and accumulation of an inteTstitial cluster to the E5 (310) 
GB is hown here. A size 2 clu ter is identified in (a). The cluster migrates towaTds 
the GB plane (highlighted by a blue plane) by a glide mechanism in the (Ill) direction, 
see (c). The interstitial cluster' ends up on the GB plane in (d) . 
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Figure 6.13: The residual vacancies in a system with a GB and a perfect Fe lattice is 
compared he7'e, 
plane th rough the dumbbell-crowd ion displacement mechanism, which is t he favoured 
migrat ion mechanism predicted by the Ackland '97 potent ial. see hapter 4. Over 
the MD runt ime, t he recoiling of th interstitials to the GB were not common. This 
explains part ia lly t he reduct ion in the fract ion of int rst it ials in t he GB 's at higher 
energies , especially when t he cascade is initiated closer to the GB for the 2::5 (310)[0011 
interface. Although for t he 2::41 (910) [001] penetration of the bounda ry plane by the 
developing cascade was observed for high PI<A energy, it was not as common as in 
the 2::5 (310)[001] case, 
In rad iation simulat ions near t he 25 (430)[001] GB t he cascade rarely penetrated 
the G B plane. The distorted arrangement of th GB st ructure is a reason for this 
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A away fmm the GB plane, 
particular observation. For this particular GB , the vacancy form ation energy profile 
for sites in t he GB region, ee Fig 6,9, indicate that more work is requi red to displace 
the atoms in the GB region , since most layers in t he GB region have a vacancy 
formation energy above the bulk vacancy formation energy. Thus, i ' is more diffi cul t 
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for the expanding cascade to penetrate the boundary. 
T he G B wid t h can a lso affect the fraction of interstitials we have in the G B, especially 
in low energy cascades. As it is shown in Fig. 6.14 , for t he E41 a nd E25 boundaries. 
which have simila r G B wid th have t he same pattern wit h regard to d fect accumu-
lation at the in te rface. T he E5 G B with a G B wid th which is two time na rrower. 
has a comparatively 10IVer ra tio of inter t it ia ls in t he interface for t he 2 keY cascade. 
As we have predi cted from t he energetic calcu lations, the iron interst it ia ls sit in t he 
regions where more free volume is available in t he G B core region. In t his manner 
columns of in terst it ials can form . 
6.4 Radiation-induced segregation of P atoms 
In sect ion 6.3 .1 we have seen that P atoms are non-uniformly distr ibuted around the 
GB pla ne, which implies that not all sites have the same probabili ty of host ing a 
P atom. Therefore it would be incorrect to in it iate a rad iation cascade in a system 
with a random distribution of P atoms. At the outset it is important to establish an 
equ ili brium distribu tion for the P atoms in t he system. Such a distr ibu t ion can be 
obtai ned by a thermodynamic argument, whereby we can t hink of a set of P atom 
to be at equi librium in a n Fe latt ice a t a given temp rature when t he configurat iona l 
energy is in a local minimum . A search for t hi s equilibrium state can be achieved wit h 
a search a lgorithm . The Metropolis Monte 'a rlo (MMC) method has commonly been 
employed in these ty pe of simulations [109]. We have a lso employed this technique 
to probe the configurational space for an equilibrium P dist ribu tion in t he grain and 
near t he interface. [n t he next s ction t h MMC methodology is highlighted. 
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6.4.1 Metropolis Monte Carlo method 
In principle, a d istribu t ion of t he solute which minimises the system's free energy 
necessarily corresponds to some equili brium partition of the solu te in t he matrix. 
Given a system containing rn possible sites with k sites for the solu te atom, t here are 
then rn! / (k !(rn - k) !) possible ways of distribu ting t he solu te element in the latti . 
For a typical system of interest in thi s work , at best rn = 30000 atoms and k = 15, 
which ma kes a direct earch for t he quilibrium P concent ration a omputationally 
prohibitive procedure. The MMC method is a simple time- independent approa h 
which ra ndomly samples t he configurationa l space in search for stable posit ions for 
the solute atoms. 
A search for t he equilibrium P posit ions in the lattice is made through a site-excha nge 
mechani sm. The underpinning concept of the MNIC is to swap random ly the position 
of the P atoms with neighbouring site. Thus, the MMC method can be des ribed as 
a random search algo ri thm which is exact as the number of searches tends to infini ty. 
A global minimum is not t he aim of t his search proced ure and only a local minimum 
is sought. A finite temperature efFect is also incorporated in t he method through the 
Boltzma nn di t ribu t ion, which enables an escape probabili ty from a local minimum , 
in the hope of 10 ating a deeper well on the potential UI·face. 
The main aspects of t he MMC search algorithm are described In Fig. 6.15. The 
search is started from a random distribution of the solute atom in the lattice. The 
energy of t he system corresponding to t his initia l distri bution of the P atoms is 
computed using an energy minimisation method. Here t he conjugate grad ient method 
is employed . The MMC steps consi t imply of swapping P atom sites with near-
neighbour sites and evaluat ing t he resulting configurat iona l energy. A better sampling 
of the configurational space is achi ved by limiting t he swapping f the P atoms to 
only first-nearest neighbour po ition . The stati a lculat ions in 6.3. 1 showed that 
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interstiti al positions in t he GB plane are favourable sites for t he P atom. Accordingly, 
we have allowed t he P atoms in the G B region to occupy the interstitia l site during 
the lVIMC search. 
For each state, i , considered in the MlVIC sampling. t he configurational energy, E; 
is evaluated. At each step a state is eit her accepted or rejected according to t he 
Boltzmann probabili ty distr ibution, i.e. Eq. 6.7, which associates an acceptance 
probabili ty to any state, i sampled in t he MMC. In the equation , 6.E;, is t he energy 
difference between t he present state and t he last accepted state. 
(6.7) 
where kb is t he Bol tzmann constant and T denotes the temperature a t which the 
sampling is done. In our case T = 600 K. 
In Fig. 6.16 we have plotted t he probabili ty distribu t ion function for T = 600 K. We 
observe that for any configuration which causes a drop in t he system's energy relat ive 
to t he last accepted state uncondi t ionally accepted. For a pa rticular P distribu t ion 
which causes an energy increase in t he system's energy a random number, u is gen-
erated from the standa rd uniform dist ribu t ion . The configurat ion is accepted as a 
possible equilibrium distr ibu t ion for the P atoms whenever Eq. 6. is satisfi ed , t hus 
corresponding to a cond itionally accepted state. 
P(6.E;) > u (6.8) 
When the 6.Ei cony rges to a stable value with respect to the number of accept d 
MMC moves, we assume that an qui li brium d ist ribu tion of the P atoms has been 
achieved . This can normally take more than 10000 MMC steps (accepted and rejected 
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~' igure 6. 15: The Metropoli MC method to determine equilibrium P di tribution 2n 
the computational box. 
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Figure 6. 16: BoUzmann distribution for T = 6'00 re 
moves combined ). In Fig. 6.17. the va riation of tJ.E. with respecL to the a cepted 
states is shown for two distinct MMC samplings in a system with a E5 (310) GB. 
Any drop in energy in the energy-differ nce profile corresponds to an unconditionally 
accepted state and any increa e in t he energy means that the state ha conditionally 
been accepted. In both cases considered here, the system consisted of 36708 Fe atoms 
and 15 P atoms. For t he first case about 30000 MYlC search were performed of which 
only a fract ion of 0.03 moves were accepted. For the second case nearly 20000 MMC 
steps were required , thu amoun ting again to a success raLio of 0.03 accepted state per 
step. T he energy drop registered in t he two cases was 3.0 eV and 2.0 eV respectively. 
The MMC sampl ing was cont inued in bot h cases but no new states were found after 
a furth r 10000 steps and the last distri bution wit h lowest system energy has been 
taken as an equilibrium distribution for the P atoms. 
The P distribu t ion at two different sLages (for t he 1000t l< and 20000t l< t ri als) are 
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compared with respect to t he ini t ial P distribution, see Fig. 6. 18. Ini ti ally. thre 
P atoms were already dist ributed in the G B region. After 10000 steps (Fig. 6.1 
(a)), a minor redist ribution of the P atoms in t he grain was observed with a general 
tendency for the P atoms to move towards the GB plane. After 20000 \1MC moves, 
four P atoms populated the third layer of the G B plane. 
Since the MMC search is basically a stochastic process, different dist ribution can 
be attained start ing from the same initial configuration . In Fig. 6.19 th is aspect 
of the MMC technique is demon t rated . Here again about 30000 iVl lVIC moves were 
attempted . [n both cases shown , four P atoms were observed in the GB region. In 
Fig. 6.19 (b), we can see the form ation of a cluster of P atoms in the GB region. In 
all we have perfomed four iVlMC calculation to obtain an equilibrium P dist ribu tion 
in t he grai n interior and near t he GB. The simulations show t hat P atoms in the GB 
region prefer the t hird monolay r from t he GB. In three of the simulat ions four P 
atoms ended in t he GB region whereas in one of t hem five P atoms were observed 
t here. From t hese simu lat ions. we can say t hat before radiation nearly 16% of t he 
sites on the th ird planes of the G B are xpected to be occupied with P a toms. 
In ection 6.3.1 we found that the interstit ial region in the GB is energetica lly more 
favourable for the P atom. During t he MMC sampli ng, t he P atoms were actua lly 
allowed to occupy the GB inter t it ial ite. However, while doing so a vacancy is 
created near the GB which is responsible for a ri se in the system's energy. We have 
performed a detailed analysis of the possible exchange options between th e interstitial 
ite and the sites in the GB region which t he P atom can occupy, see Fig. 6.20. We 
found t hat a configuration energy drop is achieved only when a vacancy is created 
at the location of site 'A' or ' B', with t he P atom occupying the interst it ial site '1'. 
However thi t ransition does not take place because sites ·A' or ' B' a re unfavoura ble 
sites for t he P atom in t he first place, see section 6. 3.1. T hus, t he migration of t he 
P atom by a jum p mechanism to site T is highly un likely. However t he P atom can 
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possibly occupy t he GB interst it ia l site if it is attached to a latt ice defect (vacancy 
or interst itial atom). 
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Figure 6.17: The variation oJ the dijJer nee in energy as a Junction oJ the number oJ 
aeeepte</ state is plotted here Jor two MMC samplings perJormed in a sy tem with a 
E5 (310) CB. 
6.4.2 Collision cascad e near the ~5 (310) GB in Fe-0.04at .%P 
From the MMC alculations stable locat ions for t h P atoms were obtained for a 
system comprising of a E5 (310) G B. The system has been mployed here to study 
radiation-induced segregation of t he P atoms to the G B. Two P KA energies have 
been considered in this study (1 and 2 keY). 
As reported in Chapter 5, the P atoms hav only small effect on t h ca cade devel-
opment. Ini t ially we performed a et of cascades 30 A away from t he GB. Alt hough 
interstit ia ls emanating from t he cascade migrate towards and eventually accumulate 
in t he GB region, t hey were rarely observed to inte ract with the P atoms in t he GB 
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F igure 6. 18: The distribution of the P atoms at different stages during the MMC 
sampling are shown. In (a) the state of the system aftel' lOOO MMC is illustrated. In 
(b) 20000 steps have been perfomled. 
165 
Pigul'e 6.19: MMC sampling applied to the same initial P distribution. The distribu-
tion obtained in both cases after 30000 MMC moves is illustrated. 
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Figure 6.20: Static calculations showing the change in energy that the system experi-
ences when a substitutional P atom in the GB region is exchanged with an inte,'stitial 
site 'I' in the plane of a E5 (310)f001) GB. 
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region. O n the other hand interstitial atoms were occasionally found to form Fe- P 
complex with P atoms in t he GB inter ior, see Fig 6.21. The Fe-P clusters obtained 
were of size 1 (Fe- P dumbbells) and , ize 2 and had t h same morphology to those 
reported in Cha pter 4. The Fe- P clusters were about 30-35 A away from t he GB 
region and t hey did not exhibi t a ny tendency to diA'use towards the GB over the Ml 
simulation ti me (20 ps). A deta iled ana lysis of the P atom in t he GB region a fter fu ll 
relaxation of the cascade, showed no signifi cant change in their position . 
We have a lso initiated the cascade much closer to the GB region (25 A and 20 A from 
GB plane). It was found that the expa nd ing cascade was more likely to interact wit h 
the P atoms in the GB region. However. besides forming Fe- P dumbbell complexes, 
t he P atoms remained pinned about the th ird monolayer. In Fig. 6.22 we ill ust rate 
different stages of a 2 keY cascade ini tiated 30 A from t he GB plane. The form ation 
of a Fe-P dumbbell ompl x n a r the GB at the end of t he ascad is depicted here. 
MDtime = 14400.82 fs 
Total Atom s = 36156 
Vacancies = 12 
Interstltlal s = 12 
(a) 
, I, 
, 
MOtlme = 30OC_).55 fs 
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Figure 6.21: Formation of Fe-P interstitial complex in a system irradiated at 2 ke V. 
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Figure 6.22: The evolution oJ a 2 ke V cascade initiated at 20 A, from the E5 
(310)f00lj GB. In (c) an Fe- P cluster (marked with an'ow) is visible near the GB 
plane. The cluster remained pinned at that location. 
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6.5 Discussion and Conclusions 
We have examined ome areas which give a better understanding of the in teract ions 
of impuri ty P atoms and interstit ial Fe atoms with the G B. Energetic calcul ations 
indicate t hat the P atoms are more likely to be present in some substit ut ional sites 
n ar the GB region , rather than in t he bulk region. The mo t likely site for t he P 
atom is however found to be at an interstit ia l posit ion in the GB core where t here is 
more free volume availa ble. However, th se ites can also be occupi d by interstitial 
iron atoms which emanate from an energetic cascade. 
We have employed t he 2NN MEAM potenti al to invest igate the simu late of statics 
of point defects at GB's a nd also to study some GB properties. We have found that 
there is no significant difference in t he re ults that t hi new potential produces for 
the GB structure compared to the classical EAM typ I ot ntia ls. 
Previous work has shown t hat t he P atoms in the bulk act as attractive centres to 
the interstitial Fe atoms [110]. As expected the simulations indicat t hat cascades 
initiated far from the GB show a reduce I t ndency to accumulate defects at the 
GB. Substitutional sites which are energetically favourable to the P atoms have low 
vacancy formation energies. Therefore, this could provide an impetus for the seg-
regation of the P atom to t hese sites. Th is will al 0 depend on the energy barriers 
for t hese transitions to occur, and such an examination is beyond t he scope of the 
present work. Giv n the fraction of iron interst itia ls which end up in t he GB region, 
an equivalent number of vacant sites a re left in t he grain . These can potent ially 
interact wit h P solu te atoms and cause them to be dragged to the GB 's. 
The simulations have also shown that for certa in GB structures t he expanding cascade 
can penetrate the interface and develop on t he other side of the G B plane. The 
defects created there have shown limited tendency to recoil to the GB ' , esp cially 
for G B's hav ing a relatively narrow width. The distorted struct.ure of some GB like 
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the E25 (430)[001], G B a re resi tant to the cascade penet ration. so most defects tend 
to accumulate at Lh e GB itself for these stru cLures. 
Finally, alt hough t he radi at ion cascade interacts with P atoms to form solu te-defect 
complexes, t hese were not fo und to migrate to the G B. Due to high energy barriers 
associated wit h Lhe mot ion of these defecLs, wit hin the rvrD time 'cale, radi ation-
induced solu te segregation ca n scarcely be observed. 
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Chapter 7 
Conclusions and Future Work 
7.1 Conclusions 
In this work , we have employed atom ist i modelli ng te hniques to in v stigaLe rad ia-
t ion interaction with Fe mi rostrud ure in a n environment of interest to t he reactor 
technology applicat ions. In pa rt icular we have fo cussed on the question of radiat ion-
induced P segregation to the grai n bounda ries (G B's), which is a major form of steel 
embri tt lement. This study has involved a wide ra nge of atomistic modell ing tech-
niques: lassical molecular Iynamic (M D), t he molecular statics method (IVI8) a nd 
the Metropolis Monte Carlo method (j'vIMC). 
Models of rad iation-induced displacement cascades in sLeel have frequent ly been per-
formed in a pure Fe matri x and the interact ions between the iron elements have be n 
de crib el u ing emb eleleel-atom (EAM) type potentials. Here, collision cascaeles in 
t h energy range of 0.2-2 keY were performed wit h three different potentia ls fo r Fe 
and were compared . One of these potentials, the so called second-nearest neighbour 
modified embedded atom meLhod (2NN MEAM) [27] gives a descri ption to t he an-
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gular character of bonding in Fe solids , which was not accurately described in t he 
earl ier EAM models. Besides this model, a new EAM potent ial [28], referred to as 
t he Ackland '04 model is also em ployed. The t hird model is a convent ional EAM 
potential , which was developed by Ack land et al. in 1997 [37] a nd to which we refer 
as t he Ackland '97 model. 
Radiation cascade simulations with the three models give a consistent qual itat ive 
picture of t he rad iat ion da mage in t he iron matrix. At t he end of the MD simu lat ions, 
a ty pical vacancy ri ch region is created on the peri phery of which interstitial clusters 
are observed . The geomet ri cal aspects of these clusters a re essentially simi lar. 
In t he simulations with the 2NN MEAM model a diffuse structure to t he cascade 
region is predicted. This particular sha pe is explained by frequent em issions of recoil 
colli sion sequences (ReS's) followin g t he energet ic impact. T he ReS's developed 
preferentia lly along t he principa l crystallographic directions of the bcc latt ice t hus 
resul ti ng in a diffuse distribution of the displaced atoms at the end of the co lli sion 
phase. ReS's are effi cient means th rough which matter can be transported long 
distances away from the ca cade core region , where most vacancies are concentrated. 
Since the balli stic phase calculated with the 2NN MEAlvl is dominated by the creat ion 
of such ReS's, this strongly suggests that less vacancy anneali ng takes place with t his 
model. 
l~or t he PI<A energies investigated in th is work , the number and dist ri bution o[ resid-
ual vacancies pred icted by this potential is not significant ly different from that com-
puted in the calculations with t he Ackland '97 potential. T here is, however, a trend 
which indicated that a higher production of residual damag will be achieved [or recoi l 
energies greater t han 2 keY. The 2NN MEAM potential also requires t he expensive 
evaluat ion of t he second- nearest neighbou r forces, which is more computationa lly 
expensive procedure. 
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The Ackland '04 potential produces a denser and a large r di splacement region at 
the end of the ba lli st ic phase. At the end of the cascade less vacancies a re left in 
t hese simulations compared to simila r calculation with t he Ackland '97 and t he 
2NN MEAM potentials. This suggests t hat more defect recoml inalion i favoured 
by t he Ackland '04 model. This enhanced defect annihi lation is partia lly explained 
by a 3D dumbbell-tetrahedral mobil ity mechanism of the elf-interstit ia l atom (SrA). 
This mechanism has not been reported in t he previous MD simulations performed 
with the earli er EAM models and has not been ob erved in t he calculations with 
the 2NN iVIEAM model. With t his new mechanism t he SIA samples t he 3D space 
more efficiently, thereby significantly increasing the possibil ity of vacancy-i nterstiti al 
recombinations. Recent ab-initio ca lculations and experimenta l observat ions support 
this mechanism and clearly t his ra ises some important questions. because the 3D 
behav iour of the SrA is likely to change the quantitative image of the defects produced 
at the end of the cascade. The calculations performed here suggest a signifi cant drop 
in t he residual vacancy production in the simu lations with the Ackla ncl '04 model, 
part icularly fo r the 2keY cascade. However, it was not clear whether th is trend 
would persist for higher energy cascades, where subcascade formation can fur t her 
complicate the picture. The question of which potential gives a better description of 
the cascades in iron remains open. A Ithough t he A kland '04 depicts a mecha nism 
which has been found by fi rst-principles and t hat has been suggested by experiments, 
these are not sufficient to validate t he model. A definite conclusion on the validi ty 
of these potentials is only possib le with some more ex hau tive ab-initio alculations 
and experimental stud ies. 
The interaction of P atoms with radiation damage is studied by com paring displace-
ment cascade simulations in t he energy range of 1-16 keY in a Fe-0.04at.%P and 
a perfect Fe lattice. Some significant aspects invo lving radiation defect interaction 
with t he P atom have been more clearly explained . The P atom is found to influence 
the spatial dist ribution of the Fe in terstitial defects in the latt ice. Th re is a st rong 
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tendency for t he formation of mix d Fe- P defect lusters and t his is observ d to be 
controlled by two main mechanisms. 
The first of these is related to t he expanding cascade, du ring which process a recoiling 
atom knocks-out a P atom from its substitu t ional site and creates a P interstitial in 
the lattice. T he P atom then binds itse lf to a nearby Fe atom or sometimes to t he 
incident Fe atom itself to fo rm a (llO) f e-P dumbbell complex, which is the most 
energetically favourab le interstitial configuration for the P atom in the Fe matrix. 
T he second mechanism is associated purely to the strain (~ -5% in the fi rst atom ic 
layer) that an undersized P atom creates when occupy ing a subst itut ional site in t he 
Fe matrix. T hi stra ined region acts as a driving force for the fo rmation of Fe- P 
clusters. In this case, t he P atom essentially remains in its substitutional position 
and act as an attractive centre to mobile Fe in terstitial atoms. Overall , at all PI<A 
energies, a fract ion of 35 % of t he ejected Fe atoms were found to agglomerate around 
the P atom. 
The migration barrier of t he Fe-P (llO) dumbbell omplex were evaluated using t he 
molecula r static (MS) technique. We have found that the P atom in this part icular 
configuration can migrate in t he lattice by a mi xed dumbbell-tet rahed ra l type mech-
anism. Thi in volves a rotation of t he (llO) Fe- P dumbbell , such t hat t he P atom 
is brought into a tetrahedral configuration, with an energy cost of 0.29 eV. Prom 
the tetrahedral configuration t he P atom can effect iv Iy rearrange into a (llO) Fe-P 
dumbbell which requires surmoun ti ng an energy ba rri er of only 0.25 eV. In add it ion 
to that, the P atom is strongly bound to t he Fe atom in t he (110) Fe-P dumbbell 
configuration, with a binding energy of the order of 2.0 eV. Therefore, the migration 
of the P atom by t he joint dumbb II-tetrahedral type jump mecha nism is likely to be 
a dominant diffusion means for t he P atom in t he iron matrix . 
The migration of the larger ized Fe-P clusters are more complicated to investigate 
using t he MS method, because thi in volves the treatment of too many degrees of 
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freedom besides t he prior knowl dge of l he end t ra nsition stale. The behaviour of 
these pa rticular so lu te-defe t c1u lers wcre inve tigal d by extend ing t he runtime 
of the MD simula tions up to 200 ps. However, even on l his time scale, we have 
not observed a ny widespread migrat ion of the la rger s ized Fe- P c1uslers. A detailed 
analysis over some of t hese cluster within the MD run l ime, strongly suggests t ha t 
t he P atom effectively has a pinning effecl on t hese c1uslers. 
The dumbbell- tetrahedral mechanism thal we have proposed has been verified with 
the new Ackland '04 potent ia l. These calculat ions support t h diffusion mechansims 
of the other potential a nd even imply tha t t he t ra nsition discussed here can occur on 
a reduced t ime scale s ince th energy barri er for a jump from t he telrahedra l to t he 
Fe- P (110) dumbbell s tate requires only surmounting a n energy ba rrier of 0.04 eV. 
The transit ion from lhe dumbbell to t he tetrahedra l is found to be a lmost similar in 
both calcula tions (0.25 eV). Moreover, this recent EAM potential a lso indicates that 
the diffusion of the P atom by a vacancy drag mechanism is highly li kely. 
Finally, radi ation d fects a nd P interactions wit h the G B were studied in t hree di s-
t inct GB structures, the E5 (310)[001], the D11 (910)[0011 and t he E25 (430)[0011. 
The GB's were classified according to their width and their interfacial energy. Bot h 
the Ackland '97 and the 2N N MEAM potentials were found to produce simi lar GB 
properti es. They also predicled t he same a rra ngement of atoms arou nd the GB pla ne. 
It is observed tha t the sites near t he GB are not identical, which suggests t ha t some 
of t hem might be more favourab le to ho ta P a tom . The mosl preferenti a l subst i-
t ut ional sites were found to li e with in three atom ic layer of th GB plane. No clear 
pattern was observed between these sites a nd the affi ni ty of the P a toms to occupy 
them. 
The static calculat ions however clea rly demonstrate t hat t he most energet ically favour-
able sites for the P a tom is an in terst itial site in the GB plane where more free volume 
is avai la ble. Such sites a re also favou rable lo the Fe interstiti a l atoms. [n simu lations 
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of radiation cascades preformed in the energy range of 1-16 keY this behaviour of 
t he interstitial Fe atom was ident ified. The GB acts as a sink region to t hese in ter-
stitia l atoms and a substant ial fraction of the ejected interst itia l defects agglomerate 
in the GB region. This fraction i dependent on several factors such as t he distance 
at which th ca ca le is ini t iated and t he cascade energy. For t he higher energy (16 
keY) cascades ini t iated 30 A from t he GB plane. nearly 85 % of t he ejected atoms 
accumulated in t he GB region . 
The MlvIC calculations were performed wit h t he a im of obtaining an equilibrium P 
d istribution in a system consisting of a E5 (310)[001] GB. T he lVIMC sampling was 
run for about 40 000 steps, at which a stable P distribution was obtained in t he 
lattice. Four such simul ations with varying ini tial cond itions were performed. T he 
calculation indicated that P atoms in the GB region wo uld be located preferrentia lly 
on the third layer of t he GB and 16% of t hese sites would be occupied by P atoms. 
The distri bution obtained from t he MMC sampling was t hen employed in t he MD 
simulations to invest igate radi at ion-induced P segregation to the GB's. Although 
these simulations showed t hat radiation-induced Fe-P interst itials are formed near 
the GB, t hese were not observed to migra te to t he GB. The energy barrier for the 
migration of the Fe-P dumbbell , wit h a standa rd attempt frequency of 1013 S- I, means 
a jump on a time-scale of the order of 10- 11 ' a t a temperature of 600 1< . T hus, a 
proper investigation of rad iation-induced segregation wo uld demand the use of more 
powerful techniques such as the kinetic l\llonte Carlo (I< MC) method , which an evolve 
the radiation damage on some stat ist ical argument ba ed on th magni t ude of t he 
transition barriers. Such a scheme is presently being developed , where the energy 
barri ers are being generated by the dimer method. which is a more robust techn ique 
compared to the MS method. 
As a concluding remark , we can point out t hat t he work presented here sets up t he 
necessary background for an atomistic invest igation of radiation-induced solute seg-
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regation. The solute-defect com plexes that a re formed following radiation in teraction 
with iron and the possible migralion mecha nisms of lhe P atoms that a re proposed 
can serve a the necessary inpuls to t he I< MC calculations or rate theory models. 
7.2 Future Work 
Compu ter simulation techniques can be extended to obtain a better understanding 
of intergra nular st ee l segregat ion. In part icula r, other possible migration mecha nisms 
of the P atoms in t he Fe matri x need to be investigated. T hese can polentially affect 
t he evolu tion of radi ation da mage in t he steel a nd t herefore should be incorporated 
in any long t imescale dynamical mode\. T he diffusion of t he P atoms attached to 
the larger interstit ial cl usters is of immediate in tere t. In t hi s study the most stable 
configura tions for the Fe-P c1 u. ters should be calcul ated . This can be achieved using 
the simulated annealing technique. T hen migration barri ers of the mixed Fe- P cl usters 
can be evaluated by t he temperature-accelerated dyna mic method (TA D) or t he dimer 
method . 
The concept of site competit ion between alloying a nd/ or impuri ty elements near t he 
GBs is essent ial to understand so lu te segregation. T he site competit ion between P 
and C i part icula rly relevant to th is study. At pr enl no good potent ial descript ion 
fo r C intera t ions in F is avail able, oth rwise direct comparison between t he prefer-
ential sites for the P and C atoms could have been made. T he lack of availa bili ty of 
in teratomic potentials to descri be the interactions of a lloy ing and impuri ty elements 
present in commercia l steels, has frequen lly restri cted radiation damage simulations 
only to a n Fe matri x. 
Nowadays, ab-initio ca lculat ions have become more accessible. T hese are helpful 
to determine the in teractions of impurity a nd alloying elements commo nly used in 
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l\PV steels. wit h t he I~e atoms. Wi th t he fi rst- principles calculations a more accurate 
descript ion of the solute-defect in teraction can be obta ined. The energy barri ers for 
the diffusion of these can a l 0 be calcu lat d . The first-principles method can also be 
extended to determine the energetics of impurity and alloying atoms near the G Bs. 
Data from the e calculations can be used f I' t he development of robust compound 
interatomic potentia ls. Such potentials wo uld enable an improve I rvlD simulat ion of 
t he steel. 
Finally, solute and radiation defect in teract ion with more realist ic G B st ructures 
needs to be investigated. The interaction of t he solu te atoms and radiation damage 
with the twist GBs is a useful sta rt ing poin t. The study can be extended to a wider 
range of GBs, which can be obtained by applying a simulated annealing method to t he 
symmetrical t il t and the twist G Bs. T he investigation of solu te and radiation d fect 
interaction wit h these GBs can be done by a pplying an on-the-Ay KI\IC a pproach. In 
th is procedure, the energy barriers for diA'usion of t he defects can be calculated wit h 
the dimer method. This is a powerful technique to predict microst ructural changes 
induced by the radi at ion event beyond the MD t imescal . 
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