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Resumen
Las aplicaciones gra´ficas en tiempo real siguen un paradigma de simulacio´n con-
tinuo acoplado. Este paradigma presenta diversos inconvenientes, entre ellos cabe
destacar el bajo aprovechamiento de la potencia de ca´lculo de la ma´quina, la im-
posibilidad de definir la QoS de cada objeto y mantenerla durante la ejecucio´n o el
acoplo de los procesos de todos los objetos del sistema, en particular el acoplo del
proceso de visualizacio´n del sistema con el resto de procesos.
La tesis propone cambiar el paradigma de simulacio´n de estas aplicaciones a un
paradigma discreto desacoplado. Este nuevo paradigma permite solucionar los pro-
blemas del paradigma anterior. Los objetos definen su propia QoS independiente-
mente del resto del sistema, incluso se permite definir diferentes QoS para diferentes
aspectos del propio objeto. Entre estos objetos, esta´ el objeto visualizador, destina-
do a controlar el proceso de visualizacio´n. El objeto visualizador tambie´n define su
propia QoS.
En el sistema discreto desacoplado cada objeto consume u´nicamente la poten-
cia de ca´lculo estrictamente necesaria para llevar a cabo su simulacio´n con la QoS
definida. Por ello, la potencia de ca´lculo del sistema se reparte entre los objetos en
funcio´n de sus necesidades.
El sistema puede adaptarse dina´micamente, redefiniendo la QoS de los objetos en
funcio´n de las condiciones de la ejecucio´n del sistema. Los objetos pueden degradar
o mejorar su comportamiento durante periodos de la ejecucio´n para evitar colapsos
del sistema o para mejorar el comportamiento del sistema.
Abstract
Real time graphic applications, specifically videogames, follow a paradigm of
continuous simulation that couple the simulation phase and the rendering phase.
This paradigm can be inefficient or it can produce incorrect simulations. It has di-
sadvantages, some of them are: the inadequate computer power distribution between
the graphic application objects, it is not possible to define the Quality of Service
(QoS) of each application object, the object QoS can be maintained during the ap-
plication running, the behavior of all the system objects are coupled (specifically the
rendering process and the simulation process).
The proposal is to change the simulation paradigm of real time graphic ap-
plications. The new simulation paradigm is discrete and decoupled. The use of a
decoupled discrete paradigm avoids the problems of the continuous coupled para-
digm and it avoids incorrect simulations, besides it improves the simulation quality
and efficiency. The discrete simulation paradigm allows to define a private QoS crite-
rion for each aspect of each object in the videogame. The render object is dedicated
to control the application render process. The render object defines its own QoS
criteria.
It is possible to define a different sampling frequency for each object aspect in the
system. The discrete paradigm allows to define the objects sampling frequency to
distribute the computer power adequately among the objects. The computer power
consumed executing the application is only the necessary to guarantee the QoS of
each object.
The system can be adapted dynamically. The objects QoS can be adjusted to
the objects requirements and the whole system requirements, the system load or
characteristics. This sampling frequency may change dynamically to adapt the QoS
of the object aspect to the real computer power. The result obtained is a discrete
system that allows a Smart System Degradation and may redefine dynamically the
objects aspects QoS. Objects collect system information and use it to adapt its QoS.
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En el presente cap´ıtulo se presenta la motivacio´n que ha originado esta tesis,
as´ı como los objetivos perseguidos. Seguidamente se detallan las aportaciones reali-
zadas y finalmente se muestra la estructura general de la tesis que se desarrolla en
los siguientes cap´ıtulos.
1.1. Motivacio´n
El esquema de simulacio´n tradicional de aplicaciones gra´ficas en tiempo real sigue
un paradigma de simulacio´n continuo. Este esquema tradicional de simulacio´n revela
una serie de deficiencias, de entre las cuales destacan las siguientes:
No se hace un uso eficiente de la potencia de ca´lculo. La potencia de ca´lculo se
utiliza para simular y visualizar a la ma´xima velocidad que el sistema es capaz
de proporcionar, en vez de tener en cuenta las necesidades de los objetos a la
hora de repartir la potencia del sistema. El reparto inadecuado de la potencia
de ca´lculo provoca que los objetos se muestreen inadecuadamente: los objetos
que necesiten un frecuencia de muestreo mayor, se submuestrean y los objetos
que necesitan menor frecuencia de muestreo, se sobremuestrean. Los objetos
submuestreados pueden tener comportamientos incorrectos y degradan la ca-
lidad de la simulacio´n. Los objetos sobremuestreados desperdician potencia de
ca´lculo que podr´ıa destinarse a los objetos submuestreados.
No permite definir cual es la QoS de los objetos del sistema. El esquema conti-
nuo trata a todos los objetos del sistema por igual y asume que las necesidades
de QoS son iguales en todo el sistema (asume una QoS global, no adaptada a
las necesidades particulares de cada objeto.
No permite mantener la QoS de los objetos durante la ejecucio´n. La QoS glo-
bal del sistema en el sistema continuo var´ıa dina´micamente dependiendo de
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la carga del sistema, por lo que un sistema continuo es incapaz de garanti-
zar que se cumpla la QoS global. El programador de la aplicacio´n no puede
controlar determinados para´metros de la QoS, como la frecuencia mı´nima o
ma´xima de muestreo. Otros para´metros si los puede controlar, como sistemas
multirresolucio´n.
El esquema de simulacio´n continuo produce un acople de las fases de simula-
cio´n y visualizacio´n. La frecuencia de muestreo del sistema es la frecuencia de
cuadro del sistema. No permite definir la frecuencia de cuadro ni garantizar
que se mantenga durante la ejecucio´n. Si bien es cierto que la mayor´ıa de apli-
caciones gra´ficas acoplan las fases de visualizacio´n y simulacio´n, existen ciertas
aplicaciones que, manteniendo un esquema continuo de simulacio´n, permiten
desacoplar estas fases. Pero el resto de la aplicacio´n sigue manteniendo un es-
quema continuo. Este desacople se lleva a cabo, sobre todo, el aplicaciones de
realidad virtual con el objeto de distribuir los procesos del sistema.
La QoS de los objetos no puede adaptarse dina´micamente a las condiciones
del sistema.
Las deficiencias del esquema de simulacio´n continuo se estudian con mayor pro-
fundidad en el apartado 2.5.
Por tanto, este paradigma de simulacio´n esta´ obsoleto y deben buscarse nuevos
paradigmas que solucionen las deficiencias. La bu´squeda de un nuevo esquema de
simulacio´n de aplicaciones gra´ficas en tiempo real lleva obliga a buscar en otros
campos o aplicaciones como se ha resuelto este problema. Un precedente importante
es estudiar las te´cnicas utilizadas en el campo de simulacio´n de sistemas.
Una posible clasificacio´n de los simuladores de sistemas es dividirlos en sistemas
discretos y continuos, como te´cnicas de simulacio´n diferentes. Los simuladores dis-
cretos evitan el muestreo de los objetos, ejecutando so´lo los eventos que generan los
objetos y en el instante de tiempo de simulacio´n en que estos se generan.
La te´cnica de simulacio´n de eventos discretos puede adaptarse a aplicaciones
gra´ficas en tiempo real para introducir un paradigma de simulacio´n discreto que
podr´ıa resolver los problemas del paradigma continuo. Durante el estudio realizado
no se han encontrado aplicaciones gra´ficas en tiempo real que funcionen siguiendo
un esquema discreto.
El esquema discreto podr´ıa mejorar los problemas planteados en el esquema
continuo, permitiendo que:
So´lo los objetos que generan eventos consumen potencia de ca´lculo. La potencia
de ca´lculo consumida depende del nu´mero de eventos generados y del coste de
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ejecucio´n de dichos eventos. Por tanto la potencia se reparte entre los objetos
que lo necesitan y en la medida en que lo necesitan.
La QoS de un objeto depende, en parte, de la generacio´n de eventos, por tanto
el programador puede controlar la QoS del objeto controlando la frecuencia de
generacio´n de eventos. La QoS de cada objeto es independiente del resto de
objetos.
La QoS puede mantenerse durante la ejecucio´n del sistema, pues todos los
eventos se ejecutan y consumen el mismo tiempo de simulacio´n, con indepen-
dencia de la carga del sistema. Cada objeto controla su proceso de generacio´n
de eventos, por tanto, puede ser capaz de obtener informacio´n del sistema pa-
ra, si es necesario, redefinir su QoS para adaptarse a la carga del sistema o las
necesidades de otros objetos.
La visualizacio´n del sistema es un proceso independiente del resto, cuyo com-
portamiento tambie´n se modela mediante la generacio´n de eventos. Por tanto
mantiene su QoS y puede adaptarse dina´micamente.
La tesis propone el cambio del esquema de simulacio´n continuo a un esquema de
simulacio´n discreto, para comprobar si este nuevo esquema resuelve las deficiencias
del esquema tradicional. La tesis no se centra en aspectos de aplicaciones gra´ficas
como te´cnicas de visualizacio´n, inteligencia artificial, comportamiento de los per-
sonajes o deteccio´n de colisiones. Estos aspectos son los originales de la aplicacio´n
gra´fica utilizada para probar el cambio de paradigma. Se centra en las metodolog´ıas
de simulacio´n.
1.2. Objetivos
El objetivo de la tesis es comprobar si el cambio de paradigma de simulacio´n
propuesto realmente mejora la simulacio´n de aplicaciones gra´ficas en tiempo real.
Para ello se propone la integracio´n de un simulador de eventos discreto en una
aplicacio´n gra´fica en tiempo real. Este nueva aplicacio´n tendra´ un comportamiento
discreto.
La tesis comienza con un estudio del esquema de simulacio´n de las aplicaciones
gra´ficas en tiempo real. Se comprueba que siguen un esquema de simulacio´n continuo
y que presentan los problemas indicados anteriormente.
Para comprobar las hipo´tesis sobre el cambio de paradigma se debe cambiar el
esquema de simulacio´n de una aplicacio´n gra´fica en tiempo real. Se debe seleccionar
una aplicacio´n gra´fica en tiempo real y un nu´cleo de simulacio´n para integrarlo
en la aplicacio´n. La bu´squeda de las aplicaciones a integrar produce los siguientes
resultados:
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Como aplicacio´n gra´fica en tiempo real se elige el nu´cleo de videojuegos Fly3D.
Esta aplicacio´n tiene el co´digo liberado, altamente estructurado y documen-
tado. Es una aplicacio´n monoprocesador representativa de la tecnolog´ıa ac-
tual. Las aplicaciones creadas usando Fly3D esta´ completamente separadas
del nu´cleo, lo que permite crear diferentes tipos de aplicaciones para compro-
bar los resultados.
Como nu´cleo de simulacio´n se ha buscado entre los simuladores de eventos
discretos existentes. Muchos de ellos no tienen el co´digo liberado. Los que lo
tiene liberado, o no tienen la potencia necesaria o esta´ fuera de la corriente
de la programacio´n. Por ello se ha optado por crear un nu´cleo de simulacio´n
propio: DESK.
Inicialmente DESK se crea como simulador de eventos discreto independiente,
con el objetivo de poder compararlo con otros simuladores a nivel de potencia, coste
temporal de la simulacio´n y flexibilidad. Se comparan las prestaciones de este simu-
lador con los otros simuladores de eventos discretos representativos para comprobar
que se han alcanzado los objetivos propuestos.
Posteriormente DESK sigue dos l´ıneas paralelas:
Simulacio´n v´ıa web: JDESK.
Nu´cleo de simulacio´n de aplicaciones gra´ficas en tiempo real: GDESK.
DESK se ha adaptado a la simulacio´n v´ıa web, creando JDESK. Este simulador
sigue una l´ınea propia de investigacio´n adapta´ndose para la simulacio´n v´ıa web, de
igual forma que han evolucionado otros simuladores. La ejecucio´n v´ıa web de un
simulador supone una mayor accesibilidad y facilita el acceso de los usuarios desde
cualquier navegador, lo cual es una ventaja respecto a la simulacio´n tradicional.
Por otro lado, DESK se ha adaptado a un nu´cleo de simulacio´n de aplicaciones
gra´ficas en tiempo real: GDESK. GDESK sigue teniendo las mismas prestaciones de
DESK, pero adaptadas a las necesidades de una aplicacio´n gra´fica. La tesis incluye
un cap´ıtulo donde se muestran los fundamentos del simulador y la adaptacio´n llevada
a cabo.
Se integra GDESK en Fly3D para obtener DFLy3D, es decir Fly3D discreto
desacoplado. Los procesos de Fly3D que no esta´n directamente relacionados con
el mecanismo de simulacio´n del sistema se han mantenido como en el sistema ori-
ginal (como deteccio´n de colisiones, visualizacio´n o mapas de luces), para que los
resultados obtenidos en la comparacio´n del sistema discreto y continuo este´n en las
mismas condiciones. En los ape´ndices se muestra la integracio´n detallada de algunos
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objetos para que sirvan como gu´ıa para quien pudiese estar interesado en adaptar
el simulador a otra aplicacio´n gra´fica.
Se ha comparado la aplicacio´n original continua acoplada Fly3D con la apli-
cacio´n discreta desacoplada DFLy3D. Se han realizado diferentes pruebas que han
permitido constatar las hipo´tesis teo´ricas. Algunos de los para´metros medidos han
sido: tiempos de simulacio´n y ejecucio´n, nu´mero de simulaciones, nu´mero de visua-
lizaciones, otros criterios de QoS de los objetos o variacio´n o adaptacio´n de la QoS
de los objetos.
Se muestran los resultados teo´ricos de este estudio que se consideran extrapo-
lables a otras aplicaciones gra´ficas en tiempo real y los correspondientes resultados
nume´ricos que apoyan los resultados teo´ricos.
1.3. Aportaciones
La tesis estudia un nuevo paradigma de simulacio´n de aplicaciones gra´ficas en
tiempo real, la simulacio´n discreta desacoplada. Para la realizacio´n de la tesis se
crea un simulador de eventos discretos, DESK [Garcia:1997] [Garcia:2000], que sirve
como base al nu´cleo de simulacio´n de aplicaciones gra´ficas en tiempo real. El simu-
lador de eventos discreto se adapta para su ejecucio´n en web: JDESK [Garcia:2003]
[Garciab:2003]. Ambos simuladores son herramientas de simulacio´n de sistemas de
libre distribucio´n.
DESK se adapta para servir como nu´cleo de simulacio´n de aplicaciones gra´ficas
en tiempo real. Se crea GDESK [Garcia:2002] [Garcia:2004]. GDESK, a pesar de ser
un nu´cleo monol´ıtico, no puede funcionar si no se integra en una aplicacio´n gra´fica.
En esta tesis se ha integrado en el nu´cleo de aplicaciones gra´ficas Fly3D, creando
DFLy3D [Garciab:2004] [Garciac:2004] [Garciad:2004] [Garciae:2004].
Esta tesis se ha desarrollado con el apoyo y financiacio´n de dos proyectos de
investigacio´n:
OCYT Generalitat Valenciana CTIDIB/2002/344.
MCYT TIC2002-04166-C03-01.
Las publicaciones a las que ha dado lugar la tesis se muestran en el apartado 6.3
del cap´ıtulo 6. Cabe destacar cinco publicaciones en congresos internacionales (una
de ellas para LNCS y otra para IEEE), dos publicaciones en revista internacional y
dos congresos nacionales.
1.4. Contenidos
La tesis se estructura en los siguientes cap´ıtulos:
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1.4.1. Estado del Arte
Este cap´ıtulo contiene los siguientes apartados:
1. Motores de videojuegos.
2. Visualizacio´n y simulacio´n de aplicaciones gra´ficas en tiempo real.
3. Simulacio´n de eventos discretos.
4. Conclusiones.
5. Cr´ıtica.
6. Propuesta de mejora.
La presente tesis se centra en el estudio de los videojuegos como ejemplo de
aplicacio´n gra´fica en tiempo real. En este cap´ıtulo se exponen las razones por las
que se han elegido estas aplicaciones gra´ficas en tiempo real.
El estudio previo de la tesis comienza con el estudio de motores de videojuegos
para comprobar que el esquema de simulacio´n utilizado es continuo y acoplado. Se
analizan los problemas que este paradigma genera. El te´rmino motor de videojuegos
incluye motores de visualizacio´n.
Posteriormente se estudia como otros sistemas han solucionado los problemas
encontrados en los videojuegos. En concreto, las aplicaciones de realidad virtual re-
suelven el problema del acople de las fases de visualizacio´n y simulacio´n, separa´ndolas
con el objetivo de distribuir o paralelizar ambas fases.
Para la creacio´n del simulador de eventos discreto se estudian los simuladores de
eventos discretos existentes y los fundamentos ba´sicos de la simulacio´n de eventos
discretos, con el objetivo de crear un simulador de eventos que reu´na las caracter´ısti-
cas necesarias para poder integrarse en una aplicacio´n gra´fica en tiempo real.
De estos tres estudios se extraen las conclusiones de las que parte el trabajo rea-
lizado en la tesis. En el apartado de cr´ıtica se exponen los problemas encontrados en
el estudio previo: los videojuegos siguen un esquema de simulacio´n continuo acopla-
do. La tesis propone comprobar las mejoras del cambio de paradigma de simulacio´n.
Para ello se elige Fly3D como motor de videojuegos para realizar la integracio´n. Se
decide tambie´n crear un simulador de eventos discretos para integrarlo en Fly3D,
DESK. El resultado de la integracio´n de DESK en Fly3D es DFly3D. DFly3D es un
nu´cleo de videojuegos discreto desacoplado.
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1.4.2. Nu´cleo de Simulacio´n de Eventos Discretos
En este cap´ıtulo se describe el simulador de eventos discreto creado: DESK. Se
define su estructura interna y la forma en que permite modelar y simular un sistema.
Posteriormente DESK se especializa para nu´cleo de aplicaciones gra´ficas en tiempo
real, creando GDESK.
Como un trabajo paralelo a la creacio´n de GDESK, se crea JDESK. JDESK es el
simulador de eventos discreto DESK adaptado para su ejecucio´n en web. Se muestra
la importancia de la simulacio´n en web para procesos de e-learning.
En este apartado se definen los aspectos ba´sicos de GDESK y su arquitectura.
1.4.3. DFly3D: Fly3D Discreto
En este cap´ıtulo se muestra la integracio´n de GDESK en FLy3D, obteniendo
DFly3D. La integracio´n de ambos sistemas supone realizar tanto variaciones en el
nu´cleo de Fly3D como en las aplicaciones creadas a partir de este.
Se define la nueva estructura de Dfly3D, las estructuras de datos utilizadas para
la nueva gestio´n de eventos (mensajes y objetos) y la nueva forma de simular los
objetos del sistema y de los videojuegos creados. Se hace especial mencio´n del me-
canismo de paso de mensajes que utilizan los objetos para comunicarse y modelar
su comportamiento. Entre los elementos an˜adidos a Fly3D cabe destacar el monitor
del sistema y los mecanismos de adaptacio´n dina´mica del sistema.
1.4.4. Resultados
Los resultados mostrados en este cap´ıtulo son:
Resultados del simulador de eventos discretos:
• Comparativa de los resultados de DESK con el simulador de eventos
discretos SMPL. Se comparan los resultados temporales de la simulacio´n
de diferentes modelos de sistemas representativos.
• Comparativa de los resultados temporales de DESK con JDESK.
Resultados de los modelos continuo acoplado y discreto desacoplado:
• Comparativa teo´rica de los modelos continuo y discreto. Estos resultados
son comunes a la mayor´ıa de aplicaciones gra´ficas en tiempo real.
• Comparativa de la aplicacio´n continua acoplada Fly3D con la aplica-
cio´n discreta desacoplada DFLy3D. Se muestran resultados que permiten
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corroborar lo expuesto en el apartado anterior sobre aplicaciones con-
cretas y con resultados nume´ricos. Se comprueba que el paradigma de
simulacio´n discreto desacoplado ha cumplido los objetivos propuestos.
1.4.5. Conclusiones y Trabajos Futuros
Por u´ltimo, en este cap´ıtulo se exponen las conclusiones finales de la tesis, obte-
nidas de la creacio´n de de un simulador de eventos discreto (DESK), la adaptacio´n
a aplicaciones gra´ficas en tiempo real (GDESK), de la integracio´n en una aplica-
cio´n gra´fica (Fly3D) para obtener una aplicacio´n gra´fica en tiempo real discreta
(DFLy3D).
En este apartado se muestran cuales podr´ıan ser las l´ıneas futuras de investiga-
cio´n y las publicaciones a las que ha dado lugar la tesis.
Se obtiene resultados nume´ricos de la comparacio´n de Fly3D y DFly3D. Estos
resultados permiten comprobar la certeza de los resultados teo´ricos. Los resultados
teo´ricos son extrapolables a la mayor´ıa de aplicaciones gra´ficas en tiempo real.
1.4.6. Ape´ndices
La tesis contiene los siguientes ape´ndices:
1. Ejemplos de modelado de sistemas que var´ıan dina´micamente con DESK.
2. Manual de usuario de JDESK.
3. Algoritmos ejemplo de DESK, JDESK y SMPL (se incluyen los algoritmos de
SMPL porque son ejemplos de los modelos utilizados para realizar la compara-
tiva con DESK y porque sirven para comprobar la facilidad de implementacio´n
del modelo en DESK).
4. Estudio del motor de videojuegos Fly3D.
5. Ejemplos de la integracio´n de GDESK y Fly3D. Se muestra como se han




Esta tesis estudia el nu´cleo de simulacio´n de las aplicaciones gra´ficas en tiempo
real, otros aspectos de estas aplicaciones como visualizacio´n o inteligencia artificial no
se consideran. Para ello se analiza el paradigma de simulacio´n de estas aplicaciones.
El objetivo es mejorar la calidad y la eficiencia de la simulacio´n de las aplicaciones
gra´ficas en tiempo real.
Entre la diversidad de aplicaciones gra´ficas en tiempo real existente se ha elegido
estudiar el campo de los videojuegos por varias razones:
Existe una gran diversidad de videojuegos con co´digo abierto: multitud de
juegos realizados por aficionados y videojuegos comerciales con co´digo liberado
(entre ellos destacan Doom y Quake).
Existe una amplia comunidad de programadores interesada en ellos [DoomW],
[Gameprogrammer], [Gamedev], [Gametutorials], [Gamasutra], [Gdmag],
[Gdconf], [Cgri],...
Se ejecutan habitualmente en un u´nico procesador, pues son aplicaciones des-
tinadas al mercado dome´stico.
Las conclusiones obtenidas para videojuegos son extrapolables a otras aplicacio-
nes gra´ficas en tiempo real.
Durante la realizacio´n de la tesis se han estudiado:
1. El co´digo de gran cantidad de videojuegos: el estudio se ha centrado en la
gestio´n de eventos, para estudiar los mecanismos de simulacio´n utilizados.
Videojuegos sencillos: tanto antiguos como modernos. Corresponden a
juegos no comerciales realizados de forma altruista por entusiastas. Es-
tos videojuegos adolecen de estructuracio´n interna y emplean te´cnicas
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de simulacio´n muy rudimentarias. En internet pueden encontrarse mul-
titud de bibliotecas de juegos no-comerciales [Cdx], [Cfx], [Idevgames],
[Sourceforge],...
Videojuegos complejos: habitualmente videojuegos comerciales.
2. Nu´cleos de visualizacio´n: como Cristal Space, OpenGL Performer, Artist o
Open Scene Graph.
2.1. Motores de Videojuegos
2.1.1. Introduccio´n Histo´rica
Ralph Baer creo´ en 1951 el primer videojuego [Baer:1999]. Se creo´ para jugar
en televisores como demostracio´n de su potencial. El primer videojuego para or-
denador se creo´ en 1958. William Higinbotham (BNL) creo´ una ma´quina con una
versio´n electro´nica de un juego parecido al tenis, al que denomino´ Tennis for two
[PongStory]. BNL es un laboratorio de investigacio´n nuclear del gobierno de EEUU.
Para demostrar que el laboratorio era seguro se realizaron visitas guiadas al labo-
ratorio. Higinbotham decidio´ hacer algo diferente para la exposicio´n, demostrando
lo que sus equipos eran capaces de hacer, creando un videojuego. Para su creacio´n
utilizo´ un computador analo´gico y un osciloscopio.
La evolucio´n de los videojuegos esta´ ı´ntimamente ligada a la evolucio´n del hard-
ware de las computadoras. Los juegos se desarrollan para tres plataformas diferentes:
arcade, consola y ordenador personal. Los arcade y las consolas son ma´quinas espe-
cializadas para videojuegos, por lo que, hasta que el ordenador personal estuvo lo
suficientemente preparado (a mediados de los 80), los videojuegos se desarrollaron
fundamentalmente para estas plataformas.
2.1.1.1. Arcades
Los mainframes eran ma´quinas demasiado caras para utilizarlas comercialmente,
por lo que se crean ma´quinas cuya utilidad es u´nicamente jugar. Estas ma´quina se
denominan arcades por el nombre de la primera compan˜´ıa que disen˜o´ un videojuego
de lucha callejera. La evolucio´n de los videojuegos para arcade es meteo´rica, el
hecho de disponer de un hardware espec´ıfico de videojuegos y un software adaptado
al hardware hace que estos puedan evolucionar ra´pidamente. En la tabla 2.1 se
muestra la evolucio´n de los juegos de arcade.
Actualmente los arcades de mayor e´xito son los de lucha callejera, aunque existen
todo tipo de tema´ticas. Cada vez son de mayor espectacularidad y ofrecen ma´s
posibilidades al jugador.
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An˜o Videojuego Hito
1971 Computer Space Primer juego de arcade (problemas)
1974 Tank Primer juego en usar un chip de ROM
1975 Pong Primer juego de arcade completo
Indy 800 Primer juego en color
Gunfight Primer juego en usar un microprocesador
1976 Night Driver Primer juego de carreras con perspectiva en primera
persona
1977 Space Wars Primer juego con gra´ficos vectoriales
1978 Space Invaders Capaz de almacenar los marcadores de los jugadores
1979 Asteroids Primer juego que almacena las iniciales de los jugado-
res junto con los marcadores
1980 Battlezone Primer entorno tridimensional
Berzerk Incluye un sintetizador de voz de 30 palabras
Defender Primer juego en incluir un mundo artificial
Pac Man Uno de los juegos ma´s famosos de la historia
1981 Tempes Primer juego de gra´ficos vectoriales en color
Donkey Kong Cla´sico
Galaga Cla´sico
1983 Dragon’s Lair Primer videojuego en utilizar la tecnolog´ıa Laser Disc,
con formato de pel´ıcula interactiva.
1986 Out Run Primer juego en utilizar Scaling y uno de los primeros
juegos de 16 bits
1987 Double Dragon Primer juego de lucha callejera
Street Fighter Juego de lucha con un estilo diferente
1989 Final Fight Marca las pautas de los juegos de lucha callejera
1991 Street Fighter II Permite seleccionar entre 8 luchadores
1992 Virtual Racing Utiliza pol´ıgonos rellenos









Tabla 2.1: Historia de los videojuegos tipo arcade [DotEaters] [CStory] [Flyer]
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2.1.1.2. Sistemas Dome´sticos
En 1971 aparecio´ Odyssey, el primer sistema de videojuegos de televisio´n casero
comercial. Pero no fue hasta 1977 cuando aparecio´ la primera consola (Atari 2600).
La consola fue durante mucho tiempo la reina de los sistemas caseros de videojuegos.
Durante los 80 los ordenadores personales (Commodore, CPC Amstrad, Spectrum
y Amiga) fueron ganando terreno a las consolas, pero los ordenadores no estaban al
alcance de cualquier bolsillo.
En la segunda mitad de los an˜os 80 los ordenadores compatibles PC empezaban
a instalarse en los hogares, si bien se reservaban a un pu´blico iniciado en el mundo
de la informa´tica, con escaso intere´s en los videojuegos. Una de las razones para su
escasa difusio´n era el elevado precio de estas ma´quinas y as´ı como su escasa potencia
de ca´lculo. En esta e´poca, los videojuegos para este tipo de ordenador se limitaban
a las reproducciones de algunos juegos de mesa, en especial el ajedrez. Progresiva-
mente, se efectuaron las primeras conversiones de los juegos cla´sicos de consola o
arcade. Poco a poco, aumento´ el nu´mero de t´ıtulos disponibles en formato PC, si
bien las innovaciones te´cnicas resultaron escasas. El nu´mero de juegos disponible
para ordenador personal aumento´ en la medida en que descend´ıan los precios de los
primeros compatibles con el IBM-PC.
Con la instauracio´n del esta´ndar AT (procesador 80286) a finales de los 80, se
inicio´ un salto cualitativo en la produccio´n de videojuegos. A partir de este momento,
el videojuego para PC comenzo´ su despegue en una carrera frene´tica. En los 90 los
ordenadores personales todav´ıa no pod´ıan competir con las consolas, por lo que los
videojuegos para PC iban dirigidos a un pu´blico adulto. Fue la era dorada de las
aventuras conversacionales, la nin˜ez de las aventuras gra´ficas.
Los juegos para PC eran cada vez ma´s complejos, lo que requer´ıa espacio para
almacenarlos. La introduccio´n del CD-ROM vino a aliviar algo este problema, ya
que no se ten´ıa que instalar todo el juego en disco. El siguiente gran paso se produjo
con la aparicio´n de los procesadores i80386 y i80486. Los videojuegos del ge´nero de
las aventuras gra´ficas adquirieron un papel preponderante.
La revolucio´n llego´ al mundo de los videojuegos para ordenador personal con
Doom (John Carmack, Id Software). Crea un estilo copiado hasta la saciedad en
an˜os posteriores. Es un juego 2D, aunque el uso de perspectivas y sprites hacen
creer al jugador que se encuentra en un entorno 3D. Su calidad es muy superior a
otros juegos de la e´poca. Pod´ıa presentar diferentes niveles, aunque no superpuestos
y contaba con capacidades multijugador (hasta 8 jugadores en red local). Id Software
hace pu´blicas las especificaciones para realizar nuevos niveles para el juego y en poco
tiempo surge en Internet un colectivo de programadores y disen˜adores aficionados
que inundan la red de nuevos niveles y modificaciones del juego original. Fue uno
de los baluartes de Internet, en una e´poca en que era casi terreno privado de los
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An˜o Videojuego Hito
1961 Space War Primer juegos con gra´ficos vectoriales (mainframe)
1977 Akalabeth Programado en BASIC (Apple II)
1979 MUD (Multi-User
Dungeon)
Primer juego multi-usuario (mainframe). Chat rudi-
mentario (nu´mero limitado de comandos)
Temple of Apshai Primer juego de rol
1980 Mystery House Primer juego con gra´ficos (Apple II) y primera aven-
tura gra´fica
Ultima Primer juego de rol
1982 Invasion Orion Juego para Comodore PC C-64
1983 King’s Quest Encargado por IBM para demostrar la capacidad gra´fi-
ca de sus PC




1987 Leisure Suit Larry Introdujo al pu´blico adulto en el mundo de los video-
juegos (introduce la tecla ”jefe”)
1988 Tetris Versiones en consolas, arcades y computadoras. Inclu-
so hoy en d´ıa siguen saliendo nuevas versiones.
1990 Monkey Island Edad dorada de las aventuras gra´ficas




Dune Juegos de estrategia
Centurion 50 A.D.
1992 Street Fighter Los juegos de lucha para arcade ampl´ıan sus platafor-
mas
Wolfenstein 3D Primer juego de accio´n en primera persona
1993 Doom Juego de accio´n 2D que simula 3D
Quake Primer juego con entorno real 3D
1995 Warcraft Estrategia en tiempo real
1997 Ultima Online Mayor juego en red hasta el momento
Quake 2 Soporte de fa´brica de aceleracio´n 3D. Multijugador
1998 Unreal Trata de emular a Quake 2











Tabla 2.2: Historia de los videojuegos dome´sticos [Videogames] [Videopatia]
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Figura 2.1: Nu´cleo de videojuegos [Bishop:1998]
militares y ciertas universidades. Fue el primer motor usado por otras compan˜´ıas
para realizar otros t´ıtulos.
Quake (Id Software) vuelve a revolucionar el mundo de los videojuegos por ser
el primer motor 3D y su versio´n Quake 2 por permitir hasta 200 jugadores en red.
En la actualidad el ordenador personal gana terreno a las consolas, pues su uso
se ha generalizado, pero las consolas siguen teniendo gran impacto, sobre todo en
un pu´blico juvenil. Los videojuegos son sistemas en continuo cambio, debido a que
los requerimientos del usuario son cada vez mayores, lo que exige cambios en el
hardware y por ello en el software [Bishop:1998]. El futuro del videojuego depende
directamente del avance tecnolo´gico.
La tabla 2.2 muestra los hitos ma´s importantes en los videojuegos para sistemas
caseros.
2.1.2. Estado Actual
Los videojuegos inicialmente se creaban escribiendo el co´digo completo del vi-
deojuego. Pero, la complejidad de los videojuegos ha crecido tanto que ya no es
posible utilizar esta te´cnica y se han creado nu´cleos de videojuegos de co´digo mo-
dular [Lewis:2002]. Habitualmente los nu´cleos de videojuegos se disen˜aban para un
juego espec´ıfico, pero se hac´ıan tan generales que pod´ıan utilizarse para videojuegos
de la misma familia. Un nu´cleo de videojuego debe contener lo elementos mostrados
en la figura 2.1.
Actualmente, por nu´cleo de videojuego se entiende el conjunto de mo´dulos que
componen el videojuego exceptuando los que no especifican directamente el compor-
tamiento del juego (lo´gica) o el entorno (datos) [Lewis:2002].
El te´rmino motor de videojuegos au´na tres tipos de co´digo diferente:
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Motores de visualizacio´n: rutinas gra´ficas que permiten crear la parte gra´fi-
ca del videojuego de una forma ra´pida y estandarizada.
Motores de videojuegos.
Videojuegos completos: el co´digo de un videojuego se modifica para crear
otro juego diferente cambiando su comportamiento. Los videojuegos comercia-
les suelen contener editores de personajes y escenarios y ficheros de definicio´n
de estos, de forma que crear un juego a partir de otro es relativamente sencillo.
2.1.2.1. Motores de Visualizacio´n
3D GameStudio
3D GameStudio [Conitec] es un kit de desarrollo comercial de juegos de orde-
nador. Consta de un motor 3D, un motor 2D, un editor de niveles y modelos, un
compilador de scripts y librer´ıas de modelos, texturas,... Manipula con igual rendi-
miento escenas de interior y de exterior. Tiene un motor de iluminacio´n que soporta
sombras verdaderas y fuentes de luz en movimiento. El principal objetivo que esta
aplicacio´n persigue es que el desarrollador del juego no necesite ser un programador
experimentado. Se reduce al ma´ximo el esfuerzo de desarrollo a costa de perder fle-
xibilidad en el disen˜o del juego. La u´ltima versio´n (v5) es de marzo de 2002. Ofrece
tres posibilidades para crear un juego:
1. Juegos disen˜ados a base u´nicamente de controles, para usuarios con pocos
conocimientos de programacio´n.
2. Juegos o efectos disen˜ados con algo de programacio´n utilizando C-scripts.
3. Juegos o efectos programados en C++ o Delphi, para programadores con ex-
periencia.
Incorpora un nu´cleo de videojuegos, llamado A5. Pero lo que aqu´ı se entiende por
nu´cleo es un sistema de desarrollo que se encarga de generar efectos 3D y controlar
la inteligencia artificial del juego.
Crystal Space
Cristal Space [CrystalSpace] es un kit de desarrollo gratuito de juegos 3D libre y
portable escrito en C++. Soporta seis grados de libertad, luces de colores, mipmap-
ping, portales, espejos, transparencias, superficies reflectivas, sprites 3D (basados en
frames o animaciones de esqueleto), texturas procedurales, radiosidad, sistemas de
part´ıculas, halos, niebla volume´trica, lenguaje de script (Python y otros), soporte
para visualizacio´n a 8-bits, 16-bits y 32-bits, Direct3D, OpenGL, Glide, y visualiza-
cio´n por software, soporte para fuentes, transformaciones jera´rquicas,... Actualmente
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Crystal Space puede ejecutarse sobre GNU/Linux, Windows, Windows NT, OS/2,
BeOS, NextStep, OpenStep, MacOS/X Server, DOS, y Macintosh entre otros. Crys-
tal Space es un gran proyecto para el desarrollo de software abierto. Hay alrededor
de 600 personas subscritas a sus listas de correo.
Es un paquete orientado a eventos. La cola de eventos gestiona los eventos del
sistema y env´ıa eventos a quien proceda. El gestor de eventos se encarga de lanzar
la visualizacio´n (evento cscmdProcess) y gestiona los eventos de usuario. Aunque
existe cierto paso de mensajes en la aplicacio´n, se limita a mensajes de visualizacio´n
y eventos de usuario.
Genesis3D
Genesis3D [Genesis3D] es un motor de co´digo libre para la visualizacio´n de es-
cenas tridimensionales en tiempo real y que permite construir aplicaciones gra´ficas
3D de altas prestaciones. Ha sido disen˜ado principalmente para la visualizacio´n de
escenas de interior logrando una elevada tasa de fotogramas por segundo siempre y
cuando este´n compuestas por una cantidad moderada de pol´ıgonos. Tambie´n puede
ser utilizado para escenas de exterior si el disen˜o de las escenas se realiza tomando
ciertas precauciones. Sus principales caracter´ısticas son la deteccio´n ra´pida de colisio-
nes, iluminacio´n precalculada y chequeo de la visibilidad. Su principal inconveniente
es la visualizacio´n de escenarios exteriores sin imponer algu´n tipo de restriccio´n o
l´ımite al taman˜o de la escena. La versio´n actual es la v1.1 (noviembre de 1999), se va
enriqueciendo mediante las contribuciones o comentarios que realizan los usuarios.
No incluye rutinas de gestio´n de eventos.
The Nebula Device
The Nebula Device [RadonLabs] es un nuevo motor de juegos gratuito de calidad
profesional. Sus creadores, son el equipo que desarrollo´ Urban Assault (publicado por
Microsoft en 1998). Utilizado tambie´n para desarrollar The Nomads (Xbox). Nebula
es un motor de arquitectura moderna. Desarrollado en C++ y orientado a objetos,
sus clases (DLLs) se cargan de forma independiente en tiempo de ejecucio´n. El motor
puede ejecutarse en Linux, Windows 9X, Windows NT. Permite intercambiar sin
interrupcio´n la visualizacio´n con OpenGL y Direct3D. Nebula utiliza como lenguaje
de script el esta´ndar tcl/tk. Los principales objetivos de Nebula son los siguientes:
Independencia de la plataforma.
Gestio´n de la base de datos del juego: jerarqu´ıas 3D, texturas, materiales,
luces, sonidos, animaciones, estados y sus relaciones.
Proporcionar herramientas ba´sicas de trabajo en equipo para el desarrollo del
juego.
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El servidor de entrada gestiona los eventos de entrada de usuario utilizando una
lista de eventos. Se utiliza un mecanismo de paso de mensajes para el tratamiento
de los jugadores en red.
OGRE
OGRE (Object-Oriented Graphics Rendering Engine) [Ogre] es un motor escrito
en C++ flexible, orientado a escenas, y disen˜ado para hacer ma´s simple e intuitiva
a los desarrolladores la produccio´n de juegos utilizando hardware de aceleracio´n 3D.
La librer´ıa de clases permite abstraer los detalles asociados a las librer´ıas de bajo
nivel (OpenGL o Direct3D), proporcionando una interfaz basada en objetos.
Shark3D
Shark3D [Shark3D] es un kit de desarrollo de alto nivel para aplicaciones 3D en
tiempo real. Esta´ orientado a juegos, aplicaciones de realidad virtual y visualizacio´n.
Optimizado para aplicaciones multiusuario a trave´s de una red de computadores o
internet. Distribuido. Contiene un servidor de mu´ltiples escenas.
Incluye gestio´n de eventos de usuario y paso de mensajes para comunicacio´n en
red y como comunicacio´n entre los diferentes elementos de su arquitectura.
The Torque Game Engine
The Torque Game Engine (TGE ) [Garagegames] es el motor comercial desarro-
llado por DINAMIX para su juego Tribes 2. Enfocado a la simulacio´n de misiones
militares, incluye utilidades para la creacio´n de terrenos, superficies acua´ticas, inte-
riores estilo portal y sistemas de part´ıculas. Tambie´n incluye soporte multiplataforma
(Windows, Mac OS y Linux), soporte para red, creacio´n de interfaces de usuario y
lenguaje de script estilo C++. Permite importar objetos desde 3D Studio MAX y
dispone de librer´ıas matema´ticas, de deteccio´n de colisiones, de f´ısica de veh´ıculos y
una base de datos espacial.
Incluye gestio´n de eventos de usuario y paso de mensajes para comunicacio´n en
red.
CDX Game Development Kit
CDX Game Development Kit [Cdx] es un kit de desarrollo de videojuegos de
co´digo libre. Consta de un conjunto de clases de C++ para crear juegos para Win-
dows y utilizando DirectX. Permite la creacio´n de juegos sencillos.
Contiene rutinas de gestio´n de los eventos de entrada.
Artist
Artist (Animation Package for Real-Time Simulation) [Artist] es un paquete de
animacio´n de bajo coste para el desarrollo de aplicaciones 3D complejas e interactivas
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en tiempo real: juegos, simulacio´n y realidad virtual.
Artist permite generar gra´ficos con velocidad optimizada y aspectos de compor-
tamiento de los objetos en un juego, simulaciones o aplicaciones de realidad virtual.
Consigue enlazar ambos aspectos de forma eficiente y sencilla, generando el co´digo
necesario para ejecutar la simulacio´n del comportamiento. Puede generar bases de
datos gra´ficas optimizadas para mejorar la velocidad de visualizacio´n que permite
maximizar el uso del hardware gra´fico disponible. Estas estructuras jera´rquicas per-
mitira´n mantener una frecuencia de cuadro uniforme, sobre los 30 fps, consiguiendo
la continuidad visual necesaria en el juego.
Incluye las siguientes herramientas:
Modelador de objetos geome´tricos de propo´sito general.
Base de datos jera´rquica gra´fica.
Conversores de fichero desde los formatos gra´ficos usuales.
Interfaz 3D para an˜adir objetos interactivos en las escenas de los juegos.
Editor de jerarqu´ıa gra´fica para la configuracio´n de los para´metros de la gestio´n
de la base de datos y la incorporacio´n de descripciones de comportamiento a
los objetos geome´tricos de la base de datos.
Descripcio´n de alto nivel orientada a objeto del comportamiento de los objetos
y las caracter´ısticas del juego.
OpenGL Performer
OpenGL Performer [Sgi] [Sgiwp] es una herramienta de programacio´n comercial
de aplicaciones 3D y simulacio´n en tiempo real orientada a objetos. Simplifica el des-
arrollo de aplicaciones complejas realizadas para simulacio´n visual, realidad virtual,
entretenimiento interactivo o disen˜ado asistido por ordenador. Mejora el rendimiento
del sistema, permitiendo un uso o´ptimo de sus capacidades.
Construido a partir de la librer´ıa gra´fica OpenGL.
Puede compilarse en C y C++ esta´ndar.
Disponible para Windows y Linux.
Biblioteca de visualizacio´n libpr. Es una librer´ıa de bajo nivel con funciones
de visualizacio´n de gran velocidad.
Entorno de simulacio´n visual en tiempo real libpf, que permite multiproceso
de altas prestaciones del grafo de escena y del sistema de visualizacio´n.
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Biblioteca de definicio´n de geometr´ıa y apariencia de objetos tridimensionales
libpfdu.
Biblioteca para importar ficheros de bases de datos libpfdb.
Biblioteca para crear interfaces de usuario libpfui.
Biblioteca de utilidades libpfutil (configuracio´n multiproceso, soporte a mul-
ticanal, texturas, herramientas de interfaz, obtencio´n y gestio´n de eventos de
entrada).
Una aplicacio´n desarrollada con OpenGL Performer puede ejecutarse en com-
putadores con varios procesadores. OpenGL Performer maneja los pipelines para
generar una imagen. Permite fa´cilmente escalar a mu´ltiples procesadores y mu´lti-
ples pipes gra´ficos.
La arquitectura de OpenGL Performer consta de las siguientes partes:
1. APP : proceso de simulacio´n. Incluye lectura de la entrada de los dispositivos
de control, simulacio´n de modelos dina´micos, actualizacio´n de la base de datos
visual e interaccio´n con otras bibliotecas o estaciones de simulacio´n.
2. CULL: recorre la base de datos visual y determina que porcio´n de la escena es
visible (culling), selecciona el nivel de detalle (LOD) de cada modelo, clasifica
los objetos y optimiza su gestio´n y genera una lista de objetos a visualizar.
3. DRAW : recorre la lista de los objetos a visualizar y emite los comandos al
pipe de geometr´ıa para crear la imagen para el dispositivo de salida.
El usuario tiene control total sobre estas tareas, incluyendo la posibilidad de
combinar mu´ltiples tareas en un u´nico proceso o dividirlas entre varios procesos o
procesadores. Incluso OpenGL Performer puede automatizar la divisio´n en procesos
dina´micamente.
OpenGL Performer permite garantizar una frecuencia de cuadro fija [Perguide],
incluyendo funciones para fijar esta frecuencia y gestionar problemas como tiempos
de visualizacio´n mayores que el periodo de refresco.
El bucle de simulacio´n, incluido en el proceso APP, repite indefinidamente las
siguientes etapas [Pergsguide]:
1. Actualiza la escena.
2. Actualiza la ca´mara.
3. Dibuja la escena.
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OpenGL Performer desacopla las fases de simulacio´n y visualizacio´n. La simu-
lacio´n sigue realiza´ndose muestreando los objetos.
Open Scene Graph
Open Scene Graph [Osg] es un toolkit gra´fico de alto nivel y portable para el
desarrollo de aplicaciones gra´ficas de alto rendimiento tales como simuladores de
vuelo, juegos, realidad virtual o visualizacio´n cient´ıfica. Esta´ orientado a objetos
y construido a partir de la librer´ıa gra´fica OpenGL, esto libera al desarrollador de
implementar y optimizar llamadas gra´ficas de bajo nivel, y provee muchas utilidades
adicionales para un ra´pido desarrollo de aplicaciones gra´ficas.
El corazo´n del grafo de escena ha sido disen˜ado para tener mı´nimas dependencias
de una plataforma espec´ıfica, requiriendo poco ma´s que C++ esta´ndar y OpenGL.
Esto ha permitido al grafo de escena ser ra´pidamente portado a un gran nu´mero
de plataformas (originalmente desarrollado en IRIX, portado a Linux, Windows,
FreeBSD, Mac OSX, Solares, HP-UX e incluso PlayStation2).
Todo el co´digo de Open Scene Graph esta publicado bajo la Open Scene Graph
Public License (permite a proyectos de co´digo abierto y cerrado utilizarla, modifi-
carla y distribuirla libremente). Open Scene Graph soporta view frustum culling,
occlusion culling, small feature culling, nodos con nivel de detalle (LOD), clasifica-
cio´n de estado, vertex arrays y listas de dibujado como parte del corazo´n del grafo
de escena.
Open Scene Graph es uno de los grafos de escena disponibles de mayor rendi-
miento. Este rendimiento iguala a otros grafos de escena como OpenGL Performer o
Vega Scene Graph. Open Scene Graph opta por soluciones muy parecidas a OpenGL
Performer. Por contra, no soporta multiproceso, caracter´ıstica que soporta OpenGL
Performer.
2.1.2.2. Gestio´n de Eventos en Motores de Visualizacio´n
Algunos de estos motores incluyen gestio´n de eventos de usuario, proporcionando
rutinas para gestionar alguna estructura de datos donde se inserten estos eventos.
Pero los eventos se limitan a eventos de usuario. Crystal Space incluye un evento
especial de visualizacio´n.
Hay motores que implementan paso de mensajes, pero como forma de comuni-
cacio´n en red o como parte de su arquitectura.
En [Lucia:2003] se muestra una comparativa de algunos de los motores gra´ficos
y videojuegos incluidos en este estudio.
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2.1.2.3. Motores de Videojuegos
Fly3D
Fly3D [Fly3D] es un motor de juegos gratuito que acompan˜a al libro 3D Games
de Alan Watt y Fabio Policarpo [Watt:2001]. El motor se encuentra actualmente en
la segunda versio´n v2.0 (disponible en el segundo volumen del libro [Watt:2003] ).
Es un nu´cleo de videojuegos de reciente creacio´n, altamente estructurado y comen-
tado y orientado a objetos. Ambas versiones esta´n desarrolladas en C++ y todo el
co´digo espec´ıfico del juego se encuentra desarrollado con DLLs plugins (se incluye
una herramienta para crear plugins). Contiene una amplia gama de herramientas y
utilidades que facilitan el proceso de desarrollo del juego.
El motor permite crear videojuegos y aplicaciones gra´ficas en tiempo real de
forma fa´cil y sencilla. Para ello se crean nuevos plugins que se enlazan con la apli-
cacio´n, sin necesidad de recompilar el nu´cleo y permitiendo un desarrollo modular.
Se pueden implementar mu´ltiples aplicaciones sin necesidad de replicar el nu´cleo.
La implementacio´n del comportamiento visual y dina´mico esta´ tambie´n modu-
larizada, debiendo implementar para cada objeto una funcio´n espec´ıfica de visuali-
zacio´n y otra de comportamiento (simulacio´n). Para conseguir que los objetos del
juego se comporten de forma uniforme, heredan de un objeto base de Fly3D. El
objeto base contiene una serie de funciones virtuales que los objetos del juego deben
redefinir.
Es un motor de co´digo libre y los videojuegos creados usando Fly3D v.1 pueden
incluso comercializarse.
Es representativo de la tecnolog´ıa actual y, por lo tanto, va a ser utilizado como
marco de desarrollo en el que verificar y probar la presente tesis.
2.1.2.4. Videojuegos Completos
La informacio´n existente sobre videojuegos es muy abundante en la red. Gran
parte de esta informacio´n hace referencia a trucos de juego, manuales, modificaciones
de co´digo, creacio´n de ficheros de configuracio´n, evaluaciones, mo´dulos de desarrollo
concretos e incluso, a veces, el co´digo fuente. No obstante, la informacio´n sobre
la implementacio´n de videojuegos es mı´nima, en algunos casos se limita a algu´n
fichero cabecera, algu´n API o cierta informacio´n sobre las primitivas utilizadas. En
cualquier caso, esta informacio´n, adema´s de ser escasa, se suele limitar a la parte
gra´fica del juego. So´lo en contadas ocasiones se dispone del co´digo del juego para
poder estudiar como se gestionan los eventos del sistema.
La mayor parte de la investigacio´n en el campo de los videojuegos se lleva a
cabo en las compan˜´ıas desarrolladoras de juegos. La investigacio´n que se ha llevado
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a cabo en las universidades y centros de investigacio´n se centra en aspectos como
visualizacio´n o en la aplicacio´n de te´cnicas de inteligencia artificial para la gestio´n
del comportamiento de los personajes, siendo el modelo de simulacio´n algo impl´ıcito,
a lo que no se ha prestado mucha importancia.
Existen numerosos juegos con co´digo abierto. La mayor parte de ellos correspon-
de a pequen˜os juegos creados por aficionados y que no pueden considerarse como
motores de videojuegos. Muy pocos son los videojuegos complejos (habitualmente
comerciales) con co´digo publicado. Dentro de estos se han elegido como base del
estudio los videojuegos Doom y Quake por las siguientes razones:
Son juegos de co´digo libre. Ciertas versiones de Doom y Quake tienen el co´digo
liberado, disponible para su redistribucio´n y modificacio´n bajo licencia GNU
[Gnu].
Su co´digo esta´ completamente liberado. En otros videojuegos de co´digo libre,
ciertas partes del co´digo son bibliotecas de co´digo cerrado, pueden usarse pero
no modificarse (como Serious Sam [Croteam] o Unreal Tournament [Epic]).
Doom y Quake marcaron un hito en la historia de los videojuegos y son am-
pliamente conocidos y utilizados.
Despiertan intere´s de una amplia comunidad de programadores.
Son juegos robustos y ampliamente probados.
Siguen el paradigma convencional de videojuegos.
El primer videojuego importante cuyo motor se utilizo´ para la creacio´n de otros
videojuegos fue Doom. El autor de Doom mejoro´ e incorporo´ caracter´ısticas
3D a este motor, creando Quake, que a su vez sirvio´ tambie´n para la creacio´n
de nuevos videojuegos.
Adema´s, se ha incluido en el estudio el videojuego Unreal Tournament, porque
a pesar de no tener el co´digo liberado, despierta un gran intere´s en la comunidad
cient´ıfica.
Doom
Doom es un juego de laberintos en primera persona creado por John Carmack
en 1993. Es un juego 2D, aunque simula cierta profundidad. La u´nica versio´n del
juego liberada es la v1.1 para Linux [Idsw].
Utiliza como entidades ba´sicas las estructuras things, que definen elementos del
juego como monstruos, armas, llaves o posiciones de inicio de un jugador. El tipo
de datos thing incluye u´nicamente informacio´n sobre la parte f´ısica de la entidad,
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como posicio´n de la entidad o tipo. Las entidades no incluyen informacio´n sobre los
eventos del sistema.
Para gestionar los eventos se utiliza una lista doblemente enlazada con un u´nico
puntero a cabeza. Cada evento contiene tres funciones que definen las acciones a
realizar cuando suceda el evento. Los eventos se ejecutan comenzando por la cabeza
de la lista hasta alcanzar la cola, ejecutando para cada evento las acciones asociadas.
Los eventos no tienen tiempos asociados, se ejecutan todos y en el orden en que
aparecen en la lista. La lista de eventos se recorre desde la cabeza hasta la cola.
Todos los eventos son evolucionados obligatoriamente a la ma´xima velocidad que el
sistema pueda obtener. El sistema analiza desde el u´ltimo estado, cual es el nuevo
estado en el que se debe encontrar el sistema en funcio´n del tiempo transcurrido.
Este esquema de simulacio´n obliga a que un objeto nunca pueda programar eventos
situados a varios intervalos de muestreo. Por ejemplo, en Doom no existe la bomba
de relojer´ıa. Para que una granada estalle, e´sta debe ser disparada y estallara´ cuando
colisione con el suelo, una pared u otro personaje.
La gestio´n de eventos discretos debe realizarse de forma expl´ıcita por el progra-
mador al margen del nu´cleo del videojuego y cada objeto debe gestionarla de forma
independiente.
La ordenacio´n de los eventos en la lista no es cronolo´gica sino que dependera´ del
orden en que se gestione el sistema. La insercio´n de nuevos eventos se realiza en
cabeza de la lista, por ello, los nuevos eventos se tratara´n siempre en el siguiente
ciclo, independientemente de que algu´n evento corresponda al ciclo actual. Cualquier
evento que se produzca con una frecuencia superior a la frecuencia de muestreo, es
sencillamente obviado.
Quake
Quake [Abrash] es un juego de arcade de laberintos en primera persona creado
por John Carmack en 1996. Es el primer juego realmente 3D. La versio´n objeto de
este estudio ha sido la v2.3 [Quake].
El elemento ba´sico de Quake para la gestio´n del comportamiento de los perso-
najes y objetos es la entidad. Las entidades son partes independientes del entorno
virtual, como monstruos, jugadores, objetos o posiciones en el espacio. Una entidad
especial es world, que define el entorno esta´tico por el que se mueven los personajes.
En la entidad confluyen una serie de propiedades f´ısicas y otras propiedades que
determinan sus reglas de comportamiento. Al comportamiento de las entidades se
le denomina dentro del juego inteligencia artificial, aunque no utilicen te´cnicas pro-
piamente de inteligencia artificial. La inteligencia artificial utiliza tres propiedades
de la entidad para gestionar los eventos:
Tiempo en el que debe suceder el siguiente evento relacionado con la entidad,
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momento en el que cambiara´ de algu´n modo su comportamiento.
Funcio´n que define el comportamiento justo antes de modificar f´ısicamente la
entidad (como moverla o hacer que dispare).
Funcio´n que define el comportamiento de la entidad despue´s de modificar su
parte f´ısica.
La descripcio´n de la escena esta´ constituida por un vector de entidades. El vector
se recorre en orden, comenzando por la entidad world (primera posicio´n del vector),
y se comprueba si cada una de las entidades tiene que modificar su comportamiento
en el instante actual, comprobando si el tiempo asociado al evento vencera´ en el
pro´ximo intervalo de tiempo. Este intervalo lo predefine el programador.
Unreal Tournament
Unreal Tournament [Gerstmann:1999] [Unrt] es un motor gra´fico comercial des-
arrollado por la empresa Epic Games [Epic], altamente modular y orientado a obje-
tos. Es multijugador, basado en arquitectura cliente/servidor. Nace en 1998 tratando
de emular a Quake2.
Disponible para las plataformas Linux, Windows, Macintosh, Playstation 2 y
Xbox. Para desarrollar con este motor se debe adquirir una licencia que da acceso a
todo el co´digo fuente, a las herramientas y juegos. Cierto co´digo y las librer´ıas del
nu´cleo esta´n disponibles gratuitamente. Para trabajos y desarrollos que hagan uso
del motor gra´fico sin tratar modificar el nu´cleo (como son los desarrollos y proyectos
de inteligencia artificial e interfaces) el motor es una herramienta posible, por lo
que se utiliza ampliamente en investigacio´n (Gamebots [Gamebots] [Kaminka:2002]
o CaveUT [Caveut] [Jacobson:2002]).
Utiliza el sistema DSG (Dynamic Scene Graph Technology) que es una exten-
sio´n natural del renderizado en portales, interpolacio´n de meshes, radiosidad, a´rboles
BSP, LOD, superficies curvas y superficies reflectantes. Incorpora luces multicolo-
res, dina´micas, lightmaps, raytracing y enveloped lighting. Soporta el formato DXF.
Incorpora texture mapping, mapas de sombras, mapas de niebla, textura detallada
para definir objetos muy detallados, texturas procedurales, texturas en tiempo real
de ondas, 12 niveles de mipmapping, animacio´n de texturas, texturas procedurales,
dina´micas y multitextura. De entre otros detalles destacamos: deteccio´n de colisio-
nes cil´ındrica, superficies curvas con LOD, mapas de entorno, inteligencia artificial
avanzada, sistema f´ısico adaptable, sprites 3D o sonido digital 3D.
Define un lenguaje de script: UnrealScript, que es un lenguaje semicompilado
para acceder a la lo´gica del juego y usar el potencial del motor gra´fico. Permite
trabajar con una interfaz de alto nivel para controlar los objetos en un juego.
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El desarrollo de juegos y herramientas que hacen uso del editor de mapas Un-
realED.
La orientacio´n a objetos de Unreal permite an˜adir nuevos objetos y funcionali-
dades una vez terminado el desarrollo.
La maquina virtual de Unreal esta compuesta de: servidor, cliente, motor de
visualizacio´n y motor de soporte de co´digo. El servidor controla el juego y las inte-
racciones entre los jugadores y los actores. Cada actor en el mapa puede estar bajo
control de un jugador o el control de un script. El script define completamente como
el actor se mueve e interacciona con otros actores.
El bucle de actualizacio´n sigue los siguientes pasos [Epic]:
1. El servidor comunica el estado del juego a los clientes. El estado del juego es
el conjunto de estados de sus elementos.
2. Cada cliente env´ıa al servidor la peticio´n de movimiento. El servidor le contesta
con el nuevo estado del juego. El cliente comienza el proceso de visualizacio´n
de su escena.
3. El cliente realiza la operacio´n de actualizacio´n (Tick()) del estado del jue-
go, tomando en consideracio´n el tiempo desde la u´ltima actualizacio´n (u´ltima
llamada a la funcio´n Tick()).
Para gestionar el tiempo, Unreal divide cada segundo del juego en ticks
[Lucia:2003]. El estado del videojuego se actualiza con cada tick. Un tick es la me-
nor unidad de tiempo con la cual el actor puede ser actualizado. Normalmente la
frecuencia de ticks suele estar entre 10 y 100 veces por segundo, aunque este valor
depende de la potencia de la CPU. Las funciones que necesitan mas de un tick pa-
ra su ejecucio´n se llaman funciones latentes (como Sleep, FisnishAnim o MoveTo).
Mientras un actor esta´ ejecutando una funcio´n latente, la ejecucio´n del actor se para-
liza hasta que termina de ejecutarse. Sin embargo, otros actores o la maquina virtual
puede seguir ejecuta´ndose. Cada actor tiene su propio hilo de ejecucio´n. Pero, estos
hilos son virtuales. Unreal simula la utilizacio´n de hilos. Los scripts se ejecutan en
paralelo.
En la operacio´n de actualizacio´n de los actores, se les informa de los eventos
pendientes, ejecutando el co´digo del script asociado. Todo el co´digo asociado a la
actualizacio´n de los actores se disen˜a para que el tiempo que ha pasado desde la
u´ltima actualizacio´n pueda ser variable (igual que en Fly3D, pero diferente a Doom
y Quake, quienes actualizan el sistema suponiendo que el intervalo desde la u´ltima
actualizacio´n es fijo).
La clase Actor es la clase padre de todos los objetos de un juego en Unreal. La
clase Actor contiene todas las funcionalidades necesarias para que el actor se mueva,
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interacciones con otros actores, afecte al entorno y se relacione con los objetos del
juego. Pawn es la clase padre de todas las criaturas y jugadores en Unreal, las cuales
son capaces de tener un control a alto nivel definido por su inteligencia artificial o
por el control del jugador.
2.1.2.5. Gestio´n de Eventos en Videojuegos y Motores de Videojuegos
Las partes de los videojuegos que interesan para la presente tesis son:
Bucle principal o bucle de actualizacio´n, para comprobar si sigue un esquema
acoplado o desacoplado de las fases de visualizacio´n y simulacio´n.
Gestio´n de eventos del sistema [Alexander:2003][Treglia:2002], para comprobar
si se sigue un esquema de simulacio´n continuo (se recorren todos los objetos
del sistema preguntando a cada objeto si debe actualizarse) o discreto.
La figura 2.2 incluida en el apartado 2.4 del presente cap´ıtulo, muestra el bucle
principal de Doom, Quake y Fly3D.
El co´digo de Quake es ma´s legible y esta´ ma´s organizado que el co´digo de Doom,
si bien ambos juegos esta´n bastante desestructurados y escasamente documentados.
Debido a que la comunidad de usuarios de estos videojuegos esta´ fundamentalmente
interesada en la personalizacio´n de los escenarios y personajes del juego, no existe
documentacio´n referente a la gestio´n de eventos. E´ste hecho ha dificultado enorme-
mente su estudio. Tanto en Doom como Quake existe una gestio´n de eventos de
usuario (como indicaciones de movimientos, menu´s o disparos) completamente di-
ferenciada de la gestio´n del comportamiento. Incluso en Quake existen mensajes de
consola con un tratamiento tambie´n diferenciado. En cambio, el co´digo de Fly3D es
un ejemplo de claridad y estructuracio´n.
La obtencio´n de los eventos de usuario en Doom, Quake y Fly3D se realiza
mediante te´cnicas de polling, prioriza´ndose los eventos generados por el usuario
frente a los generados por el resto del mundo. Esto es debido a que los eventos
generados por el usuario se resuelven antes de pasar a analizar el resto del videojuego.
Se define el ciclo de simulacio´n como el intervalo de tiempo transcurrido en
cada recorrido del bucle principal del programa. Este intervalo contiene la lectura
de los eventos de usuario, gestio´n del comportamiento de los personajes, emisio´n de
sonidos y visualizacio´n de la escena. El tiempo empleado por un ciclo de simula-
cio´n corresponde al periodo de muestreo de un simulador continuo. Cada ca´lculo de
la evolucio´n del mundo requiere forzosamente una visualizacio´n completa de todo
el mundo. Por tanto, siguen un esquema de simulacio´n continuo (algoritmo 1 del
apartado 2.4) en el que la frecuencia de muestreo depende de la potencia de ca´lculo
disponible y de la complejidad del sistema a simular.
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Los eventos se gestionan recorriendo el grafo de escena (Doom y Fly3D) o la
lista de eventos (Quake) (en cualquier caso, recorriendo el descriptor de escena). Los
principales inconvenientes de esta forma de gestionar los eventos son los siguientes:
1. Debe recorrerse todo el universo, preguntando a cada objeto si tiene un evento
asociado que deba cumplirse en el instante actual. Se recorren todas los ob-
jetos, independientemente de que este´n activos o no, o tengan o no eventos
pendientes. Esto supone ralentizar el proceso comprobando objetos innecesa-
riamente.
2. No hay ninguna ordenacio´n de eventos segu´n el tiempo. Todos los eventos se
ejecutan en el orden en que los objetos esta´n situados en el grafo de escena o
el vector de entidades, lo que implica:
El sistema no es sensible a tiempos menores que el periodo de muestreo.
El periodo de muestreo no es seleccionable ni configurable expl´ıcitamente.
Los eventos se pueden ejecutar en orden incorrecto ya que se ejecutan en
funcio´n de su ordenacio´n en el grafo o vector y no en el tiempo en el cual
acontecen. El orden depende de la posicio´n del evento en la lista y no del
instante de tiempo en que dicho evento deb´ıa haber ocurrido.
Los eventos son artificialmente sincronizados coincidiendo con el periodo
de muestreo.
3. Si existe realimentacio´n de eventos dentro del mismo ciclo, e´sta no puede re-
solverse hasta el siguiente ciclo.
Las conclusiones obtenidas para Unreal Tournament son muy similares, pero
no es posible acceder a la parte del co´digo que interesa al presente estudio, lo que
dificulta las conclusiones.
Unreal Tournament tiene un bucle de actualizacio´n muy parecido al bucle princi-
pal de los videojuegos anteriores. En cada pasada del bucle se visualiza y se actualiza
la escena para el siguiente movimiento. La operacio´n de simulacio´n de un objeto to-
ma en cuenta el tiempo desde la u´ltima actualizacio´n para calcular el nuevo estado
del objeto, al igual que Fly3D. En el momento de la simulacio´n se le indican al objeto
los eventos que tiene pendientes.
2.2. Visualizacio´n y Simulacio´n en las Aplicaciones
Gra´ficas de Realidad Virtual
Las primeras aplicaciones gra´ficas en tiempo real trabajaban con un bucle prin-
cipal que acoplaba la fase de visualizacio´n con la fase de simulacio´n. Es decir, por
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cada evolucio´n del mundo se realizaba una visualizacio´n de este. El acoplo puede
producirse en dos niveles:
Nivel de objeto: se aprovecha el recorrido del grafo de escena para simular
y visualizar al mismo tiempo cada uno de los objetos.
Nivel de sistema: primero se simula, bien recorriendo el grafo de escena
o alguna estructura auxiliar, y despue´s se visualiza (o viceversa). Por cada
simulacio´n se realiza una visualizacio´n, pero son procesos separados.
Si se desacoplan estas fases, las escenas se visualizan ma´s ra´pidamente, incluso
cuando se hacen ma´s complejas [Shaw:1992]. El desacoplo incrementa el rendimiento
del sistema [Darken:1995]. El desacoplo es una te´cnica ampliamente utilizada en el
campo de la realidad virtual.
El campo de la realidad virtual tiene multitud de similitudes con el campo de los
videojuegos, de forma que la amplia investigacio´n en el campo de la realidad virtual
puede ser considerada a la hora de crear nu´cleos de videojuegos. Algunas de estas
similitudes son: interaccio´n con el usuario, necesidad de tiempo real, algoritmos
de visualizacio´n, deteccio´n de colisiones o necesidad de dotar de comportamiento
continuo las entidades basadas en te´cnicas de inteligencia artificial.
Entre otros sistemas de realidad virtual, algunos de los que desacoplan las fases
de visualizacio´n y simulacio´n son:
Cognitive Coprocessor Architecture [Robertson:1989]: es un modelo de
arquitectura para interfaces de aplicaciones de realidad virtual basado en el
modelo de interaccio´n del sistema de tres agentes [Sheridan:1984]. El meca-
nismo ba´sico de control del sistema contiene una cola de tareas y una cola
de visualizacio´n, independientes la una de la otra, que se tratan de forma se-
parada. En el bucle de procesado se gestionan los eventos de usuario de la
cola de tareas hasta que esta´ vac´ıa y se visualizan los objetos de la cola de
visualizacio´n.
Interfaz de dia´logo [Lewis:1991]: describe una arquitectura software para
mundos virtuales basada en mu´ltiples procesos comunica´ndose a trave´s de una
interfaz basada en eventos. El sistema se descompone en tres partes: simula-
cio´n, mapeado y visualizacio´n. Cada una de ellas corresponde a un proceso
independiente. Cada sistema se comunica con los restantes mediante paso de
mensajes as´ıncrono. Tambie´n se comunica de esta forma con los dispositivos
de E/S. El paso de mensajes esta´ coordinado por un nu´cleo central.
MR Toolkit [Shaw:1992]: es un conjunto de herramientas para desarrollar
aplicaciones de realidad virtual. Esta´ basado en el Modelo de Simulacio´n De-
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sacoplada, consistente en descomponer el sistema en partes. Una parte se en-
carga de la computacio´n no gra´fica, de actualizar los datos de la aplicacio´n en
series de pasos en tiempo discreto. Cuando los datos son consistentes, se los
env´ıa a la parte encargada de gestionar el modelo geome´trico. Otra parte se
encarga de visualizar, obteniendo los datos de la parte de gestio´n del modelo
geome´trico y de la parte encargada de la interaccio´n. Este modelo consta de
dos bucles ejecuta´ndose as´ıncronamente, lo que permite soportar simulacio´n
continua y discreta. Cada parte se ejecuta en procesadores independientes.
Alice & Diver [Pausch:1994] utiliza el desacoplo para el prototipado de en-
tornos virtuales: Alice ejecuta la simulacio´n y Diver [Gossweiler:1994] propor-
ciona una base de datos gra´fica, gestiona las funciones gra´ficas de bajo nivel y
gestiona los dispositivos de E/S. Ambos sistemas se distribuyen.
VB2 Virtual Builder II [Gobbetti:1995]: es una arquitectura para la cons-
truccio´n de aplicaciones interactivas 3D. El sistema se compone de un grupo
de procesos interconectados. Cada proceso esta´ continuamente ejecuta´ndose y
comunica´ndose con otros procesos a trave´s de mensajes as´ıncronos. Un proceso
central se encarga de gestionar el sistema completo y de evolucionar el sistema
como respuesta de los eventos del sistema y las E/S.
Bridge [Darken:1995]: es una arquitectura para la construccio´n de mundos vir-
tuales. El sistema se descompone en cuatro partes interconectadas: simulacio´n,
aplicacio´n, visualizacio´n y gestio´n de dia´logo. Esta descomposicio´n incrementa
las prestaciones del sistema, manteniendo una frecuencia de cuadro elevada.
El desacoplo de las fases de visualizacio´n y simulacio´n permite incrementar la
precisio´n y velocidad del sistema, adema´s de la independencia de velocidad de los
procesos del sistema [Agus:2002].
La evolucio´n natural del desacoplo fue distribuir los procesos del sistema en
una red de computadores o usar paralelismo [Pausch:1994]. Sin embargo, esta dis-
tribucio´n no es posible en los videojuegos creados para ejecutarse sobre un u´nico
procesador. Los videojuegos en red no son juegos distribuidos, permiten mu´ltiples
usuarios pero no distribuyen los procesos en red. En [Macedonia:1997] [Smed:2001]
se muestra una clasificacio´n de aplicaciones de realidad virtual. Algunas aplicacio-
nes de realidad virtual distribuida son Vega [Vega], Dive [Frecon:1998] o Massive
[Greenhalgh:1998].
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2.3. Simulacio´n de Eventos Discretos
2.3.1. Conceptos Ba´sicos de la Simulacio´n de Eventos Discretos
La Teor´ıa de Sistemas [Bertallanfy:1968] define un sistema como cualquier en-
tidad real o artificial, que puede estar compuesta por entidades ma´s simples con
relaciones espaciales o temporales. La interaccio´n entre las entidades del sistema
define sus caracter´ısticas y se traduce en la evolucio´n del sistema hacia un objetivo
concreto.
Un evento o suceso es el cambio de estado de una entidad del sistema, una
ocurrencia instanta´nea que altera el estado del sistema [Fishman:1978]. El estado
de una entidad lo define el valor de sus atributos. El estado del sistema lo define el
conjunto de todos los estados de todos los objetos y entidades que forman el sistema.
Existen diversas formas de clasificar los sistemas. Una posible clasificacio´n atien-
de a la forma en la que evoluciona el tiempo dentro del sistema cuando se produce
un suceso [Law:1982]:
Sistema continuo: el sistema bajo estudio se considera como un flujo con-
tinuo de informacio´n, el tiempo de simulacio´n evoluciona de forma continua.
Ejemplos de estos sistemas son los encontrados en la naturaleza.
Sistema discreto: el tiempo de simulacio´n evoluciona de forma discreta (se
incrementa a intervalos de tiempo). La informacio´n del sistema u´nicamente
se procesa en estos intervalos de tiempo. Un caso particular de los sistemas
discretos son los sistemas de eventos discretos, en estos sistemas el tiempo
evoluciona con la ocurrencia de un suceso del sistema, el tiempo pasa a ser
el tiempo de ocurrencia del suceso. Ejemplos de estos sistemas son l´ıneas de
produccio´n, redes de ordenadores, sistemas de control de tra´fico,...
Sistema h´ıbrido: son sistemas donde algunas entidades se comportan de
forma continua y otras entidades de forma discreta [Pritsker:1974].
Hay tres me´todos ba´sicos para adquirir informacio´n de un sistema, con el objeto
de conocer su comportamiento o modificarlo: experimentar, analizar y simular.
Experimentar consiste en estudiar el sistema real en funcionamiento y tomar
medidas directamente. Es el me´todo ma´s preciso, pero no siempre es posible
llevarlo a cabo, hay experimentos que son demasiado peligrosos, demasiado
caros o simplemente no es posible disponer del sistema real todav´ıa.
Analizar es utilizar modelos basados en el razonamiento para calcular direc-
tamente los tiempos del sistema, lo que supone una simplificacio´n del siste-
ma real. Supone realizar asunciones que no siempre se corresponden con la
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realidad. Cualquier variacio´n del modelo resulta complicada de realizar. Este
me´todo es el que consume mayor cantidad de tiempo de desarrollo.
Simular es imitar el comportamiento dina´mico de un sistema con el fin de lle-
gar a conclusiones aplicables al mundo real [Banks:2001]. Se define la secuencia
de actividades que tienen lugar en la dina´mica del sistema [Forrester:1970]. La
simulacio´n permite variar el comportamiento del sistema y estudiarlo.
Habitualmente no es posible estudiar un sistema directamente, ni mucho me-
nos modificarlo para observar su comportamiento. Por ello, un sistema se repre-
senta como un modelo. Un modelo es una representacio´n abstracta de un sistema
[Naylor:1975]. La simulacio´n es un me´todo experimental, pero en vez de experimen-
tar con el sistema real, se experimenta con el modelo de simulacio´n que se crea a
tal efecto. Habitualmente, el modelo se construye mediante un computador, pero
el te´rmino simulacio´n va ma´s alla´: un modelo puede ser una maqueta o cualquier
representacio´n de un sistema. La simulacio´n no es la forma perfecta de obtener
informacio´n de un sistema, tiene ventajas e inconvenientes [Coos:1992].
La simulacio´n de eventos discretos se utiliza para modelos de sistemas donde
los cambios de estado pueden representarse mediante la ocurrencia de una serie de
sucesos en quantos de tiempo discretos [Fishman:1978] [Schriber:1999]. Los cambios
en el sistema ocurren en el momento del evento, por tanto el tiempo del sistema
avanza con la ocurrencia de eventos.
Los modelos de sistemas de eventos discretos se pueden elaborar siguiendo tres
enfoques diferentes [Fishman:1978]:
1. Enfoque de programacio´n temporal de eventos: un evento es el cambio
de estado de una entidad del sistema. Mediante este enfoque, el modelo se
describe como la secuencia de pasos que suceden a la ocurrencia de un evento.
2. Enfoque de examen de la actividades: un proceso es una secuencia de
eventos ordenada temporalmente. Se consideran que actividades deben ini-
ciarse o finalizarse con la ocurrencia de un evento.
3. Enfoque de interaccio´n de procesos: una actividad es una serie de opera-
ciones que transforma el estado de una entidad. Este enfoque indica el progreso
de una entidad a trave´s del sistema, desde el evento que provoca su llegada
hasta que abandona el sistema.
2.3.2. Lenguajes de Simulacio´n
Para que un lenguaje de programacio´n sea u´til en la simulacio´n debe ser capaz
de:
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Definir las clases de entidades que hay en un sistema y las caracter´ısticas de
cada entidad.
Ajustar el nu´mero de entidades segu´n var´ıen las condiciones del sistema.
Relacionar las entidades entre s´ı y con el ambiente comu´n.
Proporcionar un me´todo de control de la simulacio´n.
Gestionar los eventos que se producen en el sistema, ejecuta´ndolos en el ins-
tante de tiempo especificado como de ocurrencia del evento.
Disponer de mecanismos para la generacio´n de nu´meros aleatorios.
Permitir el ana´lisis estad´ıstico de los resultados de la simulacio´n.
Proporcionar un me´todo para gestionar el tiempo de simulacio´n del sistema
(reloj del sistema).
Estas caracter´ısticas no son exclusivas de los lenguajes de programacio´n de simu-
lacio´n, sino que se encuentran en otros lenguajes. Cualquier lenguaje de programa-
cio´n puede utilizarse para simular, pero los lenguajes espec´ıficos de simulacio´n ofre-
cen facilidades para implementar el modelo fa´cilmente y obtener resultados, adema´s
de permitir una programacio´n mı´nima.
Los lenguajes de simulacio´n se pueden clasificar en 4 categor´ıas [Corbacho:1997]:
1. Biblioteca de un lenguaje de programacio´n generalista: permiten in-
cluir en la simulacio´n todas las facilidades de un lenguaje de programacio´n
gene´rico. Si el lenguaje es orientado a objetos, permite utilizar dicha orienta-
cio´n a objetos en la creacio´n del modelo. Se utiliza un entorno de desarrollo
familiar al usuario. Los modelos heredan las caracter´ısticas de portabilidad del
lenguaje gene´rico. Suelen conllevar tiempos de definicio´n del modelo largos,
con fases de depuracio´n y mantenimiento costosas.
2. Lenguajes de simulacio´n de propo´sito general: estos simuladores se crean
definiendo un lenguaje propio para la simulacio´n. Permiten crear los modelos
fa´cilmente si se domina el lenguaje, pero exigen que el usuario aprenda un
nuevo lenguaje. El modelo no puede integrarse en una aplicacio´n gene´rica y,
adema´s, suelen tener formatos de E/S muy estrictos. Incluyen facilidades para
deteccio´n de errores en la definicio´n del modelo. Suelen incluir entornos de
desarrollo con editores y compiladores.
3. Lenguajes generalistas de especificacio´n de modelos: son lenguajes pro-
pios que permiten definir un modelo de forma descriptiva, por lo que se facilita
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la implementacio´n del modelo, pero suelen tener tiempos de simulacio´n eleva-
dos. Despue´s de describir el modelo se puede simular. Algunos lenguajes de
este tipo incorporan facilidades para crear el modelo gra´ficamente, permitiendo
definir el modelo de forma fa´cil e intuitiva.
4. Lenguajes de simulacio´n espec´ıficos: con el trascurso de los an˜os se ha
tendido a especializar los simuladores para una tarea concreta o un campo
espec´ıfico, intentando facilitar al ma´ximo la creacio´n del modelo, permitiendo
incluso animar la simulacio´n (a costa de perder velocidad). Estos simuladores
an˜aden la facilidad de utilizar una nomenclatura muy similar a la utilizada en
el sistema real, lo que facilita la tarea de creacio´n del modelo.
2.3.3. Simulacio´n de Eventos Discretos
La construccio´n de modelos de simulacio´n se inicio´ en el Renacimiento, pero, el
uso actual de la palabra simulacio´n viene de 1940 [Smith:2000], cua´ndo los cient´ıficos
Von Newman y Ullam, que trabajaban en el proyecto de Monte Carlo durante la se-
gunda guerra mundial, resolvieron problemas relacionados con reacciones nucleares,
cuya solucio´n experimental ser´ıa muy costosa y cuyo ana´lisis matema´tico resultar´ıa
demasiado complejo. La simulacio´n de eventos discretos aparecio´ algo ma´s tarde,
en la de´cada de los 50, como me´todo de ana´lisis para estudiar problemas, habitual-
mente basados en la Teor´ıa de Colas [Fishman:1978] [Jain:1991]. El impulso real a
la simulacio´n de sistemas fue la utilizacio´n de computadoras, que permitio´ llevar a
cabo simulaciones complejas, imposibles de llevar a cabo anal´ıticamente.
La historia de la simulacio´n se puede desglosar en los siguientes periodos (entre
1955 y 1987 [Nance:1993] [Nance:1995], de 1988 a la actualidad [Banks:2001]):
1955-1960 Periodo de bu´squeda.
1961-1965 Periodo de advenimiento.
1966-1970 Periodo formativo.
1971-1978 Periodo de expansio´n.
1979-1986 Periodo de consolidacio´n y regeneracio´n.
1987-Actualidad Periodo de entornos integrados.
Durante estos periodos hay una caracter´ıstica ba´sica, la intensa competicio´n
comercial que se genera entre los diversos simuladores [Nance:1995].
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Tabla 2.3: LPSED 1961-1965
2.3.3.1. Periodo de Bu´squeda (1955-1960)
En los primeros tiempos de la simulacio´n de eventos discretos se utilizaban len-
guajes de propo´sito general, como FORTRAN o ALGOL60, para realizar simulacio-
nes. Utilizar lenguajes sin rutinas espec´ıficas de simulacio´n es laborioso y complejo,
por lo que durante este periodo se realizo´ un gran esfuerzo en clarificar conceptos y
sentar las bases de la representacio´n de modelos con el objeto de crear lenguajes de
simulacio´n.
El primer lenguaje de programacio´n de simulacio´n de eventos discretos (LPSED)
fue GPS (General Simulation Program) [Tocher:1960]. Es un lenguaje orientado a
actividades y constituye la base para posteriores LPSED.
2.3.3.2. Periodo de Advenimiento (1961-1965)
En esta etapa nacen los precursores de los lenguajes que han sentado las bases
de la simulacio´n y que, algunos, se usan en la actualidad (alguna de sus versio-
nes posteriores) y otros se han usado hasta hace pocos an˜os. La tabla 2.3 muestra
los principales LPSED de esta etapa y su orientacio´n. La tabla 2.4 muestra como
evolucionan estos lenguajes en etapas posteriores.
GPSS (General Purpose Simulation System) [Wexelblat:1981] se creo´ para la
simulacio´n de comunicaciones y sistemas de computadores. Pero su facilidad de uso
hizo que se extendiese ra´pidamente a otros campos. Su sema´ntica es apropiada para
modelar problemas de colas. Permite modelar el sistema como una serie de cambios
de estado que ocurren instanta´neamente. Utiliza me´todos de computacio´n nume´rica
para mantener un seguimiento de los elementos del sistema en el tiempo. Consiste
en un conjunto de bloques (como generadores, colas, servidores o selectores) y las
conexiones entre ellos.
SIMSCRIPT [Markowitz:1963] [Markowitz:1979] esta´ basado en FORTRAN,
pero las versiones posteriores los fueron desligando. El objetivo de su creacio´n fue
disminuir los tiempos de desarrollo e implementacio´n del modelo. En un intento de
2.3 Simulacio´n de Eventos Discretos 51
61-65 66-70 71-78 79-86
GPSS GPSS/360 GPSS 1100 GPSS/PC
GPSS III [Reitman:1970] [Gpss1100a:1971] [Cox:1984]
GPSS V NGPSS GPSS/85
[Gpssv:1970] [Ngpss:1971] [Henriksen:1985]




SIMSCRIPT SIMSCRIPT II SIMSCRIPT II.5 SIMFACTORY II.5
[Delfose:1976] [Russell:1983] [Goble:1991]




GASP GASP II GASP IV SIMAN
[Pritsker:1969] [Pritsker:1974] [Pedgen:1990]
















CSL ECSL EDSIM -
[Clementson:1966] [Nance:1995]
SIMPAC - - -
OPS-3 OPS-4 - -
[Jones:1967]
Tabla 2.4: Evolucio´n de los LPSED 1961-1986
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que pudiesen utilizarlo usuarios no expertos en programacio´n, para cada elemento
del sistema se utilizaban una serie de formularios y rutinas que defin´ıan aspectos
concretos.
GASP [Kiviat:1963] (General Activity Simulation Program) es un conjunto
de rutinas de FORTRAN (aunque las primeras versiones se basaban en ALGOL).
Basado en diagramas de bloques. Nacio´ para llenar el hueco entre programadores e
ingenieros.
SIMULA [Wexelblat:1981] se basa en ALGOL60. Considerado dif´ıcil de apren-
der, con una interfaz complicada de utilizar pero muy innovador y flexible. La co-
munidad cient´ıfica lo descubrio´ sobre 1970. Intenta modelar los objetos del mundo
real de una manera natural, utilizando conceptos como tipos abstractos de datos o
herencia.
CSL [Buxton:1966] (Control and Simulation Language) nacio´ para solucionar
problemas complejos de toma de decisiones de control industrial (creado por Esso
Petroleum Company). En cuanto al tiempo de ejecucio´n se considero´ un programa
muy eficiente. Esta´ muy influenciado por FORTRAN, pero sigue las bases concep-
tuales del primer LPSED, GPS. La simulacio´n toma la forma de un diagrama de
entidades.
OPS-3 [Greenberger:1965] fue un LPSED puntero en su e´poca. Incluye carac-
ter´ısticas como multipropo´sito o modularidad.
Los simuladores de este periodo esta´n implementados como lenguajes propios.
Aprender un lenguaje supon´ıa un alto coste para la simulacio´n. Adema´s, se deb´ıan
migrar los programas a cada hardware [Nance:1993]. Por ello comenzo´ el intere´s por
las bibliotecas de simulacio´n de lenguajes de propo´sito general.
Durante este periodo se realizaron multitud de comparativas de lenguajes segu´n
diversos aspectos [Reitman:1967] [Teichroew:1966] [Young:1963] [Krasnow:1964].
2.3.3.3. Periodo formativo (1966-1970)
En este periodo se consolidan los conceptos de la simulacio´n de eventos discretos,
se revisan y redefinen los conceptos para clarificar la representacio´n de los sistemas.
Los lenguajes se hacen ma´s maduros. La ra´pida evolucio´n del hardware forzo´ a
algunos lenguajes a crear nuevas versiones.
Algunos hitos importantes:
SIMULA67 : [Nygaard:1981] an˜ade los concepto de clases de objetos y he-
rencia.
SIMSCRIPT II : [Delfose:1976] establece los conceptos de entidad, atributo
y conjunto.
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OPS-4 : [Jones:1967] permite la interrupcio´n de la simulacio´n y la redefinicio´n
de atributos.
2.3.3.4. Periodo de Expansio´n (1971-1978)
Durante este periodo hay una gran expansio´n de lenguajes basados en los ya
existentes. Se crean versiones para distintas ma´quinas y sistemas operativos. Siguen
evolucionando y mejorando.
2.3.3.5. Periodo de consolidacio´n y regeneracio´n (1979-1986)
Durante este periodo los lenguajes extienden su implementacio´n con el objeto de
distribuirse o paralelizarse, mientras que las caracter´ısticas ba´sicas del lenguaje no
var´ıan.
Hitos importantes:
Aparece el lenguaje de propo´sito general PASCAL [Davies:1989] y se
crean diversos simuladores basados en e´l: SIMPAS [Bryant:1980], PASSIM
[Uyeno:1980] e INTERACTIVE [Lakshmanan:1983].
SLAM (Simulation Languaje for Alternative Modeling) [Pritsker:1979] cam-
bia la estrategia de compilado de sus predecesores, es un preprocesador de
FORTRAN (sus predecesores eran paquetes).
Comienza la aparicio´n de simuladores especializados:
• SIMAN (Simulation Analisys) [Pedgen:1990] se crea para procesos de
fabricacio´n. Supone la aparicio´n de los paquetes especializados. Modelado
similar a GASP IV. Se convirtio´ en el principal LPSED ejecutable en los
PC de IBM.
• INSIGHT [Roberts:1983] se crea para modelar sistemas me´dicos. Uti-
liza un diagrama de transacciones para el modelado. La representacio´n
gra´fica del sistema se debe traducir manualmente a sentencias. Incluye
un preprocesador de FORTRAN.
2.3.3.6. Periodo de entornos integrados (1987-Actualidad)
Durante este periodo hay un gran avance en los lenguajes de simulacio´n para
ordenadores personales y nacen multitud de entornos de simulacio´n con interfaces
gra´ficas de usuario.
Los paquetes de simulacio´n poseen las siguientes caracter´ısticas, si bien no
todos los paquetes las poseen todas:
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Datos de la simulacio´n:
• Ana´lisis estad´ıstico de los datos de salida.
• Herramientas de optimizacio´n basadas en los resultados del ana´lisis de
los datos.
• Permiten automatizar la obtencio´n de datos de E/S.
• Permiten exportar los datos de salida a otras aplicaciones.
Creacio´n de modelos:
• Las interfaces de usuario tienden a mejorarse, simplificando la creacio´n
de modelos.
• Definicio´n de escenarios.
• Creacio´n gra´fica de modelos.
• Intentan simplificar la creacio´n de modelos usando diagramas de flujo o
de bloques.
• Utilizan te´cnicas de relleno de huecos permitiendo al usuario programar
sin necesidad de conocer la sintaxis del lenguaje.
Especializacio´n:
• Son simuladores especializados u orientados a campos concretos, o a un
conjunto de ellos.
• El lenguaje utilizado esta´ ma´s pro´ximo al a´rea de conocimiento, lo que
simplifica su utilizacio´n por no-programadores.
Animaciones 2D o 3D. La animacio´n puede realizarse durante la simulacio´n
o posteriormente. Algunos permiten almacenar la animacio´n en un fichero de
v´ıdeo.
Control de la ejecucio´n, como la posibilidad de variar las propiedades de los
objetos durante la simulacio´n.
Simuladores comerciales, con un coste elevado.
Los lenguajes de simulacio´n difieren en el grado en que es posible su aplicacio´n
a tipos particulares de sistemas y hasta el grado en que pueden suministrar proce-
dimientos de simulacio´n mas o menos automa´ticos. El lenguaje de simulacio´n ma´s
adecuado para un estudio en particular depende de la naturaleza del sistema y de la
habilidad para programar que tenga el individuo que realiza el estudio. Como regla
general, se requiere un mayor entendimiento de los procedimientos de programacio´n
para obtener un incremento en la flexibilidad de un programa de simulacio´n. Del mis-
mo modo, cualquier reduccio´n en el tiempo de programacio´n que se logre mediante
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la utilizacio´n de lenguajes de simulacio´n, esta´ generalmente asociada a incrementos
en el tiempo de co´mputo.
La decisio´n de la utilizacio´n de un lenguaje de simulacio´n u otro depende de una
serie de consideraciones, tales como:
Disponibilidad de la computadora: confirmar que el compilador del lenguaje
sea compatible con la computadora.
Disponibilidad de programadores con conocimientos de lenguajes determina-
dos.
Documentacio´n y diagno´stico de errores: forma en que el simulador trata las
inconsistencias y errores lo´gicos.
Eficiencia: coste temporal del ana´lisis, programacio´n, mantenimiento y simu-
lacio´n.
Seleccionar un software de simulacio´n es una tarea complicada, considerando que
la oferta del mercado es muy amplia [Banks:2001]. Durante este periodo se crean
gu´ıas de software de simulacio´n [BuyersGuide:1999] [Swain:1999] (habitualmente
so´lo tratan software comercial).
2.3.3.7. Lenguajes de Simulacio´n de Eventos Discretos y Bibliotecas
GPSS es el LPSED ma´s utilizado a lo largo de la historia [Stahl:2001]. Multitud
de versiones siguen utiliza´ndose, entre ellas destaca GPSS/H [Crain:1999]. Basado
en la interaccio´n de procesos, orientado a colas y altamente estructurado. El sistema
se describe como un diagrama de bloques. Incluye un animador 2D que puede eje-
cutarse durante la simulacio´n o despue´s de obtener resultados. Es una herramienta
potente de simulacio´n, la ejecucio´n es ma´s ra´pida que en versiones anteriores. Es un
simulador comercial [Wolverine]. Ciertas versiones antiguas esta´n liberalizadas.
CSIM [Schwetman:1987] es una biblioteca de C++ [Stroustrup:2001] que faci-
lita el uso de C++ en la simulacio´n. Ampliamente utilizado tanto en la industria
como en docencia. Su utilizacio´n principal es el modelado de sistemas de ordenado-
res y comunicaciones. Tiene versiones liberadas. La versio´n ma´s completa, CSIM18
[Schwetman:1996], no esta´ liberada [Mesquite].
QNAP2 [Qnap] [Qnap:1990]: es un lenguaje de modelado y simulacio´n basado
en el paradigma de redes de colas. Es un lenguaje orientado a objetos. Permite
disen˜ar modelos de alto nivel. Contiene diversos me´todos anal´ıticos para el ana´lisis
de datos de salida.
Otros LPSED que siguen utiliza´ndose en la actualidad son:
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SIMSCRIPT II.5 [Caci].
SIMPACK [Simpack] es una biblioteca de C de co´digo libre para simulacio´n
continua, discreta e h´ıbrida. La versio´n para C++ es SIMPACK++. Es un
simulador para docencia e investigacio´n.
PASION32 [Raczynski] es un traductor que genera co´digo en PASCAL. Es
un simulador comercial.
SIMPLE++, actualmente denominado eM-Plant [eM-Plant] y orientado a
la industria del automo´vil.
2.3.3.8. Paquetes de Simulacio´n de Eventos Discretos y Bibliotecas
Arena [Sadowski:1999] es un paquete de simulacio´n comercial [Arena]. Permite
simular sistemas continuos o discretos. Esta´ especializado en el modelado de procesos
comerciales. El modelo se describe gra´ficamente y permite realizar la descripcio´n
del modelo en otras aplicaciones. El nu´cleo de simulacio´n de Arena es SIMAN.
Arena Product Family incluye una gama de herramientas para facilitar el proceso
de simulacio´n.
AutoMod [Rohrer:1999] es un paquete de simulacio´n comercial [AutoMod]. La
familia de productos AutoMod incluye el paquete de simulacio´n AutoMod, el paquete
de experimentacio´n y ana´lisis AutoStat y el paquete AutoView para construir videos
con las animaciones 3D de la simulacio´n. Se centra en produccio´n y sistemas de
tratamiento de materiales. Un modelo esta´ compuesto de sistemas y los sistemas se
componen de procesos. El modelo se crea definiendo los sistemas, su lo´gica y flujo
de control.
QUEST (Queuing Event Simulation Tool) [Donald:1998] es un paquete de si-
mulacio´n comercial [Quest]. Es un paquete de simulacio´n de eventos discreto basado
en objetos. Permite crear el modelo de forma gra´fica. Permite modificar los para´me-
tros del modelo en tiempo real. Esta orientado a procesos de produccio´n. Permite
construir el modelo gra´ficamente. Permite procesado batch.
Extend [Krahl:1999] es un paquete de simulacio´n comercial [ImagineThat]. Es
una aplicacio´n modular: permite an˜adir una serie de mo´dulos para adaptarlo al a´rea
en la que se desee realizar la simulacio´n. El mo´dulo ba´sico de simulacio´n esta´ di-
sen˜ado para simular sistemas continuos, lo que lo hace apropiado para disen˜os de
ingenier´ıa, ana´lisis cient´ıfico,... La adicio´n de mo´dulos al paquete ba´sico permite si-
mulacio´n discreta, continua e h´ıbrida. Esta´ orientado a procesos. Esta´ especializado
en simulacio´n de procesos industriales. Los modelos se construyen conectando blo-
ques, cuyas caracter´ısticas se han definido previamente. Los conjuntos de modelos
forman jerarqu´ıas, lo que permite una creacio´n modular del sistema.
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MicroSaint [Bloechle:1999] es un paquete de simulacio´n comercial [MicroSaint].
Es un simulador de eventos discreto que permite simular cualquier proceso que
pueda representarse como un diagrama de flujo de tareas. La simulacio´n se anima
en formato ico´nico. Se usa en campos como produccio´n, medicina o aplicaciones
militares.
ProModel [Price:1999] es un paquete de simulacio´n comercial [ProModel] di-
sen˜ado para la industria de produccio´n. Es fa´cil de usar y permite obtener resultados
ra´pidamente. Permite animar el modelo. Es posible incluir rutinas en PASCAL o C
en el modelo. El modelo se construye definiendo el esquema y los elementos dina´mi-
cos de la simulacio´n.
WITNESS [Mehta:1999] es un paquete de simulacio´n comercial [Lanner]. Con-
tiene elementos para simulacio´n continua y discreta. Los modelos se basan en elemen-
tos de plantillas, que pueden combinarse formando mo´dulos reutilizables. Permite
la animacio´n 2D del modelo. Especializado en procesos de fabricacio´n discreta.
SIMPROCESS 3.2 es un simulador comercial de negocios [Caci] basado en
SIMSCRIPT II.5. Esta´ orientado a procesos y combina mapeado de procesos con
simulacio´n de eventos discretos y coste basado en actividades. Es fa´cil de usar, pues
el modelo se construye gra´ficamente. Disen˜ado para organizaciones que necesitan
analizar una variedad de escenarios de operacio´n. Utiliza tecnolog´ıa Java y XML.
Modline [Simulog] permite obtener indicadores de rendimiento de una gran
variedad de aplicaciones, como sistemas de informacio´n distribuidos, redes de co-
municaciones, redes de transporte o sistemas de log´ıstica y produccio´n. Integra el
nu´cleo de simulacio´n QNAP2, por lo que contempla multitud de posibilidades de
ana´lisis de resultados.
La evolucio´n posterior de la simulacio´n de eventos discretos ha seguido dos l´ıneas
diferentes: paralelizar o distribuir el simulador y adaptar los simuladores a Internet:
Simulacio´n paralela [Alois:1994] [Overeinder:1991]: ParaSol [Purdue],
POSE [Ppl], PROSIT [Ferrante:1994], SPADES [Spades], COST
[Yucesan:2002],...
Simulacio´n distribuida [Misra:1986]: Yaddes [Yaddes] [Preiss:1989], Maisie
[Bagrodia:1994], SimKit [Gomes:1995], CS-DEVS [Wangerin:2002],...
Simulacio´n basada en web: se analiza en el apartado 2.3.4.
2.3.4. Simulacio´n Basada en Web
Los simuladores se han ido adaptando a las nuevas tecnolog´ıas, creando versiones
de los simuladores tradicionales adaptadas a Internet. La simulacio´n basada en web






Independiente de la plataforma Si No
Interoperatividad Casi nunca No
Facilidad de navegacio´n Var´ıa Var´ıa
Facilidad de uso No No
Tabla 2.5: Simulacio´n basada en web vs. tradicional [Kuljis:2003]
no es un campo nuevo dentro de la simulacio´n, sino la necesidad de adaptar el
campo de la simulacio´n a las nuevas tecnolog´ıas [Fishwick:1996]. No responde a
una aute´ntica necesidad de la industria de utilizar herramientas de simulacio´n en
web [Kuljis:2003]. La simulacio´n basada en web no ha aportado ninguna novedad al
campo de la simulacio´n [Kuljis:2003], pero la ha hecho accesible a gran cantidad de
usuarios. La tabla 2.5 muestra como se ha adaptado la simulacio´n en web a ciertas
caracter´ısticas propias de internet. Gran parte de los simuladores basados en web
son versiones de simuladores existentes.
La simulacio´n basada en web esta´ permanentemente disponible desde cualquier
navegador, lo que facilita el acceso de los usuarios desde diferentes ubicaciones, lo
cual es una ventaja respecto a la simulacio´n tradicional. Algunos simuladores dispo-
nen de bibliotecas y repositorios de modelos propios o aportados por los usuarios, lo
que permite crear modelos ma´s complejos de forma sencilla, basa´ndose en modelos
previamente creados, o aprender a modelar sistemas mediante ejemplos. No es ne-
cesario que el simulador este´ instalado en los ordenadores locales, lo que facilita su
posibilidad de utilizacio´n y permite que este´ siempre actualizado. Una ventaja im-
portante de la simulacio´n en web es que permite construir simulaciones distribuidas
(Distributed Interactive Simulation [Little:2003]), donde varios usuario interaccio-
nan. Existe un gran nu´mero de simuladores de eventos discretos basados en web
[Kuljis:2000], como WebGPSS, SIMJAVA, JSIM, SILK o SML.
WebGPSS [Stahl:2002] [Webgpss] es una herramienta de simulacio´n en web que
incluye un tutorial interactivo para aprender las bases de la simulacio´n. Esta´ basado
en micro-GPSS [Stahl:1996], versio´n simplificada de GPSS. Es un simulador de
eventos discretos muy sencillo de usar. Es un simulador utilizado en el campo de la
docencia. Permite definir el modelo como un diagrama de flujo.
SIMJAVA [Howell:1998] es un simulador de eventos discreto basado en SIM++
[Sim] [Fishwick:1995] de co´digo abierto [Simjava]. Permite representar los objetos de
la animacio´n como iconos animados. Una simulacio´n es un conjunto de entidades
ejecuta´ndose independientemente y comunica´ndose mediante eventos.
JSIM [Miller:1997] [Miller:2000] es un simulador basado en web escrito en Java
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de co´digo abierto [Jsim] [Jsimg]. Permite definir el modelo de forma gra´fica, co-
nectando nodos de diferente tipo. Incluye animaciones durante la ejecucio´n de la
simulacio´n. Permite definir el modelo de forma modular y reutilizar componentes.
SILK [Healy:1998] es un simulador generalista escrito en Java como una bi-
blioteca. Los modelos se escriben directamente en Java utilizando una biblioteca de
clases. Permite definir los modelos de forma gra´fica y modular, aunque tambie´n de
forma textual.
SML [Kilgore:2001] [Kilgore2:2001] es una biblioteca de simulacio´n de co´digo
libre que permite construir modelos de forma modular y reutilizar componentes.
Como en el resto de los simuladores, los simuladores basados en web tambie´n se
han especializado, algunos ejemplos:
Cirug´ıa [Nis].
Crecimiento de plantas: PHENAPP [Ars].
Planetarios [Planetarium].
Produccio´n: WaterSim [Weisman:2000] (semiconductores), scSimulator [Dcra]
(cadenas de produccio´n) o iRise Application Simulator [Devx] (ana´lisis
econo´mico).
Todos estos simuladores esta´n escritos en Java. Unos definen un nuevo lenguaje
de programacio´n y otros son bibliotecas de Java para la simulacio´n. Java es un
lenguaje elegante y potente, con caracter´ısticas apropiadas para su ejecucio´n en web
[Kilgore:1998] [McNab:1996] [Haggar:2000] [Dibble:2002]:
Java es un lenguaje orientado a objetos, lo que permite crear programas fle-
xibles, modulares y reusables.
Permite crear simuladores fa´cilmente accesibles en web, mediante un hiper-
enlace. Permite escribir co´digo de simulacio´n sin instalar el simulador. Las
simulacio´n se crean simplemente accediendo a una pa´gina web mediante un
navegador.
Soporte a la distribucio´n de procesos.
Independencia de la plataforma.
Programacio´n multihilo.
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2.4. Conclusiones
La simulacio´n de eventos discretos es de especial importancia en la actualidad por
el elevado impacto que representa en a´reas tan importantes como procesos de pro-
duccio´n, ingenier´ıa de la construccio´n, aplicaciones militares, log´ıstica, aplicaciones
de transporte y distribucio´n, simulacio´n de procesos econo´micos, sistemas humanos
o evaluacio´n y configuracio´n de sistemas de computadoras [Coos:1992]. Un intento
de unir el campo de la simulacio´n al campo de las aplicaciones gra´ficas apuntaba
a la utilizacio´n de simuladores como animadores de aplicaciones gra´ficas, de forma
que la salida de la simulacio´n fuese una secuencia gra´fica [Lee:1999].
Las conclusiones del estudio de los motores de videojuegos y de los nu´cleos de
simulacio´n son:
1. La mayor parte de los motores de videojuegos son o bien motores de visua-
lizacio´n o videojuegos completos, no son motores espec´ıficos de simulacio´n
adaptados a los requerimientos de videojuegos.
2. No hay normalizacio´n en la creacio´n de videojuegos, cada videojuego se pro-
grama expl´ıcitamente desde cero. Han surgido infinidad de motores de visuali-
zacio´n que han permitido cierta estandarizacio´n en la parte gra´fica. Entre ellos
destaca OpenGL Performer.
3. La simulacio´n y la visualizacio´n esta´n fuertemente acoplados: la asociacio´n de
la visualizacio´n a la simulacio´n obliga a que, para poder realizar un nuevo ciclo
de simulacio´n, se deba realizar forzosamente una visualizacio´n, con indepen-
dencia de que e´sta vaya a ser representada o no. Como excepcio´n, OpenGL
Performer desacopla estas fases.
4. Las aplicaciones de realidad virtual tienen un componente de simulacio´n muy
fuerte. Las exigencias de velocidad de interaccio´n con el usuario son elevadas.
Por ello, la carga de visualizacio´n suele minimizarse (escenas sencillas). La
carga de visualizacio´n es tambie´n muy elevada, aunque se empleen te´cnicas
para disminuir esa carga, como texturas pequen˜as, baja poligonalizacio´n o
pocas luces. La complejidad de estos sistemas es tan elevada, que se tiende a
distribuir o paralelizar la aplicacio´n para poder abordarla.
5. Todos los videojuegos analizados siguen el mismo esquema de simulacio´n con-
tinua. La figura 2.2 muestra el esquema de funcionamiento de Doom, Quake y
Fly3D. El bucle principal de estos videojuegos (algoritmo 1) sigue los siguientes
pasos:
a) Gestio´n y tratamiento de eventos de usuario.
b) Gestio´n de eventos de objetos del sistema.
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c) Visualizacio´n.
El bucle de actualizacio´n de Unreal Tournament es muy similar.
Se prioriza la gestio´n de eventos de usuario a la del resto de los objetos de
la aplicacio´n gra´fica. La obtencio´n de eventos de usuario se realiza mediante
te´cnicas de polling.
Esquema de simulacio´n que sigue cada uno de estos juegos:
a) Doom: acoplado continuo. Se simula y visualiza recorriendo el grafo de
escena. Por tanto, el acoplo se realiza a nivel de objeto.
b) Quake, Fly3D y Unreal Tournament : acoplados continuos a nivel de sis-
tema. Se simula y despue´s se visualiza. El acoplo es a nivel de sistema.
Algoritmo 1 Bucle principal de los videojuegos [Pausch:1995]
while true do
get information from input devices
compute a tick of the simulation
update graphics to the user
end while
Se ha simulado en laboratorio el comportamiento de los modelos acoplado y
desacoplado. Sea:
TS tiempo de simulacio´n en un paso del videojuego.
TR tiempo en visualizar un cuadro o fotograma.
νC frecuencia de cuadro (fotogramas por segundo).
SRR frecuencia de refresco de la pantalla (fotogramas por segundo).
NS nu´mero de simulaciones.
NR nu´mero de visualizaciones.
La conclusio´n obtenida para un sistema continuo acoplado se muestra en las
ecuaciones siguientes.
Si
SRR ≥ νC (2.1)
entonces















































Figura 2.2: Bucle principal de Doom, Quake y Fly3D
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Si
SRR < νC (2.3)
entonces








NS = NR (2.5)
La ecuacio´n 2.2 permite un rendimiento ma´ximo, ya que se alcanza SRR. Las
aplicaciones gra´ficas se comportan mejor en 2.2 que en 2.4. Usando simulacio´n dis-
creta se pretende reducir TS , incrementando la probabilidad de operar bajo las con-
diciones de la ecuacio´n 2.2.
2.5. Cr´ıtica
2.5.1. Esquema de Simulacio´n Continua
Cada evolucio´n del mundo siempre requiere una visualizacio´n completa (acoplo).
Todos los eventos se evolucionan obligatoriamente a la ma´xima velocidad que puede
proporcionar el hardware del ordenador, siguiendo un esquema continuo.
El sistema no es sensible a tiempos inferiores al periodo de muestreo. Los even-
tos se sincronizan artificialmente con el periodo de muestreo, no se ejecutan en el
momento exacto en que deben ocurrir.
La simulacio´n se produce recorriendo el grafo de escena por lo que los objetos
de la aplicacio´n gra´fica tienen prioridades en funcio´n de su situacio´n caprichosa
dentro del grafo de escena. Esta prioridad es ficticia e intr´ınseca al propio modelo
de simulacio´n. Los eventos se ejecutan en el orden en que se accede a los objetos en
el grafo de escena. No esta´n ordenados por tiempo de ocurrencia.
Se recorren todas los objetos, independientemente de que este´n activos o no,
o tengan o no eventos pendientes. Esto supone ralentizar el proceso de simulacio´n
comprobando objetos innecesariamente. Es muy ineficiente tener que recorrer todo
el grafo de escena cuando muchos de los objetos no generara´n nunca ningu´n evento.
Posibilidad de simulaciones erro´neas:
Ejecucio´n desordenada de eventos: supo´ngase la situacio´n de la figura 2.3.
La piedra y el proyectil se dirigen hacia la pared. En el instante t0, la piedra S
se encuentra en la posicio´n SP0 y el proyectil M en MP0. De acuerdo con sus
velocidades, el proyectil impactara´ con el muro en el instante t2 y la piedra en
el instante t3. Sea O es la posicio´n de un objeto en el grafo de escena, la tabla
2.6 muestra las diferentes posibilidades de simulacio´n correcta o incorrecta





Figura 2.3: Ejemplo de orden de ejecucio´n de eventos
Instante Orden en el grafo Accio´n Correcto
de impacto de escena
t2 < t3 OS < OM La piedra rebota Si
El proyectil destruye la pared
t2 < t3 OS > OM El proyectil destruye la pared No
La piedra rebota
t2 > t3 OS < OM La piedra atraviesa la pared No
El misil destruye la pared
t2 > t3 OS > OM El misil destruye la pared Si
La piedra atraviesa la pared
Tabla 2.6: Ejemplo de orden de ejecucio´n de eventos
dependiendo de los instantes de tiempo en que ambos objetos colisionan con
la pared y la posicio´n de ambos en el grafo de escena.
Ejecucio´n de eventos cancelados: en el mismo ciclo de simulacio´n, un
evento puede decidir si otros eventos deben ejecutarse o no. Si el evento que
cancela los anteriores esta´ situado posteriormente en el grafo de escena, el
evento a cancelar se ejecuta. Por ejemplo, un misil debe destruir una pared
en el ciclo de simulacio´n actual. En el mismo ciclo, el jugador presiona un
boto´n que desactiva el misil. Cuando se simula el misil, su estado es destruir la
pared. Usando simulacio´n continua, la pared se destruye, pues el nuevo estado
del misil no se comprueba hasta el siguiente ciclo de simulacio´n.
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Todos los objetos del sistema son muestreados y animados a la misma velocidad,
con independencia de su comportamiento. La frecuencia de muestreo es la misma
para todos los objetos, independientemente de sus requisitos. Si el comportamiento
de los objetos no cumple el teorema de Nyquist-Shannon, no se simulara´n adecua-
damente, produciendo pe´rdida de eventos o colisiones no detectadas. Por ejemplo:
Un objeto con comportamiento lento es sobremuestreado, desaprovechando
potencia de ca´lculo.
Un objeto con un comportamiento ra´pido es submuestreado (aliasing).
La frecuencia de muestreo es variable y no esta´ acotada, puesto que depende de
to´picos que var´ıan durante el juego, como potencia disponible del ordenador, comple-
jidad del mundo, otras tareas activas en el sistema, carga de red, de simulacio´n o de
visualizacio´n. Por tanto, la frecuencia de muestreo es variable y no esta´ predefinida.
Si la potencia de ca´lculo es elevada, se calculan ma´s ima´genes de las que puede
mostrar el perife´rico gra´fico y que, por lo tanto, nunca son visualizadas. Es decir, se
malgasta potencia de ca´lculo.
2.5.2. Acoplo de las Fases de Renderizado y Simulacio´n
Una solucio´n para mejorar los sistemas de simulacio´n continuos fuertemente aco-
plados es utilizar desacoplo.
El modelo acoplado supone hacer una visualizacio´n para cada simulacio´n. Con
baja potencia de ca´lculo este esquema, no so´lo es correcto, sino que es el ma´s eficiente.
Se aprovecha el recorrido del grafo de escena para visualizar la escena. El esquema
acoplado es eficiente si la carga de simulacio´n es grande respecto a la potencia de
ca´lculo. Pero si la potencia de ca´lculo es elevada se visualiza innecesariamente.
Las tarjetas gra´ficas actuales suelen soportar frecuencias de refresco de pantalla
superiores o iguales a 75Hz. Frecuencias superiores son redundantes ya que a partir
de 72Hz, no se aprecia efecto de parpadeo. Pruebas realizadas sobre Quake 3 v1.17 en
equipos actuales empleando tarjetas de u´ltima generacio´n obtienen tasas de refresco
comprendidas entre los 130 y los 250 fps [TomHw].
Este comportamiento es ineficiente por cuanto pierde tiempo realizando visuali-
zaciones que nunca sera´n volcadas a pantalla. En caso de llegar a generar 250 fps, se
perder´ıa el 70% de la potencia de visualizacio´n, ya que por cada fotograma que es
enviado a pantalla, se calculan 2.33 fotogramas que nunca son visualizados. La aso-
ciacio´n de visualizacio´n y simulacio´n obliga a que para poder realizar un nuevo ciclo
de simulacio´n, se debe realizar forzosamente una visualizacio´n, con independencia
de que e´sta vaya a ser representada o no.
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Una mejora a ese esquema de funcionamiento consistir´ıa en separar la fase de
simulacio´n de la fase de visualizacio´n, de forma que la frecuencia de refresco elegida
se convirtiera en la frecuencia de muestreo exacta del sistema (se visualiza una vez
por refresco de pantalla). El sistema so´lo calcula el nu´mero de escenas como veces se
refresca la pantalla. De esta forma, la potencia de ca´lculo liberada redundar´ıa en una
mayor cantidad de ciclos de simulacio´n con lo que determinados comportamientos
se calcular´ıan de forma ma´s precisa [Reynolds:2000].
Desacoplar el sistema no es la solucio´n si el esquema de simulacio´n sigue siendo
continuo, ya que:
Si se simula a la ma´xima velocidad, se esta´ utilizando potencia de ca´lculo en
simular estados intermedios, cuando so´lo el u´ltimo de dichos estados es el que
interesa representar en pantalla (desajuste del periodo de muestreo).
El grafo de escena se accede dos veces, una vez para simular y otra vez para
simular.
Una pra´ctica habitual en los primeros videojuegos, con una complejidad de escena
baja, era simular y visualizar simulta´neamente, recorriendo el grafo de escena so´lo
una vez [Bishop:1998]. Cuando la potencia de ca´lculo es escasa y/o el sistema a
simular es muy complejo, la frecuencia de cuadro es inferior a la frecuencia de refresco
de pantalla. Por ello, la pol´ıtica de preguntar a cada objeto si tiene algo que realizar
aprovechando que se recorre el grafo de escena para realizar la visualizacio´n es una
buena te´cnica ya que ahorra un recorrido del grafo de escena. La situacio´n es distinta
actualmente, pues las tasas de visualizacio´n son superiores a la frecuencia de refresco
de la pantalla [TomHw].
Por otro lado, es muy ineficiente tener que recorrer todo el grafo de escena cuando
muchos de los objetos no generara´n nunca ningu´n evento. Ser´ıa ma´s conveniente
disponer de un gestor de eventos, de forma que so´lo se recorran aquellos objetos
que generen los eventos, evitando al resto de objetos. A pesar de todo, un modelo
continuo desacoplado tiene ventajas respecto a un modelo continuo acoplado.
Ante los nuevos perife´ricos para interaccio´n hombre-ma´quina y aplicaciones de
simulacio´n complejas (medicina virtual, perife´ricos con realimentacio´n ta´ctil,...), el
esquema de simulacio´n continua acoplada es insuficiente.
2.5.3. Motores de Videojuegos
El te´rmino motor de videojuegos se refiere muchas veces a motor de visualizacio´n.
Los motores de videojuegos han mejorado la creacio´n de videojuegos. Han supuesto
un esfuerzo de estandarizacio´n, adema´s de constituir algunos de estos juegos un
trabajo ma´s que notable. Pero, los motores de videojuegos, siguen utilizando un
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esquema de simulacio´n continua. Algunos motores permiten desacoplar las fases de
simulacio´n y visualizacio´n.
2.6. Propuesta de Mejora
La presente tesis propone cambiar el paradigma de simulacio´n de las aplicaciones
gra´ficas en tiempo real. El cambio propuesto supone:
Desacoplar las fases de visualizacio´n y simulacio´n del sistema.
Utilizar un esquema de simulacio´n discreta en lugar del actual sistema con-
tinuo. En este esquema los objetos del videojuego generan eventos cuando
desean evolucionar en el sistema. Un sistema de simulacio´n discreto permite
soportar, adema´s de simulacio´n discreta, simulacio´n continua e h´ıbrida.
Con el cambio de paradigma, los eventos suceden en el instante en que deben
suceder. Se ejecutan ordenados en el tiempo. Se dispone de un gestor de eventos, de
forma que so´lo se atienden aquellos objetos que generan eventos, evitando el resto
de objetos. Los objetos se atienden segu´n el momento de ocurrencia del evento.
Todos los objetos tienen la misma prioridad, incluyendo el usuario. No se pierden
eventos, porque no hay submuestreo. En este caso puede suceder que el sistema sea
tan complejo que se ralentice para poder simular el sistema adecuadamente.
No existe una frecuencia de muestreo fija y comu´n a todos los elementos del
sistema: cada objeto tiene su propia frecuencia de muestreo (determinada por el
programador). Los objetos con comportamientos ra´pidos se muestrean a la ma´xima
frecuencia. Los objetos lentos se muestrean so´lo cuando sea necesario, no sobrecar-
gando el sistema con muestreos innecesarios. La frecuencia de muestreo es menos
dependiente de la potencia de ca´lculo. Si la potencia de ca´lculo es insuficiente:
El sistema va ma´s lento pero no cambia la proporcio´n de muestreo de los
objetos. La simulacio´n sigue siendo correcta.
Si el sistema tiene mucha potencia de ca´lculo, en un esquema continuo se
sobremuestrea y se desaprovecha la potencia de ca´lculo. En cambio, con un
esquema de simulacio´n discreta la simulacio´n so´lo consume la potencia de
ca´lculo estrictamente necesaria.
Independientemente de la potencia de ca´lculo, con un esquema de simulacio´n
discreta se simula lo necesario. Los objetos no son sobremuestreados ni sub-
muestreados.
68 Cap´ıtulo 2 Estado del Arte
Se ha elegido Fly3D como motor de videojuegos donde realizar las mejoras pro-
puestas en el esquema de simulacio´n. La eleccio´n de Fly3D esta´ justificada por las
siguientes razones:
Es un motor de videojuegos altamente estructurado y modularizado. La imple-
mentacio´n de la simulacio´n y visualizacio´n se realiza en funciones espec´ıficas
de cada objeto de la aplicacio´n.
Co´digo muy documentado. Se han publicados dos libros dedicados ı´ntegramen-
te a su co´digo [Watt:2001] [Watt:2003].
Esta´ orientado a plugins, por lo que se pueden crear distintas aplicaciones
gra´ficas o videojuegos sin necesidad de tener diferentes copias del nu´cleo para
cada aplicacio´n gra´fica.
Las fases de visualizacio´n y simulacio´n esta´n acopladas a nivel de sistema, lo
que evita tener que separarlas previamente al cambio del esquema acoplado de
simulacio´n por el desacoplado.
Dispone de mu´ltiples herramientas que facilitan la tarea de creacio´n de video-
juegos.
En el ape´ndice D se estudia el motor Fly3D con detalle, haciendo especial hinca-
pie´ en la arquitectura de e´ste. Se estudia el bucle principal de Fly3D y los procesos
de visualizacio´n y simulacio´n, elementos que sera´n modificados con el cambio de
paradigma de simulacio´n.
El trabajo a desarrollar en la tesis sigue las siguientes etapas:
1. Crear el simulador de eventos discretos DESK desde cero (apartado 3.1 del
cap´ıtulo 3). Este simulador debe tener una prestaciones lo ma´s o´ptimas posibles
y comparables con otros simuladores de eventos discretos. La decisio´n de crear
un simulador propio se explica en el apartado 3.1.1 del cap´ıtulo 3.
2. Modificar el simulador de eventos discretos con el objeto de crear el simulador
basado en web JDESK (apartado 3.2 del cap´ıtulo 3). Se abre una rama de
investigacio´n no desarrollada totalmente en esta tesis con el objeto de distribuir
el simulador.
3. Adaptar DESK a un nu´cleo de aplicaciones gra´ficas en tiempo real, obteniendo
GDESK (apartado 3.3 del cap´ıtulo 3).
4. Integrar GDESK en Fly3D, obteniendo el nu´cleo de videojuegos discreto
DFly3D (cap´ıtulo 4).
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5. Evaluar las prestaciones de DESK, compara´ndolo con SMPL (apartado 5.1.1
del cap´ıtulo 5).
6. Evaluar las prestaciones de JDESK, compara´ndolo con DESK (apartado 5.1.2
del cap´ıtulo 5).
7. Comprobar los resultados del cambio de paradigma de simulacio´n, comparando
DFLy3D y Fly3D (apartado 5.2 del cap´ıtulo 5).
Desacoplar simulacio´n y visualizacio´n supone que la frecuencia de cuadro se
adapta a la frecuencia de refresco de pantalla y a la frecuencia que el ojo humano
es capaz de apreciar. El instante en que se lanza la visualizacio´n debe ser lo ma´s
cercano posible al instante de refresco de pantalla. Para ello se debe conocer el tiempo
necesario para visualizar la escena. Como este tiempo no es posible conocerlo, debe
predecirse.
Existe gran cantidad de informacio´n sobre prediccio´n de tiempo de visua-
lizacio´n. Mucha de ella se refiere u´nicamente a la te´cnica de trazado de ra-
yos, no utilizada en videojuegos por su elevado coste temporal ([Aronov:2002]
[Cleary:1988] [MacDonald:1990] [Subramanian:1991] [Whang:1995] [Reinhard:1996]
[Reinhard:1998]). Otros trabajos ma´s recientes, como [Wimmer:2003] tratan el tema
de la prediccio´n del tiempo de visualizacio´n en tiempo real. Una l´ınea de investiga-
cio´n futura es la inclusio´n de estos trabajos y otros similares al nu´cleo de simulacio´n
desarrollado.
Cap´ıtulo 3
Nu´cleo de Simulacio´n de Eventos
Discretos
En este cap´ıtulo se presentan las tres versiones del simulador de eventos discreto
realizadas durante la tesis:
1. DESK: simulador generalista de eventos discreto.
2. JDESK: simulador de eventos discreto basado en web.
3. GDESK: simulador de eventos discreto como nu´cleo de aplicaciones gra´ficas
en tiempo real.
Se estudia la estructura y funcionalidad de cada uno de los simuladores y se
especifican las aportaciones que han supuesto cada uno.
3.1. DESK: Simulador de Eventos Discretos
3.1.1. Motivacio´n
El primer paso en el desarrollo de la tesis es crear un simulador de eventos discreto
que pueda servir como base para la creacio´n del nu´cleo de simulacio´n de aplicaciones
gra´ficas en tiempo real. Se ha creado previamente un simulador de eventos discre-
tos completo, con el objetivo de poder comparar sus prestaciones con las de otros
simuladores (velocidad y flexibilidad). De esta forma se parte de un simulador con
las mejores prestaciones posibles. Este simulador se especializa posteriormente para
crear el nu´cleo de simulacio´n de aplicaciones gra´ficas. Este apartado se centra en la
creacio´n del simulador de eventos discretos DESK.
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Las conclusiones obtenidas del estudio realizado sobre los simuladores de even-
tos discretos son:
Los simuladores de eventos discretos que pueden ser hipote´ticamente apropia-
dos para los objetivos de esta tesis por su flexibilidad y velocidad (la integracio´n
del simulador en una aplicacio´n gra´fica) son lenguajes de co´digo cerrado.
Los simuladores de eventos discretos de co´digo abierto suelen ser antiguos, se
han dejado de mantener o esta´n fuera de la corriente actual de la informa´tica,
por lo que su empleo conlleva migrarlos a entornos de desarrollo actuales. Los
simuladores actuales suelen estar especializados en la simulacio´n de un tipo de
sistema concreto o en un campo determinado.
Hay tres formas de programacio´n de simuladores de eventos discretos: como
bibliotecas, como lenguajes propios o como interfaces gra´ficas para la creacio´n
del modelo con acceso a un motor de simulacio´n automa´tico.
Para una aplicacio´n gra´fica en tiempo real, los requerimientos del nu´cleo de
simulacio´n son:
1. Debe ser una biblioteca e implementado en un lenguaje de programacio´n gene-
ralista y utilizado habitualmente en la implementacio´n de aplicaciones gra´ficas.
2. El co´digo debe ser abierto.
Justificacio´n:
1. Biblioteca de un lenguaje generalista (tabla 3.1): no puede ser una lengua-
je de programacio´n espec´ıfico porque estos tienen una sema´ntica insuficiente
para los requisitos de una aplicacio´n gra´fica. Los simuladores implementados
como interfaces gra´ficas son claramente inadecuados. El lenguaje debe ser el
mismo que el utilizado en la mayor´ıa de los nu´cleos de aplicaciones gra´fi-
cas. Debe soportar: estructuras dina´micas (como heaps o grafos de escena),
Opengl, DirectX, nuevas tecnolog´ıas de ingenier´ıa del software,... y debe ser
ampliamente utilizado por la comunidad cient´ıfica.
2. Co´digo abierto: es necesario conocer como esta´ implementado el simulador
para saber si lo esta´ de la forma ma´s eficiente posible. El co´digo debe mo-
dificarse, pues la aplicacio´n gra´fica tiene unos requisitos que no se adaptan
a los simuladores de eventos. Se deben eliminar ciertas caracter´ısticas para
incrementar su velocidad y an˜adir nuevos elementos.
Por estas razones se ha impuesto la necesidad de crear un nu´cleo de simulacio´n
de eventos discretos propio desde cero: DESK (Discrete Events Simulation Kernel)
[Garcia:1997] [Garcia:2000].
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Tipo Ventajas Inconvenientes
Uso del compilador y linka-
dor del lenguaje.
Dif´ıcil verificacio´n y detec-
cio´n de errores.
Biblioteca Flexibilidad de E/S Tiempos de simulacio´n
de datos. menores.
Integracio´n de otras li-
brer´ıas y funciones en la si-
mulacio´n.
Tiempo de desarrollo lar-
go.
No es necesario aprender
un nuevo lenguaje.
Portabilidad.






Menor tiempo de desarro-
llo si se domina el lenguaje.
Limitado a las posibilida-
des del lenguaje.
Sentencias espec´ıficas para
trabajar con la simulacio´n
de un sistema.
La nomenclatura de los ele-
mentos se adapta a la simu-
lacio´n.
Tabla 3.1: Biblioteca vs. lenguaje propio
3.1.2. Antecedentes
La creacio´n de DESK se baso´ en dos simuladores radicalmente diferentes en cuan-
to a sus prestacio´n y forma de definir el modelo: SMPL y QNAP. Estos simuladores
se utilizan principalmente en el campo de la docencia. DESK au´na las ventajas de
ambos, minimizando los inconvenientes. La tabla 3.2 muestra una comparativa de
estos simuladores.
SMPL (Simple Portable Simulation Library) [MacDougal:1980]
[MacDougal:1987] [Smpl] es una biblioteca de C [Schildt:2000], lo que permi-
te utilizar todo el potencial de este lenguaje en la implementacio´n de los modelos.
Destaca por su velocidad de simulacio´n, pero su gran inconveniente es que la defini-
cio´n del modelo es complicada y trabajosa, pues supone definir el modelo como la
secuencia de todos los posibles eventos del sistema. Deben definirse los algoritmos de
planificacio´n, el control de tiempos,... Modificar y depurar el modelo es complicado.
No permite modelar cualquier sistema: existe un valor l´ımite del nu´mero de clientes
y de Estaciones de Servicio (ES) en el modelo. SMPL permite modelar cualquier
comportamiento del sistema, pero con un coste de implementacio´n muy elevado
QNAP [Veran:1984] [Potier:1984] [Qnap:1990] [Qnap] es un simulador imple-
mentado como un lenguaje propio. Definir un modelo en este simulador es sencillo
y ra´pido, pues u´nicamente deben definirse las ES del modelo, sus propiedades y su
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Caracter´ıstica SMPL QNAP
Lenguaje Extensio´n de C Lenguaje propio
de implementacio´n (biblioteca)
Definicio´n del modelo Definicio´n de eventos
y relaciones
Definicio´n de esta-
ciones de servicio y
su interconexio´n
Creacio´n y modificacio´n Dif´ıcil Fa´cil
del modelo
Limitaciones Nu´mero de clientes, Sin limitaciones






Velocidad Ra´pido 4 o 6 veces mas lento
que SMPL
Prototipado del modelo Lento Ra´pido
Depuracio´n del modelo Fa´cil Dif´ıcil
Tabla 3.2: SMPL vs. QNAP
interconexio´n. Modificar y depurar el modelo es ra´pido y sencillo. Los algoritmos de
planificacio´n y el control de tiempos los realiza el simulador automa´ticamente. No
impone limitaciones en el modelo a simular. Por contra, el tiempo de simulacio´n es
entre 4 y 6 veces mayor que SMPL.
Comparando ambos simuladores, se puede destacar una caracter´ıstica ba´sica,
la diferencia de velocidad. SMPL es bastante ma´s ra´pido que QNAP. El gran in-
conveniente de SMPL es su dificultad de uso y su limitacio´n en las funciones que
permite realizar. Implementar modelos en SMPL supone definir todos y cada uno
de los eventos que van a tener lugar en el sistema, llevar un control de tiempos,...
Por tanto, se debe obtener un simulador que manteniendo la forma de definicio´n del
modelo de QNAP ofrezca toda la potencia y velocidad de SMPL.
3.1.3. Objetivos
El objetivo primordial de DESK es incrementar la velocidad y flexibilidad de las
simulaciones, para ello:
1. El simulador debe ser lo ma´s flexible posible, no imponiendo ninguna restric-
cio´n al sistema a simular. La u´nica limitacio´n impuesta sera´ la de memoria,
debida al hardware del ordenador en el que se realice la simulacio´n. Para con-
seguir este objetivo se utiliza gestio´n dina´mica de memoria, mejorada con la
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utilizacio´n de pools de elementos.
2. La definicio´n del modelo se realiza definiendo las ES que componen el modelo
del sistema y sus caracter´ısticas. A partir de esta informacio´n, el simulador
calcula los eventos necesarios, sin que el usuario conozca estos eventos.
3. Los para´metros del sistema deben poder variar dina´micamente, para obtener
resultados de la simulacio´n con distintas configuraciones del mismo sistema.
4. El simulador debe permitir utilizar diversos algoritmos de encaminamiento y
pol´ıticas de planificacio´n. No debe limitarse a los algoritmos esta´ndar, sino que
debe permitir comportamientos caprichosos definidos por el usuario.
5. La topolog´ıa del sistema puede variar dina´micamente, permitiendo modificar
o an˜adir nuevos elementos.
6. Nueva concepcio´n de eventos: se considera un evento como el cambio de com-
portamiento o estado de un cliente. Un evento no necesita ser una entidad
propia ni disponer de una estructura de datos que lo soporte.
7. Control automa´tico de eventos. Los eventos son transparentes al usuario.
8. Estos objetivos deben conseguirse minimizando el tiempo de ejecucio´n.
3.1.4. Lenguaje de Implementacio´n
QNAP esta´ implementado como un lenguaje propio, SMPL como una biblioteca
de C. Ambas formas de implementacio´n del modelo tienen ventajas e inconvenientes
(tabla 3.1).
DESK se ha implementado como una extensio´n de C++ [Stroustrup:2001], pues
ciertas ventajas, como la portabilidad o la inclusio´n de funciones del propio lenguaje,
se han considerado importantes. Adema´s de ser el lenguaje de programacio´n ma´s
utilizado en la actualidad [Hernandez:2002], posee caracter´ısticas de programacio´n
muy avanzadas [Schildt:2001] como portabilidad, orientacio´n a objetos, soporte a
polimorfismo, genericidad o abstraccio´n de datos.
Estas caracter´ısticas le hacen apropiado, no so´lo para la implementacio´n de
DESK, sino para que posteriormente el usuario implemente los modelos de simu-
lacio´n.
3.1.5. Entidades Ba´sicas
Un modelo en DESK esta´ compuesto de dos entidades ba´sicas: ES y clientes
[Banks:2001]. Estas son las estructuras con las que el programador construye los
modelos de simulacio´n. Otras estructuras del simulador son el pool de clientes y el
gestor de eventos. Estas estructuras son internas y no accesibles al usuario.
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3.1.5.1. Clientes
Los clientes son elementos pasivos que viajan a trave´s del sistema, cambiando su
estado y el de las ES que atraviesan. Las caracter´ısticas de los clientes pueden variar
dina´micamente. Contienen informacio´n que puede ser modificada por las ES. Los
clientes se pueden generar automa´ticamente dentro del sistema o bien el programador
puede crearlos expl´ıcitamente. Los eventos del sistema dejan de tener una estructura
de datos que los soporte en DESK para pasar a ser el cambio de estado de un cliente
dentro del sistema.
Los clientes tienen asociados los siguientes atributos: identificador, prioridad y
clase. Adema´s, el cliente contiene informacio´n de soporte a las estructuras del simu-
lador:
ES donde se encuentra recibiendo servicio.
Tiempo de servicio que demanda el cliente de la ES donde se encuentra.
Informacio´n para contabilidad.
Relacio´n padre-hijo.
Informacio´n de evento. Un evento no tiene una entidad f´ısica que lo soporte.
Para modelar un evento se usa el propio cliente. La informacio´n necesaria para
un evento es el tiempo en el que se va a producir el pro´ximo evento asociado
al cliente.
Enlaces a estructuras de datos dina´micas: los clientes siempre residen en al-
guna estructura del simulador. A partir del cliente se conoce directamente
si esta´ recibiendo servicio en alguna ES y en cual, o si esta´ esperando a ser
servido.
3.1.5.2. Estaciones de Servicio
Una ES modela una parte del sistema real que proporciona un determinado
servicio a los clientes. Toda la informacio´n del modelo la contienen las ES. Las ES
son las estructuras dina´micas del simulador (junto con el gestor de eventos). A partir
de la informacio´n que contienen las ES se extraen los resultados de la simulacio´n.
Las ES pueden cambiar sus caracter´ısticas y funcionalidad dina´micamente.
Los para´metros que definen una ES son: nombre, tipo (servidor, fuente y recur-
so/sema´foro), nu´mero de servidores o recursos, tiempo de servicio a clientes, pol´ıtica
de planificacio´n o servicio de clientes y topolog´ıa del sistema (encaminamiento de
los clientes a la salida de la ES).
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Las funciones principales de la ES son: contabilidad, control de los clientes den-
tro de la ES (esperando o recibiendo servicio), gestio´n de recursos y gestio´n de
prioridades y clases de clientes.
Una ES esta´ compuesta por un nu´mero determinado de servidores y las estruc-
turas de datos de gestio´n de clientes en servicio y esperando a ser servidos.
Un modelo se define mediante las ES que lo componen, sus propiedades y co´mo
se conectan unas con otras (topolog´ıa del sistema).
DESK define tres tipos de ES:
Fuentes: tienen como objetivo principal generar clientes dina´micamente. La
cadencia con la que la fuente genera clientes y las propiedades de estos, los
marca el programador al definir la fuente. Una vez los clientes se crean, dejan
la fuente para encaminarse a otra ES.
Servidores: esta´n compuestos por las estructuras de gestio´n de clientes y
un conjunto de servidores. Cuando un cliente entra en una ES, si no hay un
servidor libre, espera hasta que algu´n servidor queda libre. Si el cliente entra
en un servidor recibe servicio durante un tiempo determinado.
Recursos: una ES tipo recurso en DESK au´na los conceptos de recurso y
sema´foro. Si a la llegada del cliente, el nu´mero de recursos demandados no
esta´ disponible, el cliente espera hasta que se liberen recursos suficientes. Si
los recursos demandados por el cliente se le pueden asignar, el cliente continu´a
fluyendo libremente por el sistema. El cliente puede liberar los recursos en
cualquier momento.
3.1.6. Estructuras de Datos Dina´micas
Uno de los objetivos ba´sicos del simulador DESK es no imponer restricciones al
sistema a simular. Se consigue mediante:
1. Utilizacio´n de estructuras dina´micas para la gestio´n del simulador.
2. Utilizacio´n de funciones para definir el comportamiento del sistema.
Las estructuras de datos del simulador son de dos tipos:
Estructuras FIFO: gestor de ES del sistema y pool de clientes.
Estructuras ordenadas segu´n diferentes criterios: gestor de eventos del siste-
ma (ordenado por tiempo de ocurrencia del suceso) y estructuras dina´micas
incluidas en cada ES :












O(N) O(1) O(1) O(N)
Lista doblemente
enlazada
O(N) O(1) O(1) O(1)
Heap O(log N) O(log N) O(log N) O(log N)
Tabla 3.3: Costes de estructuras dina´micas ordenadas [Sedgewick:1998]
[Kingston:1990]
• Clientes que actualmente esta´n recibiendo servicio en la ES (FIFO).
• Clientes que esta´n esperando a recibir servicio en la ES (ordenada segu´n
criterio definido por el usuario).
• Clientes que tienen reservados recursos pertenecientes a la ES (FIFO).
Las operaciones a realizar sobre las estructuras de datos del simulador son:
Estructuras dina´micas ordenadas por diferentes criterios: insercio´n ordenada,
extraccio´n de la cabeza y extraccio´n de un elemento cualquiera (conocido y
sen˜alado por un puntero).
Estructuras dina´micas FIFO: insercio´n y extraccio´n de la cabeza.
Segu´n estas operaciones y sus costes (tabla 3.3), las estructuras de datos elegidas
son:
Estructuras dina´micas ordenadas por diferentes criterios: los costes
temporales menores los proporciona el heap (tabla 3.3). La implementacio´n
habitual de un heap se realiza sobre un vector, pero esto supone imponer res-
tricciones en el nu´mero de clientes del sistema, lo que impide alcanzar uno de
los objetivos del simulador (no imponer restricciones en el sistema). Si bien es
cierto que la utilizacio´n de C++ permite reasignar memoria dina´micamente a
vectores, no imponiendo restricciones, el proceso es muy costoso temporalmen-
te. Como solucio´n de compromiso, se decidio´ utilizar una estructura dina´mica y
utilizar un pool de elementos. Se ha elegido como estructura de almacenamien-
to de datos una lista o cola doblemente enlazada (cola ba´sica del simulador),
con un puntero a cabeza y a cola, tanto para estructuras ordenadas como no
ordenadas.
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Estructuras dina´micas FIFO: puede utilizarse una lista simplemente enla-
zada o doblemente enlazada, pues el coste de las operaciones en ambos casos es
constante. Estas estructuras de datos se utilizan en el momento de inicializar
el simulador, por lo que la sobrecarga por el hecho de utilizar una lista sim-
plemente enlazada o doblemente enlazada es mı´nima. Se ha elegido una lista
doblemente enlazada por homogeneidad.
Para evitar llamadas innecesarias al gestor de memoria dina´mica, para crear y
destruir los nodos de las listas, los propios elementos del sistema (clientes y ES)
sera´n los nodos de las listas (contienen los enlaces a las listas donde pueden estar
insertados).
3.1.6.1. Gestor de Estaciones de Servicio
El gestor de ES sirve para inicializar las ES del sistema y extraer resultados de la
simulacio´n. Las u´nica operacio´n que se realiza sobre esta estructura es la insercio´n
no ordenada: se insertan las ES siguiendo el orden en que el usuario las crea. Durante
la simulacio´n pueden crearse ES dina´micamente, que se ira´n insertando en esta lista.
Las ES u´nicamente pueden estar incluidas en esta lista, por lo que contienen los
punteros de enlace a la lista para evitar crear y destruir nodos innecesariamente.
3.1.6.2. Gestio´n de Clientes en las Estaciones de Servicio
Las ES contienen estructuras para gestionar los clientes que solicitan su servicio,
para ello almacenan los clientes que actualmente: esta´n recibiendo servicio, esta´n
esperando a recibir servicio y los que tienen reservados recursos pertenecientes a la
ES.
El usuario define la pol´ıtica de servicio o planificacio´n de clientes para cada ES
del sistema. Mientras los clientes lleguen a la ES y encuentren servidores libres, la
pol´ıtica de servicio no se tienen en cuenta. La pol´ıtica de servicio afecta al orden en
que los clientes se insertan en la cola de espera. La extraccio´n de clientes siempre se
realiza siguiendo el mismo orden, por lo que la pol´ıtica de servicio la define el orden
en que se insertan los clientes. Ciertas pol´ıticas de servicio se definen en funcio´n de
la prioridad asociada a los clientes.
El algoritmo de insercio´n en cola lo define el usuario, pero el de extraccio´n es fijo.
Si la pol´ıtica de planificacio´n no utiliza prioridades, todos los clientes se insertan en
la misma cola. Independientemente de las prioridades de los clientes, los algoritmos
de servicio pueden definirse prioritarios o no prioritarios. Para definir prioridades son
necesarias ambas cosas: que se definan los clientes con prioridades y que el algoritmo
de insercio´n en cola de espera contemple prioridades.
Esta estructura se usa en las colas de espera y servicio de las ES:
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Cola de espera: incluye los clientes que esta´n esperando a ser atendidos por
la ES. Cuando un cliente entra en la ES y los servidores esta´n ocupados o no
hay recursos disponibles para asignarle, se queda esperando a ser atendido en
la cola de espera. Tambie´n se insertan en esta cola los clientes que habiendo
estado recibiendo servicio han sido expulsados de ejecucio´n por la llegada de
un cliente ma´s prioritario (pol´ıtica de servicio expulsiva). Cuando un servidor
de la ES queda libre se extrae de esta cola el siguiente cliente a servirse.
Cola de servicio: en las pol´ıticas de servicio expulsivas es necesario mantener
informacio´n sobre los clientes que esta´n recibiendo servicio en cada uno de los
servidores de la ES, para poder saber si son mas o menos prioritarios que un
cliente recie´n llegado, y en el caso de ser ma´s prioritario, sacar de ejecucio´n el
cliente que actualmente recibe servicio.
Cola de Clientes en Recursos
Un caso particular de cola del simulador es la cola de clientes con recursos reser-
vados. Esta cola mantiene constancia de los clientes que tienen asignados recursos.
Cuando un cliente reserva recursos de una ES sigue fluyendo por el sistema, pue-
de reservar tantos recursos de distintas ES tipo recurso como sea necesario, por lo
que un mismo cliente puede estar en varias colas de recursos, por ello no se pueden
incluir en el cliente los punteros a las colas de recursos de las ES. Un cliente so´lo
puede estar en cola de espera de un u´nico recurso.
Cada vez que a un cliente se le asignan recursos de una ES se crea dina´micamente
un nodo que se inserta en la cola de recursos de la ES. Despue´s, el cliente sale de
la ES y continu´a fluyendo libremente por el sistema. Cuando un cliente libera todos
los recursos que ten´ıa asignados en la ES se elimina el nodo de la cola y se destruye.
Esta cola sirve para realizar funciones de contabilidad de recursos y para saber
si un cliente que libera un recurso lo ten´ıa realmente asignado. Esta cola se utiliza
en las ES tipo recurso.
La cola de clientes en recursos es un caso especial de cola. Es simplemente una
cola ba´sica pero cuyos nodos no son elementos del sistema, sino nodos creados a
tal efecto. La utilizacio´n de recursos supone ralentizar el sistema, pero se ofrece la
posibilidad de poder utilizarlos.
3.1.6.3. Gestor de Eventos del Sistema
El gestor de eventos es la estructura principal del simulador. Modela la dina´mica
del sistema, junto con las ES. Es la estructura de gestio´n de la simulacio´n. La
estructura elegida para gestionar los eventos del sistema es una lista de eventos
doblemente enlazada. Las operaciones que se realizara´n sobre esta estructura son:
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Insertar un evento ordenadamente (segu´n el tiempo en que debe suceder el
evento).
Extraer el evento de menor tiempo.
Extraer un evento cualquiera, de cualquier posicio´n. Este elemento se conoce
(esta´ apuntado por un puntero). Sirve para tratar preempciones.
Los eventos en DESK dejan de tener una estructura de datos que los soporte,
para pasar a considerarse el cambio de estado o comportamiento de un cliente dentro
del sistema. Por ello, un evento no es ma´s que un cliente con cierta informacio´n. El
u´nico evento posible en el sistema es que un cliente que actualmente esta´ recibiendo
servicio, deje de hacerlo porque se ha cumplido su tiempo de servicio. La u´nica
informacio´n necesaria para un evento sera´ la ES donde se encuentra actualmente el
cliente (de la cual quiere salir) y el tiempo en el que debe producirse el evento.
La cola de eventos realmente contiene clientes.
Los clientes siempre residen en alguna cola del simulador. Un cliente puede en-
contrarse en una de las siguientes situaciones:
Esperando a recibir servicio en una ES: insertado en la cola de espera de la
ES correspondiente.
Recibiendo servicio en una ES. En este caso el cliente estara´ insertado en dos
colas diferentes: la cola de servicio de la ES y la cola de eventos del sistema.
El nu´mero ma´ximo de colas en las que un cliente puede estar insertado si-
multa´neamente es dos. Para mejorar la gestio´n de las colas del simulador y agilizar
el proceso de insercio´n o eliminacio´n de clientes, un cliente contiene los punteros a
la cola del gestor de eventos y a la ES donde esta´ insertado, de modo que dado un
cliente se conoce directamente su posicio´n en la cola o colas en que se encuentra y
si esta´ recibiendo servicio en alguna ES y en cual, o si esta´ esperando.
El principal objetivo de la cola de eventos es sacar de ejecucio´n en el momento
indicado a los clientes que esta´n recibiendo servicio en las ES.
Funciones de la cola de eventos:
Extraer el cliente (evento) de cabeza y llamar a la ES donde dicho cliente
esta´ recibiendo servicio para indicarle que su tiempo ha expirado.
Insertar ordenadamente un cliente cuando una ES lo solicita. La insercio´n se
realiza considerando el tiempo en que debe finalizar el servicio del cliente en
la ES. El u´nico evento posible es la salida de un cliente de la ES donde se
encuentra.
3.1 DESK: Simulador de Eventos Discretos 81
Los eventos se ordenan en funcio´n del instante de tiempo en el que van a ocurrir,
de forma que en la cabeza de la cola se encuentra el primer evento que debe produ-
cirse (tiempo menor).
3.1.6.4. Pool de Clientes
Cuando un cliente entra al sistema, se llama al Gestor de Memoria Dina´mica
(GMD) para reservar la memoria necesaria para el objeto. Cuando deja el sistema,
se llama de nuevo al GMD para que libere la memoria del cliente. Esta situacio´n no
ser´ıa un problema si no se tratase de minimizar el tiempo de simulacio´n
Para evitar pe´rdidas de tiempo innecesarias, DESK reutiliza los clientes que salen
del sistema para crear los nuevos clientes. Los clientes que abandonan el sistema, en
vez de destruirse (llamando al GMD), se insertan en una estructura del simulador
denominada pool de clientes.
El pool de clientes es una cola ba´sica de clientes no ordenada, por lo que los
costes de insercio´n y extraccio´n son constantes.
Cada vez que se necesita un nuevo cliente en el sistema, se comprueba si hay
un cliente disponible en el pool y si lo hay, se extrae del pool y se introduce en el
sistema. Si no lo hay, se llama al GMD para que lo cree dina´micamente. El pool de
clientes es la estructura del simulador encargada de almacenar los clientes que ya
no esta´n dentro del sistema (figura 3.2). Los clientes se crean durante la simulacio´n
pero no se destruyen.
La figura 3.1 muestra la evolucio´n de los clientes en el sistema para un ejemplo
de simulacio´n. Inicialmente todos los clientes del sistema se crean mediante llamadas
al GMD, pues no hay clientes disponibles en el pool. Cuando desciende el nu´mero de
clientes en el sistema el nu´mero de clientes generados permanece constante, pues los
clientes que no esta´n en el sistema esta´n en el pool. Mientras el nu´mero de clientes
en el sistema no alcance un nuevo ma´ximo no se realizan nuevas llamadas al GMD.
Los clientes en el sistema var´ıan constantemente, pero los clientes generados so´lo
var´ıan cuando se sobrepasa el u´ltimo ma´ximo de clientes generados. Por tanto, el
nu´mero de clientes en el sistema permanece constante durante la mayor parte de la
simulacio´n . Con este me´todo se reduce considerablemente el numero de llamadas
al GMD, lo que reduce el tiempo de simulacio´n. El coste de las operaciones sobre el
pool es constante.
Sea:
CM nu´mero de clientes en el modelo. Valor instanta´neo CMi .
CS nu´mero de clientes en el simulador (clientes en el modelo y en el pool). Valor
instanta´neo CSi .
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Figura 3.1: Llamadas al gestor de memoria dina´mica en DESK
CL nu´mero de clientes en el pool. Valor instanta´neo CLi .
CT nu´mero de clientes generados por el GMD.
TN unidades de tiempo necesarias para que el GMD realice una operacio´n new.
TR unidades de tiempo necesarias para que el GMD realice una operacio´n release.
N nu´mero de entradas y salidas de clientes del sistema durante la simulacio´n.
NI nu´mero de clientes que entran en el sistema.
NO nu´mero de clientes que salen del sistema.
L carga del programa debido a la creacio´n y destruccio´n de clientes.
En el inicio de la simulacio´n todos los clientes se crean dina´micamente, cuando
CM decrece, CS permanece constante. Si CS no alcanza un ma´ximo local no se llama
al GMD (ecuacio´n 3.1).
CT = CS = CM + CL (3.1)
CM y CL pueden variar durante la simulacio´n, pero CT y CS permanecen cons-
tantes mientras la cantidad de clientes no alcanza un nuevo ma´ximo. Cuando se
produce un nuevo ma´ximo local (ecuaciones 3.2, 3.3):
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CT = CS = CM (3.2)
CL = 0 (3.3)













El nu´mero de llamadas al GMD se reduce considerablemente, por lo que decrece
el coste de la simulacio´n, aunque la cantidad de memoria utilizada aumente (coste
totalmente asumible con la tecnolog´ıa actual).
Cuando se trabaja con sistemas con restricciones de memoria se puede limitar
la cantidad de memoria utilizada por el pool, con la consiguiente penalizacio´n del
coste de simulacio´n.
3.1.7. Modelado de Sistemas
El modelo de un sistema en DESK se crea, ba´sicamente, definiendo las ES que
componen el modelo. El comportamiento del sistema es el conjunto de comporta-
mientos de todas las ES del sistema.
El comportamiento de la ES se define mediante una serie de para´metros. Estos
para´metros var´ıan dependiendo del tipo de ES. En la tabla 3.4 se muestran los
para´metros de la ES, su tipo y cuales de ellos esta´n presentes en la declaracio´n de
cada ES. Entre estos para´metros hay:
Constantes: el valor del para´metro debe obligatoriamente seleccionarse entre
una serie de valores constantes.
Variables: permite cualquier valor del tipo correcto.
Funciones: se debe pasar como para´metro una funcio´n previamente definida.
DESK contiene una biblioteca de funciones y patrones de funciones. El com-
portamiento de las ES se define en su mayor parte por funciones. El usuario
puede implementar las funciones o bien utilizar funciones de biblioteca. Para
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Para´metros de la ES Servidor Recurso Fuente Tipo de
Para´metro
Nombre X X X String
(variable)
Nu´mero de servidores X X Valor
o recursos (variable)
Pol´ıtica de servicio X Constante
preemptiva
Tiempo de servicio X X X Funcio´n
demandado por
los clientes
Algoritmo de planificacio´n X X Funcio´n
(insercio´n en cola
de espera de la ES)
Algoritmo de planificacio´n X Funcio´n
(reinsercio´n en cola
de espera de la ES)
Nu´mero de recursos X Funcio´n
demandados por el cliente
Algoritmo de encaminamiento X X X Funcio´n
de clientes a la salida de la ES
Funcio´n de usuario X X Funcio´n
Tabla 3.4: Para´metros de definicio´n de las ES en DESK
usuarios inexpertos o modelos con comportamientos t´ıpicos, es recomenda-
ble usar funciones de biblioteca. Cuando el sistema tiene un comportamiento
inusual se debe implementar este comportamiento mediante funciones.
Las funciones de comportamiento permiten variar dina´micamente el sistema: su
topolog´ıa, su estructura o sus caracter´ısticas. Tambie´n son estas funciones las que
permiten hacer simulaciones en tiempo real, incluir multimedia, alarmas,...
Las funciones de comportamiento de las ES son:
Funcio´n de tiempo de servicio: obtiene el tiempo que un cliente determi-
nado debe recibir servicio en la ES actual o la cadencia de creacio´n de clientes
en las fuentes. El tiempo de servicio asignado podr´ıa depender de su estado,
de valores aleatorios o de distribuciones temporales (las principales funciones
de distribucio´n temporal esta´n implementadas en el simulador como funciones
de biblioteca: uniforme, exponencial, erlang, hiperexponencial y normal). Se
ejecuta cuando un cliente entra en el servidor o cuando hay que crear un nuevo
cliente en una fuente.
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Funcio´n de planificacio´n de servicio de clientes: permite insertar en la
cola de espera de la ES un cliente que no puede servirse porque todos los
servidores esta´n ocupados. Las principales pol´ıticas de servicio esta´n imple-
mentadas en el simulador como funciones de biblioteca: LIFO, FIFO, segu´n
prioridades y las versiones preemptivas de estas pol´ıticas.
Funcio´n de planificacio´n de servicio de clientes (reinsercio´n): (so´lo
para ES definidas como preemptivas) con la llegada de un cliente ma´s priorita-
rio, el cliente que esta´ recibiendo servicio actualmente deja de recibir servicio
y se reinserta en la cola de espera. El hecho de diferenciar entre insercio´n y
reinsercio´n permite dotar de una mayor flexibilidad al simulador.
Funcio´n de encaminamiento: define la ES donde transitara´ el cliente cuan-
do abandone la ES actual. El conjunto de las funciones de encaminamiento
define la topolog´ıa del sistema. Usar funciones para definir la topolog´ıa del sis-
tema permite variarla dina´micamente o que dependa de cualquier condicio´n.
Tambie´n podr´ıa utilizarse con otros propo´sitos, como modificar los atributos de
los clientes conforme atraviesan las ES. Si se esta´n utilizando recursos, puede
utilizarse esta funcio´n para liberarlos
Funcio´n de nu´mero de recursos: permite obtener el nu´mero de recursos
que solicita un cliente cuando llega a una ES tipo recurso.
Funcio´n de usuario: no es necesaria para el funcionamiento del simulador,
pero, se ha incluido en DESK, pues dota al simulador de una gran flexibilidad.
Se ejecuta cuando un cliente entra en servicio o se le asigna un recurso. Puede
utilizarse para hacer trazas, para simulaciones en tiempo real o crear hijos, en
general, para cualquier comportamiento at´ıpico.
El coste de las funciones incluidas en el repositorio de funciones de comporta-
miento es constante. Si el usuario implementa sus propias funciones de comporta-
miento, pueden tener un coste no constante, lo que ralentiza el proceso de simulacio´n.
3.1.8. Dina´mica del Sistema
La dina´mica del sistema (figura 3.2) la modelan las ES que componen el modelo
y la cola de eventos. La cola de eventos esta´ compuesta por clientes (eventos del
sistema). En DESK so´lo hay un posible evento: un cliente debe abandonar la ES
donde esta´ recibiendo servicio porque ha finalizado su tiempo de servicio. La cola
de eventos esta´ ordenada por el tiempo de finalizacio´n de servicio de los clientes. La
simulacio´n comienza porque un cliente entra en una ES (figura 3.3 a). Si la ES tiene
un servidor libre, comienza a recibir servicio (figura 3.3 b). Se genera un evento de
salida del cliente al cabo del tiempo de servicio del cliente (figura 3.3 c).














Figura 3.3: El cliente entra en la ES en DESK





Figura 3.4: El cliente sale de la ES en DESK
Hasta este momento la simulacio´n ha estado controlada por la ES donde ha
entrado el cliente y ahora el control pasa a la cola de eventos. La cola de eventos
ejecuta el siguiente evento, elimina´ndolo de la cola (figura 3.4 a). La cola de eventos
invoca a la ES correspondiente para que libere al cliente. El cliente deja la ES y
entra en otra ES o sale del sistema. El control de la simulacio´n pasa a la ES destino.
En la ES destino vuelve a comenzar el proceso. Si a la llegada de un cliente a la ES,
no hay servidores libres, se inserta en cola de espera y no se genera ningu´n evento
(figura 3.4 b). El control vuelve a la cola de eventos.
Cuando no hay eventos en la cola de espera la simulacio´n termina, aunque ha
podido terminar con anterioridad por cualquier otra causa: ha finalizado el tiempo de
simulacio´n definido por el usuario o expl´ıcitamente el usuario ha decidido finalizar,
dependiendo del estado del sistema o de algu´n evento en concreto. El nu´cleo de
simulacio´n recorre la cola de eventos, extrayendo el evento de cabeza (evento con
tiempo menor) e invocando a la ES correspondiente. El control de la simulacio´n pasa
alternativamente de las ES a la cola de eventos.
El principal objetivo de la cola de eventos es sacar de ejecucio´n en el momento
indicado a los clientes que esta´n recibiendo servicio en las ES. Las ES so´lo actu´an
como consecuencia de un evento o de una llamada desde otra ES. Si la cola de
eventos se quedase vac´ıa terminar´ıa la simulacio´n, pues supondr´ıa que el sistema ya
no evoluciona a ningu´n estado. Cuando se produce un evento, un cliente deja de
servirse en una ES y puede entrar en otra ES o salir del sistema, lo que controla la
ES en la que termina su ejecucio´n. Tambie´n es esta ES la que, al tener un servidor
libre, pone en ejecucio´n un cliente. Como consecuencia de la entrada de un cliente en
la ES destino, el control de la simulacio´n lo toma esta ES. Si la ES tiene un servidor
libre pone el cliente en ejecucio´n y crea el evento de salida del cliente. En este punto
el control de la simulacio´n pasa al gestor de eventos.
La ES tiene dos funciones que modelan su dina´mica (figura 3.5):
Funcio´n de entrada: (figura 3.6) se ejecuta cuando un cliente abandona una
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Figura 3.5: Control de la simulacio´n en DESK
ES y entra en otra ES. La ES origen invoca la funcio´n de entrada de la ES
destino.
Funcio´n de salida: (figura 3.7) se ejecuta cuando un cliente termina de ser-
virse en una ES. Esta funcio´n la invoca el gestor de eventos.
3.1.9. Cambio Dina´mico del Modelo de Simulacio´n
DESK permite simular sistemas que cambian sus caracter´ısticas, topolog´ıa o
estructura dina´micamente, sin necesidad de detener la simulacio´n ni redefinir el
modelo. Este cambio dina´mico del sistema puede producirse por cualquier condicio´n
en el sistema, en cualquier ES. Por ejemplo, si se detecta que la longitud media de
la cola de espera de una ES supera un cierto valor, se puede crear otra ES y redirigir
determinado nu´mero de clientes a la nueva ES. DESK permite detectar situaciones
cr´ıticas y actuar dependiendo de esta situacio´n.
El cambio dina´mico del modelo del sistema puede llevarse a cabo fa´cilmente y
de forma modular.
Permite crear o destruir ES dina´micamente, cambiar la topolog´ıa del sistema,
cambiar el comportamiento de las ES (pol´ıticas de servicio, tiempos de servicio,
nu´mero de servidores,...), crear o destruir clientes dina´micamente o cambiar el com-
portamiento de los clientes.
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Figura 3.6: Funcio´n de entrada de la ES en DESK
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Figura 3.7: Funcio´n de salida de la ES en DESK
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Hay dos caracter´ısticas de DESK que le permiten variar el modelo dina´micamen-
te:
DESK define el modelo utilizando funciones de comportamiento. Es-
to le da al sistema la flexibilidad suficiente para variar cualquier caracter´ıstica
dina´micamente: topolog´ıa, comportamiento, tiempos de servicio o planifica-
cio´n. La mayor parte del comportamiento del sistema se define mediante fun-
ciones de comportamiento. La topolog´ıa del sistema se define mediante las
funciones de encaminamiento de clientes a la salida de la ES. Variando estas
funciones, se var´ıa dina´micamente la topolog´ıa del sistema
DESK esta´ implementado como una biblioteca de C++. Por lo que la
flexibilidad y modularidad de C++ puede utilizarse en la simulacio´n.
DESK ofrece diferentes formas de modificar el modelo del sistema:
1. Muestreo: se muestrea continuamente el sistema hasta detectar la situacio´n
cr´ıtica que obliga a cambiar el sistema. El muestreo puede llevarse a cabo en
cualquier funcio´n de comportamiento de la ES. Incluso pueden estar implicadas
varias funciones. Una ES toma el control de la simulacio´n cuando un cliente
entra en la ES o abandona la ES. Las funciones de comportamiento implicadas
en la entrada de un cliente en la ES son diferentes a las implicadas en la
salida del cliente de la ES. Dependiendo de cual sea la situacio´n que se desea
muestrear, las funciones de comportamiento involucradas deben ser diferentes.
El muestreo debe realizarse en la funcio´n de comportamiento adecuada de la
ES adecuada, dependiendo de las necesidades del muestreo. Utilizar muestreo
sobrecarga el sistema, pues se comprueba la condicio´n cr´ıtica continuamente.
La sobrecarga depende de la condicio´n testeada y de la funcio´n donde se lleve
a cabo. Por ejemplo, si la condicio´n cr´ıtica es que la longitud media de la cola
de espera de una ES alcance un determinado valor, el muestreo debe realizarse
en la funcio´n de insercio´n de clientes en la cola de espera.
2. Cambio de las funciones de comportamiento: consiste en sustituir
dina´micamente una o ma´s funciones de comportamiento por otras. Debe mues-
trearse la condicio´n cr´ıtica hasta que se cumpla. Cuando se detecta la condicio´n
cr´ıtica, la funcio´n de comportamiento (o funciones) que realiza el muestreo pue-
de cambiarse por otra versio´n de la funcio´n adaptada a la nueva situacio´n que
modele el nuevo comportamiento. Esta nueva funcio´n ya no incluye el mues-
treo (a no ser que el comportamiento deba variar dina´micamente otra vez, con
lo que el muestreo correspondera´ a la nueva situacio´n a controlar). Las fun-
ciones de comportamiento asignadas a la ES al inicio de la simulacio´n pueden
reasignarse en cualquier momento. DESK incluye funciones de biblioteca que
permite reasignar funciones de comportamiento a la ES.
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3. ES de control: dependiendo del cambio dina´mico del sistema que deba lle-
varse a cabo, puede ser aconsejable utilizar una ES que se dedique a gestionar
este cambio. La ES de control detecta la situacio´n cr´ıtica y modifica el sistema
convenientemente. Una ES de control puede ser una ES dedicada espec´ıfica-
mente al control o su papel puede ser asumido por una ES del modelo. Usar
una ES de control puede disminuir la sobrecarga del sistema llevada a cabo
por el muestreo de la condicio´n cr´ıtica. La ES de control toma el control de la
simulacio´n cuando un cliente entra o sale de ella. Esta te´cnica combina las dos
anteriores.
En el ape´ndice A se muestran ejemplos de modelos de sistemas que cambian
dina´micamente utilizando los tres me´todos.
3.1.10. Aritme´tica
DESK utiliza dos tipos de aritme´tica: coma flotante y coma fija [Molla:2001]. La
seleccio´n del tipo de aritme´tica se realiza mediante una sentencia de preprocesador
en tiempo de compilacio´n.
La utilizacio´n de coma fija es completamente transparente al usuario (la pre-
sentacio´n de resultados y la definicio´n del modelo es independiente de la aritme´tica
utilizada).
3.1.10.1. Representacio´n del Tiempo del Sistema
Coma Flotante
La representacio´n de tiempos en el simulador se ha realizado con 64 bits.
Coma Fija
Los cuatro tipos ba´sicos de representacio´n en coma fija [Marven:1994] con los que
se puede realizar un proceso de simulacio´n se muestran en la tabla 3.5 (la unidad de
tiempo utilizada es el segundo).
La representacio´n en coma fija utiliza 32 bits para representar tanto la parte
entera como la decimal. Segu´n el formato elegido para la representacio´n de coma
fija estos 32 bits se utilizan para el exponente o para la mantisa. Se ha elegido para
representar el tiempo el formato Q23, que utiliza 24 bits para la parte entera y 8
bits para la parte decimal, por ser la que proporciona el mayor valor representable,
a costa de perder precisio´n en la parte decimal. La parte entera tiene signo.
Existe una considerable pe´rdida de representacio´n nume´rica entre ambos for-
matos, lo que limita las posibilidades de la simulacio´n en coma fija respecto a la
coma flotante. Una representacio´n nume´rica basada en aritme´tica en coma flotan-
te, tiene como ventaja fundamental, el amplio rango de valores que puede tomar,
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Parte Parte Rango Resolucio´n
Entera Decimal Ma´ximo
(bits) (bits)
Q0 0 32 1s 233ps
Q7 8 24 4m 16s 60ns
Q15 16 16 18h 12m 16s 15us
Q23 24 8 194d 4h 20m 16s 3.9ms
Q31 32 0 138a 30d 6h 28m 16s 1s
Tabla 3.5: Representacio´n de datos en coma fija
basado principalmente en la posibilidad de modificar el escalado (exponente) con el
que se afecta a la mantisa. Es normal disponer de ES con distribuciones temporales
del orden del milisegundo y periodos de simulacio´n del orden de minutos o incluso
horas.
Por contra, la representacio´n en coma fija permite trabajar con los operado-
res aritme´ticos enteros, facilitando su uso en equipos que no disponen de unidades
aritme´tico-lo´gicas de coma flotante, como dispositivos porta´tiles PDA, mo´viles o con-
solas de videojuegos. As´ı como paralelizar ca´lculos en las CPU actuales, poniendo en
funcionamiento tanto los operadores aritme´ticos como los reales simulta´neamente.
3.1.10.2. Generacio´n de Nu´meros Aleatorios
El generador de nu´meros aleatorios es distinto en coma fija y en coma flotante.
En ambos casos se ha utilizado un grupo de semillas comunes.
Coma Flotante
Se han utilizado las rutinas de SMPL (rand.c), implementadas ı´ntegramente en
C.
Coma Fija
Las rutinas de generacio´n de nu´meros aleatorios son independientes e implemen-
tadas en parte en ensamblador. Segu´n el me´todo utilizado para la obtencio´n de los
nu´meros aleatorios var´ıa la precisio´n y la velocidad del simulador. En este caso pri-
ma la velocidad sobre la precisio´n por lo que se ha utilizado la representacio´n ma´s
veloz pero menos precisa, basada en una tabla de logaritmos neperianos de 16K.
La notacio´n interna de la generacio´n de nu´meros aleatorios es Q15 (16 bits para el
exponente y 16 bits para la mantisa), pero dentro de DESK se realiza una conversio´n
a formato Q23, para adecuarlo a la representacio´n temporal.
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3.1.11. Pasos en la Creacio´n del Modelo
Para definir un modelo en DESK se deben seguir los siguientes pasos:
1. Inicializar el simulador.
2. Definir las ES del modelo:
a) Implementar las funciones de comportamiento de cada ES o usar funcio-
nes predefinidas o implementadas para otras ES.
b) Determinar las caracter´ısticas de la ES.
3. Introducir clientes en el sistema. Para sistemas cerrados o para sistemas abier-
tos con comportamientos determinados, es necesario comenzar la simulacio´n
con clientes en el sistema. La creacio´n de un cliente supone insertarlo en una
ES.
4. Comenzar la simulacio´n. Se puede indicar la forma de finalizacio´n de la si-
mulacio´n. La forma ma´s usual de finalizar la simulacio´n es indicar el tiempo
ma´ximo de la simulacio´n. Tambie´n, permite comenzar a obtener medidas de
la simulacio´n en un instante determinado para eliminar estados transitorios.
5. Obtener resultados de la simulacio´n.
3.1.12. Funciones de Biblioteca
DESK proporciona al usuario una biblioteca de funciones que permiten: control
de la simulacio´n (simulacio´n, inicializacio´n, finalizacio´n, inicio de contabilidad y
gestio´n de errores), creacio´n de ES de cada uno de los tipos, gestio´n de hijos, gestio´n
de recursos, reasignacio´n dina´mica de funciones de comportamiento y contabilidad.
3.1.13. Conclusiones
DESK es un nu´cleo de simulacio´n de eventos discretos generalista orientado a
objetos implementado como una biblioteca de C++. Es un simulador versa´til y con
tiempos de simulacio´n bajos. Permite simular sistemas con cualquier complejidad
y taman˜o. Permite definir cualquier modelo fa´cilmente siguiendo una metodolog´ıa
top-down.
DESK permite definir un modelo de sistema describiendo los elementos que com-
ponen el sistema (ES) y su interconexio´n (topolog´ıa del sistema). El estilo de defini-
cio´n del modelo es similar al utilizado por QNAP. El programador so´lo se centra en
la descripcio´n del modelo, no en los eventos del sistema. Permite variar el modelo
fa´cil y ra´pidamente, por lo que DESK puede ser utilizado como prototipador.
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Como ventaja respecto a QNAP en cuanto a la definicio´n del modelo, incluye
la no imposicio´n de restricciones en el sistema. Esta no imposicio´n de restricciones
se refiere tanto al nu´mero de elementos en el sistema como al comportamiento del
sistema:
Nu´mero de ES y clientes ilimitado (depende de la memoria del sistema).
Comportamiento del sistema. El sistema incluye los comportamientos t´ıpicos
predefinidos, pero posibilita cualquier comportamiento.
El control de la simulacio´n puede realizarse en cualquier elemento del sistema
y dependiendo de cualquier condicio´n.
Incluye caracter´ısticas avanzadas del modelo: recursos, relacio´n padre-hijo o
sema´foros.
Permite cambiar el sistema dina´micamente, tanto su topolog´ıa, comportamien-
to o estructura.
El modelo definido en QNAP esta´ limitado en cuanto a comportamiento y nu´me-
ro de elementos.
En DESK el comportamiento de cada ES puede seleccionarse entre una serie de
comportamiento predefinidos (como en QNAP) o puede definirse cualquier compor-
tamiento que el usuario desee, por caprichoso que este sea. Por tanto, adema´s de
permitir definir modelos fa´cil y ra´pidamente como QNAP, ofrece la posibilidad de
definir cualquier comportamiento del sistema.
El coste temporal de la simulacio´n de los modelos estudiados es inferior al coste
temporal de simulacio´n de los correspondientes modelos utilizando SMPL (apartado
5.1.1 del cap´ıtulo 5). SMPL limita severamente el nu´mero de clientes en el sistema.
Permite definir comportamientos at´ıpicos pero con un coste de programacio´n, de-
puracio´n y modificacio´n muy alto, pues debe programarse cada posible evento del
sistema. El coste de depurar o modificar un modelo en DESK es muy inferior al
coste en SMPL.
DESK au´na las ventajas de SMPL y QNAP. Es ma´s ra´pido que SMPL y permite
definir el modelo al estilo de QNAP. Por ello puede utilizarse como prototipador
y para obtener resultados finales de la simulacio´n. Permite definir cualquier mode-
lo, con cualquier comportamiento. DESK es un nu´cleo orientado a objetos, por lo
que incluye todas las ventajas de un sistema modular (como reutilizar elementos
del sistema fa´cilmente o crear subsistemas definidos por separado). Adema´s, DESK
incluye funcionalidad no presente en QNAP ni SMPL.
DESK permite incluir fa´cilmente dentro de la simulacio´n elementos externos,
como multimedia, alarmas o realizar la simulacio´n en tiempo real.
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El comportamiento, la estructura y la topolog´ıa del sistema del sistema pue-
den variar dina´micamente, sin necesidad de detener la simulacio´n y reconfigurar el
modelo. Permite, por tanto modelar sistemas que cambian dina´micamente, de una
manera natural. El modelo de simulacio´n puede definirse para detectar cualquier
situacio´n cr´ıtica y entonces, cambiar el comportamiento de las ES o la topolog´ıa del
sistema, crear o destruir clientes, crear o destruir ES, cambiar pol´ıticas de servicio,
algoritmos de planificacio´n, encaminamiento de clientes en el sistema o extraer resul-
tados. El modelo del sistema puede variar dina´micamente dependiendo de cualquier
condicio´n. El sistema puede reconfigurarse dina´micamente tantas veces como sea ne-
cesario. Otros simuladores, como SMPL, permiten variar el sistema dina´micamente,
pero con coste de implementacio´n excesivo.
Por tanto DESK puede modelar sistemas que otros simuladores no pueden con
un coste de implementacio´n y simulacio´n bajo. DESK llega donde otros simuladores
no llegan.
3.2. JDESK: Simulador de Eventos Discretos Basado en
Web
La evolucio´n de DESK ha seguido los pasos de otros simuladores de eventos
discretos, adapta´ndose a las nuevas tecnolog´ıas. Se ha desarrollado una versio´n de
DESK en Java que permite su utilizacio´n v´ıa web. Incluye un asistente para facilitar
el proceso de creacio´n del modelo.
JDESK (Java Discrete Events Simulation Kernel) [Garcia:2003] [Garciab:2003]
es un simulador generalista de eventos discreto basado en web que permite modelar
y simular un modelo implementado en co´digo Java.
Es un simulador basado en web de acceso libre [Jdesk], por lo que puede utilizarse
desde cualquier navegador. El modelo de simulacio´n obtenido puede ejecutarse de
forma local en cualquier plataforma. JDESK es un simulador versa´til y con costes
temporales de simulacio´n bajos.
JDESK incluye un asistente para ayudar a los usuarios a definir modelos con
comportamientos t´ıpicos, de forma fa´cil y ra´pida. El asistente gu´ıa al usuario duran-
te todo el proceso de creacio´n del modelo, permitie´ndole definirlo mediante controles.
Incluye tambie´n bibliotecas de componentes del modelo y ejemplos de modelos com-
pletos.
Adema´s de las caracter´ısticas de DESK, JDESK posee ciertas caracter´ısticas
especiales de la simulacio´n v´ıa web:
El modelo se implementa en Java: el usuario no debe aprender un lenguaje
espec´ıfico para utilizar el simulador. Permite integrar elementos externos a
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la simulacio´n. Las funciones del simulador pueden estar mezcladas con otras
funciones escritas en Java. Permite utilizar objetos implementados para otros
propo´sitos. Es multiplataforma: una vez creado el modelo de simulacio´n usando
JDESK, puede ejecutarse en diferentes plataformas sin necesidad de volver a
acceder al simulador, compilando el co´digo en cada plataforma.
JDESK facilita la definicio´n, depuracio´n y modificacio´n de modelos, mediante
ventanas de edicio´n y controles.
Creacio´n modular del modelo de simulacio´n. Permite reutilizar componentes de
otros modelos o del propio modelo, debido a la utilizacio´n de objetos de Java.
Soporta simulacio´n distribuida, permitiendo crear equipos de trabajo sobre un
mismo modelo, por la utilizacio´n de Java como lenguaje de implementacio´n del
modelo. Permite crear un repositorio de ejemplos y componentes de modelos,
mediante bibliotecas escritas en Java y compartir el conocimiento. Los modelos
escritos por un usuario pueden ser utilizados por otros usuarios como parte del
sistema simulado.
JDESK y DESK tienen ciertas caracter´ısticas comunes:
Creacio´n ra´pida y fa´cil del modelo de simulacio´n. Los modelos de simulacio´n
se implementan definiendo los componentes del modelo y su interconexio´n. El
modelo del sistema es una descripcio´n de los elementos que lo componen.
Fa´cil depuracio´n y modificacio´n del modelo. JDESK puede usarse como pro-
totipador.
Posibilidad de simular cualquier modelo: no impone restricciones al modelo a
simular (nu´mero de clientes o ES) y permite definir cualquier comportamiento
del sistema, por caprichoso que sea.
Permite incluir elementos externos dentro de la simulacio´n, como multimedia
o alarmas y simulacio´n en tiempo real.
Las caracter´ısticas del sistema pueden variar dina´micamente, incluso su topo-
log´ıa. Permite crear o destruir dina´micamente elementos del modelo de simu-
lacio´n.
Permite la utilizacio´n de caracter´ısticas avanzadas de modelos como sema´foros,
recursos o creacio´n de hijos.
El control de la simulacio´n puede realizarse en cualquier parte del sistema,
dependiendo de cualquier condicio´n o evento.
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El simulador incluye una serie de comportamientos predefinidos de sistemas, de
forma que cualquier sistema convencional puede modelarse fa´cil y ra´pidamente. Tam-
bie´n ofrece al usuario la posibilidad de definir comportamientos ma´s sofisticados; por
ejemplo, pol´ıticas de planificacio´n no convencionales que incluso var´ıen dependiendo
de las caracter´ısticas del cliente actual o del estado del sistema. En el ape´ndice B se
indica la forma de utilizar JDESK.
3.2.1. Conclusiones
JDESK tiene exactamente la misma funcionalidad de DESK. Aporta, respecto a
DESK, todas las ventajas de la simulacio´n en web respecto a la simulacio´n conven-
cional. Aunque, como desventaja, los costes de simulacio´n de JDESK son superiores
a los de DESK (apartado 5.1.2 del cap´ıtulo 5).
3.3. GDESK: Simulador de Eventos Discretos como
Nu´cleo de Aplicaciones Gra´ficas
GDESK (Game Discrete Event Simulation Kernel) [Garcia:2002] [Garcia:2003]
[Garcia:2004] es un nu´cleo de simulacio´n de aplicaciones gra´ficas en tiempo real,
que, una vez integrado en una aplicacio´n gra´fica, gestiona los eventos del sistema.
GDESK no puede funcionar de forma aislada, no tiene sentido si no se integra dentro
de una aplicacio´n.
GDESK controla la comunicacio´n de los objetos (figura 3.8). Esta comunicacio´n
se realiza mediante paso de mensajes. Las funciones principales de GDESK son:
Proporcionar a la aplicacio´n gra´fica las estructuras de datos y funciones nece-
sarias para modelar el mecanismo de paso de mensajes.
Gestionar la comunicacio´n de los objetos mediante paso de mensajes:
• Gestionar el proceso de env´ıo de mensajes.
• Mantener los mensajes enviados y todav´ıa no recibidos por el objeto des-
tino ordenados por tiempo de ocurrencia.
• Enviar los mensajes a los objetos destino en el instante de tiempo indi-
cado.
• Garantizar que los mensajes son enviados a los objetos receptores en el
tiempo indicado y ordenados por tiempo.
GDESK se limita a gestionar los mensajes que se env´ıan y reciben en el siste-
ma. No realiza ninguna tarea que los mensajes lleven asociada. El objeto receptor
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GDESK
Objeto A Objeto B
Mensaje
Figura 3.8: A´mbito de GDESK
sera´ quien ejecute la funcio´n que el propio objeto tenga asociada al mensaje. El ob-
jeto, en funcio´n del tipo de mensaje, procedente de un objeto emisor determinado y
con unos para´metros determinados, seleccionara´ el proceso de respuesta al mensaje.
Todo este proceso pertenece a la aplicacio´n gra´fica donde se integre GDESK y no al
propio GDESK.
En este caso, GDESK se utiliza para gestionar los eventos de una aplicacio´n
gra´fica en tiempo real, pero puede usarse en otro tipo de aplicaciones que necesiten
comunicar sus elementos mediante paso de mensajes. Si los mensajes llevan asociado
un tiempo de ocurrencia, la aplicacio´n donde se integre trabajara´ en tiempo real.
Si los mensajes tienen asociado tiempo 0, se reciben en el mismo instante en que se
env´ıan. En este caso la aplicacio´n no considera el tiempo real.
3.3.1. Objetivos
El objetivo de GDESK es crear un simulador de eventos discreto (partiendo
de DESK) que pueda servir como nu´cleo de simulacio´n de aplicaciones gra´ficas en
tiempo real. Este nu´cleo debe:
1. Gestionar los eventos del sistema de manera discreta.
2. Ser autocontenido, de manera que sea fa´cilmente integrable en otros motores
gra´ficos. Debe poder adaptarse a diferentes aplicaciones gra´ficas, por lo que,
parte de su funcionalidad debe poder delegarse en la aplicacio´n gra´fica.
3. Permitir una gestio´n de eventos transparente al usuario. El programador debe
interferir lo menos posible en el funcionamiento del nu´cleo.
3.3.2. Eventos del Sistema
El concepto de evento del sistema en GDESK corresponde a la definicio´n de
evento de la simulacio´n de sistemas [Fishman:1978] (ver apartado 2.3.1 del cap´ıtulo
2).
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Figura 3.9: Eventos en un sistema continuo y discreto
Uno de los objetivos de GDESK es gestionar los eventos del sistema de manera
discreta. Un ejemplo de diferencia entre el comportamiento continuo y discreto puede
ser una bomba con temporizador (figura 3.9). En el instante T se programa una
bomba para que estalle en 10 segundos. Un sistema continuo muestrea el sistema.
En cada muestreo pregunta si se ha alcanzado el tiempo en que la bomba debe
estallar. En un sistema discreto se genera un evento programado para dentro de 10
segundos que hara´ estallar la bomba. Se elimina el muestreo durante ese intervalo
de tiempo.
Con la integracio´n de GDESK se considera la aplicacio´n gra´fica como un sistema
discreto que evoluciona con la ocurrencia de eventos. La concepcio´n de la aplicacio´n
gra´fica como un sistema discreto permite modelar comportamientos discretos, con-
tinuos e h´ıbridos. Un comportamiento continuo corresponde a un comportamiento
discreto donde los eventos se producen a intervalos de tiempo fijos. En la aplicacio´n
pueden coexistir comportamientos de todo tipo, en diferentes objetos o en el mismo
objeto.
Un sistema discreto permite que un comportamiento continuo se muestree a
intervalos variables, segu´n las necesidades del objeto. La figura 5.33 del cap´ıtulo 5
muestra un ejemplo de muestreo de un objeto donde, segu´n el comportamiento var´ıe
ma´s o menos ra´pidamente, se generan eventos con una cadencia diferente.
En GDESK cada evento se modela mediante un mensaje. Con la introduccio´n
de GDESK el sistema debe funcionar como un sistema discreto utilizando para ello
el mecanismo de paso de mensajes.
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DESK GDESK
ES Objeto
Cliente o Evento Mensaje
Pool de clientes Gestor de memoria o Pool
Cola de eventos Gestor de mensajes o Dispatcher
Funciones de comportamiento Funciones de respuesta a mensajes
Tabla 3.6: Correspondencia entre los elementos de DESK y GDESK
3.3.3. Cambios en DESK para la Creacio´n de GDESK
DESK es un simulador de eventos discretos y, por tanto, no puede usarse direc-
tamente como nu´cleo de aplicaciones gra´ficas en tiempo real (exige ciertos ajustes).
Los cambios que se han llevado a cabo son:
1. Nomenclatura: la nomenclatura t´ıpica de simulacio´n de eventos discretos se
ha adaptado a una nomenclatura ma´s cercana a las aplicaciones gra´ficas. La
tabla 3.6 muestra los cambios llevados a cabo.
2. Gestio´n de tiempos: en un simulador de eventos discretos el tiempo del
simulador viene determinado u´nicamente por el tiempo de ocurrencia de los
eventos. El reloj de simulacio´n avanza cada vez que se produce un evento en
el sistema. Los eventos se ejecutan consecutivamente, sin esperas entre ellos.
Este tiempo no tiene relacio´n alguna con el tiempo real, pues lo que interesa
es el comportamiento del sistema para extraer conclusiones. En una aplicacio´n
gra´fica en tiempo real, los eventos deben ocurrir en el instante de tiempo real en
el que se ha indicado que ocurran. Por ello, el reloj de GDESK debe avanzar
con la ocurrencia de eventos, al igual que en DESK, pero u´nicamente si el
tiempo del sistema ha alcanzado el tiempo del evento. Si el siguiente evento
de GDESK debe suceder en el instante de tiempo Tevento y el reloj del sistema
se encuentra en el instante de tiempo Treal y Tevento > Treal, el sistema debe
quedar inactivo durante Tevento − Treal unidades de tiempo. Transcurrido ese
tiempo se ejecuta el evento pendiente y el reloj del simulador se actualiza con
el tiempo del evento ejecutado Treloj = Tevento.
3. Objetos (ES en DESK): la aplicacio´n gra´fica pasa a ser un conjunto de ob-
jetos que intercambian mensajes (eventos). Todos los objetos de la aplicacio´n
heredan de la clase base de GDESK, permitiendo que:
Los objetos contengan los me´todos de gestio´n de mensajes entrantes y
salientes.
GDESK pueda tratar todos los objetos de forma uniforme.
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Un objeto, cuando recibe un mensaje realiza una serie de tareas que el pro-
gramador define como consecuencia de la llegada de un mensaje espec´ıfico. Un
mensaje llega a un objeto y aqu´ı termina su cometido, por lo que se elimi-
na, envia´ndolo al pool de mensajes. El mensaje pasa directamente al pool de
mensajes, no transita a otro objeto.
Desaparecen ciertas estructuras de datos que anteriormente eran necesarias
para la gestio´n de las ES:
Los objetos no contienen ninguna clase de estructura que contenga men-
sajes, por lo que las colas de clientes dejan de existir.
Los objetos no dan servicio a los mensajes, por lo que los objetos no
contienen servidores.
En DESK se definen tres tipos de ES: fuentes, servidores y recursos. Esta
diferenciacio´n ya no existe en GDESK. Para el nu´cleo de simulacio´n so´lo
hay un tipo de objeto. La aplicacio´n gra´fica donde se integra GDESK
puede definir tantos tipos de objetos como considere necesario, pero para
GDESK todos se tratan de igual manera.
Funciones de comportamiento de las ES: las ES tienen asociado en DESK
funciones de comportamiento, que en GDESK dejan de existir:
• Funcio´n de tiempo de servicio: los mensajes no reciben ningu´n servicio
del objeto.
• Funcio´n de insercio´n en cola de espera y funcio´n de reinsercio´n en
cola de espera: la cola de espera deja de existir.
• Funcio´n de tra´nsito: un mensaje cuando abandona un objeto va di-
rectamente al pool, no transita a otro objeto.
• Funcio´n de nu´mero de recursos: no hay recursos.
• Funcio´n de usuario: se ejecuta cuando el cliente comienza a recibir
servicio en una ES. Ahora los mensajes no reciben servicio, por lo
que deja de tener sentido esta funcio´n.
El comportamiento de los objetos se define en la aplicacio´n gra´fica. Debe
existir un comportamiento del objeto mensaje al que sea sensible el objeto.
4. Mensajes (eventos en DESK): un mensaje modela la comunicacio´n entre dos
objetos o el comportamiento de un objeto. Un mensaje siempre lo genera un
objeto y tiene otro objeto como destino. Los mensajes en DESK contienen
una serie de atributos que sirven para definir el comportamiento de los objetos
implicados en la interaccio´n. En GDESK parte de los atributos del mensaje
son propios del simulador y parte los define el programador de la aplicacio´n.
Los mensajes dejan de tener el significado que un cliente (evento) ten´ıa en
DESK: la salida de un cliente de la ES donde estaba recibiendo servicio. Ahora
un mensaje es una cierta informacio´n que recibe un objeto en un instante
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determinado. El objeto no retiene el mensaje. Los mensajes en GDESK, al
igual que los clientes en DESK, sirven para decidir que elemento del sistema
esta´ activo en un momento determinado.
5. Fin de la simulacio´n: DESK permite varias formas de finalizar la simulacio´n
de un sistema: simular hasta que se alcanza un tiempo ma´ximo, simular hasta
que se cumpla una determinada condicio´n que establece el programador o
simular hasta que no se producen eventos en el sistema. Ninguna de estas
formas de finalizacio´n de la simulacio´n es apropiada para una aplicacio´n gra´fica
en tiempo real. La finalizacio´n de la simulacio´n en GDESK debe producirse
expl´ıcitamente mediante un evento de usuario o por una condicio´n de error. Si
la cola de mensajes pendientes esta´ vac´ıa, la aplicacio´n gra´fica esta´ pausado o
realizando un determinado proceso.
GDESK mantiene toda la potencia y funcionalidad de DESK, aunque ciertos
elementos hayan desaparecido por dejar de tener sentido en aplicaciones gra´ficas en
tiempo real. Los aspectos que se han modificado afectan a su operatividad, pero
mantienen la misma flexibilidad y potencia de DESK. Ciertos elementos se eliminan
de GDESK porque se complementan con otros elementos de la aplicacio´n gra´fica
donde se integra. La tabla 3.7 muestra un resumen de los aspectos que se han
cambiado y mantenido. La declaracio´n de los objetos de la aplicacio´n y la definicio´n
de su comportamiento corresponde a la definicio´n de ES y su comportamiento en
DESK.
3.3.4. Lenguaje de Implementacio´n
Fly3D esta´ implementado utilizando C++, al igual que DESK, por lo que no es
necesario cambiar de lenguaje para la implementacio´n de GDESK.
3.3.5. Entidades Ba´sicas
Las entidades ba´sicas con las que trabaja el nu´cleo de simulacio´n son los men-
sajes. Los mensajes sirven para comunicar objetos de la aplicacio´n gra´fica donde se
integra GDESK. Los objetos se definen y gestionan en la aplicacio´n gra´fica. GDESK
so´lo env´ıa y recibe mensajes de los objetos. Aunque los objetos no pertenecen a
GDESK deben incluir las funciones de recepcio´n y env´ıo de mensajes de GDESK
para poder comunicarse mediante paso de mensajes.
3.3.5.1. Mensajes
Los mensajes son elementos pasivos que sirven para comunicar los objetos de la
aplicacio´n gra´fica. Pertenecen a la clase GDeskMessage (figura 3.10). Un objeto so´lo
puede actuar y modificar su comportamiento cuando le llega un mensaje que as´ı se
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DESK GDESK Funcionalidad
Flexibilidad Alta y similar
Potencia Alta y similar
Estructura Similar
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Tabla 3.7: Comparativa de funcionalidad de DESK y GDESK
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Figura 3.10: Mensaje de GDESK
lo indica. El comportamiento del objeto es el conjunto de respuestas a los posibles
mensajes a los que es sensible (corresponde a las antiguas funciones de comporta-
miento de DESK). El mecanismo de paso de mensajes modela el comportamiento de
cada objeto y del sistema en general. Cualquier proceso que involucre a los objetos
debe ser modelado mediante paso de mensajes.
Un mensaje contiene dos tipos de para´metros:
1. Para´metros de gestio´n del simulador o para´metros de GDESK: los
utiliza y gestiona el simulador, pero el usuario puede darles valor y consultarlos.
Contiene la informacio´n necesaria para comunicar el objeto fuente con el objeto
destino. Son:
Objeto origen del mensaje.
Objeto destino del mensaje.
Tiempo de ocurrencia del evento asociado al mensaje. Es el intervalo de
tiempo, transcurrido el cual, se desea que el mensaje sea recibido por el
objeto destino.
Enlace del mensaje al pool.
El objeto destino y el tiempo de ocurrencia los determina el programador de la
aplicacio´n gra´fica al enviar un mensaje. Estos para´metros no son directamente
accesibles por el programador (debe utilizar una funcio´n para modificarlos),
para evitar que el programador pueda modificar incorrectamente datos necesa-
rios para el simulador. Estos son los u´nicos datos del mensaje que el simulador
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utiliza. La declaracio´n de estos atributos pertenece al mensaje base del simu-
lador y no es modificable por el programador. Estos para´metros los gestiona
GDESK.
2. Para´metros de la aplicacio´n gra´fica: cada aplicacio´n puede necesitar una
coleccio´n diferente de para´metros, por lo que se deja libertad al usuario para
que defina parte de los para´metros del mensaje con la finalidad de dotar al
nu´cleo de simulacio´n de la ma´xima flexibilidad posible. El programador puede
an˜adir tantos atributos al mensaje como sean necesarios para dotarlo de con-
tenido. Estos para´metros los define, declara y gestiona el programador y son
comunes a todos los objetos de la aplicacio´n. Son completamente transparentes
al nu´cleo de simulacio´n. Contienen la informacio´n necesaria para modelar el
comportamiento de los objetos y la interaccio´n entre e´stos. La respuesta de un
objeto a un mensaje puede ser diferente en funcio´n de determinados valores de
estos para´metros. Por ejemplo, una piedra choca contra una pared. La piedra
env´ıa un mensaje a la pared indica´ndole su taman˜o, velocidad, peso, tipo de
material y forma. Cuando la pared recibe el mensaje, puede destruirse, defor-
marse o permanecer inalterable dependiendo de los para´metros del mensaje.
El comportamiento del objeto receptor depende de quien es el objeto emisor
del mensaje, del tipo de mensaje (para´metros de la aplicacio´n) y del estado
actual del objeto.
El objeto origen y destino de un mensaje puede ser el mismo. Esta es una forma
de modelar comportamientos continuos del simulador (modela el comportamiento del
objeto). Si el objeto receptor es un objeto diferente, el mensaje sirve para comunicar
los dos objetos.
3.3.5.2. Objetos
Los objetos ba´sicos del simulador son los objetos ba´sicos de la aplicacio´n gra´fica.
Simulador y aplicacio´n comparten objetos. Para que un objeto pueda comunicarse
con el resto de objetos debe incluir las funciones de recepcio´n y env´ıo de mensajes
del simulador, por tanto, debe heredar de la clase base de los objetos del simulador
GDESK CEntity (figura 3.11). Esta clase base proporciona a los objetos me´todos
para la recepcio´n y el env´ıo de mensajes. El resto del objeto lo define y controla el
programador.
Las funciones de env´ıo y recepcio´n de mensajes del objeto son:
GDESK SendMessage(objeto receptor, tiempo): env´ıa un mensaje que debe re-
cibir el objeto receptor cuando transcurra el tiempo indicado como para´metro.
Si el mensaje debe producirse en el instante actual el tiempo del mensaje de-
be ser cero. Esta funcio´n la invoca el programador dentro de las funciones de
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Figura 3.11: Objeto base de GDESK
comportamiento del objeto cuando desea que el objeto env´ıe un mensaje.
GDESK ReceiveMessage(mensaje): funcio´n virtual que se ejecuta cuando el
objeto recibe un mensaje. El contenido de esta funcio´n depende exclusivamente
del programador del juego. Un objeto toma el control de la simulacio´n cuando
recibe un mensaje. Esta funcio´n define el comportamiento del objeto o invoca
a las funciones de comportamiento.
3.3.6. Funciones de Comportamiento
Las funciones de comportamiento definen en DESK el comportamiento, la topo-
log´ıa y la estructura del sistema. Se definen y asocian a cada ES. Estas funciones
dejan de existir en GDESK. Las ES de DESK son en GDESK los objetos de la
aplicacio´n gra´fica y por tanto esta´n definidos por el programador de la aplicacio´n
gra´fica, no esta´n incluidos en el nu´cleo de GDESK. GDESK trabaja con los mensajes
que los objetos se env´ıan. En DESK las funciones de comportamiento las ejecuta el
propio DESK.
En GDESK el proceso se ha adaptado a la nueva situacio´n: la coexistencia duran-
te la ejecucio´n de GDESK y de la aplicacio´n gra´fica. Mediante el mecanismo de paso
de mensajes GDESK env´ıa los datos a los objetos para que pongan en ejecucio´n su
funcio´n de comportamiento adecuada (aunque el te´rmino funcio´n de comportamien-
to ya no tiene sentido en GDESK, es realmente el proceso de respuesta del objeto
al mensaje). Durante la ejecucio´n, el control de la ejecucio´n pasa constantemente de
GDESK a un objeto del sistema determinado. El objeto del sistema define su res-
puesta a un tipo de mensaje determinado, con unos para´metros determinados. Esta
respuesta de los objetos corresponde a las funciones de comportamiento de GDESK.
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Figura 3.12: Arquitectura de GDESK
3.3.7. Arquitectura
Para gestionar el proceso de paso de mensajes, GDESK utiliza dos estructuras
principales: el gestor de mensajes y el gestor de memoria (figura 3.12). Estas estruc-
turas trabajan con mensajes. GDESK trata con objetos para enviarles y recibir de
ellos mensajes, pero no gestiona objetos. Los objetos son entidades de la aplicacio´n
gra´fica manejadas por la propia aplicacio´n.
3.3.7.1. Gestor de Mensajes: Dispatcher
El gestor de mensajes es la estructura de datos principal del simulador y se
encarga de controlar el env´ıo y recepcio´n de mensajes. Todos los mensajes del sistema
los gestiona el dispatcher. Cuando un objeto env´ıa un mensaje a otro objeto (o a si
mismo), no lo hace directamente, sino que es el dispatcher quien controla el proceso.
Sus funciones principales son:
Capturar los mensajes enviados por los objetos (de un objeto a otro o de un
objeto a si mismo). Los objetos env´ıan y reciben mensajes como si el dis-
patcher no existiese. El dispatcher es transparente a los objetos. Un objeto
env´ıa un mensaje a otro objeto utilizando la funcio´n de env´ıo de mensajes,
pero realmente el mensaje es capturado por el dispatcher. Los objetos reciben
los mensajes como si los hubiesen enviado directamente los objetos emisores.
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La funcio´n de env´ıo de mensaje de los objetos, realmente env´ıa el mensaje al
dispatcher.
Sincronizar los mensajes de los objetos. El tiempo del mensaje es el tiempo
que debe transcurrir desde que se env´ıa el mensaje hasta que es recibido por
el objeto destino. Este tiempo se convierte a un tiempo global del simulador.
Mantener los mensajes cuyo tiempo todav´ıa no ha vencido ordenados por tiem-
po de ocurrencia.
Enviar los mensajes cuyo tiempo ha vencido a los objetos destino, invocando la
funcio´n de recepcio´n de mensaje del objeto destino. La funcio´n de recepcio´n de
mensaje del objeto la implementa el programador, por lo que el programador
decide el comportamiento del objeto como respuesta al mensaje.
El dispatcher contiene dos elementos ba´sicos:
Reloj de la simulacio´n: contiene el tiempo actual de simulacio´n del sistema.
Se actualiza cada vez que el dispatcher env´ıa un mensaje al objeto destino.
Estructura de almacenamiento de mensajes: contiene los mensajes que
los objetos han enviado y todav´ıa no ha vencido su tiempo de recepcio´n or-
denados ascendentemente por el tiempo asociado al mensaje. La estructura
elegida para almacenar los mensajes es un heap por las siguientes razones:
• Las operaciones a realizar con el heap son u´nicamente insercio´n ordenada
y eliminacio´n de cabeza. El coste de estas operaciones es O(log N) (tabla
3.3).
• No se deben realizar operaciones de eliminacio´n intermedia (motivo por
el cual se eligio´ utilizar como estructura de gestio´n de eventos en DESK
una lista doblemente enlazada).
El heap se implementa sobre un vector (figura 3.13). Se ha optado por esta
representacio´n porque los costes amortizados de ordenacio´n son menores que
utilizando una representacio´n de nodos enlazados. Los elementos del vector
son estructuras con dos campos: tiempo absoluto del mensaje y puntero al
mensaje almacenado.
El gestor de mensajes se redimensiona cuando el nu´mero de mensajes esperan-
do a ser enviados alcanza un determinado porcentaje de su capacidad. Este
proceso supone incrementar el taman˜o del vector en un cierto nu´mero de ele-
mentos. El valor l´ımite para lanzar la redimensio´n y el nu´mero de elementos
que se an˜aden al vector son configurables por el usuario.
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Figura 3.14: Pool de GDESK
3.3.7.2. Gestor de Memoria: Pool
El gestor de memoria o pool (figura 3.14) se encarga de almacenar los mensajes
que no esta´n actualmente en el sistema. El gestor de memoria tiene como objetivo
minimizar las llamadas al GMD, evitando crear y destruir mensajes dina´micamente
si no es imprescindible. La funcionalidad y estructura es casi la misma que en DESK
(apartado 3.1.6.4). Las diferencias entre ambas estructuras son:
El pool de GDESK se inicializa con un nu´mero determinado de mensajes.
Este nu´mero corresponde con el nu´mero de mensajes que inicialmente puede
gestionar el dispatcher. Este valor es configurable por el programador de la
aplicacio´n gra´fica. El pool de DESK esta´ inicialmente vac´ıo.
Cuando el gestor de mensajes se redimensiona, el pool tambie´n se redimensio-
na. Se crean dina´micamente tantos mensajes como nuevos elementos se han
an˜adido al gestor de mensajes. De esta forma existe siempre un mensaje en el
pool si hay una posicio´n libre del vector del dispatcher. El nu´mero de men-
sajes totales en el simulador sera´ el nu´mero de mensajes actualmente en el
pool mas el nu´mero de mensajes circulando por el sistema. Este nu´mero total
de mensajes corresponde con el nu´mero de mensajes que puede gestionar el
dispatcher.
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El pool utiliza una lista LIFO simplemente enlazada para almacenar los mensajes.
El propio mensaje contiene el puntero de enlace en esta lista, para evitar crear y
destruir nodos de la lista dina´micamente. Los objetos se comunican directamente con
el pool para solicitar mensajes vac´ıos y para deshacerse de los mensajes recibidos
una vez procesados (figura 3.12).
3.3.7.3. Dina´mica del Nu´cleo de Simulacio´n
La figura 3.15 muestra el proceso llevado a cabo por el dispatcher en la dina´mica
del sistema global. GDESK toma el control de la simulacio´n en dos ocasiones:
1. La aplicacio´n gra´fica invoca la funcio´n de simulacio´n de GDESK (habitual-
mente desde el bucle principal de la aplicacio´n).
2. Un objeto de la aplicacio´n gra´fica env´ıa un mensaje a otro objeto.
Cuando se invoca la funcio´n de simulacio´n de GDESK (GDESK Simulate) el
control pasa al dispatcher. El proceso llevado a cabo por el dispatcher cuando se
invoca la funcio´n de simulacio´n es:
1. El dispatcher env´ıa todos los mensajes cuyo tiempo es menor o igual al tiempo
de simulacio´n. Para ello invoca el proceso de recepcio´n de mensajes del objeto
destino.
2. El reloj de simulacio´n se actualiza con cada mensaje procesado.
3. Si el tiempo del mensaje de cabeza Tcabeza todav´ıa no se ha cumplido significa
que no hay mensajes pendientes de enviar. Y no los habra´ durante Tinactivo =
Tsimulacion − Tcabeza unidades de tiempo.
Cuando un objeto de la aplicacio´n gra´fica env´ıa un mensaje a otro objeto el
control de la simulacio´n pasa al dispatcher de GDESK. Los pasos seguidos son:
1. El dispatcher captura el mensaje enviado antes de llegar a su destinatario.
2. Calcula el tiempo absoluto del mensaje. El tiempo del mensaje indica el inter-
valo de tiempo que debe tardar el mensaje en ser recibido por su destinatario.
Este tiempo debe convertirse a un tiempo de simulacio´n absoluto, an˜adie´ndole
el tiempo de simulacio´n de GDESK.
3. El mensaje se inserta en el heap ordenado por el tiempo absoluto del mensaje.
4. El dispatcher comprueba si tiene mensajes pendientes de enviar y los env´ıa
(siguiendo el mismo proceso que cuando se comienza la simulacio´n porque se
ha invocado la funcio´n de simulacio´n de GDESK).
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Figura 3.15: Proceso del dispatcher en GDESK
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El dispatcher finaliza su ejecucio´n, por lo que el control de la simulacio´n pasa al
bucle principal de la aplicacio´n gra´fica, pero u´nicamente durante Tinactivo unidades de
tiempo. Este tiempo inactivo debe recalcularse para absorber los tiempos de proceso,
como se vera´ posteriormente. El control de este tiempo depende exclusivamente de la
aplicacio´n, no lo trata GDESK. La aplicacio´n podr´ıa liberarlo para otras aplicaciones
o quedarse en un bucle de espera. Transcurrido este tiempo, el control debe volver
al dispatcher para que pueda seguir el proceso de env´ıo de mensajes. Cada vez que
comienza a ejecutarse la simulacio´n de GDESK es porque hay un mensaje pendiente.
GDESK debe integrarse en una aplicacio´n gra´fica para poder funcionar. Por ello
la dina´mica del sistema la comparte con la aplicacio´n gra´fica en la que esta´ integrado.
En el apartado 4.5 del cap´ıtulo 4 se explica detalladamente la dina´mica del sistema
de GDESK integrado en Fly3D.
El mecanismo de paso de mensajes tiene sentido integrado en una aplicacio´n
gra´fica, por lo que tambie´n se explica en el cap´ıtulo 4 (apartado 4.4).
3.3.7.4. Tiempo de Simulacio´n
GDESK trata de ejecutar correctamente el comportamiento definido para los
objetos a costa de que el tiempo de simulacio´n pueda diferir del tiempo real. Si el
tiempo de simulacio´n es superior al tiempo real, significa que el sistema esta´ colap-
sado (no es capaz de simular manteniendo la calidad de servicio definida en tiempo
real). Por ello, el reloj de simulacio´n no se ajusta al reloj del sistema.
Absorcio´n de Tiempo
Cuando el dispatcher env´ıa un mensaje a su destinatario se ejecuta todo el pro-
ceso asociado al mensaje, como proceso de visualizacio´n, simulacio´n, deteccio´n de
colisiones o env´ıo de mensajes respuesta. Estos procesos pueden consumir un tiempo
variable, dependiendo del tipo de proceso, la potencia de ca´lculo de la ma´quina o el
nu´mero de objetos implicados.
El dispatcher cuando no tiene mensajes pendientes de procesar retorna el control
al programa principal por un tiempo limitado, hasta que se cumpla el tiempo del
primer mensaje pendiente. El dispatcher calcula el tiempo que quiere estar inactivo y
comunica este tiempo al programa principal, quien lo usa como considere ma´s apro-
piado. Para calcular el tiempo de inactividad debe tenerse en cuenta el tiempo que el
dispatcher ha estado ocupado ejecutando mensajes y sus procesos correspondientes.
Sea:
Tinactivo tiempo que debe estar inactivo el dispatcher hasta que deba procesar el
siguiente evento.
Tsimulacion tiempo actual del reloj de simulacio´n.
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N nu´mero de mensajes procesados consecutivamente por el dispatcher la u´ltima vez
que tomo´ el control de la ejecucio´n.
Tproceso tiempo consumido en el procesamiento de los N mensajes y sus procesos
asociados.
Tprocesoi tiempo de procesamiento consumido por el mensaje i.
Tmensaje pendiente tiempo asociado al primer mensaje pendiente que el dispatcher
debe ejecutar cuando vuelva a tomar el control de la simulacio´n.






El tiempo Tproceso debe ser absorbido por el tiempo inactivo (ecuacio´n 3.7). Este
tiempo no puede ser negativo.
Tinactivo = max(Tmensaje pendiente − Tsimulacion − Tproceso, 0) (3.7)
Si se cumple la ecuacio´n 3.8 el sistema no tiene potencia de ca´lculo suficiente
para simular y visualizar el sistema en tiempo real (sistema colapsado).
Tmensaje pendiente − Tsimulacion − Tproceso ≤ 0 (3.8)
Los sistemas continuos siguen el tiempo real, aun a costa de perder calidad en
la simulacio´n, simular incorrectamente o no detectar colisiones.
GDESK prioriza la correcta simulacio´n del sistema y el mantenimiento de la
calidad de servicio de los objetos sobre la ejecucio´n del sistema en tiempo real. El
sistema consume el tiempo necesario para simular los objetos adecuadamente. Por
ello, el sistema se ralentiza para poder ejecutar todos los mensajes con la cadencia
indicada. En este caso el tiempo de simulacio´n es mayor que el tiempo real del
sistema. Se ejecutan todos los eventos, independientemente de que el sistema este´ o
no colapsado.
Si el usuario desea que en su aplicacio´n gra´fica utilizando GDESK se priorice
la ejecucio´n en tiempo real sobre la correcta simulacio´n del sistema, debe definir
comportamientos de objetos adaptables a la carga del sistema. Un comportamiento
adaptable supondr´ıa, por ejemplo disminuir la carga de simulacio´n o visualizacio´n
de los objetos o disminuir la frecuencia de cuadro.
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3.3.8. Monitorizacio´n del Sistema
GDESK permite monitorizar el sistema. Las antiguas funciones de contabilidad
de DESK se adaptan a las necesidades de un nu´cleo de simulacio´n de aplicaciones
gra´ficas en tiempo real. Estas funciones se utilizan para obtener los resultados de la
monitorizacio´n del sistema.
La monitorizacio´n del sistema se lleva a cabo en dos niveles:
1. Monitorizacio´n de GDESK. Monitorizacio´n de los procesos asociados u´ni-
camente a GDESK.
2. Monitorizacio´n de la aplicacio´n gra´fica donde se integra GDESK.
Esta monitorizacio´n se define para la aplicacio´n gra´fica donde se integra y se
explica detalladamente en el cap´ıtulo 4.
La monitorizacio´n de GDESK es independiente de la monitorizacio´n de la apli-
cacio´n gra´fica, pues es independiente de la aplicacio´n donde se integra. En cambio
la monitorizacio´n de la aplicacio´n gra´fica depende exclusivamente de la aplicacio´n
gra´fica aunque utilice mecanismos de GDESK para llevarse a cabo.
3.3.8.1. Monitorizacio´n de GDESK
La monitorizacio´n de GDESK permite comprobar la sobrecarga de gestio´n por la
utilizacio´n de GDESK y en que procesos se consume esta sobrecarga. En el apartado
5.2.2.7 del cap´ıtulo 5 se muestra cual es el porcentaje de sobrecarga de gestio´n de
eventos en las pruebas realizadas.
Se selecciona mediante una sentencia de preprocesador. Permite obtener un fi-
chero (THR GDeskProfile.txt) con los resultados de la monitorizacio´n al finalizar la
ejecucio´n de la simulacio´n. En este fichero se incluye una serie de informacio´n tem-
poral de las funciones del nu´cleo de GDESK. Esta monitorizacio´n permite conocer
el tiempo consumido en cada uno de los procesos de GDESK. Para cada proceso
relevante de GDESK se muestra:
Nu´mero de ejecuciones.
Nu´mero de ciclos de reloj consumidos.
Segundos consumidos.
En este fichero, adema´s, se incluyen resultados del proceso global de simulacio´n:
Tiempo total consumido en el proceso de simulacio´n.
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Tiempo total consumido en el proceso de visualizacio´n.
Tiempo real consumido por la aplicacio´n gra´fica en la ejecucio´n.
3.3.9. Aritme´tica
DESK incluye la posibilidad de seleccionar el tipo de aritme´tica (coma flotante o
coma fija). Por simplicidad se ha considerado u´nicamente aritme´tica en coma flotante
en GDESK. Una posible l´ınea futura de investigacio´n es la integracio´n de coma fija
en el nu´cleo de simulacio´n.
3.3.10. Conclusiones
GDESK es la adaptacio´n del simulador de eventos discreto DESK a nu´cleo de
aplicaciones gra´ficas en tiempo real. GDESK es un nu´cleo monol´ıtico e independiente
de la aplicacio´n en la que se integra. Pero no puede funcionar si no se integra en una
aplicacio´n gra´fica.
Aunque algunos de los elementos de DESK (completamente innecesarios para
gestionar los eventos de una aplicacio´n gra´fica) han desaparecido en GDESK, pues
dejan de tener sentido, los elementos ba´sicos y la potencia del nu´cleo se han manteni-
do. Los principios ba´sicos de ambos nu´cleos son los mismos: flexibilidad, posibilidad
de simular cualquier sistema y la no imposicio´n de restricciones al sistema. Las es-
tructuras ba´sicas de GDESK son la mismas que DESK, pero adaptadas a la nueva
situacio´n.
La principal diferencia entre DESK y GDESK es la gestio´n de tiempos. En
GDESK el tiempo de simulacio´n corresponde, mientras el sistema no este´ colapsado,
al tiempo real del sistema.
GDESK gestiona los eventos del sistema haciendo que los objetos de la aplicacio´n
gra´fica donde se integra se comuniquen mediante paso de mensajes. GDESK discre-
tiza la aplicacio´n gra´fica donde se integra. La simulacio´n discreta permite modelar
comportamientos discretos, continuos e h´ıbridos. Una consecuencia de la discreti-
zacio´n del sistema es el desacoplo de las fases de visualizacio´n y simulacio´n. Para
que GDESK funcione correctamente la aplicacio´n donde se integra debe utilizar el
mecanismo de paso de mensajes para modelar el comportamiento de los objetos de
la aplicacio´n. Si GDESK se integra en la aplicacio´n, pero e´sta no lo utiliza correcta-
mente, el comportamiento puede seguir siendo continuo o no desacoplar el sistema.
GDESK controla el proceso de env´ıo y recepcio´n de mensajes. Los mensajes
tiene asociado un tiempo que indica el instante en que deben ser recibidos por el
objeto receptor. GDESK captura los mensajes enviados y los almacena hasta que se
cumple el tiempo del mensaje. En ese instante env´ıa el mensaje al objeto receptor.
3.3 GDESK: Simulador de Eventos Discretos como Nu´cleo de Aplicaciones Gra´ficas 117
GDESK so´lo trata con mensajes, no realiza los procesos que el objeto receptor tenga
asociados al mensaje.
En el cap´ıtulo 4 se muestra la integracio´n de GDESK en una aplicacio´n gra´fica
en tiempo real concreta: el nu´cleo de videojuegos Fly3D, para obtener el nu´cleo de
videojuegos DFLy3D, discreto desacoplado. Los resultados de esta integracio´n se
muestran en el cap´ıtulo 5.
Cap´ıtulo 4
DFly3D: Fly3D Discreto
GDESK por si so´lo no tiene sentido, debe integrarse dentro de una aplicacio´n
gra´fica para comprobar su funcionalidad. El presente cap´ıtulo muestra la integracio´n
de GDESK en una aplicacio´n gra´fica de tiempo real: el motor de videojuegos Fly3D,
co´mo se modifica la funcionalidad de Fly3D y se complementa con GDESK. Las
razones por las que se ha elegido Fly3D para integrar GDESK se muestran en el
apartado 2.6 del cap´ıtulo 2.
La aplicacio´n gra´fica seleccionada debe modificarse en dos sentidos:
1. La aplicacio´n debe orientarse a eventos, modela´ndolos mediante paso de men-
sajes. El proceso visualizacio´n debe orientarse a eventos tambie´n.
2. Integrar el nu´cleo de simulacio´n GDESK, que gestiona los mensajes (eventos)
del sistema.










Figura 4.1: Integracio´n de GDESK en Fly3D
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[Garciae:2004] es un nu´cleo de aplicaciones gra´ficas en tiempo real discreto y de-
sacoplado. Se obtiene integrando el nu´cleo de simulacio´n GDESK en Fly3D (figura
4.1).
Una aplicacio´n creada usando DFLy3D es un conjunto de objetos comunica´ndose
mediante paso de mensajes.
Integrar GDESK en Fly3D no supone cambiar procesos del videojuego como
proceso de visualizacio´n o me´todo de deteccio´n de colisiones, ni estructuras como el
grafo de escena. Simplemente se modifica la simulacio´n del videojuego y el instante
de tiempo en que se realiza cada visualizacio´n.
Una vez integrado en Fly3D, GDESK gestiona el paso de mensajes del siste-
ma. Todos los objetos que se comuniquen mediante paso de mensajes tendra´n un
comportamiento orientado a eventos. La orientacio´n a eventos permite discretizar el
sistema. Simular el comportamiento de un objeto de forma discreta permite modelar
cualquier comportamiento del objeto, continuo, discreto e h´ıbrido (ver apartado 3.3.2
del cap´ıtulo 3). Uno de los principales procesos que deben discretizarse es el proceso
de visualizacio´n, pues permite desacoplar las fases de simulacio´n y visualizacio´n.
GDESK por si so´lo, ni discretiza ni desacopla el sistema.
La integracio´n conlleva modificar Fly3D para que el sistema funcione median-
te paso de mensajes (discretizar el sistema), incluido el proceso de visualizacio´n
(desacoplo).
DFly3D se deja preparado para funcionar de modo continuo o discreto (coexisten
Fly3D y DFly3D). La seleccio´n de un modo u otro se realiza mediante sentencias de
preprocesador.
4.1. Objetos
Antes de comenzar con la integracio´n de GDESK en Fly3D, se debe introducir el
elemento ba´sico de la aplicacio´n gra´fica DFly3D, resultado de la integracio´n: el objeto
de DFly3D. Una aplicacio´n de DFly3D es un conjunto de objetos intercambiando
mensajes (figura 4.2). Todos los elementos de DFly3D deben ser objetos. Adema´s,
estos objetos deben contener las funciones para comunicarse con otros objetos del
sistema. Estas funciones les permiten enviar y recibir mensajes, y por tanto que la
gestio´n de sus eventos la realice GDESK. Todos los objetos deben heredar del objeto
base de GDESK.
A pesar de que todos los objetos de DFly3D deben contener las funciones de
comunicacio´n, no tienen porque ser todos exactamente del mismo tipo. El progra-
mador puede definir tantos tipos de objetos como sea necesario, pero deben estar
agrupados en dos categor´ıas (figura 4.3):
120 Cap´ıtulo 4 DFly3D: Fly3D Discreto
õö ÷ øùú ûﬀü÷ ý ÷ ú þ0ß 







	 ) 	 *
+-,
 . / 0
,
 	 *GDESK
Figura 4.2: Objetos en DFLy3D
Objeto Básico
F l y 3 D
Objeto Básico
G D E S K
132 4 2 56 7 8
1%2 4 2 56 7 8
132 4 2 56 7 8
93: ;<>=@?BA C DFEB: A G EBHA IBJ
93: ;<>=LK JMA H>A EB: A G EBHA IBJ
Estructuras
d e  A p o y o
F un ci o n e s
V i rtual e s
D F l y 3 D  Objeto d el
V i d eoju eg o
93: ;<>=ONQPBRSDFJMA H EBHA IBJ
9>;<>=T-U V E>C W W W
X
="YZB[
\%] HA ^MA VM_] JFC E `>]
X
="YZB[
Y3JFaA EBVM_] JFC E `>]
X
="YZB[bT-^BU ] JB] V%DFJ
_] JFC E `>]dcB] :>ePBPB:
X
="YZB[
\3] H>A ^MA V_f] JFC E `>]
Estructuras
d e  A p o y o
F un ci o n e s
V i rtual e s
D F l y 3 D  Objeto d el
S istem a
O tras
F un ci o n e s
X
="YZB[
Y%JFa>A EBV_f] JFC E `F]
X
="YZB[LTg^BU ] JB] V3DFJ
_f] JFC E `F]QcB] :>ePBPF:
O tras
F un ci o n e s
Figura 4.3: Tipos de objetos en DFLy3D
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1. Objetos del sistema: son los objetos que realizan tareas del nu´cleo de Fly3D
(mo´dulo flyEngine). Se crean durante el proceso de integracio´n de GDESK en
Fly3D para aislar el co´digo correspondiente a ciertas tareas, para que puedan
ser objetos de GDESK y puedan comunicarse mediante paso de mensajes. No
se definen nuevos objetos del sistema una vez se ha terminado el proceso de
integracio´n. Heredan del objeto base de GDESK. No son accesibles para el
programador de las aplicaciones creadas usando DFly3D.
2. Objetos del videojuego: son los objetos creados para una aplicacio´n o vi-
deojuego (plugin) de DFly3D. Son independientes del nu´cleo de DFLy3D. Por
ejemplo, personajes, paredes, armas o proyectiles. Son los mismos objetos crea-
dos en Fly3D (heredan del objeto base de Fly3D) pero su comportamiento se
modela mediante paso de mensajes (heredan del objeto base de GDESK). La
diferencia fundamental radica en la funcio´n de simulacio´n del objeto (step).
Estos objetos au´nan las caracter´ısticas de los objetos ba´sicos de Fly3D con
las caracter´ısticas de los objetos ba´sicos de GDESK. Estos objetos los crea y
define el programador de la aplicacio´n gra´fica.
Ambos objetos generan mensajes. GDESK trata todos los mensajes de la mis-
ma forma, independientemente del tipo de objeto que los genera. No se establecen
prioridades impl´ıcitas de mensajes. La prioridad viene determinada por el tiempo
de ocurrencia del mensaje (los mensajes se ejecutan ordenados por el tiempo del
mensaje).
4.2. Integracio´n de GDESK en Fly3D
En este apartado se van a detallar los cambios que se han llevado a cabo en
Fly3D para integrar GDESK.
Fly3D diferencia claramente el nu´cleo de la aplicacio´n gra´fica de los videojue-
gos creados usando el nu´cleo. Por tanto, la integracio´n de GDESK en Fly3D debe
realizarse en dos niveles (figura 4.4):
1. Cambiar el nu´cleo de Fly3D para integrar GDESK. El nu´cleo de Fly3D esta´ al-
tamente modularizado. Esto permite que los cambios a realizar impliquen u´ni-
camente a los siguientes mo´dulos:
Mo´dulo flyEngine de Fly3D. Este mo´dulo contiene, entre otros, los proce-
sos de simulacio´n y visualizacio´n del sistema (estos procesos invocan las
funciones de simulacio´n y visualizacio´n de cada objeto del videojuego).
Front-end del videojuego. Este modulo incluye el bucle principal de la
aplicacio´n (que debe ser modificado).
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Figura 4.4: Cambios en Fly3D para integrar GDESK
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2. Modificar las aplicaciones creadas usando Fly3D que se van a utilizar en las
pruebas de integracio´n. Supone modificar cada uno de los objetos de las apli-
caciones (plugins) para que la simulacio´n este´ controlada por GDESK.
4.2.1. Cambios en el Nu´cleo de Fly3D: Objetos del Sistema
El mo´dulo flyEngine de Fly3D contiene funciones llamadas directamente por el
videojuego (plugins de la figura D.1 del ape´ndice D) o por el bucle principal de la
aplicacio´n (front-end de la figura D.2 del ape´ndice D). Durante la integracio´n, estas
tareas que son invocadas por las aplicaciones o por el nu´cleo del videojuego deben
aislarse en objetos. La mayor parte del co´digo del mo´dulo flyEngine no se modifica,
u´nicamente una pequen˜a parte.
Los objetos del sistema en DFly3D son (figura 4.4):
Consola.
Visualizador.




Cada objeto controla una tarea espec´ıfica del nu´cleo de DFly3D manteniendo
la misma funcionalidad de los procesos de Fly3D. Los objetos del sistema usan
estructuras comunes del nu´cleo. El objetivo de crear estos objetos no es modularizar
el co´digo, sino crear unidades dina´micas que soporten paso de mensajes, para lo que
deben convertirse en objetos base de GDESK.
El comportamiento y la interaccio´n de estos objetos se modela mediante paso
de mensajes. Por ejemplo, cada vez que el objeto consola debe ejecutarse (como
consecuencia de que el usuario ha cambiado a modo consola), se env´ıa un mensaje al
objeto consola desde el objeto usuario. La consola, como consecuencia del mensaje,
toma el control de la ejecucio´n y actu´a en consecuencia.
Originalmente, las tareas que realizan estos objetos se muestreaban en cada
iteracio´n del bucle principal en Fly3D. En DFly3D cada objeto decide cuando y
como actuar. Por ejemplo, la consola so´lo actu´a cuando el usuario elige el modo
consola o cuando debe ejecutarse un comando de consola. El principal objetivo de la
creacio´n de estos objetos es evitar el muestreo de componentes que produce un bucle
principal de videojuegos tradicional continuo acoplado (algoritmo 1 del cap´ıtulo 2).
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Cada antigua llamada a funciones de Fly3D, ahora incluida me´todo de un objeto
del sistema, debe sustituirse por el env´ıo de un mensaje al objeto correspondiente.
Cada objeto so´lo actu´a cuando debe hacerlo. No es necesario preguntar a la con-
sola (o a cualquier otro objeto del sistema) si debe activarse o tiene tareas pendien-
tes. Cada objeto del sistema define su comportamiento como respuesta a la llegada
de un mensaje. Su respuesta puede depender de: el objeto emisor del mensaje, los
para´metros del mensaje o el estado del propio objeto.
Los objetos consola, mapas de luces y usuario tienen exactamente la misma
funcionalidad que en Fly3D, lo u´nico que ha cambiado es la forma en la que se
arranca su comportamiento. El objeto visualizador, adema´s de realizar la misma
tarea de visualizacio´n de Fly3D, an˜ade como funcionalidad extra la posibilidad de
elegir el momento de generar una visualizacio´n de la escena (desacoplo).
Adema´s de los objetos que realizan tareas de Fly3D, DFly3D incluye dos objetos
del sistema que realizan tareas propias de DFly3D y que, por tanto, no existe su
funcionalidad en Fly3D: los objetos lanzador y monitor. Estos objetos son los u´nicos
que arrancan su comportamiento mediante un mensaje que no proviene de ningu´n
objeto, sino de la rutina de inicializacio´n del sistema.
El objeto lanzador se crea para arrancar el comportamiento de los objetos de
DFly3D:
Objetos del sistema: env´ıa un mensaje a cada uno de los objetos del sistema
cuyo comportamiento debe iniciarse al arrancar el videojuego (como el objeto
visualizador).
Objetos del videojuego. Los plugins de los videojuegos creados usando DFly3D
deben contener un objeto lanzador propio (objeto del videojuego definido por
el programador de la aplicacio´n gra´fica que utiliza DFly3D). El objeto lanza-
dor del sistema env´ıa un mensaje a cada uno de los objetos lanzador de los
plugins cargados. El programador del videojuego define en los objetos lanzador
de los plugins, que objetos del plugin arrancan su comportamiento inicialmen-
te (envia´ndoles un mensaje con el tiempo apropiado). De esta forma, puede
arrancarse u´nicamente el comportamiento de los objetos del grafo de escena
que lo requieran (los objetos pueden visualizarse pero no muestrearse si no
tienen ninguna tarea que realizar). So´lo se arrancan los objetos que el progra-
mador decide y de la forma que decide. Creando los objetos lanzador de los
plugins se conserva la modularidad del nu´cleo de DFly3D.
El objeto monitor realiza las funciones de monitorizacio´n del sistema. El compor-
tamiento de este objeto so´lo se arranca si se ha definido que se monitorice el sistema
(mediante las apropiadas sentencias de preprocesador). El proceso de monitorizacio´n
se vera´ en el apartado 4.7.
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Figura 4.5: Bucle principal de Fly3D y de DFly3D
En el ape´ndice E.1 se muestra la integracio´n del objeto consola.
4.2.2. Cambios en el Front-End de Fly3D: Bucle Principal
El bucle principal de una aplicacio´n de Fly3D esta´ incluido en el front-end de la
aplicacio´n. Este bucle principal debe discretizarse y desacoplarse. El bucle principal
de Fly3D invoca procesos del mo´dulo de flyEngine, como visualizacio´n y simulacio´n
de los objetos.
El bucle principal de DFly3D (figura 4.5) sustituye los procesos de simulacio´n y
visualizacio´n, invocados en cada pasada del bucle por el proceso de simulacio´n de
GDESK (la visualizacio´n y el resto de procesos del sistema se integran en el proceso
de simulacio´n). Este bucle principal, ba´sicamente, llama a la funcio´n de simulacio´n
de GDESK.
El proceso de simulacio´n de GDESK devuelve el control al bucle principal cuando
esta´ inactivo y so´lo por el periodo de tiempo que va a estar inactivo. El bucle principal
puede gestionar este tiempo como considere oportuno. Transcurrido ese tiempo, el
control debe volver a GDESK.
Para ma´s informacio´n sobre la gestio´n de tiempos ver el apartado 3.3.7.4 del
cap´ıtulo 3.
4.2.3. Cambios en el Videojuego de Fly3D: Objetos del Videojuego
Las aplicaciones creadas usando DFly3D y Fly3D son muy similares. Los objetos
y los procesos generales son similares. Se diferencian u´nicamente en una pequen˜a
parte de la implementacio´n del objeto, el proceso de simulacio´n. La simulacio´n del
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comportamiento del objeto y la interaccio´n con otros objetos se modela:
En Fly3D mediante muestreo del objeto. Los objetos de Fly3D heredan de
un objeto base que define, entre otras, una funcio´n virtual para la simulacio´n
(step). La simulacio´n del objeto se implementa en dicha funcio´n, a la que se le
pasa como para´metro el tiempo desde la u´ltima simulacio´n. En cada pasada
del bucle principal se recorren todos los objetos del grafo de escena invocando
la funcio´n step de cada objeto.
En DFLy3D mediante paso de mensajes. Los objetos de DFly3D no necesitan
implementar la funcio´n step pues el proceso de simulacio´n de cada objeto se
invoca desde la funcio´n de recepcio´n de mensajes. Cuando un objeto recibe un
mensaje invoca el comportamiento correspondiente (dependiendo del tipo de
mensaje, el objeto emisor o los para´metros del mensaje recibido por el objeto).
En el ape´ndice E.2 se muestra la integracio´n del objeto bola de un videojuego
creado usando DFLy3D. El objeto se crea primero para un videojuego de Fly3D y
se modifica para DFly3D.
4.3. Simulacio´n de Objetos
Una aplicacio´n creada usando DFly3D es un conjunto de objetos intercambiando
mensajes (figura 4.2). El programador define el comportamiento de cada objeto y el
comportamiento del sistema usando el mecanismo de paso de mensajes. Los mensajes
tienen dos utilidades para los objetos:
1. Comunicar objetos: el objeto A necesita comunicarse con el objeto B porque
ha colisionado con e´l o porque desea modificar su comportamiento. A genera
un mensaje dirigido a B. El objeto B puede cambiar su estado o actuar de
determinada manera. El objeto B tambie´n puede generar mensajes a otros
objetos.
2. Modelar el comportamiento de un objeto: los comportamientos conti-
nuos o discretos de los objetos se modelan mediante mensajes al propio objeto
en intervalos de tiempo fijos o variables. Un objeto so´lo actu´a como conse-
cuencia de la llegada de un mensaje. Cuando un objeto A quiere cambiar su
comportamiento al cabo de un tiempo T (por ejemplo modificar su posicio´n o
estado), genera un mensaje dirigido a si mismo. El tiempo del mensaje sera´ T .
Como consecuencia de la llegada de un mensaje de si mismo, el objeto A
modifica su estado (su estado actual puede depender de los para´metros del
mensaje).
Cuando un objeto env´ıa un mensaje a otro objeto define el tiempo del mensaje:






Figura 4.6: Ejemplo de tasa de generacio´n de mensajes segu´n el comportamiento del
objeto en DFly3D
Si el tiempo del mensaje T es 0 significa que el mensaje lo recibe el objeto
receptor en el mismo instante que el objeto fuente lo env´ıa.
Si el tiempo del mensaje T es mayor que 0, el objeto receptor recibe el mensaje
transcurridas T unidades de tiempo. Si la potencia de ca´lculo de la ma´quina
no es suficiente para simular el sistema correctamente, el tiempo que realmente
transcurre hasta la recepcio´n del mensaje es mayor que T .
La figura 5.33 muestra un objeto con una trayectoria cambiante en funcio´n del
tiempo. El objeto debe muestrearse con una frecuencia diferente en cada intervalo
(A, B o C) para cumplir el teorema de Niquist-Shannon. El tiempo de cada mensaje
debe adaptarse dina´micamente a las necesidades de muestreo del objeto. El nu´mero
de mensajes generados en una interaccio´n depende de la forma en que el programador
ha modelado o definido el comportamiento del objeto y del sistema en general.
El comportamiento del objeto se define en su funcio´n de recepcio´n de mensajes
(funcio´n virtual de la clase base de GDESK). Esta funcio´n debe permitir discriminar
el comportamiento del objeto en funcio´n del mensaje. Esta funcio´n define a que
mensajes es sensible el objeto y su respuesta para cada tipo de mensaje.
La figura 4.7 muestra un ejemplo de comportamiento de un objeto ante la lle-
gada de un mensaje. Todo este comportamiento debe invocarse desde la funcio´n de
recepcio´n de mensajes. Esta funcio´n puede producir un cambio de estado o compor-
tamiento y/o el env´ıo de nuevos mensajes. El objeto so´lo actu´a como consecuencia
de la llegada de un mensaje.
Un sistema continuo en DFly3D es un sistema discreto donde los objetos se
env´ıan mensajes a intervalos de tiempo constantes e iguales para todos los objetos
del videojuego.
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Figura 4.7: Ejemplo de simulacio´n de un objeto en DFly3D
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4.3.1. Relojes de Simulacio´n
Los sistemas continuos utilizan un reloj de simulacio´n que define los pasos en
el proceso de simulacio´n (frecuencia de muestreo igual a frecuencia de cuadro). En
cada paso se evoluciona todo el sistema y se visualiza (sistema continuo acoplado).
La duracio´n del paso depende de la carga del sistema y de la potencia de ca´lculo de
la ma´quina. Por tanto el reloj de un sistema continuo tiene la funcio´n de sincronizar
los objetos.
Los sistemas discretos no evolucionan todo el sistema siguiendo los pasos de-
finidos por un reloj global. Los objetos actu´an en respuesta a mensajes enviados
por otros objetos o por ellos mismos. Si un objeto no debe actualizarse, no genera
mensajes. Por ejemplo, una bola en movimiento debe muestrearse cumpliendo el
teorema de Niquist-Shannon. Si la frecuencia de muestreo de la bola es FM , debe
enviarse un mensaje cada 1/FM unidades de tiempo. Cada objeto puede tener una
frecuencia de muestreo diferente e independiente de la frecuencia de cuadro.
La frecuencia de muestreo de cada objeto puede ser constante o variable durante
la ejecucio´n del videojuego. Depende del comportamiento del objeto y de las inter-
acciones con el resto de objetos del sistema. Tener frecuencias de muestreo diferentes
no supone tener un reloj para cada objeto. El dispatcher sincroniza los tiempos de
los mensajes de cada objeto con el reloj de simulacio´n. El reloj de simulacio´n se
actualiza cada vez que el dispatcher procesa un mensaje pendiente. Cada objeto i
debe actualizarse al cabo de Ti unidades de tiempo (valor que depende de su com-
portamiento instanta´neo). El dispatcher utiliza el reloj de simulacio´n para convertir
el tiempo Ti en un tiempo global (sincroniza los mensajes).
4.4. Mecanismo de Paso de Mensajes
La percepcio´n que tiene cualquier objeto sobre el mecanismo de paso de mensajes
es diferente a la que tiene GDESK de este mismo proceso. La figura 4.8 muestra el
proceso de paso de mensajes desde el punto de vista de un objeto. El objeto A env´ıa
un mensaje al objeto B. Los pasos seguidos en este proceso son:
1. A desea interaccionar con B:
a) A obtiene un mensaje del pool (figura 4.8 paso 1).
b) A rellena los para´metros del mensaje.
c) A invoca la funcio´n de env´ıo del mensaje de GDESK (figura 4.8 paso 2).
En la llamada a la funcio´n se pasan como para´metros: el objeto receptor
(B) y el tiempo de recepcio´n (Tmensaje).
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Figura 4.8: Mecanismo de paso de mensajes en DFly3D desde el punto de vista de
un objeto
2. B recibe el mensaje transcurridas Tmensaje unidades de tiempo. B no percibe
que haya transcurrido un tiempo desde el env´ıo del mensaje. Para B el mensaje
acaba de ser enviado.
a) B obtiene los para´metros del mensaje que considera necesarios.
b) B actu´a como consecuencia del mensaje y cambia su estado.
c) B desecha el mensaje (figura 4.8 paso 3) envia´ndolo al pool. El mensaje
se almacena en el pool.
Pero el mecanismo de paso de mensajes es un proceso algo ma´s complejo pues
intervienen estructuras de GDESK. La figura 4.9 muestra el proceso completo desde
el punto de vista de GDESK:
1. A desea interaccionar con B (solicita el mensaje al pool, rellena los para´metros
e invoca a la funcio´n de env´ıo de mensaje).
2. El dispatcher captura el mensaje (figura 4.9 paso 1):
a) Calcula el tiempo absoluto del mensaje Tabsoluto usando el reloj de simu-
lacio´n Tsimulacion y el tiempo de mensaje Tmensaje: Tabsoluto = Tmensaje +
Tsimulacion
b) Almacena el mensaje (ordenado por Tabsoluto) en el heap (figura 4.9 paso
2).
c) El dispatcher continu´a la simulacio´n del sistema, procesando los mensajes
cuyo tiempo es menor o igual que el tiempo de simulacio´n (Tabsoluto ≤
Tsimulacion).
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Figura 4.9: Mecanismo de paso de mensajes de DFly3D desde el punto de vista de
GDESK
132 Cap´ıtulo 4 DFly3D: Fly3D Discreto
d) Cuando se alcanza el tiempo del mensaje Tabsoluto enviado por A, el men-
saje se extrae del heap (figura 4.9 paso 3).
e) El dispatcher env´ıa el mensaje a B, invocando la funcio´n de recepcio´n de
mensajes de B (figura 4.9 paso 4).
3. B recibe el mensaje.
a) B no percibe que el mensaje proviene del dispatcher. Considera que el
mensaje proviene de B.
b) B actu´a como consecuencia de la llegada del mensaje. Cambia su estado
y podr´ıa enviar mensajes a otros objetos o a si mismo.
c) B libera el mensaje (pool).
La figura 4.10 muestra el ciclo de vida de un mensaje.
4.5. Dina´mica del Sistema
La dina´mica de la simulacio´n la comparten los objetos (independientemente de su
tipo) y el gestor de mensajes o dispatcher (figura 4.11). Los mensajes son elementos
pasivos de soporte al proceso de comunicacio´n de los objetos.
El dispatcher toma el control de la simulacio´n en dos situaciones:
1. Funcio´n de simulacio´n: se ejecuta la funcio´n de simulacio´n de GDESK desde
el bucle principal de la aplicacio´n. El dispatcher toma el control de la simula-
cio´n. Cuando se arranca la simulacio´n desde el bucle principal es porque hay,
al menos, un mensaje pendiente de procesar. Por lo tanto, pasa a procesar el
mensaje de cabeza del heap. Continu´a el procesamiento de mensajes mientras
haya mensajes pendientes de procesar.
2. Env´ıo de mensajes: un objeto ejecuta la funcio´n de env´ıo de mensaje a otro
objeto. Cualquier objeto puede enviar y recibir mensajes de cualquier otro
objeto, independientemente de su tipo (objeto del sistema u objeto del video-
juego). Todos los mensajes que intercambian los objetos pasan previamente
por el dispatcher, quien los almacena hasta que se alcanza el tiempo asociado
al mensaje. Este proceso es transparente al objeto emisor y receptor. El objeto
emisor sabe que ha enviado un mensaje a otro objeto, y el objeto receptor
u´nicamente conoce que ha recibido un mensaje de otro objeto.
El dispatcher almacena los mensajes de los objetos ordenadamente y los env´ıa a
los objetos receptores cuando el reloj del sistema alcanza el tiempo de ocurren-
cia del mensaje (tiempo en el que debe enviarse el mensaje). Cada vez que se
procesa un mensaje se actualiza el tiempo de simulacio´n con el tiempo del
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Figura 4.10: Ciclo de vida de un mensaje en DFly3D
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Figura 4.11: Dina´mica del sistema en DFly3D
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Figura 4.12: Comunicacio´n mediante mensajes en DFLy3D
mensaje. El dispatcher ejecuta la funcio´n de recepcio´n de mensajes del objeto
destino. Esta es una funcio´n virtual que el objeto debe programar para definir
su comportamiento. El objeto receptor pasa a tener el control de la simula-
cio´n. Puede modificar su comportamiento dina´mico o visual y enviar mensajes
a otros objetos (si el cambio de comportamiento afecta a otros objetos) o a
si mismo. El programador define los para´metros del mensaje. La funcio´n de
recepcio´n deber´ıa actuar consecuentemente a estos para´metros.
Cuando el objeto env´ıa los mensajes o cuando finaliza el proceso que ha arran-
cado la recepcio´n del mensaje, el control vuelve nuevamente al dispatcher. El
dispatcher continu´a con el procesamiento de mensajes mientras haya mensajes
pendientes de enviar (ha vencido su tiempo de mensaje). Si no hay mensajes
pendientes, el dispatcher finaliza su ejecucio´n y el control vuelve al bucle prin-
cipal. El control de la ejecucio´n se devuelve u´nicamente durante el tiempo que
resta para que venza el tiempo del siguiente mensaje. Cuando se cumpla el
tiempo, el dispatcher volvera´ a tomar el control de la simulacio´n. Si antes de
que deba enviar el mensaje de cabeza llegase otro evento de usuario, tomar´ıa el
control de la simulacio´n (insertando el mensaje en la posicio´n correspondiente).
La figura 4.12 muestra un ejemplo de proceso de env´ıo y recepcio´n de mensajes.
En el paso 1, con la llegada del mensaje, el control de la simulacio´n pasa al objeto
del videojuego perro, quien mantendra´ el control de la simulacio´n hasta el paso 6.
Con el env´ıo del mensaje, el control pasa al dispatcher.
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Figura 4.13: Visualizacio´n mediante paso de mensajes en DFly3D
4.6. Proceso de Visualizacio´n
DFLy3D permite la independencia del proceso de simulacio´n del proceso de
visualizacio´n (desacopla el sistema).
El proceso de visualizacio´n lo controla el objeto del sistema visualizador. Este
objeto tiene las mismas caracter´ısticas que el resto de objetos del sistema:
Se comunica con el resto de los objetos mediante paso de mensajes.
Modela su comportamiento mediante paso de mensajes.
El objeto visualizador (figura 4.13) arranca el proceso de visualizacio´n cuan-
do recibe un mensaje. Cuando se inicializa el sistema, el objeto lanzador env´ıa un
mensaje al visualizador para que comience el proceso de visualizacio´n de la esce-
na actual. Una vez se ha arrancado el comportamiento del visualizador, tiene un
comportamiento auto´nomo. Cuando el objeto visualizador recibe un mensaje:
1. Visualiza la escena n.
2. Calcula el instante Tn+1 de la visualizacio´n de la siguiente escena n+ 1.
3. Genera un mensaje, dirigido a si mismo que debe recibir transcurridas Tn+1
unidades de tiempo.
El propio objeto visualizador decide el instante de la siguiente visualizacio´n. Por
tanto la frecuencia de cuadro depende del nu´mero de mensajes generados por el
objeto visualizador. Esta tasa de visualizacio´n puede ser fijada dependiendo de las
necesidades del videojuego y las necesidades de dispositivo de visualizacio´n. Puede
ser:
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Tasa de visualizacio´n constante: el tiempo de todos los mensajes del objeto
visualizador es el mismo durante toda la ejecucio´n del videojuego. El ca´lculo
de cada escena se realiza a intervalos constantes.
Tasa de visualizacio´n adaptable: el tiempo de cada mensaje del objeto
visualizador puede ser variable. El programador define el mecanismo para de-
terminar el tiempo de la siguiente visualizacio´n. Este mecanismo puede basarse
en informacio´n del resto del sistema, como la carga del sistema. Este proceso
lo define completamente el programador, por lo que la frecuencia de cuadro
puede adaptarse dina´micamente a las condiciones del videojuego.
Sea:
SRR tasa de refresco de pantalla.
NRE nu´mero de visualizaciones (escenas generadas por la aplicacio´n, frecuencia de
cuadro).
NSR nu´mero de refrescos de pantalla (frecuencia de refresco).
TRSn tiempo de comienzo del proceso de ca´lculo de la visualizacio´n de la escena n.
TRn tiempo utilizado en visualizar la escena n.
TSn tiempo dedicado a la simulacio´n entre dos visualizaciones consecutivas.
TSRn tiempo en el que se inicia el refresco de pantalla n.
TREn tiempo de finalizacio´n del proceso de ca´lculo de la visualizacio´n de la escena
n.
A pesar de que el proceso de visualizacio´n lo define y controla completamente el
programador, los objetivos del objeto visualizador deben ser:
1. La frecuencia de cuadro debe adaptarse a la frecuencia de refresco de la pan-
talla. La relacio´n entre las dos frecuencias depende del sistema concreto. Por
ejemplo:
En un videojuego cuya salida gra´fica es un televisor, en el sistema NTCS
la frecuencia de refresco es de unos 30 fps y en el sistema PAL de unos 25
fps. En este caso, esta frecuencia esta´ muy cercana a la frecuencia mı´nima
para que el ojo humano visualice la escena correctamente, por lo que, se
debe cumplir la ecuacio´n 4.1:
NRE ≥ NSR (4.1)
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En un videojuego para PC con una tarjeta gra´fica XGA, con frecuencias
de refresco de 85 fps, la frecuencia de cuadro no es necesario que alcance
la frecuencia de refresco (puede ser suficiente 50 o 30 fps). En este caso
se cumple la ecuacio´n 4.2. Si el nu´mero de visualizaciones es mayor se
desperdicia potencia de ca´lculo.
NRE ≤ NSR (4.2)
2. El instante exacto de cada visualizacio´n debe permitir visualizar una escena
antes del pro´ximo refresco de pantalla (ecuacio´n 4.3). Esto supone que en cada
refresco de pantalla se debe mostrar siempre la u´ltima escena calculada. La
ecuacio´n 4.4 da el valor de la tasa de refresco de pantalla.





3. Evitar calcular visualizaciones que nunca se mostrara´n por pantalla.
Desacoplar el sistema permite evitar visualizaciones innecesarias, lo que es es-
pecialmente u´til en sistemas con baja potencia de ca´lculo (ecuacio´n 4.5). El objeto
visualizador puede decidir generar un mensaje de visualizacio´n en un intervalo de
refresco si sabe que hay posibilidades de que esa escena se muestre en pantalla. Tam-
bie´n puede decidir no calcular una escena en este intervalo de refresco, sino pasar al
siguiente ciclo directamente y continuar simulando.
TSn + TRn > TSRn+1 − TSRn (4.5)
El objeto visualizador puede comunicarse con otros objetos del sistema para, por
ejemplo, adaptar el comportamiento de otros objetos a las necesidades del sistema.
Dependiendo de la complejidad de la escena, de la carga del sistema, del cambio
entre escenas, se puede alcanzar la ecuacio´n 4.6. La ecuacio´n 4.7 da el tiempo de
visualizacio´n de la escena n.
TRn ' TRn+1 ⇔ TRn = TRn+1 + k (4.6)
TRn = TREn − TRSn (4.7)
De acuerdo con la ecuacio´n 4.3:
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TSRn ≤ TRSn+1 ≤ TSRn+1 − TRn+1 (4.8)
Una vez se ha visualizado la escena n, el objeto de visualizador se env´ıa un
mensaje a si mismo para realizar la visualizacio´n de la siguiente escena (n+1). Este
mensaje necesita un tiempo de mensaje, TRSn+1 . El tiempo en el que se comienza la
visualizacio´n de la escena n+1 debe ser posterior al refresco de pantalla n (ecuacio´n
4.8).
Para ajustar el estado actual de simulacio´n al que realmente se visualiza (ecua-
cio´n 4.9):
TRSn+1 = TSRn+1 − TRn − δ (4.9)
Siendo δ una estimacio´n de la cantidad de tiempo TRn+1 que variara´ en funcio´n
de las escenas visualizadas anteriormente. δ es una estimacio´n de k (ecuacio´n 4.6).
No es posible determinar exactamente el tiempo necesario para visualizar la escena
actual, por lo que debe hacerse una estimacio´n. La estimacio´n del tiempo de visuali-
zacio´n puede basarse en la historia previa, el mayor tiempo de visualizacio´n posible
en el videojuego, un valor obtenido usando alguna clase de herramienta de predic-
cio´n,... Trabajos como [Wimmer:2003] tratan el tema de la prediccio´n del tiempo de
visualizacio´n en tiempo real.
En un sistema adaptativo se pueden utilizar te´cnicas de control de procesos
[Ogata:2003] de lazo abierto y lazo cerrado para calcular δ. En este sistema se utiliza
localidad espacial y tiempo real para predecir δ, para determinar el tiempo disponible
para realizar la simulacio´n del sistema.
La aproximacio´n ma´s simple de δ puede ser (ecuacio´n 4.10):
δ = TSRn+1 − TSRn − TRn (4.10)
Usando esta aproximacio´n, el tiempo de comienzo de la visualizacio´n de la escena
n+ 1 es el tiempo de refresco n (ecuacio´n 4.10).
TRSn+1 = TSRn (4.11)
Pero, esta situacio´n supone que la escena mostrada en el refresco n+1 no muestra
el estado real de la escena n+ 1. El valor ideal de δ debe permitir la ecuacio´n 4.12.
TREn+1 ' TSRn+1 ⇔ TREn+1 = TSRn+1 + α, α→ 0 (4.12)
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Figura 4.14: Mensajes de visualizacio´n en DFLy3D
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Figura 4.15: Fallo en la estimacio´n del tiempo del visualizacio´n en DFly3D
TRS se basa en un valor estimado. Por tanto, la aproximacio´n depende de la
precisio´n de δ. Hay dos posibles situaciones:
El tiempo de visualizacio´n estimado es mayor o igual que el tiempo real de
visualizacio´n (ecuacio´n 4.13, figura 4.14). La escena actual se muestra correc-
tamente por pantalla.
TRSn+1 + TRn + δ < TSRn+1 (4.13)
El tiempo de visualizacio´n estimado es menor que el tiempo real de visualiza-
cio´n (ecuacio´n 4.14, figura 4.15). La escena actual no se muestra por pantalla,
por lo que se produce una visualizacio´n fallida.
TRSn+1 + TRn + δ ≥ TSRn+1 (4.14)
Varias situaciones pueden producir una visualizacio´n fallida:
Una prediccio´n incorrecta del tiempo de visualizacio´n, producida, por ejemplo,
por un cambio radical de escena a visualizar.
Una carga de simulacio´n alta o una carga de visualizacio´n alta (ecuacio´n 4.5).
En esta situacio´n, el sistema no es capaz de ejecutarse correctamente. Debe
cambiarse el disen˜o del videojuego, el nu´mero de escenas generadas por unidad
de tiempo,...
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El objeto visualizador necesita informacio´n sobre el resultado del proceso de
visualizacio´n: si se ha podido mostrar la escena en el refresco actual. El objeto vi-
sualizador debe recopilar informacio´n del proceso de visualizacio´n para ajustar su
comportamiento. El valor de δ estimado debe actualizarse para evitar visualizaciones
fallidas. Adema´s, debe asegurar que el siguiente refresco no producira´ una visuali-
zacio´n fallida. El mecanismo para estimar δ debe modelarse siguiendo un auto´mata
de estados, tomando en consideracio´n la informacio´n del estado actual y de los es-
tados anteriores. Por otro lado, este mecanismo puede obtener la diferencia media
entre el tiempo estimado y el tiempo real, incrementando la futura estimacio´n en la
diferencia de las medias.
Por tanto, los sistemas discretos desacoplados permiten evitar visualizaciones
innecesarias en sistemas con baja potencia de ca´lculo (donde se cumple la ecuacio´n
4.5). El objeto visualizador puede decidir generar mensajes en un intervalo de refres-
co si considera que existe la posibilidad de mostrar la escena en el pro´ximo refresco
o pasar al siguiente.
4.7. Monitorizacio´n del Sistema
La monitorizacio´n [Loukides:1992] [Lilja:2000] permite comprobar si hay poten-
cia de ca´lculo suficiente para ejecutar la aplicacio´n gra´fica manteniendo la calidad
de servicio. En el caso de que sea insuficiente, la monitorizacio´n debe indicar cual es
el proceso o procesos que hacen disminuir la calidad de servicio.
”Un monitor es una herramienta usada para observar la actividad de un siste-
ma. El monitor observa las prestaciones del sistema, recoge informacio´n estad´ıstica,
analiza los datos y muestra los resultados” [Jain:1991]. Monitorizar el sistema es una
herramienta u´til en videojuegos para detectar ineficiencias, distribuciones de carga
o descompensaciones con el objetivo de ajustar el comportamiento del videojuego.
Uno de los objetivos de la tesis es poder definir una calidad de servicio para cada uno
de los elementos de la aplicacio´n gra´fica. Tener una herramienta de monitorizacio´n
del sistema permite comprobar si el objetivo se cumple.
Son numerosos los estudios sobre monitorizado y depuracio´n de aplicaciones en
tiempo real [Nahrstedt:1996] [Mueller:1997] [Albertsson:2001]. Sin embargo, estos
estudios se refieren a deteccio´n de cuellos de botella, utilizacio´n de CPU,... Pero no
existen estudios espec´ıficos sobre monitorizacio´n en videojuegos y/o en aplicaciones
gra´ficas en tiempo real. Tampoco los videojuegos estudiados disponen de herramien-
tas de monitorizacio´n.
Una aplicacio´n gra´fica en tiempo real debe ser capaz de distribuir su potencia
de ca´lculo de forma no uniforme entre todos los objetos del sistema en funcio´n de su
carga propia, de forma que satisfaga la calidad de servicio definida para cada uno
de los objetos y procesos del sistema. Si todas las calidades de servicio se cumplen,
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el videojuego se ejecuta apropiadamente.
El objetivo de la inclusio´n de la monitorizacio´n del sistema en la tesis no ha
sido definir la monitorizacio´n ma´s o´ptima posible de un videojuego, sino mostrar
las ventajas de la discretizacio´n del sistema en el proceso de monitorizacio´n. Por
ello, se han incluido diferentes tipos de monitorizacio´n, mostrando ejemplos de su
uso. La monitorizacio´n es un proceso discreto, de forma que cada aspecto de la
monitorizacio´n tiene su propia frecuencia de muestreo independiente. Los resultados
de la tesis (cap´ıtulo 5) se han obtenido utilizando las herramientas de monitorizacio´n
definidas en el presente cap´ıtulo.
4.7.1. Balanceo de Carga
El monitorizado de videojuegos puede ser necesario en dos fases diferentes:
1. Fase de produccio´n del videojuego.
2. Fase de ejecucio´n.
4.7.1.1. Monitorizacio´n de la Fase de Produccio´n del Videojuego
Durante el proceso de produccio´n del videojuego son necesarios ajustes en la
programacio´n del videojuego. Estos ajustes pueden implicar al disen˜o visual de los
personajes u objetos (como nu´mero de pol´ıgonos o texturas) o a su simulacio´n (co-
mo inteligencia artificial o deteccio´n de colisiones). La monitorizacio´n del sistema
permite conocer si hay potencia de ca´lculo suficiente para simular y visualizar las
escenas convenientemente. La carga del videojuego se ajusta segu´n los resultados de
la monitorizacio´n. Un resultado especialmente u´til de esta monitorizacio´n es el coste
temporal de la visualizacio´n y de la simulacio´n de cada objeto del videojuego, para
tomar posteriormente las decisiones de disen˜o oportunas, as´ı como de la aplicacio´n
en su totalidad, tiempos muertos o porcentaje de uso de la CPU.
4.7.1.2. Monitorizacio´n de la Fase de Ejecucio´n
Una vez el videojuego esta´ finalizado y el usuario final lo esta´ ejecutando, la
monitorizacio´n tiene dos utilidades:
Ajustar la configuracio´n del videojuego antes de su ejecucio´n.
Ajustar la carga del videojuego dina´micamente durante su ejecucio´n.
Ajustar la Configuracio´n del Videojuego antes de su Ejecucio´n
La monitorizacio´n para llevar a cabo estos ajustes suele ser una mera comproba-
cio´n del hw de la ma´quina y/o del sistema operativo donde se ejecuta el videojuego.
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Permite definir ciertos elementos de la interfaz entre el sistema operativo y el vi-
deojuego, adaptando el videojuego a la ma´quina en concreto donde se va a ejecutar
o a los requerimientos del usuario. Depende de la configuracio´n del sistema. Esta
parametrizacio´n la realiza el usuario, no es decidible por el programador.
Estos ajustes existen en pra´cticamente todos los videojuegos del mercado, en
concreto, esta´n incluidos en el nu´cleo original Fly3D. Al ser un proceso externo a
la ejecucio´n del videojuego, no se ha discretizado y por tanto no se ha incluido
en DFly3D. Se puede seguir utilizando la herramienta de configuracio´n original de
Fly3D.
En concreto, la utilidad de configuracio´n de Fly3D, le permite al usuario definir
para´metros como la resolucio´n de pantalla, el modo de visualizacio´n, la ubicacio´n de
plugins y ficheros de datos o la velocidad del rato´n y joystick.
Ajustar la Carga del Videojuego Dina´micamente durante su Ejecucio´n
Estos ajustes corresponden a la monitorizacio´n dina´mica del sistema o en tiempo
real. El videojuego puede estar programado para que se adapte dina´micamente a la
carga del sistema o las necesidades puntuales de carga de los objetos (no corresponde
a una serie de para´metros definidos por el usuario, sino que es el programador del
videojuego quien lo determina).
Esta monitorizacio´n esta´ incluida en el nu´cleo de DFLy3D, pero es el programa-
dor del videojuego quien debe utilizarla para adaptar dina´micamente el videojuego,
pues involucra a los objetos del videojuego (completamente definidos por el progra-
mador). Es, por tanto, un ajuste personalizado.
Un ejemplo de utilizacio´n de ajuste dina´mico podr´ıa ser: un videojuego puede
contener un personaje que requiere una carga de visualizacio´n muy alta. Cuando
este personaje esta´ en la escena actual, podr´ıa programarse el videojuego para que
el resto de los objetos reduzcan temporalmente su carga de visualizacio´n, su carga
de simulacio´n, su frecuencia de muestreo o el empleo de te´cnicas de multirresolucio´n,
entre otros aspectos.
El programador puede utilizar este ajuste dina´mico en todos los objetos, de forma
que si la potencia de ca´lculo es insuficiente, cada uno de los objetos del videojuego se
adapten a la situacio´n, El programador puede definir una forma diferente de adap-
tacio´n para cada objeto, por ejemplo, variando la frecuencia de cuadro, la frecuencia
de muestreo del objeto, variando la carga de visualizacio´n o simulacio´n: multirresolu-
cio´n, comportamiento menos predictivo (nivel de podado del a´rbol de bu´squeda),...
De esta forma cada objeto define una nueva calidad de servicio degradada, pero
acorde a su comportamiento.
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4.7.2. Tipos de Monitorizacio´n de la Aplicacio´n Gra´fica
DFly3D incluye la posibilidad de monitorizar el sistema. La monitorizacio´n
esta´ controlada por un objeto del sistema espec´ıfico: el objeto monitor.
El proceso de monitorizacio´n, a pesar de estar controlado por GDESK, se define
durante el proceso de integracio´n, pues depende del nu´cleo de aplicaciones gra´ficas
donde se integra. En el apartado 3.3.8 del cap´ıtulo 3 se habla de dos tipos de mo-
nitorizacio´n: monitorizacio´n del propio GDESK y monitorizacio´n de la aplicacio´n
gra´fica donde se integra (en este caso, la monitorizacio´n de DFLy3D). En el apar-
tado actual se trata u´nicamente la monitorizacio´n de la aplicacio´n gra´fica donde se
integra GDESK. En adelante so´lo se hara´ referencia a esta monitorizacio´n.
Se definen dos tipos de monitorizacio´n de la aplicacio´n gra´fica en DFLy3D:
1. Monitorizacio´n en l´ınea.
2. Monitorizacio´n fuera de l´ınea.
La monitorizacio´n de DFly3D, al igual que la de GDESK, se selecciona me-
diante sentencias de preprocesador. Permite seleccionar de forma independiente la
monitorizacio´n en tiempo real y la monitorizacio´n mediante histo´ricos o trazas de
la simulacio´n. Cada uno de estos tipos de monitorizacio´n permite obtener diferentes
tipos de resultados, de forma que se monitorizan aspectos diferentes de la aplica-
cio´n. Se puede seleccionar que categor´ıas de resultados se desea obtener en cada
tipo de monitorizacio´n. De esta forma se evita sobrecargar el sistema con el coste
de monitorizacio´n cuando no se va a utilizar.
4.7.2.1. Monitorizacio´n en L´ınea
El objeto monitor permite monitorizar el sistema en tiempo real de dos formas
diferentes (ambos tipos de monitorizacio´n se seleccionan de forma independiente):
1. Mediante para´metros del sistema.
2. Mediante mensajes de control.
Monitorizacio´n en L´ınea Mediante Para´metros del Sistema
El monitor contiene una serie de para´metros con informacio´n del sistema que
pueden ser consultados por los objetos de DFly3D directamente (tanto objetos del
sistema como objetos del videojuego). Estos para´metros los actualiza el objeto moni-
tor con una frecuencia definida inicialmente por el programador del videojuego pero
que puede ser ajustada por el usuario. Para cada para´metro del monitor se define
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una holgura, de forma que so´lo se consideran cambios en el para´metro en intervalos
superiores a la holgura. As´ı se evita que pequen˜as variaciones del sistema puedan
afectar a los objetos.
Los objetos pueden consultar estos para´metros directamente y utilizarlos para
ajustar su comportamiento.
Los para´metros que calcula el objeto monitor son:
Frecuencia de cuadro instanta´nea (actual).
Frecuencia de cuadro media. Se define un periodo de inicializacio´n de medidas,
de forma que la frecuencia de cuadro media so´lo considera el u´ltimo intervalo
(para evitar transitorios).
Porcentaje de colapso del sistema. Cuando el sistema se colapsa, se ralenti-
za. Esta medida se obtiene midiendo el desfase de tiempos definidos para los
mensajes y los tiempos reales de ejecucio´n.
Tiempo libre en el sistema. Si el sistema no esta´ colapsado, se libera tiempo.
Esta medida indica el tiempo medio liberado desde la u´ltima inicializacio´n de
medidas. Este valor pueden utilizarlo los objetos para conocer si el sistema
esta´ cercano al colapso (y actuar consecuentemente para que el colapso no se
produzca).
Un ejemplo de uso de los para´metros del monitor puede ser: un determinado
objeto del videojuego consulta si el sistema esta´ colapsado y si lo esta´, cambia su
comportamiento para contribuir a que el sistema no se colapse. El objeto puede
definir una frecuencia de consulta de los para´metros del monitor diferente de su
frecuencia de muestreo de comportamiento, de forma que se sobrecargue el sistema
lo menos posible.
Monitorizacio´n en L´ınea Mediante Mensajes de Control
El objeto monitor puede enviar mensajes a los objetos (broadcast) cuando se
cumplen determinadas condiciones del sistema (por ejemplo, cuando la frecuencia
de cuadro desciende en un determinado porcentaje sobre la frecuencia de cuadro
definida). Los mensajes se env´ıan a todos los objetos, sean objetos del sistema o del
videojuego.
Cada objeto sensible a los mensajes de control del monitor debe tener definida
su respuesta al mensaje en la funcio´n de recepcio´n del mensaje. Recue´rdese que si
el objeto no tiene asociado un comportamiento al mensaje, e´ste es, simplemente,
obviado.
146 Cap´ıtulo 4 DFly3D: Fly3D Discreto
Un ejemplo de funcionamiento podr´ıa ser el siguiente: cuando el objeto monitor
detecta que el sistema se esta´ ralentizando ma´s de un 20% (el sistema esta´ colapsado
y el factor de colapso indica una ralentizacio´n de esta magnitud), env´ıa un mensaje
a todos los objetos del sistema indica´ndoselo. La respuesta a este mensaje puede ser
diferente en cada objeto. Un objeto podr´ıa decidir, por ejemplo, bajar su frecuen-
cia de refresco en un porcentaje, otro podr´ıa cambiar de me´todo de deteccio´n de
colisiones a un me´todo menos preciso pero con un coste interior.
El objeto monitor puede comunicarse con los objetos del sistema y el resto de
objetos con este. Actualmente se han definido, a modo de ejemplo, dos posibilidades
de comunicacio´n de los objetos del sistema o del videojuego con el objeto monitor :
Inicializacio´n de para´metros: cuando el monitorrecibe un mensaje de inicia-
lizacio´n, provenga de quien provenga, inicializa las medidas tomas hasta el
momento para calcular los para´metros del sistema.
Modificacio´n de la holgura o frecuencia de las medidas: los para´metros del
mensaje le indican al monitor que holgura o frecuencia modificar y como mo-
dificarla. Este mensaje puede provenir de cualquier objeto.
Un ejemplo de utilizacio´n podr´ıa ser: un determinado objeto utiliza muy frecuen-
temente el para´metro que indica la frecuencia de cuadro media y le interesa que esa
medida se calcule tomando en cuenta un mayor intervalo de historia previa. Para
ello, le env´ıa un mensaje al monitor para que baje la frecuencia de inicializacio´n de
las medidas.
4.7.2.2. Monitorizacio´n Fuera de L´ınea
Esta monitorizacio´n produce como salida una serie de histo´ricos o trazas de la





Evolucio´n de la frecuencia de cuadro durante la ejecucio´n.
Traza completa del sistema.
La monitorizacio´n incluye los objetos del sistema y los objetos del videojuego
(creados por el usuario). Para ello se incluyen funciones de monitorizacio´n que el
4.7 Monitorizacio´n del Sistema 147
usuario puede invocar, de forma que los resultados de la monitorizacio´n incluyan
aspectos generales o concretos de su videojuego. Pueden an˜adirse fa´cilmente nuevos
elementos a monitorizar siguiendo el mismo proceso definido para los elementos
existentes.
Cada una de estas monitorizaciones se seleccionan por separado.
Deteccio´n de Colisiones
La monitorizacio´n de la deteccio´n de colisiones muestra cada una de las llamadas
a la deteccio´n de colisiones de DFly3D (proceso de Fly3D). Se muestra el objeto que
arranca la deteccio´n de colisiones y su posicio´n en el momento de solicitar la deteccio´n
de colisiones.
La monitorizacio´n de la deteccio´n de colisiones produce como resultado la in-
formacio´n sobre las solicitudes de deteccio´n de colisiones y el e´xito o fracaso de
e´stas.
Se incluye una utilidad que permite comparar dos ficheros de deteccio´n de co-
lisiones. Esta utilidad tiene como objetivo comparar los ficheros de colisiones de
diferentes ejecuciones del programa (o la ejecucio´n del sistema continuo y discreto).
Ha sido especialmente u´til durante la integracio´n de GDESK para comprobar el
funcionamiento del sistema discreto respecto al continuo. Muestra:
1. Valor del nu´mero de llamadas a la deteccio´n de colisiones en cada ejecucio´n.
2. Valor del nu´mero de colisiones detectadas en cada ejecucio´n.
3. Comparacio´n de colisiones de ambas ejecuciones, indicando las que son simi-
lares y las que difieren. Se indica la referencia a la posicio´n de las colisiones
en el fichero que contiene las llamadas a la deteccio´n de colisiones, por si es
necesario comprobar la historia previa.
Un ejemplo de utilizacio´n de esta monitorizacio´n podr´ıa ser para comprobar si
se esta´n detectando las colisiones que realmente deber´ıan ocurrir. Se puede obtener
estas medidas con diferentes frecuencias de muestreo de los objetos hasta llegar al
muestreo mı´nimo que permita detectar las colisiones adecuadamente.
Tiempos del Sistema
La monitorizacio´n de tiempos del sistema es la que puede ofrecer una informacio´n
ma´s interesante, pues muestra cuellos de botella del sistema o posibles colapsos.
Se generan dos ficheros, el primero contiene tiempos del nu´cleo de GDESK (ver
apartado 3.3.8 del cap´ıtulo 3). El segundo contiene los tiempos de DFLy3D. Con-
tiene informacio´n sobre los procesos de simulacio´n de cada objeto, visualizacio´n del
sistema, otros procesos como gestio´n de los mapas de luces, intercambio de buffers,...
148 Cap´ıtulo 4 DFly3D: Fly3D Discreto
La monitorizacio´n muestra el consumo de tiempo de diferentes procesos del sis-
tema. Para estos procesos se muestra:
Nu´mero de ejecuciones totales.
Ciclos de reloj consumidos.
Segundos consumidos.
Segundos consumidos en cada ejecucio´n.
Los procesos de los que se obtiene esta informacio´n son:
Funcio´n de simulacio´n de cada objeto del videojuego.
Funcio´n de visualizacio´n de cada objeto del videojuego.
Proceso global de visualizacio´n de todos los objetos.
Tiempo consumido por los objetos en la deteccio´n de colisiones.
Tiempo consumido por el intercambio de buffers de pantalla.
Tiempo global que el sistema esta´ siendo controlado por GDESK.
Tiempo consumido por la gestio´n de mapas de luces y niebla.
Adema´s, se muestran estos valores para el total de la aplicacio´n.
Uno de los datos ma´s importantes que muestra este fichero es el tiempo real
consumido por la simulacio´n del sistema. Si el tiempo real supera el tiempo de
simulacio´n, el sistema esta´ colapsado en mayor o menor grado. El resto de tiempos
pueden dar informacio´n sobre cual es la fuente del colapso.
Un ejemplo de uso de esta monitorizacio´n puede ser: el programador del video-
juego obtiene los tiempos del sistema y comprueba que el sistema se colapsa en un
porcentaje inaceptable para la calidad de servicio esperada. Por ello consulta cual
o cuales son los tiempos de visualizacio´n y simulacio´n de cada uno de los objetos,
buscando las razones del colapso. Una vez detectados los motivos, cambia el disen˜o
o el comportamiento de uno o ma´s objetos.
Frecuencia de Cuadro
Se genera un fichero diferente para el sistema continuo y para el sistema discreto.
Estos ficheros muestran la evolucio´n de la frecuencia de cuadro del sistema, con los
porcentajes de cada frecuencia de cuadro generada durante la ejecucio´n. Permiten
comprobar si el sistema tiene unas condiciones aceptables de visualizacio´n.
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Podr´ıa utilizarse, por ejemplo, para comprobar la dispersio´n de las frecuencias
de cuadro instanta´neas del sistema, as´ı puede verse si la frecuencia de cuadro media
ha sido ma´s o menos constante durante la ejecucio´n.
Traza del Sistema
Se incluye una traza general que muestra la evolucio´n completa del sistema.
Muestra todos los eventos generados por el sistema, incluyendo origen, destino del
mensaje y tiempo del mensaje. Sigue todo el proceso de insercio´n del mensaje en el
heap (cuando el mensaje esta´ insertado muestra el a´rbol del heap). Continu´a con el
proceso del dispatcher, enviando los mensajes del heap a los objetos receptores.
Se muestra el tiempo consumido en la ejecucio´n de cada aspecto de cada objeto
y para cada evento. Muestra tambie´n como se realiza la absorcio´n de tiempos para
cada uno de los eventos del sistema.
La traza incluye todos los procesos que se invocan durante la ejecucio´n, por
lo que mediante la traza puede conocerse costes de un proceso de visualizacio´n en
concreto, o de un proceso de simulacio´n de un objeto concreto, del mecanismo de
intercambio de buffers,...
Esta traza se selecciona con una sentencia de preprocesador. Es un proceso con
un coste temporal muy elevado por los que la simulacio´n se ralentiza mucho, pero
ofrece una perspectiva detallada de lo que ocurre en el sistema.
4.8. Conclusiones
La integracio´n de GDESK en Fly3D permite obtener DFly3D, un motor de
aplicaciones gra´ficas en tiempo real discreto desacoplado.
Una aplicacio´n en DFly3D es un conjunto de objetos que se comunican mediante
paso de mensajes. El mecanismo de paso de mensajes modela tanto comportamientos
continuos como comportamientos discretos de los objetos. Este mecanismo tiene dos
utilidades: modelar la interaccio´n entre objetos y modelar el comportamiento de los
objetos. El proceso de env´ıo y recepcio´n de mensajes lo controla GDESK.
Cada objeto tiene asociada una funcio´n de recepcio´n de mensajes. En esta fun-
cio´n se define la respuesta del objeto a un tipo de mensaje determinado (con unos
para´metros determinados, o de un objeto emisor determinado). En esta funcio´n se
define tambie´n a que mensajes es sensible un objeto. Como respuesta a un mensaje,
el objeto puede generar nuevos mensajes. Este proceso lo controla GDESK.
Cada mensaje tiene asociado un tiempo. Este tiempo indica el instante en que
el mensaje debe ser recibido por el objeto destino. GDESK mantiene los mensajes
ordenados por tiempo de ocurrencia hasta que se alcanza su tiempo.
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El proceso de visualizacio´n requiere de un objeto espec´ıfico que lo controle y se
modela mediante el mecanismo de paso de mensajes. Por tanto por cada mensaje
que recibe el objeto visualizador se genera una escena. De este modo se controla la
frecuencia de cuadro del sistema. La visualizacio´n es un proceso ma´s del sistema,
con la misma prioridad que el resto de procesos. La frecuencia de cuadro la define
el usuario (mientras el sistema no este´ colapsado). La frecuencia de cuadro no tiene
porque ser constante durante la ejecucio´n de la aplicacio´n, puede adaptarse dina´mi-
camente a los requerimientos de la aplicacio´n. Otros motores de visualizacio´n como
OpenGL Performer permiten definir tambie´n la frecuencia de cuadro (ver apartado
2.1.2.1 del cap´ıtulo 2).
GDESK dota a DFly3D con la posibilidad de monitorizar el sistema de dos
formas diferentes:
Monitorizacio´n fuera de l´ınea: se generan una serie histo´ricos con los resultados
de la monitorizacio´n del sistema, u´til en el proceso de produccio´n.
Monitorizacio´n en l´ınea: define mecanismos para que los objetos obtengan
informacio´n del sistema y puedan ajustar dina´micamente su comportamiento.
La monitorizacio´n es un proceso discreto que define su propia calidad de servicio
y, por tanto, el muestreo o´ptimo para cada uno de sus procesos, evitando sobrecargar
el sistema innecesariamente.
El apartado 5.2 del cap´ıtulo 5 muestra los resultados de la integracio´n de GDESK




En este cap´ıtulo se muestran los resultados del:
1. Simulador de eventos discreto DESK. De los dos simuladores utilizados como
modelo en el proceso de creacio´n de GDESK, QNAP se utiliza como referente a
la hora de establecer la forma de definir el modelo de simulacio´n y SMPL como
referente de simulador veloz. Se comparan los resultados temporales obtenidos
con el simulador SMPL y con JDESK (versio´n web de DESK).
2. Nu´cleo de aplicaciones gra´ficas DFLy3D. DFLy3D se crea partiendo del nu´cleo
de aplicaciones gra´ficas Fly3D e integrando el simulador de eventos discreto
GDESK para gestionar los eventos de la aplicacio´n gra´fica. Se comparan los
resultados del nu´cleo de aplicaciones gra´ficas original continuo acoplado Fly3D
y el nu´cleo discreto desacoplado DFly3D. Estos resultados muestran en que´ as-
pectos mejora la simulacio´n discreta al nu´cleo de aplicaciones gra´ficas.
5.1. Simulador de Eventos Discreto
Las pruebas se han realizado en un ordenador personal Pentium 4 (2 GHz) con
512Mb de Ram. Los compiladores utilizados han sido: Visual C++ v6.0 (DESK y
SMPL) y BlueJ v1.3.0 (JDESK). Ambos compiladores ejecuta´ndose sobre el sistema
operativo Windows XP. No se muestran los resultados obtenidos con otras configu-
raciones de ma´quina pues no es el objetivo de la tesis comprobar el porcentaje exacto
de mejora de DESK respecto a SMPL o JDESK, ni como depende esta mejora de
la arquitectura de la ma´quina.
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5.1.1. Comparativa de Resultados de DESK y SMPL
DESK se creo´ basa´ndose en dos simuladores radicalmente diferentes: SMPL y
QNAP, con el objetivo de permitir definir el modelo a simular de una forma similar
a QNAP y ser ra´pido como SMPL. QNAP permite crear el modelo de simulacio´n
definiendo las ES que componen el modelo, sus propiedades y la topolog´ıa del modelo.
DESK permite definir el modelo de manera similar. Incluso la topolog´ıa del modelo
se define como una propiedad ma´s de las ES. En cuanto al coste de simulacio´n,
en este apartado se va a demostrar que el objetivo de DESK de tener un coste de
simulacio´n bajo, como SMPL, no so´lo se ha alcanzado, sino que se ha conseguido
un coste de simulacio´n menor para los modelos simulados. No se ha comparado el
tiempo de simulacio´n de DESK con QNAP, pues es un simulador lento. QNAP se
ha considerado en esta tesis como referente a seguir para la definicio´n del modelo
del sistema a simular en DESK.
En este apartado se muestran una serie de sistemas modelados en DESK y en
SMPL, con el objeto de poder comparar sus costes de simulacio´n. DESK permite
obtener resultados del modelo utilizando dos tipos de aritme´tica: en coma fija o
en coma flotante. Para cada ejemplo se obtiene el coste temporal de la simulacio´n,
variando el tiempo de simulacio´n o el nu´mero de clientes en el sistema, tanto en
DESK como SMPL.
Para cada ejemplo se compara:
SMPL vs DESK-Flotante: coste temporal de simulacio´n del modelo en SMPL
respecto a DESK en coma flotante.
SMPL vs DESK-Fija: coste temporal de simulacio´n del modelo en SMPL res-
pecto a DESK en coma fija.
DESK-Fija vs DESK-Flotante: coste temporal de simulacio´n del modelo en
DESK en coma fija respecto a coma flotante.
El rango de valores representables en coma fija no es tan amplio como el rango
en coma flotante (para la representacio´n de datos elegida de coma fija). Por ello,
los resultados de los ejemplos en DESK-Fija no se han podido obtener para todos
los valores de tiempo de simulacio´n, debido a esta limitacio´n en la representacio´n
nume´rica. En las tablas y las figuras se muestran los valores obtenidos para coma
fija hasta el rango representable. El co´digo fuente de estos ejemplos se encuentra en
[Garcia:1997].
5.1.1.1. Ejemplo 1: Sistema Abierto M/M/1
El sistema de la figura 5.1 muestra un sistema muy simple con una fuente que
genera clientes para la u´nica CPU del sistema (M/M/1). La fuente genera clientes de
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Fuente
CPU
Figura 5.1: Sistema abierto M/M/1
Tiempo SMPL vs SMPL vs DESK-Fija vs
de simulacio´n DESK-Flotante DESK-Fija DESK-Flotante
1.000.000 0% 0% 0%
5.000.000 25% 25% 0%
10.000.000 22,2% - -
50.000.000 8,33% - -
100.000.000 10,64% - -
Tabla 5.1: Incremento de los costes de simulacio´n de DESK respecto de SMPL del
ejemplo 5.1 sin esperas
forma exponencial. La CPU tiene una pol´ıtica de insercio´n en cola de espera FIFO
no expulsiva y los tiempos de servicio de los clientes en la CPU son exponenciales. Se
var´ıa la configuracio´n de este sistema inicial para observar como los cambios influyen
en el coste temporal de la simulacio´n.
Sistema Inicial
En el sistema inicial, la tasa de servicio de los clientes en la CPU y la tasa de
creacio´n de clientes en la fuente son iguales, por lo que la longitud media de la cola
de espera de la CPU es pequen˜a. Los costes temporales de la simulacio´n de DESK
(tabla 5.1 y figura 5.2) disminuyen respecto a los costes de SMPL (alrededor de un
10%). Los tiempos de DESK usando coma fija y coma flotante son muy similares.
La falta de precisio´n en la medida no permite apreciar la diferencia entre ambas
implementaciones.
Sistema Abierto con Aumento en la Longitud Media de la Cola de
Espera
Se aumenta el tiempo de servicio de los clientes en la CPU por lo que se producen
esperas de clientes. La diferencia del coste temporal de la simulacio´n entre SMPL y
DESK aumenta (tabla 5.2 y figura 5.3), pasando a ser de un 150%. Los tiempos de
coma fija siguen siendo similares a los de coma flotante.
Sistema Cerrado
Se convierte el sistema en cerrado, eliminado la fuente. Los clientes no se crean ni
se destruyen. Cuando un cliente sale de la CPU vuelve a pedirle servicio. Se simula
un comportamiento parecido al sistema abierto pero sin fuente. La diferencia entre
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Figura 5.2: Costes de simulacio´n de DESK y SMPL del ejemplo 5.1 sin esperas
Tiempo SMPL vs SMPL vs DESK-Fija vs
de simulacio´n DESK-Flotante DESK-Fija DESK-Flotante
1.000.000 300% 300% 0%
5.000.000 300% 300% 0%
10.000.000 250% - -
50.000.000 128% - -
100.000.000 145% - -
Tabla 5.2: Incremento de los costes de simulacio´n de DESK respecto de SMPL del
ejemplo 5.1 con esperas


















Smpl DESK (Coma Flotante) DESK (Coma Fija)
Figura 5.3: Costes de simulacio´n de DESK y SMPL del ejemplo 5.1 con esperas
Tiempo SMPL vs SMPL vs DESK-Fija vs
de simulacio´n DESK-Flotante DESK-Fija DESK-Flotante
1.000.000 0% 0% 0%
5.000.000 134% 75% 34%
10.000.000 100% - -
50.000.000 77% - -
100.000.000 83% - -
Tabla 5.3: Incremento de los costes de simulacio´n de DESK respecto de SMPL del
ejemplo 5.1 cerrando el sistema
los costes de simulacio´n entre SMPL y DESK aumentan respecto al sistema inicial
(tabla 5.3 y figura 5.4), pasando a ser para DESK en coma flotante alrededor de un
80% ma´s ra´pido. La diferencia entre coma flotante y fija aumenta ligeramente. Los
costes en SMPL son parecidos al sistema abierto, porque la creacio´n de clientes es
simplemente incrementar un contador.
Sistema con Recursos
Se an˜ade un recurso al sistema abierto inicial. Un cliente, para poder recibir
servicio en la CPU debe previamente obtener un recurso. El coste temporal de la
simulacio´n aumenta tanto en DESK como en SMPL (tabla 5.4 y figura 5.5), pero el
incremento en DESK es mayor. El porcentaje de mejora de DESK en coma flotante
respecto a SMPL pasa a ser un 12%.
Sistema con Clientes Prioritarios



















Smpl DESK (Coma Flotante) DESK (Coma Fija)
Figura 5.4: Costes de simulacio´n de DESK y SMPL del ejemplo 5.1 cerrando el
sistema
Tiempo SMPL vs SMPL vs DESK-Fija vs
de simulacio´n DESK-Flotante DESK-Fija DESK-Flotante
1.000.000 100% 0% 100%
5.000.000 13% 13% 0%
10.000.000 14% - -
50.000.000 10% - -
100.000.000 12% - -
Tabla 5.4: Incremento de los costes de simulacio´n de DESK respecto de SMPL del
ejemplo 5.1 con recursos






















Smpl DESK (Coma Flotante) DESK (Coma Fija)
Figura 5.5: Costes de simulacio´n de DESK y SMPL del ejemplo 5.1 con recursos
Tiempo SMPL vs SMPL vs DESK-Fija vs
de simulacio´n DESK-Flotante DESK-Fija DESK-Flotante
1.000.000 0% 0% 0%
5.000.000 25% 0% 25%
10.000.000 57% - -
50.000.000 44% - -
100.000.000 43% - -
Tabla 5.5: Incremento de los costes de simulacio´n de DESK respecto de SMPL del
ejemplo 5.1 con prioridades
Se modifica el sistema para utilizar clientes con prioridades. Se parte de un
sistema cerrado con 20 clientes, la mitad de los cuales tienen prioridad 1 y la otra
mitad prioridad 2. Los costes temporales de la simulacio´n en DESK se incrementan
ligeramente (tabla 5.5 y figura 5.6) debido al tiempo extra que supone la gestio´n
de colas con prioridades. Los costes en SMPL tambie´n son parecidos, aumentando
menos incluso que en DESK, por lo que la mejora de costes entre SMPL y DESK
se reduce respecto al sistema cerrado, siendo en coma flotante de alrededor de un
44%.
En todos las variaciones del sistema los costes temporales de DESK en coma
flotante son menores que en SMPL, siendo considerable la diferencia de costes en
algu´n caso. Los costes en DESK utilizando coma fija o coma flotante son muy simi-
lares. LA precisio´n de las medidas no permite apreciar la diferencia adecuadamente
en algunos de los resultados.


















Smpl DESK (Coma Flotante) DESK (Coma Fija)





Figura 5.7: Sistema abierto con dos discos
5.1.1.2. Ejemplo 2: Sistema Abierto con dos Discos
La figura 5.7 muestra un sistema con dos discos y una fuente. Ambos discos sirven
a los clientes durante un tiempo determinado por una distribucio´n exponencial. La
pol´ıtica de servicio de clientes en los discos es FIFO no expulsiva. La fuente genera
clientes con una tasa exponencial. Los clientes, a la salida del primer disco, tienen
una probabilidad del 30% de ir al disco 2 y una probabilidad 70% de salir del
sistema.
El coste de la simulacio´n en DESK en coma flotante es alrededor de un 15%
menor que en SMPL y un 46% menor que en coma fija. A medida que el sistema se
hace ma´s complejo, la diferencia entre coma fija y flotante aumenta.
5.1.1.3. Ejemplo 3: Sistema Cerrado
La figura 5.9 muestra un t´ıpico sistema multiprocesador cerrado. El sistema
contiene 10 terminales (hay un cliente por terminal). Desde los terminales se accede
a dos CPU. A la salida de cualquiera de ellas, los clientes acceden a una tercera
CPU (obteniendo previamente el recurso BUS ). El sistema contiene, por tanto, 5 ES:
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Tiempo SMPL vs SMPL vs DESK-Fija vs
de simulacio´n DESK-Flotante DESK-Fija DESK-Flotante
1.000.000 0% 0% 0%
5.000.000 8% -26% 46%
10.000.000 16% - -
50.000.000 14% - -
100.000.000 14% - -
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Figura 5.9: Sistema cerrado
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Nu´mero de SMPL vs SMPL vs DESK-Fija vs
Clientes DESK-Flotante DESK-Fija DESK-Flotante
1 650% 400% 50%
5 730% 728% 0%
10 825% 957% -13%
100 1.277% 1.671% -22%
500 3.511% 4.542% -22%
1.000 6.755% 8.714% -22%
2.000 13.611% 15.325% -11%
Tabla 5.7: Incremento de los costes de simulacio´n de DESK respecto de SMPL del
ejemplo 5.9
procesadores, 3 CPU y el recurso BUS. Los clientes, cuando salen de CPU3 liberan
el recurso BUS y vuelven a los procesadores, iniciando de nuevo el recorrido. Todas
las CPU tienen las siguientes caracter´ısticas: un u´nico servidor, pol´ıtica de insercio´n
en cola de espera FIFO no expulsiva, tiempo de servicio de distribucio´n exponencial
y funcio´n de usuario no definida. Todos los clientes tienen la misma prioridad y clase.
Cuando un cliente sale de los procesadores tiene un 30% de posibilidades de ir a la
CPU1 y un 70% a la CPU2.
Se ha realizado la misma simulacio´n variando el nu´mero de clientes. El cuello de
botella es el recurso BUS. Cuando aumenta el nu´mero de clientes, la longitud media
de la cola de espera del recurso BUS crece considerablemente. El coste temporal
de la DESK mejora con respecto a SMPL, sobre todo cuando el nu´mero de clientes
aumenta (crece la longitud media de las colas de espera). A medida que aumenta el
nu´mero de clientes, aumenta el coste de la simulacio´n en DESK, pero este aumento
es mucho mayor en SMPL. Para 5 clientes en el sistema DESK es 7 veces ma´s ra´pido
que SMPL, con 2.000 clientes es 136 veces ma´s ra´pido. La tabla 5.7 y la figura 5.10
muestran la variacio´n de los costes temporales de simulacio´n. Los costes en DESK
en coma fija empeoran respecto a los de coma flotante, en un 22%.
El modelo del sistema en DESK, JDESK y SMPL se encuentra en el ape´ndi-
ce C. En este ejemplo se puede observar como se definen las ES y la sencillez de
modificacio´n del modelo a simular en DESK y JDESK.
5.1.1.4. Conclusiones
Comparativa de SMPL y DESK en Coma Flotante
DESK en coma flotante es ma´s ra´pido que SMPL para los ejemplos probados,
aunque el porcentaje depende mucho del modelo simulado. Ciertos elementos de la
simulacio´n ralentizan DESK respecto de SMPL, otros elementos hacen la simulacio´n
ma´s ra´pida. Dependiendo de la combinacio´n de aspectos que ralentizan la simulacio´n
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Figura 5.10: Costes de simulacio´n de DESK y SMPL del ejemplo 5.9
y que la agilizan, var´ıa el coste temporal de la simulacio´n.
Cuando los costes de simulacio´n de DESK son mayores que los de SMPL, nunca
lo son en un porcentaje muy elevado. En cambio determinadas situaciones producen
que los costes de SMPL sean cientos de veces mayores que los de DESK. En general,
utilizar siempre DESK en vez de SMPL es ma´s ventajoso. DESK tiene adema´s otras
ventajas que ya se han descrito anteriormente, como permitir llegar a simulaciones
donde SMPL no llega, posibilidad de usarlo como prototipador,...
Algunos de los aspectos del sistema que hacen diferir el coste de simulacio´n entre
DESK y SMPL son:
Carga del Sistema: cuando aumenta el nu´mero de clientes en el sistema o
aumenta la longitud media de las colas de espera, los costes temporales de la
simulacio´n de DESK mejoran con respecto a SMPL. El aumento del coste de
SMPL conforme aumenta el nu´mero de clientes es lineal, en cambio el coste
de DESK se mantiene pra´cticamente constante. Esta diferencia se debe a que
gestio´n de colas de espera en DESK es independiente del nu´mero de clientes
(so´lo la cola de eventos depende del nu´mero de clientes en el sistema).
El coste de simulacio´n depende del sistema a simular, de to´picos como el nu´me-
ro de colas de espera, la longitud media de cada una, los algoritmos de insercio´n
en cola de espera, el nu´mero de ES o la utilizacio´n de recursos.
Adema´s, el nu´mero de clientes en SMPL esta´ limitado (2048 clientes si-
multa´neamente en el sistema), mientras que en DESK la limitacio´n esta´ en
la memoria disponible (la numeracio´n de clientes admite hasta 4.294.967.295
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valores diferentes, pero no hay l´ımite de nu´mero de clientes). En este aspecto,
como en otros, DESK llega donde SMPL no llega e incluso con mejores costes
temporales.
Sistemas Abiertos o Cerrados: la utilizacio´n de fuentes en DESK produce
un aumento del coste de la simulacio´n, respecto al sistema cerrado. Esto no
significa que un modelo, por el hecho de tener una fuente sea ma´s lento en
DESK que en SMPL, u´nicamente que la diferencia entre los costes de ambos
simuladores se acorta. En SMPL la creacio´n de clientes puede ser tan sencilla
como incrementar el contador de clientes. Esto siempre sera´ ma´s ra´pido que
la gestio´n de creacio´n de clientes de DESK. En el mejor de los casos existira´n
clientes en el pool y se tomara´ uno, pero ya se an˜ade al simulador la desventaja
de la insercio´n y eliminacio´n de clientes de la cola del pool. Cuando SMPL
utiliza clientes con clases o prioridades, el coste de simulacio´n aumenta, pues
se ha an˜adido un elemento ma´s de gestio´n. En SMPL es necesario usar una
estructura de datos externa siempre que los clientes usen prioridades, clases o
vectores de ES. En DESK no es necesario an˜adir nada nuevo. DESK gestiona
cualquier caracter´ıstica del cliente sin aumentar el coste de la simulacio´n.
Prioridades: en DESK el uso de prioridades ralentiza ligeramente el sistema.
Para extraer un cliente de la cola de espera se busca desde la cola de mayor
prioridad a la de menor prioridad. Cuando no hay prioridades, los clientes
se insertan en la cola de prioridad mayor, por lo que los clientes siempre se
encuentran en la primera cola consultada. Cuando se usan prioridades, los
clientes se distribuyen por el resto de las colas, segu´n sus prioridades.
Recursos: la utilizacio´n de recursos supone ralentizar el sistema en DESK.
Una ES tipo recurso mantiene una cola con los clientes que tienen asignados
sus recursos. Un cliente puede mantener recursos reservados de cualquier ES
tipo recurso, por lo que los punteros a las colas de recursos de cada ES no
esta´n en el propio cliente (como ocurre con el resto de colas del simulador).
Los nodos de las colas de recursos se deben crear y destruir dina´micamente.
Todo este proceso supone un coste adicional en la simulacio´n. En SMPL no
hay un tratamiento especial de los recursos, son ES convencionales, no ne-
cesitan estructuras adicionales. DESK permite que los clientes reserven ma´s
de un recurso de la ES, en SMPL u´nicamente se puede reservar un recurso.
Esto supone an˜adir funcionalidad a DESK, pero a costa de aumentar el coste
temporal de la simulacio´n.
Comparativa de DESK en Coma Fija y Coma Flotante
La utilizacio´n de aritme´tica en coma fija no ha supuesto ninguna mejora en
los costes de simulacio´n, al contrario, los costes aumentan. Para sistemas sencillos
los costes utilizando ambas aritme´ticas son muy similares. La diferencia aumenta
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con la complejidad del sistema y con el nu´mero de clientes. La principal causa
de esta situacio´n es la arquitectura del procesador utilizado y el compilador, que
optimiza los ca´lculos en coma flotante. La utilizacio´n de coma fija supone en este caso
ralentizar la simulacio´n con conversiones de tipos innecesarias y con implementacio´n
de operaciones ya optimizadas por el compilador y soportadas por el hardware nativo
de la ma´quina.
El uso de coma fija impone restricciones en el sistema a simular, pues el ma´ximo
valor temporal representable es 223, mientras que en coma flotante es 263. Otra
ventaja de usar coma flotante es que el taman˜o del exponente y de la mantisa se
adapta al dato a representar por lo que puede obtener una mayor precisio´n en la
representacio´n cuando el taman˜o de la mantisa lo permite.
La generacio´n de nu´meros aleatorios en coma fija puede emplear distintos me-
canismos, la forma de generacio´n que mayor precisio´n en la representacio´n de datos
produce es tambie´n la ma´s lenta. El principal objetivo del simulador es minimizar
costes temporales, por lo que se debe emplear la forma de calculo ma´s ra´pida y
menos precisa. Los resultados de la simulacio´n en coma fija son menos precisos que
los obtenidos mediante coma flotante, no solo porque cada representacio´n de tiempo
es menos precisa, sino porque el error en la representacio´n de tiempos se va acu-
mulando con cada evento (el reloj del simulador es el tiempo en el que se producen
los eventos, a este valor se le an˜ade el valor temporal en el que se debe producir el
siguiente evento, con su error correspondiente).
Sin embargo, se incluye aritme´tica en coma fija para poder realizar simulaciones
por software en ausencia de operadores en coma flotante, como PDAs. Las ventajas
de la representacio´n de datos en coma fija se indican en el cap´ıtulo 3.
5.1.2. Comparativa de Resultados de DESK y JDESK
Se han implementado los ejemplos anteriores en JDESK y se ha comparado el
coste temporal de simulacio´n de DESK y JDESK. A continuacio´n se muestran los
resultados obtenidos. La tablas 5.8, 5.9 y 5.10 muestran los costes temporales de
simulacio´n de los ejemplos de las figuras 5.1, 5.7 y 5.9 respectivamente.
JDESK proporciona unos costes temporales de simulacio´n mucho mayores que
DESK. Segu´n modelos, oscila entre costes 15 veces mayores a 48 veces mayores,
siendo el valor ma´s habitual tener en JDESK un coste 20 veces superior a DESK. Sin
embargo, estos costes pueden ser muy dependientes de los compiladores utilizados.
No se aprecian diferencias significativas segu´n la longitud de las colas de espera,
recursos,... La tabla 5.10 muestra que los costes de JDESK para ese sistema en
concreto, cuando aumenta el nu´mero de clientes difieren menos de los costes de
DESK que en otros sistemas.
A pesar de que los costes de JDESK empeoran considerablemente respecto a los
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Tiempo Sistema Aumento Sistema Recursos Prior.
de simulacio´n Inicial c. espera Cerrado
1.000.000 2.298% 758% 1.860% 3.983% 2.141%
2.000.000 2.131% 1.654% 1.784% 2.664% 2.134%
3.000.000 2.181% 1.878% 3.185% 2.368% 3.369%
4.000.000 2.120% 4.102% 2.480% 2.219% 2.970%
5.000.000 2.918% 4.873% 3.105% 2.462% 2.796%
Tabla 5.8: Incremento de los costes de simulacio´n de JDESK respecto de DESK del
ejemplo 5.1






Tabla 5.9: Incremento de los costes de simulacio´n de JDESK respecto de DESK del
ejemplo 5.7








Tabla 5.10: Incremento de los costes de simulacio´n de JDESK respecto de DESK del
ejemplo 5.9
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costes de DESK, las ventajas de la simulacio´n en web (apartado 2.3.4 del cap´ıtulo
2) justifica la utilizacio´n del simulador a pesar del empeoramiento de los costes.
5.1.3. Conclusiones
DESK es un simulador generalista de sucesos discreto implementado como una
librer´ıa de C++. Los costes de simulacio´n permiten utilizarlo como prototipador y
la precisio´n de los resultados obtenidos permiten utilizarlo para obtener resultados
finales del modelo a simular.
El modelo se define describiendo el sistema, sus componentes y su topolog´ıa. La
definicio´n del modelo se realiza de forma modular.
Como ya se ha mencionado, es un simulador ra´pido y preciso, pero adema´s es
flexible y potente. Permite definir modelos con cualquier nu´mero de componentes
y con cualquier comportamiento, por at´ıpico que sea. No impone restricciones al
modelo a simular. Permite incluir fa´cilmente elementos externos dentro de la simu-
lacio´n y realizar simulacio´n en tiempo real. El modelo puede variarse dina´micamente
dependiendo de cualquier condicio´n del sistema, sin necesidad de redefinir el modelo.
Puede cambiarse su topolog´ıa, crear y destruir ES, crear y destruir clientes, cambiar
el comportamiento de una o ma´s ES,...
El simulador incluye bibliotecas de componentes que permiten definir modelos
con comportamientos t´ıpicos ra´pida y fa´cilmente.
Todo esto permite realizarlo con unos costes de simulacio´n muy inferiores a los
de SMPL. El porcentaje de mejora de los costes de DESK respecto a los costes de
SMPL depende mucho del sistema en concreto: del nu´mero de ES, de la longitud
media de las colas de espera, de la utilizacio´n de recursos, de la utilizacio´n de clientes
con prioridades y del nu´mero de clientes en el sistema. En general, los costes de
simulacio´n de DESK son muy inferiores a los de SMPL cuando crece la longitud de
las colas del simulador (cuando hay esperas de clientes en las ES o cuando el nu´mero
de clientes en el sistema crece). A medida que aumenta el nu´mero de clientes en
el sistema, el coste de simulacio´n de SMPL se dispara, mientras que el de DESK
permanece casi constante (tabla 5.7).
Se proporciona una versio´n web del simulador (JDESK), que a pesar de tener
mayores costes de simulacio´n permite tener el simulador disponible desde cualquier
navegador y tener permanentemente actualizado el co´digo del simulador. Incluye un
asistente para definir el modelo fa´cilmente.
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5.2. Simulador de Eventos Discreto como Nu´cleo de
Aplicaciones Gra´ficas
En este apartado se realiza un estudio de las mejoras obtenidas por la utilizacio´n
de un sistema discreto desacoplado frente al sistema continuo acoplado cla´sico.
En primer lugar se realiza un estudio teo´rico (apartado 5.2.1), para posterior-
mente contrastar las conclusiones de este estudio con los resultados obtenidos usando
como sistema continuo Fly3D y como sistema discreto DFly3D (apartado 5.2.2).
5.2.1. Comparativa Teo´rica de los Modelos Discreto y Continuo
Estos resultados teo´ricos se han obtenido al comparar el videojuego continuo
acoplado Fly3D con el videojuego discreto desacoplado DFly3D, creado durante la
realizacio´n de la tesis. Sin embargo estos resultados teo´ricos son extrapolables a otras
aplicaciones gra´ficas en tiempo real.
Previamente se define la nomenclatura utilizada en este apartado y se definen
dos conceptos generales usados en todos los apartados de esta comparativa: colapso
del sistema y de calidad de servicio.
5.2.1.1. Nomenclatura
TG tiempo total consumido en la ejecucio´n del sistema.
TR tiempo total consumido en la visualizacio´n de las escenas.
TS tiempo total consumido en la simulacio´n.
TF tiempo total no consumido por el sistema.
TSISTEMA tiempo total de simulacio´n consumido en la ejecucio´n de un sistema,
incluyendo todas las fases: simulacio´n y visualizacio´n.
TREAL tiempo real total consumido en la ejecucio´n de un sistema, incluyendo todas
las fases: simulacio´n y visualizacio´n.
NR nu´mero de visualizaciones totales.
NS nu´mero de simulaciones totales.
O conjunto de todos los objetos de un sistema.
NO nu´mero de objetos en el sistema.
Oi coleccio´n de aspectos del objeto i.
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FF frecuencia de cuadro (nu´mero de fps generados por la aplicacio´n).
SRR frecuencia de refresco de pantalla (nu´mero de fps generados por el dispositivo
f´ısico).
SSF frecuencia de muestreo del sistema.
T periodo de muestreo del sistema.
OSFi frecuencia de muestreo del objeto i que modela su comportamiento.
OSFimin mı´nima OSFi para simular el objeto i adecuadamente.
OSFimax ma´xima OSFi para simular el objeto i si hay potencia de ca´lculo suficiente.
OSFi,j frecuencia de muestreo del aspecto j del objeto i.
OSFi,jmin valor mı´nimo de OSFi,j para simular el aspecto j del objeto i apropiada-
mente.
OSFi,jt valor de OSFi,j en el instante t.
OSFri frecuencia de muestreo del objeto i que modela su comportamiento, respecto
del tiempo real del sistema.
OSFsi frecuencia de muestreo del objeto i que modela su comportamiento, respecto
del tiempo de simulacio´n del sistema.
SO sobremuestreo de pantalla. Es el SRR que no se llega a visualizar en pantalla
debido al sobremuestreo.
CFS factor de colapso global del sistema.
CFi,j factor de colapso del objeto i aspecto j.
QoSi,jt QoS del aspecto j del objeto i en el instante de tiempo t.
5.2.1.2. Definiciones
Sistema Colapsado
Se dice que un sistema esta´ colapsado cuando no es capaz de simular y visualizar
en un ciclo de refresco de pantalla. Es decir, no es capaz de mostrar el nu´mero de
escenas suficientes o no es capaz de simular todos los objetos adecuadamente. Un
sistema colapsado tiene un comportamiento incorrecto, pues no cumple con todas
las QoS definidas para cada objeto. Un sistema puede colapsarse debido a:
Alta complejidad del sistema (simulacio´n o visualizacio´n).
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Nu´mero de objetos en el sistema.
Potencia de ca´lculo insuficiente de la ma´quina.
La definicio´n de sistema colapsado se trata en mayor profundidad en el apartado
5.2.1.4.
Calidad de Servicio (QoS)
El criterio de QoS en aplicaciones gra´ficas en tiempo real suele restringirse a
ciertos para´metros gra´ficos, pero realmente incluye otras caracter´ısticas, como simu-
lacio´n o f´ısica. Los tres aspectos fundamentales de la QoS en aplicaciones gra´ficas
son:
1. Estimulacio´n Sensorial de Usuario (SUS): la interfaz con el usuario tradicional
(HCI) incluye:
Aspectos gra´ficos: geometr´ıa compleja de objetos, grandes texturas, fre-
cuencia de cuadro, anti-aliasing, motion blur, accumulation buffers, reso-
lucio´n de pantalla, 2D, 3D, iluminacio´n o mapas de luces.
Sonido: sonido surround, calidad de sonido, midi o wavetables.
Pero otros aspectos de la HCI empiezan a incluirse en las aplicaciones gra´ficas
en tiempo real, como visio´n este´reo, realimentacio´n ta´ctil o reconocimiento
visual del usuario.
2. F´ısica: cinema´tica inversa, deteccio´n de colisiones, inercia, dina´mica del sistema
o fuerzas.
3. Simulacio´n: prediccio´n de comportamientos, respuesta compleja del avatar o
inteligencia artificial.
Estos aspectos no tienen la misma relevancia en todas las aplicaciones gra´ficas. A
modo de ejemplo, la tabla 5.11 muestra algunos ejemplos de familias de videojuegos
(como ejemplo de aplicacio´n gra´fica en tiempo real) y el nivel de relevancia (bajo,
medio o alto) de cada uno de los aspectos de la QoS.
La QoS depende del objeto de la aplicacio´n para la que se define:
Objeto visualizador : la QoS depende de aspectos generales del proceso de
visualizacio´n como FF , anti-aliasing o resolucio´n de pantalla. Estos aspectos
esta´n incluidos en la categor´ıa de HCI de la QoS de la aplicacio´n gra´fica.
Objetos de la aplicacio´n gra´fica: la QoS depende de to´picos como frecuencia
de muestreo, deteccio´n de colisiones, inteligencia artificial, texturas, geometr´ıa
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Familia SUS Simulacio´n F´ısica Ejemplo
Estrategia Bajo Alto Bajo Chess, The Ancient
Art of War, Warcraft











Alto Bajo Simcity, The Sims
Aventuras
gra´ficas




Medio Bajo Knights of the Old
Republic, Neverwin-
ter Night
Tabla 5.11: QoS en familias de videojuegos
de objetos, iluminacio´n y mapas de luces. Estos to´picos pertenecen a las tres
categor´ıas anteriores de la QoS.
El programador de la aplicacio´n gra´fica puede definir para´metros de la QoS como:
geometr´ıa de objetos, nu´mero de pol´ıgonos, taman˜o del objeto, profundidad de la
textura de color o nu´mero de texturas. En muchos casos se le permite al usuario
definir algunas caracter´ısticas de visualizacio´n como anti-aliasing o resolucio´n de
pantalla. Esta es una forma de ajustar la QoS del objeto visualizador a la potencia
de ca´lculo de la ma´quina donde se ejecuta la aplicacio´n.
Diferentes aplicaciones gra´ficas en tiempo real tienen diferentes necesidades de
SUS, f´ısica y simulacio´n. La situacio´n ideal es tener un paradigma de simulacio´n que
permita que:
Diferentes objetos pueden tener comportamientos continuos o discretos.
El mismo objeto pueda tener un comportamiento continuo o discreto, ins-
tanta´neamente o durante la ejecucio´n del sistema.
El sistema debe distribuir la potencia de ca´lculo de la ma´quina de acuerdo con
las necesidades de cada objeto. El sistema debe permitir adaptar el compor-
tamiento de los objetos dina´micamente a:
• La familia y tipo del aplicacio´n gra´fica en tiempo real.
• La carga del sistema.
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• La evolucio´n del sistema durante su ejecucio´n.
5.2.1.3. Distribucio´n de Tiempos
En este apartado se muestra la diferencia de la distribucio´n de tiempos entre
los procesos de la aplicacio´n gra´fica en el sistema continuo y discreto. En ambos
sistemas se cumple la ecuacio´n 5.1:
TG = TR + TS + TF (5.1)
La carga del sistema depende del nu´mero de objetos, pues tanto la carga de
simulacio´n como la de visualizacio´n se incrementa con este nu´mero (ecuaciones 5.2
y 5.3).
NO ↑⇒ TR ↑ (5.2)
NO ↑⇒ TS ↑ (5.3)
En un esquema de simulacio´n continuo acoplado el sistema esta´ continua-
mente simulando y visualizando (ecuaciones 5.4 y 5.5). El sistema usa casi el 100%
del tiempo de la aplicacio´n en estos dos procesos. En cada pasada del bucle principal
se simula y se visualiza. No hay tiempo libre ni recursos libres.
TG ' TR + TS (5.4)
NS = NR = SSF (5.5)
Los tiempos de simulacio´n y visualizacio´n son mutuamente dependientes. El
tiempo de la aplicacio´n lo comparten estos dos procesos. Un incremento en la carga de
simulacio´n supone un decremento del tiempo destinado a la visualizacio´n (ecuacio´n
5.6), lo que supone un decremento en frecuencia de cuadro. Si la frecuencia de cuadro
es lo suficientemente baja, el sistema no se visualiza adecuadamente.
TS ↑⇒ TR ↓⇒ NR ↓⇒ FF ↓ (5.6)
Si el nu´mero de visualizaciones disminuye, tambie´n disminuye el nu´mero de si-
mulaciones (ecuacio´n 5.7). La frecuencia de muestreo del sistema disminuye.
NR ↓⇒ NS ↓⇒ SSF ↓ (5.7)
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Igualmente, un incremento en la carga de visualizacio´n supone un decremento
del tiempo de simulacio´n (ecuacio´n 5.8). Si el muestreo de cada objeto no es suficien-
te para cumplir el teorema de Niquist-Shannon o la QoS definida para cada objeto,
algu´n objeto puede estar muestrea´ndose insuficientemente. Esto puede producir com-
portamientos incorrectos como pe´rdida de eventos o colisiones no detectadas. Si el
nu´mero de simulaciones baja, tambie´n baja el nu´mero de visualizaciones y por tanto
la frecuencia de cuadro (ecuacio´n 5.9).
TR ↑⇒ TS ↓⇒ NS ↓ (5.8)
NS ↓⇒ NR ↓⇒ SSF ↓⇒ FF ↓ (5.9)
El esquema de simulacio´n discreto desacoplado permite la independencia
de los procesos de simulacio´n y visualizacio´n, adema´s de introducir un sistema dis-
creto de simulacio´n. Si la potencia de ca´lculo es suficiente, el tiempo de simulacio´n
depende u´nicamente del nu´mero de objetos del sistema y aumenta linealmente con
este nu´mero. Igual ocurre con el tiempo de visualizacio´n. No hay una dependencia
entre el tiempo de simulacio´n y el tiempo de visualizacio´n. El sistema so´lo utiliza la
potencia de ca´lculo estrictamente necesaria para cumplir con la QoS de cada objeto.
Los procesos de simulacio´n y visualizacio´n son independientes, por lo que la
aplicacio´n no usa el 100% del tiempo simulando y visualizando (ecuacio´n 5.10). El
tiempo del sistema depende u´nicamente de la carga de simulacio´n y de la complejidad
de la escena. El sistema discreto libera tiempo que puede ser usado para mejorar
aspectos del sistema o liberado para otras aplicaciones. El sistema so´lo usa el 100%
del tiempo de la aplicacio´n si el sistema esta´ colapsado.
TG > TR + TS (5.10)
La tasa de simulacio´n es independiente de la tasa de visualizacio´n (ecuacio´n
5.11).
NS 6= NR (5.11)
Las tasas de visualizacio´n y simulacio´n son independientes y constantes duran-
te la ejecucio´n mientras haya potencia de ca´lculo suficiente. El tiempo destinado a
la visualizacio´n y el destinado a la simulacio´n aumenta linealmente con el nu´mero
de objetos. Incrementar el tiempo de simulacio´n supone decrementar el tiempo li-
bre (ecuacio´n 5.12) e incrementar el tiempo de visualizacio´n supone decrementar el
tiempo libre (ecuacio´n 5.13).
TS ↑⇒ TF ↓ (5.12)
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Caracter´ıstica Sistema Continuo Sistema Discreto
Tiempo del sistema TG ' TR + TS TG = TR + TS + TF
TS ↑ TR ↓, FF ↓ TF ↓, FF '
TR ↑ TS ↓, FF ↓ TF ↓, FF '
NO ↑ Reparto del aumento
entre TS y TR
Aumento lineal de TS y
TR y decremento pro-
porcional de TF
NR, NS NR = NS NR 6= NS
Tabla 5.12: Distribucio´n de tiempos
TR ↑⇒ TF ↓ (5.13)
La tabla 5.12 muestra un resumen de la distribucio´n de tiempos en ambos siste-
mas.
Tiempo Libre
El tiempo de la aplicacio´n en un sistema continuo lo comparten los procesos de
simulacio´n y visualizacio´n. El sistema usa casi el 100% del tiempo de la aplicacio´n
en estos procesos. No se libera tiempo ni recursos (ecuacio´n 5.14).
TF = 0 (5.14)
En un sistema discreto los procesos de simulacio´n y visualizacio´n son inde-
pendientes. Las tasas de simulacio´n y visualizacio´n son independientes y constantes
durante la ejecucio´n. Por tanto so´lo se consume el tiempo y los recursos estricta-
mente necesarios para simular y visualizar con la QoS definida. Evita visualizaciones
y simulaciones innecesarias, liberando potencia de ca´lculo, que puede destinarse a
otras aplicaciones o a mejorar otras partes del sistema, como inteligencia artificial,
precisio´n de la deteccio´n de colisiones o incrementar el realismo.
Si el sistema esta´ colapsado el tiempo libre es casi 0 (ecuaciones 5.15 y 5.16).
En este caso, el sistema no es capaz de simular o visualizar el nu´mero apropiado de
veces para garantizar la calidad de la aplicacio´n gra´fica. En este caso se comporta
igual que el sistema continuo en cuanto a la distribucio´n de tiempos.
TF ' 0 (5.15)
TG = TR + TS (5.16)
Un sistema discreto usa u´nicamente la potencia de ca´lculo necesaria para simular
el sistema manteniendo la QoS definida. Los recursos consumidos por un sistema




TF sistema no colapsa-
do
TF = 0 TF = TG − TV − TR
TF Sistema colapsado TF = 0 TF = 0
Tabla 5.13: Tiempo libre
discreto son siempre menores que los consumidos por un sistema continuo siempre
que el sistema no este´ colapsado.
La tabla 5.13 muestra un resumen de las conclusiones obtenidas sobre el tiempo
liberado en ambos sistemas en condiciones de colapso y no colapso del sistema.
Distribucio´n de la Potencia de Ca´lculo
El sistema continuo constantemente simula y visualiza a la ma´xima velocidad.
Por tanto, la potencia de ca´lculo del sistema se reparte por igual entre todos los
objetos del sistema. No hay un reparto de potencia de ca´lculo en funcio´n de las
necesidades del objeto. La potencia de ca´lculo no se distribuye adecuadamente entre
los objetos. Todos los objetos se muestrean a la frecuencia ma´s alta que el sistema
puede alcanzar.
Si la potencia de ca´lculo es elevada en relacio´n con la carga del sistema, se desper-
dicia potencia de ca´lculo calculando visualizaciones innecesarias que nunca llegara´n
a mostrarse por pantalla. El nu´mero de visualizaciones innecesarias se muestra en
la ecuacio´n 5.17.
SO = FF − SRR (5.17)
En el sistema discreto se define la frecuencia con la que cada objeto debe ser
muestreado y se mantiene mientras el sistema no este´ colapsado. Por tanto, cada
objeto consume el tiempo necesario para mantener su QoS. El reparto del tiempo
del sistema se realiza en funcio´n de las necesidades de cada objeto. Se puede definir
un rango de frecuencias (ecuacio´n 5.18), de forma que la frecuencia de muestreo del
objeto este´ incluida en el rango de frecuencias y pueda variar en el rango dependiendo
de la carga del sistema o las necesidades del objeto.
∀i ∈ O : OSFi ∈ [OSFimin ..OSFimax ] (5.18)
En concreto, el sistema discreto define la frecuencia de cuadro que desea obte-
ner (OSFvisualizador), por lo que el valor de sobremuestreo (si lo hay) del objeto
visualizador lo controla el programador.




Reparto de potencia de
calculo entre los objetos
No unifor-
me





Tabla 5.14: Potencia de Ca´lculo
El sistema utiliza so´lo el tiempo necesario para simular y visualizar con la QoS
definida. La potencia remanente puede dedicarse a incrementar la QoS de otros ob-
jetos. Si el sistema no esta´ colapsado, el tiempo ahorrado puede usarse para adaptar
la OSFi, tratando de mantener la OSFimax o, al menos, alcanzar OSFimin (ecuacio´n
5.19).
Si la potencia de ca´lculo es suficiente para simular todos los objetos adecuada-
mente, no hay ni submuestreo ni sobremuestreo (si el programador ha definido el
comportamiento de los objetos adecuadamente). La potencia liberada por el mues-
treo adecuado de un objeto pueden usarla el resto de los objetos para alcanzar su
QoS. Un objeto con un muestreo complementario al mostrado en la figura 5.33 puede
usar la potencia liberada para incrementar su QoS.
∀i ∈ O : OSFimax > OSFi > OSFimin (5.19)
La tabla 5.14 muestra un resumen de las conclusiones obtenidas sobre la potencia
de ca´lculo en ambos sistemas.
5.2.1.4. Colapso del Sistema
Un sistema esta´ colapsado cuando la potencia de ca´lculo es insuficiente para
simular y estimular sensorialmente cumpliendo las condiciones mı´nimas de QoS. Sin
embargo, es diferente la definicio´n de colapso del sistema discreto y del sistema
continuo, porque en el sistema discreto no existe SSF .
Un sistema continuo esta´ colapsado si se cumple la ecuacio´n 5.20 (no esta´ co-
lapsado si se cumple la ecuacio´n 5.21). Cada objeto o cada aspecto del objeto tiene
una frecuencia ideal de muestreo OSFi,jmin . Esta frecuencia no puede definirla el
programador de la aplicacio´n. Dependiendo de la frecuencia de muestreo del sistema
se cumple o no el muestreo ideal del objeto.
∃i ∈ O, ∃j ∈ Oi : OSFi,jmin > SSF (5.20)
∀i ∈ O, ∀j ∈ Oi : OSFi,jmin ≤ SSF (5.21)
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En un sistema discreto colapsado el tiempo de simulacio´n difiere del tiempo
real del sistema, en un intento de simular el sistema adecuadamente (este aspecto se
explica con detalle posteriormente, en este mismo apartado). Por tanto, se definen
dos posibles OSF de los objetos:
1. OSFi de simulacio´n (OSFsi): frecuencia de muestreo del objeto i respecto al
tiempo de simulacio´n del sistema. Esta frecuencia la define el programador. El
programador puede definir un rango de frecuencias aceptable para el objeto, es
decir una frecuencia mı´nima que garantice la correcta simulacio´n del objeto y
una frecuencia ma´xima que ser´ıa aconsejable alcanzar si la carga del sistema lo
permite. La frecuencia del objeto puede adaptarse dina´micamente entre estas
frecuencias (apartado 5.2.2.6).
2. OSFi real (OSFri): frecuencia de muestreo del objeto i respecto al tiempo
real del sistema. Es la frecuencia efectiva del objeto.
Mientras en sistema discreto no esta´ colapsado, ambas frecuencias coinciden
(ecuacio´n 5.22). Por lo que, en sistemas no colapsados no es necesario diferenciar
la una de la otra. Por ello, en los resultados y mientras no se hable de colapso del
sistema, so´lo se habla de OSFi.
El sistema discreto colapsado desfasa el tiempo real del tiempo de simulacio´n
(si bien hay mecanismos que evitan o alivian este desfase), en un intento de primar
la correcta simulacio´n del sistema sobre la ejecucio´n en tiempo real. Cuando el
sistema se colapsa se mantiene la OSFs de los objetos (ecuacio´n 5.22). En el sistema
colapsado, la simulacio´n se ralentiza y por tanto, ambas OSF difieren. La frecuencia
real desciende respecto a la frecuencia de simulacio´n (ecuacio´n 5.23).
∀i ∈ O : OSFri = OSFsi = OSFi (5.22)
∃i ∈ O : OSFri < OSFsi (5.23)
El sistema discreto permite definir cual es la frecuencia de muestreo de simulacio´n
OSFsi,j de cada objeto. Esta definicio´n es extensible a cada aspecto del objeto
(la ecuacio´n 5.24 muestra un sistema colapsado y la ecuacio´n 5.25 un sistema no
colapsado).
∃i ∈ O, ∃j ∈ Oi : OSFri,j < OSFsi,j (5.24)
∀i ∈ O, ∀j ∈ Oi : OSFri,j = OSFsi,j (5.25)
Factor de Colapso
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El colapso del sistema puede medirse por el Factor de Colapso CFS . Cada
aspecto j del objeto i tiene su propio factor de colapso CFi,j :
Sistema continuo: si la frecuencia de muestreo mı´nima para garantizar la
correcta simulacio´n de cada aspecto de cada objeto es mayor que la frecuencia
de muestreo del sistema, el sistema esta´ colapsado (ecuacio´n 5.26) y el factor
de colapso es la diferencia de muestreos. Si el sistema no esta´ colapsado, este
factor es 0 (ecuacio´n 5.27).
∃i ∈ O, ∃j ∈ Oi :
OSFi,jmin > SSF =⇒ CFi,j = OSFi,jmin−SSF
(5.26)
∀i ∈ O, ∀j ∈ Oi :
OSFi,jmin ≤ SSF =⇒ CFi = 0
(5.27)
Sistema discreto: si la frecuencia de muestreo OSFsi,j de cada aspecto de
cada objeto es mayor que la frecuencia de muestreo real del objeto OSFri,j ,
el sistema esta´ colapsado (ecuacio´n 5.28) y el factor de colapso es la diferencia
de muestreos. Si el sistema no esta´ colapsado, este factor es 0 (ecuacio´n 5.29).
∃i ∈ O, ∃j ∈ Oi :
OSFsi,j > OSFri,j =⇒ CFi,j = OSFsi,j−OSFri,j
(5.28)
∀i ∈ O, ∀j ∈ Oi :
OSFsi,j = OSFri,j =⇒ CFi,j = 0
(5.29)
El factor de colapso global del sistema viene determinado por los factores de






| CFi,j | (5.30)
Cualquier sistema esta´ colapsado cuando hay al menos un aspecto j de un objeto
i que no mantiene su OSFi,j . Si se degrada la OSFi,j de un aspecto de un objeto,
todas las frecuencias de muestreo de los aspectos de los objetos se degradan tambie´n.
El comportamiento incorrecto del sistema aumenta a medida que aumenta el
factor de colapso.
Si el sistema esta´ colapsado, ni el sistema continuo ni el discreto son capaces de
ejecutar la aplicacio´n convenientemente, aunque por razones diferentes:
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Sistema continuo: si el sistema esta´ colapsado no se mantiene la QoS del
sistema. Ante un sistema continuo colapsado la u´nica posibilidad es volver a
la fase de produccio´n del sistema y variar su programacio´n, variando el coste
de simulacio´n y/o visualizacio´n.
Sistema discreto: no es capaz de simular siguiendo el tiempo real, pero la
simulacio´n es correcta. Ante un sistema discreto colapsado, se pueden utilizar
pol´ıticas de adaptacio´n dina´mica del sistema en tiempo de ejecucio´n (apartado
5.2.2.6), sin necesidad de volver a la fase de produccio´n (utilizando para ello
el monitor del sistema).
El momento exacto del colapso depende del sistema utilizado.
Comportamiento del Sistema Colapsado
La forma en la que se comporta el sistema colapsado depende mucho del factor de
colapso y de los objetos que se ven implicados en el colapso. En un sistema colapsado,
puede haber objetos afectados por el colapso y otros no afectados (ecuaciones 5.20
y 5.24). El efecto del colapso puede ser ma´s o menos importante en el resultado de
la ejecucio´n de la aplicacio´n.
En condiciones de colapso, el sistema continuo submuestrea los objetos, pro-
duciendo que sus movimientos puedan ser cao´ticos y que la deteccio´n de colisiones
falle en muchos casos. Cuanto mayor es la carga del sistema, mayor es el colapso y
por tanto, ma´s aspectos de los objetos no cumplen el teorema de Nyquist-Shannon
o la QoS definida.
Ante un sistema colapsado continuo se puede variar la programacio´n del sistema
disminuyendo la carga de simulacio´n y/o visualizacio´n. Pero siempre modificando la
programacio´n del sistema.
En condiciones de colapso, el sistema discreto produce una simulacio´n correcta
pero ralentiza el proceso de simulacio´n, pues no es capaz de ejecutar todos los eventos
en tiempo real. Prevalece la correcta ejecucio´n de la simulacio´n frente al tiempo real.
Produce una salida correcta pues ejecuta la simulacio´n completa, aunque la evolucio´n
del sistema es ma´s lenta. Cuanto mayor es la carga del sistema, ma´s colapsado esta´ y
ma´s lenta es la simulacio´n.
El sistema discreto se ralentiza, pues no hay potencia de ca´lculo suficiente para
simular el sistema en tiempo real. El nu´mero de simulaciones respecto al tiempo de
simulacio´n permanece constante a pesar de que la carga del sistema aumenta. No
hay simulaciones incorrectas. La QoS de cada objeto se mantiene.
Tiempo Real y Tiempo de Simulacio´n
El sistema continuo sigue el tiempo real durante la simulacio´n, aunque para
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ello deba disminuir la QoS del sistema. El tiempo del sistema es exactamente el
tiempo real (ecuacio´n 5.31). Si el sistema esta´ colapsado, el intento de seguir el
tiempo real produce simulaciones incorrectas. Prevalece la ejecucio´n en tiempo real
sobre la correccio´n de la simulacio´n.
TSISTEMA = TREAL (5.31)
El sistema discreto tiene su propio reloj de simulacio´n que avanza siguiendo
los eventos de simulacio´n. En el sistema discreto prevalece la correcta simulacio´n del
sistema sobre la ejecucio´n en tiempo real. Todos los eventos se ejecutan, consumiendo
el tiempo definido por el programador. Se pueden producir dos situaciones diferentes:
Sistema no colapsado: los eventos se ejecutan en el instante exacto en que
deben ocurrir (siguiendo el tiempo real, ecuacio´n 5.31). Cuando el tiempo
de simulacio´n sobrepasa el tiempo real, el simulador se detiene hasta que se
alcanza el tiempo real (se sincroniza con el tiempo real). Esta situacio´n se
produce cuando el siguiente mensaje esperando a ejecutarse en el gestor de
mensajes debe ocurrir en un tiempo posterior al tiempo real. El tiempo de
espera hasta la ocurrencia del siguiente mensaje puede liberarse para otras
aplicaciones o se puede reprogramar el sistema para adaptarse dina´micamente
utilizando estos tiempos muertos. El tiempo del sistema sigue el tiempo real.
Sistema colapsado: la potencia de ca´lculo no es suficiente para simular y
visualizar con la QoS definida para cada objeto. Por ello, los eventos se eje-
cutan igual que si hubiese potencia suficiente, pero haciendo que el tiempo de
simulacio´n y el tiempo real se desincronicen. El tiempo de simulacio´n siempre
esta´ por detra´s del tiempo real porque la potencia de ca´lculo no es suficiente
para simular y visualizar en tiempo real. Si el sistema esta´ colapsado, prima la
QoS de cada objeto, del objeto visualizador y del sistema en general sobre el
seguimiento del tiempo real del sistema. En este caso, el sistema se ralentiza
para poder ejecutar todos los eventos convenientemente. El tiempo real supera
al tiempo de simulacio´n (ecuacio´n 5.32).
TSISTEMA < TREAL (5.32)
Cuanto ma´s colapsado esta´ el sistema mayor es la diferencia entre el tiempo
real y el tiempo del sistema (ecuacio´n 5.33).
CFS ↑ ⇒ TREAL ↑, TSISTEMA ' ⇒ (TREAL − TSISTEMA) ↑ (5.33)
El tiempo del sistema de un sistema discreto siempre es el mismo independien-
temente de la carga del sistema, independientemente de si el sistema esta´ o no
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colapsado. Lo determina el conjunto de las QoS de todo el sistema, indepen-
dientemente del tiempo real que dure la ejecucio´n.
El sistema discreto colapsado no es capaz de ejecutar la simulacio´n en tiempo
real, por lo que prevalece la correcta ejecucio´n del sistema sobre el tiempo real.
En cambio en el sistema continuo, prevalece la ejecucio´n en tiempo real sobre la
correccio´n de la simulacio´n.
Efecto del Colapso en la Degradacio´n del Sistema
El colapso del sistema produce la degradacio´n del sistema. La degradacio´n del
sistema es diferente en un sistema discreto o continuo.
En el sistema continuo cada aspecto del objeto tienen un diferente porcen-
taje de degradacio´n. La frecuencia de muestreo del sistema decrece, por lo tanto,
la frecuencia de muestreo de cada objeto decrece tambie´n. La nueva frecuencia de
muestreo del sistema, o bien, degrada cada objeto en un porcentaje diferente, o bien,
puede ser suficiente para mantener la QoS de cada objeto. Si el sistema esta´ colap-
sado, el sistema continuo puede tener comportamientos incorrectos, como la perdida
de eventos o colisiones no detectadas.
En el sistema discreto la degradacio´n del sistema es uniforme. Todos las fre-
cuencias de muestreo de los aspectos de los objetos se degradan (ralentizan) en un
porcentaje determinado (ecuacio´n 5.34). El sistema discreto produce una Degrada-
cio´n Elegante del Sistema (SSD). Si el sistema esta´ colapsado y la frecuencia de
muestreo de cada objeto se selecciona correctamente, el sistema se ralentiza, pero la
simulacio´n sigue siendo correcta.








La tabla 5.15 muestra un resumen de las conclusiones obtenidas sobre el colapso
del sistema.
5.2.1.5. Calidad de Servicio (QoS)
Muestreo de Objetos
En la mayor parte de los sistemas, cada objeto tiene unas necesidades de muestreo
independientes del resto de los objetos. Incluso diferentes aspectos de un mismo
objeto pueden tener necesidades de muestreo diferentes (parte gra´fica, simulacio´n o
f´ısica).
El esquema de simulacio´n ideal debe permitir que:
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Caracter´ıstica Sistema Continuo Sistema Discreto
TREAL sistema no co-
lapsado
TSISTEMA = TREAL TSISTEMA = TREAL
TREAL sistema colapsa-
do
TSISTEMA = TREAL TSISTEMA < TREAL
CFS ↑ TSISTEMA ' TSISTEMA '





Tabla 5.15: Colapso del sistema
Diferentes aspectos del objeto pueden tener diferentes OSFi,jmin . La geometr´ıa
de un objeto puede ser necesario muestrearla con una frecuencia diferente que
la deteccio´n de colisiones (a causa de la alta velocidad del objeto). Por ejemplo,
una bola se distorsiona cada unidad de tiempo, pero su velocidad obliga a
cambiar su posicio´n y detectar colisiones cada 0.05 unidades de tiempo. Sus
cambios f´ısicos deben muestrearse con una frecuencia diferente a su cambio de
posicio´n y deteccio´n de colisiones.
Durante la ejecucio´n del sistema, la frecuencia de muestreo de un objeto puede
cambiar. Por ejemplo, cuando una bola cae afectada por la gravedad necesita
aumentar OSFbolamin a medida que aumenta su velocidad. Si la bola se detiene
OSFbolamin puede reducirse casi a 0.
El programador debe poder definir cada OSFi,jmin .
Los sistemas continuos evolucionan el sistema en periodos de T unidades de
tiempo, siguiendo la ecuacio´n 5.35.




La frecuencia de muestreo del sistema continuo SSF es comu´n a todo el sistema,
incluido el proceso de visualizacio´n (ecuacio´n 5.36). Todos los objetos se muestrean
a la misma frecuencia y todos los aspectos del objeto se muestrean a la misma
frecuencia, tambie´n. Esta frecuencia de muestreo depende de la potencia de ca´lculo
de la ma´quina y de la carga del sistema. Si la carga del sistema es constante, la
frecuencia de muestreo es la misma durante toda la ejecucio´n.
∀i ∈ O : SSF = OSFi = FF (5.36)
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Si un objeto necesita muestrearse con una frecuencia OSFimin , el objeto i puede
submuestrearse, por lo que el comportamiento del objeto ser´ıa erro´neo (colisiones
no detectadas o trayectorias del objeto por pantalla incorrectas, ecuacio´n 5.37).
∃i ∈ O : OSFi = SSF, OSFi > OSFimin (5.37)
Es dif´ıcil que la frecuencia de muestreo del sistema sea la frecuencia de muestreo
ideal para cada uno de los objetos del sistema. Por tanto, si la QoS del objeto
requiere una frecuencia de muestreo mayor, el objeto se submuestrea. Si el objeto
requiere una frecuencia de muestreo menor, el objeto se sobremuestrea.
El programador no tiene ningu´n control sobre la frecuencia de muestreo del objeto
ni puede adaptarla dina´micamente. La frecuencia de muestreo var´ıa dina´micamente
en funcio´n del coste temporal de la fase de simulacio´n actual y la fase de visualizacio´n
actual.
El sistema discreto permite definir diferentes frecuencias de muestreo (QoS)
para cada objeto del sistema (ecuacio´n 5.38). No existe la frecuencia de muestreo del
sistema SSF . So´lo el sistema discreto es capaz de definir una frecuencia de muestreo
independiente para cada aspecto. Se adapta el muestreo a la QoS de los objetos. El
paradigma discreto desacoplado permite al sistema alcanzar los objetivos de QoS
de cada objeto. Cada objeto tiene su propia OSFi. Incluso puede definirse una
frecuencia de muestreo OSFi,j para cada aspecto j del objeto i. Las caracter´ısticas
del objeto que dependen del valor de OSFi son, por ejemplo, posicio´n, deteccio´n de
colisiones o inteligencia artificial.
∃i, j ∈ O : OSFi 6= OSFj (5.38)
Un simulador discreto soporta simulacio´n continua e h´ıbrida:
Simulacio´n continua: se generan eventos cada cierto intervalo de tiempo. Cuan-
do un objeto recibe un mensaje, genera otro mensaje. Si el aspecto j del objeto
i define su frecuencia mı´nima de muestreo a OSFi,jmin , el siguiente mensaje
se generara´ con tiempo 1/OSFi,jmin unidades de tiempo (para suceder trans-
currido dicho tiempo). Ese mensaje so´lo afecta al aspecto j del objeto i.
Simulacio´n discreta: se genera un evento (evento programado) que debe suce-
der en un instante determinado o transcurrido un tiempo determinado.
Simulacio´n h´ıbrida: mezcla de ambas simulaciones.
El nu´mero de muestreos definidos para el sistema discreto se mantiene constante,
por lo que, suponiendo que la frecuencia de muestreo que ha definido el programador
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Caracter´ıstica Sistema Continuo Sistema Discreto
Muestreo de objetos ∀i, j ∈ O : OSFi =
OSFj
∃i, j ∈ O : OSFi 6=
OSFj
Muestreo del sistema ∀i ∈ O : OSFi = SSF ∃i ∈ O : OSFi 6= OSFj
OSFi Variable Constante o adaptable







la carga del sistema
Si No
OSFi sistema no co-
lapsado
∀i ∈ O : OSFi =
SSF 6= OSFimin






∃i ∈ O : OSFi =
SSF 6= OSFimin
∃i ∈ O : OSFsi >
OSFri
OSFsi = OSFimin
Tabla 5.16: Muestreo de objetos
para el objeto es la o´ptima, el sistema discreto mantiene la frecuencia o´ptima de
muestreo del objeto en cualquier situacio´n.
La frecuencia de muestreo de los objetos puede cambiar dina´micamente para
ajustar su muestreo al comportamiento ideal de los objetos. La OSFi de un objeto
puede definirse de forma que var´ıe dina´micamente dependiendo de las necesidades
del objeto o la carga del sistema. El programador siempre tiene el control sobre la
frecuencia de muestreo del objeto, sea constante o adaptable.
La tabla 5.16 muestra un resumen de las conclusiones obtenidas sobre el muestreo
de objetos en ambos sistemas en condiciones de colapso y no colapso del sistema.
Frecuencia de Cuadro
La QoS del objeto visualizador determina la frecuencia de cuadro del sistema.
La situacio´n ideal es que el programador pueda definir la frecuencia de cuadro que
genera el sistema. Esta FF debe mantenerse durante toda la ejecucio´n y debe ser
independiente de la carga del sistema mientras el sistema no este´ colapsado.
Para que el sistema se visualice con una calidad aceptable, se debe cumplir que
la frecuencia de muestreo del objeto visualizador (frecuencia de cuadro) supere la
QoS mı´nima definida para este objeto.
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El sistema continuo tiene una SSF comu´n a todo el sistema (todos los objetos
y el proceso de visualizacio´n).
Por tanto, el muestreo del objeto visualizador sigue las mismas consideraciones
que el muestreo de un objeto cualquiera. Si la frecuencia de cuadro es inferior a la
QoS mı´nima del objeto visualizador (ecuacio´n 5.39), las escenas no se visualizan ade-
cuadamente. Si es superior (ecuacio´n 5.40), se generan visualizaciones innecesarias,
desperdiciando potencia de ca´lculo.
FF < OSFvisualizadormin ⇒ submuestreo (5.39)
FF > OSFvisualizadormin ⇒ sobremuestreo (5.40)
La FF depende del coste temporal de las fases de simulacio´n y visualizacio´n.
El sistema constantemente simula y visualiza a la ma´xima velocidad. La FF del
sistema continuo es altamente dependiente de la potencia de ca´lculo de la ma´quina
y el programador no tiene ningu´n control sobre este valor (no puede fijarse en funcio´n
de las necesidades del sistema). Por tanto, el sistema continuo no permite definir la
QoS del objeto visualizador.
El sistema discreto permite definir cual es la FF o´ptima que debe generar el
sistema. La FF definida se mantiene mientras el sistema no este´ colapsado.
En el sistema discreto no existe SSF porque cada objeto i tiene su propia OSFi
(ecuacio´n 5.41). El valor de FF es configurable pues corresponde con la frecuencia
de muestreo fijada por el programador para el objeto visualizador (ecuacio´n 5.42).
Adema´s, esta frecuencia de muestreo puede ser ajustada por el sistema, si as´ı se
programa.
∃i, j ∈ O, i 6= j : OSFi 6= OSFj , OSFi 6= FF (5.41)
OSFvisualizador = FF (5.42)
El sistema discreto permite alcanzar la QoS de la visualizacio´n. De este modo,
si la QoSvisualizador se define adecuadamente se evitan visualizaciones innecesarias,
liberando la potencia de ca´lculo, permitiendo, al mismo tiempo, una visualizacio´n
del sistema adecuada.
Frecuencia de Cuadro Ma´xima
El sistema discreto puede alcanzar un FF mayor que el sistema continuo
aunque el sistema empiece a colapsarse, pues la carga se reparte de forma o´ptima
entre los objetos. Las pruebas realizadas muestran que la tasa de escenas generadas
por unidad de tiempo que el sistema discreto es capaz de generar es siempre un poco
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Caracter´ıstica Sistema Continuo Sistema Discreto
SSF Comu´n a todo el sistema No existe
FF FF = SSF FF = OSFvisualizador
OSFi ∀i ∈ O : OSFi = FF ∃i ∈ O : OSFi 6= FF
Tabla 5.17: Nu´mero de escenas generadas
mayor que la tasa generada por el sistema continuo. Esto se debe a las siguientes
razones:
El OSFi de un objeto en un sistema discreto suele ser menor que el SSF en
un sistema continuo cuando la carga del sistema es alta (ecuacio´n 5.43).
∀i ∈ O : SSFcontinuo > OSFi (5.43)
El valor de OSFi en un sistema discreto no depende de FF .
La sobrecarga producida por la gestio´n de mensajes en un sistema discreto no
es significativa.
La tabla 5.17 muestra un resumen de las conclusiones obtenidas sobre el nu´mero
de escenas generadas en ambos sistemas.
Deteccio´n de Colisiones
En el sistema continuo el muestreo de los objetos depende de la carga del sistema
y es igual para todos los objetos del sistema. En el sistema discreto se puede fijar
la frecuencia muestreo de cada objeto, independientemente del resto de objetos del
sistema y de la carga del sistema. En ambos sistemas, el orden de la deteccio´n de
colisiones var´ıa dependiendo del muestreo de los objetos:
Muestreo inferior al o´ptimo (teorema de Niquist-Shannon): tanto en el sis-
tema continuo como en el discreto no se garantiza que se detecten las colisiones
que deber´ıan ocurrir.
Muestreo superior o igual al o´ptimo: la deteccio´n de colisiones es alta-
mente dependiente del nu´mero de objetos, de la velocidad de cada uno de ellos
y del muestreo de cada objeto.
El sistema continuo no permite variar la frecuencia de muestreo de los ob-
jetos sin variar la carga del sistema. Por tanto, no se puede observar como
se comporta variando esta frecuencia. Una mayor carga de simulacio´n supone
que se simula un nu´mero de veces menor. Por tanto, el sistema discreto puede
no detectar colisiones dependiendo de la carga del sistema.
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En el sistema discreto, la simulacio´n es la misma, independientemente de la
carga. El sistema se ralentiza para simular correctamente, pero la simulacio´n
permanece inalterable. Por tanto el nu´mero de colisiones detectadas es contante
e independiente de la carga.
5.2.1.6. Eventos Programados
Un evento programado es aquel que debe suceder en un instante de tiempo
determinado (o transcurrido un intervalo de tiempo determinado).
La simulacio´n continua no permite eventos programados. Si se desea un evento
programado debe simularse mediante el muestreo de una determinada condicio´n
cr´ıtica que arranca el proceso del evento programado, con el coste temporal que
supone.
La simulacio´n discreta permite programar eventos que sucedera´n en un ins-
tante de tiempo determinado sin necesidad de muestreo y, por tanto, con un coste
de simulacio´n mı´nimo.
Por ejemplo, supo´ngase una bomba de relojer´ıa que debe estallar dentro de T
segundos.
Sistema continuo: en cada simulacio´n del objeto se debe comprobar si la bomba
debe estallar. La sobrecarga producida por el muestreo depende mucho del
coste de la comprobacio´n de la condicio´n de disparo.
Sistema discreto: se programa un evento que sucedera´ dentro de T segundos.
No se debe muestrear si el evento ha sucedido o no. Cuando el objeto bomba
reciba el mensaje transcurridas T unidades de tiempo, ejecutara´ la funcio´n
asociada a ese evento.
5.2.1.7. Adaptacio´n Dina´mica del Sistema
Adaptar el sistema dina´micamente supone que el propio sistema es capaz de
redefinir sus criterios de QoS para adaptarse a las condiciones de colapso del sistema.
Para ello, el sistema debe detectar el instante en que el factor de colapso del sistema
alcanza un determinado valor cr´ıtico y ser capaz de tomar las decisiones apropiadas.
Por ejemplo, si el sistema se esta´ colapsando, los objetos pueden variar su QoSi
a la QoSimin que le permita tener un comportamiento todav´ıa aceptable pero sin
sobrecargar el sistema.
El sistema puede estar programado para prevenir condiciones futuras de colapso
y adaptarse dina´micamente. Por ejemplo, entra en ejecucio´n un determinado objeto
con una geometr´ıa muy compleja y por tanto con un coste de visualizacio´n muy
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elevado. Durante el tiempo en que este objeto esta´ escena todos los objetos reducen
su QoSi a la QoSimin .
El programador define hasta que punto los objetos deben estar dispuestos a
degradarse (valor de QoSimin) para evitar el colapso del sistema.
Tipos de Adaptacio´n Dina´mica del Sistema
La adaptacio´n dina´mica del sistema puede implicar adaptar procesos diferentes:
Adaptar la complejidad de la simulacio´n del objeto (u objetos).
Adaptar el nu´mero de muestreos del objeto (u objetos).
Adaptar la frecuencia de cuadro.
Adaptacio´n combinada.
En los siguientes apartados se estudia cada tipo de adaptacio´n.
Deteccio´n de la Condicio´n Cr´ıtica
Uno de los requisitos para que un sistema pueda adaptarse dina´micamente es
que sea capaz de definir y detectar alguna condicio´n cr´ıtica que le permita llevar a
cabo la adaptacio´n. Una posible condicio´n cr´ıtica es el factor de colapso del sistema.
En el sistema continuo estudiado en la tesis no se incluye ningu´n me´todo
de monitorizacio´n ni se permite definir si el sistema esta´ ma´s o menos colapsado.
La u´nica posibilidad es utilizar como factor de colapso la frecuencia de cuadro del
sistema. Sin embargo, no quiere decir que ningu´n sistema continuo incluya me´todos
de deteccio´n del colapso y definicio´n de condiciones cr´ıticas.
El sistema discreto permite detectar fa´cilmente el colapso del sistema y su
factor. El monitor del sistema define diferentes posibilidades de definicio´n de una
condicio´n cr´ıtica.
Si un mecanismo para definir el colapso o condiciones cr´ıticas no es posible una
adaptacio´n del sistema, es un requisito indispensable aunque no suficiente.
Adaptacio´n de la Complejidad de la Simulacio´n del Objeto
Adaptar la complejidad de la simulacio´n del sistema supone que si el sistema
esta´ colapsado o es necesaria la adaptacio´n, el sistema es capaz de cambiar su simu-
lacio´n. Un ejemplo de esta adaptacio´n puede ser un objeto que cuando detecta que
se colapsa el sistema cambia su algoritmo de deteccio´n de colisiones por otro menos
preciso pero con un coste temporal menor.
So´lo es posible adaptar la simulacio´n del objeto (en cualquier sistema) si el
objeto tiene partes de la simulacio´n que puede adaptar (partes de la simulacio´n que
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se pueden calcular o no, o cambiar por otras con un coste de diferente). Por ejemplo,
pueden coexistir varios algoritmos de deteccio´n de colisiones de diferente precisio´n
(de diferente coste temporal de ejecucio´n). Si el sistema esta´ colapsado se puede
prescindir de la precisio´n en la deteccio´n de colisiones. O puede hacer un ca´lculo
ma´s o menos preciso de su posicio´n.
Igual que el sistema mejora dina´micamente, tambie´n se degrada dina´micamente.
Si en algu´n momento el tiempo entre muestreos vuelve a ser menor que el tiempo
o´ptimo mı´nimo entre muestreos el sistema vuelve a simularse correctamente.
Esta adaptacio´n del sistema se puede hacer tanto en un sistema continuo como
discreto. Ambos sistemas deben definir una condicio´n cr´ıtica para variar la simula-
cio´n.
Sistema continuo: se muestrea la condicio´n cr´ıtica en cada simulacio´n del
objeto. Dependiendo de que se cumpla o no la condicio´n se realiza el proceso
de adaptacio´n o no. Por tanto, la adaptacio´n se realiza por muestreo.
Se sobrecarga el sistema con el muestreo. Adema´s se dificulta mucho la pro-
gramacio´n de la aplicacio´n, sobre todo si la adaptacio´n se realiza en varias
posibles situaciones y que an˜ade un coste adicional al sistema.
Si con la adaptacio´n se disminuye el tiempo de simulacio´n, el tiempo ganado
se reparte con el proceso de visualizacio´n (aumenta NS y FF ), por lo que no
se puede controlar cuanto tiempo se mejora el sistema.
Sistema discreto: el frecuencia de muestreo del objeto permanece constante
pero se var´ıa la simulacio´n del objeto. Esta adaptacio´n puede hacerse usando
muestreo, como en el sistema continuo. O utilizar la generacio´n de eventos
para mejorar el proceso. Se comprueba la condicio´n cr´ıtica, e el instante en
que se cumple se genera un evento para modificar la simulacio´n del objeto. A
partir de este momento ya no se comprueba la condicio´n cr´ıtica.
Se puede mejorar el sistema si la comprobacio´n inicial de la condicio´n cr´ıtica
se realiza con una frecuencia de muestreo diferente a la frecuencia de muestreo
de la simulacio´n de objeto.
Tambie´n se puede utilizar el mecanismo de eventos programados si se conoce
que el sistema debe adaptarse en un momento determinado (proceso que debe
hacerse obligatoriamente con muestreo en un sistema continuo).
Utilizar eventos permite adaptar la simulacio´n sobrecargando el sistema lo
mı´nimo posible.
Adaptacio´n del Nu´mero de Muestreos del Objeto
Adaptar el nu´mero de muestreos del objeto supone que el sistema es capaz de
decidir en un instante determinado aumentar o disminuir la frecuencia de muestreo
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de uno o ma´s objetos. Por ejemplo, un objeto que modela una nave espacial se
muestrea con una frecuencia OSF1. En un instante determinado, atraviesa un campo
de asteriodes, lo que implica que las posibilidades de colisio´n son mucho mayores,
por lo que durante este intervalo, la frecuencia de muestreo aumenta, siendo OSF2,
de forma que OSF1 < OSF2. Transcurrido este intervalo recupera su frecuencia de
muestreo original OSF1.
En un sistema continuo la frecuencia de muestreo de cada objeto corresponde
con la frecuencia de muestreo del sistema. Es constante durante toda la ejecucio´n,
depende de la carga del sistema y so´lo var´ıa si la carga del sistema var´ıa. En cualquier
caso, no es configurable por el programador y las variaciones tampoco las controla
e´ste.
Para adaptar el muestreo de los objetos se puede utilizar una condicio´n cr´ıtica,
de forma se ejecute o no la simulacio´n del objeto dependiendo de si se cumple esta
condicio´n. Permite reducir el nu´mero de simulaciones pero no aumentarla y adema´s
con un coste extra de programacio´n y simulacio´n.
Por tanto, se utiliza muestreo de determinada condicio´n cr´ıtica, sobrecargando el
sistema y no se permite aumentar el nu´mero de simulaciones de forma directa. Otra
dificultad de el sistema continuo es como detectar que un sistema esta´ colapsado.
No evita el colapso del sistema en la misma medida que el sistema ni consigue los
mismos efectos de adaptacio´n, pues la reduccio´n en la carga de simulacio´n se reparte
con la carga de visualizacio´n y aumenta la frecuencia de muestreo del sistema SSF .
Otro inconveniente es que el sistema se sigue muestreando igual, por tanto el
porcentaje de adaptacio´n del sistema es proporcional a SSF . El sistema no es sen-
sible a tiempos inferiores al periodo de muestreo. La adaptacio´n afecta a todos los
objetos del sistema, por lo que la mejora de la adaptacio´n se reparte entre todos.
En un sistema continuo es dif´ıcil predecir como se comportara´ el sistema adap-
tado.
En el sistema discreto se define la frecuencia de cuadro y el muestreo de cada
objeto independientemente del resto y es el programador quien la define segu´n la QoS
de cada objeto. El sistema puede adaptarse dina´micamente variando la frecuencia
de muestreo de todos los objetos o parte de ellos de forma sencilla y con un coste
bajo de programacio´n y temporal de ejecucio´n.
La frecuencia de cada objeto puede variar dina´micamente para adaptarse al com-
portamiento del objeto. El programador puede definir como cambia dina´micamente
y bajo que condiciones.
En el instante en que se detecta o cumple la condicio´n cr´ıtica, se var´ıa la fre-
cuencia de muestreo y no se vuelve a comprobar la condicio´n cr´ıtica (a no ser que
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sea necesario variarla nuevamente). As´ı se consigue que disminuya el tiempo de si-
mulacio´n de los objetos y que aumente la frecuencia de cuadro efectiva del sistema,
al disminuir algo el colapso del sistema.
Una adaptacio´n real del nu´mero de muestreos sin variar la carga del sistema so´lo
es posible en el sistema discreto. El sistema continuo lo u´nico que hace es tratar de
que la ejecucio´n del sistema sea parecida a la ejecucio´n si se adaptase el nu´mero de
muestreos. Adema´s, en el sistema continuo so´lo es aplicable a ciertos casos concretos
y por tanto no alcanza toda la funcionalidad de sistema continuo.
Adaptacio´n de la Frecuencia de Cuadro
Este tipo de adaptacio´n es un caso particular de la adaptacio´n del muestreo
de los objetos, ya que el objeto visualizador es un objeto como cualquier otro del
sistema.
En el sistema continuo la FF no es configurable por el programador. Si var´ıa
durante la ejecucio´n del sistema se debe a cambios en la carga de visualizacio´n
y/o simulacio´n no controlados por el programador. Por tanto no es posible adaptar
dina´micamente la frecuencia de cuadro. La u´nica posibilidad ser´ıa disminuir la carga
de simulacio´n o la propia carga de visualizacio´n, lo que degradar´ıa el sistema.
El sistema discreto permite un proceso de visualizacio´n adaptativo. El siste-
ma controla el proceso de visualizacio´n usando el objeto visualizador. Este objeto
puede tomar decisiones para adaptar su comportamiento a la carga del sistema,
evitando visualizaciones innecesarias que nunca se mostrara´n por pantalla. La FF
puede variar para adaptarse a las necesidades del sistema dina´micamente, permi-
tiendo aplicaciones gra´ficas ma´s complejas, evitando al ma´ximo colapsar el sistema.
Esto permite una cierta independencia de la aplicacio´n de la potencia de ca´lculo de
la ma´quina. La misma aplicacio´n puede ejecutarse en ma´quinas con potencias de
ca´lculo diferentes manteniendo la misma calidad en todos los sistemas. Este proceso
adaptativo debe definirlo el programador como comportamiento del objeto visuali-
zador, no esta´ incluido expl´ıcitamente en el nu´cleo de simulacio´n.
Esta adaptacio´n dina´mica del sistema so´lo es posible en el sistema discreto, pues
el sistema continuo no permite definir la frecuencia de cuadro del sistema y, por
tanto, no permite redefinirla. El sistema discreto puede detectar una determinada
condicio´n cr´ıtica y variar su frecuencia de cuadro.
Adaptacio´n Combinada
Por adaptacio´n combinada se entiende la combinacio´n de adaptaciones de varios
objetos diferentes, o bien de objetos y la frecuencia de cuadro. Por ejemplo, si la
frecuencia de cuadro baja de un determinado valor umbral, se disminuye el nu´mero
de muestreos del objeto para intentar que la frecuencia de cuadro suba.
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Cualquiera de estas adaptaciones dina´micas se pueden combinar para conseguir
el efecto deseado.
En el sistema continuo so´lo pueden llevarse a cabo ciertas adaptaciones y
siempre con un coste de programacio´n elevado y una sobrecarga en el coste de
ejecucio´n.
En cambio, el sistema discreto permite cualquier adaptacio´n de una forma
natural, sencilla y con un coste de programacio´n y ejecucio´n bajo. Puede definirse
para adaptar la potencia de ca´lculo al factor de colapso del sistema CFS o redefinir
la QoS de los objetos del sistema para adaptar su comportamiento a la carga real
del sistema.
En el sistema discreto unos objetos pueden comunicarse con otros (o con obje-
tos del sistema) para indicarles que se ha cumplido una condicio´n cr´ıtica y deben
adaptarse. Esto evita tener que comprobar la condicio´n cr´ıtica en cada uno de los
objetos del sistema, evitando la sobrecarga de la comprobacio´n. Incluso, unos obje-
tos pueden pedirles a otros que disminuyan su frecuencia de muestreo para que ellos
puedan simularse correctamente.
Por ejemplo, el objeto visualizador genera 50 fps y el objeto bola se muestrea 20
veces por segundo. Si la potencia de ca´lculo es baja y la bola necesita muestrearse
durante un intervalo de tiempo 30 veces por segundo, el objeto visualizador puede
disminuir el nu´mero de escenas generadas a 25 fps y liberar potencia de ca´lculo. La
situacio´n opuesta tambie´n se puede producir. Si el objeto visualizador detecta que
hay potencia de ca´lculo suficiente para aumentar el nu´mero de escenas generadas,
puede aumentar su frecuencia de muestreo. El objeto bola tambie´n puede hacerlo.
El sistema discreto llega donde el sistema continuo no llega.
5.2.1.8. Monitorizacio´n del Sistema
La monitorizacio´n de un sistema no es una herramienta exclusiva de un sistema
discreto. Pueden existir sistemas continuos que incluyan monitorizacio´n. No es el
caso de Fly3D. Sin embargo, la utilizacio´n de un sistema discreto facilita las tareas
de monitorizacio´n. El sistema discreto DFly3D incluye un monitor del sistema con
toda esta funcionalidad.
El sistema discreto puede definir un factor de degradacio´n que le permita al
sistema adaptarse. El sistema discreto es capaz de degradarse o mejorarse unifor-
memente utilizando la monitorizacio´n del sistema. La monitorizacio´n del factor de
degradacio´n puede hacerse:
Para cada objeto: el objeto recoge informacio´n que indique si el objetivo
de calidad de servicio se ha cumplido o no. Si no se ha cumplido redefine su
5.2 Simulador de Eventos Discreto como Nu´cleo de Aplicaciones Gra´ficas 191
objetivo como sea necesario o su comportamiento. El objeto puede recoger
informacio´n del resto del sistema, tambie´n. Las decisiones del objeto pueden
implicar a otros objetos. Por ejemplo, el programador decide que la simulacio´n
de la bola es prioritaria al nu´mero de escenas generadas. Si la bola detecta que
no esta´ siendo simulada correctamente, env´ıa un mensaje al objeto visualiza-
dor para que libere potencia de ca´lculo, disminuyendo el nu´mero de escenas
generadas (el visualizador puede alcanzar su objetivo de calidad de servicio).
Para cada aspecto del objeto.
Para el sistema completo. Hay dos posibilidades:
• Crear un objeto de monitorizacio´n (MO). El MO recoge informacio´n del
sistema. Si la calidad de servicio de algu´n aspecto de algu´n objeto debe
modificarse, el objeto MO env´ıa un mensaje al objeto implicado. El men-
saje contiene la informacio´n necesaria para permitir al objeto cambiar su
objetivo de calidad de servicio.
• Cualquier objeto monitoriza el sistema. No es necesario crear un MO
espec´ıfico. Su funcionalidad puede ser asumida por cualquier objeto.
La monitorizacio´n para el sistema discreto propuesto se trata con detalle en el
apartado 4.7 del cap´ıtulo 4. En dicho apartado se detalla como la simulacio´n discreta
permite monitorizar el sistema.
5.2.2. Comparativa de Fly3D y DFly3D
Fly3D es el nu´cleo de aplicaciones gra´ficas original, continuo y acoplado. DFly3D
es la versio´n discreta desacoplada de este mismo nu´cleo. Ambos sistemas tienen
la misma funcionalidad, los procesos son los mismos. La u´nica diferencia es como
se gestionan los eventos del sistema, como y cuando se arranca cada uno de ellos
(entre estos procesos se incluye el proceso de visualizacio´n). Se van a comparar
ambos sistemas para comprobar si el nuevo esquema de simulacio´n mejora al anterior
esquema.
Cada uno de los apartados de esta comparativa demuestran los resultados ob-
tenidos en la comparativa teo´rica, por tanto hay una correspondencia de apartados
entre los resultados teo´ricos y pra´cticos.
5.2.2.1. Condiciones de Prueba
Los resultados se han obtenido creando un videojuego para FLy3D y posterior-
mente discretiza´ndolo para DFLy3D. El videojuego consiste en una serie de bolas
cambiando su posicio´n y colisionando.
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Ambas versiones del videojuego tienen la misma funcionalidad. La implementa-
cio´n de ambas es tambie´n muy similar. La u´nica diferencia es la implementacio´n de
la funcio´n de simulacio´n:
Fly3D: la simulacio´n del objeto se define en la funcio´n step, que se muestrea en
cada iteracio´n de bucle principal de la aplicacio´n. La bola cambia su posicio´n
considerando el intervalo de tiempo desde la u´ltima simulacio´n.
DFly3D: no hay muestreo. La simulacio´n se define mediante el mecanismo
de paso de mensajes (la funcionalidad del proceso de simulacio´n corresponde
a la funcio´n de recepcio´n de mensajes). Cada vez que el objeto bola recibe un
mensaje actualiza su estado convenientemente y define el siguiente instante en
que debe actualizarse, envia´ndose un mensaje con dicho tiempo. Los mensaje
se env´ıan con una tasa de muestreo fija de forma que las colisiones pueden
detectarse correctamente y la trayectoria del objeto es correcta.
El videojuego permite variar el nu´mero de objetos (bolas). El incremento en
el nu´mero de objetos en el sistema produce un incremento tanto en la carga de
simulacio´n como en la carga de visualizacio´n.
Ambos sistemas han sido probados en un ordenador personal Pentium 4 (2 GHz)
con 512Mb de Ram, con una tarjeta gra´fica Nvidia GeForce 4 MX440.
Los recursos consumidos por ambos sistemas son similares, pero la carga de CPU
es diferente dependiendo del esquema de simulacio´n utilizado.
5.2.2.2. Distribucio´n de Tiempos
En este apartado se muestran los resultados de la comparacio´n de la distribu-
cio´n de tiempos de Fly3D (sistema continuo) y DFly3D (sistema discreto), para
comprobar que se cumplen los resultados teo´ricos obtenidos.
Fly3D sigue un esquema de simulacio´n continuo acoplado (figura 5.11), el sistema
esta´ continuamente simulando y visualizando, por lo que usa casi el 100% del tiempo
de la aplicacio´n en estos dos procesos. Un incremento en la carga de simulacio´n
supone un decremento del tiempo destinado a la visualizacio´n, lo que supone un
decremento en la frecuencia de cuadro. Un incremento en la carga de visualizacio´n
supone un decremento del tiempo de simulacio´n. Si el muestreo de cada objeto
no es suficiente para cumplir el teorema de Niquist-Shannon, algu´n objeto puede
estar muestrea´ndose insuficientemente. Si la frecuencia de cuadro no es suficiente, el
sistema puede no visualizarse correctamente.
DFly3D permite la independencia de los procesos de simulacio´n y visualizacio´n
(figura 5.12). Si el sistema no esta´ colapsado, el tiempo de simulacio´n depende u´ni-
camente del nu´mero de objetos del sistema y aumenta linealmente con este valor.










































































































Figura 5.12: Tiempos de DFLy3D aumentando el nu´mero de objetos en el sistema




















































Fly3D DFLy3D (25fps) DFly3D (50 fps) DFly3D (100fps)
Figura 5.13: Tiempo de visualizacio´n de Fly3D y DFly3D
Igual ocurre con el tiempo de visualizacio´n. Los procesos de simulacio´n y visualiza-
cio´n son independientes, por lo que consumen u´nicamente el tiempo necesario para
mantener la QoS definida por el programador. El resto del tiempo se libera.
DFLy3D utiliza la potencia de ca´lculo estrictamente necesaria para cumplir con
la QoS de cada objeto. Si el sistema esta´ colapsado el tiempo libre es casi 0, el sistema
no es capaz de simular o visualizar el nu´mero apropiado de veces para garantizar
la calidad del videojuego. En este caso se comporta igual que Fly3D en cuanto a la
distribucio´n de tiempos.
Las figuras 5.13 y 5.14 muestran los tiempos de visualizacio´n y simulacio´n de
ambos sistemas cuando aumenta el nu´mero de objetos. Para DFLy3D se muestran
los valores correspondientes a diferentes ejecuciones variando la frecuencia de cuadro
(FF ).
El tiempo de visualizacio´n de Fly3D, en vez de aumentar con el nu´mero de
objetos, disminuye, pues el aumento de simulacio´n debe compartir el tiempo de la
aplicacio´n con el tiempo de visualizacio´n. Los tiempos de simulacio´n y visualizacio´n
de DFly3D aumentan linealmente con el nu´mero de objetos, hasta que empieza a
colapsarse el sistema. El tiempo de simulacio´n siempre es ma´s alto en Fly3D que en
DFly3D, pues en DFly3D se fija una tasa de muestreo de cada objeto y se mantiene
constante.
Tiempo Libre
Fly3D usa casi el 100% del tiempo de la aplicacio´n en los procesos de simulacio´n
y visualizacio´n. No libera tiempo. En DFLy3D los procesos de simulacio´n y visuali-




















































Fly3D DFly3D (25fps) DFly3D (50 fps) DFly3D (100fps)
Figura 5.14: Tiempo de simulacio´n de Fly3D y DFly3D
zacio´n son independientes (figura 5.12). El sistema utiliza el 100% del tiempo que le
asigna la CPU en los procesos de visualizacio´n y simulacio´n u´nicamente si el sistema
esta´ colapsado.
La figura 5.15 muestra el tiempo liberado por Fly3D y DFly3D. Para DFly3D
se muestran los tiempos para diferentes FF . El tiempo libre con DFLy3D para un
objeto es casi el 97% del tiempo asignado a la aplicacio´n. Esto es debido a las
siguientes razones:
Los procesos de visualizacio´n y simulacio´n son independientes en DFly3D.
La frecuencia de cuadro FF la define el programador en DFly3D. Puede ser
constante durante la ejecucio´n o variar para ajustarse al comportamiento de-
seado del sistema (comportamiento definido por el programador).
La tasa de simulacio´n de cada objeto la determina el programador para cada
objeto. Puede ser constante durante la ejecucio´n del videojuego o puede ser
variable para adaptarse a las necesidades de muestreo del objeto.
La figura 5.16 muestra la diferencia entre el tiempo liberado por DFly3D y Fly3D.
La diferencia siempre es positiva, hasta que se colapsa el sistema, instante en que la
diferencia es cercana a cero.
El tiempo liberado por DFLy3D puede usarse para mejorar aspectos del video-
juego (o para adaptar el sistema dina´micamente) o liberarlo para otras aplicaciones.
Potencia de Ca´lculo de la Ma´quina




















































Fly3D DFly3D (25fps) DFly3D (50 fps) DFly3D (100fps)
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Figura 5.16: Diferencia de tiempo liberado por Fly3D y DFly3D



























































Figura 5.17: Nu´mero de simulaciones del objeto por unidad de tiempo simulado en
Fly3D y DFly3D
Fly3D desperdicia potencia de ca´lculo calculando visualizaciones innecesarias
que nunca llegara´n a mostrarse por pantalla (figura 5.11) o simulando un nu´mero
innecesario de veces. La potencia de ca´lculo no se distribuye adecuadamente entre
los objetos. Todos los objetos se muestrean a la frecuencia ma´s alta que el sistema
puede alcanzar.
En cambio, en DFLy3D, se simula y visualiza el nu´mero de veces indicado por
el programador (figura 5.12). Por tanto el reparto de la carga del sistema se realiza
en funcio´n de las necesidades de cada objeto en concreto.
5.2.2.3. Colapso del Sistema
Las pruebas desarrolladas usan la correcta trayectoria del movimiento de los
objetos como criterio de QoS del objeto (nu´mero de muestreos de los objetos).
Comportamiento del Sistema Colapsado
Si el sistema esta´ colapsado, Fly3D submuestrea los objetos, produciendo com-
portamientos incorrectos. A mayor carga del sistema, mayor es el colapso y por
tanto, ma´s aspectos de los objetos no cumplen el teorema de Nyquist-Shannon.
DFly3D produce una salida correcta, aunque la evolucio´n del sistema es ma´s
lenta, pues no es capaz de ejecutar todos los eventos en tiempo real. Cuanto mayor
es la carga del sistema, ma´s lenta es la simulacio´n.
Las figuras 5.17 y 5.18 muestran el porcentaje de tiempo de simulacio´n total
























































Figura 5.18: Nu´mero de simulaciones del objeto por unidad de tiempo simulado en
Fly3D y DFly3D (escala logar´ıtmica)
usado por Fly3D y DFly3D a medida que el nu´mero de objetos en el sistema aumenta.
En DFLy3D el nu´mero de simulaciones permanece constante a medida que aumenta
la carga del sistema, sin embargo en Fly3D decrece. El punto de colapso es el punto
en que se cruzan ambas l´ıneas, alrededor de 105 objetos. Es el momento en que
Fly3D no es capaz de mantener el nu´mero de muestreos o´ptimo de los objetos.
Las figuras 5.19 y 5.20 muestran el nu´mero de simulaciones de ambos sistemas
por unidad de tiempo real y las figuras 5.17 y 5.18 por unidad de tiempo simulado.
El nu´mero de simulaciones en Fly3D es el mismo independientemente de que se con-
sidere tiempo real o tiempo simulado, pues ambos tiempos son iguales (la simulacio´n
sigue el tiempo real aunque el sistema se colapse, disminuyendo la QoS). El nu´mero
de simulaciones en DFLy3D difiere segu´n el tiempo sea real o de simulacio´n (figura
5.21). El nu´mero de simulaciones respecto al tiempo de simulacio´n permanece cons-
tante, en cambio, disminuyen el nu´mero de simulaciones respecto al tiempo real,
porque el sistema se colapsa.
DFly3D se ralentiza (TSISTEMA < TREAL), pues no hay potencia de ca´lculo
suficiente para simular el sistema en tiempo real. El nu´mero de simulaciones perma-
nece constante a pesar de que la carga del sistema aumenta. No hay simulaciones
incorrectas. La QoS de cada objeto se mantiene. En estas situaciones, el sistema
puede adaptarse dina´micamente, relajando las condiciones de QoS. De este modo se
libera tiempo de CPU que puede hacer sincronizarse el sistema con el tiempo real.
En el apartado 5.2.2.6 se tratan estas circunstancias con mayor profundidad.
Fly3D es eficiente cuando la potencia de ca´lculo de la ma´quina es insuficiente















































































































Figura 5.20: Nu´mero de simulaciones del objeto por unidad de tiempo real en Fly3D
y DFly3D (escala logar´ıtmica)











































Figura 5.21: Nu´mero de simulaciones del objeto por unidad de tiempo real y por
unidad de tiempo simulado en DFly3D (escala logar´ıtmica)
o la complejidad del videojuego es tan alta que el sistema esta´ colapsado. En estas
situaciones, un sistema continuo acoplado simula y visualiza a la ma´xima velocidad,
aunque puede simular de forma incorrecta (no es capaz de mantener la QoS del
sistema).
La figura 5.22 muestra la simulacio´n de un sistema en DFLy3D con dos tipos de
objetos, con comportamientos diferentes y, por tanto, con diferentes frecuencias de
muestreo. La mitad de los objetos del sistema son de tipo 1 y la otra mitad de tipo
2. La figura muestra como aumenta el colapso de los objetos de ambos tipos. Ambas
l´ıneas tienen una pendiente similar, por tanto el colapso afecta igual a los dos tipos
de objetos. En la gra´fica se muestran valores negativos, pero esto so´lo es debido al
error cometido en la toma de medidas, que hace que pequen˜os valores tengan un
efecto desproporcionado.
Tiempo Real y Tiempo de Simulacio´n
Fly3D sigue el tiempo real para realizar la simulacio´n, aunque para ello deba
disminuir la QoS del sistema. En Fly3D prevalece la ejecucio´n en tiempo real sobre
la correccio´n de la simulacio´n.
DFly3D prioriza la correcta simulacio´n sobre la ejecucio´n en tiempo real, por
lo que a medida que el sistema se colapsa, el tiempo real y el tiempo del sistema
comienzan a diferir. La figura 5.23 muestra la diferencia entre el tiempo real y el
tiempo de simulacio´n en DFLy3D. Cuando el sistema no esta´ colapsado el tiempo de
simulacio´n sigue el tiempo real. En el instante de colapso, ambos tiempos comienzan
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Figura 5.23: Relacio´n entre el tiempo del sistema y el tiempo real en DFly3D
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a diferir cada vez ma´s. Cuanto ma´s colapsado esta´ el sistema mayor es la diferencia
entre el tiempo real y el tiempo del sistema. Todos los eventos se ejecutan y consumen
el tiempo definido por el programador.
El tiempo del sistema (tiempo de simulacio´n) en DFLy3D siempre es el mismo
independientemente de la carga del sistema, independientemente de si el sistema
esta´ o no colapsado.
5.2.2.4. Calidad de Servicio (QoS)
Los aspectos de la QoS considerados en las pruebas han sido:
1. Objeto bola:
La precisio´n en la deteccio´n de colisiones.
La precisio´n en la trayectoria de los objetos.
2. Objeto visualizador : visualizacio´n correcta sin parpadeo.
Muestreo de Objetos
Fly3D evoluciona el sistema en periodos de T unidades de tiempo, siendo la
frecuencia de muestreo igual para todos los objetos e igual a la frecuencia de cuadro.
La frecuencia de muestreo del sistema var´ıa dina´micamente en funcio´n del coste
temporal de la fase de simulacio´n actual y la fase de visualizacio´n actual.
DFly3D permite que cada objeto tenga una frecuencia de muestreo diferente
(incluso diferentes aspectos del mismo objeto pueden tener frecuencias diferentes).
La frecuencia de cuadro se define independientemente del resto de las frecuencias de
muestreo de los objetos.
La figura 5.14 muestra como var´ıa el tiempo de simulacio´n en Fly3D y DFly3D
con el aumento del nu´mero de objetos. El tiempo de simulacio´n en DFly3D es pro-
porcional al nu´mero de objetos, pues el nu´mero de simulaciones es constante. En
cambio, no hay una relacio´n directa entre el nu´mero de simulaciones en Fly3D y el
nu´mero de objetos, pues aumenta la carga del sistema disminuyendo SSF .
Frecuencia de Cuadro
La frecuencia de cuadro del sistema es la frecuencia de muestreo del objeto
visualizador.
En Fly3D la frecuencia de cuadro es igual a la frecuencia de muestreo del sistema
y no es configurable por el programador. La FF depende del coste temporal de las
fases de simulacio´n y visualizacio´n. El sistema constantemente simula y visualiza a
la ma´xima velocidad. Fly3D no permite definir la QoS del objeto visualizador.
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Figura 5.24: Nu´mero de escenas generadas en Fly3D y DFly3D
DFly3D permite definir cual es la FF o´ptima que debe generar el videojuego.
La FF definida se mantiene mientras el sistema no este´ colapsado.
La figura 5.24 muestra el nu´mero de escenas generadas por ambos sistemas (para
DFLy3D se muestran los fps generados en diferentes ejecuciones con diferentes va-
lores de FF ). El programador define cual es la FF o´ptima del sistema en DFly3D.
Si la FF o´ptima es 25 fps, el tiempo de visualizacio´n de DFly3D es siempre menor
que en Fly3D, por lo que durante toda la ejecucio´n de Fly3D se generan visualiza-
ciones innecesarias (para la QoS definida). Con 50 fps o 100 fps, hasta un nu´mero
de objetos determinado, Fly3D genera visualizaciones innecesarias y a partir de ese
nu´mero de objetos no es capaz de mantener la QoS de visualizacio´n.
La figura 5.25 muestra la diferencia entre los fps generados por Fly3D y DFly3D,
manteniendo la misma calidad de imagen. DFly3D fija la FF y la mantiene mientras
el sistema no se colapsa. Fly3D, sin embargo, visualiza innecesariamente desperdi-
ciando potencia de ca´lculo y no es capaz de asegurar la QoS.
DFly3D evita visualizaciones innecesarias, liberando la potencia de ca´lculo.
La figura 5.26 muestra el nu´mero ma´ximo de escenas que puede visualizar ca-
da sistema. DFly3D puede alcanzar una FF mayor que Fly3D aunque el sistema
empiece a colapsarse. Las pruebas realizadas muestran que la FF que DFly3D es
capaz de generar es siempre un poco mayor que la FF por Fly3D. Esto se debe a
una mejor distribucio´n de la potencia de ca´lculo de la ma´quina.
Cuando se alcanza la tasa ma´xima de escenas generadas ambos sistemas usan
el 100% del tiempo de la CPU (DFly3D se comporta como Fly3D y por tanto no
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Figura 5.26: Nu´mero ma´ximo de escenas generadas en Fly3D y DFly3D
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libera tiempo).
Deteccio´n de Colisiones
DFly3D utiliza los procesos de Fly3D, so´lo se modifica la gestio´n de eventos del
sistema. Por tanto, procesos como visualizacio´n o deteccio´n de colisiones son los
originales de Fly3D. No se han variado estos procesos pues no era objetivo de la
tesis comprobar si un proceso u otro mejoraba el rendimiento del sistema. Pero la
utilizacio´n de estos procesos ha supuesto ciertas limitaciones para la tesis.
Fly3D utiliza un algoritmo de deteccio´n de colisiones no determinista. Cada
vez que un objeto cambia de posicio´n, se comprueba si durante este movimiento
se ha producido alguna colisio´n. La comprobacio´n se realiza con los objetos en el
instante actual, lo que supone que ciertos objetos habra´n evolucionado su posicio´n,
pero el resto de los objetos no se han evolucionado a su nueva posicio´n. En Fly3D,
dependiendo de su situacio´n en el grafo de escena respecto al objeto actual, unos
objetos habra´n evolucionado y otros no. Por tanto, el algoritmo de deteccio´n de
colisiones considera unos objetos evolucionados y otros no.
El proceso de deteccio´n de colisiones de Fly3D se arranca cuando un objeto
cambia su posicio´n y sigue los siguientes pasos:
1. Dada la posicio´n P0 original del objeto, calcular la posicio´n destino del objeto
P1 si no hubiesen colisiones.
2. Invocar la deteccio´n de colisiones. Este proceso calcula como ma´ximo 3 rebotes
en la colisio´n del objeto, para cada rebote i:
Calcular la direccio´n y longitud del movimiento.
Si la longitud del movimiento es inferior a un cierto umbral, se termina
el proceso sin detectar colisiones.
Comprobar si hay colisio´n:
• Crear una caja de movimiento que contenga todo el movimiento del
objeto, desde la u´ltima vez que se detectaron colisiones (desde la
posicio´n P0 o desde la posicio´n resultante del rebote anterior P2i).
• Comprobar si hay colisiones con esta caja de movimiento.
Si hay colisio´n, calcular la nueva posicio´n P2i . Este proceso devuelve la
nueva posicio´n P2, si se han detectado colisiones.
3. Modificar la posicio´n del objeto a P1 o P2, segu´n corresponda: si se han detec-
tado colisiones: P = P2, si no se han detectado P = P1.
El algoritmo de deteccio´n de colisiones so´lo arranca la deteccio´n de colisiones
si el objeto se ha desplazado ma´s de un cierto umbral. Por ello cuando el mues-
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Figura 5.27: Nu´mero de colisiones detectadas a medida que aumenta la carga de
simulacio´n en Fly3D y DFly3D
treo del objeto aumenta considerablemente, se detectan menos colisiones, pues el
desplazamiento del objeto es demasiado pequen˜o.
Se ha observado que cuando se var´ıa la frecuencia de muestreo de los objetos en
DFly3D, el nu´mero de colisiones detectadas y la posicio´n de estas colisiones var´ıa.
Cuando el nu´mero de objetos en el sistema que colisionan es pequen˜o y la ve-
locidad de e´stos es baja, las colisiones detectadas en DFly3D son las mismas y se
detectan, pra´cticamente, en la misma posicio´n, independientemente de la frecuencia
de muestreo (a no ser que la frecuencia de muestreo sea muy elevada). Cuando el
nu´mero de objetos crece o la velocidad de los objetos aumenta, el efecto no deter-
minista del algoritmo de colisiones empleado produce que las colisiones difieran a
medida que se var´ıa la frecuencia de muestreo de los objetos.
Si Fly3D dispusiese de un algoritmo determinista de deteccio´n de colisiones,
en DFly3D se podr´ıa ajustar la frecuencia de muestreo para que la deteccio´n de
colisiones fuese la o´ptima (para detectar todas las colisiones con un comportamiento
visual adecuado y sin sobrecargar el sistema con muestreos innecesarios). Adema´s,
esta frecuencia de muestreo o´ptima puede definirse para cada objeto. Sin embargo,
este aspecto no ha podido probarse en DFly3D, por lo que esta hipo´tesis queda
pendiente como futura l´ınea de investigacio´n de la tesis (cambiando el algoritmo de
deteccio´n de colisiones o integrando GDESK en una aplicacio´n gra´fica en tiempo
real con un algoritmo de deteccio´n de colisiones determinista).
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Figura 5.28: Incremento de coste por muestreo en FLy3D respecto a la utilizacio´n
de eventos programados en DFly3D
La figura 5.27 muestra el nu´mero de colisiones detectadas en DFLy3D y Fly3D
a medida que aumenta la carga de simulacio´n del sistema (permaneciendo constante
el nu´mero de objetos). En DFly3D, la simulacio´n es la misma, independientemente
de la carga. El sistema se ralentiza para simular correctamente, pero la simulacio´n
permanece inalterable. Por tanto, el nu´mero de colisiones detectadas es contante e
independiente de la carga de simulacio´n. En cambio, en Fly3D una mayor carga de
simulacio´n supone que se simula un nu´mero de veces menor. Por tanto, Fly3D puede
no detectar colisiones dependiendo de la carga del sistema, degradando la QoS del
sistema.
5.2.2.5. Eventos Programados
La figura 5.28 muestra el coste temporal de la programacio´n en Fly3D y DFly3D
de un evento programado (una bomba de relojer´ıa que debe estallar dentro de T
segundos).
Fly3D define los eventos programados mediante muestreo, por lo que es necesaria
una condicio´n de disparo (en este caso indica si se ha alcanzado el tiempo en que
debe estallar la bomba). Las pruebas en Fly3D se han realizado con la condicio´n de
disparo original y posteriormente se ha aumentado la carga de la comprobacio´n de
la condicio´n de disparo para ver como aumenta la carga del sistema.
En DFly3D u´nicamente se programa un evento que sucedera´ en T segundos. Este
proceso tiene un coste inapreciable. No hay muestreo de la condicio´n de disparo.
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5.2.2.6. Adaptacio´n Dina´mica del Sistema
La adaptacio´n (degradacio´n o mejora) dina´mica del sistema puede llevarse a cabo
utilizando las herramientas de monitorizacio´n de DFLy3D.
Adaptacio´n de la Complejidad de la Simulacio´n del Objeto
Utilizacio´n de Muestreo en Fly3D y DFly3D
En las pruebas realizadas, los resultados obtenidos son muy similares para am-
bos sistemas si se utiliza muestreo. Si la carga de simulacio´n es alta y el sistema
esta´ colapsado, al reducir la carga mediante adaptacio´n dina´mica un 60% aproxi-
madamente, el sistema consigue pasar de una frecuencia de cuadro de 19fps a 25fps.
Variando el nu´mero de objetos del sistema los porcentajes de mejora obtenidos han
sido similares. No var´ıan los resultados en ambos sistemas porque la mejora no afecta
al nu´mero de muestreos del objeto. Ambos sistemas dedican el 100% del tiempo a
simular y visualizar. La diferencia entre los resultados de ambos sistemas radica en
la QoS de la simulacio´n. DFly3D realiza el mismo nu´mero de muestreos del objeto,
a costa de aumentar el tiempo real de la simulacio´n. Fly3D degrada el resultado de
la simulacio´n.
Utilizacio´n de Muestreo en Fly3D y Eventos Programados en DFly3D
Si se usan eventos para modelar la adaptacio´n en DFly3D, los resultados son muy
diferentes, pues las conclusiones son muy similares a los obtenidos en la utilizacio´n
de eventos programados (apartado 5.2.2.5). La mejora de DFly3D respecto a Fly3D
es notable. Estos resultados son muy dependientes del ejemplo en concreto.
Adaptacio´n del Nu´mero de Muestreos del Objeto
Variacio´n en el Nu´mero de Muestreos del Objeto
La frecuencia de muestreo de un objeto en DFly3D puede definirse de forma
que var´ıe dina´micamente. La figura 5.29 muestra un sistema donde el nu´mero de
muestreos de un objeto var´ıa dina´micamente en DFly3D. Esta situacio´n no es posible
definirla usando Fly3D, por lo que el muestreo del objeto es constante durante la
ejecucio´n. En DFly3D, el programador siempre tiene el control sobre la frecuencia
de muestreo del objeto, sea constante o variable.
La figura 5.30 muestra la diferencia en el nu´mero de muestreos de Fly3D y
DFly3D. DFly3D cambia la frecuencia de muestreo del objeto para adaptarse a la
QoS cambiante del objeto. Por tanto DFly3D muestrea el objeto de forma o´ptima.
La figura 5.30 muestra el nu´mero de muestreos innecesarios que realiza Fly3D para
la situacio´n mostrada en la figura 5.29. Fly3D genera muestreos innecesarios, por lo
que se consume potencia de ca´lculo de la ma´quina innecesariamente que DFLy3D
libera.






















































Figura 5.30: Diferencia en el nu´mero de muestreos de un objeto en Fly3D y DFly3D
































Figura 5.31: Evolucio´n del tiempo de simulacio´n de los objetos en un sistema adap-
tado y no adaptado en DFly3D
Ejemplo de Adaptacio´n Dina´mica del Muestreo con Costes
Supo´ngase el ejemplo de un sistema con dos tipos de objetos. Los objetos tipo
A tienen una frecuencia de muestreo de 30 veces por segundo, mientras que los
objetos tipo B, al tener una velocidad mayor, necesitan una frecuencia de muestreo
de 60 veces por segundo. La carga de los objetos de tipo B es 10 veces mayor que
la carga de los objetos de tipo A. Si el sistema esta´ colapsado se puede reducir su
muestreo hasta 10 muestreos por segundo. En el sistema adaptado los objetos tipo
A se muestreara´n correctamente, mientras que los objetos tipo B se submuestreara´n
cuando el sistema este´ colapsado. Como condicio´n cr´ıtica se ha utilizado que el
tiempo de simulacio´n aumente un 20% sobre el tiempo real. Mientras se cumpla
esta condicio´n, el sistema adoptara´ la nueva frecuencia de muestreo de los objetos
tipo B. Cuando esta condicio´n deje de cumplirse, el sistema volvera´ a su situacio´n
inicial.
Fly3D no es capaz de simular esta situacio´n adecuadamente, por lo que lo que
se va a mostrar es como la adaptacio´n en DFly3D permite aliviar el colapso del
sistema.
En DFly3D se consigue que disminuya el tiempo de simulacio´n de los objetos
(figura 5.31) y que aumente la frecuencia de cuadro efectiva del sistema (figura 5.32),
al disminuir algo el colapso del sistema. Estas gra´ficas muestran el comportamiento
de un caso concreto, podr´ıa haberse optado por disminuir el muestreo de todos los
objetos o disminuir el muestreo de los objetos de tipo A que son ma´s lentos.



































Figura 5.33: Ejemplo de muestreo adaptativo de un objeto en DFly3D
Sobremuestreo o Submuestreo del Comportamiento del Objeto
Otro ejemplo de muestreo adaptativo de un objeto es el siguiente. La figura 5.33
muestra un objeto cuyo comportamiento var´ıa en el tiempo y necesita diferentes
frecuencias de muestreo en cada intervalo (A, B y C). Durante los intervalos A y C,
el objeto necesita un frecuencia de muestreo mayor que durante el intervalo B.
La frecuencia de muestreo de Fly3D es comu´n a todo el sistema (figura 5.34).
Todos los objetos se muestrean a la misma frecuencia y todos los aspectos del ob-
jeto se muestrean a la misma frecuencia, tambie´n. Por tanto, si la QoS del objeto
requiere una frecuencia de muestreo mayor, el objeto se submuestrea. Si el obje-
to requiere una frecuencia de muestreo menor, el objeto se sobremuestrea. DFly3D
adapta el muestreo a la QoS de los objetos, permitiendo definir una frecuencia de

















































Figura 5.35: Diferencia en el nu´mero de muestreos del objeto (figura 5.33) en Fly3D
y DFly3D
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muestreo diferente para cada objeto. La frecuencia de muestreo de DFly3D puede
variar dina´micamente para adaptarse al comportamiento del objeto (figura 5.34).
La figura 5.34 muestra el nu´mero de muestreos durante la ejecucio´n en ambos
sistemas. El nu´mero de muestreos en Fly3D permanece constante durante toda la eje-
cucio´n independientemente del comportamiento del objeto. Sin embargo, el nu´mero
de muestreos de DFly3D se adapta a cada uno de los intervalos con diferente compor-
tamiento del objeto. DFly3D define para el objeto la frecuencia de muestreo o´ptima
en cada intervalo.
La figura 5.35 muestra la diferencia en el nu´mero de muestreos de ambos sistemas
durante la ejecucio´n del videojuego:
Los valores positivos corresponden al intervalo de tiempo B, cuando Fly3D
esta submuestreando el objeto.
Los valores negativos corresponden al intervalo de tiempo A y C, cuando Fly3D
esta sobremuestreando el objeto.
Adaptacio´n de la Frecuencia de Cuadro
Los resultados obtenidos para la adaptacio´n de la frecuencia de muestreo son
extrapolables a la adaptacio´n de la frecuencia de cuadro.
En Fly3D no se puede adaptar la frecuencia de cuadro, pero DFly3D si lo per-
mite. Basta definir las condiciones o los instantes de tiempo en que la frecuencia de
cuadro debe modificarse y generar en ese momento eventos programados al objeto
visualizador. El objeto visualizador tambie´n puede utilizar las herramientas de mo-
nitorizacio´n para adaptar su comportamiento, en funcio´n, por ejemplo, del factor de
colapso del sistema o de la historia previa de la frecuencia de cuadro.
Adaptacio´n Combinada
Consiste en combinar las te´cnicas anteriores, con resultados extrapolables y muy
dependientes del ejemplo en concreto.
5.2.2.7. Sobrecarga por la Gestio´n de Eventos Discretos en DFLy3D
El tiempo consumido por los procesos de simulacio´n y visualizacio´n de DFly3D
incluye el tiempo consumido en simular y visualizar y el tiempo consumido en el
procesamiento de los mensajes de los objetos. La sobrecarga de ca´lculo producida
por la gestio´n de eventos de DFly3D es mı´nima (figura 5.36), por lo que la potencia
de ca´lculo de ambos sistemas es similar.
Si el sistema esta´ colapsado, la sobrecarga en la gestio´n de eventos, aunque
mı´nima, produce que Fly3D sea ma´s o´ptimo que DFly3D.

















































Figura 5.36: Sobrecarga de tiempo por la gestio´n de eventos en DFly3D
5.2.2.8. Monitorizacio´n del Sistema
La monitorizacio´n del sistema es una herramienta que se incluye en DFly3D que
no exist´ıa en Fly3D. Se apoya en el nu´cleo de simulacio´n GDESK para llevar a cabo
la monitorizacio´n.
La monitorizacio´n sirve, entre otras cosas, para implementar los procesos que se
han visto en apartados anteriores, como adaptacio´n dina´mica del sistema.
Sin embargo, la monitorizacio´n consume recursos del sistema. Los recursos con-
sumidos dependen en gran medida de la monitorizacio´n utilizada. Se definen dos
tipos de monitorizacio´n en DFLy3D (apartado 4.7 del cap´ıtulo 4):
1. Monitorizacio´n en l´ınea.
2. Monitorizacio´n fuera de l´ınea.
Todos los tipos de monitorizacio´n y sus subcategor´ıas se seleccionan mediante
sentencias de preprocesador, de forma que el sistema so´lo se sobrecarga si expl´ıcita-
mente el programador desea monitorizar el sistema y con el coste de la monitorizacio´n
elegida.
Monitorizacio´n en L´ınea
La monitorizacio´n en l´ınea permite adaptar el sistema dina´micamente. Este tipo
de monitorizacio´n puede llevarse a cabo mediante para´metros del sistema o mediante
mensajes de control
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El monitor contiene una serie de para´metros que actualiza cada cierto intervalo
de tiempo definido por el programador del videojuego. Algunos de estos para´metros
son: frecuencia de cuadro media e instanta´nea, tiempo libre del sistema o factor de
colapso. Los objetos del videojuego tienen la posibilidad de usarlos o no.
Otra posibilidad de monitorizacio´n en l´ınea es mediante mensajes de control. Si
se selecciona este tipo de monitorizacio´n, el monitor enviara´ mensajes a los objetos
si se supera un cierto valor cr´ıtico de los para´metros de control. Cada objeto decide
si es sensible o no a cada posible mensaje.
El coste de la actualizacio´n de los para´metros del monitor para que los objetos
del sistema los puedan consultar es inapreciable. El programador define la frecuencia
con la que se actualizan los para´metros del monitor y la frecuencia con la que se
inicializan las estructuras intermedias de ca´lculo de valores. Si la actualizacio´n es
muy frecuente, el coste de la monitorizacio´n aumenta. Pero en condiciones normales
no debe suponer un incremento considerable.
El coste de la monitorizacio´n mediante mensajes de control tambie´n suele tener
un coste inapreciable, salvo en el caso de que los mensajes de control sean muy
frecuentes.
Monitorizacio´n Fuera de L´ınea
DFly3D permite monitorizar fuera de l´ınea de los siguientes procesos:
Deteccio´n de colisiones.
Tiempos del sistema.
Evolucio´n de la frecuencia de cuadro durante la ejecucio´n.
Traza completa del sistema.
Los tres primeros procesos producen una sobrecarga inapreciable, pues contiene
resultados que en algunos casos se calculan durante la ejecucio´n, independientemente
de la monitorizacio´n.
El proceso ma´s costoso, pero que ma´s informacio´n aporta es la traza del sistema.
La figura 5.37 muestra la evolucio´n del coste temporal de simulacio´n de un sistema
cuando se utiliza la monitorizacio´n mediante traza a medida que aumenta el nu´mero
de objetos en el sistema y por tanto mayor nu´mero de eventos hay que incluir en la
traza. Los tiempos llegan a ser hasta 45 veces mayores.
5.2.3. Conclusiones
Sea:




















Con traza Sin traza
Figura 5.37: Sobrecarga de tiempo por la realizacio´n de una monitorizacio´n del
sistema mediante traza en DFly3D
SC sistema colapsado.
SNC sistema no colapsado.
La tabla 5.18 muestra una comparativa resumen de ambos sistemas.
En este cap´ıtulo se muestran los resultados de la comparacio´n entre el sistema
continuo acoplado Fly3D y el sistema discreto desacoplado DFly3D (obtenido de la
integracio´n de GDESK en Fly3D). Las conclusiones obtenidas de estos resultados
son extrapolables a los sistemas continuos acoplados y discretos desacoplados.
El sistema continuo constantemente simula y visualiza a la ma´xima velocidad
que la potencia de ca´lculo es capaz de proporcionar. Consume todos los recursos
disponibles. Sin embarco, el sistema discreto consume u´nicamente el tiempo que el
programador ha destinado al proceso de visualizacio´n y a la simulacio´n de cada
objeto. El resto del tiempo lo libera. El sistema discreto es capaz de ejecutar la
misma simulacio´n con un consumo menor de recursos.
El sistema continuo muestrea todos los objetos del sistema con la misma fre-
cuencia, independientemente de la QoS de cada objeto. Esta frecuencia es igual a la
frecuencia de cuadro. La frecuencia de muestreo del sistema puede tener un valor tal
que haya objetos que se sobremuestreen y otros que se submuestreen. No es posible
definir una frecuencia diferente para cada objeto. El sistema discreto permite definir
una frecuencia de muestreo diferente para cada objeto, incluso una frecuencia dife-
rente para cada aspecto de cada objeto. El sistema discreto es capaz de adaptarse a
las necesidades de QoS de cada objeto y de cada aspecto de cada objeto. Los objetos
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Caracter´ıstica Sistema Continuo Sistema Discreto
Simulacio´n Continua Discreta
Acoplado Desacoplado
TG SNC TG ' TR + TS TG = TR + TS + TF
TG SC TG = TR + TS TG = TR + TS
TF SNC TF = 0 TF = TG − TV − TR
TF SC TF = 0 TF = 0
TS ↑ TR ↓, FF ↓ TF ↓, FF '
TR ↑ TS ↓, FF ↓ TF ↓, FF '
NO ↑ Reparto del aumento
entre TS y TR
Aumento lineal de TS y
TR y decremento pro-
porcional de TF
NR, NS NR = NS NR 6= NS
Reparto de potencia
de calculo entre los
objetos
No uniforme Depende de las necesi-
dades del objeto
No adecuada Adecuada
TREAL SNC TSISTEMA = TREAL TSISTEMA = TREAL
TREAL SC TSISTEMA = TREAL TSISTEMA < TREAL
CFS ↑ TSISTEMA ' TSISTEMA '
TREAL ' TREAL ↑
Muestreo del sistema ∀i ∈ O : OSFi = SSF ∃i ∈ O : OSFi 6= OSFj
SSF Comu´n a todo el siste-
ma
No existe
FF FF = SSF FF = OSFvisualizador
OSFi = FF OSFi 6= FF
Muestreo de objetos ∀i, j ∈ O : OSFi =
OSFj
∃i, j ∈ O : OSFi 6=
OSFj
OSFi Variable Constante o adaptable







la carga del sistema
Si No
OSFi SNC ∀i ∈ O : OSFi =
SSF 6= OSFimin




OSFi SC ∀i ∈ O : OSFi =
SSF 6= OSFimin
∀i ∈ O : OSFi =
OSFimin
Tabla 5.18: Comparativa del sistema continuo y discreto
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siempre se muestrean a la frecuencia o´ptima. Por tanto, el sistema discreto permite
cumplir la QoS definida para cada objeto.
El sistema continuo no tiene en cuenta las necesidades de cada objeto a la hora de
repartir la potencia de ca´lculo del sistema, pues la frecuencia de muestreo es comu´n
a todo el sistema. El sistema discreto permite optimizar el reparto de la potencia
de ca´lculo, al permitir al programador repartir la potencia de ca´lculo en funcio´n
de la QoS de cada objeto. La QoS de los objetos debe tener en cuenta la correcta
simulacio´n de los objetos y otros aspectos relacionados con la estimulacio´n a´ptica
para dispositivos HCI.
En el sistema continuo todos los procesos esta´n acoplados. En cada iteracio´n del
bucle principal de la aplicacio´n se simulan todos los objetos recorriendo el grafo de
escena y despue´s se visualiza la escena actual. En el sistema discreto cada objeto es
independiente del resto e independiente del proceso de visualizacio´n. En el sistema
continuo todos los objetos esta´n desacoplados. El comportamiento de cada objeto
esta´ desligado del resto.
La frecuencia de cuadro depende de la carga del sistema en el sistema continuo y
esta´ integrada con el resto de procesos (igual frecuencia de muestreo). En el sistema
discreto, el proceso de visualizacio´n esta´ desacoplado del proceso de simulacio´n del
resto de objetos (es independiente) y tiene una frecuencia diferente.
Cuando el sistema no es capaz de simular y visualizar correctamente en un ciclo
de refresco de pantalla se dice que el sistema esta´ colapsado. El colapso del sistema
tiene efectos diferentes en el sistema continuo y en el discreto. El sistema continuo
colapsado tiene un funcionamiento incorrecto (colisiones no detectadas, trayectorias
incorrectas,...). El comportamiento incorrecto se acentu´a cuando aumenta el factor
de colapso. El sistema discreto en cambio simula el sistema correctamente indepen-
dientemente del colapso del sistema. Para conseguir una simulacio´n correcta sacrifica
la ejecucio´n del sistema en tiempo real. El sistema discreto colapsado consume un
tiempo real en ejecutar la simulacio´n mayor que el tiempo de simulacio´n del sistema.
La diferencia entre estos dos tiempos sera´ mayor cuanto mayor sea el factor de co-
lapso. Ante el colapso del sistema, el sistema discreto degrada la QoS de los objetos,
pero el sistema discreto la mantiene.
El sistema discreto es capaz de tomar informacio´n del proceso de monitorizacio´n
del sistema y adaptarse dina´micamente. La QoS de cada objeto puede redefinirse
dina´micamente para adaptarse a las condiciones del sistema. Si el sistema esta´ colap-
sado, uno o ma´s objetos pueden reducir su QoS, para evitar el colapso. Si el sistema
libera tiempo (hay tiempo remanente en su ejecucio´n), los objetos pueden readaptar
su QoS, para aprovechar este tiempo libre en mejorar su inteligencia artificial, detec-
cio´n de colisiones,... En el sistema discreto los objetos definen un rango de QoS por
si el sistema debe adaptarse ([QoSmin..QoSmax]). La adaptacio´n del sistema puede
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implicar que algunos objetos se degraden en beneficio de otros. La gestio´n de eventos
discreta mediante paso de mensajes hace que este proceso no so´lo sea posible llevarlo
a cabo, sino que se realice de una forma sencilla de programar y con una sobrecarga
del sistema muy baja (aunque muy dependiente del uso que el programador de la
aplicacio´n haga de ella).
El sistema discreto incluye un monitor del sistema que permite monitorizar las
aplicaciones en l´ınea y fuera de l´ınea. El monitor del sistema es capaz de comuni-
carse con el resto de objetos del sistema para que adapten su comportamiento si
se produce alguna condicio´n cr´ıtica definida por el programador. Tambie´n pone a
disposicio´n de los objetos informacio´n cr´ıtica del comportamiento del sistema por
si los propios objetos desean usarla para definir adecuadamente su QoS y adaptarla
dina´micamente. La monitorizacio´n fuera de l´ınea produce una serie de informacio´n
e histo´ricos sobre la ejecucio´n del sistema.
El sistema discreto permite:
Desacoplar todos los objetos del sistema, no so´lo la fase de simulacio´n de la
fase de visualizacio´n, sino todas las simulaciones de cada objeto, incluso todas
las simulaciones de cada aspecto de cada objeto.
Un reparto o´ptimo de los recursos del sistema entre los objetos.
Una utilizacio´n ma´s racional de la potencia de ca´lculo por parte de cada objeto
del sistema, consumiendo u´nicamente la potencia de ca´lculo necesaria.
Definir la QoS de cada objeto, independientemente del resto. Permite definir el
rango de QoS que puede llegar a asumir el objeto si hay colapso en el sistema
o si otros objetos necesitan alcanzar su QoS ma´xima.
Adaptar dina´micamente la QoS de cada uno de los objetos del sistema.
Ejecutar la simulacio´n del sistema correctamente independientemente del co-
lapso del sistema.
Monitorizar el sistema de formas diferentes, dependiendo de las necesidades
de cada fase de produccio´n de la aplicacio´n gra´fica en tiempo real. El objeto
monitor provee al resto de los objetos del sistema con informacio´n que el resto
de objetos pueden utilizar. Se comunica con el resto de los objetos para que
adapten su comportamiento si es necesario.
Cap´ıtulo 6
Conclusiones y Trabajos Futuros
6.1. Conclusiones
Las aplicaciones gra´ficas en tiempo real tradicionales, como los videojuegos, sue-
len seguir un esquema de simulacio´n continua. Habitualmente este esquema de simu-
lacio´n obliga a un acople de las fases de visualizacio´n y simulacio´n, aunque algunas
aplicaciones permiten desacoplar estas fases. Este esquema de simulacio´n se ha mos-
trado claramente ineficiente debido fundamentalmente a las siguientes razones:
1. El sistema puede presentar comportamientos incorrectos, como ejecucio´n de
eventos desordenados, prioridades de objetos no definidas por el programador
o eventos no detectados.
2. La aplicacio´n gra´fica es altamente dependiente de la potencia de ca´lculo de la
ma´quina. El reparto de la potencia de ca´lculo entre los objetos de la aplicacio´n
no se realiza en funcio´n de las necesidades de cada objeto.
3. Todos los objetos se muestrean a la misma frecuencia, independientemente
de sus necesidades o criterios de QoS. Si la QoS de un objeto necesita un
muestreo inferior a la frecuencia de muestreo del sistema, el objeto tendra´ un
comportamiento correcto, pero se generara´n muestreos innecesarios. Si la QoS
del objeto es superior a la frecuencia de muestreo, el objeto no se simula
correctamente.
4. En las aplicaciones en las que se acoplan las fases de simulacio´n y visualiza-
cio´n, la frecuencia de cuadro es igual a frecuencia de muestreo del sistema.
El programador no tiene control sobre la frecuencia de cuadro que debe ge-
nerar la aplicacio´n. No puede definirla ni adaptarla al dispositivo de salida.




5. El paradigma continuo asume que los objetos del sistema tienen un compor-
tamiento continuo. Cualquier comportamiento discreto o h´ıbrido debe ser mo-
delado mediante simulacio´n continua. Es complicado y poco intuitivo definir
comportamientos discretos y aumenta el coste temporal de la simulacio´n.
6. Si la potencia de ca´lculo de la ma´quina es elevada para las necesidades de la
aplicacio´n gra´fica se desperdicia potencia de ca´lculo. El sistema esta´ continua-
mente simulando y visualizando a la ma´xima velocidad. Se generan escenas
que nunca se visualizan y simulaciones innecesarias.
7. El sistema no es capaz de manejar las situaciones de colapso del sistema y
adaptarse dina´micamente a estas, redefiniendo la QoS de cada objeto separa-
damente.
La tesis propone el cambio de paradigma de simulacio´n de las aplicaciones gra´fi-
cas en tiempo real. El esquema de simulacio´n propuesto es discreto desacoplado.
Este esquema de simulacio´n se obtiene sustituyendo el gestor de eventos continuo
del sistema por un simulador de eventos discreto (adaptado). La nueva aplicacio´n
tendra´ un comportamiento discreto, como consecuencia del cual desacopla las fa-
ses de simulacio´n y visualizacio´n. Para alcanzar este objetivo se han seguido los
siguientes pasos:
1. Se ha creado un simulador de eventos discreto con unas prestaciones o´ptimas
(DESK). Este simulador se adapta posteriormente a la simulacio´n en web
(siguiendo la tendencia de otros simuladores), creando JDESK.
2. Se ha adaptado el simulador de eventos para funcionar como nu´cleo de apli-
caciones gra´ficas en tiempo real (GDESK).
3. Se ha integrado el nu´cleo de simulacio´n en una aplicacio´n gra´fica. La aplicacio´n
seleccionada es el nu´cleo de videojuegos Fly3D. El resultado de la integracio´n
es el nu´cleo de videojuegos DFly3D.
DESK es un nu´cleo de simulacio´n de eventos discretos generalista orientado a
objetos implementado como una biblioteca de C++. Es un simulador versa´til y con
tiempos de simulacio´n bajos. Permite simular sistemas con cualquier complejidad y
taman˜o. Permite definir cualquier modelo fa´cilmente de forma modular. Los modelos
se definen describiendo los elementos que componen el sistema y su interconexio´n
(topolog´ıa del sistema). Permite variar el modelo fa´cil y ra´pidamente, por lo que
puede utilizarse como prototipador. Es un simulador muy preciso, por lo que puede
utilizarse para obtener resultados finales. El coste temporal de la simulacio´n de los
modelos estudiados es bajo.
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En DESK el comportamiento de cada elemento del modelo puede seleccionarse
entre una serie de comportamiento predefinidos o puede definirse cualquier com-
portamiento que el usuario desee, por caprichoso que este sea. Por tanto, ofrece la
posibilidad de definir cualquier comportamiento del sistema. El comportamiento, la
estructura y la topolog´ıa del sistema del sistema pueden variar dina´micamente, sin
necesidad de detener la simulacio´n y reconfigurar el modelo. Permite, por tanto,
modelar sistemas que cambian dina´micamente, de una manera natural.
DESK permite incluir fa´cilmente dentro de la simulacio´n elementos externos,
como multimedia, alarmas o realizar la simulacio´n en tiempo real.
DESK puede modelar sistemas que otros simuladores no pueden con un coste de
implementacio´n y simulacio´n bajo. DESK llega donde otros simuladores no llegan.
La evolucio´n de DESK ha seguido los pasos de otros simuladores de eventos
discretos, adapta´ndose a las nuevas tecnolog´ıas. Se ha desarrollado una versio´n de
DESK en Java que permite su utilizacio´n v´ıa web. Incluye un asistente para facilitar
el proceso de creacio´n del modelo. JDESK tiene exactamente la misma funciona-
lidad de DESK. Aporta, respecto a DESK, todas las ventajas de la simulacio´n en
web respecto a la simulacio´n convencional. Aunque, como desventaja, los costes de
simulacio´n de JDESK son superiores a los de DESK.
GDESK es la adaptacio´n del simulador de eventos discreto DESK a nu´cleo de
aplicaciones gra´ficas en tiempo real. GDESK es un nu´cleo independiente de la aplica-
cio´n en la que se integra. Pero no puede funcionar si no se integra en una aplicacio´n
gra´fica. GDESK conserva toda la potencia y funcionalidad de DESK. Es un nu´cleo
flexible, permite simular cualquier sistema y no impone restricciones. Las estructuras
ba´sicas de GDESK son la mismas que DESK, pero adaptadas a la nueva situacio´n.
La principal diferencia entre DESK y GDESK es la gestio´n de tiempos. En GDESK
el tiempo de simulacio´n corresponde, mientras el sistema no este´ colapsado, al tiempo
real del sistema.
GDESK discretiza la aplicacio´n gra´fica donde se integra. La simulacio´n discreta
permite modelar comportamientos discretos, continuos e h´ıbridos. Una consecuencia
de la discretizacio´n del sistema es el desacoplo de las fases de visualizacio´n y simu-
lacio´n. La aplicacio´n donde se integra GDESK debe utilizar el mecanismo de paso
de mensajes para modelar el comportamiento de los objetos.
GDESK gestiona los eventos del sistema haciendo que los objetos de la aplicacio´n
gra´fica donde se integra se comuniquen mediante paso de mensajes. GDESK controla
el proceso de env´ıo y recepcio´n de mensajes. Los mensajes tiene asociado un tiempo
que indica el instante en que deben ser recibidos por el objeto receptor. GDESK
captura los mensajes enviados y los almacena hasta que se cumple el tiempo del
mensaje. En ese instante env´ıa el mensaje al objeto receptor. GDESK so´lo trata con
mensajes, no realiza los procesos que el objeto receptor tenga asociados al mensaje.
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GDESK se integra en una aplicacio´n gra´fica: el nu´cleo de aplicaciones gra´ficas
Fly3D, obtenie´ndose DFly3D, un motor de aplicaciones gra´ficas en tiempo real dis-
creto desacoplado.
Una aplicacio´n en DFly3D es un conjunto de objetos que se comunican mediante
paso de mensajes. Son objetos, tanto los elementos del sistema (como la consola o el
objeto visualizador), como los objetos creados en la programacio´n de la aplicacio´n
(como el avatar, pistolas o muros). El simulador GDESK controla el proceso de env´ıo
y recepcio´n de mensajes, controlando que los mensajes sean recibidos por el objeto
destino en el instante fijado por el objeto receptor y que los mensajes se ejecuten
ordenados por tiempo de ocurrencia. No se muestrean los objetos, sino que los objetos
so´lo actu´an como consecuencia de la llegada de un mensaje. El mecanismo de paso de
mensajes modela tanto comportamientos continuos como comportamientos discretos
de los objetos. Este mecanismo tiene dos utilidades:
Comunicar objetos: cuando un objeto desea comunicarse con otro objeto,
por ejemplo para que objeto modifique su comportamiento, le env´ıa un mensaje
con los para´metros adecuados.
Modelar el comportamiento de un objeto:
• Comportamiento continuo: el comportamiento continuo del objeto
debe actualizarse cada cierto intervalo de tiempo. Para ello, el objeto se
env´ıa un mensaje a si mismo para modificar su comportamiento trans-
curridas T unidades de tiempo.
• Comportamiento discreto: los mensajes permiten tambie´n modelar
comportamientos discretos. Si se desea programar un evento que suceda
en T unidades de tiempo. Un objeto env´ıa un mensaje a otro objeto o a
si mismo con tiempo T . Como consecuencia del mensaje, el objeto lleva a
cabo un determinado proceso (a diferencia del comportamiento continuo,
el objeto no se env´ıa ningu´n mensaje a si mismo para continuar con el
proceso).
• Comportamiento h´ıbrido: ser´ıa una combinacio´n de los dos procesos
anteriores.
El comportamiento del objeto se define en la funcio´n de recepcio´n de mensajes.
Cada objeto tiene asociada una funcio´n de recepcio´n de mensajes. En esta funcio´n se
define la respuesta del objeto a un tipo de mensaje determinado (con unos para´me-
tros determinados, o de un objeto emisor determinado). En esta funcio´n se define
tambie´n a que mensajes es sensible un objeto. Como respuesta a un mensaje, el
objeto puede generar nuevos mensajes.
El proceso de visualizacio´n requiere de un objeto espec´ıfico que lo controle y su
comportamiento se modela mediante el mecanismo de paso de mensajes tambie´n.
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Por tanto, por cada mensaje que recibe el objeto visualizador se genera una escena.
De este modo se controla la frecuencia de cuadro del sistema. La visualizacio´n es
un proceso ma´s del sistema, con la misma prioridad que el resto de procesos (los
eventos o mensajes se ejecutan ordenados por tiempo de ocurrencia). La frecuencia
de cuadro la define el usuario (mientras el sistema no este´ colapsado). La frecuencia
de cuadro no tiene porque´ ser constante durante la ejecucio´n de la aplicacio´n, puede
adaptarse dina´micamente a los requerimientos de la aplicacio´n.
GDESK dota a DFly3D con la posibilidad de monitorizar el sistema de dos
formas diferentes:
Monitorizacio´n fuera de l´ınea: se generan una serie histo´ricos con los re-
sultados de la monitorizacio´n del sistema, u´til en el proceso de produccio´n de
la aplicacio´n gra´fica.
Monitorizacio´n en l´ınea: define mecanismos para que los objetos obtengan
informacio´n del sistema y puedan ajustar dina´micamente su comportamiento.
La monitorizacio´n no es proceso exclusivo de los sistemas discretos, pero el me-
canismo de paso de mensajes y la posibilidad de definir diferentes frecuencias de
muestreo para cada aspecto de cada objeto facilitan mucho este proceso. La moni-
torizacio´n es un proceso discreto que define su propia QoS y, por tanto, el muestreo
o´ptimo para cada uno de sus procesos, evitando sobrecargar el sistema innecesaria-
mente. Fly3D no incluye procesos de monitorizacio´n.
Se dispone de un sistema continuo acoplado (Fly3D) y el mismo sistema discreto
desacoplado (DFLy3D). Los procesos como mecanismo de visualizacio´n, deteccio´n
de colisiones,... son comunes a ambos proceso. Por ello, se pueden comparar los dos
sistemas, pues u´nicamente difieren en el mecanismo de simulacio´n. Se han obtenido
resultados nume´ricos de la comparacio´n de ambos sistemas, pero las conclusiones
obtenidas de estos resultados son extrapolables a los sistemas continuos acoplados
y discretos desacoplados en general.
Resultado de la comparacio´n:
1. Distribucio´n de tiempo: el sistema continuo constantemente simula y visua-
liza a la ma´xima velocidad que la potencia de ca´lculo es capaz de proporcionar.
Consume todos los recursos disponibles. Sin embarco, el sistema discreto con-
sume u´nicamente el tiempo que el programador ha destinado al proceso de
visualizacio´n y a la simulacio´n de cada objeto. El resto del tiempo lo libera.
El sistema discreto es capaz de ejecutar la misma simulacio´n con un consumo
menor de recursos.
2. QoS de los Objetos: el sistema continuo muestrea todos los objetos del
sistema con la misma frecuencia, independientemente de la QoS de cada objeto.
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Esta frecuencia es igual a la frecuencia de cuadro. La frecuencia de muestreo del
sistema puede tener un valor tal que haya objetos que se sobremuestreen y otros
que se submuestreen. No es posible definir una frecuencia diferente para cada
objeto. El sistema discreto permite definir una frecuencia de muestreo diferente
para cada objeto, incluso una frecuencia diferente para cada aspecto de cada
objeto. Es capaz de adaptarse a las necesidades de QoS de cada objeto y de
cada aspecto de cada objeto. Los objetos siempre se muestrean a la frecuencia
o´ptima. Por tanto, el sistema discreto permite cumplir la QoS definida para
cada objeto.
3. Reparto de la Potencia de Ca´lculo: el sistema continuo no tiene en cuenta
las necesidades de cada objeto a la hora de repartir la potencia de ca´lculo,
pues la frecuencia de muestreo es comu´n a todo el sistema. El sistema discreto
optimiza el reparto de la potencia de ca´lculo, al permitir al programador definir
la QoS de cada objeto.
4. Acople de Procesos:
En el sistema continuo todos los procesos esta´n acoplados. En cada ite-
racio´n del bucle principal de la aplicacio´n se simulan todos los objetos
recorriendo el grafo de escena y despue´s se visualiza la escena actual. En
el sistema discreto cada objeto es independiente del resto e independien-
te del proceso de visualizacio´n. Todos los objetos esta´n desacoplados. El
comportamiento de cada objeto esta´ desligado del resto.
La frecuencia de cuadro depende de la carga del sistema en el sistema
continuo y esta´ integrada con el resto de procesos (igual frecuencia de
muestreo). En el sistema discreto, el proceso de visualizacio´n esta´ desa-
coplado del proceso de simulacio´n del resto de objetos (es independiente)
y tiene una frecuencia diferente.
5. Colapso del Sistema: cuando el sistema no es capaz de simular y visualizar
correctamente en un ciclo de refresco de pantalla se dice que el sistema esta´ co-
lapsado. El colapso del sistema tiene efectos diferentes en el sistema continuo y
en el discreto. El sistema continuo colapsado tiene un funcionamiento incorrec-
to (colisiones no detectadas, trayectorias incorrectas,...). El comportamiento
incorrecto se acentu´a cuando aumenta el factor de colapso. El sistema discre-
to en cambio simula el sistema correctamente independientemente del colapso
del sistema. Para conseguir una simulacio´n correcta sacrifica la ejecucio´n del
sistema en tiempo real. El sistema discreto colapsado consume un tiempo real
en ejecutar la simulacio´n mayor que el tiempo de simulacio´n del sistema. La
diferencia entre estos dos tiempos sera´ mayor cuanto mayor sea el factor de
colapso. Ante el colapso del sistema, el sistema discreto degrada la QoS de los
objetos, pero el sistema discreto la mantiene.
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6. Monitorizacio´n del Sistema: el sistema discreto incluye un monitor del
sistema que permite monitorizar las aplicaciones en l´ınea y fuera de l´ınea.
El monitor del sistema es capaz de comunicarse con el resto de objetos del
sistema para que adapten su comportamiento si se produce alguna condicio´n
cr´ıtica definida por el programador. Tambie´n pone a disposicio´n de los objetos
informacio´n cr´ıtica del comportamiento del sistema por si los propios objetos
desean usarla para definir adecuadamente su QoS y adaptarla dina´micamente.
La monitorizacio´n fuera de l´ınea produce una serie de informacio´n e histo´ricos
sobre la ejecucio´n del sistema.
7. Adaptacio´n Dina´mica del Sistema: el sistema discreto es capaz de tomar
informacio´n del proceso de monitorizacio´n y adaptarse dina´micamente. La QoS
de cada objeto puede redefinirse dina´micamente para adaptarse a las condicio-
nes del sistema. Si el sistema esta´ colapsado, uno o ma´s objetos pueden reducir
su QoS, para evitar el colapso. Si el sistema libera tiempo (hay tiempo rema-
nente en su ejecucio´n), los objetos pueden readaptar su QoS, para aprovechar
este tiempo libre en mejorar su inteligencia artificial, deteccio´n de colisiones,...
En el sistema discreto los objetos definen un rango de QoS por si el sistema
debe adaptarse ([QoSmin..QoSmax]). La adaptacio´n del sistema puede implicar
que algunos objetos se degraden en beneficio de otros. La gestio´n de eventos
discreta mediante paso de mensajes hace que este proceso no so´lo sea posible
llevarlo a cabo, sino que se realice de una forma sencilla de programar y con
una sobrecarga del sistema muy baja (aunque muy dependiente del uso que el
programador de la aplicacio´n haga de ella).
El sistema discreto permite:
Desacoplar el comportamiento de todos los objetos del sistema, no so´lo la fase
de simulacio´n de la fase de visualizacio´n, sino todas las simulaciones de cada
objeto, incluso todas las simulaciones de cada aspecto de cada objeto.
Un reparto o´ptimo de los recursos del sistema entre los objetos.
No se establecen prioridades de objetos. La prioridad de un objeto durante
la simulacio´n depende de como se modela el comportamiento del objeto. Los
eventos se ejecutan ordenados en el tiempo y no hay prioridades impl´ıcitas
entre ellos debidas a su situacio´n en el grafo de escena.
El sistema es sensible a tiempos menores que la frecuencia de muestreo de un
sistema continuo. Los eventos se ejecutan ordenados por tiempo. Los eventos
ocurren en el instante exacto para el que esta´n planificados. No se sincronizan
artificialmente con el periodo de muestreo del sistema, como ocurre en los
sistemas continuos.
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Una utilizacio´n ma´s racional de la potencia de ca´lculo por parte de cada objeto
del sistema, consumiendo u´nicamente la potencia necesaria. So´lo los objetos
que cambian su estado producen eventos y consumen potencia de ca´lculo.
Los objetos no se sobremuestrean o submuestrean. Diferentes aspectos del
objeto pueden tener diferentes frecuencias de muestreo. Estas frecuencias son
gestionadas directamente por el programador.
Definir la QoS de cada objeto, independientemente del resto. Permite definir el
rango de QoS que puede llegar a asumir el objeto si hay colapso en el sistema
o si otros objetos necesitan alcanzar su QoS ma´xima.
Adaptar dina´micamente la QoS de cada uno de los objetos del sistema. La
QoS de un objeto puede ser constante durante la ejecucio´n o puede variar
dina´micamente para adaptarse a las necesidades del objeto o del sistema en
general. El objeto visualizador define tambie´n sus criterios de QoS y puede
adaptarse dina´micamente. Por tanto, la frecuencia de cuadro es configurable
por el programador.
Ejecutar la simulacio´n del sistema correctamente independientemente del co-
lapso del sistema. El paradigma discreto permite la independencia del nu´mero
de escenas generadas y la carga del sistema.
Monitorizar el sistema de formas diferentes, dependiendo de las necesidades
de cada fase de produccio´n de la aplicacio´n gra´fica. El objeto monitor provee
al resto de los objetos del sistema con informacio´n que pueden utilizar. Puede
comunicarse con ellos para que adapten su comportamiento si es necesario.
El esquema de simulacio´n discreta soporta simulacio´n continua e h´ıbrida de
forma natural. El esquema de simulacio´n continua soporta simulacio´n discreta
pero a costa de una programacio´n compleja y un coste temporal adicional.
El sistema discreto so´lo trata de simular siguiendo el tiempo real si el sistema
no esta´ colapsado. Si esta´ colapsado, no es capaz de simular en tiempo real.
Por lo que, en vez de degradar el sistema, simula ma´s lentamente. El tiempo
real y el tiempo del sistema se desfasan. Prima la QoS del sistema sobre la
velocidad de simulacio´n.
El sistema discreto aprovecha el tiempo de forma ma´s eficiente que el sistema
continuo, utilizando u´nicamente la potencia de ca´lculo necesaria para simular y vi-
sualizar con la frecuencia definida por el programador para cada objeto. La potencia
no consumida se libera para utilizarse en otras aplicaciones o para mejorar aspectos
del sistema. Si el sistema se colapsa no libera tiempo. Al aprovecha mejor la potencia
de ca´lculo, permite ejecutar la aplicacio´n en ma´quinas con menos potencia de ca´lculo
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y distribuirla mejor entre los objetos del sistema. El sistema no depende, mientras
no se colapse, de la potencia de ca´lculo de la ma´quina.
El nuevo paradigma puede utilizarse en cualquier tipo de aplicacio´n gra´fica y se
puede compatibilizar con otras l´ıneas de investigacio´n, como las dedicadas a dismi-
nuir los costes de la deteccio´n de colisiones de objetos o de la generacio´n de escenas.
Incluso los resultados pueden extrapolarse a otras aplicaciones gra´ficas independien-
temente de que sean en tiempo real o no, pues si los eventos del sistema se definen
con tiempo 0, se ejecutan sin sincronizarse con el tiempo real.
6.2. L´ıneas Futuras de Investigacio´n
6.2.1. Sistema Adaptable
El sistema discreto deja libertad al programador para definir el comportamiento
de los objetos para que se adapte a aspectos como: potencia de ca´lculo de la ma´quina,
factor de colapso o necesidades de potencia de ca´lculo puntuales del propio objeto
o de otros. La posibilidad de adaptar el sistema y ciertos mecanismos para hacerlo
se incluyen en el sistema discreto creado (DFly3D), pero no se ha profundizado en
la forma ma´s o´ptima de adaptar el sistema.
Una posible l´ınea de investigacio´n es comprobar los me´todos ma´s o´ptimos para
llevar a cabo esta adaptacio´n, sobre todo lo que se refiere al objeto visualizador. El
sistema puede adaptarse tambie´n al dispositivo de salida dina´micamente.
6.2.2. Instante de generacio´n de los Eventos de Visualizacio´n: Pre-
diccio´n del Coste de Simulacio´n
El objeto visualizador decide el instante exacto de generacio´n del evento de
visualizacio´n. Los objetivos de este objeto deben ser:
Generar so´lo una visualizacio´n por refresco de pantalla (evitando generar es-
cenas que nunca se visualizara´n por pantalla).
El momento exacto de la generacio´n de la visualizacio´n debe permitir generar
la escena antes del siguiente refresco de pantalla
Para conseguir estos objetivos es necesario predecir el coste de generacio´n de la si-
guiente escena. Existen estudios de prediccio´n de visualizacio´n como [Wimmer:2003]
que pueden integrarse en DFly3D.
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6.2.3. Nu´cleo de Aplicaciones Gra´ficas en Tiempo Real
DFly3D es el nu´cleo de aplicaciones gra´ficas Fly3D modificado para que soporte
eventos discretos y desacoplado. Los procesos de simulacio´n y visualizacio´n son los
definidos por Fly3D. El objetivo de utilizar Fly3D es poder comparar el mismo
sistema con los dos paradigmas de simulacio´n. Pero, una vez obtenidos los resultados
y probadas las ventajas de la utilizacio´n de GDESK, el siguiente paso es crear un
nu´cleo de aplicaciones gra´ficas en tiempo real discreto desacoplado completo. Para
ello se puede utilizar librer´ıas gra´ficas como SimGear [Simgear] u OSG [Osg].
6.2.4. Mundos Auto´nomos
La independencia de las fases de simulacio´n y visualizacio´n permite anular la
fase de visualizacio´n hasta que, por ejemplo, se produzca un determinado evento en
el sistema. Por ello, una posible aplicacio´n de este sistema es la evolucio´n de mundos
sin visualizacio´n, que en un momento determinado comienzan a visualizarse o que
se obtiene su estado. En Fly3D no se anima el mundo si no hay ca´mara, aqu´ı puede
simularse sin visualizaciones y el mundo evoluciona de forma auto´noma.
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Modelado de Sistemas que Cam-
bian Dina´micamente Utilizando
DESK
En este ape´ndice se muestran tres ejemplos de sistemas modelados usando DESK
que cambian su topolog´ıa y/o comportamiento dina´micamente.
A.1. Sistema de Computadoras
Este ejemplo muestra como crear ES dina´micamente en DESK y como modifi-
car el resto del sistema para integrar la nueva ES. El ejemplo muestra dos formas
diferentes de implementar el cambio en la topolog´ıa del sistema: usando muestreo y
redefiniendo funciones de comportamiento.
El sistema de computadoras contiene una fuente de clientes y dos CPU. Los
clientes generados por la fuente transitan a la CPU1 y despue´s de recibir servicio
en e´sta, transitan a la CPU2. Cuando abandonan la CPU2, los clientes tiene un
45% de posibilidades de dejar el sistema y un 55% de volver a recibir servicio en la
CPU1. Los clientes requieren un tiempo de servicio de la CPU2 con una distribucio´n
exponencial con una tasa de 1.2 unidades de tiempo. La fuente crea clientes con una
tasa de 1 unidad de tiempo. Por tanto, la longitud media de la cola de espera de la
CPU2 es alta. La CPU2 es el cuello de botella del sistema.
Para solucionar el problema, el sistema cambia su topolog´ıa dina´micamente cuan-
do se detecta la situacio´n cr´ıtica. Una forma de reducir la longitud media de la cola
de espera de la CPU2 es tener una tercera CPU (CPU3 ). Si la longitud media de la
cola de espera de la CPU2 alcanza un determinado valor (condicio´n cr´ıtica), se crea
dina´micamente la CPU3 y se redireccionan el 90% de los clientes a la CPU3. Como
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Figura A.1: Sistema de computadoras (muestreo)
consecuencia de la creacio´n de la CPU3, se modifica el tra´nsito de clientes desde
la CPU1. Mientras la condicio´n cr´ıtica no se produce el sistema tiene la topolog´ıa
inicial. A partir del momento en que se cumple la condicio´n cr´ıtica el sistema cambia
su topolog´ıa y ya no retorna a su topolog´ıa inicial.
A.1.1. Implementacio´n por Muestreo
Las funciones de comportamiento implicadas en el cambio de topolog´ıa son:
Funcio´n de encaminamiento de la CPU1. En esta funcio´n se muestrea conti-
nuamente la condicio´n cr´ıtica. Dependiendo de esta condicio´n se decide cual
es la ES destino. Si el cambio de topolog´ıa debe realizarse, la ES destino es la
CPU2 o la CPU3, dependiendo de un valor aleatorio.
Funcio´n de usuario de la CPU2. Esta funcio´n se usa en el ejemplo para com-
probar si se ha producido el cuello de botella (condicio´n cr´ıtica). Se ha elegido
esta funcio´n para testear la condicio´n de cambio del sistema porque se ejecu-
ta cada vez que un cliente accede a la CPU2. Esta funcio´n siempre testea la
condicio´n critica, independientemente de que el cambio de topolog´ıa se haya
realizado o no. Si la topolog´ıa debe cambiar, crea dina´micamente la CPU3.
La figura A.1 muestra el sistema inicial y modificado. El siguiente co´digo muestra
la implementacio´n del sistema.
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// Funciones de tiempo de servicio
DK_T_system_time t_source (DK_CLIENT *c) {return (expntl(1));}
DK_T_system_time t_cpu1 (DK_CLIENT *c) {return (expntl(1.2));}
DK_T_system_time t_cpu2 (DK_CLIENT *c) {return (expntl(1.5));}
DK_T_system_time t_cpu3 (DK_CLIENT *c) {return (expntl(0.75));}
// Funciones de encaminamiento
DK_STATION *trans_source (DK_CLIENT *c)
{ return cpu1;}
DK_STATION *trans_cpu1 (DK_CLIENT *c)
{ if (new_topology)
if (random(1,100)<=10) return cpu2;
else return cpu3;
else return cpu2;}




DK_STATION *trans_cpu3 (DK_CLIENT *c)
{ return NULL;}
// Funciones de usuario
void user_cpu2 (DK_STATION *es, DK_CLIENT *c)
{if (!new_topology && DK_Average_Queue_Length (cpu2)>10)
{new_topology=true;
cpu3 = DK_Server_Station ("Cpu 3", 1, DK_NO_EXPULSIVE,




source = DK_Source_Station ("Source of Clients", t_source, trans_source);
cpu1 = DK_Service_Station ("Cpu1", 1, DK_NO_EXPULSIVE, t_cpu1,
DK_Fifo, NULL, trans_cpu1, NULL);
cpu2 = DK_Service_Station ("Cpu2", 1, DK_NO_EXPULSIVE, t_cpu2,
DK_Fifo, NULL, trans_cpu2, user_cpu2);
if (!DK_Simul ("Example 1", 0, 1000000)) DK_Error();
else DK_Results (); }
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A.1.2. Implementacio´n por Cambio de Funciones de Comporta-
miento
Esta implementacio´n usa redefinicio´n de funciones de comportamiento y una ES
de control. Los pasos seguidos son:
1. La funcio´n de usuario de la CPU2 testea continuamente la condicio´n cr´ıtica.
2. Cuando se detecta la condicio´n cr´ıtica, se crea un cliente y se env´ıa (transita)
a la ES de control.
3. Cuando el cliente llega a la ES de control:
a) Crea la CPU3 dina´micamente.
b) Cambia la funcio´n de encaminamiento de la CPU1. La nueva funcio´n
de encaminamiento distribuye los clientes entre la CPU2 y la CPU3.
Esta nueva funcio´n de encaminamiento no necesita muestrear si se ha
producido el cambio topolo´gico o no.
c) Cambia la funcio´n de usuario de la CPU2 (funcio´n que muestrea la situa-
cio´n cr´ıtica) cambia´ndola por una funcio´n nula. De esta forma se evita
que se compruebe la condicio´n cr´ıtica una vez se ha alcanzado.
La figura A.2 muestra el sistema inicial y final. El siguiente co´digo muestra la
implementacio´n de este ejemplo.
// Funciones de tiempo de servicio
DK_T_system_time t_source (DK_CLIENT *c) {return (expntl(1));}
DK_T_system_time t_cpu1 (DK_CLIENT *c) {return (expntl(1.2));}
DK_T_system_time t_cpu2 (DK_CLIENT *c) {return (expntl(1.5));}
DK_T_system_time t_cpu3 (DK_CLIENT *c) {return (expntl(0.75));}
DK_T_system_time t_control (DK_CLIENT *c){return (DK_Cero());}
// Funciones de encaminamiento
DK_STATION *trans_source (DK_CLIENT *c){return cpu1;}
DK_STATION *trans_cpu1_1 (DK_CLIENT *c){return cpu2;}




DK_STATION *trans_cpu2 (DK_CLIENT *c)
{if (random(1,100)<=55)
return cpu1;















Figura A.2: Sistema de computadoras (cambio de las funciones de comportamiento)
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else return NULL;}
DK_STATION *trans_cpu3 (DK_CLIENT *c){return NULL;}
// Funciones de usuario
void user_control (DK_STATION *es, DK_CLIENT *c)
{// Crea cpu3
cpu3 = DK_Server_Station("Cpu 3", 1, DK_NO_EXPULSIVE, t_cpu3,
DK_Fifo, NULL, trans_cpu3, NULL);
// Cambia las funciones de encaminamiento y de usuario
DK_ChangeF_Routing(cpu1,trans_cpu1_2);
DK_ChangeF_User(cpu2,NULL);}






source = DK_Source_Station("Source of Clients", t_source,
trans_source);
cpu1 = DK_Service_Station("Cpu 1", 1, DK_NO_EXPULSIVE, t_cpu1,
DK_Fifo, NULL, trans_cpu1_1, NULL);
cpu2 = DK_Service_Station("Cpu 2", 1, DK_NO_EXPULSIVE, t_cpu2,
DK_Fifo, NULL, trans_cpu2, user_cpu2);
control= DK_Service_Station("Control Service Station", 1,
DK_NO_EXPULSIVE, t_control, DK_Fifo, NULL,
DK_Transition_Out, user_control);
if (!DK_Simul("Example 1", 0, 1000000)) DK_Error();
else DK_Results(); }
Cambiar las funciones de comportamiento para variar el sistema dina´micamente
reduce el coste temporal de la simulacio´n entre un 10% y un 5% respecto a la
opcio´n con muestreo. La variacio´n depende mucho del nu´mero de ES implicadas en
el cambio dina´mico y el nu´mero de condiciones a muestrear.
A.2. Cajas de Cobro en un Supermercado
Este ejemplo muestra el uso de vectores de punteros de ES como una forma de
automatizar el proceso de cambio dina´mico del sistema.
En un supermercado (figura A.3) hay cinco cajas de cobro. Cada caja corresponde
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Figura A.3: Cajas de cobro en un supermercado
a una posicio´n de un vector de ES. Todas las cajas tienen el mismo comportamiento.
Inicialmente so´lo hay una caja abierta (so´lo hay una ES en el sistema). Cuando una
caja alcanza un nu´mero determinado de clientes esperando para pagar, se abre otra
caja (se crea una ES dina´micamente).
La fuente se usa como ES para controlar la simulacio´n. En este caso la funcio´n de
ES de control la asume una ES existente. Controla la creacio´n de clientes. Cada vez
que se crea un cliente, la u´ltima ES creada se testea para comprobar si ha alcanzado
la condicio´n cr´ıtica.
El siguiente co´digo muestra la implementacio´n de este ejemplo.
// Funciones de tiempo de servicio
DK_T_system_time t_source (DK_CLIENT *c)
{if (DK_Average_Queue_Length(cashier[opened])>10)




DK_T_system_time t_cashier (DK_CLIENT *c)
{return (expntl(4.2));}




Figura A.4: Tanque de agua
// Funciones de encaminamiento







{if (rn<=limit) return cashier[dest++];
limit+=increment;}
return NULL;}




source = DK_Source_Station("Source of Clients", t_source,
trans_source);
cashier[opened] = DK_Service_Station("Cashier", 1,
DK_NO_EXPULSIVE,t_cashier, DK_Fifo, NULL,
trans_cashier, NULL);
if (|DK_Simul("Supermarket", 0, 1000000.0)) DK_Error();
else DK_Results();}
A.3. Tanque de Agua
Este ejemplo muestra el uso de una ES de control para cambiar la topolog´ıa del
sistema (figura A.4).
Se tiene un tanque de agua alimentado por un grifo (fuente de clientes). Cada
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cliente modela un nu´mero de litros de agua determinados. Cuando el volumen de
agua que espera entrar en el tanque alcanza un valor tope (condicio´n cr´ıtica), el
tanque se vac´ıa durante 100 segundos. Despue´s de este tiempo, el agua vuelve a
entrar en el tanque normalmente. Cuando el tanque detecta la condicio´n cr´ıtica,
env´ıa un cliente a la ES de control. Cuando el cliente llega a la ES de control:
1. Cambia la funcio´n de tiempo de servicio de la fuente. El ratio de creacio´n de
clientes sera´ ahora de 100 segundos. Por tanto no se crean clientes durante el
tiempo en que el tanque se esta´ vaciando.
2. Cambia la funcio´n de tra´nsito del tanque. Todos los clientes dejan el sistema
despue´s de salir del tanque. Este cambio evita muestrear la condicio´n cr´ıtica
hasta que el sistema vuelva a comportarse con normalidad.
3. El tiempo de servicio de los clientes en la ES de control es de 100 segundos.
De esta forma, cuando el cliente de esta ES finaliza su servicio se indica que
el sistema debe volver a la situacio´n inicial.
Cuando transcurren 100 segundos, el sistema vuelve a la normalidad. Cuando el
cliente que esta´ recibiendo servicio en la ES de control finaliza su tiempo de servicio
(transcurridos 100 segundos) y abandona la ES de control:
1. Cambia la funcio´n de tiempo de servicio de la fuente a la funcio´n inicial para
que genere clientes con el ratio inicial.
2. Cambia la funcio´n de encaminamiento del tanque para que vuelva a testear la
condicio´n inicial.
3. El cliente deja el sistema.
// Funciones de tiempo de servicio
DK_T_system_time t_source (DK_CLIENT *c) {return (expntl(1));}
DK_T_system_time t_tank (DK_CLIENT *c) {return (expntl(1));}
DK_T_system_time t_control (DK_CLIENT *c){return (expntl(100));}
// Funciones de encaminamiento
DK_STATION *trans_source (DK_CLIENT *c)
{return tank;}




DK_STATION *trans_control (DK_CLIENT *c)




// Funciones de usuario






source = DK_Source_Station("Source of Clients", t_source,
trans_source);
tank = DK_Service_Station("Water Tank", 1, DK_NO_EXPULSIVE,
t_tank, DK_Fifo, NULL, trans_tank, NULL);
control = DK_Service_Station("Control", 1, DK_NO_EXPULSIVE,
t_control, DK_Fifo, NULL, trans_control, user_control);




JDESK es un simulador basado en texto, por lo que el modelo simulado es co´digo
escrito en Java con funciones de biblioteca espec´ıficas del simulador. El co´digo de
simulacio´n debe contener las funciones de comportamiento de las ES y la definicio´n
del modelo.
La pa´gina principal del simulador [Jdesk] contiene una ventana de edicio´n, una
ventana de mensajes y un conjunto de controles. En el editor de texto se puede
escribir el co´digo del modelo de simulacio´n. Permite editar modelos creados ante-
riormente, usar ejemplos de modelos completos del repositorio de JDESK, funciones
de comportamiento predefinidas o copiar y pegar co´digo de otras aplicaciones. El
co´digo debe tener el formato de un programa principal en Java.
Para usuarios inexpertos es aconsejable usar el asistente (figuras B.1 y B.2). El
asistente es un Applet [Cowell:2000] de Java que permite crear modelos de forma
ra´pida y sencilla mediante controles, escribiendo u´nicamente algunas funciones de
comportamiento. El asistente gu´ıa al usuario en el proceso de definicio´n del modelo.
Permite construir el co´digo Java del modelo de simulacio´n a partir de las especifica-
ciones del usuario. El co´digo producido por el asistente puede ser editado.
El asistente permite:
Definir los para´metros generales de la simulacio´n, como tiempos de inicio y
final de la simulacio´n.
An˜adir funciones al modelo. El asistente permite ver ejemplos de funciones de
la biblioteca de JDESK. Si el usuario elige escribir directamente la funcio´n,
aparece una ventana de edicio´n con un esqueleto de la funcio´n (en forma de
me´todo de la clase correspondiente), de forma que el usuario so´lo debe escribir




Figura B.1: Asistente de JDESK
Figura B.2: Ventana de insercio´n de estaciones de servicio en JDESK
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La insercio´n de una ES en el modelo simulado utilizando el asistente se rea-
liza utilizando los controles de la ventana de insercio´n de ES (figura B.2). El
asistente permite seleccionar el tipo de ES y segu´n el tipo seleccionado ha-
bilita u´nicamente los controles correspondientes. Permite definir las funciones
de comportamiento de la ES: selecciona´ndolas entre las previamente definidas,
para e´sta o para otras ES, o entre las funciones de biblioteca o bien escribir la
funcio´n directamente. Si se escribe la funcio´n muestra un esqueleto de la clase
correspondiente.
Insertar clientes: permite crear clientes con unas determinadas caracter´ısticas
e insertarlos en una ES previamente definida.
Obtener resultados: permite indicar que resultados de la simulacio´n se desea
obtener y en que formato.
El co´digo creado mediante el asistente aparece en el editor de texto y puede ser
modificado para ajustar o modificar su comportamiento.
Una vez se ha definido el modelo, se compila utilizando para ello un control de
JDESK. Si la compilacio´n produce errores se mostrara´n los mensajes correspondien-
tes en la ventana de mensajes. Si la compilacio´n tiene e´xito, el fichero conteniendo el
modelo de simulacio´n queda disponible para que el usuario lo ejecute de forma local.
El fichero de la simulacio´n se compila de forma local para adaptarlo a la plataforma
correspondiente.
El compilador de JDESK se ejecuta en un servidor y se puede acceder a este
mediante la pa´gina HTML [Musciano:2002] de JDESK. Por ello, un usuario que desee
utilizar JDESK debe tener instalado un navegador de internet y una ma´quina virtual
de Java (Java Virtual Machine [Lindholm:1996] [Venners:1999]). El navegador debe
permitir la ejecucio´n de Applets de Java.
Los pasos a seguir para crear un modelo con JDESK son:
1. Acceder a la pa´gina de JDESK utilizando un navegador. En el momento del
acceso a la pa´gina de JDESK, si el ordenador local desde el que se accede no
tiene una ma´quina virtual Java instalada, se descarga automa´ticamente.
2. Escribir el modelo de simulacio´n en la ventana de edicio´n o utilizar el asistente.
El Applet de Java para la edicio´n se ejecuta de forma local, por lo que no es
necesario mantener la conexio´n a internet durante este proceso.
3. Compilar el modelo de simulacio´n, utilizando el control de construccio´n del
modelo. El resultado de la compilacio´n se muestra en la ventana de mensajes.
Durante este proceso es necesario estar conectado a internet. Si el modelo de
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simulacio´n no es correcto se mostrara´n los mensajes de error correspondientes.
El usuario debe, en este caso, modificar el modelo y volver a compilarlo.
4. Obtener los ficheros de simulacio´n.
5. Compilar la simulacio´n de forma local y ejecutarla.
6. Obtener resultados de la simulacio´n.
El algoritmo C.3 (ape´ndice C) muestra el ejemplo 5.9 implementado en Java
para JDESK.
Ape´ndice C
Algoritmos Ejemplo del Simula-
dor de Eventos Discreto
El presente cap´ıtulo muestra la implementacio´n del sistema de la figura en DESK,
SMPL y JDESK, con el objetivo de comparar las diferentes formas de implementa-
cio´n de cada modelo en los tres sistemas.
















Figura C.1: Sistema Cerrado
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DK_STATION *processors, *cpu1, *cpu2, *cpu3, *bus;
// Funciones de tiempo de servicio
DK_T_system_time t_processors (DK_CLIENT *c)
{return (expntl(tproc));}
DK_T_system_time t_cpu1 (DK_CLIENT *c)
{return (expntl(tcpu1));}
DK_T_system_time t_cpu2 (DK_CLIENT *c)
{return (expntl(tcpu2));}
DK_T_system_time t_cpu3 (DK_CLIENT *c)
{return (expntl(tcpu3));}
// Funciones de transito (topologia)














DK_STATION *trans_processors (DK_CLIENT *c)
{
if (random(1,100)<=30) return cpu1;
else return cpu2;
}
// Funcion de asignacion de recursos
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// Inicializar estructuras del simulador
DK_Init();
// Crear las ES
processors = DK_Service_Station("Processors", DK_INFINITE,
DK_NO_EXPULSIVE, t_processors, DK_Prior,
NULL, trans_processors, NULL);
cpu1 = DK_Service_Station("Cpu1", 1, DK_NO_EXPULSIVE,
t_cpu1, DK_Fifo, NULL, trans_cpu, NULL);
cpu2 = DK_Service_Station("Cpu2", 1, DK_NO_EXPULSIVE,
t_cpu2, DK_Fifo, NULL, trans_cpu, NULL);
bus = DK_Resource_Station("Bus", 4, resource, DK_Fifo,
trans\_bus, NULL);
cpu3 = DK_Service_Station("Cpu3", 1, DK_NO_EXPULSIVE ,
t_cpu3, DK_Fifo, NULL, trans_cpu3, NULL);
// Crear clientes
for (i=0; i<nt; i++)
DK_Insert_Client (i+1, DK_NO_PRIOR, DK_NO_CLASS, processors);
// Simular y obtener resultados













int custom=1, num=2, event, cpu1, cpu2, cpu3,bus, i;
smpl(1,"Clientes");







































case 8: // Salir de cpu3












C.3. Implementacio´n del sistema cerrado en JDESK
import JDESK.*;
public class Central_Server extends Global
{




processors = new JDESK_STATION();
cpu1 = new JDESK_STATION();
cpu2 = new JDESK_STATION();
cpu3 = new JDESK_STATION();
bus = new JDESK_STATION();
f = new JDESK_Interface();
}
// Funciones de tiempo de servicio
class t_processors implements JDESK_T_ptrfuncserv
{
rand r;
public t_processors () {r=new rand();}
public double ptrfuncserv (JDESK_CLIENT c)
{return (r.expntl(1));}
}
class t_cpu1 implements JDESK_T_ptrfuncserv
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{
rand r;
public t_cpu1 () {r=new rand();}
public double ptrfuncserv (JDESK_CLIENT c)
{return (r.expntl(2));}
}
class t_cpu2 implements JDESK_T_ptrfuncserv
{
rand r;
public t_cpu2 () {r=new rand();}
public double ptrfuncserv (JDESK_CLIENT c)
{return (r.expntl(1));}
}
class t_cpu3 implements JDESK_T_ptrfuncserv
{
rand r;
public t_cpu3 () {r=new rand();}
public double ptrfuncserv (JDESK_CLIENT c)
{return (r.expntl(1));}
}
// Funciones de transito (topologia)
class trans_cpu implements JDESK_T_ptrfunctran
{
public trans_cpu(){}
public JDESK_STATION ptrfunctran (JDESK_CLIENT c)
{return bus;}
}
class trans_cpu3 implements JDESK_T_ptrfunctran
{
rand r;
public trans_cpu3 () {r=new rand();}
public JDESK_STATION ptrfunctran (JDESK_CLIENT c)
{
if (!f.JDESK_Free_Resource (c,bus,new JDESK_T_servers(1)))




class trans_bus implements JDESK_T_ptrfunctran
{
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public trans\_bus(){}
public JDESK_STATION ptrfunctran (JDESK_CLIENT c)
{return cpu3;}
}
class trans_processors implements JDESK_T_ptrfunctran
{
rand r;
public trans_processors (){r=new rand();}
public JDESK_STATION ptrfunctran (JDESK_CLIENT c)




// Funcion de asignacion de recursos
class recurso implements JDESK_T_ptrfuncrec
{
public recurso(){}






JDESK_T_schedule plan = new JDESK_T_schedule ();
f.JDESK_Init();
processors = f.JDESK_Service_Station("Processors", JDESK_INFINITE,
plan.JDESK_NO_PREEMT, new t_processors(), new JDK_Prior(),
null, new trans_processors(), null);
cpu1 = f.JDESK_Service_Station("Cpu1", 1,
plan.JDESK_NO_PREEMT, new t_cpu1(), new JDESK_Fifo(), null,
new trans_cpu(), null);
cpu2 = f.JDESK_Service_Station("Cpu2", 1,
plan.JDESK_NO_PREEMT, new t_cpu2(), new JDESK_Fifo(), null,
new trans_cpu(), null);
bus = f.JDESK_Resource_Station("Bus", 4, new recurso(),
new JDK_Fifo(), new trans_bus(), null);
cpu3 = f.JDESK_Service_Station("Cpu3", 1,
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plan.JDESK_NO_PREEMT,
new t_cpu3(), new JDESK_Fifo(), null, new trans_cpu3(),
null);

























Fly3D SDK es un motor de videojuegos y de desarrollo de aplicaciones 3D en
tiempo real. Creado por Alan Watt y Fabio Policarpo para Paralelo Computac¸a˜o
(Brasil) [Paralelo]. Incluye un potente motor 3D de simulacio´n orientado a objetos
que se encarga de tareas como visualizacio´n en tiempo real, captura de eventos de
entrada (rato´n, teclado y joystick), simulacio´n f´ısica de objetos 3D,...
La versio´n utilizada en la presente tesis es la v2.0. La versio´n v1.2 es de co´digo
libre y esta´ permitida su utilizacio´n en la creacio´n de aplicaciones (incluso comer-
ciales). La versio´n v2.0 se adquiere con el libro [Watt:2003].
El motor esta´ completamente implementado en C++. Soporta OpenGL 1.1 co-
mo interfaz gra´fica de visualizacio´n 3D, DirectInput para interfaz de usuario, Direct-
Sound para sonido 3D y DirectPlay para multijugador. Los requerimientos de Fly3D
son: Windows 9x/2000/XP/NT, tarjeta gra´fica 3D que soporte OpenGL, DirectX
SDK, Visual C++ 6.0 o superior para la creacio´n de plugins y 3DStudio Max 3.x o
superior para modelado de escenas.
D.2. Caracter´ısticas
Fly3D esta´ orientado a la creacio´n de juegos similares a Quake (FPS) pero per-
mite la creacio´n de otros tipos de videojuegos. Tanta es la orientacio´n a Quake,
que incluye un conversor de mapas de Quake 3 (por lo que es posible utilizar cual-
quier editor de niveles de Quake 3 para crear mapas de Fly3D). Tambie´n incluye un
visualizador de grandes terrenos, lo que permite no limitar el tipo de juego creado.
Fly3D esta´ completamente orientado a plugins (DLL), es decir, el co´digo de una
aplicacio´n es mayoritariamente un conjunto de DLL. Para crear un nuevo juego es
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necesario crear nuevos plugins. Fly3D contiene un asistente de Visual C++ para la
creacio´n de plugins.
Fly3D difiere de otros motores de videojuegos en la aproximacio´n utilizada para
la creacio´n de videojuegos. Otros motores esperan que el programador cree el nu´cleo
del juego, mientras que Fly3D ya proporciona este nu´cleo y permite incorporar
elementos del juego usando nuevos plugins. El programador no modifica el nu´cleo,
sino que incorpora nuevos elementos que se ejecutara´n iterando un bucle principal
comu´n a todas las aplicaciones. El programador se despreocupa de ciertas tareas de
la creacio´n del videojuego, como co´digo para cargar niveles, localizar entidades o
cargar sus valores por defecto. Esto puede verse como una restriccio´n, pero ahorra
mucho tiempo en la creacio´n de videojuegos. Es posible crear un juego sin necesidad
de teclear una sola l´ınea de co´digo, utilizando los plugins del motor. Permite definir
niveles y entidades utilizando el editor.
Fly3D esta´ basado en tecnolog´ıa BSP (Binary Space Partitioning). La tecno-
log´ıa BSP se desarrollo´ para juegos en primera persona, pero es una tecnolog´ıa tan
generalista y versa´til que admite multitud de aplicaciones. Los diferentes tipos de
aplicaciones utilizan diferente particionado del BSP, pero lo realiza el motor de forma
completamente transparente al usuario (esta tarea la realiza el plugin que convierte
el modelo en un BSP). Esta tecnolog´ıa permite combinar tipos de escenas diferentes
en los juegos, como entornos cerrados, estrategia 3D o grandes superficies. Mezcla
te´cnicas BSP con jerarqu´ıas de objetos por niveles.
D.2.1. Herramientas
Junto al SDK, Fly3D tambie´n ofrece diversas herramientas y utilidades:
flyFrontend : es la interfaz principal del motor (permite que el juego se ejecute,
controlando el bucle principal de la aplicacio´n). Consta de una ventana de
visualizacio´n, donde se realiza la simulacio´n y un menu´ para abrir archivos
.fly. Contiene un menu´ que permite seleccionar el modo de pantalla, elegir
entre modo jugador o multijugador o reproducir un archivo de tipo demo
previamente salvado. La secuencia de operaciones que realiza este front-end
es:
• Inicializar el videojuego: ventana principal, motor 3D, visualizador y otros
componentes importantes del nu´cleo.
• Cargar un nivel: geometr´ıa esta´tica, plugins, modelos,... desde un archivo
.fly.
• Iterar el bucle principal de la aplicacio´n.
• Cerrar el motor y liberar recursos.
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flyEditor : es la principal herramienta de edicio´n de Fly3D, consiste en una
estructura de a´rbol, donde se muestran y clasifican todas las entidades de la
escena, una lista donde los para´metros se muestran y editan y una ventana
de visualizacio´n donde se puede observar el juego o la aplicacio´n ejecuta´ndose.
Permite el cambio de cualquier para´metro y la inmediata visualizacio´n de los
cambios en la ventana de visualizacio´n. Tambie´n se pueden cargar plugins
adicionales a usar en el juego, an˜adir, modificar o eliminar objetos, y salvar
archivos .fly con la configuracio´n.
flyServer : consola servidora para multijugador. Se llama desde flyFrontend,
a trave´s de la opcio´n del multijugador del menu´, para crear un servidor para la
escena deseada. De esta manera, los jugadores se conectan al servidor usando
el comando de consola connect o desde el menu´ de flyFrontend.
flyShader : permite editar efectos de sombras. Permite cargar la lista completa
de sombras de una escena, editar efectos y comprobar el resultado en la ventana
de visualizacio´n.
fly3d.ocx : control ActiveX para Fly3D. Con e´l, la totalidad del motor esta
disponible para aplicaciones web, tal como juegos 3D para web, navegacio´n
3D, tiendas virtuales 3D o presentaciones 3D. U´nicamente se necesita crear un
archivo .html con el control Fly3d.ocx dentro de e´ste, usar los comandos del
control para cargar archivos .fly y arrancar la simulacio´n 3D.
Editor de scripts para archivos .fly.
Plugins para 3DStudio Max 3.x y 4.x para importar o exportar a formatos
.f3d y .k3g con cualquier nu´mero de animaciones y cualquier nu´mero de keys.
Permite crear modelos de juegos y niveles.
Conversor de niveles para otros formatos del juego. Convierte geometr´ıa y
mapas de textura desde otros formatos de juegos a Fly3D. En concreto, el
plugin V26 es un conversor de niveles de Quake 3 que permite utilizar un editor
compatible con Quake3 para la creacio´n de niveles. Es tambie´n un editor de
propo´sito general para construir el juego completo a partir de las partes creadas
anteriormente.
Asistente para Visual C++ de creacio´n de plugins. Permite crear plugins fa´cil-
mente utilizando esqueletos de clases y controles.
D.2.2. Desarrollo de Videojuegos
Para desarrollar un nuevo juego se deben seguir los siguientes pasos:
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Modelado de la escena: construir el entorno o nivel usando una herramienta de
modelado o un editor. Habitualmente se utiliza la herramienta de modelado
3DStudio Max para crear la geometr´ıa esta´tica de la escena y las mallas de
objetos. BSP, PVS (Potentially Visible Set) y mapas de luces se generan desde
el archivo .max de 3DStudio Max
Creacio´n de los objetos dina´micos de la escena: para cada objeto se define su
comportamiento (visual y dina´mico) y la interactividad con los otros objetos.
Los objetos deben heredar del objeto base del motor y deben aglutinarse en
plugins. Permite editar plugins ya existentes para definir nuevos juegos con el
mı´nimo esfuerzo. Los plugins se usan para crear las clases que describen los
objetos del videojuego.
Incorporar los plugins al motor de la aplicacio´n.
Crear la interfaz con el usuario (front-end).
D.2.3. Ventajas e Inconvenientes de Fly3D como Herramienta de
Creacio´n de Videojuegos
Ventajas
Contiene excelentes herramientas y utilidades. No se emplea tiempo en reinven-
tar la rueda, las herramientas que ofrece Fly3D ahorran tiempo de desarrollo.
Co´digo estructurado y modularizado. Buena organizacio´n para trabajo en gru-
po.




So´lo se puede trabajar en ma´quinas con tarjetas gra´ficas 3D.
El disen˜o de niveles se realiza con 3DStudio Max, lo cual implica un conoci-
miento mı´nimo de esta herramienta.
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Figura D.1: Arquitectura de Fly3D
D.3. Arquitectura
Los objetivos de disen˜o de Fly3D han sido:
Conseguir una generacio´n de ima´genes eficiente y de calidad.
Crear una plataforma de desarrollo de aplicaciones gra´ficas en tiempo real que
permita desarrollar aplicaciones fa´cilmente.
Posibilitar la ampliacio´n del motor con nuevas funcionalidades.
Para adaptarse a los objetivos de disen˜o, la arquitectura de Fly3D:
1. Separa el motor de las posibles aplicaciones creadas. El motor se convierte
en una herramienta usada por el desarrollador del videojuego, por lo que no
necesita conocer detalles sobre su implementacio´n.
a) Los videojuegos creados con el motor son un conjunto de plugins, com-
pletamente diferenciados del motor.
b) Los plugins esta´ separados del front-end del videojuego creado, permi-
tiendo una mayor modularidad.
2. Explota al ma´ximo la herencia de C++. El motor trata con objetos de tipo
flyBspObject. Todos los objetos del juego heredan de esta clase base.
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D.3.1. Mo´dulos
Fly3D esta´ divido en cuatro mo´dulos (figura D.1): la biblioteca de DirectX, la
librer´ıa de visualizacio´n, la librer´ıa matema´tica y la librer´ıa del motor. Cada uno
de estos mo´dulos son plugins. Los tres primeros mo´dulos se enlazan al mo´dulo del
motor, que los integra en una potente herramienta de visualizacio´n y simulacio´n.
flyDirectX: interfaz entre la API de DirectX y Fly3D. Es el u´nico mo´dulo que
tiene acceso a las estructuras de datos y operaciones ofrecidas por DirectX.
Implementa clases que gestionan: entrada, sonido e interfaz multijugador.
flyRender: mo´dulo de visualizacio´n del motor. Se encarga de todas las opera-
ciones y estructuras de datos relacionadas con la tarea de visualizacio´n, usando
OpenGL como API gra´fica. El nu´cleo es independiente del componente de vi-
sualizacio´n.
flyMath: mo´dulo matema´tico. Incluye clases que implementan todas las ope-
raciones matema´ticas necesarias en la simulacio´n.
flyEngine: mo´dulo principal del motor. Representa un interfaz entre los plu-
gins y el resto de los mo´dulos de Fly3D. Gestiona la carga y salvado de escenas
esta´ticas, los plugins, los objetos dina´micos y realiza la simulacio´n. Implemen-
ta varias clases y me´todos que manejan la actualizacio´n del estado del sistema
por cada frame y coordina los distintos plugins, da´ndoles a cada uno de ellos
la oportunidad de an˜adir su funcionalidad a la simulacio´n. Tambie´n permite
cargar la escena, inicializar los plugins y objetos y arrancar la simulacio´n.
D.3.2. Elementos de una Aplicacio´n Gra´fica: Front-Ends y Plugins
An˜adir nuevas funcionalidades a Fly3D implica definir dos tipos de elementos:
plugins y front-ends.
El motor debe enlazarse con los plugins y el front-end de la aplicacio´n creada
(figura D.2). Se puede acceder desde los plugins y el front-end a los componentes del
motor directamente.
D.3.2.1. Front-Ends
El front-end es la interfaz con el usuario de la aplicacio´n creada con Fly3D.
Se ejecuta sobre el sistema operativo utilizando elementos del motor de simulacio´n,
plugins y utilidades. El front-end es el responsable de inicializar la aplicacio´n, lla-
mar a los plugins necesarios, abrir una escena y controlar el bucle principal de la
aplicacio´n.
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Figura D.2: Comunicacio´n entre los elementos de una aplicacio´n en Fly3D
Una aplicacio´n tiene, como mı´nimo, un front-end que es la interfaz de la aplica-
cio´n con el usuario. Pero una misma aplicacio´n puede tener varias subaplicaciones
incluidas, cada una con su front-end.
D.3.2.2. Plugins
Los plugins son ficheros DLL (Dynamic Link Libraries [Klein:1993]) que imple-
mentan comportamientos nuevos o espec´ıficos del juego. Los plugins se enlazan con
la aplicacio´n en tiempo de ejecucio´n. Aglutinan objetos definidos por el programador
del juego. Para cada objeto se define su comportamiento visual y dina´mico, lo que
supone definir el comportamiento global del juego.
Los objetos del juego heredan del objeto base de flyEngine flyBspObject, comu´n
para todo el motor. Las clases heredadas redefinen los me´todos virtuales de flyBs-
pObject para definir o ajustar el comportamiento del objeto. Un plugin puede definir
cualquier nu´mero de clases de objetos y en cada clase pueden incluirse propiedades
adicionales del objeto.
Esta forma de organizar los objetos permite definir fa´cilmente objetos y asignarles
comportamientos. Con esta nueva aproximacio´n, es mucho ma´s simple an˜adir una
nueva funcionalidad o caracter´ıstica al software sin tener que recompilar todo de
nuevo, simplemente se crea un plugin y se enlaza al motor. El plugin es capaz de
usar todas las clases, me´todos y variables del motor.
Los plugins puede definirlos el usuario o utilizar los ya existentes. Un plugin
no pertenece en exclusiva a una aplicacio´n en concreto. El front-end no tiene co-
nocimiento de la naturaleza de los plugins que utiliza. La figura D.2 muestra la
integracio´n de plugins y front-ends en Fly3D. Cuando se ejecuta un front-end se
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cargan u´nicamente los plugins que utiliza.
D.3.3. Objetos Base flyBspObject
La clase flyBspObject define el objeto base de todos los objetos de las aplicaciones
creadas con Fly3D. Incluye una serie de funciones virtuales que deben redefinir las
clases heredadas (entre ellas hay dos especialmente importantes, pues son las funcio-
nes virtuales que usan los objetos heredados para definir simulacio´n y visualizacio´n).
Estas funciones se pueden dividir en categor´ıas:
1. Funciones de visualizacio´n: estas funciones sirven para visualizar el objeto,
para realizar la deteccio´n de colisiones,... Son:
get mesh: retorna la malla que representa un objeto (si tiene una repre-
sentacio´n de malla). Esta funcio´n dibuja, obtiene la interseccio´n de rayos
y realiza la deteccio´n de colisiones. La invoca collide de flyBoundBox para
detectar colisiones.
draw shadow : dibuja la sombra de un objeto. La invoca draw bsp durante
el proceso de visualizacio´n. Es parte del proceso de visualizacio´n.
ray intersect y ray intersect test : definidas para objetos que requieren ru-
tinas especiales de interseccio´n de rayos. Se invoca durante el proceso de
visualizacio´n mediante una llamada directa a funcio´n.
draw : dibuja el objeto. Durante el proceso de visualizacio´n se invoca esta
funcio´n para cada uno de los objetos de la escena, para que ellos mismos
se dibujen.
2. Funciones de comunicacio´n:
message: env´ıa y procesa los mensajes entre objetos (de tipo msg). Fly3D
permite cierta comunicacio´n entre objetos mediante paso de mensajes.
Los mensajes definidos por Fly3D tienen una funcionalidad muy limitada
(iluminacio´n dina´mica o mensajes del cliente). El env´ıo y la recepcio´n
de mensajes la modela el usuario cuando define los objetos. Los tipos
de mensajes que define Fly3D son (aunque el usuario puede definir sus
propios tipos de mensajes):
• FLY OBJMESSAGE CHANGEPARAM : cambio de para´metros.
• FLY OBJMESSAGE ILLUM : buscar luces y auto-iluminacio´n.
• FLY OBJMESSAGE STATICILLUM : buscar luces esta´ticas y auto-
iluminacio´n.
• FLY OBJMESSAGE DYNILLUM : buscar luces dina´micas y auto-
iluminacio´n.
• FLY OBJMESSAGE DAMAGE : splash damage.
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• FLY OBJMESSAGE DAMAGECONTACT : contact damage.
• FLY OBJMESSAGE LIGHT : iluminar, generar una fuente de luz en
la posicio´n actual.
• FLY OBJMESSAGE TRIGGER: generar un disparador.
Adema´s de los objetos, otros elementos del sistema utilizan la fun-
cio´n message para comunicarse con los objetos, como, update instances
de CFlyEditorView quien env´ıa mensajes a los objetos de tipo
FLY OBJMESSAGE CHANGEPARAM
3. Funciones de simulacio´n:
step: realiza la simulacio´n del objeto. Tiene como para´metro el tiempo
transcurrido desde la u´ltima escena. El objeto debe actualizarse utilizando
este tiempo. Si durante este intervalo, el objeto ha cambiado su posicio´n
debe actualizarse el BSP.
post step: proceso extra que se realiza despue´s de ejecutar la simulacio´n
de todos los objetos (funcio´n step de flyEngine). Para que se ejecute esta
funcio´n para un objeto, debe estar incluido en una lista de objetos especial
(poststeps). Cualquier objeto puede incluirse en esta lista ejecutando la
funcio´n add post step. El proceso de modificacio´n es similar al anterior.
4. Varias:
clone: retorna una nueva instancia del objeto con el mismo estado que el
objeto original. Se utiliza para duplicar objetos. Se invoca:
• Cuando se quiere crear un nuevo objeto de un tipo determinado,
primero se clona y despue´s se activa el objeto clonado. La invocan
los objetos definidos por el usuario. La creacio´n de los objetos puede
ser:
◦ Consecuencia del propio proceso de simulacio´n del objeto, por
ejemplo en la funcio´n step del objeto.
◦ Consecuencia de la interaccio´n con otros, por ejemplo, cuando se
crea un powerup como consecuencia de un mensaje de la funcio´n
mp message de tipo FLYMP MSG POWERUPCREATE.
• Cuando se une al juego un nuevo jugador por red. En la funcio´n
mp message de ciertos objetos, cuando reciben un mensaje de tipo
FLY MP MSG JOIN.
• En la funcio´n command exec de la consola (flyConsole.cpp), como
consecuencia de un comando activate.
• En la funcio´n command del servidor (flyServer.cpp), como consecuen-
cia de un comando activate.
• En la funcio´n OnActivate de flyEditorDoc.cpp.
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get param desc y get custom param desc: retorna la descripcio´n de los
para´metros del objeto. Lo invocan
• command exec de flyConsole
• delete references de flyDllGroup
• save fly file de flyEngine
• get obj param de flyEngine
• set obj param de flyEngine
• command de server flyEngine
• OnEditCopy de CLeftView (flyEditor)
• OnEditPaste de CLeftView (flyEditor)
• set param list de CFlyEditorView
• update param list de CFlyEditorView
init : inicializa el objeto antes de activarlo. La funcio´n de inicializacio´n se
invoca en las siguientes situaciones:
• Cuando se cargan los datos de juego. La funcio´n load data de flyEn-
gine invoca a la funcio´n de inicializacio´n de cada objeto definido en
el fichero. La funcio´n load data se invoca desde open fly file, que a su
vez se invoca en el bucle principal de la aplicacio´n.
• Cuando se crea dina´micamente un objeto y se incluye en el juego
(misiles que explotan generando part´ıculas, o powerups). Se invoca
la funcio´n activate de flyEngine. Esta funcio´n despue´s de inicializar
el objeto lo incluye en el grafo de escena.
• En la funcio´n mp message de ciertos objetos, cuando reciben un men-
saje de tipo FLYMP MSG RESTARTGAME indicando que se ini-
cialice el juego.
D.4. Bucle Principal
El bucle principal de Fly3D (algoritmo 2) sigue el esquema continuo t´ıpico de
videojuegos de acoplo de visualizacio´n y simulacio´n. En este bucle se realizan tres
procesos principales: obtencio´n de eventos de usuario, simulacio´n y visualizacio´n. Es-
te bucle principal se utiliza en casi todas las aplicaciones creadas con Fly3D (ciertos
front-end no necesitan visualizado, como el front-end servidor, encargado del control
de red, pero son casos particulares). Las aplicaciones gra´ficas en tiempo real que el
usuario pueda crear contendra´n este bucle completo.
La simulacio´n la controla el mo´dulo flyEngine y se lleva a cabo invocando a la
funcio´n step del nu´cleo. La visualizacio´n la controla el mo´dulo flyRender y se arranca
mediante la funcio´n draw frame.
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Algoritmo 2 Bucle principal de Fly3D
while true do






D.4.1. Proceso de Simulacio´n
Cada objeto del juego define en su funcio´n step (funcio´n virtual de flyBspObject)
su propio proceso de simulacio´n. El mecanismo de simulacio´n se encarga de que se
llame a la funcio´n step de cada uno de los objetos de la aplicacio´n.
El nu´cleo posee las siguientes funciones para el proceso de simulacio´n:
step: simula la escena desde el u´ltimo frame. Calcula el intervalo de tiempo
desde la u´ltima simulacio´n y llama a step(dt).
step(dt): actualiza la escena para el intervalo dt, invocando para ello las si-
guientes funciones:
• step init(dt): actualizacio´n inicial de la escena, mapas de luces, niebla y
caras.
• step objects(dt): actualiza los objetos de la escena.
• step end(dt): actualizacio´n final de la escena, despue´s de la simulacio´n de
los objetos (mapas de luces, niebla y caras).
La simulacio´n comienza cuando se invoca la funcio´n step del nu´cleo (algoritmo
3). Sus tareas principales son:
Comprobar si debe lanzarse la simulacio´n debido al proceso de un nuevo juga-
dor.
Calcular el intervalo de tiempo desde la u´ltima simulacio´n.
Comprobar si el intervalo de tiempo esta´ entre los l´ımites va´lidos.
Lanzar la simulacio´n en ese intervalo de tiempo, invocando la funcio´n step(dt)
del nu´cleo.
La funcio´n step(dt) del nu´cleo (algoritmo 4) se encarga de:
D.4 Bucle Principal 265
Algoritmo 3 Funcio´n step() del nu´cleo de Fly3D
if dt multijugador 6= 0 then
{Simulacio´n por multijugador}
dt = dt multijugador





{Calcular el tiempo transcurrido desde el u´ltimo frame}
Obtener el tiempo actual Tn
dt = Tn − Tn−1
{Si el intervalo de tiempo dt es muy elevado o muy bajo, no se simula}
if dt > 0 then
Tn−1 = Tn
if dt < 1000 then
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Procesar los comandos de la consola.
Procesar mapas de luces y niebla.
Simular los objetos activos (algoritmo 5). Todos los objetos activos de la apli-
cacio´n esta´n incluidos en la lista de objetos activos. Se invoca la funcio´n de
simulacio´n step de cada objeto de la lista de objetos activos. La ca´mara y el
jugador se simulan antes que el resto de elementos de la lista.
Env´ıa un mensaje a todos los plugin cargados para que actualicen su estado.
Aqu´ı se realiza la simulacio´n a nivel de plugin, lo que puede afectar a los
objetos del plugin. Realiza tareas de simulacio´n que no dependen de un objeto
concreto, que pueden afectar a todos ellos, como por ejemplo obtener eventos
de usuario y modificar los objetos del plugin convenientemente. Si no existe un
co´digo de simulacio´n comu´n al plugin, no es necesario implementar la respuesta
a este mensaje en el plugin.
Si la aplicacio´n es multijugador, procesa los mensajes multijugador.
El u´ltimo elemento a simular es la consola, por lo que la visualizacio´n de la
consola se superpone al resto (si esta´ activa). Ejecuta la funcio´n step de la
consola.
El proceso completo de simulacio´n se muestra en la figura D.3.
La simulacio´n se produce u´nicamente si el tiempo desde la anterior simulacio´n
(dt) es menor que 1000ms. Si dt es mayor que este valor el salto en la simulacio´n
sera´ demasiado grande y en estas condiciones no se puede ejecutar el juego, por lo
que se toma la decisio´n de no simular y detener el juego, borrando el intervalo de
tiempo.
D.4.2. Proceso de Visualizacio´n
Cada objeto define una funcio´n draw (funcio´n virtual de flyBspObject) que per-
mite dibujar el objeto, con llamadas a OpenGL.
La visualizacio´n comienza despue´s del proceso de simulacio´n. Se invoca desde el
bucle principal de la aplicacio´n (algoritmo 2) mediante la funcio´n draw frame del
nu´cleo. La visualizacio´n so´lo se realiza si se ha simulado.
El proceso de visualizacio´n (figura D.4) es el siguiente:
El nu´cleo env´ıa un mensaje FLY MESSAGE DRAWSCENE a todos los plu-
gins de la aplicacio´n indicando que deben visualizarse.
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Algoritmo 4 Funcio´n step(dt) del nu´cleo de Fly3D
Procesar los comandos de consola
Vaciar la lista de objetos para los que se ejecuta post step (poststeps)
{Restaurar mapas de luz, de niebla y de caras}
step init(dt)
{Simular cada objeto activo}
step objects(dt)
{Volver a modificar mapas de luz, de niebla y de caras despue´s de la simulacio´n
de objetos}
step end(dt)
Procesar los mensajes multijugador
Actualizar los clientes multijugador
{Enviar un mensaje a todos los plugins indicando que se ha realizado un paso de
simulacio´n}
dll.send message(FLY MESSAGE MPUPDATE, 0, 0)
{Llamar a la funcio´n post step de todos los objetos}
for all objeto ∈ lista objetos post step do
objeto→ post step()
end for
{Simular la consola, si esta´ activa}
if consola activa then
consola→ step(dt)
end if




for all objeto activo ∈ lista objetos activos do
if vida objeto < 0 then
Destruir objeto




Reposicionar el objeto en el BSP, si es necesario
end if
end for
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Figura D.4: Proceso de visualizacio´n en Fly3D
Cada plugin fija el punto de vista de la ca´mara y llama al nu´cleo para que lo
trate.
Llama al nu´cleo para que dibuje la escena.
El nu´cleo invoca, uno a uno los objetos visibles, para que se dibujen, ejecutando
su funcio´n draw. Por tanto, la visualizacio´n se produce dentro de los objetos.
D.4.3. Comunicacio´n entre Objetos y Plugins
Los plugins pueden comunicarse con los objetos que contienen o con otros plugins
de la aplicacio´n mediante dos tipos de mensajes:
Mensajes de objetos: se procesan mediante la funcio´n virtual de flyEngine
send bsp message. Env´ıa un mensaje a todos los objetos derivados de flyBs-
pObject especificados en su esfera de influencia. Las esferas de influencia se
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usan para mu´ltiples operaciones del motor. Permiten una seleccio´n ra´pida de
los objetos de la esfera, sea cual sea su posicio´n en el BSP.
Mensajes de plugins: se procesan mediante la funcio´n de flydll send message.
Esta funcio´n env´ıa el mensaje a todos los plugins de la escena actual, llamando
a la funcio´n fly message de flydll.
Ape´ndice E
Integracio´n de GDESK en Fly3D
En este apartado se muestran dos ejemplos representativos del cambio de Fly3D
a DFly3D:
Creacio´n de un objeto del sistema (objeto consola).
Cambio del objeto bola continuo al objeto bola discreto.
E.1. Objeto del Sistema Consola
E.1.1. La Consola en Fly3D
La consola (tipo flyConsole de Fly3D) es un elemento del nu´cleo de Fly3D pre-
sente en todas las aplicaciones creadas con el motor. La consola es un atributo de
flyEngine (con). Se encarga de procesar los comandos de usuario que se introducen
v´ıa teclado. La consola consta de una l´ınea de comandos donde se introducen en mo-
do texto los comandos a ejecutar y se muestra informacio´n sobre su procesamiento.
En modo consola, adema´s de los comandos de texto, pueden usarse ciertas teclas de
desplazamiento (home, end, page up y page down) para deslizarse por la pantalla de
consola.
La consola no es un objeto de Fly3D:
No deriva del objeto base del sistema flyBspObject, pero contiene funciones de
visualizacio´n y simulacio´n.
No esta´ incluida en el grafo de escena.
La visualizacio´n y la simulacio´n de la consola no se realizan junto con el resto
de los objetos del sistema, sino que se tratan de forma particular. De esta
forma la consola se sobrepone al resto de elementos del sistema.
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• Simulacio´n: al finalizar la simulacio´n del sistema (funcio´n step de fl-
yEngine) se simula la consola (funcio´n step de la consola). La funcio´n de
simulacio´n step de la consola actualiza la posicio´n actual en la pantalla
de consola.
• Visualizacio´n: la funcio´n de visualizacio´n draw de la consola se invoca
en la misma funcio´n que el resto de objetos del sistema (en la funcio´n
draw frame de flyEngine, que es la funcio´n general de visualizacio´n del
sistema). La funcio´n draw de la consola dibuja la pantalla y el texto
mostrado en ella.
No contiene la funcio´n message, por lo que no es sensible a mensajes de otros
objetos o de flyEngine.
El objetivo del estudio previo de la consola es identificar que partes de la consola
y del sistema en general es necesario modificar.
Para integrar la consola en DFly3D se debe identificar como interactu´a la consola
con el resto de objetos del sistema:
1. Identificar que elementos externos utiliza la consola en su funcionamiento: uti-
liza console command de flyEngine, de tipo flyString. Contiene los comandos
que deben ejecutarse en modo consola.
2. Identificar quien y cuando modifica los elementos externos que la consola utili-
za. La cadena de comandos console command de flyEngine la rellenan, o bien
el usuario o bien el sistema con sus propios mensajes.
Comandos de usuario: la funcio´n de simulacio´n step de menucamera re-
llena console command a partir de los comandos que introduce el usuario
por teclado cuando Fly3D esta´ en modo consola. Cuando detecta que se
ha pulsado la tecla enter rellena la cadena y la deja lista para su proceso.
Si la cadena de comandos ya conten´ıa datos, se borran. Los comandos
quedan preparados para la siguiente simulacio´n, momento en el que se
ejecutan.
Comandos del sistema:
• Funcio´n check multiplayer de flyEngine.
• Funcio´n WndProc de flyFrontend.
• Funcio´n play demo de flyEngine.
• Funcio´n step de trigger.
• Funcio´n menu de gamemenu.
• Funcio´n on fly files change de gamemenu.
• Funcio´n auto demo playback de menu.
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• Funcio´n fly message de multimedia.
3. Identificar que procesos deber´ıa realizar la consola pero realizan otros objetos:
la funcio´n de simulacio´n del nu´cleo de Fly3D (step de flyEngine) se encarga
de ejecutar los comandos de consola. Comprueba si hay comandos pendientes
de proceso. Si los hay, invoca a la funcio´n de ejecucio´n de comandos com-
mand exec de la consola para cada uno de los comandos pendientes y vac´ıa
console command cuando ha finalizado la ejecucio´n.
4. Identificar quien invoca funciones de la consola:
Funcio´n key down: esta funcio´n permite mostrar u ocultar la consola y
procesar los eventos de usuario correspondientes a teclas de navegacio´n.
La invoca el bucle principal de la aplicacio´n (WinMain) cuando detec-
ta un evento de usuario correspondiente a la pulsacio´n de una tecla. Si
se pulsa enter se ejecutan los comandos introducidos anteriormente en
cmd line (mediante la funcio´n key char).
Funcio´n key char : procesa un cara´cter de teclado introducie´ndolo en la
cadena de comandos cmd line. La invoca el bucle principal de la aplicacio´n
(WinMain) cuando detecta un evento de usuario correspondiente a la
pulsacio´n de una tecla de tipo cara´cter.
Funcio´n command exec: ejecuta directamente un comando pasado como
argumento. Se ejecuta en dos ocasiones. Una, invocada por WndCom-
mand para ejecutar el menu´ de la aplicacio´n. Otra, en la funcio´n de
simulacio´n de flyEngine, para ejecutar los comandos de usuario de Fly3D
en modo consola.
Funcio´n add string : permite an˜adir mensajes al buffer de pantalla en mo-
do comando. Este buffer es el que se muestra en pantalla en la pro´xima
visualizacio´n de la consola. Permite mostrar mensajes de Fly3D, las op-
ciones de la aplicacio´n que se activan o desactivan utilizando los menu´s
o mediante teclado,... Se invoca desde console printf de flyEngine. Es-
ta funcio´n se invoca cada vez que alguna aplicacio´n o el nu´cleo quiere
mostrar algu´n mensaje informativo en la l´ınea de comandos.
Funcio´n draw : funcio´n de visualizacio´n de la consola. Se invoca desde
draw frame de flyEngine (proceso de visualizacio´n general).
Funcio´n step: simula la consola. Se ejecuta en la funcio´n general de si-
mulacio´n (step de flyEngine) para simular la consola. Esta simulacio´n
actualiza las l´ıneas y posiciones en la pantalla de modo texto de la con-
sola.
Otras funciones usan atributos de la consola, los consultan, pero no los
modifican:
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• flyServer usa linecount (l´ıneas en pantalla) y buf (buffer de escritura
de comandos por pantalla).
• flyFrontend usa en WndProc el atributo mode (modo de consola).
• flyEngine usa en step y draw frame el atributo mode.
5. Determinar que para´metros deber´ıa tener un mensaje para poder comunicar
la consola con el resto de elementos del sistema:
Deben existir diferentes tipos de mensajes, pues son varias las situaciones
en las que la consola se pone en funcionamiento, por lo que un campo del
mensaje debe ser el tipo de mensaje.
Las funciones key down y key char tienen como para´metro un valor entero
correspondiente a la tecla pulsada.
La funcio´n command exec tiene como para´metro el comando a ejecutar.
La funcio´n add string tiene como para´metro la cadena a an˜adir al buffer
de la consola.
La funcio´n draw no utiliza para´metros.
La funcio´n step tiene como para´metro el diferencial de tiempo de la simu-
lacio´n, pero este diferencial se calcula para cada simulacio´n en concreto,
por lo que realmente no sera´ un para´metro.
E.1.2. El Objeto Consola en DFLy3D
Los objetivos de la creacio´n del objeto consola son:
1. La consola debe contener todo el co´digo que le concierne.
2. La consola se debe comunicarse con los otros objetos mediante mensajes de
GDESK.
3. La consola u´nicamente debe actuar si tiene comandos que procesar (no se debe
muestrear). La consola so´lo actuara´ cuando reciba un mensaje.
Para conseguir estos objetivos se deben realizar ciertos cambios tanto en la con-
sola como en el nu´cleo de Fly3D:
1. Cualquier objeto que se integre en DFly3D debe ser descendiente del tipo base
de GDESK (GDESK CEntity). En la declaracio´n de la clase consola (flyCon-
sole) se debe an˜adir la herencia pu´blica del objeto base de GDESK.
class FLY_ENGINE_API flyConsole : public GDESK_CEntity
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2. An˜adir en el mensaje de la aplicacio´n los atributos necesarios para contener
los para´metros que necesita la consola (fichero GDeskMessage.h).
MessageType: tipo de mensaje.
Key : tecla pulsada por el usuario.
Command : comando que debe ejecutarse en modo consola.
3. An˜adir en la consola (flyConsole.h) los atributos necesarios para los nuevos
procesos incluidos: variables de tiempo para el ca´lculo del diferencial de tiempo
de la simulacio´n (este proceso se conserva para intentar que el objeto consola
tenga la misma funcionalidad en DFLy3D que ten´ıa en Fly3D):
int cur_time; //current time in ms
float cur_time_float; //current time in floating point
int start_time, //global start time
frame_rate, //current frame rate
frame_count; //total number of frames
int T0, //last frame time
T1; //current frame time
4. La consola es un objeto de GDESK por lo que debe redefinir la funcio´n virtual
de la clase base GDESK ReceiveMessage. Esta funcio´n se ejecuta cuando la
consola recibe un mensaje de otro objeto, de e´l mismo o del sistema. Lleva como
para´metro el mensaje recibido. La funcio´n GDESK ReceiveMessage selecciona
el co´digo a ejecutar dependiendo del tipo de mensaje (definido mediante los
para´metros del mensaje). Las posibles acciones a realizar son:
Simular (antigua step y procesos globales).
Procesar una tecla (llamando a key down).
Procesar un cara´cter (llamando a key char).
Procesar un comando directamente (llamando a command exec).
An˜adir un comando al buffer (llamando a add string).
void flyConsole::GDESK_ReceiveMessage(GDESK_MESSAGE *pMsg)
{














5. Simulacio´n: los objetos de Fly3D se simulan mediante la ejecucio´n de la
funcio´n step de cada uno de los objetos. Esta funcio´n step de los objetos se
invoca en la funcio´n step del nu´cleo. En concreto la funcio´n step de la consola
se ejecuta al finalizar el proceso de simulacio´n del nu´cleo para darle prioridad
sobre el resto de los objetos del sistema. La funcio´n de simulacio´n de la consola
debe aunar todas la funcionalidad que anteriormente estaba distribuida por el
nu´cleo:
Procesar los comandos de consola. La consola comienza a funcionar cuan-
do recibe un mensaje indicando que hay comandos pendientes de proce-
sar. Este co´digo lo realizaba step de flyEngine. Se ha decidido mantener
la funcio´n step de la consola, en lugar de integrar su co´digo en la nueva
funcio´n de simulacio´n de la consola (console simulation), para intentar
minimizar los cambios respecto a la versio´n original.
Calcular el tiempo dt desde la u´ltima simulacio´n. La funcio´n step tiene
como para´metro el diferencial de tiempo para el que se va a realizar la
simulacio´n. Este diferencial lo calcula la funcio´n de simulacio´n de flyEn-
gine y es el mismo diferencial para todos los objetos del sistema. Ahora
ese ca´lculo del diferencial debe integrarse en la simulacio´n.
Simular: ejecutar la funcio´n step de la consola (so´lo si la consola esta´ ac-
tiva).
void flyConsole::console_simulation() {































// Funcion de simulacion de la consola en Fly3D
if (g_flyengine->con.mode) step(dt);}
6. Visualizacio´n: la visualizacio´n de la consola se realiza de forma separada y
posteriormente al resto de los objetos del sistema, en la funcio´n de visualizacio´n
general draw frame. La visualizacio´n so´lo se modifica como proceso global, es
decir se cambia cuando se visualizan todos los objetos, pero el proceso es el
utilizado en Fly3D. Por ello, no debe hacerse ningu´n cambio espec´ıfico para la
visualizacio´n de la consola.
7. Eliminar co´digo innecesario o que se ha trasladado a otras funciones:
La funcio´n step de la consola se invoca dentro de la propia consola.
Modificar la funcio´n de simulacio´n general (step de flyEngine). En esta
funcio´n:
• Eliminar el proceso de la l´ınea de comandos.
• Eliminar la llamada a la funcio´n de simulacio´n (funcio´n step) de la
consola (si esta´ activa).
8. Sustituir las llamadas directas a funciones de la consola por env´ıo de mensajes
(tabla E.1). Pasos:
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Obtener un mensaje de GDESK:
GDESK_MESSAGE *pMsg;
pMsg=g_flyengine->con.GDESK_GetMessageToFill();
El mensaje pMsg debe rellenarse convenientemente segu´n la funcio´n invo-
cada, para que el mensaje contenga los para´metros de la anterior llamada
a funcio´n. Tambie´n debe indicarse el tipo del mensaje enviado para que la
funcio´n GDESK ReceiveMessage de la consola sea capaz de discriminar
el tipo de mensaje recibido. Los mensajes se env´ıan con tiempo cero, pues
el proceso debe ser inmediato.
Llamar a la funcio´n de env´ıo de mensajes de la consola:
g_flyengine->con.GDESK_SendMessage
(pMsg, g_flyengine->con, 0);
9. Decidir en que momento debe comenzar a funcionar la consola y enviar men-
sajes a la consola en esos puntos para que procese los comandos (hasta ahora
esperaba al siguiente ciclo de simulacio´n). Cada vez que se desea procesar un
comando de consola, debe enviarse un mensaje a esta. En las siguientes funcio-
nes se llena console command con mensajes de Fly3D. En todas ellas se debe
procesar el comando enviando un mensaje a la consola.
Funcio´n WndProc de flyFrontend.
Funcio´n step de menucamera.
Funcio´n step de trigger.
Funcio´n fly message de multimedia.
Funcio´n auto demo playback de menu.
Funcio´n menu de gamemenu.
Funcio´n on fly files change de gamemenu.
Funcio´n check multiplayer de flyEngine.
Funcio´n play demo de flyEngine.
En este caso el comando a ejecutar por la consola se encuentra en el atributo
console command de flyEngine, por lo que no debe copiarse el comando en el
mensaje. Los pasos a seguir para enviar el mensaje son los mismos que en el
caso de llamada directa. La diferencia es que el u´nico valor que contiene el
mensaje es el tipo de mensaje, que indica que debe procesarse los comandos
contenidos en console command.
pMsg->MessageType = GDESK_CONSOLE_MSG_SIMULATION;





























GDESK CONSOLE MSG EXEC
strcpy(pMsg→Command, ”map me-
nu.fly”)
Tabla E.1: Cambio de llamadas a consola por mensajes en DFly3D
E.2. Objeto del Videojuego Bola
E.2.1. El Objeto Bola en Fly3D
Todos los objetos de Fly3D derivan de la clase base de los objetos de flyEngine
(flyBspObject). Todos los objetos que el usuario define en sus aplicaciones esta´n
incluidos en el grafo de escena. Los cambios a realizar u´nicamente implican a este
objeto.
El hecho de derivar del objeto base de Fly3D obliga a los objetos a redefinir
una serie de funciones virtuales (ape´ndice D) que flyEngine invoca en los momentos
apropiados. Estas funciones se pueden clasificar en categor´ıas:
1. Funciones de visualizacio´n: estas funciones sirven para visualizar el objeto,
para realizar la deteccio´n de colisiones,... Entre estas funciones cabe destacar
la funcio´n draw que es la que permite visualizar el objeto.
2. Funciones de comunicacio´n: es la funcio´n message, que env´ıa y procesa
los mensajes entre objetos (de tipo msg). Fly3D permite cierta comunicacio´n
entre objetos mediante paso de mensajes. Los mensajes definidos por Fly3D
tienen una funcionalidad muy limitada, ba´sicamente referidos a iluminacio´n.
El env´ıo y la recepcio´n de mensajes la modela el usuario cuando define los
objetos.
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3. Funciones de simulacio´n:
step: realiza la simulacio´n del objeto. Tiene como para´metro el tiempo
transcurrido desde el u´ltimo frame.
post step: proceso extra que se realiza despue´s de ejecutar la simulacio´n
de todos los objetos (funcio´n step de flyEngine).
4. Varias: son funciones de creacio´n de una nueva instancia de objeto (clone) y
de inicializacio´n de un objeto (init).
Los cambios a realizar en las funciones son:
1. Funciones de visualizacio´n: no se va a modificar. No se modelan mediante
mensajes, pues el proceso de visualizacio´n de los objetos no se va a modificar,
se mantiene el mismo proceso de Fly3D. So´lo se modifica el instante en que se
arranca la visualizacio´n, lo que no tiene nada que ver con el objeto bola.
2. Funciones de comunicacio´n: estos mensajes deben integrarse con los mensa-
jes de DFLy3D. Se sustituye cada uno de estos mensajes por su correspondiente
en DFLy3D. El programador decide a que mensajes es sensible el objeto. En
el caso del objeto bola, no es sensible a ninguno de estos mensajes.
3. Funciones de simulacio´n: Estas funciones son las que se modifican ma´s
profundamente con la integracio´n de Fly3D. La forma en que Fly3D simula
supone que el objeto, dado un intervalo de tiempo definido por el resto de
procesos del sistema, evoluciona para adaptarse a la nueva situacio´n en ese
intervalo. Todo el proceso de simulacio´n debe modelarse mediante mensajes. El
comportamiento de un objeto debe modelarse como una sucesio´n de mensajes
a otros objetos o a e´l mismo. Por ello, esta funcio´n de simulacio´n ya no se
invoca desde el proceso general de simulacio´n, sino que se ejecuta cada vez que
le llegue un mensaje del tipo apropiado.
step: se debe adaptar la funcio´n para que no simule en el intervalo que se
le ha pasado, sino que decida en que momento tiene que volver a enviarse
un mensaje a si mismo para seguir funcionando.
post step: la simulacio´n ya no se divide en anterior y posterior, por lo que
se debe aunar todo el proceso de simulacio´n en una misma funcio´n que
se invoque tantas veces como sea necesario. Por tanto, esta funcio´n ya no
se utiliza.
4. Varias: no se modifican.
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E.2.2. Simulacio´n del Objeto Bola en DFLy3D
La u´nica diferencia entre el objeto bola en Fly3D y DFly3D es la simu-
lacio´n del objeto. En Fly3D se define la funcio´n step y en DFLy3D la fun-
cio´n GDESK ReceiveMessage. Se ha optado por mantener la simulacio´n del obje-
to bola en DFLy3D lo ma´s parecida posible a DFLy3D. Por ello en la funcio´n
GDESK ReceiveMessage invoca a la funcio´n de simulacio´n continua step, pero con
el valor de tiempo del mensaje. Se mantiene la misma funcio´n, pero so´lo se invoca




void Bola::GDESK_ReceiveMessage(GDESK_MESSAGE *pMsg) {




















E.3. Integracio´n de GDESK en Aplicaciones Gra´ficas
Continuas en Tiempo Real
Los cambios a realizar en una aplicacio´n gra´fica en tiempo real para integrar
GDESK son altamente dependientes de la aplicacio´n en concreto. Aspectos como
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la separacio´n del nu´cleo de las aplicaciones creadas o la modularizacio´n del sistema
son muy importantes.
El primer paso para integrar GDESK en una aplicacio´n gra´fica es modularizar la
propia aplicacio´n. Deben crearse objetos que contengan la funcionalidad de diferen-
tes aspectos del nu´cleo. Deben crearse tantos objetos del sistema como elementos del
sistema se ejecutan durante el bucle principal de la aplicacio´n. Es necesario, como
mı´nimo un objeto visualizador que controle el proceso de renderizado y un obje-
to lanzador que arranque el comportamiento del resto de objetos. Pueden crearse
cualquier nu´mero de objetos del sistema.
Los videojuegos creados usando la aplicacio´n gra´fica tambie´n deben modulari-
zarse. Debe haber un objeto por cada componente del videojuego con un compor-
tamiento dina´mico en el sistema o con un comportamiento esta´tico si es susceptible
de interaccionar con otros elementos del videojuego.
Todos los objetos del sistema deben ser capaces de heredar del objeto base de
GDESK para poder utilizar las funciones de recepcio´n y env´ıo de mensajes.
Los objetos deben definir su comportamiento en la funcio´n de recepcio´n de men-
sajes. Es decir, cualquier comportamiento del objeto siempre debe arrancarse como
consecuencia de la llegada de un mensaje. En ese momento el objeto puede modificar
su estado y comunicarse con otros objetos.
Los mensajes dirigidos a los objetos pueden tener tiempo cero (procesos que se
ejecutan instanta´neamente) o pueden tener un tiempo asociado a dicho mensaje (en
este caso el mensaje lo recibe el objeto receptor transcurrido este tiempo). Esto debe
tenerse en cuenta a la hora de definir el comportamiento de los objetos.
Una vez se ha modularizado el sistema, el siguiente paso es modificar el bucle
principal de la aplicacio´n para que la simulacio´n la controle GDESK (figura 4.5 del
cap´ıtulo 4). Se eliminan las funciones de simulacio´n y visualizacio´n del bucle principal
y se sustituyen por la funcio´n de simulacio´n de GDESK. El siguiente co´digo muestra
ba´sicamente el bucle principal de GDESK.
while (1)
{
while (PeekMessage(&msg, NULL, 0, 0, PM_NOREMOVE) == TRUE)
{




// Gestion del tiempo inactivo de GDESK
GDESK_Delay(Intervalo_Siguiente_Mensaje);
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}
La funcio´n de gestio´n del tiempo que el sistema esta´ inactivo debe definirla el
programador del nu´cleo de videojuegos para, por ejemplo, ceder el tiempo a otras
aplicaciones. GDESK so´lo incluye la posibilidad de realizar un bucle de espera du-
rante este tiempo.
La integracio´n de GDESK supone un cambio importante en la forma en la que
el sistema se simula, sobre todo a la hora de implementar los objetos del video-
juego. Los objetos no actu´an como respuesta a un muestreo continuo, sino que son
independientes y fijan su propia frecuencia de muestreo.
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