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Abstrat
max independent set is a paradigmati problem in theoretial omputer siene and
numerous studies takle its resolution by exat algorithms with non-trivial worst-ase om-
plexity. The best suh omplexity is, to our knowledge, the O∗(1.1889n) algorithm laimed
by (J. M. Robson, Finding a maximum independent set in time O(2n/4), Tehnial Report
1251-01, LaBRI, Université de Bordeaux I, 2001) in his unpublished tehnial report. We
also quote the O∗(1.2210n) algorithm by (F. V. Fomin, F. Grandoni and D. Kratsh, Mea-
sure and onquer: a simple O(20.288n) independent set algorithm, Pro. SODA'06, pages
1825, 2006), that is the best published result about max independent set. In this paper
we settle max independent set in (onneted) graphs with small average degree, more
preisely with average degree at most 3, 4, 5 and 6. Dealing with exat omputation of max
independent set in graphs of average degree at most 3, the best bound known is the re-
ent O∗(1.0977n) bound by (N. Bourgeois, B. Esoer and V. Th. Pashos, An O∗(1.0977n)
exat algorithm for max independent set in sparse graphs, Pro. IWPEC'08, LNCS 5018,
pages 5565, 2008). Here we improve this result down to O∗(1.0854n) by proposing ner
and more powerful redution rules. We then propose a generi method showing how im-
provement of the worst-ase omplexity for max independent set in graphs of average
degree d entails improvement of it in any graph of average degree greater than d and, based
upon it, we takle max independent set in graphs of average degree 4, 5 and 6. For
max independent set in graphs with average degree 4, we provide an upper omplexity
bound of O∗(1.1571n), obviously still valid for graphs of maximum degree 4, that outper-
forms the best known bound of O∗(1.1713n) by (R. Beigel, Finding maximum independent
sets in sparse and general graphs, Pro. SODA'99, pages 856857, 1999). For max indepen-
dent set in graphs of average degree at most 5 and 6, we provide bounds of O∗(1.1969n)
and O∗(1.2149n), respetively, that improve upon the orresponding bounds of O∗(1.2023n)
and O∗(1.2172n) in graphs of maximum degree 5 and 6 by (Fomin et al., 2006). Let us re-
mark that in the ases of graphs of average degree at most 3 and 4, our bounds outerperform
the O∗(1.1889n) laimed by (Robson, 2001).
1 Introdution
Very ative researh has been reently onduted around the development of optimal algorithms
for NP-hard problems with non-trivial worst-ase omplexity (see the seminal paper by [9℄ for a
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survey on both methods used and results obtained). Among the problems studied in this eld,
max independent set (and partiular versions of it) is one of those that have reeived a very
partiular attention and made muh eort spent.
Given a graph G = (V,E), max independent set onsists of nding a maximum-size subset
V ′ ⊆ V suh that for any (vi, vj) ∈ V ′ × V ′, (vi, vj) /∈ E. For this problem the best worst-ase
omplexity bound is, to our knowledge, the O∗(1.1889n) bound laimed by [8℄ in his unpublished
tehnial report. We also quote the O∗(1.2210n) algorithm by [5℄, that is the best published
result about max independent set.
Let T (·) be a super-polynomial and p(·) be a polynomial, both on integers. In what follows,
using notations in [9℄, for an integer n, we express running-time bounds of the form p(n) · T (n)
as O∗(T (n)), the star meaning that we ignore polynomial fators. We denote by T (n) the worst-
ase time required to exatly solve the onsidered ombinatorial optimization problem on an
instane of size n. We reall (see, for instane, [4℄) that, if it is possible to bound above T (n) by
a reurrene expression of the type T (n) ≤∑T (n−ri)+O(p(n)), we have∑T (n−ri)+O(p(n)) =
O∗(α(r1, r2, . . .)
n) where α(r1, r2, . . .) is the largest root of the funtion f(x) = 1−
∑
x−ri .
In this paper we settle max independent set in (onneted) graphs with small average
degree, more preisely with average degree at most 3, 4, 5 and 6. Let us denote by max
independent set-3, -4, -5 and -6, the restritions of max independent set to graphs of
maximum degree 3, 4, 5 and 6, respetively.
For max independent set-3, several algorithms have been devised, suessively improv-
ing its worst ase omplexity. Let us quote the O∗(1.1259n) algorithm by [1℄, the O∗(1.1254)
algorithm by [3℄, the O∗(1.1120) algorithm by [6℄, the O∗(1.1034n) algorithm by [7℄ and, nally,
the reent O∗(1.0977n) algorithm by [2℄. As a rst result, in this artile we improve the bound
of [2℄ down to O∗(1.0854n) by proposing ner and more powerful redution rules (Setion 2).
Our result remains valid also for graphs of average degree bounded by 3.
We then propose a generi method extending improvements of the worst-ase omplexity
for max independent set in graphs of average degree d to graphs of average degree greater
than d. This bottom-up method of arrying improvements of time-bounds for restritive ases
of a problem to less restritive ones (the latter inluding the former) is, as far as we know, a new
method that an be very useful for strengthening time-bounds not only for max independent
set but also for other graph-problems where loal worst ongurations appear when maximum
degree is small. For instane, when takling max independent set in graphs of maximum
degree, say, at least 10, a simple tree-searh based algorithm with a branhing rule of the form
either don't take a vertex of degree 10, or take it and remove it as well as its neighbors (in this
ase 11 verties are removed in total) guarantees an upper time-bound of O∗(1.1842n) dominating
so the bound by [8℄.
In order to informally sketh the method, suppose that one knows how to solve the problem
on graphs with average degree d in time O∗(γnd ). Solving the problem on graphs with average
degree d′ ≥ d is based upon two ideas: we rst look for omplexity expression of the form αmβn,
where α and β depend both on the input graph, (namely on its average degree) and on the
value γd (see for instane Setion 3). In other words, the form of the omplexity we look for is
parameterized by what we already know on graphs with smaller average degrees. Next, aording
to this form, we identify partiular values di (not neessarily integer, see for instane Setion 5)
of the average degree that ensure that a good branhing ours. This allows to nd a good
omplexity for inreasing values of the average degree. Note also that a partiular interest of this
method lies in the fat that any improvement on the worst-ase omplexity on graphs of average
degree 3 immediately yields improvements for higher average degrees.
Using this method, for max independent set in graphs with average degree 4, we provide
an upper omplexity bound of O∗(1.1571n) (Setion 3). This bound remains valid for max
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independent set-4 outperforming the best known bound of O∗(1.1713n) by [1℄.
For max independent set in graphs of average degree 5 we provide a bound of O∗(1.1969n)
(Setion 5) holding also for max independent set-5 and improving the O∗(1.2023n) bound
by [5℄ while, for average degree 6 we obtain a bound of O∗(1.2149n) (Setion 5) also improving
the O∗(1.2172n) bound by [5℄. Note that for degrees 5 and 6, the results are obtained by a diret
appliation of the method, without a long ase by ase branhing analysis.
Let us remark that in the ases of max independent set in graphs of average degree 3
and 4, our bounds outperform the O∗(1.1889n) laimed by [8℄.
2 Graphs of average degree at most 3
We propose a branh and redue algorithm for the maximum independent set problem on
graphs of average degree at most three. By loal redution rules and branhing, verties of the
input graph are assigned to be in the omputed independent set or not. When a vertex is deided
to be not in the independent set it is removed from the problem instane, and when a vertex is
deided to be in the independent set it is removed together with all its neighbors.
Given a vertex v, we denote d(v) its degree, N(v) its neighborhood (v 6∈ N(v)), and N [v] =
N(v) ∪ {v}.
2.1 Simple redution rules
Before branhing our algorithm applies the following simple redution rules.
• If the graph is not onneted, reursively solve the problem on eah onneted omponent.
This solves onneted omponents of onstant size in onstant time.
• Put isolated verties in the independent set.
• Also put any degree 1 vertex in the independent set: any independent set ontaining its
neighbor an be modied in one ontaining the degree 1 vertex of the same size.
• If for any two adjaent verties u, v: N(u) ⊆ N(v), then we say that u dominates v and we
remove v. Any maximum independent set ontaining v an be transformed into another
maximum independent set by replaing v by u.
• If there is a vertex v of degree 2 with neighbors u,w, we remove v and merge u and w.
This results in a new, possibly higher degree, vertex x. We refer to this proess as vertex
folding. If x is in the omputed independent set I, then return (I \ {x}) ∪ {u,w}, else
return (I \ {x}) ∪ {v}. This rule is justied by the fat that if we put any single neighbor
of v in I we ould equally well have put v itself in I.
These redution rules have been thoroughly desribed in many publiations ([6, 2℄ for instane)
and therefore need no further explanation.
2.2 Small separators
Following the approah by [6℄ we add additional redution rules that deal with separators of
size 1 and 2. To prove the worst ase time bound we only need these small separators when one
omponent is of onstant size. In this ase the reursive all to the smallest omponent an be
done in onstant time.
Let v be an artiulation point of G and let C ⊂ V be the verties of the smallest omponent
(verties in C only have edges to v or to other verties in C). If the algorithm nds suh an
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artiulation point v it reursively omputes a maximum independent set I 6v in the subgraph G[C]
and Iv in the subgraph G[C ∪ {v}]. Notie that |Iv| an be at most 1 larger than |I 6v|, and if
this is the ase then v ∈ Iv. If these sizes are the same, the algorithm reursively omputes the
maximum independent set I in G[V \ (C ∪ {v})] and returns I ∪ I 6v. This is orret sine taking
v in the independent set restrits the possibilities in G[V \ (C ∪ {v})] more, while it does not
inrease the maximum independent set in C ∪ {v}. And if |Iv | = 1 + |I 6v|, then the algorithm
omputes the maximum independent set I in G[V \ C] and returns I ∪ (Iv \ {v}). This is also
orret sine adding v to C inreases the size of the maximum independent set in G[C] by 1, and
this hoie is left to the reursive all on G[V \ C].
If the algorithm nds a two separator {u, v} of a onstant size omponent C ⊂ V , then it
omputes a maximum independent set in the four subgraphs indued by C and any ombination
of verties from the separator. Let I 6v, 6u be the omputed maximum independent set in G[C], Iv, 6u
the omputed maximum independent set in G[C∪{v}], I 6v,u the omputed maximum independent
set in G[C∪{u}], and Iv,u the omputed maximum independent set in G[C∪{u, v}]. Now onsider
the following possible ases:
• |Iv,u| = |I 6v, 6u| + 2, and hene |Iv, 6u| = |I 6v,u| = |I 6v, 6u| + 1. The algorithm now omputes
a maximum independent set in G[V \ C] and returns I ∪ J where J is the set from
{I 6v, 6u, Iv, 6u, I 6v,u, Iv,u} whih agrees with I on u and v.
• |Iv, 6u| = |I 6v,u| = |Iv,u| = |I 6v, 6u|+1. Let G′ be G[V \C] with an extra edge added between u
and v. Similar to the previous ase, the algorithm omputes a maximum independent set
in G′ and returns I ∪ J , where J is one of the four possible independent sets that agree on
u and v.
• |Iv, 6u| = |I 6v, 6u| and |I 6v,u| = |Iv,u| = |I 6v, 6u| + 1 (and the symmetri ase). v an now safely
be disarded sine it does not help inreasing the size of the independent set in C ∪ {v}.
The algorithm reursively omputes maximum independent set I in G[V \ (C ∪ {v}] and
returns I ∪ J , where J is the independent set from {I 6v, 6u, I 6v,u} that agrees on u.
• |I 6v,u| = |Iv, 6u| = |I 6v, 6u| and |Iv,u| = |I 6v, 6u|+ 1. Let G′ be G[V \ C] with u and v merged into
a single vertex w. The algorithm makes a reursive all on G′ returning I. If w ∈ I then
we return 9I \ {w}) ∪ Iv,u and otherwise we return I ∪ I 6v, 6u.
• |Iv,u| = |I 6v,u| = |Iv, 6u| = |I 6v, 6u|. Now it is safe to use I 6v, 6u. We make a reursive all on
G[V \ (C ∪ {u, v})] resulting in I and return I ∪ I 6v, 6u.
In eah ase we deide whether disarding u and/or v is optimal. If they annot be disarded,
we let the reursive all on the larger omponent deide on their membership of the maximum
independent set.
2.3 Measuring progress
Let G = (V,E) be a graph with n verties and m edges. We use k = m − n as a measure
of omplexity of the subproblems generated by our branhing algorithm. This means that if
our algorithm runs in O∗(γm−n) time, this implies an O∗(γn/2) algorithm on onneted average
degree 3 graphs. Atually, the graph does not need to be onneted; it is just not allowed to
have too muh onneted omponents with a negative m−n value. Therefore, the result applies
to any average degree at most three graph that does not have onneted omponents that are
trees. Also notie that none of the redution rules (exept removing isolated verties) inrease
this omplexity measure.
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Loal ongurations of the input graph are onsidered in order to deide on the branhing.
In eah branh, a subgraph G′ = (V ′, E′) of G is onsidered to be removed from the graph after
whih the redution rules are applied again. Let m′ be the number of edges in G′, n′ be the
number of verties in G′, and e be the number of end points in G′ of edges inident to verties
of G′ but that are not in G′ themselves. In the analysis, we will refer to these last edges as
external edges. Note that G′ is not neessarily the subgraph indued by V ′, i.e., external edges
may be adjaent either to one or to two verties in G′. Removing G′ results in a redution of the
omplexity measure by at least m′ + f(e)− n′. In the ideal ase f(e) = e but a few exeptions
to this rule exist, whih have to be heked at eah branhing. In eah ase we look at the
number of external edges e that lead to an overall redution of the omplexity measure. Suppose
for example that we want to take in the solution a vertex v1 whih is adjaent to two degree 3
verties v2 and v3. V
′ = {v1, v2, v3} and E′ = {(v1v2), (v1v3)} (the edges that we know for sure).
Sine v2 and v3 have degree 3, e = 4. If v2 is not adjaent to v3 then f(e) = 4 more edges are
removed when deleting V ′. On the other hand, if v2 is adjaent to v3, then only f(e) = 3 more
edges are removed.
• Some external edges are inident to two verties in G′. We refer to this as an extra adja-
eny. This an only our when looking at loal ongurations larger than a single vertex
and its neighborhood (inluding edges). Adding these edges to G′ results in e being redued
by 2, while the omplexity measure only dereases by 1.
• After removing G′ from G, a number of onneted omponents arise some of whih are
trees. A tree has omplexity −1 and is ompletely removed by the redution rules. Let t
be the number of external edges inident to suh a tree (t ≥ 3 sine redution rules produe
a graph of minimum degree at least 3). For eah tree that we add to G′ we derease e by t
while inreasing the omplexity measure by only t− 1. So in the worst ase e is dereased
by 3 and the omplexity measure is dereased by 2.
• A speial ase arises when G′ is the neighborhood of a vertex v and there are no 4-yles
in the graph. In this ase there an be no indued trees beause after the removal of G′ all
verties are of degree at least two and hene f(e) = e.
2.4 Indued trees
In order to prevent tree omponents from being reated, we add some additional redution rules
and disuss some ases in whih no trees an arise.
When disarding a single vertex, no tree an be reated sine vertex folding auses all verties
in the instane graph to be of degree at least three. When taking a single vertex v in the
independent set and disarding all its neighbors, several ases an arise. If v is of degree more
than three, these ases are handled with the desription of the branhing. In this setion, we
treat the ases where v is of degree 3 in a maximum degree 4 graph and distinguish on the
number of verties in an indued tree.
Let a, b, c be the neighbors of v and notie that they all have at least one edge not inident
to v or the tree T (otherwise there exists a small separator). If the tree T onsists of a number
of verties equal to:
1. T is a single degree 3 vertex. We onsider the following possibilities:
• There is an edge in N(v). It is now optimal to take v and T in the independent
set. We an take only two from a, b or c from whih any one auses v and T to be
disarded, while taking v and T poses less restritions on the remaining graph.
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• Notie that either we take only two verties among a, b, c, v, t and in this ase taking
v and T is optimal, or we take three verties and the only possibility is to take a, b
and c. We postpone this hoie, but redue the instane by removing v and T and
merging a, b and c to a single vertex.
2. T onsists of two adjaent degree 3 verties. Now at least one vertex is adjaent to both
tree verties. Let this be a; now b and c are adjaent to one or both tree verties.
• b and/or c is adjaent to both tree verties. In this ase, one of the tree verties
dominates the other and this redution rule res.
• b and c are of degree 3. This generalizes the 1-tree ase: after taking a it is optimal
to take b and c, and after disarding a it is optimal to take v and any one vertex of
T . Hene, we again remove v and T and merge a, b and c to a single vertex.
3. T onsists of three verties. At least two neighbors of v, say a and b, have two tree
neighbors (Figure 1). Consider the the maximum independent set I ′ in G[N [v] ∪ T ]. If
a ∈ I ′ and hene it's neighbors are not, only b, c and one vertex from T remain from
whih by adjaenies to T only two an be in I ′. The same goes with a and b swithed.
And if we disard a and b, it is lear that it is optimal to pik v and two verties from T
while disarding c. Over all three ases, the last never gives a smaller independent set in
G[N [v] ∪ T ], while posing the fewest restritions on the rest of the graph; therefore we let
our algorithm pik these verties.
b
v
T
c a
Figure 1: T onsists of three verties and at least two neighbors of v, a and b, have two tree
neighbors.
4. T onsists of four verties. Now all neighbors of v are of degree 4. By a similar argument,
it is optimal to pik v and a maximum independent set from G[T ]. Depending on the shape
of G[T ], this independent set an be of size two or three.
In a maximum degree 4 graph, the only remaining ases are when v has multiple non-adjaent
degree 4 neighbors and these trees onsist of one or two verties. In these ases, the reation of
trees is handled with the desription of the branhing.
We will later refer to a reated tree omponents onsisting of k verties as a k-tree.
2.5 Branhing on non-3-regular graphs
The worst ase of our algorithm arises when the graph G is 3-regular. In this setion, we
desribe the branhing of our algorithm when this is not the ase. Observe that vertex folding
an produe non-3-regular graphs after deiding for a vertex v in a 3-regular graph whether v
goes in the maximum independent set or not. This observation is used later. Therefore, we need
the following lemma.
Lemma 1 Let T (k) be the number of subproblems generated when branhing on a graph G of
omplexity k. If G is not 3-regular then either:
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1. G has a vertex of degree at least ve and T (k) ≤ T (k − 4) + T (k − 7).
2. G has a vertex of degree 4 that is part of a triangle or 4-yle also ontaining at least one
degree 3 vertex, and there are no triangles or 4-yles ontaining only degree 3 verties,
then: T (k) ≤ T (k − 5) + T (k − 6) or T (k) ≤ 2T (k − 8) + 2T (k − 12).
3. G has a vertex of degree 4 that is part of a triangle ontaining at least one degree 3 vertex,
and there is no onstraint on the degree 3 verties, then: T (k) ≤ T (k − 4) + T (k − 6) or
T (k) ≤ 2T (k − 8) + 2T (k − 12).
4. G has at least one vertex of degree 4, none of whih satisfy the previous ase, and T (k) ≤
T (k − 3) + T (k − 7).
Or a better branhing exists.
When referring to this lemma, often only the branhing behavior of its worst ase (ase 4) is
used in the argument.
Before proving the lemma in a step by step fashion, we need the onept of a mirror ([5℄).
A vertex m ∈ V is a mirror of v ∈ V if N(v) \ N(m) forms a lique. Mirrors are exploited by
our algorithm in the following way: whenever we branh on v and disard it at least two of the
neighbors of v should be in the maximum independent set. Namely, if we take only one, we ould
equally well have piked v whih is done in the other branh. Sine we an take only one vertex
form the lique N(v)\N(m), a vertex from N(v)∩N(m) must be in the independent set. Hene
we an safely disard m also without hanging the size of the maximum independent set.
Notie that the only 4-yles in a maximum degree 4 graph in whih no degree 3 vertex has
a mirror onsists of four degree 4 verties. These fats are exploited when we try to limit the
number of tree omponents reated by branhing.
For the proof we also need the general observation that for any T (k− r1)+T (k− r2) branh
with r1 < r2, a T (k− r1− c) +T (k− r2+ c) branh is a better branh as long as r1+ c ≤ r2− c.
The proof will be divided over several subsetions orresponding to the various loal ong-
urations to whih the lemma applies.
2.5.1 Verties of degree at least ve
Let v be a vertex of degree at least ve (Figure 2). Our algorithm branhes by either taking v in
the independent set and disarding N(v) or disarding v. If v is disarded, one vertex is removed
and at least ve edges are removed forming a subproblem of omplexity no more than k− 4. If v
is put in the independent set, N [v] is removed. In the worst ase all neighbors of v have degree
3. By domination all verties in N(v) have at least one neighbor outside of N [v]. Together this
leads to at most two edges in G[N(v)] and at least six external edges. If no trees are reated
these 6 edges and the 7 edges in G[N [v]] minus 6 verties lead to the required size redution of
k − 7. And if any neighbor of v has degree 4 or more, or there are fewer edges in G[N(v)], then
the number of external edges is large enough to guarantee this size redution of k − 7.
t
v
Figure 2: Verties of degree at least ve.
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What remains is to handle the speial ase where all verties in N(v) are of degree 3, there
are six external edges, and a tree is reated. This tree will be a single degree 3 vertex t, sine
otherwise there exists a two separator in N(v). Notie that v is a mirror of t. We branh on
t. Taking t leads to the removal of 4 verties and 9 edges: T (k − 5). And disarding t and v
leads to the removal of 8 edges and two verties: T (k − 6). In the last ase there again an
be trees, but this implies that the entire omponent is of onstant size. This branhing with
T (k) ≤ T (k − 5) + T (k − 6) is better than the required T (k) ≤ T (k − 4) + T (k − 7).
2.5.2 Triangles with two degree 4 verties and a degree 3 vertex
Let x, y, w be a triangle (3-yle) in the graph with d(x) = d(y) = 4 and d(w) = 3, also let v
be the third neighbor of w. Notie that disarding v auses domination whih results in w being
taken in the maximum independent set. Our goal is to show that there always exist an eient
enough branhing.
If v is of degree 4, disarding v and taking w leads to the removal 11 edges and 4 verties:
T (k−7). Notie that tree omponents annot be reated beause these would have been removed
by the preproessing sine there is an edge in G[N(w)]. Taking v and removing N [v] results in
the removal of 3 edges inident to w and at least 8 more edges and 5 verties. If in this last ase
all neighbors of v are of degree 3, then there are at most 6 external edges and hene there an be
at most one tree. Otherwise any degree 4 neighbors of v ause even more edges to be removed,
ompensating for any possible tree. This results in T (k − 5): k − 6 with a +1 for the tree.
If v is of degree 3 (Figure 3), disarding v and taking w leads to the removal of of at least
10 edges and 4 verties: T (k − 6). Now if also v is not part of any triangle or has a degree 4
neighbor (ase 2 of the lemma) taking v removes 9 edges and 4 verties: T (k − 5). And if v
is part of a triangle of degree 3 verties (ase 3 of the lemma) taking v removes 8 edges and 4
verties T (k − 4).
y
vw
x
Figure 3: Vertex v has degree 3.
2.5.3 Triangles with one degree 4 vertex and two degree 3 verties
When there is only one degree 4 vertex, the situation gets a lot more ompliated. Let x, a and
b be the triangle verties with d(x) = 4 and d(a) = d(b) = 3, also let v be the third neighbor of
a, and let w be the third neighbor of b (Figure 4). v and w are not adjaent to x and v 6= w
by domination. If v and w are adjaent, we an safely disard x reduing the graph. This
last fat follows from the fat that if we pik v we would also pik b, and if we disard v, its
mirror b is also disarded whih results in a being piked. In both ases a neighbor of x is in a
maximum independent set and hene x an safely be disarded. So we assume that v and w are
non-adjaent.
If v or w, say v, is of degree 4, taking v removes at least 11 edges and 5 verties, but sine
there are 6 external edges there an be a tree: T (k − 5). And if there are more external edges
(less edges in N(v)) the number of edges removed inreases. Disarding v and by domination
taking a leads to the removal of 10 edges and 4 verties: T (k− 6). Although in the last ase a is
a degree 3 vertex with two degree 4 neighbors, there annot be any trees sine there is an edge
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in G[N(a)]: a tree would re a redution rule for trees. So from now on we an assume that v
and w are of degree 3.
w
x
v
a b
Figure 4: Triangles with one degree 4 vertex and two degree 3 verties.
Consider the ase where v or w, say v, has a degree 4 neighbor y (Figure 5). Suppose that y
does not form a triangle with v, then taking v removes at least 10 edges and 4 verties: T (k−6).
Disarding v and by domination taking a removes at least 9 edges and 4 verties: T (k− 5). If y
does from a triangle with v we branh on w. If w has a degree 4 neighbor or is not involved in
a triangle (ase 2 of the lemma), then taking w results as before in T (k − 5). Disarding w by
domination results in taking b whih again by dominating results in taking v. In total 15 edges
are removed from whih 7 external edges and 7 verties. Beause of the separators there an
be at most 2 extra adjaenies in the worst ase leaving 3 external edges and T (k − 6). Note
that trees are beneial over extra adjaenies. This leaves the ase where w has only degree 3
neighbors with whih it forms a triangle (ase 3 of the lemma). In this ase taking w only leads
to T (k − 4), and T (k) ≤ T (k − 4) + T (k − 6) is enough. So we an assume v and w to be of
degree 3 and have no degree 4 neighbors.
y
x
v
a b
w
Figure 5: Vertex v, has a degree 4 neighbor y.
Suppose that v or w, say v, is part of a triangle (Figure 6). Notie that we are now in ase
3 of the lemma. We branh on w. If we take w the worst ase arises when w is also part of a
triangle; 8 edges and 4 verties are removed: T (k−4). And if we disard w by domination b and
v are put in the independent set removing a total of at least 14 edges from whih 6 external and
7 verties. Beause of the small separator rules, the external edges an form at most one extra
adjaeny or tree leading to T (k− 6). So at this point we an also assume that v and w are not
part of any triangle.
a
x
b
w
v
Figure 6: Vertex v is part of a triangle.
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Suppose v or w, say w, has a neighbor u 6= a, b that is adjaent to x (Figure 7). We branh
on v and if we disard v, a is piked by domination and we still have T (k − 5). If we take v
we have the situation that b beomes a degree 2 vertex whih neighbors x and w are folded to
a single vertex. Notie that both x and w are adjaent to u and hene this folding removes an
additional edge: T (k− 6). The only ase in whih the above does not holds is when v and w are
both a neighbor of u. We redue this exeptional ase by noting that a tree redution rule res
when onsidering branhing on u (without atually branhing on u of ourse). This is the rule
dealing with u having one degree 4 neighbor and a 2-tree {a, b}. Hene, now we an also assume
that v and w have no neighbors besides a and b that are adjaent x.
u
x
b
w
v
a u
x
b
w
v
a
Figure 7: Vertex w, has a neighbor u 6= a, b that is adjaent to x.
We onlude this subsetion by desribing three more branhes depending on the number of
verties in X = (N(w) ∪N(v)) \ {a, b}.
Assume that there exist two verties u and u′ suh that v and w are adjaent to both of
them (Figure 8). Notie that if we take v in the independent set it is optimal to also pik w and
vie versa. Hene we branh, taking both v and w or disarding both. If we take both v and
w, 11 edges are removed and 6 verties: T (k − 5). If we disard both v and w we an take a
in the independent set and remove 11 edges and 5 verties: T (k − 6). When taking both v and
w there an be not trees sine there are only 4 external edges. When disarding both v and w
two tree leaves u and u′ are formed, but they annot form a tree sine their adjaeny results
in a one separator, and adjaeny to the only possibly degree 2 verties (neighbors of x) results
in a onstant size omponent or a small separator. Also there annot be any extra adjaenies
beause then there exists a small separator.
v
x
u u’
b a
w
Figure 8: Verties v and w are adjaent to both of u and u′.
If |X| = 3, let u ∈ X be the ommon neighbor of v and w and let t ∈ X be the third
neighbor of w (Figure 9). We branh on t. If we take t in the independent set we also take b by
domination. This results in the removal of 7 verties and 15 edges if t has a degree 4 neighbor
or there is no triangle involving t, otherwise only 14 edges are removed. Sine there an be at
most 8 external edges with this number of removed edges, and hene at most 2 extra adjaenies
or trees we have T (k − 6) or T (k − 5). If we disard t, 3 edges and 1 vertex are removed and
the folding of w results in a new degree 4 vertex [bu]. This new vertex an be disarded diretly
sine it is dominated by a resulting in an additional removal of 4 edges and 1 vertex. This leads
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to T (k− 5) in total. Furthermore, there annot be any indued trees sine there an be at most
one vertex of degree less than two (adjaent to t and u, but no to w) whih annot beome an
isolated vertex. Depending on whether t is in a triangle we are in ase 2 or 3 or the lemma and
we have a good enough branhing.
u
x
b a
w v
t
Figure 9: The ase |X| = 3.
If |X| = 4, all neighbors of v and w are disjoint. We branh on v. If we take v, we remove
9 edges and 4 verties, and if we disard v, we take a and again remove 9 edges and 4 verties.
Also notie that if we take v, b is folded resulting in a degree four vertex [xw]. And if we take
a, w is folded resulting in the removal of an extra edge if its neighbors have another ommon
neighbor or also in a degree 4 vertex. In the rst ase we have T (k) ≤ T (k − 5) + T (k − 6), and
in the seond ase we indutively apply our lemma to both generated branhes. This leads to
the T (k) ≤ 2T (k − 8) + 2T (k − 12) in the lemma.
Remark that T (k) ≤ T (k − 5) + T (k − 5) has a smaller solution than T (k) ≤ 2T (k − 8) +
2T (k − 12). However, after a bad branh in a 3-regular graph the seond gives a better solution
when applied to one of both branhes. This is beause it is a omposition of three branhings
that are all a lot better than the bad 3-regular graph branhing.
2.5.4 4-yles in whih a degree 4 vertex is a mirror of a degree 3 vertex
Let x be the degree 4 vertex that is a mirror of the degree three vertex v, let a and b be their
ommon neighbors, and let w be the third neighbor of v (Figure 10). If we branh on v and take
v, we remove at least 9 edges and 4 verties, and when we disard v and also x beause it is a
mirror of v, we remove 7 edges and 2 verties: T (k) ≤ T (k− 5)+T (k− 5). We show that in any
ase we an always nd an extra omplexity redution in one of both branhes leading to the
required result. Notie that if we disard v and x, there an be no trees sine the only possible
leaves reated are a and b. These two verties may not be adjaent by dominane. And if they
form a tree with any vertex that used to be adjaent to x or v, there would have existed a small
separator or there is no tree at all. Also, any extra adjaeny results in triangles involving degree
3 and four verties whih are handled in the previous subsetion.
x
a b
vu u’
Figure 10: Vertex x is a degree 4 vertex that is a mirror of the degree three vertex v.
First assume that a, b or w is of degree 4, then T (k−6) when taking v. Sine v is of degree 3
there an only be trees if two or more verties from {a, b, w} are of degree 4. But in this ase even
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more edges are removed, beause a, b and w are non-adjaent to eah other, whih ompensates
for the reation of a tree. So we an assume that a, b and w are of degree 3.
If both a and b have another ommon neighbor y 6= v, then the graph an be redued without
branhing. Indeed, among a, b, v, x, y, in an optimum solution either we take 2 verties (hene
a, b) or three verties (hene v, x, y). We an replae the subgraph indued by a, b, v, x, y by one
vertex that we link to the other neighbors of v, x, y. So we an assume that a and b do not have
more than two ommon neighbors.
Let u and u′ be the third neighbors of a and b, respetively. When disarding v and x, both
a and b are taken in the independent set and u and u′ are disarded also. This means that 13
edges form whih 7 external edges and 6 verties are removed. First assume that u and u′ are
verties of degree three. The only possible adjaenies are those between u and u′, or u or u′
and v. But there an be only one adjaeny beause if we take two we have a small separator.
So we end up removing 12 edges from whih 5 external edges and 6 verties whih annot reate
trees: T (k− 6). Now suppose that u or u′ is of degree 4 and notie that the extra edges removed
ompensate for any possible extra adjaenies or reated tree omponents.
2.5.5 4-yles that ontain degree 3 and 4 verties, while no degree 4 vertex is a
mirror of a degree 3 vertex
This an only be the ase if the yle onsists of two degree 4 verties x, y and two degree 3
verties u, v with x and y not adjaent. There are no other adjaenies than the yle between
these verties by ases presented in previous subsetions.
z
v
u
yx
Figure 11: Vertex v, has a third degree 4 neighbor z.
Suppose that either u or v, say v, has a third degree 4 neighbor z (Figure 11). Notie that
this neighbor annot be adjaent to x or y. If we branh on v and take v, we remove 12 edges
and 4 verties, and if we disard v and its mirror u we remove 6 edges and 2 verties. So if no
trees are reated, we have: T (k) ≤ T (k − 8) + T (k − 4). Beause of the redution rules a tree
an onsist of at most two verties. Also at most one tree an be formed, otherwise it would be
optimal to pik v and a maximum independent sets in eah reated tree. Consider both ases:
1. A tree onsisting of 1 vertex. Sine this one vertex is a degree 3 vertex and a mirror we
assume without loss of generality that it is u. Taking v now leads to T (k − 7), while
disarding it results in T (k − 4) and x, y and z to be of degree 2. If any of these verties
are in another 4-yle after disarding u and v, folding auses an additional edge to be
removed: T (k) ≤ T (k − 5) + T (k − 7). And if not, degree 4 verties are reated beause
x, y and w are non-adjaent. We indutively apply the lemma to this ase and obtain
T (k) ≤ 2T (k − 7) + T (k − 11).
2. Trees onsisting of 2 verties. If any vertex in the tree is of degree 4 it dominates the other.
So both verties are of degree 3. But then a vertex from x, y and w forms a triangle with
this tree whih was overed by branhing rules in previous subsetions.
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All the branhing rules desribed above give a better bound on the running time of our algorithm
than required by the lemma. So we an assume that u and v have no degree 4 neighbors not on
the 4-yle.
Let w be the degree 3 neighbor of v. It is not adjaent to u sine that would imply that x and
y are mirrors of w. Sine the w annot be adjaent to x or y, taking v results in the removal of 11
edges and 4 verties: T (k−7). Disarding v and u leads to the removal of 6 edges and 2 verties:
T (k − 4). Beause in the last ase x and y will be folded and they are not adjaent to other
reated degree 2 verties (then there would be triangles involving degree 3 and four verties), a
vertex of degree at least four is reated or at least one additional edge is removed. This again
leads to T (k) ≤ T (k − 5) + T (k − 7) or T (k) ≤ 2T (k − 7) + T (k − 11) by applying the lemma
indutively. We do require here that there are no trees reated. But If a tree is reated we follow
the above reasoning: this an only be a single tree onsisting of one vertex (two verties lead to
triangles with degree and four verties) and there an be only one suh tree. In this ase w is
adjaent to the tree and to v and therefore has x and y as a mirror and we refer to the previous
subsetion.
2.5.6 A degree 4 vertex that is not involved in any triangle or 4-yle with any
degree 3 vertex
Let x be this vertex. If all its neighbors are of degree 3, branhing on it results in T (k) ≤
T (k−7)+T (k−3). In this ase there annot be any reated trees for any tree leaf is of degree at
least three before branhing and therefore must have at least two neighbors in N(x) to beome
a leaf. But in this last ase, there exist four yles with degree 3 and four verties on it whih
ontradits our assumption.
If x has degree 4 neighbors, the number of edges removed inreases and there an still be
no trees unless at least three neighbors of x are of degree 4 and every tree leaf vertex originally
was a degree 4 vertex. If x has three neighbors of degree 4 there are at least 13 edges removed,
in whih ase there are 7 external edges. This an lead to at most one tree and T (k − 7) as
required. If there are more external edges, there will also be more edges removed keeping this
redution. Finally if x has four degree 4 neighbors, we remove at least 12 edges from whih 4
external edges again leading to T (k − 7). Here any tree implies more external edges and hene
more edges removed also keeping this redution.
Putting all the above together ompletes the proof of Lemma 1.
2.6 Branhing on 3-regular graphs with triangles or 4-yles
Whenever the algorithm enounters a 3-regular graph that ontains triangles or 4-yles we an
still do better than our worst ase. This is settled by a seond lemma.
Lemma 2 Let T (k) be the number of subproblems generated when branhing on a graph G of
omplexity k. If G is 3-regular and ontains a triangle or 4-yle, then T (k) ≤ T (k−4)+T (k−5)
or a better branhing exists.
We will now prove this lemma.
2.6.1 3-regular graphs that ontain a triangle
Let a, b, c be the triangle verties. Assume that one of these three verties, say a, has a neighbor v
not in any triangle in the graph. The algorithm branhes on v. If v is inluded in the independent
set, 9 edges and 4 verties are removed: T (k − 5). And if v is disarded and by domination a is
put in the independent set, 8 edges and 4 verties are removed: T (k − 4).
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This gives the required branhing unless all three triangle verties only have neighbors that
also form triangles. In that ase we branh on a. If a is disarded, domination fores v in the
independent set whih symmetri to the above resulting in T (k − 4). When a is inluded in the
independent set, b and c are disarded whih by domination results in the third neighbors of b
and c to be put in the independent set. Now a total of 18 edges from whih 6 external edges and
10 verties are removed. Adding the at most one extra adjaeny or tree this results in T (k− 7)
whih is more than enough.
2.6.2 Triangle free 3-regular graphs that ontain a 4-yle
Let v be a vertex on the 4-yle. Observe that verties opposite to v on a 4-yle are mirrors
of v. If we branh on v, triangle freeness results in the removal of 9 edges and 4 verties when
taking v: T (k−5). When disarding v, its mirrors an also be disarded resulting in the removal
of 6 edges and 2 verties if v has only one mirror and possibly more if v has two or three mirrors:
T (k − 4). Notie that two degree 1 verties are formed that are not part of a tree. This is
beause their adjaeny implies domination, and if they are adjaent to degree 2 verties a small
separator exists. When v has more than one mirror, single vertex trees an be reated in N(v).
These extra mirrors ompensate more than enough to maintain our T (k − 4).
The proof of Lemma 2 is now ompleted.
2.7 Branhing on 3-regular graphs without triangles or 4-yles
Having gone through enough preparation, we are now ready for the third lemma on the branhing
behavior of our algorithm. Taken together, these lemmata will diretly result in the laimed
running time.
Lemma 3 Let T (k) be the number of subproblems generated when branhing on a graph G of
omplexity k. If G is 3-regular and ontains no triangles or 4-yles, then branhing on any
vertex results in T (k) ≤ T2(k − 2) + T4(k − 5), where T2 and T4 orrespond to situations 2 and
4 from lemma 1, respetively, or a better branhing exists.
This leads to the worst ase reurrene relation T (k) ≤ T (k − 8) + 2T (k − 10) + T (k − 12) +
2T (k − 14) and a running time of O∗(1.17802k).
Taking v in the independent set results in T (k − 5), and disarding v results in T (k − 2).
Clearly this branhing is not good enough and we will show that we an always do better.
Before we onsider the subases involved in this lemma, observe what happens when branh-
ing on v. Let x, y, z be the neighbors of v. Beause of triangle and 4-yle freeness they have
disjoint neighbors; let N(x) = {v, a, b}, N(y) = {v, c, d} and N(z) = {v, e, f}. Notie that
there annot be any adjaenies within these neighborhoods, but there an be adjaenies be-
tween a, . . . , f if they are neighbors of dierent verties in N(v). When v is disarded, these
neighborhoods (N(x), N(y) and N(z)) are merged to single verties. Their degrees and relative
positions in the redued graph depends on the adjaenies between verties in these neighbor-
hoods. Consider the dierent possible number of adjaenies; we number ases to deal with
later:
0. If there is no adjaeny between N(x), N(y) and N(z), eah neighborhood is merged to a
degree 4 vertex none of whih are adjaent in the redued graph when disarding v (1).
1. If there is one adjaeny between N(x), N(y) and N(z), disarding v results in three degree
4 verties only two of whih are adjaent (2).
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2. If there are two adjaenies between N(x), N(y) and N(z), these an either be between the
same neighborhoods or involving all three neighborhoods. In the rst ase, an extra edge
is removed beause the merged verties annot have two edges between them. This results
in their degrees to be only three, while the other neighborhood is merged to a non-adjaent
degree 4 vertex (4). In the seond ase, we have three degree 4 verties from whih one is
adjaent to the other two but they do not forming a triangle. We will all this a path of
three degree 4 verties (3).
3. If there are three adjaenies between N(x), N(y) and N(z), either there are multiple
adjaenies between the neighborhoods as in the previous ase resulting in the removal of
an extra edge (5), or a lique of three degree 4 verties is formed (6).
4. If there are four adjaenies between N(x), N(y) and N(z), there are either two double
adjaenies resulting in two additional edges being removed and T (k) ≤ T (k−4)+T (k−5),
or a single double adjaeny and two single adjaenies. In the seond ase these adjaenies
result in two folded degree 3 verties forming a triangle with a degree 4 vertex. Here we
an apply ase 3 of Lemma 1 obtaining: T (k) ≤ T (k− 5) + T (k− 3− 4) + T (k− 3− 6) =
T (k − 5) + T (k − 7) + T (k − 9).
5. If there are ve adjaenies between N(x), N(y) and N(z), we have a two separator and
are done.
6. If there are six adjaenies between N(x), N(y) and N(z), we have a onstant size om-
ponent and are done too.
Notie that these adjaenies also have meaning when taking v in the independent set. Namely,
if these neighborhoods are non-adjaent, triangle and 4-yle freeness also ensures the reation
of degree 4 verties after taking v. However, if for example a and f are adjaent, then taking
v results in these verties to beome two adjaent degree 2 verties. In this ase, these verties
are merged resulting in nothing more than an edge between their other neighbors replaing the
old edges from these neighbors to a and f . In the ase of three adjaenies without double
adjaenies (6), this an very well lead to a new 3-regular graph without triangles or 4-yles.
In any other ase, we an apply Lemma 1 also to the branh in whih we take v sine a degree
4 vertex is formed This is the T4(k − 5) term in the lemma.
The six numbered ases are handled in more detail in the rest of this setion. We know
that in eah ase the redued graph after disarding v has at most three degree 4 verties; all
other verties are of degree 3. Beause the graph is triangle and 4-yle free before applying this
lemma, a new triangle or 4-yle reated after disarding v must involve the verties obtained by
folding. And, if any of the degree 4 verties form a triangle or 4-yle with any degree 3 vertex,
we apply Lemma 1. If no degree 3 verties are reated by folding, this results in the required
branh of T2(k−2), otherwise at least one extra edge is removed and we need ase 3 of Lemma 1
resulting in even better branhes: T (k − 3− 4) + T (k − 3− 6). Therefore, we an assume that
no triangles nor 4-yles involving both degree 3 and four verties exist.
2.7.1 Three non-adjaent degree 4 verties
Following the reasoning for the general ase, we apply Lemma 1 to the ase where we take
v. A T (k) ≤ T4(k − 3) + T (k − 9) branh applied to the graph of omplexity k − 2 after
disarding v, where T4(k − 3) means we apply Lemma's 1 ase 4 also here, leads to T (k) ≤
2T (k − 8) + T (k − 11) + 2T (k − 12) whih is suient.
The T (k) ≤ T4(k− 3)+T (k− 9) branh follows from exploiting a little bit more information
we have about the maximum independent set we need to ompute in this branh than just the
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redued graph. This reasoning is quite similar to exploiting mirrors. Namely, if v is disarded we
know that we need to pik at least two of the three neighbors of v: if we pik only one we ould
equally well have taken v whih is done in the other branh already. This observation beomes
slightly more ompliated beause we just folded the neighbors of v. Consider the vertex x′ that
is the result of folding vertex x. The original vertex x is taken in the independent set if and only
if x′ is disarded in the redued graph. So, the fat that we needed to pik at least two verties
from N(v) results in us being allowed to pik at most one vertex from the three degree 4 verties
reated by folding the neighbors of v. Hene, piking any vertex from the three folded verties
allows us to disard the other two. The above disussion is illustrated in Figure 12.
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Figure 12:
Let x′, y′ and z′ be the degree 4 verties resulting from folding x, y and z, respetively. If we
disard x′, we remove 4 edges and 1 vertex. Moreover, after disarding x′, at least one degree
4 vertex remains in the graph resulting in T4(k − 3), or at least one extra edge is removed by
folding resulting in T (k − 4) whih in this ase is even better.
When we take x′, whih has four degree 3 neighbors, we an disard these and both y′ and
z′ resulting in the removal of 20 edges from whih 16 external edges and 7 verties. Beause y′
and z′ are non adjaent and they an only be adjaent to a single neighbor of x′ (or a 4-yle
would exist), there are at most two extra adjaenies. In this ase there are 12 external edges
left, but these an only form very spei trees leading to T (k− 20+7+2+2) = T (k− 9). This
is beause every tree vertex t an only have neighbors that are distane 3 away from eah other
in G[V \ {t}] beause of the triangle and 4-yle freeness. The only 1-trees that an be reated
are adjaent to both y′ and z′ and a neighbor of x′ that is not adjaent to either y′ or z′. There
an be at most one suh trees, sine two 1-trees adjaent to two of the same verties also reate
a 4-yle. And, it an only exist if y′ and z′ are adjaent to dierent neighbors of x′. This results
in 9 remaining external edges that beause of the small separators an form only one larger tree.
If there is no 1-tree, larger trees use more external edges and hene there an be at most two of
them also resulting in T (k − 9).
If there is at most one extra adjaeny, we remove either 19 edges from whih 14 external
edges or 20 edges from whih 16 external edges and 7 verties. Sine eah tree uses at least three
external edges this results in T (k − 9) or better.
2.7.2 Three degree 4 verties only two of whih are adjaent
This argument goes in entirely the same way. Let x′, y′ and z′ be the result of folding x, y and
z after disarding v. Without loss of generality, assume that x′ is adjaent to y′ and that z′ is
not adjaent to any of the other two. Again we an apply Lemma 1 to the ase where we take v.
Combined with a T (k) ≤ T4(k−3)+T (k−9) branh or an even better T (k) ≤ T (k−4)+T (k−9)
branh after disarding v, this leads to a worst ase of T (k) ≤ 2T (k−8)+T (k−11)+2T (k−12).
If we disard x′, we remove 4 edges and 1 vertex. Now, either a degree 4 vertex remains
giving the T4(k−3), or an extra edge is removed by folding giving T (k−4). If we take x′, we an
also disard z′ resulting in the removal of 17 edges from whih 13 external edges and 6 verties.
In the last ase there an be at most one extra adjaeny, namely between z′ and a degree 3
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neighbor of x′. Any tree vertex must again be adjaent to verties that are distane at least 3
away from eah other in this struture. This an only be both z′ and any neighbor of x′. Hene
there annot be any 1-tree: it would need two neighbors of x′ whih auses a 4-yle. Atually
there an be no tree at all sine every tree leaf needs to be adjaent to z′ in order to avoid
4-yles in N(x′), but this also implies a 4-yle. Hene we have T (k− 17 + 6 + 1) = T (k − 10).
If there is no extra adjaeny, there an again be no 1-tree sine it an be adjaent to at most
one neighbor of x′. Larger trees remove enough external edges to prove T (k − 9).
2.7.3 Three degree 4 verties on a path
Again, we an apply Lemma 1 to the ase where we take v whih, ombined with a T (k) ≤ T4(k−
3)+T (k−9) or better branh after disarding v, leads to T (k) ≤ 2T (k−8)+T (k−11)+2T (k−12).
Let x′, y′ and z′ be the result of folding x, y and z after disarding v, let y′ be adjaent to both
x′ and z′, and let x′ and z′ be non-adjaent.
If we disard x′, we remove 4 edges and 1 vertex while z′ remains of degree 4 giving the
T4(k − 3). If we take x′, we an also disard z′ resulting in the removal of 16 edges from whih
11 external edges and 6 verties. Notie that in the last branh there annot be any extra
adjaenies sine they imply triangles or 4-yles. There annot be any trees onsisting of 1 or
2 verties also beause tree leaves an only be adjaent to z′ and a degree 3 neighbor of x′. Any
larger tree dereases the number of external edges enough to obtain T (k−16+6+1) = T (k−9).
2.7.4 Folding results in two degree 3 verties and a non-adjaent a degree 4 vertex
We now have a graph of omplexity k− 3 with two degree 3 verties y′, z′ and a degree 4 vertex
x′ whih are all the result of folding. Furthermore, y′ and z′ are adjaent but not adjaent to x′.
Of these verties x′ annot be involved in any triangle or 4-yle, or we apply Lemma's 1 ase 3
as disussed with the general approah. Dierent from before, verties y′ and z′ an be involved
in these loal strutures.
We branh on x′. This leads to T (k−3−3) when disarding x′. Similar to the above ases, we
an still disard both y′ and z′ when taking x′ in the independent set. Therefore, taking x′ leads
to removing 17 edges from whih 12 external edges and 7 verties. If there is an extra adjaeny,
this is between y′ or z′ and a neighbor of x′. In this ase, there an be at most one tree sine y′
and z′ together have only 3 external edges left and every tree leaf an be adjaent to at most one
neighbor of x′ or a 4-yle with x′ would exist. This leads to T (k−3−17+7+1+1) = T (k−11).
If there is no extra adjaeny, every tree leaf an still be adjaent to no more than one neighbor
of x′, whih together with the 4 external edges of y′ and z′ lead to at most 2 trees and T (k−11).
Together with the T (k − 5) branh for taking v, this leads to T (k) ≤ T (k − 5) + T (k − 6) +
T (k − 11), whih is good enough.
2.7.5 Folding results in two degree 3 verties adjaent to a degree 4 vertex
We again have a graph of omplexity k−3 with two degree 3 verties y′, z′ and a degree 4 vertex
x′ whih are all the result of folding. Furthermore, y′ is adjaent to x′ and z′ while x′ and z′ are
non-adjaent. Of these verties, x′ annot be involved in any triangle or 4-yle sine we then
apply Lemma's 1 ase 3 as disussed with the general approah.
Similar to the previous ase, we branh on x′ giving T (k − 3 − 3) when disarding x′, and
we allow y′ and z′ to be disarded when taking x′. This leads to the removal of 14 edges and 6
verties in the seond branh and we have T (k) ≤ T (k − 5) + T (k − 6) + T (k − 11) as before
unless there are trees.
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If there are trees, observe that every tree leaf an again be adjaent to at most one neighbor
of x′, and hene all tree leaves must be adjaent to z′. Also observe that the third neighbor of
y′ annot be adjaent to x′ or any of its neighbors. Sine z′ has only two external edges, this
means the only tree that an exist is a 2-tree with both leaves onneted to z′ and a dierent
neighbor of x′ not equal to y′ (or z dominates a tree vertex). Notie that this implies a triangle
involving the tree and z′. In this ase we branh on y′. When taking y′, we remove 10 edges and
4 verties: T (k − 6). And when disarding y′, the tree forms a triangle in whih by dominane
z′ is taken in the independent set. Sine we an take at most one of the folded verties, this also
results in x′ being disarded. In total, this results in the removal of 11 edges and 4 verties, and
in this very spei struture no trees an exist: T (k − 6).
2.7.6 Three degree 4 verties that form a lique
The fat that we an take at most one vertex from x′, y′ and z′ is superuous information here
sine they already form a lique. Also, as we disussed with the general ase, we annot use
Lemma 1 after taking v in the independent set. Hene we annot apply anything from the
general approah here and this looks like a very hard ase. However, this ase is easy when
observing the following.
Let v, x, y, z and a, . . . , f be as before. Let without loss of generality b be adjaent to c,
d be adjaent to e, f be adjaent to a, and let non of the verties in {a, . . . , f} be adjaent to
eah other. Notie that when we disard v this leads to the required adjaenies and triangle of
degree 4 verties. This is aused by the fat that G[N [v] ∪ {a, . . . , f}] onsists of three 5-yles
that overlap on v and 6 external edges.
If there is a vertex u ∈ V with a dierent loal struture than just desribed, we branh on
this vertex and are done. And, if for every vertex u ∈ V this loal struture exists, then G must
equal the dodeahedron whih has 20 verties and an be removed in onstant time. The proof
of Lemma 3 is now ompleted.
2.8 Putting it all together
Lemma 1 desribed branhing on non-3-regular graphs, Lemma 2 desribed branhing on 3-
regular graphs that ontain triangles or 4-yles, and Lemma 3 desribed branhing on other
3-regular graphs. Considering all these branhings we have T (k) ≤ T (k − 8) + 2T (k − 10) +
T (k − 12) + 2T (k − 14) in the worst ase. This reurrene relation is formed by ombining
Lemmata 1 and 3 and leads to a running time of O∗(1.17802k). On average degree 3 graphs this
is O∗(1.17802n/2) = O∗(1.08537n).
Theorem 1 max independent setan be solved in O∗(1.08537n) in onneted graphs of av-
erage degree at most 3.
3 Graphs of average degree at most 4
We deal in this setion with (onneted) graph of average degree at most 4. When m ≤ 3n/2,
then we an solve the problem with our previous algorithm in time O∗(γn), where γ = 1.08537.
If m > 3n/2, then we an branh on a vertex of degree at least 4. Then the priniple of the
algorithm is simple: we branh on verties of degree at least four as long as m > 3n/2, and then
we use the algorithm in O∗(γn) in the remaining graph.
In our analysis, we seek an algorithm of omplexity O∗(γnym−3n/2), with y as small as
possible. Of ourse, we an use the previous study (in Lemma 1) on branhing of verties of
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degree at least 4, but we an do muh better, thanks to our omplexity measure. Indeed, we will
see that while branhing on a vertex of degree at least 4:
• either m dereases a lot (respet to n) and the branhing is good,
• or we are able to remove a lot of verties and edges while branhing; this is also good sine,
intuitively, we will have a graph with very few verties when reahing the ase m ≤ 3n/2.
Applying the O∗(γn) will be `very' fast.
The result is formally desribed and proved in the following proposition.
Proposition 1 Assume that an algorithm omputes a solution to max independent seton
graphs of average degree 3, with running time O∗(γn). Then, it is possible to ompute a solution to
max independent seton any graph with running time O∗(γnf(γ)m−3n/2), where f(γ) is dened
by the largest value y verifying a set of appropriate inequalities. In partiular, f(1.08537) =
1.13641.
Corollary 1 It is possible to ompute a solution to max independent seton graphs with
maximum (or even average) degree is 4 with running time O∗(1.1571n)
Proof. We prove Proposition 1 by a reurrene on n and m. We seek a omplexity of the form
O∗(γnym−3n/2). We know that when m = 3n/2 (or equivalently when the graph is 3-regular,
sine verties of degree less than 2 have been eliminated by the preproessing), we an solve the
problem in O∗(γn). Now, we assume that our graph has m > 3n/2 edges. In partiular, there is
a vertex of degree at least 4.
Assume that we perform a branhing that redues the graph by either ν1 verties and µ1
edges, or by ν2 verties and µ2 edges. Then our omplexity formula is valid for y being the
largest root of the following equality:
γnym−3n/2 = γn−ν1ym−3n/2−µ1+3ν1/2 + γn−ν2ym−3n/2−µ2+3ν2/2
or equivalently
1 = γ−ν1y−µ1+3ν1/2 + γ−ν2y−µ2+3ν2/2 (1)
Then, when m > 3n/2, one of the following two situations ours:
• Either there is a vertex of degree at least 5: in this ase we redue the graph either by
ν1 = 1 vertex and µ1 = 5 edges, or by ν2 = 6 verties and µ2 ≥ 13 edges, leading to
y = 1.1226 (or ν1 = 4, µ1 = 9, ν2 = 2, µ2 = 8, whih is even better), see Setion 2.5.1;
• Or the maximum degree is 4: Lemma 1 gives a set of possible redutions that an be
plugged into Equation (1). As said before, we an do muh better now, thanks to our
omplexity measure, using the fat that, informally, removing a lot of verties might be
also good.
In the following, we onsider that the graph has maximum degree 4, and we denote u1, u2
u3 and u4 the four neighbors of some vertex v. We all inner edge an edge between two verties
in N(v) and outer edge an edge between a vertex in N(v) and a vertex not in N [v]. We study 4
ases, depending on the onguration of N(v). Here, we onsider that no trees are reated while
branhing. We deal with trees in Setion 4 and show that it is never problemati.
Case 1. All the neighbors of v have degree 4.
This ase is easy. Indeed, if there are at least 13 edges inident to verties in N(v), by
branhing on v we get ν1 = 1, µ1 = 4, ν2 = 5 and µ2 ≥ 13. This gives y = 1.1358.
But there is only one possibility with no domination and only 12 edges inident to verties
in N(v): when u1, u2, u3, u4 is a 4-yle. This ase redues thanks to the following lemma.
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Lemma 4 Assume there exists a vertex v suh that the subgraph indued by N(v) is a yle
u1, u2, u3, u4. Then, it is possible to replae N(v)∪{v} by only two verties u1u3 and u2u4, suh
that u is adjaent to u1u3 (resp. u2u4) if and only if u is adjaent to u1 or u3 (resp. u2 or u4).
Proof. Any optimal solution annot ontain more than two verties from the yle. If it
ontains only one, replaing it by v does not hange its size. Finally, there exist only three
disjoint possibilities: keep u1 and u3, keep u2 and u4 or keep only v, see Figure 13.
u
v
u
u
u1
2
3
4
u u1 2u u3 4
Figure 13: G[N(v)] is a 4-yle
Case 2. All the neighbors of v have at least 2 outer edges.
If one of them have degree 4, then there are at least 13 edges removed when taking v, and
we get again ν1 = 1, µ1 = 4, ν2 = 5 and µ2 ≥ 13.
Otherwise,one v is removed, any ui now has degree 2. Note that when folding a vertex of
degree 2, we redue the graph by 2 verties and 2 edges (if the vertex dominates another one,
this is even better). Sine any 2 verties ui annot be adjaent to eah other, that means we an
remove 8 verties and at least 8 edges by folding u1, · · · , u4. Indeed, if for instane u1 dominates
its neighbors (its two neighbors being adjaent), we remove 3 verties and at least 5 edges whih
is even better. Removing 8 verties and at least 8 edges is very interesting: it gives ν1 = 9,
µ1 = 12, ν2 = 5, µ2 = 12, and y = 1.0856.
Case 3. u1 has degree 3 and only one outer edge.
u1 has one inner edge, say (u1, u2). Let y be the third neighbor of u1. We branh on y.
Suppose at rst that u2 has degree 3. If we take y we remove 4 verties and (at least) 8 edges
(there is at most one inner edge in N(y)); if we don't take y, then we remove also v and we
remove globally 2 verties and 7 edges.
This is obviously not suient. There is an easily improvable ase, when a neighbor of y has
degree 4 (or when y itself has degree 4), or when the neighbors of y are not adjaent. Indeed,
in this ase there are at least 9 edges in N(y), and we get ν1 = 4, µ1 = 9, ν2 = 2 and µ2 ≥ 7,
leading to y = 1.13641. Now, we an assume that y has degree 3, its 3 neighbors have degree
3. Same for z the neighbor of u2; furthermore, they both are part of a triangle, see Figure 14.
Note that z and y annot be adjaent or there is a separator of size 2 (v and the third neighbor
or z, y), and z and y annot have a ommon neighbor (either this vertex would have degree at
least 4, or they have two degree 3 ommon vertex but in this ase v is a separator 1). At least a
neighbor of say z is neither u3 nor u4. Hene, when disarding y, we take u1, so remove u2 and
then add z to the solution. Eventually, we get ν1 = 4, µ1 = 8, ν2 = 7 and µ2 ≥ 13, leading to
y = 1.1195.
Suppose now that u2 has degree 4. Then, when we don't take y, sine we don't take v, u1
has degree 1. Then, we an take it and remove u2 and its inident edges. Then, when not taking
y, we remove in all 4 verties and 10 edges. In other words, ν1 = 4, µ1 = 8, ν2 = 4 and µ2 ≥ 10.
This gives y = 1.1325.
Case 4. u1 has degree 4 and only one outer edge.
Sine Case 1 does not our, we an assume that there is a vertex (say u4) of degree 3. Sine
Case 3 does not our, u4 has no inner edge. Hene, u1 is adjaent to u2 and u3. Then, there
are only two possibilities.
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y
Figure 14: Disarding y allows to take u1 and z
If there are no other inner edges, sine Case 3 does not our u2 and u3 have 2 outer edges,
and we have in all 13 edges. This gives one again ν1 = 1, µ1 = 4, ν2 = 5 and µ2 ≥ 13.
Otherwise, there is an edge between u2 and u3. Then, v, u1, u2, u3 form a 4-lique, see
Figure 15. We branh on u4. If we take u4, we delete ν1 = 4 verties and (at least) ν2 = 9
edges (v has degree 4 and is not adjaent to other neighbors of u4). If we disard u4, then by
domination we take v, and delete ν2 = 5 verties and at least µ2 = 12 edges. It gives y = 1.0921.
4
u1
v
u2
u
u
3
Figure 15: v, u1, u2, u3 is a 4-lique
To onlude the proof, we have to verify that removing ν ′1 verties and µ
′
1 ≥ ν ′1 edges (with-
out branhing) does not inrease the running time. Indeed, this may our when graph redu-
tions are performed (suh as a vertex folding for instane), but also in the previous analysis
of the possible branhings, sine it may happen that the real redution remove ν1 + ν
′
1 ver-
ties and µ1 + µ
′
1 verties, where µ
′
1 ≥ ν ′1. To get the result laimed, we have to verify that
γn−ν
′
1ym−µ
′
1
−3n/2+3ν′
1
/2 ≤ γnym−3n/2, or equivalently that y−µ′1+3ν′1/2 ≤ γν′1 . This is trivially
true as soon as y ≤ γ2 sine ν ′1 ≤ µ′1. In other words, eah time we remove ν ′1 verties and at
least ν ′1 edges, we redue running time with a multipliative fator c
ν′
1
where c = (
√
y/γ) < 1.
Similarly, a last issue we have to deal with is what happens if some branhing disonnets
our graph. The ases when some trees are reated are handled in Setion 4. We now assume
only onneted omponents (Ci) eah verifying mi ≥ ni have appeared. In order to simplify our
notation we all T¯ the omplexity of the onneted ase. Our running time now veries:
T (m,n) ≤
∑
i
T¯ (mi, ni) =
∑
i
T¯ (m−
∑
j 6=i
mj, n−
∑
j 6=i
nj)
≤
∑
i
T¯ (m−
∑
j 6=i
(mj − nj), n)cn−ni ≤ T¯ (m,n)cn
∑
i
1
cni
Sine c < 1 (and n1 ≥ 1), for n large enough we have cn
∑
i
1
cni ≤ 1 and eventually T (m,n) ≤
T¯ (m,n).
4 Dealing with trees
We show here that reating a tree while branhing is never problemati. If we branh on a
vertex of degree 3 (as in Case 3), then no trees are reated, or the graph an be redued without
branhing (see Setion 2.4).
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Now, we onsider the ase where one or several tree(s) is/are reated when branhing on a
vertex of degree 4. We denote N the number of edges inident to some vertex in N(v), I (resp.
Ω) the set of edges, alled inner edges, that have both endpoints in N(v) (resp. the set of edges
that have only one endpoint in N(v)).
At rst, suppose that one of the l ≥ 1 trees reated is a single vertex t. Then, t is a mirror
of v: when disarding v, we an also disard t and this removes 2 verties and (at least) 7 edges.
It is easy to see that no tree are reated: indeed, this does not disonnet the graph sine at
least 3 ui's are onneted to the remainder of the graph (i.e., the graph after removing v, N(v)
and the trees), eah tree is onneted to at least one of these 3 ui's, and the fourth ui has to be
onneted either to 2 trees or to some ui (or to the remainder of the graph). When taking v,
we remove 5 verties and N ≥ |Ω| ≥ 4 + 3 + 3l edges (sine there are at least 3 edges per tree,
and 3 edges to the remainder of the graph). The redution of the trees allow to delete at worst
l more verties (atually l + k verties and k edges, for some k ≥ 0). In all, we have ν1 = 2,
µ1 = 7, ν2 = 5 + l and µ2 = 7 + 3l, whih is good for l ≥ 2 (it gives y = 1.1078). If l = 1, then
N ≥ |Ω| + ⌈(12 − |Ω|)/2⌉ ≥ 10 + 1 = 11, hene the redution we get is ν1 = 2, µ1 = 7, ν2 = 6
and µ2 = 11. It gives y = 1.1299.
Now, if l ≥ 2 and eah tree has at least 2 verties, there are at least 4 edges linking eah tree
to N(v). When taking v, we remove 5 verties and at least 4+ 3+ 4l edges. When reduing the
trees, we remove additional 2l verties and l edges. In all, we remove 5 + 2l verties and 7 + 5l
edges. This is of ourse worse for l = 2, for whih we have ν1 = 1, µ1 = 4, ν2 = 9 and µ2 = 19
(and y = 1.1031).
Now, onsider the nal ase where one tree T omposed by at least 2 verties is reated while
branhing on v. Then, we have at least 4 edges linking N(v) to T , and 3 edges linking N(v) to
the remainder of the graph. Then, N = |Ω|+ |I| ≥ 11 + |I|. When taking v, sine we redue a
tree T of at least 2 verties, we delete at worse 7 verties and N + 1 edges.
• If all neighbors of v have degree 4, then N ≥ 11+ ⌈(16− 11)/2⌉ = 14. In this ase, ν1 = 1,
µ1 = 4, ν2 = 7 and µ2 = 15. It gives y = 1.1315.
• If 1 neighbor of v have degree 3 (and 3 have degree 4), then if there exists at most one
inner edge, then |Ω| ≥ 13 and N ≥ 14. Hene, we get at worse ν1 = 1, µ1 = 4, ν2 = 7 and
µ2 = 15. Now, suppose there are two inner edges (hene the tree has two degree 3 verties
t1, t2). If a vertex t1 of the tree is a mirror of v, then when disarding v we an disard
t1 also and get ν1 = 2, µ1 = 7 (this does not reate tree). With ν2 = 7 and µ2 = 14,
it gives y = 1.0952. Now, there are only three possibilities without mirror. The rst two
possibilities our when the two inner edges are (u1, u2) and (u3, u4). If say u3 is adjaent
to both t1 and t2 (then t1 is adjaent to u1 and t2 to u2), it is never interesting to take u3
(we annot take 3 verties if we take u3). The ase where t1 is adjaent to (u1, u3) and t2
to (u2, u4) redues as follows: we an replae the whole subgraph by two adjaent verties
u1u3 and u2u4 sine either we take two verties v and t1, or we take 3 verties u1, u3, t2,
or u2, u4, t1. If the inner edges are (u1, u2) and (u2, u3), then to avoid mirror u2 must be
adjaent to say t1, and then t1 has to be adjaent to u4, and t2 to u1 and u3. But, as
previously, this ase redues by replaing the whole graph by two adjaent verties u1u3
and u2u4.
• If 2 neighbors of v have degree 4, and 2 have degree 3, then there exists at most one inner
edge. If there is no inner edge, then N = |Ω| = 14 and ν1 = 1, µ1 = 4, ν2 = 7 and µ2 = 15.
If there is one inner edge (u1, u2), then if u3 or u4 has degree 3, when disarding v we an
fold two (non adjaent) verties or degree 2. This gives ν1 = 5, µ1 = 8, ν2 = 7 and µ2 = 14
(y = 1.1244). If u1 and u2 have degree 3, then to avoid separators of size 2 u1 is adjaent
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to say t1 and u2 is not adjaent to the tree. Then, t2 is a mirror of v and we get a redution
ν1 = 2, µ1 = 7, ν2 = 7 and µ2 = 14.
• If one neighbor has degree 4 and the other neighbors of v have degree 3, then there annot
exist more than one inner edge (beause of the degrees). If there is no inner edge, then
N ≥ 13 and, as previously, by folding say the 3 (pairwise non adjaent) verties of degree
3 when not taking v, we get ν1 = 7, µ1 = 10, ν2 = 7 and µ2 = 14 (y = 1.0946). If there
is one inner edge (u1, u2), then we do not need to branh. Indeed, the tree has only two
verties t1, t2 of degree 3 (otherwise there would be 12 edges in Ω). If say t1 is adjaent to
both u1 and u2, to avoid domination u1 and u2 have to be adjaent to a fourth edge. If t1
is adjaent to both u3 and u4, then it is never interesting to take t1: indeed, it is impossible
to take t1 plus 2 other verties, and we an always take v and t2. If t1 is adjaent to u1
and u3 and t2 to u2 and u3, then at least 2 verties among u1, u2, u3 have degree 4 sine 2
of them must be adjaent to the remainder of the graph. The only remaining ase ours
when t1 is adjaent to u1, u3 and t2 is adjaent to u2, u4. In this ase we an replae the
whole subgraph by two adjaent verties u1u3 and u2u4. Indeed, either we take 2 verties
(v and t1), or we take 3 verties (either u1, u3, t2, or u2, u4, t1).
• Eventually, if all neighbors of v have degree 3, sine |Ω| ≥ 11, we have |I| = 0, hene
N = |Ω| = 12. In this ase, when we do not take v, we have 4 verties of degree 3 pairwise
non adjaent. We an fold eah of them (if there is a domination this is even better) and
delete 8 more verties and edges. Finally, we get at worse ν1 = 9, µ1 = 12, ν2 = 7 and
µ2 = 14 (y = 1.0386).
5 Graphs of average degree at most 5
We now onsider graphs of average degree 5. We use as in the previous setion a omplexity
measure that is parameterized by the algorithm on average degree 4.
More preisely, we proeed as follows. We rst identify in Lemma 5 a property linking the
average degree of the graph to the quality of the branhing that is performed. Informally, the
bigger the average degree, the more deleted edges when branhing on a (well hosen) vertex.
With this property, we analyze the omplexity of our algorithm in a bottom up way as follows.
If we know how to solve the problem in O∗(γn) in graph with average degree d, and that when
the average degree is greater than d a good branhing ours, we seek a omplexity of the form
O∗(γnym−dn/2), valid in graph with average degree greater than d. Starting from d = 4, we
identify four ritial values for the average degree, leading to a omplexity of O∗(1.1969n) in
graphs of average degree at most 5.
Lemma 5 Assume the input graph has maximum degree 5 and average degree 4 or more. Then
T (m,n) ≤ T (n− 1,m− 5) + T (n− 6,m− 15)
Or some even better ase happens. Furthermore, if it veries:
• m > 20n/9, then T (n,m) ≤ T (n− 1,m− 6) + T (n− 7,m− 16)
• m > 16n/7, then T (n,m) ≤ T (n− 1,m− 6) + T (n− 7,m− 17)
• m > 12n/5, then T (n,m) ≤ T (n− 1,m− 6) + T (n− 7,m− 18)
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Proof. Fix some vertex v0 of degree 5, suh that for any vertex v of degree 5 in the graph:
∑
w∈N(v)
d(w) ≤
∑
w∈N(v0)
d(w) = δ
For i ≤ 5, let mi5 be the number of edges in the graph between a vertex of degree i and a vertex
of degree 5. For i ≤ 4, x αi = mi5/n5 and α5 = 2m55/n5. In other terms, αi is the average
number of verties of degree i that are adjaent to a vertex of degree 5. However, we an always
onsider αi = 0 for i ≤ 2. Summing up inequalities on any vertex of degree 5, we get:
∑
i≤5
iαi ≤ δ (2)
∑
i≤5
αi = 5 (3)
Fix now ǫ = m/n− 2 ∈]0, 1/2[.
ǫ =
n5 − n3
2(n5 + n4 + n3)
This funtion is dereasing with n3 and n4. We now use some straightforward properties:
n4 ≥ m45
4
n3 ≥ m35
3
5n5 = m35 +m45 + 2m55
That leads us to:
ǫ ≤ 3n5 −m35
6n5 +
3
2m45 + 2m35
≤ m45 + 2m55 − 2n5
16n5 − 12m45 − 4m55
And, by hypothesis:
ǫ ≤ 2α4 + 2α5 − 4
32− α4 − 4α5 (4)
Let µ2 be the minimal number of edges we delete when we add v0 to the solution. Sine
there are at least 2d(v0) edges between N(v0) and the remaining of the graph, and thanks to
inequalities (2) and (3), we get:
µ2 ≥ 10 +
⌈
δ − 10
2
⌉
≥ 10 +
⌈
5 + α4 + 2α5
2
⌉
Notie that ǫ > 0 implies:
α4 + α5 > 2 (5)
If we run minµ2 under onstraints (2),(3),(5) and µ2 ∈ N, we nd µ2 = 14 as a minimum.
For 1 ≤ i ≤ 3, we now onsider the following programs (Pi): max ǫ under onstraints
(2),(3),(4) and µ2 ≤ 14 + i. In other terms, we determine the maximal value for ǫ suh that it
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is possible that no vertex in the graph veries µ2 = 15 + i. The following table summarizes the
results:
worst ase for µ2 upper bound for ǫ (α5, α4)
14 2/29 (0, 3)
15 2/9 (0, 5)
16 2/7 (2, 3)
17 2/5 (4, 1)
Notie also that µ2 = 14 implies that at least one neighbor of v0 has degree 3, so we an fold
it after disarding v. In that ase, we get ν1 = 3, µ1 = 7, ν2 = 6, µ2 = 14, that is better than
ν1 = 1, µ1 = 5, ν2 = 6, µ2 = 15.
Proposition 2 Assume that an algorithm omputes a solution to max independent seton
graphs with average degree at most 4, with running time O∗(γn0 ). Then, it is possible to ompute
a solution to max independent seton any graph with running time:
O∗(γn0 γ
2n/9
1 γ
4n/63
2 γ
4n/35
3 γ
m−2n/5
4 )
for some appropriate onstants (γi)i≤4. In partiular,
γ0 = 1.1571 =⇒


γ1 = 1.0775
γ2 = 1.0696
γ3 = 1.0631
γ4 = 1.0612
To be more preise, γi orresponds to the ase where our graph is dense enough to state that
µ2 ≥ 15 + i, aording to Lemma 5 (the ase when there is a vertex of degree at least 6 an be
easily shown to lead to a better redution).
Proof. We seek a omplexity of the form O∗(γnym−(2+ǫi)n), where 2+ ǫi is the lowest ratio m/n
that allows us to use ν1 = 1, µ1 = 6, ν2 = 7 and µ2 = 14 + i in the reurrene equation:
1 = γ−ν1y−µ1+(2+ǫi)ν1 + γ−ν2y−µ2+(2+ǫi)ν2 (6)
Aording to Lemma 5, we know that
(ǫi)i≤4 = (0, 2/9, 2/7, 2/5).
In the worst ase this leads to the values summarized in the table just above.
Note that a redution of ν ′1 verties and µ
′
1 ≥ ν ′1 edges is not problemati for y ≤ γ1/(1+ǫi)i .
In order to deal with trees, note also that removing a tree orresponds to a redution of ν
verties and ν− 1 edges. This is not problemati as soon as y1.5ν+1 ≤ γν . This is true for ν ≥ 2.
Otherwise, trees are singletons and there is no separator of size 2 or less. We also get
|Ω| ≥ 5 + 3 + 3l , that means µ2 ≥ 8 + 2l +
⌈
δ−8−3l
2
⌉
. Hene, we see that if l > 1, or if there are
at least 4 edges linking verties in N(v) to the remainder of the graph, or if our disonneted
vertex t has degree at least 4, we are in a better situation as when no tree is reated. Eventually,
assume d(t) = 3 and there is a separator of size 3, namely u3, u4 and u5. t is adjaent to u1,u2
and, say, u3. If u1 and u2 are not adjaent, then it is never interesting to take v (if we take
v we take only t in N(v) ∪ {v, t}, and we an take u1, u2 instead). Otherwise, no more than 3
verties from N(v) may belong to the optimal (otherwise that would mean for instane N(v)−u1
ontains no edge, and thus u1 dominates u2), and there are only 3 dierent ways to hoose 2
verties among u3, u4, u5. So we an replae the whole subgraph by a lique of size at most 3.
Theorem 2 It is possible to ompute a solution to max independent seton graph whose
maximum (or even average) degree is 5 with running time O∗(1.1969n)
Proof. We just apply Proposition 2 with m ≤ 5n/2
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6 Graphs of average degree at most 6
We apply here a tehnique similar to the ase of graphs with average degree at most 6.
Lemma 6 Assume the input graph has maximum degree 6 and average degree 5 or more. Then
T (m,n) ≤ T (n− 1,m− 6) + T (n− 7,m− 20)
Furthermore, if it veries:
• m > 60n/23, then T (n,m) ≤ T (n− 1,m− 6) + T (n− 7,m− 21)
• m > 60n/22, then T (n,m) ≤ T (n− 1,m− 6) + T (n− 7,m− 22)
• m > 205n/74, then T (n,m) ≤ T (n− 1,m− 6) + T (n− 7,m− 23)
• m > 20n/7, then T (n,m) ≤ T (n− 1,m− 6) + T (n− 7,m− 24)
Proof. Fix some vertex v0 of degree 6, suh that for any vertex of degree 6 in the graph:∑
w∈N(v)
d(w) ≤
∑
w∈N(v0)
d(w) = δ
For i ≤ 5, x αi = mi6/n6 and α6 = 2m66/n6. In other terms, αi is the average number of
verties of degree i that are adjaent to a vertex of degree 6. However, we an always onsider
αi = 0 for i ≤ 2. Summing up inequalities on any vertex of degree 6, we get:∑
i≤6
iαi ≤ δ (7)
∑
i≤6
αi = 6 (8)
Fix now ǫ = m/n− 5/2 ∈]0, 1/2[.
ǫ =
n6 − n4 − 2n3
2(n6 + n5 + n4 + n3)
This funtion is dereasing with n3,n4 and n5. We now use some straightforward properties:
n5 ≥ m56
5
n4 ≥ m46
4
n3 ≥ m36
3
6n6 = m36 +m46 +m56 + 2m66
That leads us to:
ǫ ≤ 60n6 − 15m46 − 40m36
120n5 + 24m56 + 30m46 + 40m36
≤ 25m46 + 40m56 + 80m66 − 180n6
360n6 − 10m36 − 16m56 − 80m66
And, by hypothesis:
ǫ ≤ 25α4 + 40α5 + 40α6 − 180
360 − 10α4 − 16α5 − 40α6 (9)
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One again, let µ2 be the minimal number of edges we delete when we add v0 to the solution.
Sine there are at least 2d(v0) edges between N(v0) and the remaining of the graph, and thanks
to inequalities (7) and (8), we get:
µ2 ≥ 12 +
⌈
δ − 12
2
⌉
≥ 15 +
⌈
α4 + 2α5 + 3α6
2
⌉
Notie that ǫ > 0 implies:
5α4 + 8α5 + 8α6 > 36 (10)
If we run minµ2 under onstraints (7),(8),(10) and µ2 ∈ N, we nd µ2 = 20 as a minimum, that
proves our rst laim. (limit ase µ = 19 and ǫ = 0 is reahed when α6 = 0, α5 = 2 and α4 = 4)
For 1 ≤ i ≤ 4, we now onsider the following programs (Pi): max ǫ under onstraints
(7),(8),(9) and µ2 ≤ 19 + i. In other terms, we determine the maximal value for ǫ suh that
it is possible that no vertex of degree 6 in the graph veries µ2 = 20 + i. The following table
summarizes the results and onludes the proof of the lemma.
Worst ase for µ2 Upper bound for ǫ (α6, α5, α4)
20 5/46 (0, 4, 2)
21 5/22 (0, 6, 0)
22 10/37 (2, 4, 0)
23 5/14 (4, 2, 0)
Proposition 3 Assume that an algorithm omputes a solution to max independent seton
graphs with average degree at most 5, with running time O∗(γn0 ). Then, it is possible to ompute
a solution to max independent seton any graph with running time:
O∗(γn0 γ
5n/46
1 γ
85n/252
2 γ
35n/814
3 γ
45n/518
4 γ
m−5n/14
5 )
for some appropriate onstants (γi)i≤5. In partiular,
γ0 = 1.1969 =⇒


γ1 = 1.0356
γ2 = 1.0327
γ3 = 1.0301
γ4 = 1.0278
γ5 = 1.0258
To be more preise, γi orresponds to the ase where our graph is dense enough to state that
µ2 ≥ 19 + i, aording to Lemma 6.
Proof. We seek a omplexity of the form O∗(γnym−(5/2+ǫi)n), where 5/2 + ǫi is the lowest ratio
m/n that allows us to use ν1 = 1, µ1 = 6, ν2 = 7 and µ2 = 19 + i in the reurrene equation:
1 = γ−ν1y−µ1+(5/2+ǫi)ν1 + γ−ν2y−µ2+(5/2+ǫi)ν2 (11)
Aording to Lemma 6, we know that
(ǫi)i≤5 = (0, 5/46, 5/22, 10/37, 5/14).
In the worst ase this leads to the values summarized in the table just above. Note that a
redution of ν ′1 verties and µ
′
1 ≥ ν ′1 edges is not problemati for y ≤ γ2/(3+2ǫi)i .
In order to deal with trees, note also that removing a tree orresponds to a redution of ν
verties and ν− 1 edges. This is not problemati as soon as y2.5ν+1 ≤ γν . This is true for ν ≥ 1.
In other words, removing a tree redues the global omplexity.
27
Theorem 3 It is possible to ompute a solution to max independent seton graph whose
maximum (or even average) degree is 6 with running time O∗(1.2149n).
Proof. We just apply Proposition 3 with m ≤ 3n.
7 Conlusion
We have takled in this paper worst-ase omplexity for max independent set in graphs with
average degree 3, 4, 5 and 6. The results obtained improve upon the best results known for
these problems. Let us note that the ases of average degrees 5 and 6 deserve further renement.
Indeed, it seems to us that there is enough plae for improving them, sine our results are got
by using fairly simple ombinatorial arguments.
An interesting point of our work is that improvement for the three last ases have been
derived based upon a new method following whih any worst-ase omplexity result for max
independent set in graphs of average degree d an be used for deriving worst-ase omplexity
bounds in any graph of average degree greater than d. This method works for any average
degree's value and an be used for any graph-problem where the larger the degree the better the
worst-ase time-bound obtained.
Referenes
[1℄ R. Beigel. Finding maximum independent sets in sparse and general graphs. In Pro. Sym-
posium on Disrete Algorithms, SODA'99, pages 856857, 1999.
[2℄ N. Bourgeois, B. Esoer, and V. Th. Pashos. An O∗(1.0977n) exat algorithm for max
independent set in sparse graphs. In M. Grohe and R. Niedermeier, editors, Pro. Inter-
national Workshop on Exat and Parameterized Computation, IWPEC'08, volume 5018 of
Leture Notes in Computer Siene, pages 5565. Springer-Verlag, 2008.
[3℄ J. Chen, I. A. Kanj, and G. Xia. Labeled searh trees and amortized analysis: improved
upper bounds for NP-hard problems. In T. Ibaraki, N. Katoh, and H. Ono, editors, Pro.
International Symposium on Algorithms and Computation, ISAAC'03, volume 2906 of Leture
Notes in Computer Siene, pages 148157. Springer-Verlag, 2003.
[4℄ D. Eppstein. Improved algorithms for 3-oloring, 3-edge-oloring, and onstraint satisfation.
In Pro. Symposium on Disrete Algorithms, SODA'01, pages 329337, 2001.
[5℄ F. V. Fomin, F. Grandoni, and D. Kratsh. Measure and onquer: a simple O(20.288n)
independent set algorithm. In Pro. Symposium on Disrete Algorithms, SODA'06, pages
1825, 2006.
[6℄ M. Fürer. A faster algorithm for nding maximum independent sets in sparse graphs. In
J. R. Corea, A. Hevia, and M. Kiwi, editors, Pro. Latin Amerian Symposium on Theoretial
Informatis, LATIN'06, volume 3887 of Leture Notes in Computer Siene, pages 491501.
Springer-Verlag, 2006.
[7℄ I. Razgon. A faster solving of the maximum independent set problem for graphs with maximal
degree 3. In Pro. Algorithms and Complexity in Durham, ACiD'06, pages 131142, 2006.
[8℄ J. M. Robson. Finding a maximum independent set in time O(2n/4). Tehnial Report
1251-01, LaBRI, Université de Bordeaux I, 2001.
28
[9℄ G. J. W÷ginger. Exat algorithms for NP-hard problems: a survey. In M. Juenger, G. Reinelt,
and G. Rinaldi, editors, Combinatorial Optimization - Eureka! You shrink!, volume 2570 of
Leture Notes in Computer Siene, pages 185207. Springer-Verlag, 2003.
29
