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R É S U M É
Les structures fibreuses, formées d’une assemblée d’objets
longilignes flexibles, sont très présentes dans notre environne-
ment quotidien, notamment dans des systèmes biologiques tels
que les végétaux ou les cheveux. Ces dernières années ont vu
se développer diverses techniques de numérisation de la géo-
métrie de fibres, soit par synthèse manuelle, soit par capture
automatique. Parallèlement, de nombreux modèles physiques
de simulation dynamique de fibres enchevêtrées ont été créés
pour animer automatiquement ces objets complexes.
Le but de cette thèse est d’établir un pont entre ces deux
domaines : la géométrie de fibres d’une part, leur simulation
dynamique d’autre part. Plus précisément, nous nous intéres-
sons à la mise en correspondance d’une géométrie de fibres
donnée en entrée, représentant un système mécanique à l’équi-
libre stable sous l’action de forces extérieures (gravité, forces de
contact), avec les paramètres d’un modèle physique de fibres en
contact. Notre objectif est de calculer les paramètres physiques
des fibres de manière à garantir l’état d’équilibre de la géo-
métrie donnée. Nous proposons de résoudre ce problème en
choisissant comme modèle physique de fibres une assemblée
de super-hélices en contact frottant.
Nous proposons deux contributions principales. La première
répond au besoin de convertir la géométrie d’une fibre numéri-
sée quelconque, représentée comme une courbe 3d, en la géo-
métrie du modèle des super-hélices, à savoir une courbe G1 en
hélices par morceaux. Nous proposons pour cela l’algorithme
des tangentes flottantes 3d, qui consiste, en s’appuyant sur la
condition de co-hélicité récemment énoncée par Ghosh, à in-
terpoler N+1 tangentes réparties sur la courbe d’origine par N
morceaux d’hélice, tout en minimisant l’écart en position. Par
ailleurs nous complètons la démonstration partielle de Ghosh
pour prouver la validité de notre algorithme dans le cas géné-
ral. L’efficacité et la précision de notre méthode sont ensuite
mises en évidence sur des jeux de données variés, d’abord syn-
thétiques, créés par une artiste, puis issus de la capture de don-
nées réelles telles que des cheveux, des fibres musculaires ou
des lignes de champ magnétique stellaire.
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4Notre seconde contribution est le calcul de la géométrie au
repos du modèle physique d’une assemblée de super-hélices,
de sorte que la configuration de ce système à l’équilibre sous
l’action des forces extérieures corresponde à la géométrie d’en-
trée. D’abord, nous considérons une fibre isolée soumise à des
forces dérivant d’un potentiel, et montrons que le calcul est
trivial dans ce cas. Nous proposons alors un critère simple per-
mettant de décider si l’état d’équilibre est stable, et dans le cas
contraire, de le stabiliser. Ensuite, nous considérons une assem-
blée de fibres soumises à des forces de contact frottant, modé-
lisées par la loi non-régulière de Signorini-Coulomb. En consi-
dérant le matériau homogène, de masse et de raideur connues,
et en nous appuyant sur une estimation de la géométrie au
repos, nous construisons un problème d’optimisation quadra-
tique convexe avec contraintes du second ordre. Nous mon-
trons que ce problème inverse peut être résolu efficacement
en utilisant un solveur conçu initialement pour le problème
dynamique direct. Pour une géométrie d’entrée constituée de
quelques milliers de fibres soumises à plusieurs dizaines de
milliers de contacts frottants, nous calculons en quelques se-
condes une approximation plausible de la géométrie au repos
des fibres, ainsi que des forces de contact en jeu.
Nous appliquons finalement la combinaison de nos deux con-
tributions à la synthèse automatique de coiffures physiques.
Notre méthode permet d’initialiser un moteur physique de che-
veux avec la géométrie issue des captures de coiffures réelles les
plus récentes, et d’animer ensuite ces coiffures.
A B S T R A C T
Fibrous structures, which consist of an assembly of flexible
slender objects, are ubiquitous in our environment, notably in
biological systems such as plants or hair. Over the past few
years, various techniques have been developed for digitalizing
fibers, either through manual synthesis or with the help of au-
tomatic capture. Concurrently, advanced physics based models
for the dynamics of entangled fibers have been introduced in
order to animate these complex objects automatically.
The goal of this thesis is to bridge the gap between those two
areas : on the one hand, the geometric representation of fibers ;
on the other hand, their dynamic simulation. More precisely,
given an input fiber geometry assumed to represent a mecha-
nical system in stable equilibrium under external forces (gra-
vity, contact forces), we are interested in the mapping of such a
geometry onto the static configuration of a physics-based mo-
del for a fiber assembly. Our goal thus amounts to computing
the parameters of the fibers that ensure the equilibrium of the
given geometry. We propose to solve this inverse problem by
modeling a fiber assembly physically as a discrete collection of
super-helices subject to frictional contact.
We propose two main contributions. The first one deals with
the problem of converting the digitalized geometry of fibers,
represented as a space curve, into the geometry of the super-
helix model, namely a G1 piecewise helical curve. For this pur-
pose we introduce the 3d floating tangents algorithm, which
relies upon the co-helicity condition recently stated by Ghosh.
More precisely, our method consists in interpolating N+1 tan-
gents distributed on the initial curve by N helices, while mi-
nimizing points displacement. Furthermore we complete the
partial proof of Ghosh for the co-helicity condition to prove the
validity of our algorithm in the general case. The efficiency and
accuracy of our method are then demonstrated on various data
sets, ranging from synthetic data created by an artist to real
data captures such as hair, muscle fibers or lines of the magne-
tic field of a star.
Our second contribution is the computation of the geometry
at rest of a super-helix assembly, so that the equilibrium confi-
guration of this system under external forces matches the input
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6geometry. First, we consider a single fiber subject to forces deri-
ving from a potential, and show that the computation is trivial
in this case. We propose a simple criterion for stating whether
the equilibrium is stable, and if not, we show how to stabi-
lize it. Next, we consider a fiber assembly subject to dry frictio-
nal contact (Signorini-Coulomb law). Considering the material
as homogeneous, with known mass and stiffness, and relying
on an estimate of the geometry at rest, we build a well-posed
convex quadratic optimization problem with second order cone
constraints. For an input geometry consisting of a few thou-
sands of fibers subject to tens of thousands frictional contacts,
we compute within a few seconds a plausible approximation of
both the geometry of the fibers at rest and the contact forces at
play.
We finally apply the combination of our two contributions
to the automatic synthesis of natural hairstyles. Our method is
used to initialize a physics hair engine with the hair geometry
taken from the latest captures of real hairstyles, which can be
subsequently animated physically.
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I N T R O D U C T I O N
Il y a en informatique graphique une réelle quête de réalisme,
présentant comme un véritable Graal la création d’images ou
d’animations qu’il serait impossible de distinguer du réel. On
retrouve cette tendance dans la recherche du photoréalisme en
rendu par exemple. Toutefois, cette quête ne saurait s’accomplir
sans pouvoir saisir toute la richesse des phénomènes naturels.
Dans cette thèse, nous allons nous pencher sur un type d’objets
dont la géométrie nous est très familière : les fibres. Essentielle-
ment, ce sont des objets longilignes flexibles dont la section est
négligeable devant la longueur. Ce sont des fils en somme, ou
des filaments, ou même des tiges. Nous retrouvons ces objets
partout dans notre quotidien, que ce soient des tiges de plantes
ou les cheveux que nous coiffons chaque jour, voir figure 1.
Cette classe d’objets, les fibres, se retrouve aussi à différentes
échelles, du plus petit comme les nanotubes au plus grand,
comme les câbles de télécommunication sous-marins (voir fi-
gure 2). Nous ne sommes bien évidemment pas les premiers à
nous intéresser à ces objets. Les cheveux par exemple occupent
une place relativement importante dans le monde de l’informa-
tique graphique car ils représentent une part essentielle dans
l’apparence d’un personnage. C’est pourquoi nous trouverons
de nombreux travaux sur le rendu photoréaliste ou non de che-
veux, sur leur animation, qu’elle soit physique ou non, ou en-
core sur la modélisation et l’acquisition de coiffures.
Dans cette thèse, nous n’allons pas nous intéresser au rendu
des fibres. Nous allons plutôt nous pencher sur les deux autres
grandes familles de travaux que représentent la modélisation et
l’animation.
1.1 numérisation de fibres
Le terme un peu barbare de numérisation de fibres désigne
les techniques de création de la géométrie de fibres, c’est-à-
dire de la mise à disposition numérique de la représentation
de fibres. Ces techniques appartiennent à deux catégories dis-
tinctes :
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(a) (b)
(c) (d)
Figure 1: Partout où nous regardons, nous pouvons voir des fibres. Elles
sont dans le réel, comme en figures (a) où nous apercevons des che-
veux ou de longs brins d’herbe, en figure (b) qui montre les câbles
du pont de Brooklyn ou encore en figure (c) qui est la photo de
câbles électriques attachés à un poteau électrique de Saïgon. Elles
sont aussi présentes dans les mondes fantaisistes (il est très diffi-
cile d’imaginer un monde sans fibre), comme représenté figure (d).
(Crédits : (a) Lora Doerfer, (b) Comrade Roberto, (c) Linda Garri-
son, (d) David Revoy)
– La synthèse manuelle de fibres (Piuze, Kry et Siddiqi,
2011 ; Wang et al., 2009 ; Ward et al., 2007 ; Wither, Ber-
tails et Cani, 2007), qui consiste à modeler des fibres, à la
main, par le dessin ou la sculpture virtuelle par exemple.
Ces techniques sont destinées essentiellement aux artistes
et demandent donc un long investissement personnel pour
être maîtrisées. En revanche, elles permettent à l’artiste de
créer n’importe quelle géométrie de fibres, aussi fantaisiste
soit-elle. Notons en outre qu’une telle approche peut être
automatisée, par une technique de génération procédurale
ou bien par une technique s’appuyant sur des exemples.
Dans ce cas, la liberté de l’artiste se trouve limitée, au pro-
fit d’une plus grande facilité d’utilisation.
– La capture automatique de fibres réelles (Luo, Li et Rusin-
kiewicz, 2013 ; Herrera, Zinke et Weber, 2012 ; Luo et al.,
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(a) (b)
Figure 2: Des plus petites fibres, comme un nanofil en figure a aux plus
grandes, comme un câble sous-marin en figure b.
(Crédits : (a) Empa, (b) Jan Messersmith)
2011 ; Jakob, Moon et Marschner, 2009 ; Paris et al., 2008)
qui consiste à créer un processus automatique capable de
numériser un ensemble de fibres matérielles réelles. Ces
méthodes ont connu un fort développement récent, en par-
ticulier dans le cas de la capture de chevelures complètes
qui permet de donner à un personnage virtuel la coiffure
d’une personne réelle.
1.2 comment animer une assemblée de fibres numé-
risée ?
Après qu’une assemblée de fibres a été numérisée, par syn-
thèse manuelle ou par capture automatique, il est naturel
de s’interroger sur la possibilité de l’animer. En reprenant
l’exemple des cheveux, cela permettrait de capturer une coif-
fure réelle pour l’appliquer à un personnage virtuel qui pour-
rait ensuite se mouvoir. C’est aussi l’étape nécessaire à l’anima-
tion d’un personnage virtuel dont la coiffure a été modelée par
un artiste. Dans la suite de cette thèse, nous allons nous intéres-
ser à l’animation par modèles physiques. En effet, l’utilisation
de modèles physiques pour l’animation d’assemblées de fibres
permet de concevoir simplement (du point de vue de l’anima-
teur) des animations physiquement réalistes, en tirant parti des
capacités de calculs et d’automatisation des ordinateurs. Ainsi,
ce que nous voulons réaliser, c’est l’animation par modèles phy-
siques d’une assemblée de fibres numérisées.
Le problème est que l’étape de numérisation produit une géo-
métrie sans information particulière sur la physique de l’assem-
blée de fibres. Pour animer les fibres par un modèle physique,
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il faut pouvoir initialiser les paramètres du modèle physique
avant l’animation, en faisant un lien avec la géométrie numé-
risée. Le plus simple pour cela est certainement de choisir ces
paramètres de sorte que la géométrie numérisée soit la géomé-
trie du modèle physique à l’équilibre sous l’action d’aucune
force extérieure. Toutefois cette technique, bien que simple à
mettre en œuvre, produit des résultats de piètre qualité, les
fibres ayant tendance à s’affaisser sous l’effet de leur poids
lorsque l’animation par modèle physique commence et que la
gravité s’applique, comme illustré figure 3. La raison est que la
(a) (b) (c)
Figure 3: Affaissement, en b, de la coiffure numérisée, en a. La méthode de
calcul des paramètres physiques que nous allons développer dans
cette thèse, prend en compte les contacts, ici des cheveux entre eux
et avec le crâne et les épaules. Ainsi lorsque la gravité s’applique
au démarrage de la simulation, les cheveux restent en place (c).
géométrie numérisée est généralement celle de fibres à l’équi-
libre statique sous l’action de forces extérieures telles que la gravité
et les forces de contact. Si un artiste dessine les cheveux d’un
personnage, il est fort probable que ce personnage se trouve
sur Terre, là où la gravité ne peut pas être négligée. Si l’on veut
conserver la géométrie numérisée, nous ne pouvons tolérer que
les fibres s’affaissent à l’animation. Pour résoudre ce problème,
les animateurs peuvent alors entrer dans un jeu d’essai-erreur
qui consiste à modifier à la main les paramètres du modèle
physique, en itérant jusqu’à ce que l’affaissement des fibres dis-
paraisse au démarrage de la simulation. Un tel procédé peut
être long et pénible et l’objet de cette thèse est d’en affranchir
les animateurs.
Une approche possible pour répondre à ce problème est
de construire une technique de manipulation des modèles de
fibres sous simulation physique, comme nous pouvons en trou-
ver décrites dans (Bertails et al., 2005 ; Ward et al., 2007). Ce
type de technique consiste donc à manipuler les fibres alors
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même qu’elles sont simulées pour construire leurs géométries
à l’équilibre statique. C’est le principe d’un salon de coiffure
virtuel. Le problème de cette technique, outre le fait qu’elle né-
cessite un modèle suffisamment simple pour être manipulée en
temps réel tout en restant stable, est qu’elle est difficile à maî-
triser pour obtenir des géométries simples. Il est de plus quasi-
ment impossible d’obtenir des coiffures complexes à l’aide de
cette technique. Plus encore, cette technique ne permet pas sim-
plement de mettre en correspondance la géométrie du modèle
physique avec celle de fibres réelles capturées. Cette technique
est donc trop limitée pour répondre à notre problème.
Dans cette thèse, nous allons ainsi construire un pont entre la
numérisation d’assemblées de fibres et leur animation par mo-
dèle physique. Notre but est de dépasser le simple calcul des
paramètres du modèle physique qui ne prend pas en compte
les forces extérieures s’appliquant aux fibres. Nous nous inté-
resserons à la force de gravité et aux forces de contacts qui sont
très importantes car les fibres à l’équilibre sont presque tou-
jours en contact entre elles ou avec des objets extérieurs. Par
exemple, les cheveux sont en contact entre eux et avec la tête
de la personne qui les porte. Ce qui nous importe donc, c’est de
déterminer les paramètres d’un modèle physique d’assemblée
de fibres pour que la forme géométrique obtenue par numéri-
sation soit la forme géométrique du modèle physique à l’équi-
libre sous l’action des forces extérieures que sont la gravité et
les forces de contact.
La mise en correspondance de la géométrie d’objets défor-
mables avec leurs paramètres physiques a été déjà étudiée dans
le cas des vêtements, que ce soit en informatique graphique (Mi-
guel et al., 2012 ; Kunitomo, Nakamura et Morishima, 2010 ;
Bhat et al., 2003 ; Jojic et Huang, 1997) ou dans le domaine du
textile (voir (House et Breen, 2000) à ce propos). Toutefois, en
ce qui concerne les fibres, et particulièrement les assemblées de
fibres libres, il y a eu peu de travaux. Twigg et Kacˇic´-Alesic´
(2011) proposent une méthode pour déterminer les paramètres
physiques d’une assemblée de fibres à partir de sa géométrie
mais ne parviennent pas à garantir une inversion exacte.
Comme on l’aura compris, la synthèse de cheveux consti-
tuera l’application principale de cette thèse. Les cheveux sont
des objets très familiers, qui ont une grande importance en in-
formatique graphique pour la création et l’animation de per-
sonnages virtuels, et qui se présentent comme un exemple type
d’assemblée de fibres.
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1.3 contributions
Dans cette thèse, nous allons utiliser comme modèle de fibres
une assemblée de super-hélices en contact frottant. Nous justi-
fierons ce choix dans la partie suivante, dans laquelle nous par-
lerons des différents modèles physiques de fibres et de contact
frottant existants. L’essentiel ici est de souligner que le modèle
des super-hélices décrit chaque fibre par une courbe en hélices
par morceaux dont le vecteur tangent unitaire à la courbe est
continu. Dans la suite, nous parlerons de courbes G1 en hé-
lices par morceaux pour désigner ces courbes. Le problème que
nous allons traiter dans cette thèse comporte deux aspects prin-
cipaux. Bien évidemment, comme nous l’avons déjà dit, nous
devons calculer les paramètres physiques d’une assemblée de
super-hélices en contact frottant pour garantir que sa configu-
ration d’équilibre corresponde à la géométrie en entrée. Un tel
problème est un problème dit d’identification de paramètres.
Mais la géométrie capturée n’est pas généralement identique
à celle des super-hélices, c’est-à-dire des courbes G1 en hélices
par morceaux. Donc, un autre problème que nous allons ré-
soudre dans cette thèse est celui de passer automatiquement
de la géométrie numérisée de fibres à celle du modèle des
super-hélices. En d’autres termes, nous devons construire une
méthode pour approcher un ensemble de courbes quelconques
par des courbes G1 en hélices par morceaux.
Nous allons ainsi présenter deux contributions. La première,
présentée en première partie de ce manuscrit, est un nouvel al-
gorithme pour approcher une courbe spatiale quelconque par
une courbe G1 en hélices par morceaux. Cet algorithme tire
parti de la condition de co-hélicité de deux points et deux vec-
teurs tangents, introduite par Ghosh (Ghosh, 2010), pour in-
terpoler des vecteurs tangents de la courbe d’origine en mini-
misant leur déplacement. Cet algorithme est ainsi appelé algo-
rithme des tangentes flottantes. Nous établirons la correction de
cet algorithme en complétant la démonstration de la condition
de co-hélicité du théorème de Ghosh (Ghosh, 2010). Nous éva-
luerons alors l’algorithme sur plusieurs jeux de données et le
comparerons à un autre algorithme classique, fondé sur la mi-
nimisation de la distance entre la courbe d’origine et la courbe
G1 en hélices par morceaux approchante.
La seconde partie de ce manuscrit concernera le calcul des
paramètres physiques d’une assemblée de super-hélices pour
fixer la géométrie à l’équilibre statique sous l’action de forces
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extérieures, ici la gravité et les forces de contact. En consi-
dérant le matériau constituant les fibres comme homogène,
avec une constante de raideur et une masse connues, les pa-
ramètres des super-hélices que nous cherchons à déterminer
sont leur géométrie intrinsèque, c’est-à-dire leur géométrie au
repos sous l’action d’aucune force extérieure. Dans un premier
temps, nous considèrerons le cas d’une fibre isolée sur laquelle
seule la gravité s’applique et nous verrons qu’alors le problème
est assez simple puisqu’il suffit d’étudier l’énergie potentielle
du modèle. Nous irons alors plus loin et examinerons la stabi-
lité de l’équilibre obtenu. En effet, en calculant les paramètres
du modèle des super-hélices pour en fixer la géométrie à l’équi-
libre sous l’action de la gravité, il arrive que cette position soit
instable, c’est-à-dire que le moindre déplacement précipite la
super-hélice dans un autre état d’équilibre. Nous verrons donc,
dans le cas de la gravité, comment détecter la stabilité de cette
position et dans le cas d’un équilibre instable, comment le sta-
biliser, grâce à un critère simple mettant en jeu la constante
de raideur et la masse des super-hélices. Ensuite, nous considé-
rerons une assemblée de fibres en contact frottant, que nous
modéliserons par la loi non-régulière de Signorini-Coulomb.
Dans ce cas, il n’est plus possible de s’appuyer sur l’énergie
potentielle comme précédemment, les forces de contact étant
inconnues à priori. Nous verrons donc une autre approche, qui
s’appuie sur une première estimation plausible de la géomé-
trie au repos pour construire un problème d’optimisation qua-
dratique convexe avec contraintes coniques du second ordre,
dont la résolution nous permet d’obtenir une valeur plausible
des forces de contact. Nous verrons comment transformer sim-
plement ce problème en un problème de complémentarité co-
nique que nous pourrons résoudre efficacement en utilisant un
solveur existant conçu initialement pour résoudre le problème
dynamique direct d’une assemblée de super-hélices en contact
frottant (Daviet, Bertails-Descoubes et Boissieux, 2011).
1.4 organisation du manuscript
Le présent manuscrit est organisé en 3 parties. Les deux pre-
mières sont indépendantes et correspondent aux deux grandes
contributions de cette thèse.
– La première partie concerne l’approximation de courbes
3d quelconques par des courbes G1 en hélices par mor-
ceaux. Après avoir présenté et précisé le problème, nous
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effectuons un bilan des différentes techniques mises au
point pour le résoudre dans le chapitre 3. Nous pré-
sentons ensuite dans le chapitre 4 l’algorithme des tan-
gentes flottantes que nous proposons pour résoudre le pro-
blème et qui s’appuie sur la condition de co-hélicité de
Ghosh (Ghosh, 2010) dont nous complétons la démonstra-
tion partielle donnée par Ghosh dans le chapitre 5.
– La seconde partie de ce manuscrit concerne le calcul des
paramètres physiques d’une assemblée de super-hélices en
contact frottant. Après avoir fait un tour d’horizon des mé-
thodes existantes pour effectuer ce calcul, nous présentons
nos contributions à la résolution de ce problème d’identifi-
cation de paramètres, d’abord dans le cas de fibres isolées
soumises uniquement à la force de gravité. Ensuite, nous
présentons notre méthode de résolution du problème pour
une assemblée de fibres en contact.
– En troisième partie, nous combinons les deux grandes
contributions de cette thèse pour les appliquer à l’inver-
sion de différentes coiffures, l’une synthétisée par une ar-
tiste, les autres obtenues par des techniques de captures de
cheveux développées récemment.
Les deux premières parties de cette thèse sont largement in-
dépendantes et peuvent être lues dans l’ordre qui conviendra
le mieux au lecteur.
Enfin, notons que la première partie de ce manuscrit a
été publiée intégralement dans (Derouet-Jourdan, Bertails-
Descoubes et Thollot, 2013). Les seconde et troisième par-
ties (mise à part la condition de stabilité) ont été publiées
dans (Derouet-Jourdan et al., 2013), tandis que la condition
de stabilité pour une fibre isolée soumise à la gravité avait été
publiée en 2d dans (Derouet-Jourdan, Bertails-Descoubes
et Thollot, 2010) et évoquée en 3d dans (Derouet-Jourdan,
Bertails-Descoubes et Thollot, 2011).
2
M O D È L E S P H Y S I Q U E S D E F I B R E S
Nous allons discuter dans cette partie de plusieurs modèles
physiques de fibre, et présenter le modèle que nous choisissons
dans cette thèse pour modéliser une fibre individuelle, le mo-
dèle des super-hélices. Nous présenterons aussi le modèle de
contact frottant de Signorini-Coulomb dont nous nous servi-
rons pour modéliser les contacts frottants.
2.1 modèles physiques de fibres
La grande présence des fibres dans notre environnement a
conduit la communauté de l’informatique graphique à la con-
struction de modèles physiques pour animer ces fibres de ma-
nière réaliste, en prenant en compte leur tendance à se vriller
et à se courber, tout en conservant leur inextensibilité.
Le modèle le plus simple et probablement le plus répandu
est celui des masses-ressorts, comme présenté dans (Rosen-
blum, Carlson et Tripp, 1991). Ce modèle consiste en un en-
semble de points, les masses, uniquement reliés par des res-
sorts. L’avantage d’un tel modèle est d’être simple à implémen-
ter et d’être rapide à simuler. Toutefois, ce type de modèle ne
permet pas de prendre en compte les énergies de flexion et de
torsion des fibres. Pour tout de même modéliser les déforma-
tions en flexion et en torsion, on peut ajouter des ressorts entre
des particules non adjacentes ou encore entre des noeuds vir-
tuels (Selle, Lentine et Fedkiw, 2008). Le problème ici est qu’il
est difficile de relier les propriétés de ces ressorts aux propriétés
élastiques des fibres.
Des modèles plus élaborés ont été développés, à la suite
de Pai (2002) qui a introduit dans la communauté du graphique
le modèle de tige de Cosserat (Cosserat et Cosserat, 1909) en
s’intéressant à la position statique de fils chirurgicaux. Le but
de ces modèles est de coupler de manière intrinsèque la posi-
tion de la fibre, donnée par sa ligne moyenne, à son orientation.
Le modèle de Cosserat consiste à associer à la courbe décrivant
la fibre, un repère matériel qui modélise son orientation. Ce re-
père matériel est en particulier construit avec la vecteur tangent
unitaire à la ligne moyenne. En s’appuyant sur cette représen-
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tation, Spillmann et Teschner (2007) ont développé le modèle
CoRdE, qui décrit les fibres par des suites de points auxquels
sont attachés des quaternions qui représentent le repère maté-
riel. Le problème ici est que l’orientation donnée par le quater-
nion est découplée de la ligne moyenne. Ainsi, dans ce modèle,
il est nécessaire d’ajouter des contraintes pour réaliser ce cou-
plage et s’assurer que le vecteur tangent donné par le quater-
nion correspond bien au vecteur tangent à la ligne moyenne.
Pour intégrer de manière intrinsèque ce couplage, une autre
approche consiste à associer à chaque point un angle représen-
tant la rotation du repère matériel par rapport au repère de Bi-
shop (Bishop, 1975) de la courbe centrale. C’est le principe qui
régit le modèle des Discrete Elastic Rods (Bergou et al., 2008).
Les modèles que nous avons présentés précédemment sont
des modèles nodaux à coordonnées maximales, c’est-à-dire
qu’ils décrivent les fibres avec comme coordonnées les positions
de points pris sur la courbe centrale. Certaines propriétés ne
sont donc pas intrinsèquement assurées, en particulier pour les
fibres leur inextensibilité. Cette inextensibilité peut être prise
en compte en ajoutant des ressorts entre les noeuds, avec une
résistance forte à la déformation, ce qui peut conduire à des
problèmes de stabilité numérique. Et en modélisant cette inex-
tensibilité par des contraintes externes, on introduit des modi-
fications de l’énergie de la fibre artificielles. Le principal défaut
des modèles à coordonnées maximales est qu’ils ont plus de
coordonnées que de degrés de liberté réels. Il faut donc trouver
des méthodes à la fois physiquement réalistes et numérique-
ment stables pour contraindre ces coordonnées à rester dans
l’espace admissible de la cinématique.
À ces modèles s’opposent les modèles en coordonnées mi-
nimales, comme le modèle de chaîne articulée de segments ri-
gide (Hadap, 2006) ou encore le modèle des super-hélices (Ber-
tails et al., 2006). Le premier s’inspire de la robotique et utilise
pour la résolution de la dynamique l’algorithme de Feathers-
tone (Featherstone, 1987). Il est à noter que Hadap (2006) dé-
veloppe une méthode pour associer la géométrie des fibres aux
forces angulaires à chaque jonction de sorte que la forme géo-
métrique est la forme à l’équilibre de la fibre sous l’action de la
gravité. Il utilise pour cela une technique de dynamique inverse
due à Featherstone (Featherstone, 1987), développée pour la
robotique. Hadap insiste d’ailleurs dans cet article sur le fait
que la dynamique inverse ne peut pas s’appliquer aisément à
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des modèles en coordonnées maximales. Le second modèle est
celui qui va nous intéresser dans cette thèse.
2.1.1 Super-hélices
Dans cette thèse, nous allons nous appuyer sur le modèle des
super-hélices. Ce modèle est décrit par des courbes G1 en hé-
lices par morceaux (voir figure 4) dont les courbures et torsions
en constituent les coordonnées. Ce modèle a le grand avantage,
à l’instar de celui de Hadap, de garantir de manière intrinsèque
l’inextensibilité des fibres. De plus, comme il est décrit par des
hélices, éléments d’ordre supérieur aux segments, il permet de
décrire des fibres bouclées avec moins d’éléments que le mo-
dèle des chaînes articulées de segments rigides.
Description
Ce modèle est décrit en détail dans (Bertails et al., 2006 ;
Bertails, 2006). Nous donnons ici les éléments dont nous al-
lons avoir besoin dans cette thèse, et renvoyons le lecteur aux
références citées pour plus de détails. Comme nous l’avons écrit
plus haut, le modèle des super-hélices est décrit par des courbes
G1 en hélices par morceaux, avec un bord encastré (par exemple
la racine d’un cheveu) et l’autre bord libre. Il est pourvu d’un
repère matériel à l’origine (t0, n10, n20) qui évolue continûment
le long de la ligne moyenne. Le modèle est paramétré par deux
grandeurs physiques, que nous supposerons uniformes le long
de la fibre : son élasticité ou module d’Young, noté E et sa
masse volumique, notée ρ. Chaque élément d’hélice d’indice
i est décrit par sa longueur li qui est constante dans le temps,
par deux courbures et une torsion matérielles κ1i, κ2i, τi qui
sont les coordonnées du modèle et par deux courbures et une
torsion naturelles κ01i, κ
0
2i, τ
0
i qui sont constantes dans le temps
et qui représentent la géométrie intrinsèque, ou géométrie au
repos sous l’action d’aucune force extérieure, de la fibre (fri-
sure naturelle de la fibre).
Dynamique
La dynamique d’une super-hélice est donnée par l’équation
suivante :
Mκ¨+K(κ− κ0) = F(κ, κ˙),
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Figure 4: Géométrie du modèle des super-hélices. Chaque élément hélicoïdal
(il y en a cinq ici) est représenté par une couleur.
où M est la matrice de masse symétrique définie positive, dense,
de taille 3n si n est le nombre d’éléments constituant la super-
hélice. K est une matrice diagonale, qui dépend linéairement
du module d’Young E de la super-hélice, et F regroupe toutes
les autres forces s’appliquant à la super-hélice, et en particulier
la force de gravité qui dépend linéairement de la masse volu-
mique ρ. Le vecteur κ regroupe les courbures et torsions de
chaque élément, et κ0 les courbures et torsions naturelles.
La super-hélice possède une énergie potentielle élastique, qui
peut être formulée comme suit :
Eel =
1
2
(κ− κ0)
TK(κ− κ0)
et lorsqu’elle subit l’action de la gravité, possède une énergie
potentielle de gravité qui peut s’écrire sous la forme suivante :
Eg = ρSg
∫L
0
z(s)ds
où S est la section de la super-hélice, g la norme du vecteur de
pesanteur, L la longueur de la super-hélice et z(s) est la hauteur
du point d’abscisse curviligne s. Ces énergies potentielles vont
jouer un rôle important dans le calcul de la géométrie intrin-
sèque des super-hélices dans le cas où la force de gravité s’ap-
plique, sans contact, puisque nous déterminerons la valeur de
κ0 en annulant le gradient de l’énergie potentielle d’une super-
hélice.
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2.2 modèle de contacts
Dans cette thèse, nous allons modéliser les contacts frottants
à l’aide de contraintes unilatérales, qui sont plus robustes et
plus précises que les modèles à base de pénalités. Le modèle de
contact que nous allons considérer dans cette thèse est celui des
contacts frottants de Signorini-Coulomb. On peut trouver une
description complète de ce modèle dans (Cadoux, 2009). C’est
un modèle de contact assez riche pour capturer l’effet de seuil
propre aux contacts frottants - lorsqu’on pousse une armoire,
elle ne se met à bouger que lorsque la force qu’on y applique
dépasse un seuil qui dépend de la force de réaction qu’elle subit
de la part du sol. Cet effet de seuil est très important dans les
assemblées de fibres et il n’est pas possible de la capturer par
un modèle régularisé classique.
2.2.1 Notations et cône de Coulomb
Considérons deux objets A et B en contact au point P, repré-
sentés 5. Considérons la normale eN au point de contact, prise
dans une direction quelconque. Notons u la vitesse de l’objet A
par rapport à l’objet B au point P. Notons r la force exercée par
B sur A au point de contact. Le modèle de Signorini-Coulomb
relie la force exercée par l’objet B sur l’objet A à la vitesse re-
lative de A par rapport à B au point de contact. Pour cela, et
pour prendre en compte l’effet de seuil que nous avons évoqué
précédemment, le modèle de Coulomb s’appuie sur la notion
de cône de Coulomb au point de contact. Ce cône de Coulomb
au point de contact P est défini comme suit :
K(µ, eN) = {x ∈ R3, ‖xT‖ 6 µxN} (1)
où µ est le coefficient de frottement au point de contact, et xN et
xT sont les composantes respectivement normale et tangentielle
de x selon eN, c’est-à-dire
xN = 〈x , eN〉 (2)
xT = x− xNeN (3)
Notons ici que xN est un scalaire et xT un vecteur.
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Figure 5: Deux objets A et B en contact au point P.
2.2.2 Modèle de contact frottant de Signorini-Coulomb
Le lien que fait le modèle de contact frottant de Coulomb
entre la force exercée par B sur A et la vitesse relative de A par
rapport à B au point P se sépare en 3 cas, représentés figure 6 :
– Adhérence : dans ce cas, l’objet A est immobile par rapport
à l’objet B (figure 6 en haut). Il lui est collé. Donc, u = 0 et
dans ce cas, la force r est dans le cône de Coulomb, soit
u = 0 et r ∈ K(µ, eN).
– Glissement : dans ce cas, l’objet A glisse par rapport à
l’objet B, tout en restant en contact (figure 6 au centre).
Donc, uN = 0 et uT 6= 0 et dans ce cas, la force r se trouve
sur la frontière du cône de Coulomb, soit
uN = 0 et uT 6= 0 et r ∈ ∂K(µ, eN).
– Décollement : dans ce cas, le contact entre A et B est
rompu (figure 6 en bas), et la vitesse relative de A par rap-
port à B sur la normale au contact est positive, soit
uN > 0 et r = 0.
Ces trois cas reliant la vitesse relative entre A et B au point
de contact P et la force de contact exercée par B sur A peuvent
se résumer dans la condition que nous appellerons condition
de Signorini-Coulomb :
(u, r) ∈ C(eN, µ)
⇐⇒

r = 0 et uN > 0 (décollage)
r ∈ Kµ et u = 0 (adhérence)
r ∈ ∂Kµ, uN = 0
et ∃α > 0, uT = −αrT (glissement)
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Figure 6: Les trois cas du contact frottant de Signorini-Coulomb. En haut,
le cas d’adhérence, où l’objet A ne bouge pas par rapport à l’objet
B. Au centre, le cas de glissement, où l’objet A glisse sur l’objet
B et en bas, le cas du décollement, où le contact est rompu entre
A et B.
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2.2.3 Modification de la dynamique des super-hélices
Les contacts frottants ajoutent donc une force à la dynamique
des super-hélices. La nouvelle dynamique s’écrit alors :
Mκ¨+K(κ− κ0) = F(κ, κ˙) + JTr
u = J κ˙+w
∀contact i, (ui, ri) ∈ C(eN,i, µi),
où r regroupe les forces de contact à chaque point de contact,
u sont les vitesses de la super-hélice en ces points de contacts,
reliées à κ˙ par la matrice J et la vitesse de l’objet en contact avec
la super-hélice w.
On trouvera dans (Daviet, Bertails-Descoubes et Boissieux,
2011) un algorithme pour la résolution robuste et efficace de ce
problème. L’idée générale sous-jacente est d’écrire le problème
de la dynamique sous une forme de complémentarité équiva-
lente en posant d’abord :
Wr + b = u
∀i, (ui, ri) ∈ C(eN,i, µi),
avec W = JM−1JT et b = w+ JM−1. En faisant le changement
de variable suivant (De Saxcé et Feng, 1998) :
∀i u˜i = ui + µi‖uT,i‖eN,i,
alors la condition de Signorini-Coulomb devient :
(ui, ri) ∈ C(eN,i, µi)⇐⇒ K( 1
µi
, eN,i) 3 u˜i⊥ri ∈ K(µi, eN,i). (4)
En modifiant la fonction de Fischer-Burmeister (Fischer, 1992),
il est alors possible de construire une fonction f telle que :
(ui, ri) ∈ C(eN,i, µi)⇐⇒ f(u˜i, ri) = 0.
Le problème de la dynamique est donc rapporté à un problème
de recherche de racine, qui peut-être résolu contact par contact,
à l’aide de l’algorithme de Gauss-Seidel.
Première partie
G É O M É T R I E

3
A P P R O X I M AT I O N PA R U N E C O U R B E G 1 E N
H É L I C E S PA R M O R C E A U X
De manière informelle, le problème que nous voulons ré-
soudre est celui d’approcher une courbe de l’espace par une
courbe en hélices par morceaux. Ce problème est intéressant au-
delà de son utilisation pour transformer des fibres numérisées
en super-hélices, puisqu’il trouve des applications en modéli-
sation numérique en biologie ou en chimie. Dans la deuxième
partie de ce chapitre, nous étudierons plusieurs travaux précé-
dents qui ont été menés pour résoudre notre problème ou un
problème similaire.
3.1 problème de l’approximation par une courbe G1
en hélices par morceaux
Le problème général que nous souhaitons résoudre est ce-
lui d’approcher la géométrie d’une courbe quelconque de l’es-
pace par celle du modèle des super-hélices. Or, nous l’avons
vu, les super-hélices sont décrites par des courbes G1 en hé-
lices par morceaux. Ainsi, le problème que nous allons étu-
dier dans toute cette partie est celui d’approcher une courbe
quelconque de l’espace par une courbe G1 en hélices par mor-
ceaux. Dans les chapitres suivants, nous allons construire un
algorithme pour résoudre ce problème. Précisons un peu les
entrées et les sorties de cet algorithme. En sortie, nous voulons
donc une courbe G1 en hélices par morceaux. Cette courbe de-
vra ensuite être simulée par le modèle des super-hélices. Or, ce
modèle est plus précis, mais aussi plus coûteux à mesure que
le nombre d’hélices augmente. Donc, il est nécessaire, dès l’ap-
proximation géométrique, de contrôler facilement le nombre
d’éléments. C’est pourquoi l’algorithme qui va résoudre notre
problème prendra en paramètre le nombre N d’éléments à uti-
liser pour la courbe en hélices par morceaux. De plus, notre
algorithme s’appuie sur certaines propriétés différentielles de
la courbe d’entrée, comme la tangente. C’est la raison pour la-
quelle nous choisissons en entrée de cet algorithme des splines
cubiques de Bézier. Ce sont des courbes très répandues en infor-
matique graphique et en conception géométrique, qui ont une
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description analytique qui permet de calculer en tout point la
le vecteur tangent à la courbe. Enfin, nous disposons d’un algo-
rithme permettant d’approcher aussi près qu’on le souhaite une
séquence de points 3d par une spline cubique de Bézier. Cet al-
gorithme a été conçu pour la 2d et présenté dans (Schneider,
1990) et a été implémenté dans le logiciel libre inkscape (Gould
et al., 2003). Il est très aisé de transformer cet algorithme pour
qu’il traite des courbes en 3d.
En résumé, nous allons résoudre le problème d’approcher
une spline cubique de Bézier 3d par une courbe G1 en hélices
par morceaux, dont le nombre de morceaux N est fixé.
3.2 travaux précédents
Comme nous l’avons évoqué en introduction, les objets élan-
cés se retrouvent partout dans la nature. Nous pouvons même
aller un peu plus loin et avancer que les objets en forme d’hé-
lices sont très présents eux-mêmes (Chouaieb, Goriely et Mad-
docks, 2006) dans les domaines de la chimie et de la biolo-
gie. Dans cette section, nous allons voir plusieurs approches
qui ont été développées pour répondre au problème d’appro-
cher des structures élancées par des hélices. D’abord, nous re-
garderons du côté de l’estimation des paramètres d’une hélice,
étant donné un nuage de points décrivant cette hélice. Ensuite,
nous nous pencherons sur les approches par optimisation qui
consistent à minimiser la distance entre une courbe en entrée
et une hélice approchante. Enfin, nous nous intéresserons aux
méthodes par interpolation, qui consistent à extraire une sous-
partie de la courbe d’entrée et à l’interpoler par une courbe en
hélices par morceaux.
3.2.1 Méthodes par identification des paramètres
Les méthodes par identification (Enkhbayar et al., 2008 ; Nie-
vergelt, 1997 ; Christopher, Swanson et Baldwin, 1996) sont
utilisées en biologie et en chimie pour retrouver les paramètres
géométriques (axe, rayon, pas) d’une hélice à partir d’un nuage
de points décrivant cette hélice, comme illustré figure 7. Ces mé-
thodes construisent souvent l’hélice en calculant d’abord son
axe. On retrouve dans (Christopher, Swanson et Baldwin,
1996) plusieurs manières d’effectuer ce calcul, avec une compa-
raison des performances de chaque approche. Une fois l’axe de
l’hélice obtenu, il ne reste plus qu’à déterminer le rayon de l’hé-
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Figure 7: Les points noirs sont des points qui reposent sur une hélice (ici
avec du bruit). En marron, l’hélice correspondante.
lice ainsi que son pas (Nievergelt, 1997). Dans (Enkhbayar et
al., 2008), les auteurs ajoutent à la fin de ces calculs une phase
d’optimisation pour améliorer encore les paramètres estimés.
Ces méthodes ne sont pas vraiment adaptées à notre pro-
blème ; elles n’ont pas été construites dans ce but. D’abord,
elles supposent des points régulièrement espacés sur l’hélice
de départ, en particulier pour calculer son axe. Même sans cette
contrainte, ces méthodes peuvent se montrer assez sensibles au
bruit, comme illustré figure 8, et c’est d’ailleurs pour cette rai-
son que Enkhbayar et al. (2008) ajoute une phase d’optimi-
sation. Toutefois, même en considérant cette phase d’optimisa-
tion finale, il reste que ces méthodes sont adaptées à l’estima-
tion d’une hélice étant donnés des points sur cette hélice. En
d’autres termes, ces méthodes ont pour but d’identifier les pa-
ramètres d’une hélice. C’est pourquoi ces méthodes échouent
lorsqu’il s’agit d’approcher par une hélice une courbe qui n’est
pas une hélice.
3.2.2 Méthodes par optimisation
Nous voulons construire une courbe en hélices par morceaux
qui soit proche d’une spline de Bézier donnée, si bien que
les méthodes par optimisation sont probablement celles qui
viennent le plus immédiatement à l’esprit. Ce que nous cher-
chons à faire, c’est minimiser la distance entre une spline de Bé-
zier et une courbe en hélices par morceaux approchante. Ces ap-
proches trouvent une légitimité dans les travaux de Sloss (Sloss,
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Figure 8: Effet du bruit sur l’identification des paramètres pour l’algorithme
décrit dans (Nievergelt, 1997). En (a), sans bruit, l’identifica-
tion des paramètres produit une hélice précise. En (b), avec un
bruit très léger, l’hélice produite est satisfaisante, même si impar-
faite. Avec un bruit plus important, en (c), l’identification des
paramètres produit une hélice loin de l’hélice originale.
1970), qui a montré qu’on pouvait approcher une courbe quel-
conque par une courbe en hélice par morceaux, aussi près que
voulu. Plus précisément, Sloss montre que toute courbe C3, no-
tée Γ , peut être approchée par une courbe en hélices par mor-
ceaux, hélas non nécessairement G1, mais seulement continue,
ou G0, de sorte que la courbe en hélices par morceaux soit com-
prise dans la région cylindrique autour de Γ de rayon  choisi
à l’avance, voir figure 9.
Les méthodes par optimisation procèdent par la minimisa-
tion d’une distance. Nous pouvons donc les catégoriser selon
la distance considérée entre deux courbes. Dans (Bergbom, Mu-
seth et Roble, 2007) et dans notre travail préliminaire sur ce su-
jet (Derouet-Jourdan, Bertails-Descoubes et Thollot, 2011),
nous retrouvons deux méthodes semblables qui s’appuient sur
une distance construite comme une somme de distances sépa-
rant des couples de points, soit une version discrète de la dis-
tance L2. Plus précisément, ces deux méthodes échantillonnent
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Figure 9: Illustration du théorème de Sloss, ici dans le plan. En noir, la
spline de départ et en rouge le cylindre de rayon  autour de cette
spline. En bleu, une courbe G0 en arc de cercles par morceaux
comprise dans ce cylindre.
la courbe en entrée, ici la spline de Bézier, et la courbe ap-
prochante, ici la courbe en hélices par morceaux, pour obte-
nir le même nombre de points sur chacune des courbes. En-
suite, chaque point de la courbe en entrée est mis en correspon-
dance avec un point de la courbe approchante et les méthodes
de (Bergbom, Museth et Roble, 2007) et (Derouet-Jourdan,
Bertails-Descoubes et Thollot, 2011) consistent alors à ré-
soudre le problème aux moindres carrés donné par la somme
des distances au carré séparant chaque point de la courbe en
entrée de son point correspondant sur la courbe approchante.
Dans (Piuze, Kry et Siddiqi, 2011), la distance considérée est
la distance de Fréchet qui est particulièrement adaptée pour
mesurer la différence entre deux courbes. Cette distance est dé-
crite dans (Alt et Godau, 1995) et correspond grossièrement à
la longueur minimale d’une laisse nécessaire à un homme qui
suivrait la première courbe pour promener son chien qui sui-
vrait la seconde courbe, pas nécessairement à la même vitesse
que son maître, mais toujours en avançant, jamais en reculant.
Nous reviendrons plus loin, dans la partie concernant les ré-
sultats de notre algorithme, sur cette distance. Pour le moment,
notons simplement que cette distance mesure bien la différence
entre deux courbes, mais qu’elle est assez difficile à calculer
en pratique pour des courbes quelconques. Dans (Piuze, Kry
et Siddiqi, 2011), les auteurs décrivent un algorithme qui ap-
proche une courbe spatiale par une hélicoïde généralisée, ou
plus précisément par la trace d’une hélicoïde généralisée. Es-
sentiellement, une hélicoïde généralisée est une surface obte-
nue par rotation et translation à vitesse constante d’une courbe
autour d’un axe donné. La trace produite par cette hélicoïde
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Figure 10: Une hélicoïde obtenue en appliquant une rotation et une transla-
tion à un segment. La trace obtenue, affichée ici en noir, est une
hélice.
généralisée est alors la courbe décrite par un point donné de la
courbe qui effectue la rotation et la translation, voir figure 10.
Dans (Piuze, Kry et Siddiqi, 2011), les auteurs minimisent donc
la distance de Fréchet séparant la courbe spatiale en entrée de
cette trace, en utilisant l’algorithme de Nelder-Mead, qui est un
algorithme de minimisation sans gradient.
Le problème de ces méthodes est qu’il est difficile de conver-
ger à cause du caractère non-convexe de la fonction à minimiser.
Ces méthodes ont alors de grosses difficultés à produire des
résultats proches de ce que l’on visait, particulièrement si la
courbe de départ est complexe. Nous renvoyons le lecteur aux
sous-sections 4.6.2 et 4.6.3 du chapitre suivant pour des résul-
tats qualitatifs et quantitatifs de l’application d’un algorithme
fondé sur l’optimisation à différents jeux de données.
3.2.3 Méthodes par interpolation
L’interpolation consiste à reconstruire un objet à partir d’un
ensemble fini de valeurs. Par exemple, interpoler deux points
par une courbe consiste à construire une courbe partant du pre-
mier point et atteignant le second. Donc lorsque l’on souhaite
construire une courbe en hélice par morceaux à partir d’une
autre courbe Γ , on peut essayer de prendre des points sur Γ
pour les interpoler par une courbe en hélices par morceaux, de
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Figure 11: Il y a une infinité d’arcs de cercles qui interpolent les points p0
et p1.
sorte que chaque couple de points successifs soit interpolé par
exactement 1 hélice.
Comme précisé plus haut, interpoler deux points par 1 hé-
lice consiste à trouver une hélice qui part du premier point et
atteint le second point. Le problème ici, c’est que si l’on prend
deux points quelconques, il y a une infinité d’hélices qui les in-
terpolent. On peut regarder dans le cas trivial de la 2d avec des
arcs de cercles pour en avoir l’intuition, figure 11.
Considérons le cas du plan. Puisqu’il y a une infinité d’arcs
de cercle possibles, nous pouvons ajouter une contrainte, par
exemple le vecteur tangent au point de départ. Dans ce cas-là,
nous souhaitons que l’arc de cercle interpolant parte du pre-
mier point avec le vecteur tangent fixé. Dans le plan, cela ré-
duit le problème à une solution unique. Et pour interpoler les
points suivants, il ne reste qu’à transmettre le vecteur tangent,
comme représenté sur la partie gauche de la figure 12. Qu’en
est-il dans l’espace ? Nous trouvons dans (Goriely, Neukirch
et Hausrath, 2009) l’approche des polyhélices, qui interpole
des points 3d par une courbe en hélice par morceaux, en fixant,
non seulement le premier vecteur tangent, mais le repère de
Frenet tout entier, et en le transmettant ensuite le long des hé-
lices, comme sur la partie droite de la figure 12.
Cette méthode présente deux inconvénients lorsque l’on sou-
haite approcher une courbe donnée. Le premier, c’est qu’elle
reconstruit une courbe pour laquelle le repère de Frenet évo-
lue de manière continue, ce qui est plus fort que G1 qui est la
continuité du vecteur tangent seul et qui restreint donc les pos-
sibilités de l’approximation. Nous invitons le lecteur à consulter
l’annexe C pour plus de détails.
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Figure 12: À gauche, interpolation de trois points pris sur la spline en noir
par la méthode des polyhélices, restreinte à la 2d. Le vecteur
tangent au premier point est transmis au second point pour la
construction du second arc de cercle. À droite, interpolation de
4 points de l’espace par des hélices, avec transmission du repère
de Frenet fixé au premier point (image tirée de (Goriely, Neu-
kirch et Hausrath, 2009)).
Figure 13: Oscillations autour de la courbe lorsque nous interpolons le pre-
mier vecteur tangent et une séquence de points.
De plus, pour passer par tous les points, la courbe en hélice
par morceaux à tendance à osciller autour de la courbe de dé-
part, comme mis en évidence sur la figure 13 dans le cas de
la 2d avec des arcs de cercles. Ce phénomène peut s’expliquer
par le caractère premier ordre de cette approche, qui fait fi des
aspects différentiels de la courbe de départ, pour se concentrer
sur sa géométrie simple. En somme, nous restons près de la
courbe de départ parce que nous allons passer par des points
pris sur cette courbe, quitte à varier beaucoup entre chaque
couple de points.
Il semble donc que la position d’un nombre fini de points de
la courbe n’est pas suffisante pour décrire correctement cette
courbe. Nous devons ajouter plus d’information, d’ordre plus
élevé. L’idée que nous avons eue est d’interpoler non seulement
les points, mais aussi les vecteurs tangents à ces points. Nous
espérons alors mieux conserver l’aspect global de la courbe, et
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Figure 14: Exemples de biarcs interpolant deux points et deux vecteurs tan-
gents donnés. Il est possible de démontrer que le lieu des points
de raccord des deux arcs de cercles formant chaque biarc est un
cercle. Ainsi, trouver le meilleur biarc interpolant deux points
et deux vecteurs tangents revient à trouver le meilleur point de
raccord sur ce cercle.
limiter les oscillations. Seulement il y a un problème de taille. Il
est impossible, dans le cas général, d’interpoler deux points et
deux vecteurs tangents par un unique arc d’hélice. C’est un ré-
sultat que nous devons à Ghosh (Ghosh, 2010), qui a développé
pour résoudre ce problème une primitive géométrique appelée
bihélice, qui consiste en deux hélices raccordées de manière G1.
Cette primitive géométrique est une extension 3d d’une autre
primitive 2d bien connue, les biarcs (Bolton, 1975), qui sont
deux arcs de cercles raccordés de manière G1. Ces primitives
permettent d’interpoler deux points et deux vecteurs tangents
dans le cas général, même si une infinité de biarcs ou de bihé-
lices interpolent deux points et deux vecteurs tangents donnés,
comme illustré figure 14.
Puisque interpoler points et vecteurs tangents est un pro-
blème sur-contraint, et puisque interpoler seulement les points
conduit à des oscillations indésirables, nous allons interpoler
seulement les vecteurs tangents, c’est-à-dire que nous allons
déplacer les points pour faire en sorte que leurs nouvelles posi-
tions rendent possible l’interpolation avec les vecteurs tangents
par une unique hélice. Nous avions résolu le problème planaire
d’interpolation par des arcs de cercles dans un travail antérieur
à cette thèse (Derouet-Jourdan, Bertails-Descoubes et Thol-
lot, 2010). L’algorithme mis au point alors avait été appelé
algorithme des tangentes flottantes. Son principe est de s’ap-
puyer sur une condition de co-circularité qui va déterminer la
position des points. Dans le cas planaire, la condition de co-
circularité de deux points et deux vecteurs tangents avait le
bon goût d’être linéaire en les points. Essentiellement, le vec-
teur donné par la différence des deux points devait se trouver
dans un sous-espace vectoriel donné par les deux vecteurs tan-
gents, voir figure 15.
38 approximation par une courbe g1 en hélices par morceaux
Figure 15: À gauche, nous constatons que dans le cas général, il est impos-
sible d’interpoler deux points et deux vecteurs tangents par un
unique arc de cercle, sauf si, comme à droite, les deux points sont
placés sur une droite dont la direction est donnée par l’orthogo-
nal à la différence des vecteurs tangents.
Le problème est maintenant d’étendre cet algorithme au cas
de l’espace et de l’interpolation par des hélices. Dans sa thèse,
Ghosh a énoncé et partiellement démontré une condition de
co-hélicité (Ghosh, 2010). Nous reviendrons sur ce théorème
en détail dans la suite et consacrerons un chapitre à complé-
ter la démonstration de Ghosh. Ce que nous pouvons dire dès
maintenant, c’est que la condition de co-hélicité en 3d est la
même que la condition de co-circularité en 2d. Par conséquent,
nous allons pouvoir construire un algorithme des tangentes flot-
tantes en 3d qui sera similaire à celui en 2d. C’est l’objet du
prochain chapitre, dans lequel nous appliquerons aussi à dif-
férents jeux de données notre algorithme pour en éprouver la
robustesse et l’efficacité.
4
A L G O R I T H M E D E S TA N G E N T E S F L O T TA N T E S
Dans ce chapitre, nous proposons l’algorithme des tangentes
flottantes en 3d, pour approcher des splines de Bézier 3d par
des courbes G1 en hélices par morceaux. Cet algorithme est une
extension à la 3d de l’algorithme des tangentes flottantes pla-
naire pour l’approximation par des courbes en arcs de cercles
par morceaux, que nous avions mis au point avant ce travail de
thèse, dans (Derouet-Jourdan, Bertails-Descoubes et Thol-
lot, 2010).
Cet algorithme s’appuie sur la condition de co-hélicité telle
qu’elle a été décrite par Ghosh dans sa propre thèse. Dans la
suite, nous préciserons cette condition, puis verrons comment
elle nous conduit au déplacement des points pour l’interpola-
tion. Ensuite, nous poserons le calcul effectif de l’hélice interpo-
lante étant donnés deux points et deux vecteurs tangents. Nous
donnerons ainsi l’algorithme des tangentes flottantes tel qu’il
peut être utilisé en 3d pour l’approximation par des courbes
G1 en hélices par morceaux. Pour conclure ce chapitre, nous
appliquerons cet algorithme à plusieurs jeux de données pour
en étudier la précision et la rapidité, en le comparant notam-
ment à un algorithme d’optimisation.
4.1 condition de co-hélicité de ghosh
Dans sa thèse, Ghosh a énoncé un résultat capital pour notre
travail, qui donne une condition nécessaire et suffisante à l’exis-
tence d’une hélice interpolant deux points et deux vecteurs tan-
gents. Dans le cas où l’on considère que cette hélice est courte,
c’est-à-dire qu’elle ne fait pas un tour complet autour de son
axe (voir figure 16 et définition précise en chapitre 5), alors la
condition de Ghosh assure aussi son unicité. Cette condition est
donnée dans le théorème suivant :
Théorème 1 (de Ghosh). Soit deux points p0 et p1 distincts, munis
de deux vecteurs tangents respectifs, unitaires et non colinéaires, t0
et t1. Il existe une unique hélice courte partant du point p0 avec pour
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Figure 16: Exemple d’une hélice courte (à gauche) et d’une hélice longue (à
droite). Une hélice courte ne fait pas un tour complet autour de
son axe (ici z). Notons que projeté dans le plan orthogonal à son
axe, une hélice décrit un arc de cercle (en pointillé). Dans le cas
d’une hélice courte, cet arc de cercle est strict, c’est à dire un arc
de cercle qui ne constitue pas un cercle complet, contrairement
au cas d’une hélice longue.
vecteur tangent t0 et joignant le point p1 avec pour vecteur tangent
t1 si et seulement si
〈p1 − p0 , t1 − t0〉 = 0 (5)
Il est notable que cette condition soit identique à la condition
de co-circularité présente dans (Derouet-Jourdan, Bertails-
Descoubes et Thollot, 2010). En effet, nous avions écrit que
dans le plan, deux points p0 et p1 munis de leurs vecteurs tan-
gents respectifs t0 et t1 étaient co-circulaires si et seulement si il
existait un scalaire α tel que
p1 = p0 +αd
où d était un vecteur orthogonal à t1− t0, ce qui revient à écrire
que p1 − p0 est orthogonal à t1 − t0. Alors, en 2d, deux points
et deux vecteurs tangents sont interpolables par un unique arc
de cercle si et seulement si les deux points sont sur une droite
orthogonale à la différence des vecteurs tangents. En 3d, c’est
la même condition, avec pour seule différence que l’orthogonal
d’un vecteur dans l’espace est un plan et non une droite. En
d’autres termes, deux points et deux vecteurs tangents sont in-
terpolables par une unique hélice si et seulement si p1 est dans
le plan orthogonal à la différence des vecteurs tangents et qui
passe par p0. Dans le cas le plus général, deux points et deux
vecteurs tangents sont interpolables par un arc de cercle en 2d
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ou un arc d’hélice en 3d lorsque le point p1 est dans l’hyper-
plan orthogonal à la différence des vecteurs tangents passant
par le point p0.
4.2 algorithme des tangentes flottantes
Nous construisons maintenant l’algorithme des tangentes
flottantes, dans ses grands principes. En entrée, nous avons une
spline de Bézier, et un nombre d’hélices pour la courbe appro-
chante N. L’algorithme des tangentes flottantes suit 3 grandes
étapes
1. Découpage de la spline pour extraire des points dits de
rupture, c’est-à-dire des points munis de leurs vecteurs
tangents respectifs à la spline de Bézier et que nous allons
chercher à interpoler par une courbe en hélice par mor-
ceaux. Nous avons donc besoin d’extraire N+ 1 points de
rupture.
2. Relaxation des points de rupture pour satisfaire la condi-
tion de co-hélicité de Ghosh. Cette étape consiste à dépla-
cer les points, en minimisant ce déplacement pour que les
nouvelles positions rendent possible l’interpolation des
nouveaux points et des vecteurs tangents par des hélices.
3. Interpolation des points de rupture pour construire la
courbe G1 en hélices par morceaux.
4.3 découpage de la spline
Notre méthode pour découper la spline est très simple. En
effet, elle consiste essentiellement à sur-échantillonner la spline
de Bézier pour l’approcher par une ligne brisée et calculer les
abscisses curvilignes de chacun des points sur cette ligne bri-
sée. Nous connaissons ainsi une approximation de la longueur
de la spline de départ, ce qui nous permet de découper alors
cette spline en N sous-morceaux d’approximativement même
longueur.
4.4 relaxation des points
Nous allons maintenant nous appuyer sur la condition de
co-hélicité de Ghosh pour relâcher la position des points, en
conservant leurs vecteurs tangents respectifs. Notre but est
donc de déplacer ces points de sorte qu’ils vérifient avec leurs
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vecteurs tangents la condition de co-hélicité. Pour que chacun
de ces points reste proche de la courbe de départ, nous allons
minimiser ce déplacement en terme de carré de la distance eu-
clidienne. Après avoir examiné le cas de la 2d pour obtenir les
intuitions nécessaires, nous traiterons le cas qui nous intéresse
ici, celui de la 3d.
4.4.1 Cas de 2 points en 2d
Prenons deux points du plan p0 et p1 munis de leurs vecteurs
tangents respectifs t0 et t1. Pour qu’ils satisfassent la condition
de co-circularité, nous avons besoin que les deux points soient
sur une droite dont la direction est donnée par la différence des
deux vecteurs tangents. Notons d le vecteur directeur de cette
droite. Si nous notons p ′0 et p
′
1 les points déplacés, le problème
que nous avons ici est de minimiser les distances séparant p ′0
de p0 et p ′1 de p1. Or, la relation qui lie p
′
1 à p
′
0 est connue.
Nous pouvons écrire p ′1 comme une translation de p
′
0 selon un
vecteur colinéaire à d, que nous noterons donc αd. Ainsi, ce
que nous voulons minimiser devient la distance séparant p ′0 à
p0 et p1 à p ′0 + αd. En d’autres termes, nous cherchons donc à
résoudre le problème suivant :
min
p ′0,α
‖p ′0 − p0‖2 + ‖p ′0 +αd− p1‖2.
La fonction objectif f(p ′0, α) = ‖p ′0 − p0‖2 + ‖p ′0 + αd− p1‖2 est
quadratique convexe. Donc f trouve son minimum en un point
qui annule son gradient. Comme f est quadratique, son gra-
dient est affine. Ainsi, le problème de minimisation que nous
avions à résoudre se ramène à la résolution d’un système li-
néaire.
4.4.2 Cas de 2 points en 3d
Dans le cas de l’espace, posons deux points p0 et p1 munis
de leurs vecteurs tangents t0 et t1. La condition de co-hélicité
de Ghosh nous dit que pour que ces deux points soient inter-
polables par une hélice, il faut et il suffit que les deux points
soient dans le plan orthogonal à la différence des vecteurs tan-
gents. Donc pour satisfaire cette condition, notons p ′0 et p
′
1 les
deux points déplacés de sorte qu’ils satisfassent la condition de
Ghosh. Nous pouvons donc écrire que p ′1 est l’image de p
′
0 par
une translation de vecteur contenu dans le plan vectoriel ortho-
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gonal à t1− t0. Si nous notons (d0,d1) une base de ce plan, nous
pouvons écrire alors
p ′1 = p
′
0 +α0d0 +α1d1
avec α0 et α1 deux scalaires. Si nous notons D la matrice | |d0 d1
| |

et a le vecteur
(
α0
α1
)
, alors nous pouvons écrire
p ′1 = p
′
0 +Da.
On retrouve une profonde similarité avec le cas du plan, et
en effet, nous obtenons un problème de minimisation en 3d qui
est du même type que celui en 2d, et que nous pouvons alors
résoudre là aussi à l’aide d’un système linéaire.
4.4.3 Cas de N+ 1 points en 3d
Nous considérons maintenant N+ 1 points p0, . . . pN, munis
de leurs vecteurs tangents respectifs t0, . . . tN. Notons p ′0, . . . p
′
N
les points déplacés de sorte que chaque couple de points succes-
sifs satisfasse la condition de Ghosh. Ainsi, d’après ce que nous
avons vu précédemment, nous pourrions écrire, pour chaque
couple de points successifs p ′i et p
′
i+1,
p ′i+1 = p
′
i +Diai
avec Di la matrice construite à partir d’une base (di,0,di,1) du
plan orthogonal à ti+1 − ti telle que
Di =
 | |di,0 di,1
| |

et ai un vecteur
(
αi,0
αi,1
)
∈ R2. On peut alors remplacer dans
cette équation p ′i par son expression, en fonction de pi−1, et
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remonter par récurrence jusqu’au point p ′0, ce qui nous donne,
pour tout point p ′i
p ′i = p
′
0 +
i−1∑
j=0
Djaj.
Le problème de minimisation devient alors
min
p ′0,A
N∑
i=0
‖p ′0 +
i−1∑
j=0
Djaj − p0‖2,
avec A l’ensemble des coefficients αi,0 et αi,1. Comme dans le
cas d’une unique hélice, la fonction objectif
f(p ′0, A) =
N∑
i=0
‖p ′0 +
i−1∑
j=0
Djaj − p0‖2
est une fonction quadratique convexe. Donc, résoudre ce pro-
blème revient à chercher la racine de son gradient qui est une
fonction affine. Il s’agit donc d’un problème trivial de résolu-
tion d’un système linéaire de rang plein. La construction de ce
système est détaillée en annexe A.
4.5 interpolation des points et des vecteurs tan-
gents
Nous supposons maintenant que nous avons deux points p0
et p1 munis de leurs vecteurs tangents respectifs et qui satis-
font la condition de co-hélicité de Ghosh. Nous savons qu’il est
donc possible d’interpoler les deux points et les deux vecteurs
tangents par une unique hélice. Mais comment pouvons-nous
déterminer cette hélice ? Plus précisément, nous connaissons de
cette hélice son point de départ avec son vecteur tangent, et un
point d’arrivée, avec son vecteur tangent. Comment alors cal-
culer le repère de Frenet au point de départ, la courbure et la
torsion de l’hélice ainsi que sa longueur ? Nous verrons dans la
démonstration constructive du théorème de Ghosh du chapitre
suivant une méthode pour calculer l’hélice interpolante. Dans
le but de construire complètement l’algorithme des tangentes
flottantes dès ce chapitre, nous résumons ici cette méthode :
1. Poser t0 = 〈t0 , t1〉.
2. Poser χ = (1−t0)〈p1−p0 , t1+t0〉√
2|〈p1−p0 , t1∧t0〉| .
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3. Résoudre H(ϕ∗) = −χ sur
◦
I0= ]arccos t0, 2pi − arccos t0[,
avec
H(ϕ) =
(1− t0) sinϕ+ϕ(t0 − cosϕ)
(ϕ cos ϕ2 − 2 sin
ϕ
2 )
√
t0 − cosϕ
.
4. Calculer τ¯ = sign〈p1 − p0 , t1 ∧ t0〉
√
t0−cosϕ∗
1−cosϕ∗ .
5. Calculer ω =
√
2(1−t0)(τ¯ϕ∗)2
‖p1−p0‖ .
6. Calculer Ω¯ = 11+t0 (τ¯(t1 + t0) + cot
ϕ∗
2 (t1 ∧ t0)).
7. Calculer Ω = ωΩ¯, τ = ωτ¯ et κ =
√
ω2 + τ2.
8. Calculer b0 = 1κ(Ω− τt0).
9. Calculer n0 = b0 ∧ t0.
10. Calculer l = ϕ∗ω .
11. Renvoyer l’hélice de courbure κ, de torsion τ, partant du
point p0 avec le repère de Frenet (t0,n0,b0) et de lon-
gueur l.
Il est important de donner quelques précisions. D’abord,
nous supposons que t0 ∈ ]−1, 1[ et que les points p0 et p1 sont
distincts. Ainsi, toutes les constantes posées ici sont bien for-
mées. De plus, nous verrons dans la démonstration du théo-
rème de Ghosh que l’équation posée au point 3 admet une
unique solution, car H est une bijection strictement croissante
de
◦
I0 sur R. Dans la pratique, nous résolvons cette équation
avec une simple dichotomie.
4.6 résultats
Dans cette section, nous allons tester notre algorithme des
tangentes flottantes sur plusieurs jeux de données. Dans un
premier temps, nous allons l’appliquer à de petits ensembles
de courbes synthétiques, et allons le comparer alors à un al-
gorithme d’optimisation. Après avoir introduit la procédure
de comparaison, nous donnerons les résultats dans les sous-
sections 4.6.2 et 4.6.3. Ensuite, nous appliquerons les tangentes
flottantes à de plus gros jeux de données, issus de donnés
réelles capturées automatiquement 4.6.4.
4.6.1 Procédure de test
Pour tester notre algorithme et le comparer à une méthode
d’optimisation, nous allons mesurer les temps de calcul pour
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approcher une spline par chaque algorithme, ce qui nous don-
nera une comparaison de la rapidité de chaque méthode. De
plus, nous allons évaluer la qualité de l’approximation en nous
appuyant sur la distance de Fréchet que nous avons déjà évo-
quée précédemment.
Algorithme d’optimisation
L’algorithme auquel nous allons comparer l’algorithme des
tangentes flottantes est un algorithme s’appuyant sur l’optimi-
sation, comme nous pouvons en trouver dans (Bergbom, Mu-
seth et Roble, 2007) ou dans notre travail préliminaire sur
le sujet (Derouet-Jourdan, Bertails-Descoubes et Thollot,
2011). Cet algorithme prend en entrée une spline de Bézier et
un nombre N d’éléments hélicaux pour la courbe approchante.
En sortie, il produit une courbe G1 en hélices par morceaux
constituée de N hélices. Il procède comme suit
1. Calculer la longueur l de la spline passée en entrée.
2. Découper la spline en N morceaux de même lon-
gueur pour lesquels on calcule les courbures et torsions
moyennes κ0 . . . κN−1 et τ0 . . . τN−1.
3. Construire une courbe en hélices par morceaux telle que :
– chaque élément d’hélice hi a pour longueur lN , pour
courbure κi et pour torsion τi,
– le repère de Frenet au point de départ coïncide avec le
repère de Frenet au premier point de la spline.
4. Échantillonner régulièrement la spline de Bézier pour ob-
tenir un ensemble de points S0, . . . Sm.
5. Échantillonner régulièrement la courbe en hélices par
morceaux pour obtenir un ensemble de points H0, . . . Hm.
6. Minimiser la fonction
f(κ0, . . . κN−1, τ0, . . . τN−1) =
m∑
i=0
‖Hi − Si‖2
grâce à l’algorithme classique de Levenberg-Marquardt,
très utilisé pour la résolution de problèmes de régression.
Distance de Fréchet
D’un point de vue formel, Alt et Godau (1995) définissent
la distance de Fréchet comme suit : étant donné deux courbes
spatiales
A : I→ R3 et B : J→ R3,
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la distance de Fréchet entre A et B est donnée par
δF(A,B) = inf
α : [0,1]→I
β : [0,1]→J
max
t∈[0,1]
‖A(α(t)) −B(β(t))‖
où α et β sont continues, strictement croissantes et bijectives.
L’avantage de cette mesure de distance entre deux courbes par
rapport à une distance couramment utilisée comme la distance
de Hausdorff est que la distance de Fréchet prend en compte le
sens de parcours des deux courbes. La distance de Hausdorff
ne considère les courbes que comme des ensembles de points,
ce qui conduit à obtenir des courbes proches pour cette distance
alors que les courbes sont visuellement dissemblables (Alt et
Godau, 1995).
En pratique, nous allons utiliser une variante discrète de la
distance de Fréchet, présentée dans (Eiter et Mannila, 1994).
Le calcul de cette distance de Fréchet discrète est plus simple
que celui de la distance de Fréchet générale et nous apparaît
comme une bonne approximation.
Jeux de données
Pour la comparaison, nous allons utiliser trois jeux de don-
nées synthétiques. Ces courbes ont été modelées par une ar-
tiste, Laurence Boissieux, et représentent des chevelures peu
fournies. Ces jeux de données contiennent chacun environ 240
splines qui mesurent toutes environ 30 cm et sont représen-
tés figure 17. Ces jeux de données ont l’avantage de présenter
chacun des courbes dont la complexité visuelle s’accroît. Ainsi,
nous voyons que les courbes du jeu A sont assez simples, c’est-
à-dire qu’elles paraissent presque droites et semblent varier
peu. Les courbes du jeu B quant-à-elles semblent un peu plus
complexes et présentent des variations un peu plus importantes
que celles du jeu A. Enfin, les courbes du jeu C apparaissent
plus complexes que celles de deux autres jeux et varient plus.
Nous allons maintenant introduire une mesure quantitative qui
nous paraît adéquate à la mesure de cette complexité.
Complexité d’une courbe
Pour la comparaison entre notre algorithme des tangentes
flottantes et l’algorithme d’optimisation présenté plus haut,
nous allons introduire la notion de complexité d’une courbe. Il
est en effet naturel de poser qu’une courbe présentant de nom-
breuses boucles est plus complexe qu’une courbe droite. Et dès
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(a) Jeu de données A
(b) Jeu de données B
(c) Jeu de données C
Figure 17: En noir, à gauche les 3 jeux de données A, B et C. En gris, les
résultats de l’approximation par, au milieu l’algorithme d’optimi-
sation et à gauche par notre algorithme des tangentes flottantes.
Ces résultats sont obtenus pour un nombre d’éléments hélicaux
N = 15.
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Figure 18: Distribution de la complexité des courbes des trois jeux de don-
nées synthétiques.
lors, il parait raisonnable de supposer que plus une courbe est
complexe, plus elle est difficile à approcher. Nous proposons
comme première mesure de la complexité d’une courbe Γ la
quantité suivante, issue de (Levien, 2008) :
C(Γ) =
∫
Γ
√
κ2 + τ2.
Ainsi, munis de cette mesure de la complexité, nous voyons
que plus une courbe est incurvée et entortillée, plus sa com-
plexité est grande, ce qui correspond à notre intuition. En uti-
lisant cette mesure, nous pouvons classer les trois jeux de don-
nées synthétiques que nous avons présentés précédemment. Fi-
gure 18, nous représentons les distributions des complexités
de chaque courbe pour les trois jeux de données. Nous consta-
tons alors ce que l’intuition nous laissait voir : plus les courbes
semblent visuellement complexes, plus cette mesure de com-
plexité est élevée. Nous en concluons que cette mesure de com-
plexité est en adéquation avec l’aspect visuel de la complexité
d’une courbe.
4.6.2 Qualité de l’approximation
Nous pouvons voir figure 17 les résultats de l’application
de notre algorithme des tangentes flottantes et de l’algorithme
d’optimisation sur les trois jeux de données. Nous avons passé
comme argument aux deux algorithmes un nombre N = 15
d’éléments hélicaux par courbe approchante. Visuellement,
nous constatons que la précision de l’algorithme des tangentes
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flottantes est meilleure que celle de l’algorithme fondé sur l’op-
timisation, particulièrement lorsque la complexité des courbes
augmente.
Nous avons représenté en figure 19 l’évolution de l’erreur
moyenne commise par les deux algorithmes sur l’ensemble des
trois jeux de données lorsque le nombre d’éléments hélicaux
par courbe approchante augmente. Ce que nous constatons
alors, c’est que pour les deux algorithmes, l’erreur moyenne dé-
croît à mesure que le nombre d’arcs augmente, ce qui rend l’ap-
proximation consistante. En effet, le seul paramètre permettant
de contrôler l’approximation est le nombre d’éléments hélicaux
constituant la courbe en hélices par morceaux approchante. Il
est donc important que ce paramètre permette de contrôler la
précision de l’approximation. De plus, intuitivement, il est rai-
sonnable d’attendre d’une approximation qu’elle soit plus pré-
cise lorsque le nombre de degrés de libertés de cette approxima-
tion augmente. La figure 19 nous permet en outre de constater
que pour ces trois jeux de données, l’algorithme des tangentes
flottantes est en effet plus précis que l’algorithme d’optimisa-
tion dès que le nombre d’éléments hélicaux dépasse 6.
4.6.3 Temps de calcul
Nous avons représenté figure 20 les temps de calcul en se-
condes des deux algorithmes pour chaque courbe des trois
jeux de données par rapport à la complexité de la courbe, pour
N = 10 et N = 15 éléments hélicaux. Ces mesures ont été réa-
lisées sur un ordinateur de bureau muni d’un processeur In-
tel Xeon W3520 cadencé à 2.67 GHz, dont nous n’avons utilisé
qu’un seul cœur. Nous constatons immédiatement les compor-
tements différents des deux algorithmes. En effet, notre algo-
rithme des tangentes flottantes produit toutes les approxima-
tions avec le même temps de calcul, quelle que soit la com-
plexité de la spline de Bézier en entrée. Ainsi, nous concluons
que la complexité de la spline de départ n’a pas d’influence
sur le temps de calcul de l’algorithme des tangentes flottantes.
Dans le cas de l’algorithme fondé sur l’optimisation, les résul-
tats sont tout autres. Il apparaît que le comportement de cet
algorithme est de plus en plus difficile à prévoir à mesure que
la complexité de la courbe en entrée augmente. Nous voyons
que plus cette complexité augmente, plus cet algorithme risque
de demander un temps important pour approcher la courbe
comme nous pouvons le constater Table 1 où nous donnons
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(a) Comparaison entre la précision de notre algorithme des tangentes flot-
tantes (en noir) et celle de l’algorithme d’optimisation (en gris) mesurée
à l’aide de la distance de Fréchet entre la spline en entrée et la courbe en
hélice par morceaux approchante en fonction du nombre d’éléments.
Optimisation Tangentes flottantes
N = 10
dist. moy. 5.8 3.3
dist. max. 44 31
N = 15
dist. moy. 6.2 1.9
dist. max. 74 12
(b) Distance de Fréchet moyenne et maximale, mesurée en millimètres pour
chaque algorithme appliqué sur les trois jeux de données, avec N = 10
et N = 15 éléments.
Figure 19: Mesure de la précision de chaque algorithme appliqué aux trois
jeux de données A, B et C représentés figure 17.
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(a) N = 10
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(b) N = 15
Figure 20: Temps de calcul (exprimés ici en secondes) de l’algorithme fondé
sur l’optimisation (à gauche) comparé à notre algorithme des tan-
gentes flottantes (à droite), appliqués au trois jeux de données, A
en noir, B en gris foncé et C en gris clair, en fonction de la com-
plexité de la courbe en entrée. Il est notable que notre algorithme
des tangentes flottantes ne soit pas sensible à la complexité de la
courbe en entrée, contrairement à l’algorithme d’optimisation.
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Jeu A Jeu B Jeu C
N = 10
Optimisation 13 27.8 2246
Tangentes flottantes 24.9 24.9 23.6
N = 15
Optimisation 8.7 370 4358
Tangentes flottantes 26 24.3 24
Table 1: Temps de calcul total (en secondes) pour notre algorithme des tan-
gentes flottantes comparé à l’algorithme d’optimisation appliqués
aux trois jeux de données A, B et C avec N = 10 et N = 15
éléments hélicaux par courbe approchante.
les temps de calcul totaux pour chaque algorithme appliqué à
chaque jeu de données.
4.6.4 De plus gros jeux de données
Nous allons maintenant appliquer l’algorithme des tangentes
flottantes à d’autres jeux de données, plus complexes et plus vo-
lumineux que les trois précédents. Nous n’allons pas ici nous
comparer à l’algorithme d’optimisation, car les jeux de données
utilisés ici sont trop gros et demanderaient un temps de calcul à
l’algorithme d’optimisation trop grand. Nous allons donc nous
contenter de mesurer la qualité de notre algorithme appliqué
ici à des jeux de donnés issus d’applications réelles. Nous al-
lons utiliser des données issues de la capture de tranches de
mèches de cheveux, 3 jeux de données représentés figure 21,
tirées de (Jakob, Moon et Marschner, 2009), des courbes re-
présentant les fibres musculaires du cœur, jeu de données repré-
senté figure 22, tirées de (Rohmer, Sitek et Gullberg, 2007) et
enfin les lignes du champ magnétique d’une étoile, jeu de don-
nées représenté figure 23, obtenue par simulation dans (Brown
et al., 2011).
Les courbes contenues dans ces trois jeux de données sont
représentées par des suites de points 3d. Nous utilisons donc
l’algorithme de conversion de telles suites de points par des
splines de Bézier, adaptation à la 3d d’un algorithme présenté
dans (Schneider, 1990) et utilisé dans le logiciel de dessin vec-
toriel Inkscape (Gould et al., 2003). De plus, à cause de la
grande variation en longueur des courbes de chaque jeu de
données, nous avons décidé pour chaque spline d’adapter le
nombre d’éléments hélicaux utilisés par chaque courbe appro-
chante en fonction de la longueur de la courbe d’entrée. Nous
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(a)
(b)
(c)
Figure 21: Notre algorithme des tangentes flottantes (à droite) appliqué à
des captures de cheveux (environ 2000 courbes) tirées de (Jakob,
Moon et Marschner, 2009) (à gauche).
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Figure 22: Notre algorithme des tangentes flottantes (à droite) appliqué à
des fibres musculaires du cœur (environ 3000 courbes) tirées
de (Rohmer, Sitek et Gullberg, 2007).
Figure 23: Notre algorithme des tangentes flottantes appliqué au résultat de
la simulation du champ magnétique d’une étoile (environ 9000
courbes) tiré de (Brown et al., 2011).
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Jeu 21a Jeu 21b Jeu 21c Jeu 22 Jeu 23
erreur moyenne 0.03% 0.03% 0.03% 0.15% 0.34%
erreur maximale 1.3% 1.3% 3.5% 3% 3.8%
temps calcul moyen 0.39 0.45 0.31 0.03 0.35
temps calcul max. 1.71 1.71 0.57 1.28 13.28
temps calcul total 950 690 630 160 3080
Table 2: Erreurs moyenne et maximale (rapporté à la taille de la scène) de
notre algorithme des tangentes flottantes et temps de calcul moyen,
maximal et total en secondes, pour les 5 jeux de donnés présentés
figures 21a, 21b, 21c, 22, et 23.
Jeu 21a Jeu 21b Jeu 21c Jeu 22 Jeu 23
Lissage ≈ 10−3 ≈ 10−3 ≈ 10−3 ≈ 2× 10−3 ≈ 3× 10−3
Échantillonage 1.71 1.71 0.57 1.27 13.22
Relaxation des points ≈ 2× 10−4 ≈ 10−4 ≈ 10−4 ≈ 8× 10−3 0.064
Interpolation ≈ 3× 10−4 ≈ 3× 10−4 ≈ 3× 10−4 0.096 0.02
Table 3: Temps de calcul maximal en secondes pour chaque étape de notre
algorithme appliqué aux 5 jeux de données des figures 21a, 21b,
21c, 22, et 23.
avons choisi de 5 à 20 éléments pour les 3 captures de cheveux
de la figure 21, de 2 à 100 éléments pour les fibres musculaires
du cœur de la figure 22 et enfin de 2 à 200 éléments pour le
champ magnétique représenté figure 23.
Les résultats de notre algorithme sont reportés Table 2.
Comme nous pouvons le constater, la qualité de l’approxima-
tion est très satisfaisante, la courbe approchante en sortie étant
toujours assez proche de la spline en entrée. En ce qui concerne
le temps de calcul, nous constatons qu’il reste tout à fait raison-
nable, même pour le jeu de données correspondant au champ
magnétique, qui contient environ 9000 courbes pour certaines
longues et complexes, et qui ne requiert environ qu’une heure
de calcul pour être complètement approché. Nous pouvons
donc en conclure que notre algorithme des tangentes flottantes
passe très bien à l’échelle de grands jeux de données issus de
données réelles.
4.6.5 Limitations
Table 3, nous reportons les temps de calculs de chaque
grande étape de l’algorithme des tangentes flottantes appliqué
à chaque grand jeu de données, de l’approximation de la sé-
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(a) (b)
Figure 24: Cas dégénérés, résultats d’un mauvais choix du nombre d’élé-
ments. À gauche, la courbe approchante (en gris) a trop peu
d’éléments pour approcher la spline en entrée (en noir). À droite,
la courbe approchante (en gris) a trop d’éléments alors que la
courbe en entrée (en noir) est très courte.
quence de points par une spline de Bézier à l’interpolation des
points de rupture pour reconstruire les hélices. Nous consta-
tons que l’étape la plus coûteuse en temps de calcul est l’étape
de découpage de la spline pour obtenir les points de rupture.
Tout ce qui concerne le cœur des tangentes flottantes, le dépla-
cement des points et l’interpolation des points déplacés avec
leurs vecteurs tangents respectifs est très rapide par rapport à
cette étape. Nous n’avons pas cherché à optimiser le temps de
calcul de notre algorithme, et en particulier du découpage de
la spline. Nous pensons donc qu’il reste du travail à accomplir
pour rendre l’algorithme des tangentes flottantes encore plus
rapide.
De plus, lorsque le nombre d’éléments d’hélice est mal choisi,
s’il est trop petit ou trop grand, nous rencontrons des cas
où l’approximation est dégénérée. Ces cas sont représentés fi-
gure 24. Dans le cas où la courbe est longue et complexe, un
trop petit nombre d’éléments d’hélice empêche de capturer la
géométrie globale de la courbe en entrée, voir figure 24a. Dans
le cas où la courbe en entrée est courte et que le nombre d’élé-
ments d’hélice est trop grand, il arrive qu’un phénomène d’in-
version des points par rapport à leur vecteur tangent arrive et
conduise à l’apparition de longues boucles à la place d’arcs
courts, voir figure 24b.
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4.7 conclusion
En dépit de ces cas dégénérés d’approximation, nous pou-
vons conclure que l’algorithme des tangentes flottantes est ro-
buste et rapide pour approcher des splines de Bézier par des
courbes G1 en hélices par morceaux et pouvait être appliqué à
de grands jeux de données.
Il reste néanmoins des points que nous pensons être amélio-
rables. Par exemple, nous avons vu que l’étape de découpage
de la spline était la plus coûteuse. Il y a là nous pensons un
point à étudier. Par exemple, nous sur-échantillonnons la spline
pour pouvoir la découper. Il est possible qu’il faille trouver ici
un nombre de points plus adapté à la spline pour limiter le
temps d’évaluation de ces points. Il est aussi possible qu’il faille
adopter une autre approche, en paramétrant la spline par son
abscisse curviligne par exemple.
De plus, comme notre algorithme prend en entrée, en plus
de la spline à approcher, le nombre d’éléments hélicaux à uti-
liser, il est difficile de contrôler l’erreur commise. Or il nous
semble important de permettre à l’utilisateur d’avoir un mi-
nimum de contrôle cette erreur. Un développement possible
de l’algorithme des tangentes flottantes serait donc de four-
nir une méthode pour déterminer le nombre d’éléments héli-
caux nécessaires pour approcher la courbe en entrée en res-
tant sous une erreur fixée. Nous avons constaté expérimenta-
lement (voir figure 19(a)) que l’erreur décroissait à mesure que
le nombre d’éléments hélicaux grandissait. Malheureusement,
nous n’avons pas à l’heure actuelle de résultats théoriques pour
garantir cette monotonie dans les cas non dégénérés.
5
D É M O N S T R AT I O N D U T H É O R È M E D E G H O S H
Dans ce chapitre, nous allons donner les étapes importantes
permettant la démonstration du théorème de Ghosh. En parti-
culier, nous allons insister sur les points qui comblent les la-
cunes de la propre démonstration de Ghosh et qui assurent le
bon fonctionnement de l’algorithme d’interpolation dans tous
les cas possibles. Nous invitons le lecteur à consulter l’annexe F
pour la démonstration complète du théorème de Ghosh.
Cette démonstration, comme nous allons le voir, est construc-
tive, c’est-à-dire qu’elle ne se contente pas de démontrer l’exis-
tence et l’unicité de l’hélice courte interpolante, mais donne
aussi un algorithme permettant de calculer les paramètres de
cette hélice. Dans ce chapitre, nous laissons volontairement de
côté le caractère nécessaire de la condition de Ghosh, qui est
assez trivial et démontré en annexe.
Nous démontrons donc ici le caractère suffisant de cette
condition et procédons pour cela à l’aide d’un raisonnement
par analyse-synthèse, grâce à un lemme équivalent au théorème
de Ghosh qui nous permet d’assurer les deux phases d’analyse
et de synthèse.
5.0.1 Équation d’une hélice
À la manière de Ghosh, nous commençons par écrire l’équa-
tion d’une hélice et de son vecteur tangent dans un repère
adapté, construit à partir de du vecteur tangent au point de dé-
part et du vecteur de DarbouxΩ, qui est uniforme et parallèle à
l’axe de l’hélice. Contrairement à Ghosh, nous nous appuyons
sur la définition traditionnelle du vecteur de Darboux, ce qui
nous conduit aux équations α de l’hélice et t de son vecteur
tangent :
α(s) = p0 + τ¯sΩ¯+C(s)(t0 − τ¯Ω¯) − S(s)(t0 ∧ Ω¯)
t(s) = t0 + (cosωs− 1)(t0 − τ¯Ω¯) − sinωs(t0 ∧ Ω¯),
où p0 et t0 sont respectivement le point et le vecteur tangent de
départ de l’hélice, Ω son vecteur de Darboux, dont la norme
est notée ω, et τ sa torsion, avec τ¯ = τω . Notons que la courbure
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x
y
z = Ω¯
t0 = α ′(0)
t1 = α ′(l) t(s)
ϕ
ϕ∗
p0 = α(0)
p1 = α(l)
α(s)
α⊥(ϕ)
α⊥(ϕ∗)
Figure 25: Hélice courte interpolant les points p0 et p1 avec les vecteurs
tangents t0 et t1. Notons que l’hélice est courte car la projection
dans le plan orthogonal à son axe est un arc de cercle qui ne
décrit pas un cercle complet.
de l’hélice, toujours positive par convention, peut être obtenue
par κ =
√
ω2 − τ2. Enfin, les deux fonctions C et S sont définie,
comme dans (Ghosh, 2010), par :
C(s) =
∫ s
0
cosϕ(u)du =
sinωs
ω
=
sinϕ
ω
S(s) =
∫ s
0
sinϕ(u)du =
1− cosωs
ω
=
1− cosϕ
ω
.
Grâce au changement de variable ϕ = ωs, ϕ étant l’angle azi-
mutal, comme représenté figure 25, nous pouvons enfin écrire :
α(ϕ) = p0 + τ¯
ϕ
ω
Ω¯+
sinϕ
ω
(t0 − τ¯Ω¯)
−
1− cosϕ
ω
(t0 ∧ Ω¯)
t(ϕ) = t0 + (cosϕ− 1)(t0 − τ¯Ω¯) − sinϕ(t0 ∧ Ω¯),
Nous pouvons maintenant, grâce à ces informations donner
la définition formelle d’une hélice courte, telle qu’elle se trou-
vait dans (Ghosh, 2010).
Définition 1. Une hélice Γ d’axe normalisé Ω¯ est une hélice courte
lorsque son projeté dans le plan orthogonal à Ω¯ est un arc de cercle
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strict, c’est-à-dire qui ne décrit pas un cercle complet. En considérant
l’équation de l’hélice, nous pouvons écrire l’équation de sa projection
dans le plan orthogonal à Ω¯ et nous obtenons
α⊥(ϕ) = p0 +
sinϕ
ω
(t0 − τ¯Ω¯) −
1− cosϕ
ω
(t0 ∧ Ω¯)
qui est l’équation d’un cercle (voir figure 25). Il apparait alors que cet
arc de cercle est strict lorsque ϕ∗, l’angle azimutal maximal, défini
par ϕ∗ = ωl où l est la longueur de l’hélice, vérifie
ϕ∗ ∈ [0, 2pi[.
5.1 démonstration du théorème
Maintenant, nous allons utiliser les équations établies aupa-
ravant pour démontrer la condition suffisante du théorème de
Ghosh. Ce que nous allons donc démontrer est que si deux
points p0 et p1 munis de leurs vecteurs tangents respectifs t0
et t1 vérifient 〈p1 − p0 , t1 − t0〉 = 0, alors il existe une unique
hélice courte interpolant les deux points avec les deux vecteurs
tangents.
Nous allons procéder par analyse-synthèse :
– Analyse : Nous supposons l’existence de l’hélice courte
et caractérisons ses paramètres finement de manière à
conclure à son unicité. Ghosh a effectué cette première
étape dans sa démonstration, avec néanmoins une carac-
térisation partielle et erronée du paramètre ϕ∗.
– Synthèse : Nous construisons une hélice à partir de la ca-
ractérisation des paramètres obtenue en analyse pour mon-
trer que l’hélice interpole bien les deux points et les deux
vecteurs tangents. Cette étape, qui est importante et qui dé-
montre l’existence de l’hélice interpolante, est absente de la
thèse de Ghosh.
L’étape de synthèse est indispensable dans un raisonnement
par analyse-synthèse. Considérons l’exemple suivant, volontai-
rement simpliste afin d’expliquer la démarche : Soit (e0, e1) une
base orthonormée deR2. Nous allons chercher tous les vecteurs
vα = e0 +αe1 avec α ∈ R tels que vα = e1.
– Analyse Supposons l’existence d’un vecteur vα tel que
vα = e1. Alors on a ‖vα‖2 = ‖e1‖2, soit 1+α2 = 1 d’où nous
déduisons immédiatement α = 0. L’analyse nous montre
qu’un seul vecteur peut vérifier vα = e1. Il est donné par
α = 0.
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– Synthèse Soit α = 0. Alors, par définition, v0 = e0 et
comme (e0, e1) est une base orthonormée de R2, v0 6= e1.
Par conséquent, v0 ne peut pas être égal à e1 et donc la syn-
thèse nous permet de conclure qu’il n’existe aucun vecteur
vα tel que vα = e1.
Sans l’étape de la synthèse, nous aurions prouvé que e0 = e1 ce
qui est impossible. Bien sûr, l’exemple choisi est grossier et il
aurait été évident pour le lecteur qu’aucun α vérifiait l’égalité.
Dans le cas du théorème de Ghosh, le résultat est bien moins
évident et il est nécessaire de suivre scrupuleusement le raison-
nement par analyse-synthèse afin de ne pas commettre d’erreur
de raisonnement. Avant d’effectuer ces deux étapes, posons le
lemme suivant, absent de la démonstration de Ghosh, et qui
joue un rôle important dans notre raisonnement :
Lemme 1. Soit deux points p0 et p1 munis de deux vecteurs tangents
unitaires t0 et t1. Il existe une unique hélice courte interpolant les
deux points et les deux vecteurs tangents si et seulement si
ω|〈p1 − p0 , t1 ∧ t0〉| = −
√
2(1−t0)
1−cosϕ∗D(ϕ∗)
ω〈p1 − p0 , t1 + t0〉 = 21−cosϕ∗N(ϕ∗)
τ¯ = sign〈p1 − p0 , t1 ∧ t0〉
√
t0−cosϕ∗
1−cosϕ∗
Ω¯ = 11+t0
(
τ¯(t1 + t0) +
(
cot ϕ∗2
)
(t1 ∧ t0)
)
ϕ∗ ∈ I0,
(6)
avec
t0 = 〈t0 , t1〉
N(ϕ) = (1− t0) sinϕ+ϕ(t0 − cosϕ)
D(ϕ) = (ϕ cos
ϕ
2
− 2 sin
ϕ
2
)
√
t0 − cosϕ
I0 = [arccos t0, 2pi− arccos t0].
Démonstration du lemme. La démonstration du lemme suit les
pas de l’analyse présente dans la démonstration de Ghosh, en
prenant bien soin de conserver l’équivalence. Nous donnons les
détails en annexe F.
5.1.1 Analyse
Pour la phase d’analyse, prenons deux points p0 et p1 ainsi
que deux vecteurs tangents t0 et t0 satisfaisant la condition de
Ghosh, c’est-à-dire tels que :
〈p1 − p1 , t1 − t0〉 = 0.
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Supposons qu’une hélice courte interpole les deux points et les
vecteurs tangents. D’après le lemme 1, les paramètres de cette
hélice vérifient donc la condition (6) du lemme 1.
D’ici, nous allons développer et calculer la valeur nécessaire
de ω puis obtenir une condition plus précise sur ϕ∗. Pour cal-
culer ω, considérons
〈p1 − p0 , p1 − p0〉 = 〈γ(ϕ∗) , γ(ϕ∗)〉,
où γ(ϕ∗) = α(ϕ∗) − α(0) = p1 − p0. Il nous paraît important
de signaler ici que nous ne pouvons plus raisonner en termes
d’équivalence, comme semble le faire Ghosh par erreur dans
sa démonstration. En effet, le fait que γ(ϕ∗) soit égal à p1 − p0
implique mais n’est pas équivalent à l’égalité de leurs normes.
C’est la raison pour laquelle nous avons choisi un raisonnement
par analyse-synthèse.
En remplaçant γ(ϕ∗) par son expression, nous obtenons
‖p1 − p0‖2 = 1
ω2
[
2(1− t0) + (τ¯ϕ∗)2
]
et puisque ω est positif,
ω =
√
2(1− t0) + (τ¯ϕ∗)2
‖p1 − p0‖ .
Dans le but de caractériser précisément ϕ∗, considérons les
deux premières équations de la condition (6).
Laissons en annexe le cas
〈p1 − p0 , t1 ∧ t0〉 = 0,
qui signifie que D(ϕ∗) est nul. Le second cas est donné par
〈p1 − p0 , t1 ∧ t0〉 6= 0.
Dans ce cas, nous pouvons calculer le quotient des deux pre-
mières lignes et nous obtenons
N(ϕ∗)
D(ϕ∗)
= −
(1− t0)〈p1 − p0 , t1 + t0〉√
2|〈p1 − p0 , t1 ∧ t0〉|
.
Introduisons sans plus attendre la fonction H telle que
H(ϕ∗) =
N(ϕ∗)
D(ϕ∗)
= −χ
avec
χ =
(1− t0)〈p1 − p0 , t1 + t0〉√
2|〈p1 − p0 , t1 ∧ t0〉|
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Figure 26: Représentation des fonctions N, D et H pour t0 = 0.175. On
remarque que D ne semble s’annuler qu’aux bornes de I0.
qui est une constante bien définie et qui ne dépend que des don-
nées initiales du problème, c’est-à-dire de p0, p1, t0 et t1. Cette
fonction est l’inverse de la fonction H introduite par Ghosh
dans sa démonstration (Ghosh, 2010). L’avantage de choisir H
telle que nous l’avons fait est qu’elle est continue et dérivable
sur l’intérieur de I0. Nous démontrons en section 5.1.3, dans le
corollaire 1 au lemme 2, que l’équation
H(ϕ∗) = −χ
admet une unique solution. Comme illustré figure 26 pour t0 =
0.175, H est en effet strictement croissante et est une surjection
sur R. Ghosh a restreint le domaine d’étude de sa fonction H à
l’intervalle
IG = [arccos t0, pi]  I0
et a commis de surcroît une erreur de signe. Notre démonstra-
tion est plus générale et donne le résultat d’existence et d’uni-
cité sur l’intervalle I0. Elle permet d’affirmer que ϕ∗ est unique,
et donc que les autres paramètres de l’hélice le sont aussi. Ainsi,
nous avons montré que l’hélice interpolante est unique.
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5.1.2 Synthèse
L’analyse ayant conclu à l’unicité de l’hélice courte, nous al-
lons maintenant utiliser la caractérisation des paramètres pour
conclure à son existence. Prenons donc deux points et deux
vecteurs tangents vérifiant la condition de Ghosh. Laissons en
annexe le cas
〈p1 − p0 , t1 ∧ t0〉 = 0
et posons l’hélice courte dont les paramètres vérifient
τ¯ = sign〈p1 − p0 , t1 ∧ t0〉
√
t0−cosϕ∗
1−cosϕ∗
ω =
√
2(1−t0)+(τ¯ϕ∗)2
||p1−p0||
Ω¯ = 11+t0
(
τ¯(t1 + t0) +
(
cot ϕ∗2
)
(t1 ∧ t0)
)
H(ϕ∗) = −χ
Ce que nous devons faire maintenant, c’est montrer que cette
hélice interpole les deux points et les deux vecteurs tangents.
Pour cela, nous allons montrer que cette hélice satisfait le
lemme 1, ce qui nous permettra de conclure.
D’après l’égalité H(ϕ∗) = −χ, nous avons
N(ϕ∗)
D(ϕ∗)
= −
(1− t0)〈p1 − p0 , t1 + t0〉√
2|〈p1 − p0 , t1 ∧ t0〉|
que nous réécrivons
2
1−cosϕ∗N(ϕ∗)√
2(1−t0)
1−cosϕ∗D(ϕ∗)
= −
〈p1 − p0 , t1 + t0〉
|〈p1 − p0 , t1 ∧ t0〉| .
Nous en déduisons alors immédiatement qu’il existe un réel
strictement positif µ tel que
〈p1 − p0 , t1 + t0〉 = 2µ
1− cosϕ∗
N(ϕ∗)
et
|〈p1 − p0 , t1 ∧ t0〉| = −µ
√
2(1− t0)
1− cosϕ∗
D(ϕ∗).
En exprimant p1−p0 dans une base bien choisie proposée ini-
tialement par Ghosh (Ghosh, 2010) et donnée en annexe, nous
avons
‖p1 − p0‖2 = 〈p1 − p0 , t1 ∧ t0〉
2
1− t20
+
〈p1 − p0 , t1 + t0〉2
2(1+ t0)
.
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En développant, et en remplaçant τ¯2 par son expression, nous
obtenons
‖p1 − p0‖2 = µ2(2(1− t0) +ϕ2∗τ¯2),
et puisque µ est positif,
µ =
1
ω
.
Ainsi, puisque l’hélice satisfait les conditions du lemme, nous
pouvons affirmer qu’elle interpole les points p0 et p1 avec pour
vecteurs tangents respectifs t0 et t1.
5.1.3 Étude de H
Dans cette sous-section, nous allons étudier les variations sur
l’intervalle I0 de la fonction H définie précédemment. Cette
étude est initiée dans la thèse de Ghosh, mais restreinte à un
intervalle plus petit et avec de surcroît une erreur de signe.
L’étude que nous proposons ci-dessous est nouvelle (nous étu-
dions l’inverse de la fonction étudiée par Ghosh) et complète.
Lemme 2 (Variations de H). La fonction H définie sur l’intérieur
de I0 par
H(ϕ) =
N(ϕ)
D(ϕ)
est strictement croissante et telle que
lim
ϕ→arccos t+0
H(ϕ) = −∞
lim
ϕ→2pi−arccos t−0
H(ϕ) = +∞.
Corollaire 1. Pour tout χ ∈ R, l’équation
H(ϕ) = χ
admet une unique solution sur l’intérieur de I0.
Démonstration du corollaire. La fonction H est continue, et le
lemme précédent associé au théorème des valeurs intermé-
diaires nous permet de conclure que H(
◦
I0) = R. De plus, la
fonction H étant strictement croissante, elle est une injection de
◦
I0 dans R.
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Démonstration du lemme. Ce que nous devons démontrer, c’est
que pour chaque valeur de t0, la fonction H est strictement
croissante et que
lim
ϕ→arccos t+0
H(ϕ) = −∞
lim
ϕ→2pi−arccos t−0
H(ϕ) = +∞.
Soit donc t0 ∈ ]−1, 1[. Nous avons alors
N(arccos t0) = (1− t0)
√
1− t20 > 0
N(2pi− arccos t0) = −(1− t0)
√
1− t20 < 0,
et (voir annexe F)
D(arccos t0) = 0
D(2pi− arccos t0) = 0
D(ϕ) < 0 ∀ϕ ∈ ]arccos t0, 2pi− arccos t0[
d’où nous déduisons
lim
ϕ→arccos t+0
H(ϕ) = lim
ϕ→arccos t+0
N(ϕ)
D(ϕ)
= −∞
lim
ϕ→2pi−arccos t−0
H(ϕ) = lim
ϕ→2pi−arccos t−0
N(ϕ)
D(ϕ)
= +∞.
Pour prouver que H est strictement croissante, comme H est
dérivable sur l’intérieur de I0, nous allons montrer que le signe
de sa dérivée est strictement positif sur l’intérieur de I0 comme
illustré figure 27 pour t0 = 0.175.
Par le calcul, et en factorisant à la manière de Ghosh, nous
pouvons écrire pour tout ϕ ∈
◦
I0,
H ′(ϕ) = −
(1+ t0) sin ϕ2
2D2(ϕ)
√
t0 − cosϕ
(h0(ϕ)t0 + h1(ϕ))
avec
h0(ϕ) = 4−ϕ
2 − 4 cosϕ−ϕ sinϕ
h1(ϕ) = −1+ cos 2ϕ+ϕ sinϕ+ϕ2 cosϕ.
Il est facile de voir que nous avons
−
(1+ t0) sin ϕ2
2D2(ϕ)
√
t0 − cosϕ
< 0,
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Figure 27: Représentation de la fonction H ′ pour t0 = 0.175. On remarque
que cette fonction est positive sur I0.
donc l’étude du signe de H ′ pour toute valeur de t0 se ramène
à l’étude du signe de la fonction de deux variables définie par :
F(t, ϕ) = h0(ϕ)t+ h1(ϕ),
sur le domaine
E =
{
(t, ϕ),
t ∈ [−1, 1]
ϕ ∈ [arccos t, 2pi− arccos t]
}
.
Nous allons démontrer que F est négative sur l’espace E,
comme illustré figure 28. L’espace E est fermé et borné car
E = f−1(] −∞, 0])∩ ([−1, 1]× [0, 2pi])
où f, définie par
f(t, ϕ) = cosϕ− t,
est une fonction continue sur R2. Puisque F est une fonction
continue sur le compact E, F(E) est un compact. En particulier,
F atteint son maximum. Dès lors, si F atteint son maximum
sur l’intérieur de E, c’est nécessairement en un point critique,
puisque son maximum global est alors un maximum local. Cal-
culons le gradient de F. Nous avons
∂F
∂t
= h0(ϕ)
∂F
∂ϕ
= h ′0(ϕ)t+ h
′
1(ϕ).
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Figure 28: Représentation de l’ensemble E et de la fonction F
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Figure 29: Représentation de h0 et de ses 4 premières dérivées sur sur l’in-
tervalle [0, 2pi].
Or,
h0(ϕ) = 4−ϕ
2 − 4 cosϕ−ϕ sinϕ
h ′0(ϕ) = −2ϕ−ϕ cosϕ− 3 sinϕ
h ′′0 (ϕ) = −2+ 2 cosϕ+ϕ sinϕ
h ′′′0 (ϕ) = ϕ cosϕ− sinϕ
h ′′′′0 (ϕ) = −ϕ sinϕ,
et nous pouvons résumer les variations de h0 dans le ta-
bleau 4, où ϕ# est tel que h ′′′0 (ϕ#) = 0. Ainsi h0 est strictement
décroissante sur [0, 2pi] et nulle en 0 (voir figure 29) d’où nous
déduisons que h0 est strictement négative sur ]0, 2pi[. Par consé-
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x 0 pi ϕ# 2pi
h ′′′′0 (x) − + +
h ′′′0 0
&−pi%
0%
2pi
h ′′0 0
&
& %
0
h ′0 0
&
&
& −6pi
h0 0
&
&
&−4pi2
Table 4: Tableau de variation de la fonction h0. ϕ# est la racine de h ′′′0
comprise entre pi et 2pi.
quent, le gradient de F ne peut pas s’annuler sur l’intérieur
de E.
Ainsi, F atteint son maximum sur le bord de E que nous no-
tons
∂E = F1 ∪F2 ∪F3 ∪F4
où
F1 =
{
(t, ϕ),
t ∈ [−1, 1]
ϕ = arccos t
}
F2 =
{
(t, ϕ),
t ∈ [−1, 1]
ϕ = 2pi− arccos t
}
F3 =
{
(t, ϕ),
t = −1
ϕ ∈ [pi, pi]
}
F4 =
{
(t, ϕ),
t = 1
ϕ ∈ [0, 2pi]
}
.
5.1 démonstration du théorème 71
Dans la suite de cette démonstration, nous allons étudier F
sur chacun des sous-ensembles Fi. Commençons par F1. En
remplaçant ϕ par arccos t dans F, nous avons
F1(t) = (1− t)(−2+ 2t+
√
1− t2 arccos t).
Soit
f1(t) = −2+ 2t+
√
1− t2 arccos t
g1(x) = −2+ 2 cos x+ x sin x.
Nous avons
f1(t) = g1(arccos t)
et nous identifions
g1(x) = h
′′
0 (x).
Puisque h ′′0 est strictement négative sur ]0, pi] et nulle en 0, nous
pouvons affirmer que f1 est strictement négative sur [−1, 1[ et
s’annule en 1 tout comme F1.
Étudions maintenant F sur F2. En remplaçant ϕ par 2pi −
arccos t dans F, nous avons
F2(t) = (1− t)(−2+ 2t−
√
1− t2(2pi− arccos t)).
Notons
f2(t) = −2+ 2t−
√
1− t2(2pi− arccos t)
g2(x) = −2+ 2 cos x+ x sin x.
Nous avons
f2(t) = g2(2pi− arccos t)
et comme dans le cas précédent, nous pouvons conclure que F2
est strictement négative sur [−1, 1[ et nulle en 1.
Étudions F sur F3 qui est un singleton. Nous avons triviale-
ment
F(−1, pi) =− 4+ pi2 + 4 cospi+ pi sinpi
− 1+ cos 2pi+ pi sinpi+ pi2 cospi
=− 8
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Enfin, le dernier cas qui nous intéresse est l’étude de F sur F4.
En remplaçant t par 1 dans F, nous pouvons écrire
F4(ϕ) = 3−ϕ
2 − 4 cosϕ+ cos 2ϕ+ϕ2 cosϕ
= (cos 2ϕ− 1) + (4−ϕ2)(1− cosϕ).
Puisque
cos 2ϕ− 1 = −2 sin2ϕ = −4 sin2
ϕ
2
cos2
ϕ
2
= −8 sin2
ϕ
2
(
cosϕ+ 1
2
)
et
1− cosϕ = 2 sin2
ϕ
2
nous écrivons
F4(ϕ) = 2 sin2
ϕ
2
(2−ϕ2 − 2 cosϕ).
Soit
g4(ϕ) = 2−ϕ
2 − 2 cosϕ,
nous avons alors
g ′4(ϕ) = −2ϕ+ 2 sin(ϕ) = 0 en 0
g ′′4 (ϕ) = −2+ 2 cosϕ < 0 sur ]0, 2pi[.
Donc g ′4 est strictement décroissante sur [0, 2pi] et donc négative
sur ]0, 2pi]. Puisque nous avons g4(0) = 0, g4 est strictement
négative sur ]0, 2pi] et égale à 0 en 0. Il en va de même pour F4.
En conclusion, nous avons montré que F était négative sur ∂E
et strictement négative sur E, d’où nous déduisons
∀t ∈] − 1, 1[, ∀ϕ ∈◦I0, h0(ϕ)t0 + h1(ϕ) < 0.
Dès lors, nous avons
∀t ∈] − 1, 1[, ∀ϕ ∈◦I0, H ′(ϕ) > 0,
ce qui permet de conclure que H est strictement croissante
sur
◦
I0.
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Voilà qui conclut la démonstration du théorème de Ghosh.
Cette démonstration est constructive, dans le sens où elle nous
permet de déterminer tous les paramètres de l’hélice interpo-
lante. Notons que nous n’avons pas traité les deux cas particu-
liers t0 = ±t1. Dans le cas où les deux vecteurs tangents sont
égaux, la seule hélice courte possible est ramenée à un point et
p0 et p1 sont confondus. Dans le cas où t0 = −t1, alors nous
sommes dans un cas planaire et les deux points et les deux vec-
teurs tangents peuvent être interpolés trivialement par un arc
de cercle.

Deuxième partie
I N V E R S I O N

6
C A L C U L D E S PA R A M È T R E S D U M O D È L E D E S
S U P E R - H É L I C E S
Dans ce chapitre, nous allons nous intéresser au calcul des
paramètres du modèle des super-hélices pour une assemblée
de fibres en contact frottant dont nous connaissons la géomé-
trie, obtenue grâce à notre algorithme des tangentes flottantes
présenté précédemment.
6.1 problème inverse pour les super-hélices
Le problème que nous nous posons est la détermination des
paramètres physiques d’une assemblée de super-hélices en con-
tact frottant. Plus précisément, nous connaissons la géométrie
précise de l’assemblée de fibres, qui sont les coordonnées du
modèle, c’est-à-dire les courbures et torsions de chaque hélice
formant les super-hélices. Nous considérons que l’assemblée de
fibres numérisée, qu’elle ait été obtenue par modelage géomé-
trique ou par capture, l’a été à l’équilibre sous l’action de forces
extérieures telles que la gravité ou les forces de contacts. Nous
faisons donc l’hypothèse que la géométrie de l’assemblée de
fibres est une pose statique sous l’action de forces extérieures et
nous nous proposons de déterminer les paramètres physiques
des super-hélices pour assurer cette pose statique.
Nous allons considérer dans un premier temps que tous les
paramètres physiques sont fixés, à l’exception de la géomé-
trie intrinsèque du modèle, caractérisée par les courbures et
torsions naturelles qui sont les courbures et torsion au repos
du modèle sous l’action d’aucune force extérieure. Cette hypo-
thèse est justifiée par le caractère “matériel” de la plupart des
paramètres du modèle. En effet, dans notre cas, nous connais-
sons le type de matériaux que nous souhaitons simuler, que ce
soient des cheveux, des cordes, ou autre. Dès lors, le module
d’Young, la masse volumique ou la section des fibres peuvent
être considérés comme connus. Nous supposerons également
que les coefficients de frottement entre les fibres ou avec les ob-
jets extérieurs sont connus. Il ne reste donc que la géométrie
intrinsèque du modèle à déterminer.
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Nous allons donc établir un lien entre la géométrie pure
d’une assemblée de super-hélices en contact frottant (les cour-
bures de chaque élément) et ses paramètres physiques, ici es-
sentiellement la géométrie intrinsèque de chaque super-hélice.
En d’autres termes, nous allons déduire les paramètres du mo-
dèle des super-hélices à partir de l’observation de leur géomé-
trie à l’équilibre statique sous l’action de forces extérieures (gra-
vité et contacts frottants). Ce que nous allons résoudre s’appa-
rente à un problème inverse (Bonnet, 2008 ; Aster, Borchers
et Thurber, 2005), de type identification de paramètres.
Un problème inverse consiste à évaluer une grandeur à partir
d’observations ou de mesure indirectes. Par exemple, en image-
rie médicale, la tomographie constitue le cœur de la méthode
d’Imagerie par Résonance Magnétique, IRM, qui reconstruit
l’intérieur du corps humain en mesurant la réponse des atomes
d’hydrogène à des ondes électromagnétiques. Nous avons vu
un autre exemple précédemment, géométrique, qui consistait
à retrouver les paramètres géométriques d’une hélice (son pas,
son rayon et son axe) à partir d’un nuage de points décrivant
cette hélice. Nous trouverons dans (Bonnet, 2008) en français
et dans (Aster, Borchers et Thurber, 2005) en anglais deux
introductions aux problèmes inverses, avec d’autres exemples
de tels problèmes.
Le problème inverse qui nous intéresse ici est plus simple que
de nombreux problèmes d’inversion. D’abord, dans le cas des
super-hélices, la géométrie intrinsèque correspond aux cour-
bures et torsions naturelles de chaque élément d’hélice du mo-
dèle. Ainsi, nous devons retrouver un nombre fini de valeurs.
Ce type de problème inverse est un problème d’estimation de
paramètres. Si nous avions considéré un modèle de tige de Cos-
serat continu, alors la géométrie intrinsèque serait une fonction
de l’abscisse curviligne et le problème n’aurait plus un nombre
fini d’inconnues. De plus, les problèmes inverses peuvent avoir
en entrée des observations bruitées et non exactes. Dans notre
cas, notre observation est la géométrie à l’équilibre statique du
modèle des super-hélices et nous considérons que l’information
est non bruitée. Cette géométrie a été obtenue par l’algorithme
des tangentes flottantes et est supposée non bruitée puisque
nous connaissons précisément les coordonnées du modèle, les
courbures et torsions de chaque élément.
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6.2 contributions
Dans un premier temps, nous allons nous pencher sur le cas
simple d’une fibre isolée, soumise seulement à la gravité, force
connue a priori et qui dérive d’un potentiel. Dans ce cas là, nous
allons déterminer la géométrie intrinsèque du modèle permet-
tant d’assurer l’état d’équilibre. Nous irons plus loin en pro-
posant une méthode pour déterminer la stabilité de cet équi-
libre et même pour assurer cette stabilité, en « modifiant » le
matériau à travers le module d’Young ou la masse volumique.
Cela se traduira par un critère simple impliquant ce module
d’Young et cette masse volumique et qui sera suffisant pour as-
surer la stabilité. C’est un travail que nous avions effectué en
master (Derouet-Jourdan, Bertails-Descoubes et Thollot,
2010) dans le cas de la version planaire des super-hélices, ap-
pelée super-cercles.
Ne pas considérer comme force extérieure d’autre force que
la gravité nous contraint à considérer les fibres une à une, sans
contact avec des objets extérieurs ou entre elles. Pourtant, les
fibres sont rarement dans cette configuration et les contacts frot-
tants jouent un rôle important dans la géométrie à l’équilibre
d’une assemblée de fibres. Par exemple, les cheveux d’une per-
sonne sont en contact frottant avec son corps et entre eux, ce qui
leur donnent leur volume et leur forme. Ainsi, après avoir consi-
déré comme force extérieure la gravité seule, nous allons lui
ajouter les forces de contact frottant entre fibres et avec des ob-
jets extérieurs. Malheureusement, ces forces de contact ne sont
pas connues a priori et ne dérivent pas d’un potentiel. Nous dé-
velopperons néanmoins une méthode pour évaluer ces forces
de contact, sous certaines contraintes, ce qui nous permettra
alors de déterminer la géométrie intrinsèque des super-hélices
assurant l’état d’équilibre.
Pour résumer, dans ce chapitre, connaissant la géométrie
d’une assemblée de fibres représentée par un ensemble de
courbes G1 en hélices par morceaux, et connaissant les maté-
riaux constituant ces fibres, nous proposons une méthode pour
déterminer la géométrie intrinsèque de chaque super-hélice cor-
respondante afin d’en assurer l’état d’équilibre, d’abord pour
une fibre isolée sous l’action unique de la gravité puis pour
une assemblée de fibres soumise à la gravité et aux contacts
frottants. Dans le cas d’une fibre isolée nous verrons en outre
comment modifier le matériau de la fibre en changeant le mo-
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dule d’Young ou la masse volumique pour assurer la stabilité
de l’état d’équilibre.
6.3 travaux antérieurs
Le problème de mettre en correspondance la géométrie à
l’équilibre d’objets déformables avec leurs paramètres phy-
siques a été étudié dans le cas de vêtements. Jojic et Huang
(1997) proposent une méthode pour déterminer les paramètres
physiques de pièces de tissus à partir de la géométrie du tissus
posé sur un objet quelconque. Les auteurs proposent même une
méthode pour reconstruire à partir de là la géométrie de l’objet.
Dans le cas de tissus, la connaissance de la position à l’équi-
libre permet de calculer la géométrie intrinsèque du tissus. Si
l’on souhaite ensuite l’animer, il faut en déterminer les autres
paramètres physiques comme le module d’Young. Par exemple,
on peut les déterminer en optimisant les paramètres du modèle
physique choisi pour approcher au plus près des mesures des
déformations de tissus réels (Miguel et al., 2012). On peut les
obtenir en soumettant ces mesures au système d’estimation Ka-
wabata (Breen, House et Wozny, 1994) ou à une base de don-
nées (Wang, O’Brien et Ramamoorthi, 2011) pour identifier
les paramètres du tissu. On peut encore les obtenir à partir de
vidéos (Bhat et al., 2003) ou de séquences de géométries obte-
nue par une technique de capture de mouvement (Kunitomo,
Nakamura et Morishima, 2010). Dans cette thèse, nous nous
préoccupons principalement du calcul de la géométrie intrin-
sèque et supposons les autres paramètres physiques, comme
le module d’Young ou les coefficients de frottement entre les
fibres ou avec des objets extérieurs, connus. Par ailleurs, nous
considérons que la seule information disponible est une confi-
guration géométrique de l’objet considéré à l’équilibre et que
cette donnée est exacte (i. e. non bruitée).
En ce qui concerne les fibres, nous trouvons dans (R.S. Man-
ning, 1996) l’étude d’un problème proche du nôtre. Dans cet
article, les auteurs proposent une méthode pour obtenir la géo-
métrie intrinsèque et la raideur d’un modèle de tige de Cosse-
rat continu adapté à l’ADN à partir d’un modèle discret s’ap-
puyant sur les paires de bases de l’ADN. Pour ce problème,
les observations qui sont faites ne sont pas seulement la géo-
métrie à l’équilibre du brin d’ADN, mais aussi la géométrie
intrinsèque et la raideur du modèle discret.
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Plus récemment, nous trouvons dans (Hadap, 2006) une mé-
thode pour initialiser la simulation de fibres à partir de la forme
géométrique à l’équilibre. Dans cet article, Hadap développe un
modèle récursif de chaînes articulées de segments rigides en
s’appuyant sur les travaux en robotique de Featherstone (Fea-
therstone, 1987). Dans ce modèle, les coordonnées sont les
angles associés à chaque lien entre deux segments rigides. Tou-
jours en s’appuyant sur les travaux de Featherstone, il est alors
possible de s’appuyer sur une technique de dynamique inverse
très utilisée en robotique pour calculer les forces nécessaires
à l’obtention d’une accélération particulière, ici nulle. Le mo-
dèle de Hadap a l’inconvénient de représenter les fibres par
des courbes d’ordre faible, des segments, ce qui contraint à
l’utilisation de nombreux segments pour décrire des courbes
complexes et régulières.
Enfin, Twigg et Kacˇic´-Alesic´ (2011) vont plus loin et pro-
posent d’initialiser la simulation d’une assemblée de fibres en
prenant en compte les contacts. Le modèle utilisé est un mo-
dèle classique de masse-ressort, avec à chaque particule un res-
sort angulaire. La géométrie au repos de ce modèle est donnée
par les longueurs et angles au repos de chaque ressort. De ma-
nière classique, leur technique consiste à poser que l’équilibre
est obtenu lorsque la somme des forces est nulle. Le problème
rencontré en utilisant des ressorts est que, si l’on souhaite res-
ter physiquement plausible, les longueurs au repos des ressorts
doivent être positives. Pour contourner ce problème, les auteurs
proposent de minimiser la somme des forces élevées au carré,
en contraignant les longueurs à vide à être positives. Par consé-
quent, il n’est pas garanti de trouver une géométrie au repos as-
surant l’équilibre du modèle. De plus, l’utilisation de forces de
répulsion capture difficilement les frottements dus aux contacts
et rend le système difficilement stable lors de la simulation par
rapport à l’utilisation de contraintes pour satisfaire les contacts.
Dans la suite, nous proposons une méthode pour détermi-
ner la géométrie intrinsèque du modèle des super-hélices à par-
tir d’une configuration à l’équilibre, d’abord dans le cas d’une
fibre isolée soumise seulement à des forces extérieures connues
et dérivant d’un potentiel, comme la gravité et ensuite dans le
cas d’une assemblée de fibres en contacts frottants, les forces
de contact frottant étant inconnues a priori.
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6.4 inversion dans le cas de la gravité
Dans le cas où une force dérivant d’un potentiel s’applique, à
la manière de la gravité, une solution possible pour déterminer
la géométrie intrinsèque de la super-hélice est de s’appuyer sur
son énergie potentielle. En effet, à l’équilibre, l’énergie poten-
tielle est à un point critique. Dès lors, il suffit d’en calculer le
gradient. Or ce gradient est une fonction affine de la géométrie
intrinsèque, donc le problème est réduit à un problème linéaire
à résoudre.
6.4.1 Énergie potentielle d’une super-hélice
L’énergie potentielle Ep d’une super-hélice sous la gravité
s’écrit comme la somme de deux composantes, l’énergie po-
tentielle élastique Eel et l’énergie potentielle de pesanteur Eg.
Nous trouvons dans (Bertails, 2006) les expressions de ces
deux énergies :
Eel =
1
2
(κ− κ0)
TK(κ− κ0)
Eg = ρS
∫L
0
(L− s ′)(t(s ′) · g)ds ′,
où K est une matrice diagonale, linéaire en E, le module
d’Young de la super-hélice et où κ et κ0 regroupent respecti-
vement les courbures et torsions instantanées et naturelles de
chaque élément de la super-hélice. S représente la section de la
super-hélice et g le vecteur de pesanteur.
Calculer le gradient de cette énergie potentielle est possible
de manière analytique, quoique long et pénible. Nous ren-
voyons le lecteur à l’annexe B pour les détails des calculs. À
la fin, le gradient de l’énergie potentielle prend la forme sui-
vante :
∇Ep = K(κ− κ0) +∇Eg.
∇Eg peut être obtenu analytiquement et son expression est don-
née en annexe B.
6.4.2 Inversion
Il apparaît donc que le gradient de l’énergie potentielle est
une fonction affine de la géométrie intrinsèque de la super-
hélice. Ainsi, déterminer les courbures naturelles assurant
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l’équilibre de la super-hélice dans la géométrie donnée se fait
en résolvant un simple système linéaire :
κ0 = κ−K−1∇Eg.
Dans le cas des super-hélices, la matrice K est même diago-
nale, ce qui conduit à un système linéaire trivial à résoudre.
Il est donc très simple de déterminer la géométrie intrinsèque
des super-hélices pour assurer de manière exacte leur équilibre
sous l’action de forces extérieures dérivant d’un potentiel. Ce-
pendant, il est possible que l’équilibre soit instable et que lors
d’un déplacement de la fibre hors de sa position d’équilibre, le
retour à la position d’équilibre ne soit pas assuré par l’inversion.
Dans un tel cas, au démarrage, la fibre reste bien à l’équilibre,
mais une petite perturbation la précipite dans une autre posi-
tion d’équilibre.
Dans la partie suivante, nous allons voir comment caracté-
riser la stabilité de l’équilibre et comment modifier les para-
mètres de la super-hélice considérés jusqu’ici comme imposés
pour assurer la stabilité de l’équilibre obtenu par l’inversion.
6.4.3 Problème de la stabilité
L’équilibre de la super-hélice obtenu par l’inversion est stable
lorsque l’énergie potentielle est non seulement en un point cri-
tique mais en un minimum local. Donc, pour étudier la stabilité
de l’équilibre, il nous faut étudier la nature du point critique
obtenu par l’inversion. Pour que ce soit un minimum local, il
suffit qu’en ce point la héssienne de l’énergie potentielle soit
une matrice définie positive.
Hessienne de l’énergie potentielle
Comme dans le cas du calcul du gradient de l’énergie po-
tentielle, les détails du calcul de la héssienne sont donnés en
annexe B. Nous ne conserverons que le résultat final. La hes-
sienne de l’énergie potentielle d’une super-hélice s’écrit sous la
forme :
HEp = ED+ ρS, (7)
où D est une matrice diagonale et S une matrice symétrique.
Il suffit donc maintenant de déterminer les valeurs propres de
cette matrice pour décider si l’équilibre est stable ou non. Mais
nous pouvons aller plus loin. La structure de la hessienne nous
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amène à penser que le module d’Young et la masse volumique
de la super-hélice ont une influence sur les valeurs propres de
cette hessienne, et en particulier sur la plus petite. Le petit théo-
rème suivant nous donne une information capitale :
Théorème 2. Si P et Q sont deux matrices symétriques réelles et si
M = P+Q alors la plus petite valeur propre λM,min de M est plus
grande que la plus petite valeur propre λP,min de P ajoutée à la plus
petite valeur propre λQ,min de Q, soit
λM,min > λP,min + λQ,min.
Démonstration. Ce théorème est probablement un résultat assez
classique, bien que nous n’ayons trouvé aucune référence parti-
culière à son sujet. Nous en donnons donc une démonstration,
dans le but de convaincre le lecteur de sa validité. Pour com-
mencer, introduisons un lemme utile qui donne une expression
de la plus petite valeur propre d’une matrice symétrique réelle.
Lemme 3. Si M est une matrice réelle symétrique, alors la plus petite
valeur propre λmin de M est égale au minimum pour x de norme 1 de
xTMx.
Démonstration. Soit x de norme 1. Puisque M est symétrique,
nous pouvons écrire x dans une base orthonormale (v0, . . . , vn)
dans laquelle M est diagonale. Alors, nous pouvons écrire :
x =
n∑
i=0
αivi
Mx =
n∑
i=0
αiMvi =
n∑
i=0
αiλivi
xTMx =
n∑
i=0
α2iλi
xTMx >
n∑
i=0
α2iλmin > λmin‖x‖2 > λmin.
Si on prends vmin un vecteur propre unitaire associé à la valeur
propre λmin, alors on a
vTminMvmin = λmin‖vmin‖2 = λmin.
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En s’appuyant sur le lemme précédent, la plus petite valeur
propre de M est la valeur minimale de xTMx lorsque x est de
norme 1, donc de xT (P+Q)x donc de xTPx+ xTQx qui est plus
grand que la somme des valeurs minimales respectives de xTPx
et xTQx lorsque x est de norme 1 soit des plus petites valeurs
propre de P et Q.
Critère de stabilité
Ainsi, en s’appuyant sur ce théorème, nous pouvons écrire :
λHEp ,min > EλD,min + ρλS,min,
où λHEp ,min, λD,min et λS,min sont les plus petites valeurs
propres respectives de HEp , D et S. Ainsi, la hessienne est défi-
nie positive si EλD,min+ρλS,min est plus grand que 0. Et comme
λD,min est strictement positive, comme ρ, nous pouvons écrire
que la hessienne est définie positive si
E
ρ
>
λS,min
λD,min
. (8)
Il est donc possible, de manière automatique, de décider si
l’équilibre risque d’être instable et le cas échéant, de modifier ce
rapport pour stabiliser l’équilibre, par exemple en choisissant
un module d’Young suffisamment grand pour que le critère de
stabilité soit vérifié.
Résultats
Nous utilisons notre méthode complète d’inversion avec sta-
bilisation pour déterminer les paramètres physiques de la
super-hélice présentée en figure 30. L’inversion a permis d’assu-
rer que la géométrie de la super-hélice était bien une position
d’équilibre et que cette position était stable. Comme nous le
montrons sur ces instantanés de la simulation, après déforma-
tion, la super-hélice retrouve sa configuration initiale.
L’importance de la stabilisation et l’utilisation de notre cri-
tère de stabilisation sont mises en évidence sur la figure 31.
Ici, nous nous restreignons à la projection planaire des super-
hélices, les super-cercles. Dans ce cas, les fibres sont décrites par
des courbes planes, constituées d’arcs de cercles recollés de ma-
nière G1. Les coordonnées des super-cercles sont les courbures
de chaque arc de cercle. Sur la figure 31, nous représentons le
bout de la queue d’un personnage virtuel à l’aide de deux arcs
de cercles. Dans ce cas, l’énergie potentielle du super-cercle est
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(a) (b)
(c) (d)
Figure 30: Inversion de la queue d’un chat (a). Les paramètres physiques
sont calculés de manière à garantir une configuration d’équilibre
stable et la queue est simulée ensuite. Les paramètres physiques
ont été calculés de sorte que, si la courbe est légèrement déformée,
avec une amplitude raisonnable (b), elle retrouve sa position ini-
tiale (c,d).
une fonction réelle de deux variables que nous représentons
sur la ligne inférieure de la figure 31. En appliquant une force
sur la queue du personnage, nous la déplaçons hors de sa po-
sition d’équilibre initiale. À gauche, nous n’avons pas stabilisé
cet équilibre, et nous voyons que la position d’équilibre instable
initiale est perdue pour une nouvelle position d’équilibre stable.
Au-dessous, nous traçons la trajectoire de l’énergie potentielle.
Nous constatons alors dans ce cas que l’énergie potentielle part
d’un point-selle pour atteindre un minimum local qui corres-
pond à la nouvelle position d’équilibre stable. À droite, nous
avons stabilisé la position d’équilibre initiale, et nous voyons
que cette position est retrouvée après déformation. Dans ce cas
là, l’énergie potentielle représentée au-dessous suit une trajec-
toire qui part d’un minimum local et qui y revient ensuite.
Figure 32, nous appliquons notre méthode complète, inver-
sion et stabilisation à la coiffure d’un personnage virtuel, syn-
thétisée par une artiste. Au cours du mouvement, la coiffure
est raide et peu réaliste. La raison est que l’élasticité prend en
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(a) (b) (a) (b)
Figure 31: Utilisation de notre critère de stabilisation sur l’équilibre ini-
tial de la fibre sur le cas particulier des super-cercles avec 2 élé-
ments. À gauche, nous n’avons pas stabilisé l’équilibre initial de
la fibre et après déformation, le super-cercle trouve une nouvelle
position d’équilibre. Au dessous, l’énergie potentielle initiale est
à un point selle et « tombe » dans un minimum local qui ca-
ractérise la nouvelle position d’équilibre. À droite, nous avons
stabilisé l’équilibre et nous constatons alors que l’énergie poten-
tielle initiale est dans un minimum local. La déformation éloigne
l’énergie potentielle de ce minimum local auquel elle revient fina-
lement.
charge toute la forme des cheveux pour compenser la gravité.
Et donc, pour que l’équilibre soit stable, il faut rendre les che-
veux plus raides. Or, dans le cas des cheveux, comme souvent
pour une assemblée de fibres, il y a aussi de nombreux contacts
fibre à fibre ou avec des objets extérieurs, comme le corps du
personnage, qui jouent un rôle dans la position à l’équilibre. La
prise en compte de ces contacts est l’objet de la partie suivante.
6.5 cas des forces de contact frottant
Les travaux effectués dans le cas des contacts frottants ont été
réalisés en collaboration avec Gilles Daviet.
Jusqu’à présent, nous n’avons considéré que les fibres une
à une, sans auto-contact ni contact avec des objets extérieurs.
Cette hypothèse est trop restrictive lorsqu’on s’intéresse à une
assemblée de fibres, où les contacts sont très présents et jouent
un rôle essentiel dans la forme que prennent les fibres à l’équi-
libre. Dans cette partie, nous allons donc nous intéresser au cal-
cul de la géométrie intrinsèque des super-hélices dans le cas où
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(a)
(b)
Figure 32: Instantanés de la simulation d’une chevelure de personnage vir-
tuel, après inversion prenant seulement en compte la force de
gravité. Sur la ligne du haut (a), nous n’avons pas stabilisé
l’état d’équilibre et avons utilisé une valeur raisonnable du mo-
dule d’Young (E = 4 GPa). Nous constatons alors que la po-
sition est instable et que le travail de l’artiste est perdu dès le
début du mouvement de la tête du personnage. Sur la ligne du
bas (b), nous avons utilisé notre critère de stabilité pour stabiliser
la position d’équilibre. Le module d’Young requis alors est élevé
(E = 60GPa), et les cheveux sont particulièrement raides (à titre
de comparaison, E = 60GPa correspond au module d’Young du
marbre).
les fibres subissent des forces de contact en plus des forces exté-
rieures dérivant d’un potentiel comme étudié précédemment.
6.5.1 Un nouveau problème d’inversion
Comme nous l’avons écrit précédemment, la modélisation
des contacts frottants de Coulomb par des contraintes intro-
duit dans la dynamique des super-hélices des forces inconnues
a priori et qui ne dérivent pas d’un potentiel. Par conséquent,
la méthode développée pour la force de gravité ne peut plus
s’appliquer ici.
Or, une assemblée de fibres est à l’équilibre lorsque la somme
des forces qui s’y appliquent est nulle. Par conséquent, nous
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allons maintenant nous intéresser à la géométrie intrinsèque
des super-hélices annulant la somme des forces. Le problème
auquel nous sommes alors confrontés est que la force de contact
frottant est inconnue a priori. Nous allons devoir la déterminer
pour pouvoir calculer la géométrie intrinsèque de l’assemblée
de super-hélices.
Nous avons exposé précédemment la formulation des
contacts frottants de Coulomb par des contraintes ajoutées à
la dynamique. Permettons-nous de réécrire ici l’équation de la
dynamique des super-hélices, contrainte par des contacts frot-
tants de Coulomb :
Mκ¨+K(κ− κ0) = F(κ, κ˙) + JTr
κ˙ = Ju+ q
(u, r) ∈ C(µ).
Nous invitons le lecteur à se reporter au chapitre 2 pour le
détail de ces notations.
Dans le cas des assemblées de fibres à l’équilibre, nous
pouvons écrire que les vitesses et accélérations sont nulles ;
nous sommes dans un cas statique. Ainsi, nous pouvons écrire
l’équation de la statique que doivent vérifier les forces appli-
quées aux fibres pour assurer la position d’équilibre. Nous
avons alors :
K(κ− κ0) = F(κ, 0) + JTr
r ∈ K∗(µ)
Si nous connaissions la force r, alors nous pourrions écrire
κ0 = κ−K−1(F(κ, 0) + JTr),
et le calcul de la géométrie intrinsèque deviendrait alors aussi
simple qu’en l’absence de contacts et se ramènerait à la résolu-
tion d’un système linéaire diagonal. Malheureusement, la force
de contact frottant r est inconnue et reste à déterminer.
Pour résumer, le problème que nous devons résoudre main-
tenant est de trouver κ0 et r tels que :
κ0 = K−1(−JTr − F+K)˛
r ∈ K∗(µ).
Le vecteur κ0 est l’inconnue principale de notre problème et
la force de contact r est l’inconnue secondaire, dont dépend
la géométrie intrinsèque. Dans la suite, nous allons considérer
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que notre assemblée de fibres est constituée d’un matériau ho-
mogène et connu (par exemple le matériau cheveu). Nous fai-
sons alors l’hypothèse forte de considérer les paramètres phy-
siques des super-hélices ainsi que les coefficients de frottements
comme connus, à l’exception de la géométrie intrinsèque bien
évidemment.
6.5.2 Mise sous forme d’un problème de minimisation
Dans le but de déterminer la géométrie intrinsèque des super-
hélices, il est nécessaire de connaître les forces de contact qui
s’appliquent sur le modèle. Or ces forces étant inconnues à
l’avance, le problème est mal posé et ne peut pas être résolu
directement. Nous proposons ici une approche permettant de
déterminer une valeur plausible des forces de contact. Cette
approche s’appuie sur une estimation plausible de la géomé-
trie intrinsèque. Ainsi, la première étape de notre approche
consiste à estimer la géométrie intrinsèque initiale des super-
hélices, celle qu’il est raisonnable d’attendre étant donnée la
géométrie des super-hélices. Prenons l’exemple de la coiffure re-
présentée figure 34. Ici, les cheveux sont lisses et droits, et il est
donc raisonnable de choisir une géométrie intrinsèque droite,
soit κ0,est = 0. Nous reviendrons plus loin sur cette estimation.
Pour le moment, supposons que nous ayons une estimation de
la géométrie intrinsèque.
Seulement, cette géométrie intrinsèque estimée peut ne pas
être atteignable, c’est-à-dire qu’il est possible qu’il n’existe au-
cun r∗ vérifiant :
κ0,est = K−1(−JTr∗ − F+Kκ)
r∗ ∈ K∗(µ).
Dans ce cas, cela signifie que la géométrie intrinsèque estimée
ne permet pas l’inversion. Pourtant, si cette estimation est plau-
sible, c’est qu’elle est proche d’une géométrie intrinsèque per-
mettant l’inversion. Il est alors tout à fait naturel de chercher
la géométrie intrinsèque la plus proche de notre estimation et
telle qu’elle permette l’inversion. La seconde étape de notre ap-
proche est ainsi la résolution du problème de minimisation sui-
vant :
min
κ0 atteignable
‖κ0 − κ0,est‖2.
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Or, si κ0 est atteignable, c’est qu’une force r vérifie l’équation
de la statique. En remplaçant alors κ0 par son expression en r,
le problème précédent devient :
min
1
2
‖K−1(−JTr − F+Kκ) − κ0,est‖2
r ∈ K∗(µ).
Le cône de Coulomb n’étant pas borné dans l’espace, il est
possible que les forces de contact soient arbitrairement grandes.
Dans le but d’empêcher la force r de prendre des valeurs trop
grandes, nous introduisons une pénalisation sur la norme de
cette force dans la minimisation. Ainsi, le problème de minimi-
sation devient :
min
1
2
‖K−1(−JTr − F+Kκ) − κ0,est‖2 + γ‖r‖2
r ∈ K∗(µ).
En posant
W = K−1JT JK−1T + γI
q = JK−1T (F+K(κ− κ0,est)),
nous pouvons écrire plus simplement le problème sous la
forme :
min
1
2
rTWr + rTq
r ∈ K∗(µ).
Ce problème est un problème quadratique sous contraintes
coniques du second ordre, ou SOCQP pour Second Order Cone
Quadratic Program. C’est un problème convexe et bien posé,
qui admet donc une solution unique. Cependant, il s’agit d’un
problème potentiellement très gros (pour quelques milliers de
fibres, on s’attend à plusieurs dizaines de milliers de contacts)
et donc difficile à résoudre par les techniques standard d’opti-
misation non-lisse, généralement calibrées pour des systèmes
plus petits. Nous avons testé l’inversion d’une chevelure consti-
tuée de 240 cheveux avec environ 9000 contacts en utilisant l’im-
plémentation libre de l’algorithme de points intérieurs IPOPT
(Wächter et Biegler, 2006) : ce test a nécessité plusieurs heures
pour converger. La méthode de résolution que nous proposons
dans la suite et qui s’appuie sur l’algorithme existant de (Da-
viet, Bertails-Descoubes et Boissieux, 2011), converge quant
à elle en quelques secondes.
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6.5.3 Résolution du SOCQP
La méthode que nous proposons consiste à transformer le
problème de minimisation pour le ramener à un problème de
complémentarité conique. Ensuite, en utilisant l’algorithme de
(Daviet, Bertails-Descoubes et Boissieux, 2011), conçu pour
la résolution du problème dynamique direct, nous allons ré-
soudre le problème inverse de manière efficace.
Pour transformer notre problème inverse en un problème de
complémentarité conique, nous allons nous appuyer sur une
propriété classique de l’optimisation convexe (Boyd et Vanden-
berghe, 2004) :
Propriété 1. Si f est une fonction convexe et si L est un ensemble
convexe, alors
r¯ = arg min
r∈L
f(r)⇔ ∀y ∈ L, −∇f(r¯)T (y− r¯) 6 0. (9)
pour tout t > 0.
Dans le cas où L est un cône Kµ d’ouverture µ, ce résultat
peut-être interprété intuitivement. Supposons d’abord que le
minimum de f est atteint à l’intérieur du cône. Dans ce cas, r¯
qui appartient au cône est un minimum local de f et donc un
point où le gradient de f s’annule soit ∇f(r¯) = 0. C’est le cas
représenté figure 33 en (a).
Supposons maintenant que le minimum de f est atteint à l’ex-
térieur du cône. Dans ce cas, r¯ ne peut pas se trouver à l’inté-
rieur du cône mais sur sa frontière. Il est alors aisé de constater
que si −∇f(r¯) ne fait pas un angle obtus avec tout vecteur de
Kµ pris à partir de r¯, alors nous pourrions trouver une direction,
la projection de −∇f(r¯) sur le cône, qui permettrait de trouver
dans le cône une valeur plus petite à f que f(r¯). Lorsque r¯ est
nul, cela signifie que −∇f(r¯) se trouve dans l’opposé du cône
dual, le cône polaire K◦ = −K 1
µ
, comme représenté figure 33
en (b). Dans le cas où r¯ est non nul et donc sur la frontière du
cône, il apparaît que −∇f(r¯) est nécessairement normal à r¯, ce
qui l’amène à se trouver sur la frontière du cône polaire, comme
représenté figure 33 en (c).
Il est possible d’écrire tous ces cas plus simplement, en re-
marquant que soit r¯ est nul, soit ∇f(r¯) est nul, soit ils sont
orthogonaux et que r¯ est dans le cône Kµ tandis que ∇f(r¯) est
dans le cône dual K 1
µ
. Et donc, la condition de minimalité peut
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Kµ
−∇f(r¯)
r¯
(a)
K 1
µ
Kµ
−K 1
µ
r¯
−∇f(r¯)
(b)
Kµ
−K 1
µ
r¯
−∇f(r¯)
(c)
Figure 33: Les 3 cas des conditions d’optimalité pour le problème de minimi-
sation d’une fonction convexe f sous contraintes coniques : (a) r¯
est à l’intérieur du cône et∇f(r¯) est nul ; (b) r¯ est nul et −∇f(r¯)
se trouve dans le cône dual ; (c) r¯ est non nul et se trouve sur la
frontière du cône et −∇f(r¯) est sur la frontière du cône dual et
est normal à r¯.
se réécrire sous la forme d’une condition de complémentarité
soit :
r¯ = arg min
r∈Kµ
f(r)⇔ K 1
µ
3 ∇f(r¯) ⊥ r¯ ∈ Kµ.
Nous donnons en annexe E une démonstration plus formelle
de ce résultat qui s’appuie sur les projections. Cette condition
de complémentarité obtenue dans le cas d’un cône peut se gé-
néraliser très aisément à un produit de cônes. En reprenant la
fonction f que nous souhaitons minimiser, nous écrivons alors
r¯ = arg min
r∈K∗
1
2
rTWr+rTq⇔ ∀i, K 1
µi
3 (Wr¯+q)i ⊥ r¯i ∈ Kµi .
Il est remarquable que cette condition de complémentarité co-
nique soit si similaire à celle de la dynamique que nous avions
présentée précédemment (équation 4 du chapitre 2). Grâce à
cette similarité, nous allons pouvoir utiliser l’algorithme pro-
posé pour la dynamique dans (Daviet, Bertails-Descoubes et
Boissieux, 2011) et qui résout de manière robuste et rapide ce
type de problème de complémentarité conique.
L’algorithme résolvant le problème de complémentarité co-
nique présenté dans (Daviet, Bertails-Descoubes et Bois-
sieux, 2011) résout en effet des problèmes du type
∀i ∈ {1, . . . , n}, K 1
µi
3 (Wr + q)i ⊥ ri ∈ Kµi
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où r est l’inconnue et où q est un vecteur de taille 3n et W une
matrice creuse par bloc, symétrique positive, mais non néces-
sairement définie positive, de taille (3n, 3n).
Dans notre cas, W est une matrice creuse par bloc, symé-
trique définie positive, rendant la fonction à minimiser stric-
tement convexe, ce qui nous garantit l’unicité de la solution.
Cela nous permet aussi d’espérer une bonne convergence de
l’algorithme de résolution.
Le paramètre de régularisation γ a été fixé expérimentale-
ment à la valeur de 1.10−3 N−2 m−2. Nous avons constaté em-
piriquement qu’une telle valeur permettait d’obtenir des forces
de frottement jouant un rôle non négligeable sur la position
d’équilibre tout en restant de norme raisonnable, et donc me-
nant à des simulations numériques relativement stables.
6.5.4 Résultats
Nous allons étudier notre technique d’inversion en l’appli-
quant à un jeu de données synthétique représentant une coif-
fure lisse, SynthSimu, obtenu par simulation et représenté en
figure 34.
Validation
Dans le but de valider notre méthode d’inversion, pour mon-
trer qu’elle produit une géométrie intrinsèque plausible, faisons
une expérience très simple.
Nous avons obtenu le jeu de données SynthSimu représenté
en figure 34 par la simulation d’une chevelure lisse (240 che-
veux ; nous avons choisi κ0 = 0.1m−1 comme géométrie intrin-
sèque) jusqu’à ce qu’elle trouve une position d’équilibre sur
les épaules d’un personnage virtuel. Appelons cette phase Si-
muDirecte. Nous appliquons alors notre algorithme d’inversion
à la géométrie à l’équilibre de cette chevelure et initialisons
ainsi une nouvelle simulation, SimuInversion. Nous avons choisi
κ0,est = 0m−1 comme estimation de la géométrie intrinsèque.
Nous avons fait ce choix à cause de l’apparence lisse des che-
veux. En effet, lorsque les cheveux sont lisses, la forme des che-
veux apparaît comme étant due aux contacts uniquement (dans
ce cas là, l’œil parvient à faire la différence entre ce qui est dû
à la géométrie intrinsèque et ce qui est dû aux contacts). La
phase d’inversion a nécessité 2,6 secondes de calcul pour 2353
contacts détectés.
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L’expérience que nous proposons est de laisser les deux si-
mulations avancer, en ne prenant plus en compte les contacts.
Alors, nous nous attendons à ce que les deux chevelures
tombent à l’intérieur du corps, puisqu’en l’absence de contact,
il ne peut plus les porter.
(a) (b) (c)
(d) (e)
Figure 34: Creation d’une coiffure (240 cheveux) à l’équilibre statique par
simulation. La forme initiale (a) est simulée sous l’action de la
gravité jusqu’à obtenir la configuration géométrique à l’équilibre
SynthSimu (b). Après inversion avec contacts frottant, et en
simulant ensuite avec l’action de la gravité mais sans contact,
nous produisons alors une nouvelle forme à l’équilibre (e) simi-
laire à la forme de référence (c). Si l’on inverse sans prendre en
compte les contacts frottants mais seulement la gravité, la forme
courbée due à la tête et aux épaules est conservée, même lorsque
les contacts ne sont plus présents.
Nous représentons en figure 34 le résultat de cette expérience.
Ce que nous constatons, c’est que les deux nouvelles positions
d’équilibre sont identiques pour SimuDirecte et pour SimuInver-
sion. Ainsi, notre méthode d’inversion a produit pour Synth-
Simu une géométrie intrinsèque plausible et proche de celle
utilisée lors de la création de ce jeu de données. Par comparai-
son, si nous inversons sans prendre en compte les contacts, la
forme courbée des cheveux, caractéristique du contact avec les
épaules est artificiellement conservée lors de la simulation sans
contacts.
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6.6 discussion
Nous avons présenté deux approches pour l’inversion de la
position d’équilibre de fibres. La première suppose que toutes
les forces extérieures qui s’appliquent aux fibres dérivent d’un
potentiel. Dans ce cas, nous avons vu que le problème de l’in-
version se ramenait à un système linéaire diagonal trivial à
résoudre. L’utilisation de l’énergie potentielle pour l’inversion
nous a permis d’aller plus loin que d’assurer la position d’équi-
libre en nous fournissant un critère simple pour la stabilité de
cet équilibre.
La seconde approche pour l’inversion prend en compte les
forces de contacts frottants qui ne peuvent être négligés dans
le cas d’assemblées de fibres comme les chevelures. Ces forces
étant inconnues a priori, il faut les évaluer avant de pouvoir
réaliser l’inversion. Nous avons pour cela mis au point un algo-
rithme de minimisation qui approche au plus près la géométrie
intrinsèque d’une estimation préliminaire.
Une limitation importante de la seconde approche est que si
elle assure bien la position d’équilibre, elle ne permet pas d’en
assurer la stabilité. Ainsi, à la simulation, bien que les fibres
soient dans une configuration d’équilibre, que la somme des
forces qui s’appliquent à elles soit nulle, un petit déplacement
peut entraîner les fibres dans une nouvelle position d’équilibre.
Le problème est que le critère que nous avons établi dans le cas
de l’inversion sous des forces dérivant d’un potentiel ne peut
s’appliquer ici. Pour compléter l’inversion prenant en compte
les contacts frottants, il faudrait donc aller plus loin et étudier
la stabilité de l’équilibre obtenu, en prenant soin de bien la
définir.
Une seconde limitation de la seconde approche est qu’elle
requiert une estimation de la géométrie intrinsèque des super-
hélices. Or, bien estimer cette géométrie intrinsèque est diffi-
cile, notamment dans le cas de cheveux naturellement bouclés.
Il faut donc trouver une méthode simple et automatique pour
estimer cette géométrie intrinsèque. Dans le chapitre suivant,
nous proposons et justifions comme estimation de la géomé-
trie intrinsèque la géométrie courante de la super-hélice, soit
κ0,est = κ.
Troisième partie
D E L A N U M É R I S AT I O N À L A
S I M U L AT I O N

7
A P P L I C AT I O N À D E S C H E V E L U R E S
Dans ce chapitre, nous allons mettre en pratique les deux
algorithmes développés dans cette thèse : les tangentes flot-
tantes pour l’approximation par des courbes G1 en hélices par
morceaux et notre technique d’inversion prenant en compte les
contacts frottants pour le calcul des paramètres physiques des
super-hélices. Cette combinaison va nous permettre de prendre
en entrée des géométries de chevelures à l’équilibre statique
pour produire en sortie des simulations physiques plausibles
de ces chevelures.
7.1 géométries d’entrées
Nous allons considérer comme données d’entrées trois coif-
fures numérisées. Nous utiliserons une coiffure obtenue synthé-
tiquement, par la main d’une artiste et deux coiffures obtenues
par la capture de fibres réelles. Ces trois coiffures, représentées
figure 35 sont :
– SynthArt, coiffure synthétique, obtenue par le travail
d’une artiste, Laurence Boissieux. Ce jeu de données
contient 240 cheveux.
– CaptLisse, coiffure issue de la capture d’une coiffure réelle
par Herrera, Zinke et Weber (2012). Ce jeu de données
contient 1980 cheveux peu ondulés.
– CaptBoucles, jeu de données issu de la capture d’une
perruque bouclée par Luo, Li et Rusinkiewicz (2013). Il
contient 1105 fibres bouclées.
remarques sur la chevelure captlisse Il est impor-
tant de noter ici que la chevelure capturée par Herrera, Zinke
et Weber (2012) est complète, c’est-à-dire qu’elle contient en-
viron autant de cheveux que ce que l’on peut trouver sur une
personne, soit près de 100000. Aucune méthode ne permet de
simuler une chevelure contenant autant de cheveux à l’heure ac-
tuelle. Nous avons donc dû limiter le nombre de cheveux pris
en compte dans cette coiffure, et avons décidé d’en sélectionner
uniformément 2000, choisis au hasard.
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(a) SynthArt : splines
(b) SynthArt : courbes G1 en hé-
lices par morceaux
(c) CaptLisse : splines
(d) CaptLisse : courbes G1 en hé-
lices par morceaux
(e) CaptBoucles : splines
(f) CaptBoucles : courbes G1 en
hélices par morceaux
Figure 35: L’algorithme des tangentes flottantes (à droite) appliqué aux coif-
fures (à gauche) SynthArt (en haut), CaptLisse (au centre) et
CaptBoucles (en bas).
De plus, il est à noter que nous ne disposions pas du maillage
du buste correspondant à la coiffure CaptLisse, contrairement
aux deux autres coiffures. Afin de déterminer les contacts, nous
avons alors utilisé un maillage conçu par une artiste. Cela nous
a conduit à retirer du jeu de données quelques cheveux qui
pénétraient à l’intérieur du maillage.
7.2 des fibres numérisées aux super-hélices
Les fibres numérisées contenues dans ces trois jeux de don-
nées sont représentées sous la forme de suites de points pour
CaptLisse et CaptBoucles ou de splines de Bézier pour Syn-
thArt. Nous appliquons donc l’algorithme des tangentes flot-
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tantes pour obtenir des courbes G1 en hélices par morceaux
approchantes afin d’utiliser les super-hélices.
Nombre Temps (s) Erreur Nombre d’élé-
Coiffure de cheveux d’approximation maximale (%) ments maximal
SynthArt 240 26 0.6 8
CaptLisse 1980 21 0.9 10
CaptBoucles 1105 95 3.1 40
Table 5: Performance et précision de l’algorithme des tangentes flottantes
appliqué aux trois coiffures SynthArt, CaptLisse et Capt-
Boucles.
Nous présentons en table 5 le temps de calcul total et moyen
par fibre pour l’approximation de chacune des coiffures. De
plus, nous ajoutons les erreurs moyennes et maximales com-
mises, ainsi que les nombres d’éléments hélicaux moyens et
maximaux utilisés. Le jeu de données SynthArt, qui ne contient
que 240 splines, a requis un temps de calcul relativement
élevé par rapport aux deux autres jeux de données à cause du
nombre important (30) de courbes de Bézier par splines. En ef-
fet, dans l’algorithme des tangentes flottantes, l’extraction des
points de rupture de la spline est d’autant plus longue que le
nombre de morceaux de la spline est élevé.
Enfin, la coiffure CaptBoucle comportant des courbes com-
plexes, l’algorithme des tangentes flottantes nécessitait un
nombre important d’éléments hélicaux par courbe approchante
pour coller au plus près aux données d’entrée. Malheureuse-
ment, l’utilisation d’un grand nombre d’éléments hélicaux par
super-hélices est rédhibitoire pour la simulation. C’est pour-
quoi nous avons choisi de limiter le nombre d’éléments héli-
caux, quitte à perdre en précision lors de l’utilisation des tan-
gentes flottantes, ce qui explique l’erreur relativement élevée
que nous avons commise sur ce jeu de données.
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Nous connaissons grâce à l’algorithme des tangentes flot-
tantes la géométrie sous forme de courbes G1 en hélices par
morceaux de chaque cheveu pour chacune des coiffures. L’al-
gorithme des tangentes flottantes produit des courbes repré-
sentées grâce au repère de Frenet. Le passage de cette repré-
sentation à celle des super-hélices, représentées par un repère
matériel est présenté en annexe D. De plus, comme nous consi-
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dérons des chevelures, il nous est possible de choisir à l’avance
la plupart des paramètres physiques. Nous allons maintenant
utiliser notre algorithme d’inversion pour déterminer la géomé-
trie intrinsèque de chaque cheveu. Dans ce but, nous devons
d’abord l’estimer.
7.3.1 Estimation de la géométrie intrinsèque
L’estimation de la géométrie intrinsèque des super-hélice
n’est pas simple. En effet, bien estimer cette géométrie intrin-
sèque, c’est déjà presque résoudre le problème d’inversion.
Dans le cas de fibres subissant l’action de la gravité seule, la
théorie des tiges élastiques stipule que la courbure instantanée
correspond à la courbure naturelle à l’extrémité libre de la fibre.
Si nous faisons l’hypothèse restrictive que la courbure naturelle
est uniforme le long de chaque cheveu, nous pouvons estimer
la géométrie de chacun d’entre eux en mesurant leur courbure
à l’extrémité libre, dans le cas où aucun contact n’a lieu à cette
extrémité.
Dans le cas de nos 3 coiffures, nous avons choisi une autre
voie. Expérimentalement, nous avons remarqué que choisir
pour estimation de la géométrie intrinsèque la géométrie même
de la super-hélice, ou en d’autres termes κ0,est = κ, produisait
de meilleurs résultats lors de la simulation. Ce choix nous per-
met d’assurer l’équilibre de chaque cheveu, tout en minimisant
son énergie potentielle élastique, ce qui rend la simulation plus
stable. D’un point de vue mécanique, ce choix revient à cher-
cher la force de contact qui compense au mieux la force de gra-
vité. Comme cette valeur de κ0 est faible devant celle obtenue
par l’inversion sans contact frottant, la géométrie à l’équilibre
est bien assurée par la combinaison de la force élastique et des
contacts. En figure 36, nous comparons deux estimations de κ0
pour la coiffure captLisse. La coiffure étant plutôt lisse, le choix
de κ0,est = 0m−1 est raisonnable. Toutefois, nous voyons alors
la formation d’épis : en effet, dès que les contacts sont rom-
pus, les cheveux rejoignent une position d’équilibre proche de
leur position de repos, en l’occurrence dans ce cas des positions
rectilignes. Lorsque nous choisissons κ0,est = κ, une partie des
petites déformations est prise en compte par la force élastique,
d’où l’absence d’épis.
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(a) κ0,est = 0m−1 (b) κ0,est = κ
Figure 36: Comparaison du résultat de deux estimations différentes de κ0.
En (a), nous choisissons κ0,est = 0m−1. Dans ce cas, les che-
veux ont une position de repos droite et lorsque certains contacts
sont rompus, des épis se forment. En (b), la position de repos est
plus proche de la géométrie, et peu d’épis se forment.
7.3.2 Performance
Nombre Nombre Temps (s)
Coiffure de cheveux de contacts d’inversion
SynthArt 240 8922 5
CaptLisse 1980 30381 19
CaptBoucles 1105 14358 15
Table 6: Temps de calcul de l’inversion des trois coiffures SynthArt, Capt-
Lisse et CaptBoucles.
Nous reportons en table 6 le temps de calcul de notre algo-
rithme d’inversion appliqué à chaque jeu de données. Nous
avons en outre ajouté le nombre de contacts détectés pour
chaque jeu de données. Nous constatons que l’utilisation de l’al-
gorithme de résolution du problème de complémentarité pour
la dynamique permet à notre algorithme d’inversion d’être ra-
pide, même dans le cas d’une coiffure complexe contenant 1100
cheveux enchevêtrés (CaptBoucles) pour laquelle l’inversion
a nécessité environ 15 secondes. Ainsi, en ajoutant le temps
de calcul de l’algorithme des tangentes flottantes, le processus
complet qui prend en entrée des courbes quelconques représen-
tant une coiffure et en calcule les paramètres physiques pour la
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simulation a pris dans le cas de cette coiffure moins de deux
minutes.
(a)
(b)
(c)
Figure 37: En haut, instantanés de la simulation d’une chevelure (Syn-
thArt, 240 cheveux) modelée par une artiste, après inversion
prenant en compte les contacts (a). Au-dessous est reproduite à
titre de comparaison la figure 32 (b) et (c). Nous constatons que
l’aspect général de la coiffure est mieux conservé en (a) qu’après
inversion sans contact et sans stabilisation (b) (particulièrement
sur la seconde image en partant de la gauche). Nous constatons
aussi que le mouvement est plus naturel et moins rigide en (a)
que celui obtenu après stabilisation (c).
7.4 résultats
Notre technique d’inversion nous permet de déterminer une
géométrie intrinsèque plausible des cheveux de chaque jeu de
données, qui assure que la position à l’équilibre des super-
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hélices est exactement la géométrie passée en entrée. Ainsi,
nous connaissons tous les paramètres physiques nécessaires à
la simulation dynamique de chacun de ces jeux de données. Il
nous est donc possible maintenant d’animer ces coiffures.
(a) (b)
(c)
Figure 38: Instantanés de la simulation de la capture de la chevelure réelle
CaptLisse capturée automatiquement (ici, après pré-traitement,
1980 cheveux) après inversion prenant en compte les contacts
(a), produisant un mouvement naturel des cheveux (c). À titre de
comparaison, nous trouvons en (b) la chevelure après simulation,
sans inversion en choisissant κ0 = κ. Dans ce cas, la géométrie
n’est pas conservée à l’équilibre et les cheveux s’affaissent.
simulation des jeux de données Nous présentons en
figures 37, 38 et 39 des instantanés de la simulation des jeux
SynthArt, CaptLisse et CaptBoucles avec en particulier un
mouvement de tête. Comme dans le cas de l’inversion avec
l’énergie potentielle que nous avons présentée précédemment,
notre technique d’inversion avec contact frottant assure que
la position de départ des super-hélices est bien une position
d’équilibre, au moins jusqu’à ce que la tête entre en mouve-
ment. Alors, le mouvement des cheveux est souple et plausible,
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à la différence de celui obtenu par la stabilisation de l’inversion
sans contacts, comme montré figure 34.
(a) (b) (c) (d)
Figure 39: Capture d’une chevelure réelle (a) à partir d’une perruque
par (Luo, Li et Rusinkiewicz, 2013), approchée par les tan-
gentes flottantes. Sans inversion (b), à la simulation, la chevelure
s’affaisse et perd sa configuration initiale. Grâce à notre méthode
d’inversion, nous simulons la chevelure (c) et (d) en conservant
sa configuration d’équilibre et donc son aspect général.
Enfin, nous nous sommes mis dans la peau d’un coiffeur et
avons coupé les cheveux des deux jeux de données capturés que
nous simulions, figure 40. Contrairement à une méthode pure-
ment géométrique qui se contenterait de réduire la longueur
des cheveux, le calcul des paramètres physiques par notre mé-
thode d’inversion et la simulation qui a suivi permettent de
prendre en compte la perte subite de masse de la chevelure.
Nous avons alors observé comme attendu un effet de ressort
des cheveux qui sont remontés et ont pris du volume.
7.5 discussion
La combinaison de nos deux algorithmes, les tangentes flot-
tantes pour convertir la géométrie initiale des cheveux en celle
des super-hélices, puis l’inversion avec contacts frottants pour
le calcul de la géométrie intrinsèque de chaque cheveu, nous a
permis de prendre en entrée des coiffures numérisées pour en-
suite les animer de manière plausible par une simulation phy-
sique.
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(a) (b)
(c) (d)
Figure 40: La simulation utilisant les paramètres physiques obtenus par
l’inversion permet de manipuler physiquement les cheveux, par
exemple en les coupant.
7.5.1 Limitations
Bien que nos deux algorithmes produisent des résultats en-
courageants, ils sont dépendants de la qualité des données d’en-
trées. D’abord, si les données d’entrée sont des courbes com-
plexes comme dans CaptBoucles, la méthode des tangentes flot-
tantes risque de nécessiter un nombre d’éléments hélicaux élevé
pour approcher correctement les données d’entrée. Or, avoir
des super-hélices contenant beaucoup d’éléments est rédhibi-
toire pour l’inversion et pour la simulation. Dès lors, nous som-
mes contraints de diminuer la précision des tangentes flottantes
en forçant un nombre d’éléments hélicaux restreint, ce qui nous
conduit alors à une approximation moins précise.
De plus, lors de l’approximation par les tangentes flottantes,
la courbe G1 en hélices par morceaux peut contenir des élé-
ments hélicaux dont la courbure ou la torsion sont très élevées.
En effet, nous ne mettons aucune contrainte sur ces grandeurs
lors de la relaxation des points. Or, de trop grandes courbures
ou torsions peut produire des instabilités lors de la simulation
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des super-hélices. Il serait donc important désormais d’assurer
que l’algorithme des tangentes flottantes produit des courbes
en hélices par morceaux de courbures et de torsions raison-
nables.
Ensuite, notre méthode d’inversion fait des hypothèses très
fortes sur les matériaux considérés. En effet, elle s’appuie sur
la connaissance exacte de la plupart des paramètres physiques
(module d’Young, masse volumique, coefficients de frottement,
etc.) et sur une estimation de la géométrie intrinsèque. Il faut
donc avoir une connaissance très précise des matériaux mis en
jeu pour déterminer la géométrie intrinsèque de l’assemblée de
fibres considérée. Cette contrainte est très forte et il faudrait
pouvoir s’en affranchir afin de déterminer d’autres paramètres
physiques que la géométrie intrinsèque.
Enfin, si visuellement les résultats obtenus lors de l’inver-
sion répondent au problème posé, celui d’assurer la géométrie
à l’équilibre statique sous l’action de forces extérieures, il reste
que nous n’avons aucune validation de la géométrie intrinsèque
calculée. Ainsi, la géométrie au repos déterminée par notre mé-
thode d’inversion appliquée à une chevelure réelle pourrait être
très différente de la véritable géométrie au repos. Ce problème
de validation nous paraît un point particulièrement important
à développer à la suite de ce travail de thèse.
7.5.2 Mise en pratique
Si nos deux algorithmes sont capables de manipuler des
assemblées de fibres contenant de l’ordre de 1000 à 10000
fibres, nous restons encore loin de chevelures complètes qui
contiennent de l’ordre de 100000 cheveux, comme c’est le cas
pour les données initiales de CaptLisse. Dans ce cas, nous
sommes contraints de pré-traiter les données d’entrée pour li-
miter le nombre de fibres, par exemple en sélectionnant aléa-
toirement de manière uniforme un sous-ensemble de ces fibres,
comme nous l’avons fait pour CaptLisse.
Une autre limite géométrique liée aux entrées de notre mé-
thode, plus importante à nos yeux que la précédente, tient à la
géométrie des contacts. En effet, pour que notre méthode soit
pleinement efficace, elle doit pouvoir s’appuyer sur une géo-
métrie des fibres ainsi que des objets avec lesquels elles sont
en contact la plus précise possible. La précision de la détection
des contacts baisse avec celle de la géométrie. Une géométrie
mal capturée peut alors conduire à des cas où des fibres se re-
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trouvent libres, sans aucun contact. Le problème ici est qu’il
faut donc connaître aussi précisément que possible l’environne-
ment des fibres, par exemple le buste de la personne dont nous
capturons les cheveux. Dans le cas de CaptLisse, nous avions
la chevelure capturée, mais pas le maillage du buste. Et si nous
disposions du maillage correspondant à CaptBoucles, encore
faudrait-il que la capture et l’approximation géométrique par
les tangentes flottantes soient assez précises pour conserver la
géométrie des contacts réels. Enfin, dans le cas où les fibres re-
présentent non pas des fibres seules comme des cheveux isolés
mais plutôt les lignes directrices d’agrégats comme des mèches,
à la manière de CaptBoucles, il nous faut encore connaître très
précisément l’épaisseur de chaque mèche pour détecter correc-
tement les contacts.
7.5.3 Inversibilité d’autres modèles
Cette thèse est construite autour du modèle des super-hélices,
mais d’autres modèles de fibres sont couramment utilisés. Il est
nécessaire de s’interroger sur la possibilité et la simplicité de
l’inversion d’autres modèles. En effet, l’utilisation de modèles
nodaux nous permettrait de nous affranchir de l’étape d’ap-
proximation géométrique.
modèle de masse-ressort Les modèles de type masses-
ressorts, comme décrit dans (Rosenblum, Carlson et Tripp,
1991) par exemple, sont essentiellement construits à partir de
ressorts attachant ensemble des masses. Dans ce cas, la géo-
métrie intrinsèque est donnée par les longueurs à vide de ces
ressorts. Considérons le cas le plus simple, une unique masse,
attachée à un point d’ancrage inamovible par un ressort (voir
figure 41). Si nous notons l0 la longueur à vide du ressort, ce
qui correspond à la géométrie intrinsèque du modèle, un bilan
de force nous donne qu’à l’équilibre
k(l− l0) = mg,
où g est la constante de pesanteur. L’inversion nous donne alors
trivialement
l0 = l−
mg
k
.
Il est alors évident qu’en fonction des valeurs de m et k, l0
peut prendre des valeurs négatives, qui n’ont pas de sens mé-
canique. Les modèles de type masse-ressort ne sont donc pas
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m
k l
Figure 41: Exemple minimal de masse-ressort.
toujours inversibles. Dans (Twigg et Kacˇic´-Alesic´, 2011), les
auteurs utilisent néanmoins un tel modèle, et proposent pour
résoudre l’inversion de ne pas calculer la géométrie intrinsèque
exacte annulant la somme des forces, mais de minimiser cette
somme en contraignant les longueurs à vide de chaque ressort
à être positives. Dans ce cas, le problème de l’inversion n’est
pas résolu de manière exacte et la configuration de l’assemblée
de fibres à l’équilibre n’est pas garantie. Au démarrage de la si-
mulation, sous l’action de son propre poids, elle aura tendance
à s’affaisser.
corde Les coordonnées du modèle CoRdE (Spillmann et
Teschner, 2007) contiennent les quaternions unitaires associés
à chaque noeud du modèle. Pour les mêmes raisons que pour
le modèle des masses-ressorts, l’inversion peut produire des
quaternions invalides.
discrete elastic rods Le modèle des Discrete Elastic
Rods (Bergou et al., 2008 ; Bergou et al., 2010) décrit la géo-
métrie intrinsèque des fibres par un ensemble de courbures,
qui prennent leurs valeurs dans l’ensemble des réels. Il est aisé
de voir que la dynamique des Discrete Elastic Rods est très
semblable à celle des super-hélices. Par conséquent, et contrai-
rement aux modèles des masses-ressort ou CoRdE, il est pos-
sible d’inverser la statique des Discrete Elastic Rods. On trouve
d’ailleurs que la matrice K est ici non plus diagonale comme
dans le cas des super-hélices, mais est à bande, c’est-à-dire que
tous ses coefficients non nuls sont réunis autour de sa diago-
nale.
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La méthode d’inversion que nous avons construite pour les
super-hélices peut donc être appliquée au modèle des Discrete
Elastic Rods. Finalement, nous pouvons conclure que l’inversi-
bilité d’un modèle physique de fibre tient essentiellement à l’es-
pace de sa géométrie intrinsèque. Si la géométrie intrinsèque
n’est contrainte que par le choix de coordonnées du modèle (et
non pas par des contraintes externes comme c’est la cas pour
les masses-ressorts où les longueurs à vide des ressorts doivent
être positives), alors il est probable que le modèle soit inver-
sible.

8
C O N C L U S I O N
Dans cette thèse, nous nous sommes intéressés au problème
d’assurer l’équilibre pour une assemblée de fibres soumises
à des forces extérieures et dont la configuration géométrique
était imposée : le but était d’identifier la géométrie intrinsèque
du modèle satisfaisant une telle condition. Nous avons apporté
une solution à ce problème en nous appuyant sur le modèle des
super-hélices. Pour cela, nous avons construit un algorithme,
les tangentes flottantes et une méthode d’inversion.
L’algorithme des tangentes flottantes permet d’approcher
une courbe en entrée, dans notre cas une fibre numérisée, par
une courbe G1 en hélices par morceaux, qui représente la géo-
métrie d’une super-hélice. L’essence de cet algorithme est l’in-
terpolation de vecteurs tangents, qui s’appuie ici sur la condi-
tion de co-hélicité de deux points et deux vecteurs tangents
introduite par Ghosh (Ghosh, 2010). Nous avons proposé une
démonstration complète de cette condition, prouvant ainsi le
bon fonctionnement de notre algorithme. Nous avons ensuite
montré que l’algorithme des tangentes flottantes était rapide,
précis et pouvait traiter de nombreuses courbes en l’appliquant
à différents jeux de données, plus ou moins complexes, et en le
comparant à un algorithme d’optimisation classique.
La méthode d’inversion que nous avons proposée comporte
deux volets distincts. D’abord, si seules des forces dérivant
d’un potentiel s’appliquent, alors nous avons montré que le
modèle des super-hélices était trivial à inverser. En effet, que
ce soit en annulant le gradient de l’énergie potentielle ou la
somme des forces s’appliquant au système, déterminer la géo-
métrie intrinsèque se ramenait à la résolution d’un système dia-
gonal. Nous avons alors proposé d’aller plus loin en évaluant
la stabilité de l’état d’équilibre. Nous avons pour cela dégagé
un critère suffisant à l’équilibre, reliant le module d’Young et
la masse volumique à une constante donnée par la géométrie.
Ce critère nous a alors permis d’étudier la stabilité de l’équi-
libre et même de stabiliser les équilibres instables. Le second
volet de l’inversion que nous avons proposé prend en compte
les contacts frottants entre fibres et avec des objets extérieurs.
Le principe de cette inversion est de s’approcher au plus près
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d’une géométrie intrinsèque estimée, tout en respectant les
contraintes de Signorini-Coulomb qui modélisent les contacts
frottants. Cela nous conduit à un problème SOCQP qui peut
être résolu grâce à un algorithme efficace utilisé pour la dyna-
mique sous contraintes de Signorini-Coulomb.
Nous avons enfin testé nos deux algorithmes sur trois coif-
fures différentes, une synthétique créée par une artiste et deux
autres capturées récemment à partir de données réelles. Nous
avons montré que la combinaison de nos deux algorithmes était
efficace et permettait de produire des simulations plausibles
d’assemblées de fibres à partir de leurs géométries à l’équi-
libre sous l’action de la gravité et de contacts extérieurs et entre
fibres.
8.1 travaux futurs
Il s’ouvre devant nous maintenant un large éventail de tra-
vaux possibles. Nous manquons d’abord de résultats théo-
riques sur nos algorithmes, qui nous permettrait de valider
théoriquement leur bon fonctionnement que nous avons mon-
tré expérimentalement. Ensuite, notre méthode d’inversion
nous permet de déterminer la géométrie intrinsèque des fibres,
tous les autres paramètres physiques étant fixés. Une extension
de ce travail de thèse serait donc de se pencher sur l’estimation
de ces autres paramètres physiques.
8.1.1 Résultats théoriques
En ce qui concerne la géométrie, il nous apparaît maintenant
important de travailler sur la caractérisation de l’erreur com-
mise par l’algorithme des tangentes flottantes. Actuellement,
nous ne disposons d’aucun résultat théorique nous permettant
de borner l’erreur commise en fonction du nombre d’éléments
hélicaux choisi. Nous avons montré par l’expérience que l’er-
reur semblait décroître lorsque le nombre d’éléments augmen-
tait, mais nous n’avons aucune garantie que c’est toujours le
cas.
Nous manquons aussi de garanties théoriques pour l’algo-
rithme d’inversion, particulièrement sur la convergence du sol-
veur utilisé. Toute notre technique d’inversion repose sur l’al-
gorithme de minimisation présenté dans (Daviet, Bertails-
Descoubes et Boissieux, 2011), qui se montre performant, mais
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pour lequel aucun résultat théorique de convergence n’a été
démontré.
8.1.2 Estimation des autres paramètres physiques
D’un point de vue mécanique, notre méthode d’inversion fait
l’hypothèse que nous connaissons par avance le matériau dont
chaque fibre est constituée. Cette hypothèse est raisonnable
dans le cas des cheveux et nous permet de fixer par avance
les paramètres physiques du modèle des super-hélices, ainsi
que les coefficients de frottement. Toutefois, cette hypothèse est
trop restrictive dans le cas général et nous conduit maintenant
aux travaux futurs.
Si nous voulons estimer plus que la géométrie intrinsèque de
chaque fibre lors de l’inversion, par exemple si nous voulons es-
timer en plus leur module d’Young, nous allons avoir besoin de
données supplémentaires : nous ne pouvons plus nous conten-
ter de connaître la géométrie à l’équilibre. Dans le cas où seules
les forces dérivant d’un paramètre s’appliquaient, nous avions
fait en plus l’hypothèse que la position d’équilibre était stable,
ce qui nous avait permis de donner une borne inférieure au
module d’Young. Dans (Bhat et al., 2003), Bhat et collègues
proposent une méthode pour estimer tous les paramètres phy-
siques de tissus, en minimisant la différence entre la simulation
et une vidéo de référence du tissus. S’appuyer sur une vidéo
leur est nécessaire pour estimer aussi bien les paramètres sta-
tiques comme la géométrie intrinsèque que les paramètres dy-
namiques comme le module d’Young. Nous pensons qu’il en va
de même pour les fibres. Ainsi, un développement du travail
de cette thèse serait pour nous d’inverser, non plus une posi-
tion d’équilibre, statique, mais tout un mouvement dynamique,
représenté par une vidéo ou par une séquence de géométries
numérisées.
Dans ce second cas, si nous partons de géométries capturées,
nous risquons toutefois d’être limités par la qualité de la cap-
ture, comme nous l’avons déjà été dans le cas statique. Un autre
développement possible serait donc d’affiner les outils et les
techniques de capture de fibres pour les rendre plus précis et
plus sensibles à la géométrie des contacts qui est essentielle à
une bonne inversion.
Enfin, il nous apparaît très important de pouvoir valider la
méthode d’inversion en comparant les paramètres physiques
obtenus à des valeurs réelles mesurées sur des assemblées de
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fibres. Cette validation nécessite un protocole expérimental ca-
pable de mesurer la géométrie intrinsèque des fibres, ou encore
les forces de contact mises en jeu dans leur forme géométrique.
Les possibilités d’applications sont nombreuses, aussi bien en
informatique graphique qu’en cosmétologie, et nous n’avons
aucun doute sur l’intérêt de cette extension à ce travail de thèse.
A N N E X E S
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A
R E L A X AT I O N D E S P O I N T S P O U R L E S
TA N G E N T E S F L O T TA N T E S
Dans cette annexe, nous allons détailler la construction du
problème linéaire à résoudre lors de la relaxation des points de
l’algorithme des tangentes flottantes, présenté au chapitre 4.
Le problème que nous souhaitons résoudre est le problème
aux moindres carrés suivant :
arg min
p ′0,A
=
n∑
i=0
‖p ′0 +
i−1∑
j=0
(αj,0vj,0 +αj,1vj,1) − pi‖2
où A est l’ensemble {αi,0, αi,1 ∀i ∈ [0, n]}.
En posant
F(p ′0,A) =
n∑
i=0
‖p ′0 +
i−1∑
j=0
(αj,0vj,0 +αj,1vj,1) − pi‖2,
la solution au problème de minimisation est celle qui annule
le gradient de F. Nous devons donc calculer p ′0 et A tels que
∇F(p ′0,A) = 0. À cette fin, posons
gi(p
′
0,A) = ‖p ′0 +
i−1∑
j=0
(αj,0vj,0 +αj,1vj,1) − pi‖2
de sorte que F =
∑n
i=0 gi. Il est aisé de montrer que l’on a
∂gi
∂p ′0x
= 2(p ′0x +
∑i−1
j=0(αj,0vj,0x +αj,1vj,1x) − pix)
∂gi
∂αk,0
= 0 si i 6 k
∂gi
∂αk,0
= 2〈vk,0 , (p ′0 +
∑i−1
j=0(αj,0vj,0 +αj,1vj,1) − pi)〉 si i > k.
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On a alors
∂F
∂p ′0x
=
n∑
i=0
2(p ′0x +
i−1∑
j=0
(αj,0vj,0x +αj,1vj,1x) − pix)
= 2(n+ 1)p ′0x +
n∑
i=0
2
i−1∑
j=0
(αj,0vj,0x +αj,1vj,1x)
− 2(n+ 1)pix
= 2(n+ 1)p ′0x +
n−1∑
j=0
n∑
i=j+1
2(αj,0vj,0x +αj,1vj,1x)
− 2(n+ 1)pix
= 2(n+ 1)p ′0x +
n−1∑
j=0
2(n− j)vj,0xαj,0 + 2(n− j)vj,1xαj,1
− 2(n+ 1)pix.
Il en va de même pour p ′0y et p
′
0z. En ce qui concerne αk,0 et
αk,1, on a :
∂F
∂αk,0
=
n∑
i=k+1
2〈vk,0 , p ′0〉+
n∑
i=k+1
2〈vk,0 ,
i−1∑
j=0
(αj,0vj,0 +αj,1vj,1)〉
−
n∑
i=k+1
2〈vk,0 , pi〉
= 〈2(n− k)vk,0 , p ′0〉+
n−1∑
j=0
2(n−max(j, k))〈vk,0 , vj,0〉αj,0
+
n−1∑
j=0
2(n−max(j, k))〈vk,0 , vj,1〉αj,1
− 〈2(n− k)vk,0 , pi〉,
avec un résultat similaire pour αk,0.
Le gradient ∇F peut alors s’écrire sous la forme :
∇F = Mvp ′0,A − q
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où vp ′0,A et q sont deux vecteurs de taille 2 ∗n+ 3 tels que
vp ′0,A =

p0,x
p0,y
p0,z
α0,0
α0,1
...
αn−1,0
αn−1,1

q =

∑n
i=0 2(n+ 1)pix∑n
i=0 2(n+ 1)piy∑n
i=0 2(n+ 1)piz
2n〈v0,0 , p0〉
2n〈v0,1 , p0〉
...
2〈vn−1,0 , pn−1〉
2〈vn−1,1 , pn−1〉

et M une matrice carrée de taille (2n+ 3, 2n+ 3) telle que ses
trois premières lignes sont2(n+ 1) 0 0 2nv0,0x 2nv0,1x . . . 2vn−1,0x 2vn−1,1x0 2(n+ 1) 0 2nv0,0y 2nv0,1y . . . 2vn−1,0y 2vn−1,1y
0 0 2(n+ 1) 2nv0,0z 2nv0,1z . . . 2vn−1,0z 2vn−1,1z

et qu’on a pour tout k et j dans {0, . . . , n− 1}, d0 et d1 dans {0, 1}
M2k+3+d0,0 = 2(n− k)vk,d0xp
′
0x
M2k+3+d0,1 = 2(n− k)vk,d0yp
′
0y
M2k+3+d0,2 = 2(n− k)vk,d0zp
′
0z
M2k+3+d0,2j+3+d1 = 2(n−max(j, k))〈vk,d0 , vj,d1〉
M2k+3+d0,2j+3+d1 = 2(n−max(j, k))〈vk,d0 , vj,d1〉.
Il ne reste alors plus qu’à résoudre l’équation linéaire
Mvp ′0,A = q
pour conclure la relaxation des points.

B
G R A D I E N T E T H E S S I E N N E D E L’ É N E R G I E
P O T E N T I E L L E
L’objet de cette annexe est de calculer analytiquement le gra-
dient et la hessienne de l’énergie potentielle d’une super-hélice
soumise à la gravité. Ce calcul est nécessaire pour l’inversion et
la stabilisation présentée au chapitre 6.
Dans cette annexe, nous n’allons considérer que le cas de
l’énergie potentielle de pesanteur, celui du gradient de l’énergie
potentielle élastique étant trivial.
b.1 expression de l’énergie potentielle de pesan-
teur d’une super-hélice
L’énergie potentielle de pesanteur s’exprime ainsi :
Eg = ρSg
∫L
0
z(s)ds,
où z(s) désigne la hauteur du point d’abscisse curviligne s.
D’après (Bertails, 2006), nous pouvons réécrire cette énergie
sous la forme :
Eg = ρSgez ·
∫L
0
(L− s ′)t(s ′)ds ′,
où t(s) désigne le vecteur tangent à la super-hélice au point
d’abscisse s. En découpant l’intégrale selon les éléments de la
super-hélice, nous écrivons :
Eg = ρSgez ·
∑N
Q=1
∫sQ
sQ−1
(L− s ′)t(s ′)ds ′
= ρSgez ·
∑N
Q=1
∫lQ
0 (L− sQ−1 − u)tQ(u)du
= ρSgez ·
∑N
Q=1 IQ
avec IQ =
∫lQ
0 (L− sQ−1 − u)tQ(u)du et tQ le vecteur tangent à
l’élément Q de la super-hélice.
b.2 gradient de l’énergie potentielle de pesan-
teur
Pour calculer le gradient de l’énergie potentielle de pesanteur
de la tige, nous allons étudier la dérivée de l’intégrale IQ sans
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calculer explicitement celle-ci. En d’autres termes, nous allons
calculer, pour i ∈ J0, 2K , Q ∈ J1,NK , P ∈ J1,NK :
∂IQ
∂κi,P
= ∂∂κi,P
(∫lQ
0 (L− sQ−1 − u)tQ(u)du
)
=
∫lQ
0 (L− sQ−1 − u)
∂tQ(u)
∂κi,P
du.
Bertails-Descoubes (2009) introduit la fonction ϕi,Q telle
que :
ϕi,Q(u) =
∫u
0
ni,Q(u)du
où n0,Q = tQ et montre qu’on a
∀i ∈ J0, 2K , ∀j ∈ J0, 2K , ∀Q ∈ J1,NK , ∀P ∈ J1,NK ,
∂ni,Q(u)
∂κj,P
=

0 siP > Q
ϕj,P(u)∧ ni,Q(u) siP = Q
ϕj,P(lP)∧ ni,Q(u) siP < Q.
On écrit alors, pour IQ,
siP < Q, ∂IQ∂κj,P =
∫lQ
0 (L− sQ−1 − u)ϕj,P(lP)∧ tQ(u)du
= ϕj,P(lP)∧
∫lQ
0 (L− sQ−1 − u)tQ(u)du
= ϕj,P(lP)∧ IQ
et
siP = Q,
∂IQ
∂κj,Q
=
∫ lQ
0
(L− sQ−1 − u)ϕj,Q(u)∧ tQ(u)du.
Finalement, on obtient le résultat suivant,
∀j ∈ J0, 2K ,∀P ∈ J1,NK ,
∂Eg
∂κj,P
=ρSgez ·
[ N∑
Q=P+1
ϕj,P(lP)∧ IQ
+
∫ lQ
0
(L− sQ−1 − u)ϕj,Q(u)∧ tQ(u)du
]
.
b.3 hessienne de l’énergie potentielle de pesan-
teur
Remarquons d’abord que pour Q ∈ J1,N− 1K , P ∈JQ+ 1,NK et i ∈ J0, 2K, on a
∂IQ
∂κi,P
= 0.
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Ainsi, nous allons nous intéresser à la hessienne de IQ pour
Q ∈ J1,NK en considérant les dérivées secondes ∂2IQ∂κi,P∂κj,R avec
i, j ∈ J0, 2K etP,Q, R ∈ J1,NK. Examinons d’abord les dérivées
de ϕi,P par rapport à κj,R. On a
∂ϕi,P(u)
∂κj,R
=
∫u
0
∂ni,P(u ′)
∂κj,R
du ′
=

0 siR > P∫u
0 ϕj,R(u
′)∧ ni,P(u ′)du ′ siR = P∫u
0 ϕj,R(lR)∧ ni,P(u
′)du ′ siR < P
=

0 siR > P∫u
0 ϕj,P(u
′)∧ ni,P(u ′)du ′ siR = P
ϕj,R(lR)∧ϕi,P(u) siR < P.
On pose
∀i, j ∈ J0, 2K , ∀Q ∈ J1,NK ,ψi,j,Q(u) = ∫u
0
ϕi,Q(u
′)∧nj,Q(u ′)du ′.
On a donc
∂ϕi,P(u)
∂κj,R
=

0 siR > P
ψj,i,P(u) siR = P
ϕj,R(lR)∧ϕi,P(lP) siR < P.
Dès lors, si P < R 6 Q (le cas R < P 6 Q s’obtenant par
permutation et avec le théorème de Schwarz)
∂2IQ
∂κi,P∂κj,R
= ∂∂κj,R (ϕi,P(lP)∧ IQ)
=
∂ϕi,P(lP)
∂κj,R
∧ IQ +ϕi,P(lP)∧
∂IQ
∂κj,R
=
{
ϕi,P(lP)∧
(
ϕj,R(lR)∧ IQ
)
siR < Q
ϕi,P(lP)∧
∂IQ
∂κj,Q
siR = Q.
Maintenant, si P = R, avec P < Q et R < Q, on a
∂2IQ
∂κi,P∂κj,P
=
∂ϕi,P(lP)
∂κj,P
∧ IQ +ϕi,P(lP)∧ (ϕj,P(lP)∧ IQ)
= ψj,i,P(lP)∧ IQ +ϕi,P(lP)∧ (ϕj,P(lP)∧ IQ).
Il reste le dernier cas, celui de P = R = Q. Nous avons
∂IQ
∂κi,Q
=
∫ lQ
0
(L− sQ−1 − u)ϕi,Q(u)∧ tQ(u)du.
Dès lors, on a
∂2IQ
∂κi,Q∂κj,Q
=
∫ lQ
0
(L− sQ−1 − u)
∂
∂κj,Q
(ϕi,Q(u)∧ tQ(u))du,
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soit,
∂2IQ
∂κi,Q∂κj,Q
=
∫ lQ
0
(L− sQ−1 − u)
[
ψj,i,Q(u)∧ tQ(u)
+ϕi,Q(u)∧ (ϕj,Q(u)∧ tQ(u))
]
du.
Finalement, la hessienne de l’énergie potentielle de pesanteur
de la tige s’écrit
∂2Eg
∂κi,P∂κj,R
= ρSgez ·
 ∑
Q>max(P,R)
∂2IQ
∂κi,P∂κj,R
 .
C
C O N T I N U I T É D E S P O LY H É L I C E S
Cette annexe a été réalisée en collaboration avec Romain Ca-
sati.
Dans le chapitre 3, nous avons présenté l’algorithme des po-
lyhélices (Goriely, Neukirch et Hausrath, 2009) pour inter-
poler une séquence de points avec des hélices, le repère de Fre-
net au premier point étant fixé. Nous avons remarqué que cet
algorithme construit une courbe G1 dont le repère de Frenet
est continu. Nous allons montrer dans cette annexe que cette
dernière hypothèse est en fait restrictive.
Il y a plusieurs manières de représenter une courbe mais
la plus simple et la plus utilisée est la représentation paramé-
trique. Elle a l’avantage d’être simple à mettre en œuvre et à
utiliser mais possède l’inconvénient de contenir « trop » d’infor-
mation : une courbe possède en général plusieurs paramétrisa-
tions. En effet, donner une courbe paramétrique c’est donner à
la fois une trajectoire mais aussi la vitesse à laquelle celle-ci est
décrite. Cependant, une fois la courbe tracée, c’est-à-dire prise
comme un ensemble de points, l’information de vitesse dispa-
raît. C’est pourquoi, la qualité « visuelle » du raccordement de
deux courbes doit être définie indépendamment de la paramé-
trisation de celles-ci.
Considérons deux courbes paramétriques r1 et r2 , C∞, reliées
en un point P, comme représenté figure 42. (Barsky et DeRose,
1984) utilisent la continuité analytique (C) pour définir la conti-
nuité géométrique (G) comme suit :
Définition 2. Deux courbes sont reliées en un point P avec la conti-
nuité géométrique Gn si et seulement si chacune d’elle peut être re-
paramétrée de telle sorte que le raccordement en P soit de continuité
Cn.
Il est possible de montrer que lorsque les deux courbes
sont paramétrées par l’abscisse curviligne
(‖r ′1‖ = ‖r ′2‖ = 1), les
deux définitions de continuité sont équivalentes (Barsky et De-
Rose, 1988). Dans la suite, on suppose que les deux courbes
r1 et r2 sont paramétrées par l’abscisse curviligne (ceci requiert
que la norme du vecteur tangent ne s’annule pas).
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r1
(P)
r2
n− n+
θ
t+ = t−
P
Figure 42: Deux courbes r1 et r2 reliées en un point P = r1(tend) = r2(0),
de manière G1. Les quantités concernant la courbe r1 (resp. r2)
et évaluées en tend (resp. 0) étant dénotées «− » (resp. «+ »). La
continuité G1 impose l’égalité des vecteurs tangents, t− = t+,
mais pas celle des repères de Frenet. Ces derniers diffèrent d’une
rotation d’angle θ autour du vecteur tangent commun (θ est
l’angle entre les deux normales n− et n+ dans le plan (P) normal
au vecteur tangent). Lorsque θ est nul, les repères de Frenet
coïncident.
Avec ces hypothèses, il est aisé de voir que la continuité G1
impose l’égalité des vecteurs tangents au point de raccord et
que la continuité G2 signifie que les repères de Frenet ainsi que
les courbures et les torsions sont égaux.
La continuité de la courbe en hélices par morceaux recons-
truite par l’algorithme des polyhélices (Goriely, Neukirch et
Hausrath, 2009) semble donc se situer entre les continuités G1
et G2, puisqu’au point de raccord, il y a continuité du repère de
Frenet mais pas du couple courbure-torsion. Il est d’ailleurs à
noter qu’imposer une continuité G2 pour recoller deux hélices
est une contrainte trop forte car cela revient à imposer d’obtenir
une seule et même hélice après recollement.
Cependant la continuité du repère de Frenet n’est pas requise
pour une continuité G1, seuls les vecteurs tangents doivent être
égaux. Ainsi, comme représenté figure 42, les normales n− et
n+ forment un angle quelconque θ ∈ [0, 2pi[ dans le plan nor-
mal au vecteur tangent commun t+ = t−, le repère de Frenet
étant continu dans le cas particulier où θ = 0. C’est précisé-
ment ce degré de liberté θ qui est « perdu » par l’algorithme
des polyhélices en imposant la continuité du repère de Frenet.
D
D ’ U N E C O U R B E G 1 E N H É L I C E S PA R
M O R C E A U X À L A G É O M É T R I E D ’ U N E
S U P E R - H É L I C E
L’algorithme des tangentes flottantes approche des courbes
3d quelconques par des courbes G 1 en hélices par morceaux.
Les courbes que cet algorithme produit sont décrites grâce au
repère de Frenet, c’est-à-dire que chaque élément hélical de la
courbe est décrit par le repère de Frenet à son premier point
ainsi que par une courbure et une torsion géométriques.
D’un autre côté, le modèle des super-hélice représente les
fibres par des courbes G 1 en hélices par morceaux. Dans ce
modèle, la géométrie est décrite par un repère matériel qui évo-
lue de manière continue le long de toute la courbe, ainsi que
par deux courbures et une torsion matérielles pour chaque élé-
ment.
L’objet de cette annexe est de présenter comment passer de la
représentation des courbes G 1 en hélices par morceaux par le
repère de Frenet à la représentation par le repère matériel, pour
permettre d’utiliser les résultats de l’algorithme des tangentes
flottantes en entrée de notre méthode d’inversion, comme au
chapitre 7.
d.1 cas d’une hélice unique
Considérons le cas d’une hélice unique, de longueur l . No-
tons ( t F ( s ) , n F ( s ) , b F ( s ) ) le repère de Frenet associé au
point d’abscisse curviligne s de cette courbe. Si l’hélice a une
courbure uniforme κ et une torsion uniforme τ , alors le vec-
teur de Darboux de cette hélice (vecteur de rotation instantané
de la courbe) est uniforme également et s’écrit :
Ω = τtF + κbF.
Associons maintenant à l’hélice un repère matériel (tM,n1M,n2M)
ainsi que deux courbures κ1M et κ2M et une torsion τM maté-
rielles. Le lecteur intéressé par le repère matériel pourra consul-
ter (Bertails, 2006) pour plus de détails. Retenons ici que le
repère matériel évolue continûment le long de la courbe et sur-
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tout que le vecteur de Darboux, exprimé dans ce repère est
constant et s’écrit :
Ω = τtF + κ1Mn1M + κ2Mn2M.
Les deux repères étant construit autour du vecteur tangent à
la courbe, nous avons tF = tM. Les deux repères étant de plus
orthonormés, nous déduisons immédiatement les valeurs des
courbures et torsions matérielles à partir de la courbure et de
la torsion de Frenet :
τM = τ
κ1M = κ〈bF , n1M〉
κ2M = κ〈bF , n2M〉.
(10)
d.2 cas des courbes G1 en hélices par morceaux
Dans le cas des courbes G1 en hélice par morceaux, le repère
de Frenet subit des discontinuités aux points de raccord entre
les hélices (voir annexe C), tandis que le repère matériel évolue
de manière continue.
Pour passer de la représentation avec le repère de Frenet à la
représentation avec le repère matériel, nous procédons comme
suit :
1. Nous fixons le repère matériel au premier point de la
courbe en hélices par morceaux. Comme nous considé-
rons la section des super-hélices circulaire, nous pouvons
fixer ce repère matériel arbitrairement. Dans la pratique,
nous choisissons de le faire coïncider avec le repère de
Frenet.
2. Nous déterminons les courbures et torsions matérielles
du premier élément à l’aide de l’équation (10).
3. Nous transmettons le repère matériel au point de raccord
avec l’hélice suivante et nous recommençons le processus
à l’étape 2.
E
N O T I O N S D E C Ô N E E T D E P R O J E C T I O N S U R
U N C O N V E X E
Au chapitre 6, nous avons vu comment transformer le pro-
blème de minimisation SOCQP en un problème de complémen-
tarité technique. L’objet de cette annexe est de donner une autre
démonstration, plus formelle de ce résultat, qui s’appuie sur les
projections sur les cônes.
Dans cette annexe, nous nous plaçons dans R3. Nous allons
présenter rapidement quelques notions sur les cônes convexes
et sur les projections. Nous nous appuierons sur la décompo-
sition de Moreau pour donner une autre démonstration de la
transformation du SOCQP en un problème de complémentarité
conique. Les notions présentées ici se retrouvent détaillées dans
le contexte plus général de l’analyse convexe dans (Hiriart-
Urruty et Lemaréchal, 2001).
e.1 cônes
Un sous-ensemble C deR3 est convexe lorsque pour tout x, x ′
dans C, αx+ (1−α)x ′ appartient à C pour tout α ∈ [0, 1].
Un exemple important d’ensemble convexe est le cône de R3,
type « cornet de glace », que nous avons présenté lorsque nous
avons introduit le cône de Coulomb au chapitre 2 :
K(µ, eN) = {x ∈ R3, ‖xT‖ 6 µxN},
où eN est l’axe du cône et µ un réel lié à l’ouverture du cône.
Dans la suite, nous noterons Kµ pour désigner le cône K(µ, eN).
Parallèlement au cône Kµ, on définit son cône polaire comme
l’ensemble convexe suivant :
K◦µ = {s ∈ R3, 〈s , x〉 6 0 ∀x ∈ Kµ},
ainsi que son cône dual comme le cône :
K 1
µ
= {x ∈ R3, ‖xT‖ 6 1
µ
xN}.
On peut montrer aisément que K◦µ = −K 1
µ
dans le sens où
x ∈ −K 1
µ
⇐⇒ −x ∈ K 1
µ
.
Nous avons représenté figure 43 un exemple de ces trois cônes.
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eN
Kµ
K 1
µ
K◦µ
Figure 43: Exemple de cône Kµ (en rouge) avec son cône polaire K◦µ (en
bleu) et son cône dual K 1
µ
(en jaune).
e.2 projection sur un cône
Soit x un vecteur de R3. On définit la projection de x sur un
cône Kµ comme le vecteur de Kµ le plus « proche » de x, soit
PKµ(x) = arg min
y∈Kµ
1
2
‖y− x‖2.
On peut démontrer (Hiriart-Urruty et Lemaréchal, 2001)
que yx ∈ Kµ est la projection de x si et seulement si
〈x− yx , y− yx〉 6 0 ∀y ∈ Kµ.
Enfin, le théorème de décomposition de Moreau relie un vec-
teur quelconque de R3 avec ses projections sur Kµ et sur K◦µ :
Théorème 3 (J.-J. Moreau). Les deux propositions suivantes sont
équivalentes :
x = x1 + x2 avec x1 ∈ Kµ, x2 ∈ K◦µ et 〈x1 , x2〉 = 0 (11)
x1 = PKµ(x) et x2 = PK◦µ(x). (12)
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e.3 transformation du socqp en problème de com-
plémentarité conique
Nous avons écrit au chapitre 6 que si f est une fonction
convexe et si L est un ensemble convexe, alors
r¯ = arg min
r∈L
f(r)⇔ ∀y ∈ L, −∇f(r¯)T (y− r¯) 6 0 (13)
pour tout t > 0. Nous pouvons réécrire l’équivalence (13) en
termes de projection et nous obtenons
r¯ = arg min
r∈L
f(r)⇔ r¯ = PKµ(r¯ − t∇f(r¯)) ∀t > 0.
Dans le cas où L est un cône Kµ, si nous posons
y = PK◦µ(r¯ − t∇f(r¯)),
alors le théorème de décomposition de Moreau présenté ci-
dessus nous permet d’écrire
r¯ ∈ Kµ, y ∈ −K 1
µ
, r¯ − t∇f(r¯) = r¯ + y et 〈r¯ , y〉 = 0,
soit, immédiatement,
r¯ ∈ Kµ, ∇f(r¯) ∈ K 1
µ
et 〈r¯ , ∇f(r¯)〉 = 0
d’où le problème de complémentarité conique :
r¯ = arg min
r∈Kµ
f(r)⇔ K 1
µ
3 ∇f(r¯) ⊥ r¯ ∈ Kµ.

F
D É M O N S T R AT I O N D U T H É O R È M E D E G H O S H
Dans ce chapitre, nous allons donner la longue démonstra-
tion du théorème de Ghosh. Cette démonstration s’appuie en
grande partie sur la propre démonstration de Ghosh, et vient en
combler certaines lacunes, pour permettre notamment d’assu-
rer le bon fonctionnement de l’algorithme d’interpolation dans
tous les cas possibles. Cette démonstration, comme nous allons
le voir, est constructive, c’est-à-dire qu’elle ne se contente pas
de démontrer l’existence et l’unicité de l’hélice courte interpo-
lante, mais elle donne aussi un algorithme permettant de calcu-
ler les paramètres de cette hélice. Cette démonstration se fera
en plusieurs étapes. Après avoir démontré le caractère suffisant
de la condition de Ghosh, ce qui comme nous le verrons est
assez trivial, nous démontrerons la nécessité de cette condition
à l’aide d’un raisonnement par analyse-synthèse, grâce à un
lemme équivalent au théorème de Ghosh qui nous permettra
d’assurer les deux phases d’analyse et de synthèse.
f.1 préliminaires
Avant de démarrer la démonstration du théorème de Ghosh,
nous allons établir, à la manière de Ghosh, les équations d’une
hélice et de son vecteur tangent en tout point dans un repère
bien choisi, en nous appuyant sur le repère de Frenet et sur
un vecteur très connu en géométrie différentielle et qui est uni-
forme pour les hélices, le vecteur de Darboux.
f.1.1 Repère de Frenet et vecteur de Darboux
Dans sa thèse, Ghosh introduit le repère de Frenet avec une
convention qui n’est pas celle la plus usuelle. Dans cette section,
c’est cette convention usuelle que nous allons utiliser.
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Soit une courbe dans l’espace Γ :−→ R3, paramétrée par
abscisse curviligne. Si l’on note {t,n,b} son repère de Frenet,
alors on a t ′n ′
b ′
 =
 0 κ 0−κ 0 τ
0 −τ 0

 tn
b

avec κ(s) et τ(s) respectivement la courbure et la torsion le long
de la courbe Γ . Notons Ω le vecteur de Darboux, tel que
Ω = τt+ κb.
Le vecteur de Darboux est tel que
t ′ =Ω∧ t n ′ =Ω∧ n b ′ =Ω∧ b ′.
Définissons ω la norme du vecteur de Darboux, c’est-à-dire
ω =
√
κ2 + τ2 et posons alors Ω¯ le vecteur de Darboux nor-
malisé 1ωΩ. Puisque n et Ω¯ sont orthonormaux, nous pouvons
introduire le repère orthonormal n,w,Ω avec
w = Ω¯× n = −κ¯t+ τ¯b.
Dans ce repère, nous pouvons écrire les équations
t = τ¯Ω¯− κ¯w et b = κ¯Ω¯+ τ¯w.
et, par l’intermédiaire des identités suivantes
τ¯κ− κ¯τ =
τκ
ω
−
κτ
ω
= 0 et τ¯ ′τ¯+ κ¯ ′κ¯ =
1
2
(τ¯2 + κ¯2) ′ = 0,
nous obtenons une simplification du vecteur Ω¯ ′
Ω¯
′
= (κ¯ ′τ¯− τ¯ ′κ¯)w
= γw
avec γ = κ¯ ′τ¯− τ¯ ′κ¯ et enfin, nous pouvons écrire pour le vecteur
w ′
w ′ = Ω¯ ′ × n+ Ω¯× n ′
= γ(w× n) +ω(Ω¯×w)
= −γΩ¯−ωn,
Finalement, nous pouvons écrire ces équations en utilisant une
notation pseudo-matriciellen ′w ′
Ω¯
′
 =
 0 ω 0−ω 0 −γ
0 γ 0

nw
Ω¯
 .
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f.1.2 Équation d’une hélice
À la manière de Ghosh, nous allons maintenant utiliser le
repère de Frenet et le nouveau repère introduit ici pour écrire
l’équation d’une hélice et de son vecteur tangent. Dans le cas
des hélices, la courbure κ et la torsion τ sont constantes. Il en
va donc de même pour le vecteur de Darboux, sa norme et son
normalisé. Pour simplifier les futures notations, introduisons
en préliminaire les fonctions suivantes
ϕ(s) =
∫ s
0
ωdu = ωs
et
C(s) =
∫ s
0
cosϕ(u)du =
sinωs
ω
=
sinϕ
ω
S(s) =
∫ s
0
sinϕ(u)du =
1− cosωs
ω
=
1− cosϕ
ω
.
Notons maintenant Γ une hélice partant du point p0 avec le
repère de Frenet t0,n0,b0. De ce repère de Frenet nous pouvons
calculer le repère n0,w0,Ω comme précédemment. Au point
d’abscisse s, nous avons
α ′(s) = t(s) = τ¯Ω¯− κ¯w.
En utilisant l’équation différentielle, puisque γ = 0 dans le cas
d’une hélice, alors nous avons{
w ′ = −ωn
n ′ = ωw
qui se résout en{
w = cosωsw0 − sinωsn0
n = sinωsw0 + cosωsn0.
et nous obtenons alors l’équation du vecteur tangent de l’hélice
dans le nouveau repère
α ′(s) = t(s) = τ¯Ω¯− κ¯(cosωsw0 − sinωsn0)
En intégrant, nous pouvons alors calculer l’équation de l’hélice
dans le nouveau repère et nous obtenons
α(s) = p0 + τ¯sΩ¯− κ¯(C(s)w0 − S(s)n0)
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En posant maintenant {Ω¯, t0 − τ¯Ω¯, t0 ∧ Ω¯} le repère orthogo-
nal constant pour une hélice, qui a été introduit par Ghosh dans
sa thèse, nous pouvons réécrire les équations de l’hélice et de
son vecteur tangent grâce aux identités suivantes
κ¯w0 = τ¯Ω¯− t0 et κ¯n0 = −t0 ∧ Ω¯
et nous obtenons donc dans ce cas
α(s) = p0 + τ¯sΩ¯+C(s)(t0 − τ¯Ω¯) − S(s)(t0 ∧ Ω¯)
t(s) = t0 + (cosωs− 1)(t0 − τ¯Ω¯) − sinωs(t0 ∧ Ω¯).
Grâce au changement de variable ϕ = ωs, nous pouvons enfin
écrire
α(ϕ) = p0 + τ¯
ϕ
ω
Ω¯+
sinϕ
ω
(t0 − τ¯Ω¯)
−
1− cosϕ
ω
(t0 ∧ Ω¯)
t(ϕ) = t0 + (cosϕ− 1)(t0 − τ¯Ω¯) − sinϕ(t0 ∧ Ω¯),
Ces équations nous permettent de conclure que le vecteur Ω
est l’axe normalisé de l’hélice. Nous pouvons maintenant, grâce
à ces informations donner la définition d’une hélice courte, telle
qu’elle se trouvait dans (Ghosh, 2010).
Définition 3. Une hélice Γ d’axe normalisé Ω est une hélice courte
lorsque son projeté dans le plan orthogonal à Ω est un arc de cercle
strict. En considérant l’équation de l’hélice, nous pouvons écrire
l’équation de l’hélice dans le plan orthogonal à Ω et nous obtenons
α⊥(ϕ) = p0 +
sinϕ
ω
(t0 − τ¯Ω¯) −
1− cosϕ
ω
(t0 ∧ Ω¯)
qui est l’équation d’un cercle. Il apparait alors que cet arc de cercle est
strict lorsque ϕ vérifie
ϕ ∈ [0,ϕ∗] et ϕ∗ ∈ [0, 2pi[.
f.2 démonstration du théorème
Maintenant, nous allons utiliser les équations établies aupa-
ravant pour démontrer le théorème de Ghosh. Dans un premier
temps, nous allons démontrer le cas de la nécessité de la condi-
tion de Ghosh, ce qui est assez trivial. En effet, si l’on suppose
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que les deux points p0 et p1 sont interpolés par une hélice Γ
avec leurs vecteurs tangents, de sorte que nous pouvons écrire
p1 − p0 = α(l) −α(0) = τ¯Ω¯− κ¯(C(l)w0 − S(l)n0)
t1 − t0 = t(l) − t0 = −κ¯((cosωl− 1)w0 − sinωln0),
alors nous pouvons vérifier que
〈p1 − p0 , t1 − t0〉 = κ¯2(C(l)(cosωl− 1) − S(l) sinωl)
= 0.
Démontrer que la condition de Ghosh est suffisante va de-
mander un peu plus de travail. Nous allons procéder par
analyse-synthèse, c’est-à-dire que nous allons dans un premier
temps supposer l’existence de l’hélice courte et caractériser ses
paramètres si finement que nous pourrons conclure à son uni-
cité. C’est la phase d’analyse. Ensuite, considérant deux points
et deux vecteurs tangents satisfaisant la condition de Ghosh,
nous allons définir l’hélice dont les paramètres sont donnés
par l’analyse et montrer que cette hélice interpole bien les deux
points avec les deux vecteurs tangents. Alors, nous montrons
ainsi que l’hélice existe bien.
f.2.1 Analyse
Pour la phase d’analyse, prenons deux points et deux vec-
teurs tangents satisfaisant la condition de Ghosh. Supposons
qu’une hélice courte interpole les deux points et les deux vec-
teurs tangents. D’après le lemme 4, que nous énonçons et dé-
montrons dans la sous-section F.2.3, les paramètres de cette hé-
lice vérifient
ω|〈p1 − p0 , t1 ∧ t0〉| =
−
√
2(1− t0)(ϕ∗ cos ϕ∗2 − 2 sin
ϕ∗
2 )
1− cosϕ∗
√
t0 − cosϕ∗
ω〈p1 − p0 , t1 + t0〉 =
2
1− cosϕ∗
[(1− t0) sinϕ∗ +ϕ∗(t0 − cosϕ∗)]
τ¯ = sign〈p1 − p0 , t1 ∧ t0〉
√
t0−cosϕ∗
1−cosϕ∗
Ω¯ = 11+t0
(
τ¯(t1 + t0) +
(
cot ϕ∗2
)
(t1 ∧ t0)
)
.
,
avec t0 = 〈t0 , t1〉. D’ici, nous allons développer et calculer la
valeur nécessaire de ω puis obtenir une condition plus précise
sur ϕ∗. Pour calculer ω, considérons
〈p1 − p0 , p1 − p0〉 = 〈γ(ϕ∗) , γ(ϕ∗)〉.
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Il nous paraît important de signaler ici que nous ne pouvons
plus raisonner en termes d’équivalence. En effet, le fait que
γ(ϕ∗) soit égal à p1−p0 n’est pas équivalent à l’égalité des pro-
duits scalaires précédents. C’est la raison pour laquelle nous
avons choisi un raisonnement par analyse-synthèse.
En remplaçant γ(ϕ∗) par son expression, nous obtenons
‖p1 − p0‖2 = 1
ω2
[
2(1− t0) + (τ¯ϕ∗)2
]
et puisque ω est positif,
ω =
√
2(1− t0) + (τ¯ϕ∗)2
‖p1 − p0‖ .
Maintenant, dans le but de caractériser ϕ∗, posons,
N(ϕ) = (1− t0) sinϕ+ϕ(t0 − cosϕ)
D(ϕ) = (ϕ cos
ϕ
2
− 2 sin
ϕ
2
)
√
t0 − cosϕ.
Dès lors, le résultat du lemme devient
ω|〈p1 − p0 , t1 ∧ t0〉| = −
√
2(1−t0)
1−cosϕ∗D(ϕ∗)
ω〈p1 − p0 , t1 + t0〉 = 21−cosϕ∗N(ϕ∗)
τ¯ = sign〈p1 − p0 , t1 ∧ t0〉
√
t0−cosϕ∗
1−cosϕ∗
Ω¯ = 11+t0
(
τ¯(t1 + t0) +
(
cot ϕ∗2
)
(t1 ∧ t0)
)
.
Considérons alors les deux premières équations, et en particu-
lier, pour la première, deux cas possibles. Considérons le cas
〈p1 − p0 , t1 ∧ t0〉 = 0. (14)
Il signifie que D(ϕ∗) est nul. Nous montrerons plus loin que les
deux seules racines de D sont les extrémités de I0,
D(arccos t0) = 0 ou D(2pi− arccos t0) = 0,
comme illustré figure 44 pour t0 = 0.175. Ainsi, ϕ∗ vaut soit
arccos t0, soit 2pi− arccos t0. La valeur de N est alors
N(arccos t0) = (1− t0)
√
1− t20
N(2pi− arccos t0) = −(1− t0)
√
1− t20,
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Figure 44: Représentation des fonctions N, D et H pour t0 = 0.175. On
remarque que D ne semble s’annuler qu’aux bornes de I0.
d’où nous déduisons que la valeur de ϕ∗ est déterminée par le
signe de
〈p1 − p0 , t1 + t0〉.
Ainsi, pour ce cas, nous pouvons écrire
ϕ∗ =
arccos t0 si 〈p1 − p0 , t1 + t0〉 < 02pi− arccos t0 si 〈p1 − p0 , t1 + t0〉 > 0.
Remarque 1. Ce cas est en fait le cas 2d, c’est-à-dire le cas où les
deux points sont dans le plan défini par les deux vecteurs tangents.
D’ailleurs, dans ce cas, le calcul de τ¯ montre que la torsion de l’hélice
est nulle et donc que c’est un arc de cercle.
Remarque 2. Le cas où les deux produits scalaires sont nuls en même
temps ne peut advenir que lorsque les deux points sont confondus.
Comme nous supposons que les deux points sont distincts, ce cas ne
nécessite pas d’étude.
Le second cas est donné par
〈p1 − p0 , t1 ∧ t0〉 6= 0.
Dans ce cas, nous pouvons calculer le quotient des deux pre-
mières lignes et nous obtenons
N(ϕ∗)
D(ϕ∗)
= −
(1− t0)〈p1 − p0 , t1 + t0〉√
2|〈p1 − p0 , t1 ∧ t0〉|
.
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Introduisons sans plus attendre la fonction H telle que
H(ϕ∗) =
N(ϕ∗)
D(ϕ∗)
= −χ
avec
χ =
(1− t0)〈p1 − p0 , t1 + t0〉√
2|〈p1 − p0 , t1 ∧ t0〉|
qui est une constante bien définie et qui ne dépend que des
données initiales du problèmes, c’est-à-dire de p0, p1, t0 et t1.
Dans la section suivante, nous démontrons le lemme qui stipule
que l’équation
H(ϕ∗) = −χ
admet une unique solution. Comme illustré figure 44 pour t0 =
0.175, H est en effet strictement croissante et est une surjection
sur R. Ghosh a restreint le domaine d’étude de H à l’intervalle
IG = [arccos t0, pi]  I0.
Le lemme est plus général et donne le résultat d’existence et
d’unicité sur l’intervalle I0.
Nous avons donc montré que si l’hélice interpolait les deux
points et les deux vecteurs tangents, alors elle vérifiait nécessai-
rement
τ¯ = sign〈p1 − p0 , t1 ∧ t0〉
√
t0−cosϕ∗
1−cosϕ∗
ω =
√
2(1−t0)+(τ¯ϕ∗)2
||p1−p0||
Ω¯ = 11+t0
(
τ¯(t1 + t0) +
(
cot ϕ∗2
)
(t1 ∧ t0)
)
et 
H(ϕ∗) = −χ if 〈p1 − p0 , t1 ∧ t0〉 6= 0,
ϕ∗ = arccos t0 if 〈p1 − p0 , t1 + t0〉 < 0,
ϕ∗ = 2pi− arccos t0 if 〈p1 − p0 , t1 + t0〉 > 0.
Le lemme nous permet d’affirmer que ϕ∗ est donc unique,
et donc que les autres paramètres de l’hélice aussi. Ainsi, nous
avons montré que l’hélice interpolante est unique.
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f.2.2 Synthèse
L’analyse ayant conclu à l’unicité de l’hélice courte, nous al-
lons maintenant utiliser la caractérisation des paramètres pour
conclure à son existence. Prenons donc deux points et deux vec-
teurs tangents vérifiant la condition de Ghosh. Posons l’hélice
dont les paramètres vérifient
τ¯ = sign〈p1 − p0 , t1 ∧ t0〉
√
t0−cosϕ∗
1−cosϕ∗
ω =
√
2(1−t0)+(τ¯ϕ∗)2
||p1−p0||
Ω¯ = 11+t0
(
τ¯(t1 + t0) +
(
cot ϕ∗2
)
(t1 ∧ t0)
)
et 
H(ϕ∗) = −χ if 〈p1 − p0 , t1 ∧ t0〉 6= 0,
ϕ∗ = arccos t0 if 〈p1 − p0 , t1 + t0〉 < 0,
ϕ∗ = 2pi− arccos t0 if 〈p1 − p0 , t1 + t0〉 > 0.
Ce que nous devons faire maintenant, c’est montrer que cette
hélice interpole les deux points et les deux vecteurs tangents.
Pour cela, nous allons montrer que cette hélice satisfait le
lemme 4, ce qui nous permettra de conclure.
Commençons par le cas
〈p1 − p0 , t1 ∧ t0〉 = 0.
Nous avons alors
ϕ∗ =
arccos t0 si 〈p1 − p0 , t1 + t0〉 < 02pi− arccos t0 si 〈p1 − p0 , t1 + t0〉 > 0.
Il est très aisé de vérifier alors que{
ω|〈p1 − p0 , t1 ∧ t0〉| = −
√
2(1−t0)
1−cosϕ∗D(ϕ∗)
ω〈p1 − p0 , t1 + t0〉 = 21−cosϕ∗N(ϕ∗)
et donc que l’hélice satisfait les conditions du lemme et donc
qu’elle interpole bien les deux points p0 et p1 avec pour vec-
teurs tangents respectives t0 et t1.
Dans le second cas, nous avons
〈p1 − p0 , t1 ∧ t0〉 6= 0.
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D’après l’égalité H(ϕ∗) = −χ, nous avons
N(ϕ∗)
D(ϕ∗)
= −
(1− t0)〈p1 − p0 , t1 + t0〉√
2|〈p1 − p0 , t1 ∧ t0〉|
que nous réécrivons
2
1−cosϕ∗N(ϕ∗)√
2(1−t0)
1−cosϕ∗D(ϕ∗)
= −
〈p1 − p0 , t1 + t0〉
|〈p1 − p0 , t1 ∧ t0〉| .
Nous en déduisons alors immédiatement qu’il existe un réel
strictement positif µ tel que
〈p1 − p0 , t1 + t0〉 = 2µ
1− cosϕ∗
N(ϕ∗)
et
|〈p1 − p0 , t1 ∧ t0〉| = −µ
√
2(1− t0)
1− cosϕ∗
D(ϕ∗).
En exprimant p1 − p0 dans la base {e0, e1, e2}, nous avons
‖p1−p0‖2
= 〈p1 − p0 , e1〉2 + 〈p1 − p0 , e2〉2
=
〈p1 − p0 , t1 ∧ t0〉2
1− t20
+
〈p1 − p0 , t1 + t0〉2
2(1+ t0)
.
En développant, et en remplaçant τ¯2 par son expression, nous
obtenons
‖p1 − p0‖2 = µ2(2(1− t0) +ϕ2∗τ¯2),
et puisque µ est positif,
µ =
1
ω
.
Ainsi, puisque l’hélice satisfait les conditions du lemme, nous
pouvons affirmer qu’elle interpole les points p0 et p1 avec pour
vecteurs tangents respectifs t0 et t1.
f.2.3 Condition équivalente à la co-hélicité
Nous allons établir ici un lemme équivalent au théorème de
Ghosh qui donne une nouvelle condition équivalente à la co-
hélicité de deux points et deux vecteurs tangents. De la même
manière que Ghosh, introduisons le scalaire t0 par
t0 = 〈t0 , t1〉
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Puisque nous supposons que les deux vecteurs tangents ne sont
pas colinéaires, nous pouvons écrire
t0 ∈ ]−1, 1[.
Lemme 4. Soit deux points p0 et p1 munis de deux vecteurs tangents
unitaires t0 et t1. Il existe une unique hélice courte passant par les
deux points avec les deux vecteurs tangents si et seulement si
ω|〈p1 − p0 , t1 ∧ t0〉| =
−
√
2(1− t0)(ϕ∗ cos ϕ∗2 − 2 sin
ϕ∗
2 )
1− cosϕ∗
√
t0 − cosϕ∗
ω〈p1 − p0 , t1 + t0〉 =
2
1− cosϕ∗
[(1− t0) sinϕ∗ +ϕ∗(t0 − cosϕ∗)]
τ¯ = sign〈p1 − p0 , t1 ∧ t0〉
√
t0−cosϕ∗
1−cosϕ∗
Ω¯ = 11+t0
(
τ¯(t1 + t0) +
(
cot ϕ∗2
)
(t1 ∧ t0)
)
.
Démonstration du lemme. Considérons deux points p0 et p1, mu-
nis chacun de leur vecteur tangent unitaire respective t0 et t1.
Supposons l’existence d’une hélice interpolant les deux points
et les deux vecteurs tangents. L’existence de cette hélice est équi-
valente à
Γ(ϕ∗) = p1 =p0 + τ¯
ϕ∗
ω
Ω¯+
sinϕ∗
ω
(t0 − τ¯Ω¯)
−
1− cosϕ∗
ω
(t0 ∧ Ω¯)
t(ϕ∗) = t1 =t0 + (cosϕ∗ − 1)(t0 − τ¯Ω¯) − sinϕ∗(t0 ∧ Ω¯)
ce qui peut se réécrire sous la forme
p1 − p0 = γ(ϕ∗) =
1
ω
(τ¯ϕ∗Ω¯+ sinϕ∗(t0 − τ¯Ω¯)
− (1− cosϕ∗)(t0 ∧ Ω¯))
t1 − t0 = θ(ϕ∗) = (cosϕ∗ − 1)(t0 − τ¯Ω¯) − sinϕ∗(t0 ∧ Ω¯).
La démonstration du lemme est construite entièrement à partir
de l’idée de Ghosh qui consiste à écrire ces deux équations dans
une base bien choisie, construite à partir des vecteurs tangents.
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En effet, puisque t0 et t1 ne sont pas colinéaires, nous pouvons
définir la base orthonormale e0, e1, e2 de la façon suivante
e0 =
1√
2(1+ t0)
(t1 + t0),
e1 =
1√
1− t20
(t1 ∧ t0),
e2 =
1√
2(1− t0)
(t1 − t0).
On obtient donc, dans cette base, les égalités suivantes, qui sont
équivalentes aux deux équations de l’hélice et de son vecteur
tangent
〈p1 − p0 , e0〉e0 + 〈p1 − p0 , e1〉e1 + 〈p1 − p0 , e2〉e2
= 〈γ(ϕ∗) , e0〉e0 + 〈γ(ϕ∗) , e1〉e1 + 〈γ(ϕ∗) , e2〉e2
〈t1 − t0 , e0〉e0 + 〈t1 − t0 , e1〉e1 + 〈t1 − t0 , e2〉e2
= 〈θ(ϕ∗) , e0〉e0 + 〈θ(ϕ∗) , e1〉e1 + 〈θ(ϕ∗) , e2〉e2
ce qui, comme la base e0, e1, e2 est orthogonale, est équivalent
à la conjonction de ces 6 équations
〈p1 − p0 , t1 + t0〉 = 〈γ(ϕ∗) , t1 + t0〉
〈p1 − p0 , t1 ∧ t0〉 = 〈γ(ϕ∗) , t1 ∧ t0〉
〈p1 − p0 , t1 − t0〉 = 〈γ(ϕ∗) , t1 − t0〉
〈t1 − t0 , t1 + t0〉 = 〈θ(ϕ∗) , t1 + t0〉
〈t1 − t0 , t1 ∧ t0〉 = 〈θ(ϕ∗) , t1 ∧ t0〉
〈t1 − t0 , t1 − t0〉 = 〈θ(ϕ∗) , t1 − t0〉.
Maintenant, pour démontrer le lemme, nous n’avons plus
qu’à nous retrousser les manches et évaluer ces 6 égalités. Pour
ça, à la manière de Ghosh, nous allons commencer par évaluer
quelques produits scalaires qui vont nous être utiles. Un pre-
mier résultat trivial est le suivant
〈t0 , Ω¯〉 = 〈t1 , Ω¯〉 = τ¯.
Grâce à ce résultat, nous avons aisément
〈Ω¯ , t1 + t0〉 = 2τ¯
〈Ω¯ , t1 − t0〉 = 0
〈t0 − τ¯Ω¯ , t1 + t0〉 = 1+ t0 − 2τ¯2
〈t0 − τ¯Ω¯ , t1 − t0〉 = t0 − 1.
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Il nous reste maintenant à déterminer les produits scalaires
〈t0 ∧ Ω¯ , t1 ∧ t0〉
〈t0 ∧ Ω¯ , t1 + t0〉
〈t0 ∧ Ω¯ , t1 − t0〉.
Puisque t0 ∧ Ω¯ est orthogonal à t0, les deux derniers produits
scalaires sont égaux. Pour en calculer la valeur, nous écrivons,
〈θ(ϕ∗) , t1 − t0〉 = ||t1 − t0||2 = 2− 2t0,
qui est équivalent à
2(1− t0) = (cosϕ∗ − 1)(t0 − 1) − sinϕ∗〈t0 ∧ Ω¯ , t1〉.
Nous en déduisons
〈t0 ∧ Ω¯ , t1〉 = −(1− t0)1+ cosϕ∗sinϕ∗ = −(1− t0) cot
ϕ∗
2
.
Enfin, nous avons
〈t0 ∧ Ω¯ , t1 ∧ t0〉 = 〈t1 , t0 ∧ (t0 ∧ Ω¯)〉
= 〈t1 , 〈t0 , Ω¯〉t0 − 〈t0 , t0〉Ω¯〉
= −τ¯(1− t0).
Un dernier résultat se montrera utile plus loin
〈Ω¯ , t1 ∧ t0〉 = 〈t1 , t0 ∧ Ω¯〉.
Maintenant que nous avons tous les outils nécessaire au cal-
cul des produits scalaires, nous pouvons écrire,
〈γ(ϕ∗) , t1 + t0〉 = 1
ω
(
2τ¯2(ϕ∗ − sinϕ∗) + (1+ t0) sinϕ∗
− (1− cosϕ∗)
(
−(1− t0)
1+ cosϕ∗
sinϕ∗
))
,
que nous pouvons simplifier
〈γ(ϕ∗) , t1 + t0〉 = 2
ω
[
τ¯2(ϕ∗ − sinϕ∗) + sinϕ∗
]
.
De plus, nous avons
〈γ(ϕ∗) , t1 ∧ t0〉 = 1
ω
(
τ¯(ϕ∗ − sinϕ∗) +
(
−(1− t0)
1+ cosϕ∗
sinϕ∗
)
+ τ¯ (1− cosϕ∗)(1− t0)) ,
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qui peut lui-même être simplifié en
〈γ(ϕ∗) , t1 ∧ t0〉 = 1
ω
[
−τ¯(1− t0)(ϕ∗ cot
ϕ∗
2
− 2)
]
.
Enfin, nous avons
〈θ(ϕ∗) , t1 + t0〉 = 2τ¯2(1− cosϕ∗) − 2(t0 − cosϕ∗).
Comme nous avons
〈θ(ϕ∗) , t1 + t0〉 = 〈t1 − t0 , t1 + t0〉
= 1+ t0 − t0 − 1
= 0
nous déduisons
τ¯2 =
t0 − cosϕ∗
1− cosϕ∗
.
Ce dernier résultat nous donne deux informations impor-
tantes. Tout d’abord, nous pouvons affirmer que la valeur de
ϕ∗ est nécessairement dans l’intervalle
I0 = [arccos t0, 2pi− arccos t0].
Nous connaissons de plus la valeur du carré de la torsion de
l’hélice. En examinant 〈p1 − p0 , t1 ∧ t0〉, nous pouvons de plus
en connaitre aisément le signe, en utilisant ce résultat qui sera
démontré un peu plus tard
∀ϕ∗ ∈ I0, ϕ∗ cot ϕ∗
2
− 2 < 0,
nous concluons alors
sign τ¯ = sign〈p1 − p0 , t1 ∧ t0〉.
Enfin, nous écrivons Ω¯ dans la base e0, e1, e2,
Ω¯ = 〈Ω¯ , e0〉e0 + 〈Ω¯ , e1〉e1 + 〈Ω¯ , e2〉e2
et, à l’aide de
〈Ω¯ , e0〉 = 2τ¯√
2(1+ t0)
〈Ω¯ , e1〉 = −
(1− t0) cot ϕ∗2√
(1− t20)
〈Ω¯ , e2〉 = 0,
nous pouvons enfin écrire
Ω¯ =
1
1+ t0
(
τ¯(t1 + t0) +
(
cot
ϕ∗
2
)
(t1 ∧ t0)
)
.
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f.2.4 Études de H et D
Lemme 5 (Signe de D). La fonction D définie sur
I0 = [arccos t0, 2pi− arccos t0]
par
D(ϕ) = (ϕ cos
ϕ
2
− 2 sin
ϕ
2
)
√
t0 − cosϕ.
est strictement négative sur l’intérieur de I0 et nulle aux bords.
Démonstration. Puisque
√
t0 − cosϕ est strictement positif sur
l’intérieur de I0 et nul aux bords, considérons la fonction f sui-
vante, que nous définissons sur l’intérieur de I0 par
f(ϕ) =
D(ϕ)√
t0 − cosϕ sin ϕ2
=
ϕ cos ϕ2 − 2 sin
ϕ
2
sin ϕ2
= (ϕ cot
ϕ
2
− 2).
Nous avons alors
f ′(ϕ) =
ϕ− sinϕ
−1+ cosϕ
qui est clairement strictement négative sur l’intervalle ]0, 2pi[.
Ainsi, la fonction f est strictement décroissante sur cet inter-
valle. Comme de plus nous avons
lim
ϕ→0+
f(ϕ) = 0
nous en déduisons que f est strictement négative sur ]0, 2pi[ et
donc sur I0. Pour conclure, comme nous avons
sin
ϕ
2
> 0
sur l’intérieur de I0, nous déduisons que D est strictement né-
gative sur l’intérieur de I0 et nulle aux bords.
Lemme 6 (Variations de H). La fonction H définie sur l’intérieur
de I0 par
H(ϕ) =
N(ϕ)
D(ϕ)
est strictement croissante et telle que
lim
ϕ→arccos t+0
H(ϕ) = −∞
lim
ϕ→2pi−arccos t−0
H(ϕ) = +∞.
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Corollaire 2. Pour tout χ ∈ R, l’équation
H(ϕ) = χ
admet une unique solution sur l’intérieur de I0.
Démonstration du corollaire. La fonction H est continue, et le
lemme précédent associé au théorème des valeurs intermé-
diaires nous permet de conclure que H(
◦
I0) = R. De plus, la
fonction H étant strictement croissante, elle est une injection de
◦
I0 dans R.
Démonstration du lemme. L’étude des variations de H est plus
difficile que l’étude du signe de D car H dépend du paramètre
t0 compris entre −1 et 1 exclus. Ce que nous devons démontrer,
c’est que pour chaque valeur de t0, la fonction H est strictement
croissante et que
lim
ϕ→arccos t+0
H(ϕ) = −∞
lim
ϕ→2pi−arccos t−0
H(ϕ) = +∞.
Soit donc t0 ∈ ]−1, 1[. Nous avons alors
N(arccos t0) = (1− t0)
√
1− t20 > 0
N(2pi− arccos t0) = −(1− t0)
√
1− t20 < 0,
et
D(arccos t0) = 0
D(2pi− arccos t0) = 0
D(ϕ) < 0 ∀ϕ ∈ ]arccos t0, 2pi− arccos t0[
d’où nous déduisons
lim
ϕ→arccos t+0
H(ϕ) = lim
ϕ→arccos t+0
N(ϕ)
D(ϕ)
= −∞
lim
ϕ→2pi−arccos t−0
H(ϕ) = lim
ϕ→2pi−arccos t−0
N(ϕ)
D(ϕ)
= +∞.
Pour prouver que H est strictement croissante, comme H est
dérivable sur l’intérieur de I0, nous allons montrer que le signe
de sa dérivée est strictement positif sur l’intérieur de I0 comme
illustré figure 45 pour t0 = 0.175.
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Figure 45: Représentation de la fonctionsH ′ pour t0 = 0.175. On remarque
que cette fonction est positive sur I0.
Par le calcul, nous avons, pour tout ϕ ∈
◦
I0,
H ′(ϕ) = −
(1+ t0) sin ϕ2
2D2(ϕ)
√
t0 − cosϕ
(h0(ϕ)t0 + h1(ϕ))
avec
h0(ϕ) = 4−ϕ
2 − 4 cosϕ−ϕ sinϕ
h1(ϕ) = −1+ cos 2ϕ+ϕ sinϕ+ϕ2 cosϕ.
Il est facile de voir que nous avons
−
(1+ t0) sin ϕ2
2D2(ϕ)
√
t0 − cosϕ
< 0,
donc l’étude du signe de H ′ pour toute valeur de t0 se ramène
à l’étude du signe de la fonction de deux variables
F(t, ϕ) = h0(ϕ)t+ h1(ϕ)
sur le domaine
E =
{
(t, ϕ),
t ∈ [−1, 1]
ϕ ∈ [arccos t, 2pi− arccos t]
}
.
h0(ϕ) = 4−ϕ
2 − 4 cosϕ−ϕ sinϕ
h1(ϕ) = −1+ cos 2ϕ+ϕ sinϕ+ϕ2 cosϕ.
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Figure 46: Représentation de l’ensemble E et de la fonction F
Nous allons démontrer que F est négative sur l’espace E,
comme illustré figure 46. L’espace E est fermé et borné car
E = f−1(] −∞, 0])∩ ([−1, 1]× [0, 2pi])
où f, définie par
f(t, ϕ) = cosϕ− t,
est une fonction continue sur R2. Puisque F est une fonction
continue sur le compact E, F(E) est un compact. Particulière-
ment, F atteint son maximum. Dès lors, si F atteint son maxi-
mum sur l’intérieur de E, ce sera en un point critique, puisque
son maximum global sera alors un maximum local. Calculons
le gradient de F. Nous avons
∂F
∂t
= h0(ϕ)
∂F
∂ϕ
= h ′0(ϕ)t+ h
′
1(ϕ).
Or,
h0(ϕ) = 4−ϕ
2 − 4 cosϕ−ϕ sinϕ
h ′0(ϕ) = −2ϕ−ϕ cosϕ− 3 sinϕ
h ′′0 (ϕ) = −2+ 2 cosϕ+ϕ sinϕ
h ′′′0 (ϕ) = ϕ cosϕ− sinϕ
h ′′′′0 (ϕ) = −ϕ sinϕ.
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Figure 47: Représentation de h0 et de ses 4 premières dérivées sur sur l’in-
tervalle [0, 2pi].
et nous pouvons résumer les variations de h0 dans le tableau
x 0 pi ϕ# 2pi
h ′′′′0 (x) − + +
h ′′′0 0
&−pi%
0%
2pi
h ′′0 0
&
& %
0
h ′0 0
&
&
& −6pi
h0 0
&
&
&−4pi2
où ϕ# est tel que h ′′′0 (ϕ#) = 0. Ainsi h0 est strictement décrois-
sante sur [0, 2pi] et nulle en 0 (voir figure 47) d’où nous dédui-
sons que h0 est strictement négative sur ]0, 2pi[. Par conséquent,
le gradient de F ne peut pas s’annuler sur l’intérieur de E.
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Ainsi, F atteint son maximum sur le bord de E que nous no-
tons
∂E = F1 ∪F2 ∪F3 ∪F4
où
F1 =
{
(t, ϕ),
t ∈ [−1, 1]
ϕ = arccos t
}
F2 =
{
(t, ϕ),
t ∈ [−1, 1]
ϕ = 2pi− arccos t
}
F3 =
{
(t, ϕ),
t = −1
ϕ ∈ [pi, pi]
}
F4 =
{
(t, ϕ),
t = 1
ϕ ∈ [0, 2pi]
}
.
Dans la suite de cette démonstration, nous allons étudier F
sur chacun des sous-ensembles Fi. Commençons par F1. En
remplaçant ϕ par arccos t dans F, nous avons
F1(t) = (1− t)(−2+ 2t+
√
1− t2 arccos t).
Soit
f1(t) = −2+ 2t+
√
1− t2 arccos t
g1(x) = −2+ 2 cos x+ x sin x.
Nous avons
f1(t) = g1(arccos t)
et nous indentifions
g1(x) = h
′′
0 (x).
Puisque h ′′0 est strictement négative sur ]0, pi] et nulle en 0, nous
pouvons affirmer que f1 est strictement négative sur [−1, 1[ et
s’annule en 1 tout comme F1.
Étudions maintenant F sur F2. En remplaçant ϕ par 2pi −
arccos t dans F, nous avons
F2(t) = (1− t)(−2+ 2t−
√
1− t2(2pi− arccos t)).
Notons
f2(t) = −2+ 2t−
√
1− t2(2pi− arccos t)
g2(x) = −2+ 2 cos x+ x sin x.
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Nous avons
f2(t) = g2(2pi− arccos t)
et comme dans le cas précédent, nous pouvons conclure que F2
est strictement négative sur [−1, 1[ et nulle en 1.
Étudions F sur F3 qui est un singleton. Nous avons triviale-
ment
F(−1, pi) =− 4+ pi2 + 4 cospi+ pi sinpi
− 1+ cos 2pi+ pi sinpi+ pi2 cospi
=− 8
Enfin, le dernier cas qui nous intéresse est l’étude de F sur F4.
En remplaçant t par 1 dans F, nous pouvons écrire
F4(ϕ) = 3−ϕ
2 − 4 cosϕ+ cos 2ϕ+ϕ2 cosϕ
= (cos 2ϕ− 1) + (4−ϕ2)(1− cosϕ).
Puisque
cos 2ϕ− 1 = −2 sin2ϕ = −4 sin2
ϕ
2
cos2
ϕ
2
= −8 sin2
ϕ
2
(
cosϕ+ 1
2
)
et
1− cosϕ = 2 sin2
ϕ
2
nous écrivons
F4(ϕ) = 2 sin2
ϕ
2
(2−ϕ2 − 2 cosϕ).
Soit
g4(ϕ) = 2−ϕ
2 − 2 cosϕ,
nous avons alors
g ′4(ϕ) = −2ϕ+ 2 sin(ϕ) = 0 en 0
g ′′4 (ϕ) = −2+ 2 cosϕ < 0 sur ]0, 2pi[.
Donc g ′4 est strictement décroissante sur [0, 2pi] et donc négative
sur ]0, 2pi]. Puisque nous avons g4(0) = 0, g4 est strictement
négative sur ]0, 2pi] et égale à 0 en 0. Il en va de même pour F4.
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En conclusion, nous avons montré que F était négative sur ∂E
et strictement négative sur E, d’où nous déduisons
∀t ∈] − 1, 1[, ∀ϕ ∈◦I0, h0(ϕ)t0 + h1(ϕ) < 0.
Dès lors, nous avons
∀t ∈] − 1, 1[, ∀ϕ ∈◦I0, H ′(ϕ) > 0,
ce qui permet de conclure que H est strictement croissante sur
◦
I0.
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