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We use quantum Monte Carlo simulations to study a quantum S = 1/2 spin model with competing multi-spin
interactions. We find a quantum phase transition between a columnar valence-bond solid (cVBS) and a Ne´el
antiferromagnet (AFM), as in the scenario of deconfined quantum-critical points, as well as a transition between
the AFM and a staggered valence-bond solid (sVBS). By continuously varying a parameter, the sVBS–AFM
and AFM–cVBS boundaries merge into a direct sVBS–cVBS transition. Unlike previous models with putative
deconfined AFM–cVBS transitions, e.g., the standard J-Q model, in our extended J-Q model with competing
cVBS and sVBS inducing terms the transition can be tuned from continuous to first-order. We find the expected
emergent U(1) symmetry of the microscopically Z4 symmetric cVBS order parameter when the transition is
continuous. In contrast, when the transition changes to first-order the clock-like Z4 fluctuations are absent and
there is no emergent higher symmetry. We argue that the confined spinons in the sVBS phase are fracton-like.
We also present results for an SU(3) symmetric model with a similar phase diagram. The new family of models
can serve as a useful tool for further investigating open questions related to deconfined quantum criticality and
its associated emergent symmetries.
I. INTRODUCTION
The spin S = 1/2 Heisenberg model with uniform nearest-
neighbor interactions on the two-dimensional (2D) square lat-
tice has a Ne´el antiferromagnetic (AFM) ordered ground state
[1]. By introducing other interactions such as frustration or
multi-spin interactions, the quantum fluctuation of the AFM
order parameter can be increased, eventually destroying the
AFM order and leading to a different ground state. The long-
wavelength behavior of Heisenberg and similar quantum mag-
nets can be described field-theoretically by the O(3) nonlinear
sigma model with a Berry phase term [2, 3]. The Berry phase
term will vanish for any smooth spin configurations, i.e., in
the AFM phase, but will likely influence the phase diagram of
the system if topological defects such as “hedgehog” singular-
ities are considered. In (2+1) dimension, such effects can play
a dominant role and can drive the system into exotic paramag-
netic phases, by which we mean collective many-body states
with no direct classical analogues (see Ref. [4] for a review).
A. Valence-bond solids
One example of an interesting 2D paramagnetic phase is
the so-called valence-bond solid (VBS) [5–7], which pre-
serves spin rotational symmetry but spontaneously breaks lat-
tice symmetries through the condensation of singlets forming
a regular pattern (or, more precisely, a modulation of the sin-
glet density forms). There are several possible ways to break
the lattice symmetries, and therefore VBS phases can also ap-
pear in many different incarnations. In this work we discuss
two cases of dimer VBSs (i.e., the singlets form between two
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neighboring spins): the columnar VBS (cVBS) and staggered
VBS (sVBS). As shown in Fig. 1, in a cVBS phase the singlets
align periodically with no “shifting”, thus breaking the sym-
metry group of the square lattice p4m down to pmm, while in
the sVBS phase the singlets are successively shifted by one
lattice spacing and form a stair-case pattern. This pattern be-
longs to the cmm space group. Though the symmetry groups
are different, both these VBSs are four-fold degenerate on the
infinite lattice or when placed on a torus with an even number
of sites in both directions. We will discuss competition be-
tween cVBS and sVBS ordering as well as the quantum phase
transitions of these phases into the AFM state.
From the field theoretical perspective, the cVBS phase can
be understood as a nontrivial magnetically disordered phase
resulting from quantum tunneling of Skyrmions in a certain
limit [5, 6, 8]. One important consequence of this picture is
the deconfined quantum criticality (DQC) scenario [9]. By
assuming the conservation of the Skyrmion number at the
AFM–cVBS transition, it was proposed that this transition can
be described by a CP1 field theory with non-compact U(1)
gauge field. There are several interesting and controversial
assumptions and consequences of the DQC scenario, e.g., a
generically continuous transition where normally a first-order
transition would be expected (since the two ordered phases
Figure 1. Illustration of the dimer (singlet) patterns of a cVBS (a)
and an sVBS (b). The symmetry properties of these patterns can be
described by 2D space groups (wallpaper groups): the cVBS belongs
to pmm, while the sVBS belongs to cmm.
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2break unrelated symmetries), fractionalized excitations at the
critical point, and a “dangerously irrelevant” Z4 perturbing
field with an associated emergent U(1) symmetry [10]. This
type of order–order phase transition is beyond the conven-
tional Landau-Ginzberg-Wilson (LGW) paradigm and has at-
tracted intensive scrutiny during the past several years.
B. Deconfined quantum criticality in spin models
Some elements of the DQC scenario being speculative, it is
important to realize such phase transitions in concrete micro-
scopic models, to fully test and explore the possible physics
arising from the field theoretical proposal and beyond (i.e.,
features that were not part of the original DQC proposal).
Since the sign-problem free J-Qmodel [11] (with Heisenberg
exchange J and a correlated multi-singlet projection Q) was
proposed, many detailed studies of the AFM–cVBS transition
and the cVBS phase itself have been carried out with quantum
Monte Carlo (QMC) simulations of this model [11–24] and of
classical 3D models exhibiting analogous transitions [25–28].
These studies solved some previously open questions, but they
also posed new ones. For example observations of emergent
higher symmetries at the critical point have been reported re-
cently, with the AFM and cVBS order parameters combining
into a larger vector transforming under SO(5) [22, 27] or O(4)
[29, 30] symmetry, depending on the model. The possibility
of higher symmetry was pointed out already some time ago
[31] and the numerical observations have further spurred the
interest in this phenomenon, including in the context of the
“web of dualities” between different field theories [29, 32].
Furthermore, a description of the transition in terms of non-
unitary complex conformal field theories (CFTs) [33–35, 40]
was inspired by unusual scaling behaviors observed in J-Q
and other models [13, 15, 19, 25, 26, 28], which by some
have been interpreted as signs of an eventually very weakly
first-order transition in accessible models, with the critical
point existing only in the complex plane. Alternatively, it
has also been proposed that the transition is continuous, as
in the original DQC scenario, but with unusual scaling behav-
ior stemming from two divergent length scales [23]. It should
be noted that there are no unambiguous signs of first-order
transitions in the best candidate models. A further intriguing
fact is that, in some models where the AFM–VBS transition
is clearly first-order, the coexistence state exhibits emergent
O(4) [36, 37] or SO(5) [38] symmetry, instead of forming
two distinct phases separated by tunneling barriers (in anal-
ogy with conventional classical co-existence states separated
by free-energy barriers).
While the phenomenology of the DQC scenario does not
rely on the AFM–VBS transition being strictly continuous
(requiring in practice only that the correlation length is very
large, which has already been well established), it is still of
fundamental interest to try to answer the following basic ques-
tions: (i) Are the candidate DQC transitions observed in sim-
ulations truly continuous, or do discontinuities and phase co-
existence develop on some large length scale? (ii) Is the emer-
gent symmetry of the putative DQC point exact in the thermo-
Figure 2. Dimer patterns of different types of vortices in (a,b) the
cVBS and in (c-f) the sVBS phase. In (a,b,c,e) the dimer patterns
require an unpaired spin (spinon), while in (d,f) no spinon is induced.
dynamic limit or does it break down at a finite length scale
(i.e., even if the DQC transition itself is truly continuous)?
(iii) Are the emergent O(4) and SO(5) symmetries observed
in the coexistence states at some first-order AFM–VBS transi-
tions asymptotically exact, or do they break down above some
length scale?
These questions are still hard to answer conclusively based
on current numerical results, because they appear to involve
exceedingly large length scales (system sizes). In order to
gain deeper understanding of the AFM–cVBS transition, it
would likely be fruitful to construct models that enable tuning
of the exotic properties and ingredients addressed in the the-
ory of DQC points, and more broadly in scenarios of weakly
first-order transitions with unusual properties. For example,
suppressing the possible emergent symmetry of the transition
is a promising approach, since it may give rise to a conven-
tional strongly first-order transition that could be detectable
with current numerical techniques. If the transitions can be
tuned between continuous (or extremely weak first-order), to
moderately weakly and strongly first-order, many of the in-
triguing phenomena listed above could be studied more sys-
tematically than what has been possible so far.
C. Vortices and emergent symmetries
The emergent U(1) symmetry of the DQC scenario [and
also the possible higher spherical symmetry like SO(5)] is also
related to the properties of the vortices in the VBS state. In the
cVBS a nexus of four domain walls separating the four dif-
ferent dimer patterns must necessarily have an unpaired spin
[10], i.e., the vortex is a spinon. Such spinons are bound into
3pairs in the cVBS phase and their deconfinement upon ap-
proaching the DQC point is directly related to the Z4 vortices
evolving into U(1) vortices. Even though the sVBS also is
four-fold degenerate, the Z4 vortices in the sVBS can either
carry a S = 1/2 spinon or not, as illustrated in Fig. 2. Even if
the spinon vortex is realized, unlike the case of the cVBS the
dimer pattern will only allow local fluctuations enabling the
spinon to propagate in specific directions (in an extreme case
of only short dimers). The spinons may then be regarded as
a type of fracton—an excitation with constrained mobility—
as argued recently for spinons in a plaquette VBS (pVBS)
[41]. Though in the case of the pVBS the fracton property
may only be realized in practice in extreme cases where the
four-spin singlets can be refarded as rigid objects, as pointed
out in Ref. [38], the phenomenon may actually be more easily
realizable in an sVBS.
It would be interesting to investigate whether competing
sVBS interactions in a cVBS phase can suppress the fluctu-
ation required for emergent U(1) symmetry and deconfined
spinons, thus leading to a different type of AFM–cVBS phase
transition. We here desire to affect the properties of the vor-
tices by tuning suitable microscopic couplings. When the
sVBS favoring interactions are sufficiently strong they may
render the cVBS–AFM transition first-order, unless there is a
direct cVBS–sVBS transition. Conversely, the AFM–sVBS
transition may possibly become less strongly first-order in the
presence of the cVBS favoring interactions.
Studying an sVBS phase and its transition to either an AFM
phase or directly into a cVBS phase is interesting in its own
right. There have been some discussions regarding phase tran-
sitions of the sVBS phase: Vishwanath et al. proposed a pos-
sible continuous phase transition in bilayer honeycomb lattice
[42], and Xu et al. studied certain types of transitions between
the sVBS and aZ2 spin Liquid or an AFM phase [43]. Numer-
ically, an sVBS state was studied with a J-Q3 model where
the three singlet projectors in the Q3 terms are arranged in a
stair-case fashion for the square lattice [44]. The AFM–sVBS
transition in this case as well as in other lattices [45] are very
strongly first-order, and the sVBS phase itself exhibits only
weak fluctuations from the maximally ordered dimer singlet
configuration. Therefore, the model in its current form does
not offer many insights into the more interesting case of a
strongly fluctuating sVBS where topological defects can play
a more prominent role. Considering the possibility of fracton-
type spinons and their propensity to nucleate AFM order (in
analogy with Ref. [41]), it is, however, not even clear if very
strong quantum fluctuations of the sVBS can be achieved be-
fore a first-order transition takes place.
D. Desired model properties
Since we are interested in the generic properties of the VBS
phases, we will take the approach of “designer Hamiltonians”
[39]. The central idea here is to construct an easy-to-study
model (e.g., without sign problems in QMC simulations) and
to analyze particular phases and phase transitions. The con-
cepts of universality and renormalizaion-group fixed points
ensure that the low-energy properties of interest are still of
relevance to real-world applications, even though interactions
that can be realized in real materials are not faithfully rep-
resented microscopically. The following is a list of desired
features for the designer Hamiltonian in our study:
• harbors all of cVBS, sVBS, and AFM phases;
• the cVBS–AFM transition can be tuned from continu-
ous or weakly-first order to more strongly first order;
• realizes a direct cVBS–sVBS transition as well as cVBS
and sVBS in parts of its phase diagram.
In previous studies, none of the existing models were
able to connect the first-order sVBS–AFM transition and the
cVBS–AFM DQC transition, nor could they realize a direct
transition between the two VBS states. In this work, we in-
troduce a model Hamiltonian with two competing terms that
individually favor a cVBS and an sVBS ground state, respec-
tively, as discussed above. The motivation here is that the
presence of sVBS favoring interactions in the cVBS phase
may to some degree suppress the development of the emer-
gent U(1) symmetry that characterizes the DQC transition be-
tween the cVBS and the AFM. We will show here that these
expectations are borne out by our results for the model we
have constructed, in particular as regards the evolution of the
AFM–cVBS transition from continuous or very weakly first-
order to clearly first-order.
E. Article outline
The structure of the remainder of this article is as follows:
In Sec. II we introduce the S = 1/2 [SU(2)] models we
study in this work. In Sec. III we extract the phase diagram
of the model and discuss the nature of the various quantum
phase transitions we have identified. In Sec. IV we discuss
the SU(N) generalization of our model and present results for
N = 3. In Sec. V we summarize our results and discuss some
possible further applications of the models.
II. MODEL AND OBSERVABLES
We start from two previously studied designer Hamilto-
nians that host cVBS and sVBS phases, respectively. The
ground state of a columnar J-Q3C model [14] goes through
a DQC type cVBS–AFM transition, and the ground state of a
staggered J-Q3S model [44] exhibits a first-order sVBS–AFM
transition. Here and henceforth we use the second subscript to
indicate a columnar (C) or staggered (S) spatial arrangement
of the three singlet projectors used in the multi-spin interac-
tion. A natural strategy to construct a model that harbors both
cVBS and sVBS ground states would be to combine the Q3C
terms and Q3S terms as follows:
H = −Q3C
∑
C
PijPklPmn −Q3S
∑
S
PijPklPmn, (1)
4Figure 3. Depictions of the interactions included in the quantum spin
model studied in this work. The nearest-neighbor Heisenberg ex-
change (J) interactions act on all bonds on the square lattice drawn
in black here. The different arrangements of the n singlet projectors
(n = 3, 4) in the multi-projector product terms are columnar n = 3
of strength Q3C in (a), staggered n = 3 of strength Q3S in (b), and
n = 4 with a larger separation of the projectors in (c) with strength
Q4H. The Hamiltonian contains all spacial translations of the projec-
tors so that the full square-lattice symmetry is maintained.
where Pij denote a projection operator to a spin singlet state
on sites i and j, Pij = 1/4−Si·Sj , and the summation indices
C and S stand for all arrangements of the six indices i-m in
columns or stairs, respectively. For details of the placement of
the indices we refer to Figs. 3(a) and (b).
In the two extreme cases where Q3C/Q3S → ∞ and
Q3S/Q3C →∞ in Eq. (1) the ground states of H would be in
the cVBS and sVBS phase, respectively. However, there is not
necessarily a direct transition between these two VBS phases
with just the terms in the Hamiltonian defined in Eq. (1). As
we will see below, there is an AFM phase between them, i.e.,
AFM order can form as a compromise between two compet-
ing VBS states.
In order to achieve a direct cVBS–sVBS transition, we have
to introduce another interaction. The Heisenberg exchange J
only strengthens the AFM order and expands the AFM phase
between the two VBS phases. We will therefore not fur-
ther discuss the Heisenberg interaction here and instead con-
sider another type of multi-spin Q-type interaction. From the
field theoretical point of view, we would like to turn on some
symmetry-allowed relevant terms with respect to the cVBS–
AFM fixed point. An interaction achieving our aim is theQ4H
terms with the relative arrangement of the four singlet projec-
tors illustrated in Fig. 3(c), which has some resemblance to the
letter H that we use to identify this interaction. By combining
it with the two previous terms we obtain
H = −Q3C
∑
C
PijPklPmn −Q3S
∑
S
PijPklPmn
−Q4H
∑
H
PijPklPmnPpq, (2)
which is the model we study in this paper.
Since the Q4H terms are compatible with both cVBS and
sVBS order (i.e., a subset of the terms have all their projectors
on strong bonds in the respective phases), we expect that they
should strengthen both the cVBS and sVBS orders, thereby
suppressing the AFM phase. This is indeed the case, and,
moreover, we will find that Q4H in combination with Q3S can
change the nature of the cVBS–AFM transition from a DQC
transition to a clearly first-order transition.
To study all three phases we define their order parameters
as follows:
mz =
1
L2
∑
r
(−1)rx+rySz(r), (3a)
mc =
1
L2
∑
r
(−1)rxP zr,r+xˆ + i(−1)ryP zr,r+yˆ, (3b)
ms =
1
L2
∑
r
(−1)rx+ryP zr,r+xˆ + i(−1)rx+ryP zr,r+yˆ, (3c)
where r runs over all sites of the L×L square lattice with pe-
riodic boundary conditions and Pz is the z-component of the
singlet projector; P zr1,r2 = 1/4 − Szr1Szr2 , where for conve-
nience we now use the lattice coordinates r as indices instead
of the site indices used in the Hamiltonian, Eq. (2). We can
further define the Binder cumulants to capture the character-
istic order-parameter distributions in the different phases;
Uz =
5
2
(
1− 〈m
4
z〉
3〈m2z〉2
)
, (4a)
Uc,s = 2
(
1− 〈m
4
c,s〉
2〈m2c,s〉2
)
, (4b)
where the coefficients are chosen according to the number of
components of the order parameter (and in the case of Uz also
taking into account that only one out of three components of
the staggered magnetization is used), such that the cumulants
approach 1 with increasing L if there is order of the given
type and 0 else. The condition Ui → 1 is only relying on the
presence of long range order, while Ui → 0 in a disordered
phase also relies on the fluctuations being Gaussian. As we
will see below, there are cases where the fluctuations are not
Gaussian even though the correlations are short-ranged.
We used the Stochastic Series Expansion (SSE) QMC
method for all the calculations presented here. For details
of this algorithm we refer to the review Ref. 46, which in-
cludes an implementation for the conventional J-Q model.
The more complicated Q terms used here can be treated with
simple generalizations.
III. NUMERICAL RESULTS
To investigate the ground state phase diagram of the model,
Eq. (2), with its three parameters Q3C, Q3S, and Q4H, we
consider the plane of two dimensionless coupling ratios (g, h):
g = Q3C/(Q3C +Q3S), (5a)
h = Q4H/(Q3C +Q3S +Q4H). (5b)
To fix the energy scale, we always keepQ3C+Q3S+Q4H = 1,
and in the simulations with this convention we set the inverse
temperature to β = L.
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Figure 4. The order parameters defined in Eqs. (3) and their corresponding Binder ratios, Eqs. (4). The results were obtained by SSE
calculations of L = 16 systems at inverse temperature β = L. From left to right panels, the coupling ratio defined in Eq. (5b) is h =
0, 0.2, 0.4, 0.6. We use the same colors as in Fig. 5 to indicate the different phases. Large fluctuations close to the phase transition at h = 0.6
are due to simulations trapped in meta-stable states, as is typical in simulations of strongly first-order transitions.
A. Phase diagram
In Fig. 4 we present results for the order parameters and
Binder cumulants versus g for several values of h. Here we
use a rather small system, L = 16, but this already gives us
an initial impression about the phase diagram. Fig. 5 shows
Figure 5. Ground state phase diagram of the Hamiltonian Eq. (2) in
the plane of coupling ratios defined in Eqs. (5a) and (5b). The phase
boundaries are based on scans vs g for for several values of h, as
exemplified by Figs. 4, 6, and 7. The resulting transition points are
indicated with+ and× symbols and the curves are smooth interpola-
tions and extrapolations of these points. The dashed and solid curves
denote first-order transitions, while the solid curve segment denotes a
continuous (or possibly very weakly first-order) DQC transition. The
three first-order phase boundaries meet at a triple point denoted by
the yellow star, and there is possibly a tricritical point on the AFM–
cVBS curve, with location approximately at the blue circle.
a phase diagram based on several extracted transition points,
using also results for systems larger than L = 16 close to the
transition point (some of which are further discussed below),
for extrapolating to the thermodynamic limit.
We observe the three different phases as expected. A key
feature here is that theQ4H interaction (h > 0) indeed shrinks
the AFM phase and eventually brings the two VBS phases
into contact with each other, thus supporting the intuition that
the specific arrangement of the projectors in Fig. 3(c) favor
both types of VBS phases while suppressing the AFM phase.
The direct phase transition between the two VBS phases starts
above some value of h close to 0.35 is strongly first-order, as
also would be expected on the grounds that the two phases
break the lattice symmetry in different ways.
The sVBS–AFM transition is always first-order, as is clear
from the sharp jumps in both the order parameters and Binder
cumulants in Fig. 4 for h = 0.4 and 0.6. The behavior is simi-
lar to the previously studied J-Q3S model [44]. The first-order
transition is expected since, as discussed in Sec. I, the DQC
scenario does not apply to the sVBS state. We only observe
a mild reduction of the size of the first-order discontinuities
with increasing h. The location of the triple point where all
the phases come together still has some uncertainty, due to
difficulties with the size extrapolations close to this point.
B. Nature of the AFM–cVBS transition
As discussed in Sec. I, the AFM–cVBS transition in the
standard J-Q models (the J-Q2C and J-Q3C models in the
notation used here) are of the DQC type, possibly with ex-
tremely weak and currently not detectable discontinuities.
The extended model used here does not reduce to the previ-
ously studied cases because of the lack of J terms and also
60.000
0.005
0.010
0.015
0.020
0.025
0.030
m
2 z
h = 0.00
(a)
0.74 0.76 0.78 0.80
g
−0.4
−0.2
0.0
0.2
0.4
0.6
0.8
1.0
U
z
(e)
h = 0.10
(b)
0.72 0.73 0.74
g
(f )
h = 0.20
(c)
0.65 0.67 0.69 0.71
g
(g)
h = 0.25
(d)
0.62 0.64 0.66 0.68
g
(h)
L = 16
L = 20
L = 32
L = 40
L = 64
L = 80
Figure 6. Results near the cVBS–AFM transition for h = 0, 0.1, 0.2, and 0.25, from left to right as indicated. Squared AFM order parameter
are shown in panels (a)-(d) and the corresponding Binder cumulant in (e)-(h). Results for different system sizes are color coded as indicated
in the legends in (h). In the cVBS phase for h = 0.25 the simulations again some times get trapped in states with defects, as in Fig. 4, which
causes sharp deviations from the correct ground state cumulant Uz .
0.000
0.002
0.004
0.006
0.008
0.010
m
2 c
h = 0.00
(a)
0.74 0.76 0.78 0.80
g
−0.4
−0.2
0.0
0.2
0.4
0.6
0.8
1.0
U
c
(e)
h = 0.10
(b)
0.72 0.73 0.74
g
(f )
h = 0.20
(c)
0.65 0.67 0.69 0.71
g
(g)
h = 0.25
(d)
0.62 0.64 0.66 0.68
g
(h)
L = 16
L = 20
L = 32
L = 40
L = 64
L = 80
Figure 7. Results for the squared cVBS order parameter in (a)-(d) and the corresponding Binder cumulants in (e)-(h), obtained in the same
simulations as in Fig. 6.
because we keep Q3S + Q3S + Q4H = 1, so that there is al-
ways someQ3S and (for h > 0)Q4H interaction present at the
AFM–cVBS transition. Nevertheless, based on theL = 16 re-
sults shown in Fig. 4, the transition looks continuous for h = 0
and 0.2 (where there is still an AFM phase). However, in or-
der to determine the true nature of the transition the system-
size dependence has to be studied very carefully and on much
larger lattices. Here our aim is not to draw definite conclu-
sions, as even in the standard J-Q models the situation is not
fully settled and very significant computational resources are
required in order to obtain size-converged critical exponents
or, alternatively, to detect weak discontinuities.
As an initial study of the AFM–cVBS transition in the ex-
tended J-Q model, in Figs. 6 and 7 we present results for
AFM and cVBS quantities, respectively. We focus on rela-
tively small h values, h = 0, 0.1, 0.2, and 0.25, for which
the transition is either continuous or weakly first order, and in
each case we show results for several different system sizes
between L = 16 and L = 80. For h = 0 and 0.1, we find that
both order parameters evolve smoothly versus g for all system
sizes, while for the larger h values obvious discontinuities de-
velop with increasing L. For the smaller h values the Binder
cumulants for different L cross each other in what appears to
be a single point (though one should expect some drifts in the
7crossing points if the behaviors are examined in more detail
with high-quality data on a denser grid), which is character-
istic for continuous transitions. For the larger h values the
cumulants are more sharply varying and also become nega-
tive in the neighborhood of the transition. The latter behavior
suggests that the cumulants will eventually, for larger system
sizes, develop the sharp negative peaks that are characteris-
tic for conventional first-order transitions. Such peaks should
asymptotically diverge in proportion to the system volume, as
previously observed with the J-Q3S model [44].
Recently, unconventional first-order transitions with emer-
gent spherical symmetry of the order parameters were iden-
tified where no cumulant minimums are observed, which can
be traced to the lack of tunneling barriers when the two order
parameters can be continuously rotated into each other [36–
38]. The results for h ≥ 0.2 in Figs. 6 and 7 suggest that the
transitions here are not of the kind with emergent symmetry
(though we have not established the volume-proportionality
of the cumulant peak growth). In Sec. III C we will also ex-
plicitly confirm that there is no emergent symmetry of the two
order parameters. For h = 0 and 0.1, we can only say with
certainty that the transitions are less first-order-like than at the
higher h values, as it is possible that discontinuities and nega-
tive cumulant peaks develop above some system size that de-
creases with increasing h.
Note again that, also at h = 0 there are still Q3S interac-
tions present in the (g, h) parameterization of the model that
we have used here. It is possible, in principle, that the stag-
gered term is relevant and alters the DQC transition immedi-
ately, though we see no evidence of such behavior here (and
the prospect also appears unlikely, as there is no apparent new
scaling field that this operator can bring in that is originally
absent). To compute the scaling dimension of the Q3S cou-
pling is possible in principle by analyzing the corresponding
correlation function at the AFM-cVBS transition of the stan-
dard J-Q model. However, with the large number of singlet
projectors involved (six in total for the correlation of the QS3
terms) involved such a calculation would be very challenging
[47] and we have not attempted this.
C. Fluctuations in the VBS phases
Consider the global cVBS angle φ defined from the com-
plex order parameter mc in Eq. (3b) written as mc = |mc|eiφ.
Starting from one out of the four dimer patterns in the cVBS
phase, a series of local dimer flips (i.e., two adjacent parallel
dimer rotated spatially by pi/2) can gradually shift the angle.
Similarly, by replacing a pair of parallel dimers by a super-
position of x- and y-oriented dimers (i.e., plaquette singlets),
the angle also shifts relative to that with only static columnar
dimers. Since the dimer order in the cVBS phase undergoes
significant fluctuations (not only of the kind affecting short
dimers as discussed above, but the actual state also contains
longer bipartite valence bonds), neither the angle φ nor the
magnitude |mc| is fixed, but their values as obtained from SSE
configurations fluctuate. The relative size of the fluctuations
vanish as L → ∞ as long as the system is cVBS ordered in
the thermodynamic limit.
The order parameter can also be defined on some cell of
size λ smaller than the lattice size L, and, in the same way
as explained above, even in an cVBS state on an infinite lat-
tice the local angle φ(r) thus defined in a cell centered at r
can take values also between the four columnar angles npi/2,
n = 0, 1, 2, 3. When crossing a pi/2 domain wall, φ(r) rotates
between two adjacent values of n over the width of the domain
wall, and such intermediate angles correspond to the presence
of resonating valence bonds. In the center of a pi/2 domain
wall between two columnar states the dimer patterns is exactly
that of a pVBS state, with resonating pairs of horizontal and
vertical dimers forming on a specific plaquette pattern (one
out of four possible patterns, depending on which n values
the domain wall separates). In the DQC scenario these pi/2
domain walls are indeed favored over pi domain walls [10],
as has been explicitly observed in studies of J-Q models [48]
(where an induced pi domain wall splits up spontaneously into
a pair of pi/2 domain walls), and the domain wall thickness
diverges as the DQC point is approached from the cVBS side.
The domain-wall broadening also corresponds to a lower-
ing of an effective potential V (φ) = −V0 cos(4φ) experi-
enced by the global cVBS angle in a finite system, which im-
plies that the distributionP (φ) of the global angle becomes in-
creasingly flat as the DQC point is approached. The emergent
U(1) symmetry close to the DQC point has been frequently
studied by investigating such distributions [11, 13, 17], and
the fact that the symmetry has been observed on very large
length scale is one of the most important indicators of the
DQC phenomenon actually being realized in these models [4].
The emergent U(1) symmetry of the cVBS is analogous to
the classical 3D clock models with a potential −hq cos(qθi)
(with integer q) added to the standard XY model with nearest-
neighbor interactions−J cos(θi−θj) [10]. In the clock mod-
els, for q ≥ 4 the clock term is a “dangerously irrelevant”
perturbation, meaning that there is still a phase transition in
the standard 3D XY universality class, at some critical tem-
perature Tc that depends on hq , but in the ordered state the
broken symmetry changes from U(1) to Zq (i.e., the ordered
state corresponds to a different renormalization-group fixed
point). The emergent U(1) symmetry is associated with a sec-
ond divergent length scale ξ′, which diverges faster than the
conventional correlation length ξ as T → Tc from below. The
correlation length and the U(1) length are governed by expo-
nents ν′ and ν, respectively, and ν′ > ν. The exponents are
related to each other and to the scaling dimension of the clock
perturbation in a way that has been controversial [49–52] and
for which new insights were presented very recently [53]. The
analogous U(1) length scale has also been studied in the stan-
dard J-Q model [14], though not yet at the level of precision
as was possible in the classical case.
Here we wish to make some observations regarding the
emergent U(1) symmetry of the cVBS as the transition
changes from continuous to first-order as we increase the tun-
ing parameter h (as demonstrated above in Figs. 6 and 7). We
note that the symmetry broken by the cVBS is normally re-
garded as Z4, though strictly speaking, from the purely group-
theoretical perspective, it can also be classified as Z2×Z2, as
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Figure 8. Distribution of the cVBS order parameter defined in
Eq. (3b) for L = 32 systems with h = 0 at g = 0.80 in (a) and
g = 0.78 in (b). In these calculations β = 4L. The horizontal and
vertical axes correspond to Re{mc} and Im{mc}, respectively. The
color scale corresponds to a linear mapping from 0 to maximal prob-
ability density in each of the panels. The deviations from perfect Z4
symmetry are due to relatively short simulations with slow migration
of the VBS angle φ.
discussed in detail in Ref. [38]. What qualifies the classifi-
cation physically as Z4 is the nature of the dominant fluctu-
ations between the four degenerate dimer patterns [10]. As
discussed above, the elementary domain walls are of the pi/2
type, and this means that a state with global angle npi/2 most
easily tunnels to an adjacent state with (n± 1)pi/2 (on a finite
system, where the symmetry is not strictly broken and such
fluctuations take place), instead of dominant fluctuations be-
tween states with different n of the type 0 ↔ 2 and 1 ↔ 3.
If the latter type of fluctuations were dominant, the symmetry
should physically be classified as Z2 × Z2. To be more pre-
cise, such fluctuation pattern is equivalent to that when a Z2
symmetry breaks twice, which should obviously be regarded
as Z2 × Z2 symmetry breaking.
It can be noted that, the classical 3D q = 4 clock model
with potential depth h4 → ∞ (or, equivalently, the “hard”
clock model where the angles are constrained to the strictly
horizontal and vertical directions) in fact maps onto two de-
coupled Ising models, thus breaking Z2 × Z2 symmetry in
an phase transition of the Ising type. In contrast, the “soft”
q = 4 clock model with small h4 exhibits clock-like fluctua-
tions, and its phase transition is in the XY universality class on
account of the emergent U(1) symmetry. The exact value of
h4 at which the change in fluctuation paths takes place is not
known, because difficulties in analyzing the emergent U(1)
symmetry when the scaling dimension y4 of h4 is only very
slightly negative (y4 ≈ −0.1) [21, 53].
The cVBS state in the conventional J-Q models also ex-
hibit clock-like fluctuations and emergent U(1) symmetry,
and is, thus, more similar to the soft q = 4 clock model
(though the universality class is different; DQC instead of
XY) [11, 13, 17]. In Fig. 8 we demonstrate these behaviors
also for our model at h = 0, where according to the results
presented above in Sec. III B the AFM–cVBS transition ap-
pears to be continuous. Fig. 8(a) is for a case where the sys-
tem is already quite close to the transition into the AFM state,
and for a relatively small system L = 32, where both the an-
gular and amplitude fluctuations are large. The probability
density is very low in the center of the distribution, reflecting
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Figure 9. Distribution of the cVBS order parameter as in Fig. 8, but
for an L = 32 system with h = 0.2 at g = 0.68 and β = 4L. In (a)
a linear color scale is used to represent the probability density, while
in (b) a logarithmic scale is used in order to make better visible the
density between the four peaks. In (b) the bottom of the color scale
(black) represents histogram bins with none or one count among the
106 sampled SSE configurations
a robust non-zero magnitude |mc| of the order parameter. The
four-fold symmetry is observed clearly even though all angles
φ ∈ [0, 2pi] have significant probability density. In Fig. 8(b)
the system is closer to the transition but still slightly inside
the cVBS phase, as reflected in the fact that the radial distri-
bution still is maximum for |mc| > 0, though now the density
at |mc| = 0 is also large. There is still some remnants of Z4
symmetry here (a slightly diamond-like deviation from circu-
lar symmetry of the distribution), which would further dimin-
ish if we move even closer to the transition. Proper analysis
of the size dependence of the distribution [36, 38] would be
required to draw firm conclusions, but at least it appears plau-
sible here that the system has the emergent U(1) symmetry
expected at a DQC transition.
It is now interesting to see how the cVBS order parame-
ter distribution evolves as we increase h and enter the regime
where the AFM–cVBS transition is clearly first-order. In
Fig. 9 we show results at h = 0.2. Here we no longer ob-
serve clock-like fluctuations, but instead see significant prob-
ability for fluctuations toward the center of the distribution,
where in the Z4 case there is very little weight. If these fluc-
tuations would be due to direct fluctuations between the two
maxima on the x or y axis, we would conclude that the pi do-
main wall has replaced the pi/2 one as the softest domain wall,
and, therefore, that the fluctuation paths correspond toZ2×Z2
symmetry instead of Z4. However, the situation is made
more complicated by the fact that coexistence of the AFM
and cVBS order parameters at the first-order transition implies
fluctuation paths also into the AFM phase if we are sufficiently
close to the phase transition. Indeed, upon closer examination
of the distribution represented in a higher-dimensional space
reveals that the fluctuation paths in Fig. 9 correspond to sig-
nificant population of the AFM phase, in which of course the
cVBS order parameter is small and weight is produced at the
center of the distribution. Therefore, from these results we
can only conclude that the clock-like Z4 fluctuations are sup-
pressed as the first-order cVBS–AFM transition is approached
and, therefore, there are no longer any signs of emergent U(1)
symmetry. Further inside the cVBS phase, even for large h,
we still observe the clock-like Z4 fluctuations.
9−0.15 0 0.15−0.15
0
0.15
(a)
−0.06 0 0.06−0.06
0
0.06
(b)
Figure 10. Distribution of the cVBS (a) and sVBS (b) order param-
eters for an L = 16 (β = 4L) system inside the cVBS phase, at
(g, h) = (0.7, 0.4). The distributions combine results of 10 inde-
pendent runs, all of which were individually stuck in one out of the
four cVBS patterns. The different weight of the four cVBS peaks
reflect different numbers of runs stuck in the different patterns.
D. sVBS fluctuations in the cVBS phase
An at first sight puzzling aspect of the Binder cumulant re-
sults in Fig. 4 is that the value of Us is not close to 0 in the
cVBS phase (and also does not approach 0 for larger system
sizes). Normally an appropriately defined cumulant UX ap-
proaches zero with increasing system size in a phase where
there is no order of the X type, on account of Gaussian fluc-
tuations. However, the sVBS fluctuations are not Gaussian-
distributed in the cVBS phase, as we show here.
Consider the two-dimensional distribution of the complex
order parameter ms defined in Eq. (3c). Inside the cVBS
phase, if the four-fold symmetry is broken and the system is
locked into one of the cVBS pattern, the sVBS order param-
eter is not isotropic, because the columnar bond pattern will
favor short-range sVBS order with the dimers oriented in the
same (x or y) direction as that in the cVBS pattern. Therefore,
the conditional sVBS distribution given one of the sVBS pat-
tern will be elongated in one direction, and when averaging
over all the four cVBS pattern a + shaped sVBS distribution
is generated. This is demonstrated in Fig. 10 for our model
at a point rather deep inside the cVBS phase. Since the +
shaped distribution is far from a 2D Gaussian, the cumulant
will not approach zero in this case, thus explaining the results
in Fig. 4. These arguments also apply to cVBS fluctuations
inside the sVBS phase, and, indeed, in Fig. 4 we can also see
that the cVBS cumulant Uc is not zero inside th sVBS phase.
IV. SU(N) MODEL AND RESULTS FOR N = 3
So far, the model we have studied was defined with the stan-
dard S = 1/2 spin operators with SU(2) symmetry. Spin
models on bipartite lattices have a natural SU(N) generaliza-
tion, in which the spins on one sublattice transform under the
fundamental representation of the group and the ones on the
opposite sublattice transform with the conjugate of the fun-
damental representation [5]. In the Heisenberg model with
only nearest-neighbor Heisenberg exchange, a large-N mean-
field-like theory with 1/N corrections predicts that AFM or-
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Figure 11. Order parameters and corresponding Binder cumulants of
the SU(3) variant of the Q3C-Q3S model, Eq. (1). The results were
obtained by SSE QMC calculation with β = L. The outlier point
at g = 0.82 represents a system stuck in a meta-stable state with a
defect in the cVBS order.
der vanishes above N ≈ 4.5 [6], after which the ground state
is a cVBS state. QMC simulations for integerN indeed found
AFM order up to N = 4 and cVBS order for larger N [54].
QMC simulations with loop-type algorithms can also be gen-
eralized to non-integer N , and a critical N , Nc ≈ 4.5, in
good agreement with the 1/N expansion was found [55]. J-
Q models generalized to SU(N) have likewise been useful for
testing 1/N expansions within the DQC scenario [39], and a
remarkable agreement has been found between the 1/N re-
sults and QMC finite-size scaling results for moderate values
of N [56, 57].
Given that largerN drives the Heisenberg and J-Q systems
toward VBS ordering, in the model studied here we would
expect the AFM phase to shrink upon increasing N . Here our
aim is just to demonstrate this behavior, and we leave more
detailed studies to future work. Using N = 3, we set h = 0,
i.e., we only have the competing Q3C and Q3S left, as in the
Hamiltonian Eq. (1).
As shown in Fig. 11, the SU(3) system undergoes a clearly
first-order direct sVBS–cVBS transition. Here the VBS order
parameters are defined based on the natural generalization of
the singlet projection operator and the AFM order parameter is
defined by the imbalance of the different “color” on each site
[56]. We use the same definitions of the Binder cumulants as
in Eq. (4). The cumulants Uc and Us will approach 1 if there
is cVBS and sVBS long-range order, respectively. If there is
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no such order the values will not go to 0, however, for the
same reasons as discussed in Sec. III D. In the case of AFM
order, the definition in Eq. (4a) does not account properly for
SU(3) symmetry and Uz will approach a value different from
1. In a non-AFM state the value should still approach 0. The
results shown in Fig. 11 demonstrate a strongly first-order, di-
rect transition between the two VBS states. The AFM order
parameter is small and vanishes upon increasing the system
size, and the value of Uz stays very close to 0.
We can conclude that the AFM order is always suppressed
in the SU(3) Q3C-Q3S model and there is a first-order sVBS–
cVBS transition similar to the case of our SU(2) model in
Fig. 5 when h is large. We can then achieve a similar phase
diagram with an AFM phase and a triple point by adding
Heisenberg exchange J to the SU(3) Hamiltonian. As men-
tioned above, for N ≥ 5 the generalized Heisenberg model
is always cVBS ordered, and previously a second-neighbor
ferromagnetic Heisenberg term (i.e., on the diagonals of the
2 × 2 plaquettes on the square lattice) was added in order to
enhance AFM order and realize an AFM–cVBS transition for
any N ≥ 5 (and for any N ≥ 2 if also a Q term is used)
[56]. In our model studied here, the Q3S interactions com-
pete agains cVBS order and therefore the SU(N) J-Q3C-Q3S
model should have a phase diagram similar to Fig. 5 (with h
replaced by J for N > 2). Most likely, we should also then
be able to tune the AFM–cVBS from a continuous DQC tran-
sition to a first-order transition for any N .
V. SUMMARY AND DISCUSSION
In this paper we have proposed a sign-free designer quan-
tum spin model, Eq. (2), that enables large-scale QMC studies
of competing VBS states and different tupes of AFM–VBS
transitions. In this section, we first summarize our main re-
sults and conclusions in Sec. V A, and then in Sec. V B, in-
spired by the proposal in Ref. 41 and related arguments in
Ref. 38, we further discuss possible fracton properties of the
spinons in the sVBS phase. Finally, we will discuss future
prospects in Sec. V C.
A. Conclusions
Our QMC results show that the Q3C-Q3S-Q4H model has
a ground state phase diagram with several interesting fea-
tures. While the Q3C and Q3S interactions compete, inducing
columnar and staggered VBS correlations, respectively, the
Q4H term is favorable to both kinds of orders but suppresses
AFM ordering. The AFM phase separating the cVBS and
sVBS phases when Q4H is absent or small therefore shrinks
as Q4H is increased, and eventually the model undergoes a di-
rect phase transition between the cVBS and sVBS phases. The
sVBS–cVBS and sVBS–AFM transitions are both first-order,
as expected from standard Landau arguments. In contrast, the
AFM–cVBS transition appears to be a Landau-forbidden con-
tinuous one for small Q4H, i.e., when the sVBS phase is far
away, while it becomes clearly first-order when Q4H is in-
creased and the two VBS phases approach each other. Thus,
there is a triple point where the three first-order phase bound-
aries meet each other, and most likely there is a tricritical point
on the AFM–cVBS boundary. The continuous AFM–cVBS
transitions should be of the DQC type, and the existence of
a tricritical point would imply that the nature of the transi-
tion can be drastically changed without changing the symme-
try of the model, i.e., that symmetry-allowed terms can drive
the system away from the DQC fixed point.
Recently, the so-called “walking” behavior in non-unitary
complex CFTs [32, 33] has gained attention as a way to ex-
plain the weakly first-order nature of some transitions, such
as q-state Potts models with q > 4. This scenario has also
been invoked by proponents of a generic weakly first-order
AFM–VBS transitions [32, 35, 40]. Our model is the first in
which the AFM–cVBS transition can be continuously tuned
from what appears to be continuous to clearly first-order.
This model should therefore constitute a good framework for
studying the walking behavior in detail. The initial results
presented here show that the emergent U(1) symmetry of the
order parameter is absent when the transition becomes first-
order. This behavior is in sharp contrast to the emergent higher
symmetries, O(4) and SO(5), of the order parameters recently
observed at some and first-order AFM–VBS transitions in re-
lated models [36–38].
We also discussed a generalized model with SU(N) sym-
metry and showed some results for the SU(3) case. It is well
known that AFM order is suppressed when N is increased
[5, 6, 54], and in the SU(3) Q3C-Q3S model the AFM phase
existing in the SU(2) case is already absent. AFM order can
be brought back by including a Heisenberg (J) term (possi-
bly with longer-range interactions for larger N [56]). Thus,
we can in principle study phase diagrams and investigate the
evolution of different phase transitions similar to what we did
here for the SU(2) model.
B. Fractons
Recently, there have been discussions on the mobility
properties of spinons in a 2D VBS state different from the
ones considered here—the pVBS phase. Within a scenario
in which the plaquette singlets are treated as rigid objects,
spinons as well as their bound “triplon” states are fractons,
restricted to motion in one dimension [41]. One prediction
following from this picture is that spinons do not deconfine,
and instead of a DQC transition (which in the DQC theory
can take place in a cVBS or a pVBS) a first-order transition
results from nucleation of triplons. However, the fracton ar-
gument for pVBS should only apply in extreme cases, as in
generic quantum spin models the four-spin singlets can not be
regarded as rigid objects but must be allowed to decay into
dimer singlets [38]. Here we note that some of the prereq-
uisites for fractons outlined in Ref. [41] in the context of the
pVBS has analogies in the sVBS, and the latter may be a more
likely host of fractons under realistic conditions. Though we
do not have quantitative results from QMC simulations, we
will here argue that fracton-like excitation are generically pos-
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Figure 12. Schematic depiction of triplon excitations in the sVBS
phase. (a) shows a simple triplon excitation where a single valence
bond is broken, and (b,c) show examples of spinons propagating in
different directions. In (d) the spinons move by a combination of
moves from (b) and (c). The original position of the spinons and the
original valence bond patterns are shown with light colors. Domain
walls are indicated by gray lines in (d).
sible in sVBS states.
The fully mobile spinons play a crucial role as vortices in
the DQC theory, and it is therefore interesting to compare the
nature and mobility of the spinons in cVBS and sVBS states.
While the two VBS phases are both four-fold degenerate, they
correspond to different kinds of symmetry breaking of the lat-
tice, thus having different minima in the Landau free energy
space. The two VBS phases also host different types of do-
main walls, leading to different behaviors of the vortex excita-
tions (Fig. 2). It has been explained before that the geometric
structure of the cVBS pattern forces the vortex to always have
a spinon in its core, and this is a crucial aspect of the continu-
ous cVBS–AFM transition of the DQC type [10]. In contrast,
the sVBS phase does not necessarily require spinons-type vor-
tices, though vortices with spinons are also possible (Fig. 2).
In the latter case, which to our knowledge has not been pre-
viously considered in this context, these spinons may be re-
garded as fractons, similar to the spinons recently discussed
in the pVBS phase [41].
Figure 12 shows some possible triplon excitations in the
sVBS phase. Fig. 12(a) shows a single valence bond in the
sVBS phase being broken, creating a gapped triplon excita-
tion. By applying J-terms in the Hamiltonian, we can see
that the individual spinons can move around in two different
directions; along the 45◦ diagonal in Fig. 12(b), or vertically
along the direction of original sVBS dimers in Fig. 12(c). In
Fig. 12(d) we show how the spinons can move around by com-
binations of those two different moves. However, such com-
binations of moves in different lattice directions result in mul-
tiple domain walls depicted as gray lines in Fig. 12(d). There
are two different kinds of possible domain walls, pi/2-domain
walls where a vertical sVBS pattern is adjacent to a horizon-
Figure 13. Depiction of triplon excitations in the cVBS phase. Panel
(a) shows an example of a combination of moves induced by J-terms,
in analogy with Fig. 12(d) in the sVBS phase. Parts (b) and (c) show
how local fluctuations can alter the configuration shown in (a) with-
out changing the position of the spinons. The original position of the
spinons and the valence bond patterns are shown with light colors in
(a-c). In (d) the pi/2-domain walls are indicated with gray curves.
tal sVBS pattern (corresponding to pi/2 rotation in the order
parameter space), or pi-domain walls otherwise. In the dia-
grams, we indicate the pi/2-domain walls with gray lines, and
two such lines amounts to a pi-domain wall.
At an AFM–cVBS DQC point, it is predicted [9] and nu-
merically observed [48] that the domain wall energy vanishes,
resulting in configurations such as those depicted in Fig. 13
to contribute substantially to low-lying excited states. The
spinons can then move around essentially freely when the
cVBS order weakens, hence the DQC phenomenon. In the
case of the sVBS, we can see in Fig. 12(d) that there would
be two different types of domain walls, which must in general
have different domain wall energies. Therefore, only either
(b) pi/2- or (c) pi-domain walls would contribute to the low-
lying state, and configurations like (d) would be suppressed
because of the presence also of the non-favored type of do-
main walls (and which one has a lower energy should depend
on the specific microscopic interactions). As a consequence
the spinons are only able to move freely in one or two direc-
tions, depending on the favored domain wall type, becoming
effectively fractons.
The fracton property is emergent, and in principle, the
spinons can still move around in different directions in the
case where the pi/2-domain wall in Fig. 12(b) is preferred.
For example, the spinons can not only move apart, but also
come back together at a location which is not necessarily the
original location where the excitation was originally created.
Subsequently, the spinons can move in the other diagonal di-
rection, and again result in a different position as a pair triplon.
Overall, the triplon can move around in all directions, but the
most dominant mobility of the individual spinons should be
mainly restricted to the one-dimensional sublattice, and this
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Figure 14. Depiction of excitations and defects with multiple spinons
in the sVBS phase. Configurations (a) and (b) both illustrate how
thickening domains initially caused by two spinons in Fig. 12(b,c)
must induce multiple spinons at both edges. The configurations in (c)
and (d) show that vortices can also in principle host multiple spinons
in their cores.
constraint must suppress the emergent U(1) symmetry and
have an affect on the nature of the phase transition. As ar-
gued in Ref. [41] in the case of the pVBS, one can expect a
first-order transition due to nucleation of spinons. The details
of the nucleation process should be different in an sVBS state,
as we discuss next.
The mobility properties of the spinons in the sVBS phase
we have discussed now is in sharp contrast with that in the
cVBS phase. As we show in Fig. 13, in the well understood
cVBS phase the resulting configuration can easily fluctuate
locally by applying the J-terms. This mechanism only re-
quires pi/2-domain walls, which is indeed the one that is fa-
vored energetically. We can also see from Fig. 13 that the
local fluctuation also allows the domain walls to thicken in
the cVBS phase, thus creating alternating domains with finite
area. This again contrasts with sVBS, because, as we show
in Figs. 14(a,b), thickening domain walls into extended do-
mains will necessarily require the creation of more spinons.
The staggered pattern in the phase also allows the vortices to
be occupied by multiple spinons, as shown in Figs. 14(c,d),
which again is in sharp contrast to the cVBS case. Although
in the general case it is likely that spinless vortices would be
energetically favored [45], this property of allowing multiple
spinons may play a role for the first-order transitions taking
place, since it allows nucleation of AFM order from clusters
of spinons.
The true lowest triplon excitation state should be a superpo-
sition of the type of extended triplet valence-bond basis states
discussed above, each of them transforming to a different con-
stituent of the state when a Heisenberg J-term is applied. The
specific model discussed in the preceding sections does not
have any explicit J terms (two-spin singlet projector) but the
same fluctuation effect is also achieved by appropriately ap-
plying Q terms. Valence-bond configurations with higher di-
agonal energy should have a smaller contribution to the lowest
triplon excitation, and by analyzing those configurations we
can argue how the spinons proliferate in space. Though we
have not discussed the mechanisms in a rigorous manner here,
the picture is intuitive and should capture the correct physics
qualitatively.
C. Future prospects
The work we presented here illustrates the power of the de-
signer Hamiltonian approach in engineering sign-free Hamil-
tonians exhibiting interesting phase transitions and enabling
unbiased numerical studies of physically interesting situa-
tions. Our results suggest several possible follow-up studies,
some of which we summarize here.
First, precisely determining the tricritical point in Fig. 5
where the cVBS–AFM transition changes from continuous to
first order is an important task. If the emergent U(1) symmetry
also disappears at the multicritical point, this would indicate
a compelling correspondence between the emergent U(1) and
continuous DQC transitions. Also, calculating the critical ex-
ponents along the critical line and comparing it with existing
results for the conventional J-Q model [23] would be help-
ful to confirm the universality class of DQC point. Here we
should again note that the continuous transition in the conven-
tional J-Q model has not been demonstrated completely con-
clusively, though there are no explicit signs of first-order dis-
continuities. Detailed studies of the putative tricritical point,
or, alternatively, demonstrating its absence (i.e., a wek first-
order transition below the blue circle indicating the putative
tricritical point in Fig. 5) would also be very useful in this
regard.
We have discussed the fluctuation patterns of the order pa-
rameter inside the VBS phases. The change in fluctuation
paths where the transition changes to first order can be seen
as a numerical confirmation of the graph-theoretic approach
introduced in the context of the AFM–pVBS transitions in
Ref. 38. Further studying when and how the fluctuation pat-
tern between degenerate ground states changes within a single
phase could shed light on what kind of phases are allowed to
exist adjacent to each other in the phase diagram, and indicate
relevant and irrelevant perturbations of the DQC point.
Another interesting aspect of the sVBS phase deserving fur-
ther study is the nature of the spinons and their bound states.
As we show in Fig. 14, the vortices in the sVBS phase can
host one or several spinons, as well as no spinon. It would be
very interesting to test in numerical simulations whether the
multi-spinon configurations actually appear in the vicinity of
the cVBS–sVBS or AFM–sVBS phase transitions, and to in-
vestigate how well the fracton picture explains the behaviors
we have observed here. It should already be clear from the
arguments regarding the triplon excitations shown in Fig. 12
that the spinon mobility is very anisotropic, and studying dy-
namical aspects of the sVBS phase near criticality, e.g., the
dynamic spin and dimer structure factors (using methods dis-
13
cussed in Refs. 58 and 59) should shed further light on the
nature of the excitations.
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