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Abstract
Recently, the local cohomology module HiI (S) of a polynomial ring S with supports in a
monomial ideal I has been studied by several authors. In the present paper, we will extend these
results to a normal Gorenstein semigroup ring R= k[xc|c∈C] of C⊂Zd. More precisely, we
will study the local cohomology modules HiI (R) with supports in monomial ideals I, and their
injective resolutions. Roughly speaking, we will see that they only depend on the combinatorial
properties of the face lattice of a polytope associated to R. Hence, if R is simplicial, it behaves
just like a polynomial ring in our context. For example, the Bass numbers of HiI (R) are always
%nite in the simplicial case. If R is not simplicial, this is not true as a famous example of
Hartshorne shows. c© 2001 Elsevier Science B.V. All rights reserved.
MSC: 13D45; 14M25; 13F55
1. Introduction
The local cohomology module HiI (R) of a noetherian commutative ring R with sup-
ports in a (non-maximal) ideal I has been studied by a number of authors. But it is still
very mysterious. When R is a regular local ring containing a %eld, some remarkable
results on the minimal injective resolution of HiI (R) were obtained by Huneke–Sharp
[9] and Lyubeznik [12,13]. Among other things, they proved that the Bass numbers of
these local cohomology modules are %nite, although these modules are neither %nitely
generated nor artinian even in this case.
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On the other hand, very recently, a combinatorial description of local cohomology
modules HiI (S) of a polynomial ring S = k[x1; : : : ; xd] with support in a monomial ideal
I was obtained in [14,16,23,25]. In particular, the author got an explicit formula on
the Bass numbers of these modules [25]. In the present paper, we will extend these
results to a normal semigroup ring R= k[C], C ⊂Zd, and a monomial ideal I of R (i.e.,
a Zd-graded ideal of R). For this purpose, we will study the category of squarefree
modules over a normal semigroup ring, which is closely related to sheaves on a %nite
partially ordered set (poset, for short).
In Section 2, we will study sheaves on a %nite poset P. An order 5lter (resp.
order ideal) of P is a subset U ⊂P such that x∈U and y≥x (resp. y≤x) imply
that y∈U . The order %lters of P are seen to be the open subsets for a topology
on P. Denote by Sh(P) the category of sheaves on P valued in %nite-dimensional
k-vector spaces. We will see that Sh(P) is an abelian category having enough projec-
tives and enough injectives, and an indecomposable projective (resp. injective) object
corresponds to an order %lter (resp. order ideal) of P with a unique minimal (resp. max-
imal) element. The projective and injective dimensions of any F∈Sh(P) are at most
rank(P).
Beginning in Section 3, we will study a normal semigroup ring R= k[C]. We always
assume that an aHne semigroup C ⊂Zd⊂Rd is positive and normal.
In [24], the author de%ned a squarefree Nd-graded module over a polynomial ring
S = k[x1; : : : ; xd]. Many modules appearing in the Stanley–Reisner ring theory are square-
free. Thus, the concept of a squarefree module is very useful in this theory; see
[14,18,19,24,25]. In the present paper, we will de%ne a squarefree C-graded mod-
ule M =
⊕
c∈C Mc over a normal semigroup ring R= k[C]. As in the polynomial
ring case, R itself, the canonical module !R, a radical monomial ideal I of R, and its
quotient ring R=I , are squarefree modules.
We denote by SqR (or simply Sq) the category of squarefree R-modules and their
degree preserving R-homomorphisms. Let L be the set of the non-empty faces of the
cone R+C ⊂Rd. The order by inclusion makes L a %nite poset. We will see that the
categories SqR and Sh(L) are equivalent (Theorem 3.3).
In Section 4, we will study the homological properties of the category Sq. Since
Sq ∼= Sh(L), the abelian category Sq has enough projectives and injectives, and both
proj dimSqM and inj dimSqM are at most dim R for all M ∈Sq. Furthermore, we will
see that a projective object in Sq is always a Cohen–Macaulay module.
We say a normal semigroup ring R= k[C] is simplicial, if the cone R+C can be
spanned by dim R (= dimR+C) elements of Rd, or equivalently, the poset L is iso-
morphic to a boolean lattice. A polynomial ring S = k[x1; : : : ; xd] = k[Nd] is a simplicial
semigroup ring. If R is simplicial (and dim R=d), we have SqR ∼= SqS .
In Section 5, we will study the local cohomology module HiI (!R) with supports in
a monomial ideal I of R= k[C]. Since HiI (!R)=H
i√
I
(!R), we may assume that I is
a radical monomial ideal. Recall that the module HiI (!R) has a natural Zd-grading.
In Theorem 5.9, we show that the C-graded part
⊕
c∈C [H
i
I (!R)]c of H
i
I (!R) is
isomorphic to the squarefree module ExtiR(R=I; !R). This is a generalization of a result
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of MustaKtLa [16] and Terai [23] on a polynomial ring. If R is simplicial, we see that
the Bass numbers i(P;HjI (!R)) are equal to certain values of the Zd-graded Hilbert
function of ExtlR(Ext
j
R(R=I; !R); !R) for some l, see Corollary 5.12. In particular, these
Bass numbers are %nite in the simplicial case. This is not true, if R is not simplicial (see
Example 5.13). The moral of Section 5 is that “a simplicial semigroup ring behaves
just like a polynomial ring, when we study (the injective resolution of) the local
cohomology module HiI (!R) with monomial ideal support”.
2. Sheaves on nite posets
In this section, we study sheaves on a poset. See [1] for the general theory of this
subject. But, since we assume some extra conditions (e.g., we only treat %nite posets),
the results of this section are rather diOerent from those of [1].
Let P be a %nite poset. We regard P as a category. The objects of this category are
the elements of P, and the morphism for x; y∈P is
HomP(x; y)=
{ {x≤y} if x≤y;
∅ otherwise:
The composition of two morphisms is de%ned in the obvious way.
Let k be a %eld, and vect the category of 5nite-dimensional k-vector spaces and their
linear maps. A sheaf on P (with value in vect) is a covariant functor F :P → vect.
The “formal” de%nition of a sheaf on P is more complicated (we have to regard P
as a topological space as in Section 1), but it is equivalent to the above one. In our
de%nition, each F(x) corresponds to the stalk at x. For x; y∈P with x≤y, we call the
corresponding linear map F(x)→F(y) the restriction map, and denote it by Fy;x. A
morphism of two sheaves F and G on P is a natural transform f :F→ G. In other
words, a morphism f :F → G is a set of linear maps {fx :F(x) → G(x) | x∈P}
satisfying fyFy;x =Gy;xfx for all x; y∈P with x≤y. Denote the category of sheaves
on P by Sh(P).
If F(x)= 0 for all x∈P, F is a null object in Sh(P). We denote this sheaf by 0.
We say a morphism f :F → G in Sh(P) is injective (resp. surjective, bijective) if
fx is injective (resp. surjective, bijective) for all x∈P. For a morphism f :F → G,
we can construct kerf∈Sh(P) by (kerf)(x)= ker(fx)∈ vect for x∈P (the restriction
maps are induced by those of F). We can also de%ne coker f in a similar way. For
F;G∈Sh(P), we can de%ne the direct productF⊕G∈Sh(P) by (F⊕G)(x)=F(x)⊕
G(x). Hence Sh(P) is an abelian category (this is also true, even if we replace vect
by an arbitrary abelian category). A subobject F′ of F is called a subsheaf of F,
and we write F′ ,→F.
For x∈P, we de%ne the sheaf Ux ∈Sh(P) as follows:
Ux(y)=
{
k if y= x;
0 otherwise:
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It is obvious that Ux is a simple object in Sh(P), in other words, if F is a subsheaf
of Ux then F=Ux or F=0. Conversely, if F∈Sh(P) is simple, then F ∼= Ux for
some x∈P. In fact, if x∈P is a maximal element of the set {y∈P |F(y) = 0}, there
is an injection Ux ,→F.
Lemma 2.1. A sheaf F∈Sh(P) has a composition series in Sh(P). That is; there is
a chain of sheaves 0=F0 ,→F1 ,→ · · · ,→Ft =F such that each quotient Fi=Fi−1
is isomorphic to Uxi for some xi ∈P. And the length of a composition series is equal
to l(F) :=
∑
x∈ P dimkF(x).
Proof. Since P is a %nite poset, we have l(F)¡∞. If G is a proper subsheaf of
F, then l(G)¡l(F). So the set of subsheaves of F satis%es the ascending chain
condition and the descending chain condition. Thus, F has a composition series in
Sh(P). Since l(F) is additive, the last statement is obvious.
Remark 2.2. For all composition series 0=F0 ,→F1 ,→ · · · ,→Ft =F of F∈Sh(P)
and x∈P, we have dimkF(x)= #{i≥1 |Fi=Fi−1 ∼= Ux}. Thus the Grothendieck group
of Sh(P) is ZP .
Corollary 2.3. The category Sh(P) admits the Krull–Schmidt theorem. Namely; any
sheaf on P is uniquely a 5nite direct sum of indecomposable sheaves.
Proof. By Lemma 2.1, an argument using Fitting lemma (cf. [17, Chapter 5]) works
here.
For x∈P, we de%ne the sheaf Jx as follows:
Jx(y)=
{
key if y≥x;
0 otherwise;
where ey is the basis element, and the restriction map (Jx)z;y :Jx(y)→ Jx(z) is given
by ey → ez for all x≤y≤z.
Proposition 2.4. The sheaf Jx is a projective object in Sh(P) for all x∈P.
Proof. Suppose that a morphism g :Jx → G and a surjective morphism f :F→ G in
Sh(P) are given. It suHces to construct a morphism h :Jx →F with g=f ◦ h. Since
fx :F(x)→ G(x) is surjective, there is an element a∈F(x) such that fx(a)= gx(ex),
where ex is the basis element of Jx(x) as the above de%nition. For each y≥x, let
hy :Jx(y)→F(y) be a linear map given by ey →Fy;x(a). If y  x, set hy :Jx(y)→
F(y) be a zero map. Then h= {hy |y∈P} is a morphism satisfying the expected
condition.
Since dimkF(x)¡∞ for all x∈P, the next result is obvious.
K. Yanagawa / Journal of Pure and Applied Algebra 161 (2001) 341–366 345
Lemma 2.5. For all F∈Sh(P); there is a surjection ⊕x∈ P Jnxx →F→ 0 for some
nx ∈N. Hence Sh(P) has enough projectives.
Proposition 2.6. If P is a projective object in Sh(P); then P ∼=⊕x∈ P Jmxx for some
mx ∈N.
Proof. By Lemma 2.5, there is a surjection
⊕
x∈ P J
nx
x → P→ 0. Since P is projec-
tive, it is a direct summand of
⊕
x∈ P J
nx
x . Observe that each Jx is indecomposable
in Sh(P). So the assertion follows from Corollary 2.3.
We set rank(P) :=max{t | there is a chain x0¡x1¡ · · ·¡xt in P}:
Proposition 2.7. Any sheaf F∈Sh(P) has 5nite projective dimension in Sh(P). More
precisely; we have proj dimSh(P)F≤rank(P) for all F∈Sh(P).
Proof. Set |F|= {x∈P |F(x) = 0}, and denote the set of the minimal (with re-
spect to the order of P) elements of |F| by min |F|. We can take a projective
cover
⊕
x∈ |F| J
nx
x
f→F → 0 so that fy is bijective for all y∈min |F|. Then, for
all x∈ |kerf|, there is some y∈ |F| with x¿y. If kerf = 0, we take a projective
cover
⊕
x∈ |ker f|J
mx
x
g→ kerf → 0 so that gy is bijective for all y∈min |kerf|. Con-
struct (each step of) a projective resolution · · · → Pt → · · · → P0 → F → 0 in this
way. If Pt = 0, we can %nd a chain of length t in P. So we are done.
For x∈P, we de%ne the sheaf Ex as follows:
Ex(y)=
{
key if y≤x;
0 otherwise;
where ey is the basis element, and the restriction map (Ex)y;z :Ex(z) → Ex(y) is
given by ez → ey for all z≤y≤x. We can prove the following by argument similar to
Propositions 2:4 and 2:6.
Proposition 2.8. (a) The sheaf Ex is an injective object in Sh(P) for all x∈P. Any
injective object in Sh(P) is isomorphic to
⊕
x∈ P(Ex)
mx for some mx ∈N.
(b) The category Sh(P) has enough injectives; and inj dimSh(P)F≤rank(P) for all
F∈Sh(P).
For a poset P, we wish to introduce the dual P∗ of P. The poset P∗ is on the same
set as P, but x≤y in P∗ if and only if y≤x in P. Note that P∗∗=P. For F∈Sh(P),
we will de%ne the dual sheaf F∨ ∈Sh(P∗) as follows: Let F∨(x) be the dual vector
space F(x)∗=Homk(F(x); k) of F(x), and let the restriction map (F∨)y;z :F(z)∗ →
F(y)∗ be the dual of the restriction map Fz;y :F(y) → F(z) of F. If f :F → G
is a morphism in Sh(P), set f∨x :G(x)
∗ → F(x)∗ be the dual of fx :F(x) → G(x).
Then f∨ :G∨ → F∨ is a morphism in Sh(P∗). So we have a contravariant functor
(−)∨ :Sh(P)→ Sh(P∗). We call it the Alexander duality functor. In the next section,
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we will see that this duality coincides with Eagon–Reiner’s Alexander duality for the
Stanley–Reisner ring theory (see [4,18,14]), when P is a boolean lattice.
The next result is easy to prove.
Proposition 2.9. With the above notation; we have the following:
(a) The Alexander duality functor is exact; and we have (−)∨ ◦ (−)∨ ∼= idSh(P). Here
we denote the Alexander duality functor Sh(P∗)→ Sh(P) also by (−)∨.
(b) A sheaf F∈Sh(P) is projective in Sh(P) if and only if F∨ is injective in Sh(P∗).
Thus the Alexander duality functor interchanges a projective resolution in Sh(P)
with an injective resolution in Sh(P∗).
3. Squarefree modules over a normal semigroup ring
Let C ⊂Zd⊂Rd be an aHne semigroup (i.e., a %nitely generated semigroup con-
taining 0), and R := k[C] = k[xc | c∈C]⊂ k[x1; x−11 ; : : : ; xd; x−1d ] the semigroup ring of C
over a %eld k. Here xc for c=(c1; : : : ; cd)∈C is the monomial
∏d
i= 1 x
ci
i . A Zd-graded
ideal of R is called a monomial ideal, since it is generated by monomials. See [2,8]
for the information on aHne semigroup rings.
(∗) In this paper, we always assume that C is normal and positive.
In other words, R is normal, and m := (xc | 0 = c∈C)⊂R is the graded maximal
ideal. Since R is normal, it is Cohen–Macaulay by Hochster [8, Theorem 1]. We also
assume that ZC =Zd. Hence we have dim R=d.
Let R+ be the set of non-negative real numbers. Consider the rational polyhedral
cone
R+C :=
{
m∑
i= 1
rici | ri ∈R+; ci ∈C
}
⊂Rd:
There are vectors ai ∈Zd⊂Rd, 1≤i≤n, such that
R+C = {z ∈Rd | 〈ai; z〉≥0 for all i}:
Here 〈x; y〉= ∑di= 1 xiyi is the inner product of two vectors x; y∈Rd. For z ∈Rd, set
supp(z) := {i | 〈ai; z〉¿ 0}⊂ [n] := {1; : : : ; n}: It is easy to see that z ∈Rd is contained
in the relative interior of R+C if and only if supp(z)= [n].
We say R is simplicial if R+C can be spanned by d (= dimR+C) elements of Rd.
In this case, we can take n=d and supp(z)⊂ [d] for z ∈Rd. Needless to say that a
polynomial ring S = k[x1; : : : ; xd] = k[Nd] is a simplicial semigroup ring. In this case,
supp(z) for z=(z1; : : : ; zd)∈Rd is given by {i | zi ¿ 0}⊂ [d].
We denote the set of non-empty faces of R+C by L. The order by inclusion makes
L a %nite poset of rank d. For z ∈R+C, there is a unique face s(z)∈L such that z
is contained in the relative interior of s(z). For z; z′ ∈R+C, supp(z)= supp(z′) if and
only if s(z)= s(z′). Note that R is simplicial if and only if L is isomorphic to the
boolean lattice Bd of rank d as a poset.
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In [24], the author de%ned a squarefree Nd-graded module over a polynomial ring
S = k[x1; : : : ; xd] generalizing the concept of a Stanley–Reisner ring. In the present pa-
per, we will de%ne a squarefree C-graded module over R= k[C], C ⊂Zd. A Zd-graded
R-module M =
⊕
a∈Zd Ma is called C-graded if Ma=0 for all a∈C.
Denition 3.1. A C-graded R-module M is called squarefree, if M is %nitely generated
and the multiplication map Ma  y → xby∈Ma+b is bijective for all a; b∈C with
supp(a+ b)= supp(a).
It is obvious that R itself is a squarefree module. Since the canonical module !R is
isomorphic to the ideal (xc | c∈C with supp(c)= [n])⊂R (cf. [2, Therorem 6:3:5]), it
is also squarefree.
Lemma 3.2. Let M be a squarefree R-module. For all a; b∈C with supp(a)⊃ supp(b);
there is a linear map ’a;b :Mb → Ma satisfying the following properties :
(i) If supp(a)= supp(b); then ’a;b is bijective.
(ii) For all a; b; c∈C with supp(a)⊃ supp(b)⊃ supp(c); we have ’a;b ◦’b;c =’a;c. In
particular; ’a;a= Id for all a∈C.
(iii) For all a; a′; b; b′ ∈C with supp(a)⊂ supp(a′) and supp(a+b)⊂ supp(a′+b′); the
following diagram commutes:
Ma
:xb−−−−−→ Ma+b
’a′ ; a
	
	 ’a′+b′ ; a+b
Ma′
:xb
′
−−−−−→ Ma′+b′ :
Proof. We have supp(a + b)= supp(a) for a; b∈C with supp(a)⊃ supp(b). Hence
the multiplication map vb :Ma  y → xby∈Ma+b is bijective. Thus, we have the
composition ’a;b := (vb)−1 ◦ va :Mb → Ma. We can easily check that ’a;b satis%es the
expected properties.
We denote the category consisting of all the R-modules (resp. Zd-graded R-modules)
and their R-homomorphisms (resp. Zd-graded R-homomorphisms) by Mod (resp.
∗Mod). Here, we say an R-homomorphisms of Zd-graded modules f :N → M is
Zd-graded, if f(Na)⊂Ma for all a∈Zd. For a Zd-graded R-module M =
⊕
a∈Zd Ma
and b∈Zd, we denote by M (b) the Zd-graded R-module which coincides with M
as the underlying R-module and whose grading is given by [M (b)]a=Ma+b. In this
paper, HomS(M;N ) and ExtiS(M;N ) always mean HomMod(M;N ) and Ext
i
Mod(M;N ),
respectively, even if M and N belong to some subcategory of Mod. If M and N are
Zd-graded and M is %nitely generated, then HomR(M;N ) has a natural Zd-grading such
that [HomR(M;N )]a= [Hom∗Mod(M;N (a))], and Ext
i
S(M;N ) also has such a grading,
see [5]. We denote the full subcategory of ∗Mod consisting of all squarefree modules
by SqR, or simply Sq.
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Theorem 3.3. The categories Sq and Sh(L) are equivalent. In particular; Sq is an
abelian category.
Proof. First, we will construct a functor * :Sh(L) → Sq. Let F∈Sh(L) be a sheaf.
For each a∈C, we assign a k-vector space Ma with a linear bijection +a :Ma →
F(s(a)). Set M :=
⊕
a∈C Ma. For a; b∈C, we de%ne the multiplication map Ma 
y → xby∈Ma+b, as the composition
Ma
+a−−−−−→F(s(a))
Fs(a+b); s(a)−−−−−→F(s(a+ b)) (+a+b)
−1
−−−−−→Ma+b:
Then it is easy to check that M is a squarefree module. Set *(F)=M .
Let F;F′ ∈Sh(L) be sheaves and f :F → F′ a morphism. Set M :=*(F) and
M ′ :=*(F′). Then we can de%ne a Zd-graded R-homomorphism *(f) :M → M ′ by
Ma
+a−−−−−→F(s(a))
fs(a)−−−−−→F′(s(a))
(+′s(a))
−1
−−−−−→M ′a
for each a∈C. Here +′a :M ′a →F′(s(a)) is the assigned bijection. It is easy to check
that * :Sh(L)→ Sq is an additive covariant functor.
Next, we will construct a functor , :Sq → Sh(L). First, for each F ∈L, we choose
cF ∈C such that s(cF)=F . We will de%ne F := ,(M)∈Sh(L) for M ∈Sq as follows.
Set F(F)=McF ∈ vect for F ∈L (since M is %nitely generated, we have dimk Ma¡∞
for all a∈Zd). For faces F;G ∈L with F ⊂G, set the restriction map FG;F be ’cG;cF :
McF → McG of Lemma 3.2. It is easy to check that F is a sheaf. We remark that the
structure of F := ,(M) does not depend on the particular choice of cF ∈C. In fact, let
{c′F}F ∈ L be another choice, and F′ the sheaf de%ned by {c′F}. Then
F(F)=McF
’c′
F
;cF−−−−−→Mc′F =F′(F)
gives an isomorphism F ∼=F′.
If f :M → N is an R-homomorphism of squarefree modules, then ,(M)(F)=
McF
f→NcF = ,(N )(F) gives a morphism of sheaves ,(f) : ,(M)→ ,(N ). So , :Sq→
Sh(L) is an additive covariant functor.
We can easily check that , ◦ * ∼= idSh(L) and * ◦ , ∼= idSq.
Let /⊂L be an order ideal. Set I/ := (xc | c∈C and s(c) ∈ /) to be a radical
monomial ideal of R. Conversely, any radical monomial ideal is I/ for some /. Both
I/ and R=I/ are squarefree modules. In fact, for all c∈C, we have
[I/]c =
{
k if s(c) ∈ /;
0 otherwise
and [R=I/]c =
{
k if s(c)∈/;
0 otherwise:
Conversely, if an ideal I of R is squarefree, then I is a radical monomial ideal.
When R is a polynomial ring (i.e., C ∼= Nd, and L ∼= Bd as a poset), the above
de%nition of I/ coincides with the well-known de%nition of the Stanley–Reisner ideal
I/ of a simplicial complex /. Note that an order ideal /⊂Bd can be regarded as a
simplicial complex whose vertex set is (a subset of) [d].
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Remark 3.4. By Theorem 3.3, we can regard a Stanley–Reisner ring as a sheaf on a
boolean lattice. In [26], Yuzvinsky also regarded a Stanley–Reisner ring as a sheaf on
a poset. But his idea is diOerent from ours. He used the category k-alg of k-algebras,
instead of vect. So sheaves in [26] are functors P → k-alg (in some sense, P∗ → k-alg.
Yuzvinsky considered the opposite order in L ∼= Bd).
For a face F ∈L, set PF := (xc | c∈C with s(c) ⊂F)⊂R be a monomial ideal. Since
R=PF can be regarded as the normal semigroup ring k[C ∩ F], PF is a prime ideal
and R=PF is Cohen–Macaulay. Conversely, any monomial prime ideal of R is of the
form PF for some F ∈L (cf. [2, Theorem 6:1:7]). Both PF and R=PF are squarefree
modules. Observe that dim(R=PF)= dim F , where dim F is the dimension as a face of
R+C.
Recall that an associated prime ideal of a Zd-graded R-module is always a monomial
prime ideal. Let M be a squarefree module, and F := ,(M)∈Sh(L) the corresponding
sheaf. Set |F| := {F ∈L |F(F) = 0}. It is easy to check that PF is a minimal prime
of M if and only if F is a maximal element of |F|. Thus the Krull dimension of M
equals max{dim F |F ∈ |F|}.
The canonical module !R=PF =Ext
d−dim F
R (R=PF ; !R) of R=PF satis%es
[!R=PF ]a=
{
k if a∈C and s(a)=F;
0 otherwise
for all a∈Zd. So !R=PF is a squarefree R-module corresponding to the sheaf UF ∈Sh(L).
Proposition 3.5. (a) A squarefree module M is a simple object in Sq (i.e. there is no
non-trivial squarefree submodule) if and only if M ∼= !R=PF for some F ∈L.
(b) A Zd-graded R-module M is squarefree if and only if there is a chain of
Zd-graded submodules 0=M0⊂M1⊂ · · ·⊂Mt =M such that each quotient Mi=Mi−1
is isomorphic to !R=PFi for some Fi ∈L.
Proof. Since !R=PF corresponds to the sheaf UF , (a) is obvious. The necessity of (b)
follows from Lemma 2.1 and Theorem 3.3. The suHciency of (b) follows from the
following lemma.
Lemma 3.6 (cf. [24, Lemma 2:3]). Let M1 → M2 → M3 → M4 → M5 be an exact
sequence in ∗Mod. If M1; M2; M4 and M5 are squarefree; then M3 is also.
proof. From the %ve lemma (see [24, Lemma 2:3]).
Proposition 3.7. If M is a squarefree module; so is ExtiR(M;!R) for all i≥0.
Proof. By Proposition 3.5 and Lemma 3.6, it suHces to check that ExtiR(!R=PF ; !R)
is squarefree for all F . But it is obvious. In fact, we have ExtiR(!R=PF ; !R)=R=PF if
i=d− dim F , and ExtiR(!R=PF ; !R)= 0 if i = d− dim F .
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Corollary 3.8 (cf. [24, Corollary 2:7]). Suppose that there is an additive map C → N
which makes R=
⊕
i≥0 Ri an N-graded ring generated by R1 as an R0 (∼= k)-algebra.
For a squarefree module M of dimension t; the following are equivalent (recall that
a local cohomology module Him(M) has a natural Zd-grading):
(a) M is a Buchsbaum module.
(b) All minimal primes of M have the same codimension; and the localization MP is
Cohen–Macaulay for all prime ideals P = m.
(c) dimk H im(M)¡∞ for all 0≤i¡ t.
(d) Him(M)= [H
i
m(M)]0 for all 0≤i¡ t.
Proof. The implications (a) ⇒ (b) ⇔ (c) are basic results of Buchsbaum ring theory
(see [21]). The equivalence (c) ⇔ (d) follows from Proposition 3.7, since Him(M) is
the Matlis dual of Extd−iR (M;!R). Since R is generated by R1, the implication (d) ⇒
(a) follows from [21, II. Proposition 3:10].
Remark 3.9. Throughout this remark, we assume that R is a standard N-graded alge-
bra, i.e., satis%es the same assumption to Corollary 3.8.
(a) If M is a squarefree Buchsbaum module, then M ∼= M=H 0m(M) ⊕ H 0m(M). Here
H 0m(M)= k
⊕t for some t, and M=H 0m(M) is squarefree Buchsbaum again.
(b) Let 0→ Pd fd→· · · f1→P0 → k → 0 be a minimal projective resolution of the residue
%eld k =R=m∈Sq in the category Sq (see the next section for the information on
projective resolutions in Sq). Set Mi := im(fi) for 1≤i≤d. Since depthR Pi =d for
all i by Theorem 4:3 below, we can easily see that Hjm(Mi)= k if j= i¡d, and
0 if j = i; d. Thus each Mi is a Buchsbaum squarefree module with dimMi =d
and depthR Mi = i.
(c) Assume that R is simplicial. For an order ideal /⊂L ∼= Bd, R=I/ is Buchsbaum
if and only if / is a Buchsbaum complex, i.e., satis%es the conditions of [20, II.
Theorem 8:1] as a simplicial complex. See Proposition 3.11 below.
Next, we will study the local cohomology module Him(M) of a squarefree module
M with supports in m. Let M be a squarefree module and F∈Sh(L) a sheaf corre-
sponding to M . From F and a face F ∈L, we construct a cochain complex C•F(F) of
k-vector spaces. Set CiF(F)=
⊕
G⊃ F;dim G= i F(G). The diOerential map C
i
F(F) →
Ci+1F (F) is the sum of
dG′ ;G :F(G)
0(G;G′)·FG′ ;G−−−−−−→F(G′)
for G′⊃G⊃F with dimG′=dimG+1. Here 0(G;G′) is an incidence function of the
cell complex L, see [2, Section 6:2] (see also Section 6).
Theorem 3.10. With the above notation; we have [Him(M)]−c ∼= Hi(C•s(c)(F)) for all
i and c∈C.
Recall that Extd−iR (M;!R) is squarefree by Proposition 3.7, and H
i
m(M) is the Matlis
dual of Extd−iR (M;!R). So we have [H
i
m(M)]a=0 if −a =∈C. Thus Theorem 3.10 de-
termines the Hilbert function of Him(M).
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If M =R=I/ for an order ideal /⊂L, Hi(C•s(c)(F)) can be regarded as a relative
homology group of a topological space associated to / and c, see Section 6. If further
R is a polynomial ring, the above equation coincides with a well-known equation of
Hochster [20, II. Theorem 4.1].
Proof. Let G ∈L be a face, and RG the localization of R at the multiplicative set
{xa | a∈C with s(a)⊂G}. For c∈C with F := s(c), we have
[M ⊗R RG]−c ∼=
{
F(G) if G⊃F;
0 otherwise:
In fact, if G⊃F , an element y∈ [M ⊗R RG]−c can be written as z=xb for some z ∈Ma
with s(a)=G. Let y= z′=xb
′
with z′ ∈Ma′ , s(a′)=G, be another presentation. Then
we have ’a′ ; a(z)= z′, where ’a′ ; a is the map de%ned in Lemma 3.2. In other words,
z and z′ correspond to the same element of F(G). Thus there is a bijective map
[M ⊗R RG]−c →F(G), if G⊃F .
Let L• ⊗ M =⊕G∈ L M ⊗R RG be the cochain complex de%ned in [2, Section
6:2]. By the above argument (see also [24, Lemma 2:9]), we have [L• ⊗ M ]−c ∼=⊕
G⊃ s(c) F(G) ∼= C•s(c)(M) as a cochain complex of k-vector spaces. Since Hi(L• ⊗
M) ∼= Him(M) for all i by Burns and Herzog [2, Theorem 6:2:5], the proof is done.
In the rest of this section, we assume that R is simplicial. Let S = k[x1; : : : ; xd] be
a polynomial ring. The category of squarefree R-modules SqR is equivalent to the
category of squarefree S-modules SqS . In fact, both of them are equivalent to Sh(Bd).
For all M ∈SqR, there is MS ∈SqS which corresponds to M by the above category
equivalence. We say MS is the S-analogue of M . For example, the S-analogue of the
radical monomial ideal I/⊂R of an order ideal / of Bd is the Stanley–Reisner ideal
I/⊂ S, and the S-analogue of R=I/ is S=I/ (when we treat the S-analogue of a radical
monomial ideal of R, the symbol I/ represents two diOerent ideals; a radical monomial
ideal of R and the corresponding Stanley–Reisner ideal of S. But the author thinks the
situation makes the sense clear).
Proposition 3.11. Let the notation be as above. Suppose that R is simplicial and the
supports of a∈C and a′ ∈Nd correspond to the same element of Bd. Then we have
[HimR(M)]−a
∼= [HimS (MS)]−a′
or equivalently
[Extd−iR (M;!R)]a ∼= [Extd−iS (MS;!S)]a′
for all i≥0. In particular; dimR M =dimS MS and depthR M =depthS MS .
Proof. The second isomorphism is the Matlis dual of the %rst one, so it suHces to
prove the %rst isomorphism. Let F∈Sh(Bd) be a sheaf corresponding to both M and
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MS , and F ∈Bd an element corresponding to both a and a′. By Theorem 3.10, we have
[HimR(M)]−a
∼= Hi(C•F(F)) ∼= [HimS (MS)]−a′ .
Remark 3.12. In this remark, we always assume that R is simplicial.
(a) Since the S-analogue of R=I/ is S=I/, we have dim (R=I/)= dim (S=I/) and
depth(R=I/)= depth(S=I/). In particular, R=I/ is Cohen–Macaulay if and only if so
is S=I/. Hence we can use Reisner’s criterion [20, II. Corollary 4:2] to R=I/. Similarly,
R=I/ satis%es Serre’s condition (Si) if and only if so does S=I/. But, it is well-known
that the Cohen–Macaulayness of S=I/ may depend on (the characteristic of) k. In this
sense, squarefree modules are not easy. And the Gorenstein property of R=I/ depends
on R (not only k and /). In fact, R itself may not be Gorenstein, even if R is simplicial.
(b) A free resolution of a squarefree R-module M is very diOerent from that of its
S-analogue MS . A minimal projective resolution of M ∈SqR in SqR corresponds to a
minimal-free resolution of MS . But a free resolution of a projective object in SqR makes
the situation complicated. Similar phenomena occur in the study of squarefree modules
over an exterior algebra E= k〈x1; : : : ; xd〉, which were introduced in [18]. A monomial
ideal of E is always a squarefree module. Also there the category SqE of squarefree
E-modules is equivalent to Sh(Bd) (see [18, Corollary 1:6]), and an indecomposable
projective object in SqE is a certain monomial ideal of E. A projective object in SqE
has a simple and explicit (but in%nite) E-free resolution. It would be an interesting
problem to describe a minimal free resolution of a projective object in SqR.
4. Homological properties of the category of squarefree modules
For a face F ∈L, we denote the radical monomial ideal (xc | c∈C and s(c)⊃F)
by JF . It is easy to see that JF is a squarefree module corresponding to the sheaf
JF ∈Sh(L). So the next result follows from Propositions 2:4–2:7 and Theorem 3.3.
Lemma 4.1. With the above notation; we have the following:
(a) A squarefree module JF is a projective object in Sq; and any projective object in
Sq is isomorphic to
⊕
F ∈ L(JF)
mF for some mF ∈N.
(b) Sq has enough projectives; and all M ∈Sq satis5es proj dimSqM≤d.
In Proposition 4.3 below, we will prove that depthR JF =d for all F ∈L. From the
Depth Lemma, we see that the projective dimension of the residue %eld k =R=m in Sq
is d. Moreover, we can construct a minimal projective resolution of k in Sq explicitly.
In fact, it is the Alexander dual (see Remark 4.18 below) of a Zd-graded dualizing
complex of the “dual” semigroup ring R′= k[C′]. A Zd-graded dualizing complex of
a normal semigroup ring will be described in (5.1).
When R is a polynomial ring S = k[x1; : : : ; xd], JF is nothing other than the rank
one free module S(−F). But if R is not a polynomial ring, JF may not be free. For
example, !R is always projective in Sq.
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Proposition 4.2. If R is not a polynomial ring; JF is not free for some F ∈L.
Proof. Note that k =R=m is a squarefree module and has %nite projective dimension
in Sq. So, if all JF is free, k has %nite projective dimension also in ∗Mod. It follows
that R is a polynomial ring.
If a %nitely generated R-module M satis%es depthR M =d (= dim R), we say M is
a maximal Cohen–Macaulay module.
Proposition 4.3. For all F ∈L; JF is a maximal Cohen–Macaulay module.
Proof. Let R∈Sh(L) be a sheaf corresponding to R∈Sq. Recall that JF ∈Sh(L)
corresponds to JF ∈Sq. We use the complex constructed in Theorem 3.10. Observe
that C•G(JF)=C
•
F∨G(R) for all G ∈L. Here F ∨ G ∈L is the smallest face contain-
ing both F and G. By Theorem 3.10, Hi(C•s(c)(R))= [H
i
m(R)]−c for all c∈C. Since
R is Cohen–Macaulay, Hi(C•s(c)(R))= [H
i
m(R)]−c =0 for all i¡d and all c∈C. So
[Him(JF)]−c =H
i(C•s(c)(JF))=H
i(C•s(c)∨F(R))= 0 for all i¡d and all c∈C. Since
[Him(JF)]a=0 for a∈Zd with −a =∈C; H im(JF)= 0 for all i¡d. Thus JF is a maxi-
mal Cohen–Macaulay module.
Corollary 4.4. The quotient R=JF is a Cohen–Macaulay ring of dimension d− 1. In
particular; JF has pure codimension one.
Proof. Follows from a short exact sequence 0→ JF → R→ R=JF → 0 and Proposition
4.3.
For a squarefree maximal Cohen–Macaulay module M , set M∗ :=HomR(M;!R). By
Proposition 3.7, M∗ is a squarefree maximal Cohen–Macaulay module again.
Proposition 4.5. For all F; (JF)∗ is isomorphic to the radical monomial ideal (xc|c∈C
such that s(c) ∨ F = 1ˆ) as a Zd-graded R-module; where 1ˆ :=R+C is the maximum
element of L; and s(c) ∨ F ∈L is the smallest face containing both s(c) and F .
Proof. By local duality, (JF)∗ is the Matlis dual of Hdm(JF). For c∈C, take some
a∈C with s(c) ∨ F = s(a). Then we have
[(JF)∗]c ∼= [Hdm(JF)]−c ∼= [Hdm(R)]−a ∼= [!R]a
by the proof of Proposition 4.3. Recall that [!R]a= k if s(a)= 1ˆ, and [!R]a=0 if not.
Hence [(JF)∗]c = k if s(c) ∨ F = 1ˆ, and [(JF)∗]c =0 if not. On the other hand, (JF)∗
is clearly torsionfree. So, we are done.
Corollary 4.6. A normal semigroup ring R is simplicial if and only if (JF)∗ is pro-
jective in Sq for all F ∈L.
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Proof. First, we will prove the necessity. Assume that R is simplicial. Since L is a
boolean lattice, there is the smallest element Fc among the faces G ∈L with F∨G= 1ˆ.
Thus we have (JF)∗= JFc by the above proposition. The suHciency follows from the
following lemma.
Lemma 4.7. If the set {G ∈L |G∨F = 1ˆ} has a unique minimal element for all F ∈L;
then L ∼= Bd.
The above fact might be a “folk theorem”. However, as far as the author knows,
it has not been mentioned in the literature. So, we will sketch the proof which Terai
kindly told me.
Proof. Let T be a cross-section of the cone R+C (cf. [2, Section 6:1]). Then L is
isomorphic to the face lattice of T as a poset. So it suHces to prove T is a simplex.
Let F be a facet (i.e., proper maximal face) of T . By the assumption, we can prove
that T is a cone over F . From this fact, we see that the face lattice of F satis%es the
assumption of this lemma again. By the induction hypothesis, F is a simplex. Since T
is a cone over F , we are done.
Example 4.8. Set R := k[x; y; z; w]=(xz − yw). It is easy to see that R is a normal
semigroup ring of a semigroup C ⊂Z3, and R+C is the cone over the square
The poset L is isomorphic to the face lattice of the above square. By Proposition
4.5, we have the following:
• J∅=R and (J∅)∗=(xz)= J 1ˆ =!R.
• J{X}=(x) and (J{X})∗=(z)= J{Z}.
• J{X;Y}=(xy; xz) and (J{X;Y})∗=(w; z).
Here, as a face of R+C; ∅ corresponds to the origin of R3, and {X } corresponds
the cone over the vertex X . Note that (J{X;Y})∗=(w; z) is a maximal Cohen–Macaulay
module but not projective in Sq.
Proposition 4.9. Suppose that R is simplicial. Then a squarefree module M is a
projective object in SqR if and only if it is a maximal Cohen–Macaulay module.
Proof. Let S = k[x1; : : : ; xd] be a polynomial ring, and MS ∈SqS the S-analogue of
M ∈SqR. By Proposition 3.11, M is a maximal Cohen–Macaulay module if and only
if so is MS . On the other hand, M is projective in SqR if and only if so is MS in
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SqS (equivalently, MS is free). Since MS is free if and only if it is a maximal Cohen–
Macaulay module, we are done.
If R is not simplicial, there is a squarefree maximal Cohen–Macaulay module which
is not projective in Sq, by Corollary 4.6.
Theorem 4.10. If R is simplicial; the Auslander–Buchsbaum formula holds in Sq.
More precisely; proj dimSqM + depthR M =dim R for all square-free module M .
Proof. We use induction over d−depthR M . If depthR M =d, M is projective in Sq by
Proposition 4.9. Assume that d¿ depthR M . Consider an exact sequence 0 → M ′ →
P0 → M → 0, which is the %rst step of a projective resolution of M in Sq. Since
depthR P0 =d, we have depthR M
′=depthR M+1. By the induction hypothesis, we have
proj dimSqM
′ + depthR M
′=d. On the other hand, proj dimSqM
′=proj dimSqM − 1.
So, we are done.
Example 4.11 (Derivation modules). In this example, we assume that k is an alge-
braically closed %eld of characteristic 0. In [3], Campillo, Grabowski and MTuller com-
puted the derivation module Derk(R; R) of a simplicial aHne semigroup ring R (they
did not assume that R is normal).
Assume that R is simplicial and Gorenstein (of course, we also assume that R is
normal). Then, there is some a∈Zd such that !R=R(a). We see that Derk(R;!R)=
Derk(R; R)(a) is squarefree. In fact, since R is Buchsbaum, Campillo et al. [3, Propo-
sition 3] (see also [15, Lemma 2]) states that
Derk(R;!R)=Derk(R; R)(a)=
⊕
F ∈ L
dim F = d−1
JF : (4.1)
A face F ∈L with dim F =d − 1 is a facet of R+C. Since R is simplicial, R+C has
exactly d facets. Thus, Derk(R;!R) is a direct sum of d indecomposable modules.
Proposition 4.12. Assume that R is simplicial and Gorenstein. Then the following are
equivalent:
(a) R is a polynomial ring.
(b) JF is a free R-module for all F ∈L with dim F =d− 1.
(c) proj dimR JF ¡∞ for all F ∈L with dim F =d− 1. Here proj dimR JF means the
projective dimension of JF in Mod.
Proof. Since we may assume that k is an algebraically closed %eld of characteristic 0
(none of (a)–(c) depend on k), the assertion follows from (4.1) and the main theorem
of [15].
The author does not know if the assumption that “R is simplicial and Gorenstein”
is really necessary for Proposition 4.12.
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Next, we will study an injective resolution of a squarefree module M in Sq. It is
easy to see that the squarefree module R=PF corresponds to the sheaf EF ∈Sh(L).
Proposition 4.13. (a) The squarefree module R=PF is an injective object in Sq. And
any injective object in Sq is isomorphic to
⊕
F ∈ L(R=PF)
mF for some mF ∈N.
(b) The category Sq has enough injectives. And; for all M ∈Sq; we have inj dimSq
M≤dimR M≤d.
Proof. It suHces to prove the inequality inj dimSqM≤dimR M (the other part of the
theorem is immediate from Proposition 2.8 and Theorem 3.3). We use induction on
dimR M . If dimR M =0, then M ∼= k⊕t . Thus inj dimSqM =0. Assume that dimR M ¿ 0.
We can take the %rst step of an injective resolution 0 → M → I 0 → N → 0 of M
in Sq so that dimR N ¡ dimR M . By the induction hypothesis, we have inj dimSq N≤
dimR N ¡ dimR M . Since inj dimSqM = inj dimSq N + 1, we are done.
Let M be a squarefree module, and F ∈L a face. Take a∈C with s(a)=F . Set
8(F;M) := dimk〈y∈Ma |xby=0 for all b∈C with s(b) ⊂F〉:
By Lemma 3.2, the dimension does not depend on the particular choice of a. We
remark that 8(F;M) = 0 if and only if PF ∈Ass(M), see also [24, Lemma 2:2]. There
is an injection 0 → M →⊕F ∈ L(R=PF)8(F;M), and I(M) := ⊕F ∈ L(R=PF)8(F;M) is the
smallest injective object (in Sq) containing M . So we say I(M) is the injective hull
of M in Sq. It is easy to see that I(M) is an essential extension of M . There is a
minimal injective resolution
I• : 0→ M → I 0 → I 1 → · · · → I t → 0;
I i =
⊕
F ∈ L
(R=PF)8
i(F;M)
in Sq. Here I 0 = I(M), and I i+1 is the injective hull of I i=I i−1 for all i≥0. Note that
80(F;M)= 8(F;M) by the de%nition.
Lemma 4.14. Let M be a squarefree module; and I(M) its injective hull in Sq:
(a) For c∈C with F := s(c); we have
dimk [Him(I(M))]−c =
{
8(F;M) if i=dim F;
0 otherwise:
(b) dimk [Him(M)]−c = 8(F;M); if F = s(c) and i=dim F .
(c) Consider the exact sequence 0→ M → I(M)→ N → 0. For c∈C; we have
[Him(N )]−c ∼=
{
[Hi+1m (M)]−c if i = dim s(c)− 1;
0 if i=dim s(c)− 1:
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Proof. (a) Recall that I(M)=
⊕
G∈ L(R=PG)
8(G;M). For a∈C, it is easy to check that
[Him(R=PG)]−a=
{
k if i=dimG and s(a)=G;
0 otherwise:
The assertion follows from these facts.
(b) Suppose that F = s(c) and i=dim F . Let F∈Sh(L) be a sheaf corresponding
to M ∈Sq. By Theorem 3.10, [Him(M)]F =Hi(C•F(F)) is the kernel of F(F) →⊕
G⊃ F;dim G= i+1F(G): By the de%nition of 8(F;M), we have dimk [H
i
m(M)]F = 8(F;M).
(c) Note that N is squarefree again. Since dimR Extd−iR (N;!R)≤i (cf. [2, Theo-
rem 8:1:1]), we have [Extd−iR (N;!R)]c =0 for i¡ dim s(c). Thus [H
i
m(N )]−c =0, if
i¡ dim s(c). Consider the long exact sequence
· · · → Hi−1m (N )→ Him(M)→ Him(I(M))→ Him(N )→ Hi+1m (M)→ Hi+1m (I(M)):
If dim s(c) = i; i+1, then [Him(I(M))]−c = [Hi+1m (I(M))]−c =0 by (a), hence [Him(N )]−c
= [Hi+1m (M)]−c. If dim s(c)= i + 1, then [H
i
m(N )]−c =0 by the above argument. As-
sume that i=dim s(c). Since [Hi−1m (N )]−c =0 by the above argument, [H
i
m(M)]−c →
[Him(I(M))]−c is injective. It is also surjective by (a) and (b). Thus [H
i
m(N )]−c =
[Hi+1m (M)]−c.
Theorem 4.15. Let M be a squarefree module; and I(M) its injective hull in Sq. For
F ∈L with t := dim F and c∈C with s(c)=F; we have
8i(F;M)= dimk [Hi+tm (M)]−c =dimk [Ext
d−i−t
R (M;!R)]c:
Proof. It suHces to prove the %rst equality, since the second one is from Matlis
dual. If i=0, the %rst equality has been proved in Lemma 4.14(b). So, we may as-
sume that i¿ 0. We use induction on inj dimSqM . If inj dimSqM =0, the assertion
is nothing other than Lemma 4.14(a), since M ∼= I(M) in this case. We assume
that inj dimSqM ¿ 0. Consider 0 → M → I(M) → N → 0. Note that 8i(F;M)=
8i−1(F; N ) for all i≥1. Since inj dimSq N = inj dimSqM − 1, we have 8i−1(F; N )=
dimk [Hi−1+tm (N )]−c by the induction hypothesis. By Lemma 4.14(c), we have 8
i(F;M)=
dimk [Hi−1+tm (N )]−c = [H
i+t
m (M)]−c for all i≥1.
Denition 4.16. Let M be a squarefree module, and 0 → M → I 0 → I 1 → · · · an
injective resolution of M in Sq. If all direct summand of I j have dimension i− j, we
say M has an i-linear injective resolution.
Corollary 4.17. A squarefree module M has an i-linear injective resolution in Sq if
and only if M is an i-dimensional Cohen–Macaulay module.
Proof. Since I j =
⊕
(R=PF)8
j(F;M) and dim(R=PF)= dim F , the assertion follows from
Theorem 4.15.
Remark 4.18 (Alexander duality for squarefree modules). Consider the aHne semi-
group C′ := {a∈Zd|〈a; c〉≥0 for all c∈C}. Then the cone R+C′= {x∈Rd | 〈x; z〉≥0
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for all z ∈R+C} is the polar of R+C. Set R′= k[C′] and L′ the set of the non-empty
faces of R+C′. As a poset, we have L′ ∼= L∗. Since SqR ∼= Sh(L) and SqR′ ∼=
Sh(L′)=Sh(L∗), we have the Alexander duality functor (−)∨ :SqR → SqR′ which
corresponds to the Alexander duality functor Sh(L)→ Sh(L∗). We have the following:
(a) The Alexander duality functor (−)∨ :SqR → SqR′ is an exact contravariant func-
tor. And we have (−)∨ ◦ (−)∨ ∼= idSqR , where we denote the Alexander duality functor
SqR′ → SqR also by (−)∨.
(b) A squarefree R-module M is projective in SqR if and only if M
∨ is injective in
SqR′ . Thus the Alexander duality functor interchanges a projective resolution in SqR
with an injective resolution in SqR′ . Hence, by Theorem 4.15, the local cohomology
modules Him(M) of M ∈SqR have information of a minimal projective resolution of
M∨ ∈SqR′ in SqR′ .
When R is simplicial, there is an isomorphism L=Bd  F → Fc ∈ (Bd)∗=L∗ of
posets. So, we can regard the Alexander duality functor is a functor from SqR to
itself, in the simplicial case. Let S = k[x1; : : : ; xd] be a polynomial ring, and /⊂ 2[d]
a simplicial complex. Eagon and Reiner [4] constructed the Alexander dual complex
/∨ := {F ⊂ [d] |Fc =∈/} of /. They proved that S=I/ is a Cohen–Macaulay ring of
dimension d − i if and only if I/∨ has an i-linear free resolution. Generalizing this
result, Terai [22] showed proj dimS(S=I/)= reg(I/∨). These results follow from the
relation between ToriS(k; I/) and H
j
m(S=I/∨), see [16,24]. Later, Miller [14] and RTomer
[19] independently de%ned the Alexander duality for squarefree modules over S. Here
the Alexander dual of S=I/ is the ideal I/∨ (not S=I/∨). Miller and RTomer’s Alexander
duality coincides with our construction using sheaves on posets, when R is a polynomial
ring. The above-mentioned results of [4,22] also hold for general squarefree modules
over S. It can be seen from (b) of this remark.
Miller [14] also constructed the Alexander duality functor for more general sub-
categories of Nd-graded S-modules (in a manner of speaking, he studied “cubefree
modules”, “fourth-power-free modules”, : : :). His duality corresponds to the Alexander
duality on the poset [0; a1] × [0; a2] × · · · × [0; ad] for a1; : : : ; ad ∈N. Here [0; ai] is a
totally ordered set of ai + 1 elements. Note that [0; 1]× · · · × [0; 1] ∼= Bd.
5. Local cohomology modules with supports in a monomial ideal
In [25], the author de%ned a straight Zd-graded module over a polynomial ring
S = k[x1; : : : ; xd]. The Zd-graded injective envelope ∗E(S=PF) of S=PF , and the local
cohomology module HiI/(!S) with supports in a monomial ideal I/ are straight. And
the author used this notion to study a minimal injective resolution of HiI/(!S).
In this section, we will de%ne a straight module over a normal semigroup ring R.
Also here, ∗E(R=PF) and HiI/(!R) are straight.
Denition 5.1. We say a Zd-graded R-module M =
⊕
a∈Zd Ma is straight, if
(i) dimk Ma¡∞ for all a∈Zd.
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(ii) The multiplication map Ma  y → xby∈Ma+b is bijective for all a∈Zd and
b∈C with supp(a+ b)= supp(a).
A straight module is not %nitely generated in general. A %nitely generated module
M is straight if and only if M ∼= !⊕tR for some t ∈N.
Lemma 5.2. The injective hull ∗E(R=PF) of R=PF in ∗Mod is a straight module sat-
isfying
[∗E(R=PF)]a=
{
k if supp(a)⊂ supp(F);
0 otherwise
for all a∈Zd. Here supp(F) := supp(b) for some b∈C with s(b)=F (it is easy to
see that supp(b) does not depend on the choice of b).
Proof. By Goto and Watanbe [5, Proposition 3:1:3], we have dimk [∗E(R=PF)]a≤1 for
all a∈Zd, and [∗E(R=PF)]a = 0 if and only if a= b−c for some b; c∈C with s(b)=F .
Thus, if [∗E(R=PF)]a = 0, then supp(a)⊂ supp(F). To prove the converse, we assume
that supp(a)⊂ supp(F). Take b∈C with s(b)=F . Replacing b by m ·b for suHciently
large m∈N, we may assume that b − a∈ (R+C) ∩ Zd=C (the last equality holds,
since R is normal). Set c := b− a∈C. Then we have a= b− c and [∗E(R=PF)]a = 0.
Since the multiplication map [∗E(R=PF)]a  y → xcy∈ [∗E(R=PF)]a+c is surjective for
all a∈Zd and c∈C by Goto and Watanbe [5, Proposition 3:1:3], ∗E(R=PF) is straight.
Let M =
⊕
a∈Zd Ma be a Zd-graded R-module. We call the submodule UM :=
⊕
a∈C
Ma the C-graded part of M . For example, the C-graded part of ∗E(R=PF) is isomorphic
to R=PF . It is easy to see that if M is straight then UM is squarefree.
Lemma 5.3. Suppose that R is simplicial; and M is a straight R-module. Then M is
an essential extension of its C-graded part UM .
Proof. Suppose that an element 0 = y∈Ma for a∈Zd is given. Since L is a boolean
lattice, there is some F ∈L with supp(a)= supp(F). By an argument similar to the
proof of Lemma 5.2, there is some c∈C such that supp(a + c)= supp(F)= supp(a)
and a+c∈C. Since M is straight, the multiplication map Ma  z → xcz ∈Ma+c = UMa+c
is bijective. So, 0 = xcy∈ UM .
Corollary 5.4. Suppose that R is simplicial; and M is a straight R-module. Then
AssM =Ass UM; SuppM =Supp UM; and dimR M =dimR UM; where dimR M is the di-
mension of SuppM in SpecR.
Proof. Since M is an essential extension of UM . See [25, Lemma 2:9].
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Lemma 5.5. Suppose that R is simplicial. Let M be a straight R-module. For all
a; b∈Zd with supp(a)⊃ supp(b); there is a linear map *a;b :Mb → Ma satisfying the
following properties:
(i) If supp(a)= supp(b); then *a;b is bijective.
(ii) For all a; b; c∈Zd with supp(a)⊃ supp(b)⊃ supp(c); we have *a;b ◦ *b;c =*a;c.
(iii) For all a; a′ ∈Zd and b; b′ ∈C with supp(a)⊂ supp(a′) and supp(a+b)⊂ supp(a′+
b′); the following diagram commutes:
Ma
·xb−−−−−→ Ma+b
*a′ ; a
	
	 *a′+b′ ; a+b
Ma′
·xb′−−−−−→ Ma′+b′
Proof. Let a; b∈Zd with supp(a)⊃ supp(b). By Lemma 5.3, there is some c; c′ ∈C
such that supp(a + c)= supp(a), supp(b + c′)= supp(b) and a + c; b + c′ ∈C. Since
M is straight, the multiplication map vc :Ma  y → xcy∈Ma+c and vc′ :Mb  y →
xc
′
y∈Mb+c′ are bijective. Note that supp(a + c)⊃ supp(b + c′). Since the C-graded
part UM is squarefree, we have a linear map ’a+c;b+c′ :Mb+c′ = UMb+c′ → UMa+c =Ma+c
constructed in Lemma 3.2. The composition *a;b := (vc)−1 ◦ ’a+c;b+c′ ◦ vc′ :Mb → Ma
satis%es the expected properties.
The author does not know if the assumption that R is simplicial is really necessary
in Lemma 5.5. However, this lemma is not so useful in the non-simplicial case (even
if it is true), and we do not pursue this point. See also Remark 5.10(a).
Denote by StrR (or simply Str) the full subcategory of ∗Mod consisting of all
straight R-modules. Lemma 3.6 also holds for straight modules. Hence Str is an abelian
category.
The following is a generalization of [25, Proposition 2.8]:
Proposition 5.6. Suppose that R is simplicial. For a squarefree module N; there is a
unique straight module M such that UM ∼= N . By this correspondence; the categories
Sq and Str are equivalent.
Proof. For all a∈Zd, we can take b∈C with supp(a)= supp(b), since L is a boolean
lattice. So the argument before [25, Proposition 2.8] also works here by virtue of
Lemma 5.5.
Even if R is not simplicial, there is a straight module M with UM ∼= N for a given
squarefree module N . But such M is not unique. For example, there is a non-zero
straight module whose C-graded part is 0. And Str ∼=Sq in general.
We now recall basic properties of minimal injective resolutions of a Zd-graded
R-module M in the categories Mod and ∗Mod. See [5] for detail.
An indecomposable injective object in Mod is the injective hull E(R=P) for some
prime ideal P, and every injective object is a direct sum of indecomposable injective
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objects. For an R-moduleM and a prime ideal P of R, put i(P;M):=dimk(P) ExtiRP (k(P);
MP). Here k(P) denotes the %eld RP=PRP . If 0→ M → E0 → E1 → · · · is a minimal
injective resolution of M in Mod, then we have Ei =
⊕
P ∈ Spec(R) E(R=P)
i(P;M) for
all i.
In ∗Mod, an indecomposable injective object is isomorphic to ∗E(R=PF)(a) for
some monomial prime ideal PF and some a∈Zd, and every injective object is a
direct sum of indecomposable injective objects. Note that ∗E(R=PF) is not injective
in Mod unless PF =m. If M is a Zd-graded R-module, there is a minimal injective
resolution ∗E• : 0 → M → ∗E0 → ∗E1 → · · · of M in ∗Mod (we say ∗E• is a
minimal ∗injective resolution of M). Also here, i(PF;M) is equal to the number of
the direct summands of ∗Ei which are isomorphic to ∗E(R=PF)(a) for some a∈Zd
[5, Theorem 1:3:4].
We denote the injective dimension of a Zd-graded module M in Mod (resp. ∗Mod)
by inj dimR M (resp. ∗inj dimR M). We have ∗inj dimR M≤inj dimR M for all M ∈ ∗Mod.
Proposition 5.7. Assume that R is simplicial. Let M be a straight R-module and
∗E• : 0→ M → ∗E0 → ∗E1 → · · · a minimal ∗injective resolution of M:
(a) The category Str has enough injectives; and every injective object is isomorphic⊕
F ∈ L
∗E(R=PF)nF for some nF ∈N.
(b) The complex ∗E• is also a minimal injective resolution of M in Str. Thus; ∗Ei ∼=⊕
F ∈ L
∗E(R=PF)
i(PF ;M); i(PF;M)¡∞; as Zd-graded R-modules (the degree
shifting does not occur).
(c) The C-graded part of ∗E• is a minimal injective resolution (in Sq) of the
C-graded part UM ∈Sq of M . Thus i(PF;M)= 8i(F; UM) for all F ∈L and i≥0.
(d) ∗inj dimR M = inj dimStrM = inj dimSq UM≤dimR UM =dimR M = inj dimR M ¡∞.
Proof. (a) Since Str ∼= Sq, Str has enough injectives by Proposition 4.13. Since the
C-graded part of ∗E(R=PF) is isomorphic to R=PF , which is injective in Sq, the latter
statement follows from Proposition 4.13(a).
(b) and (c) Let UI
•
be a minimal injective resolution of UM in Sq. By Proposition
5.6, there is a cochain complex I• in Str, whose C-graded part is isomorphic to
UI
•
. Then I• is a minimal injective resolution of M in the category Str. Note that
I i =
⊕
F ∈ L
∗E(R=PF)8
i(F; UM) and this is an essential extension of I i−1=I i−2. Hence I•
is a minimal ∗injective resolution of M (in ∗Mod). Thus I• ∼= ∗E•.
(d) The equality inj dimR M =dimR M follows from the same argument to [25, The-
orem 3:2]. The other (in)equalities are obvious from (a) to (c), Proposition 4.13 and
Corollary 5.4.
Theorem 5.8. Assume that R is simplicial; and M is a straight R-module. For a face
F ∈L and c∈C with s(c)=F; we have
i(PF;M)= dimk [Hi+dim Fm ( UM)]−c =dimk [Ext
d−i−dim F
R ( UM;!R)]c:
Here UM is the C-graded part of M .
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Proof. From Proposition 5.7(c) and Theorem 4.15.
For an arbitrary prime ideal P⊂R, P∗ denote the largest monomial ideal contained
in P. Then P∗ is a prime ideal again. Let t be the Krull dimension of RP=P∗RP . If M
is Zd-graded, we have i(P;M)= i−t(P∗; M) for all i by [5, Theorem 1:2:3]. Thus,
we can compute the Bass number i(P;M) of a straight module M at an arbitrary
prime ideal P using the above theorem.
The structure of a minimal ∗injective resolution ∗D• of !R is known (see for example
[10]). The complex ∗D• is of the form
0→ ∗D0 → ∗D1 → · · · → ∗Dd → 0; (5.1)
∗Di =
⊕
F ∈ L
dim F = d−i
∗E(R=PF):
Note that ∗D• consists of straight modules (when R is simplicial, this is obvious
from Proposition 5.7). To compute HiI (!R) for a monomial ideal I ⊂R, we can use
∗D• (cf. [5]). More precisely, we have HiI (!R)=H
i(VI (∗D•)), where VI (−) := limt→∞
HomR(R=I t ;−) is a functor from ∗Mod to itself. Similarly, we have ExtiR(R=I; !R)=
Hi(HomR(R=I;∗ D•)) for all i≥0.
The next result was %rst proved by MustaKtLa [16] and Terai [23] in the polynomial
ring case. Recall that HiI (!R) ∼= Hi√I (!R). Hence we may assume that I is a radical
ideal without loss of generality.
Theorem 5.9. For a radical monomial ideal I of R; the local cohomology module
HiI (!R) is a straight module; whose C-graded part is isomorphic to Ext
i
R(R=I; !R).
Proof. Since ∗D• consists of straight modules, so does VI (∗D•). Hence HiI (!R) is
straight. Observe that the C-graded part of HomR(R=I;∗ E(R=PF)) is isomorphic to R=PF
if I ⊂PF , and 0 if not. Thus the C-graded part of HomR(R=I;∗ D•) is isomorphic to
that of VI (∗D•). Since ExtiR(R=I; !R) is squarefree, in particular, C-graded, we get the
last statement.
Remark 5.10. (a) By Goto and Watanabe [5, Proposition 3:1:3], ∗E(R=PF) admits
{*a;b | a; b∈Zd} of Lemma 5.5 even if R is not simplicial. Hence HiI (!R) always
satis%es the conclusion of Lemma 5.5.
(b) Theorem 5.9 is powerful when R is simplicial, since ExtiR(R=I; !R) has “all
the information” of HiI (!R) in this case. In general, Ext
i
R(R=I; !R)= 0 does not imply
HiI (!R)= 0 (see Example 5.13).
When R is a polynomial ring, the next result was proved by Lyubeznik [11].
Corollary 5.11. Assume that R is simplicial and Gorenstein. For a radical monomial
ideal I of R; we have cd(I) := max{i |HiI (R) = 0}=dim R− depth(R=I).
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Proof. By Theorem 5.9, we have cd(I)=max{i |ExtiR(R=I; !R) = 0}.
Corollary 5.12. Suppose that R is simplicial and I is a radical monomial ideal of R.
For all F ∈L and c∈C with s(c)=F; we have
i(PF; H
j
I (!R))= dimk [ Ext
d−i−dim F
R ( Ext
j
R(R=I; !R); !R)]c ¡∞:
Proof. Follows from Theorems 5.9 and 5.8.
Example 5.13. If R is not simplicial, Corollaries 5.11 and 5.12 do not hold. For exam-
ple, set R := k[x; y; z; w]=(xz−yw) and I =(x; y). Then R is a normal Gorenstein semi-
group ring, but not simplicial (see Example 4.8). It is easy to see that dim R=3 and
depth (R=I)= depth k[z; w] = 2. But, Hartshorne [7, Section 3] showed that H 2I (R) = 0
and 0(m; H 2I (R))=∞.
Remark 5.14. (a) If R is Gorenstein, then i(P;HjI (R))= 
i(P;HjI (!R)) for all prime
ideals P. The local cohomology module HjI (R) might be more important than H
j
I (!R),
so we often assume that R is Gorenstein in the rest of the paper.
(b) Assume that R is simplicial. A radical monomial ideal I of R is of the form
I/ for some order ideal /⊂L ∼= Bd. To compute i(PF; HjI/(!R)), we can use the
S-analogue I/⊂ S = k[x1; : : : ; xd]. In fact, by Proposition 3.11
i(PF; H
j
I/(!R))= dimk [Ext
d−i−dim F
S (Ext
j
S(S=I/; !S); !S)]c
for c∈Nd whose support corresponds to F . Needless to say that S=I/ is much easier
to treat than R=I/.
Assume that R is simplicial and Gorenstein. Let I ⊂R be a radical monomial ideal
with dim(R=I)= t. The Bass numbers of the form j(PF; Hd−tI (R)) with dim F = t − j
are easier to treat. Among them, t(m; Hd−tI (R)), which is analogous to the Lyubeznik
number of an ideal of a regular local ring, might be the most important. By Corol-
lary 5.12, these Bass numbers are equal to certain values of the Hilbert function of
;2(R=I) :=Extd−tR (Ext
d−t
R (R=I; !R); !R).
Let S = k[x1; : : : ; xd] be a polynomial ring, and I/⊂ S a Stanley–Reisner ideal with
dim(S=I/)= t. Recall that the module structure of ;2(S=I/) :=Extd−tS (Ext
d−t
S (S=I/; !S);
!S) can be simply described using the simplicial complex / (see [20, p. 72]). This
description is also applicable to normal simplicial semigroup rings. That is, the mod-
ule ;2(R=I/) can be described in terms of /. In fact, the S-analogue of ;2(R=I/) is
;2(S=I/).
In the rest of this section, we assume that R is simplicial. And we denote a radical
monomial ideal of R by I/, since the corresponding simplicial complex / plays a role.
By the above arguments, we have the following:
Corollary 5.15 (cf. [25, Corollary 3:7]). Assume that R is simplicial and Gorenstein.
Let I/⊂R be a radical monomial ideal with dim(R=I/)= t. The Bass number
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j(PF; Hd−tI/ (R)) with dim F = t − j is a combinatorial invariant of /; that is; does
not depend on char(k).
Let / be a simplicial complex. Set X := {F ∈/ | dim F =dim/}. We say two ele-
ments F and F ′ of X are dually connected, if there is a sequence F =F0; F1; · · · ; Fm=F ′
in X such that dim(Fi ∩ Fi−1)= dim/ − 1 for each 1≤i≤m. The relation that “F and
F ′ are dually connected” is an equivalence relation on X . We say an equivalence class
of this relation is a dually connected component of /. Any two elements of X are
dually connected if and only if the “puri%ed” complex /pure := {G ∈/ |G⊂F for some
F ∈X } is connected in codimension one.
The next two results follow from the same arguments to [25].
Corollary 5.16 (cf. [25, Corollary 3.8]). Assume that R is simplicial and Gorenstein.
Let I/⊂R be a radical monomial ideal with dim(R=I/)= t. Then t(m; Hd−tI/ (R)) is
equal to the number of the dually connected components of /. In particular; we
always have 0¡t(m; Hd−tI/ (R))¡∞; and t(m; Hd−tI/ (R))= 1 if and only if /pure is
connected in codimension one.
Corollary 5.17 (cf. [25, Corollary 3:10]). We assume that R is simplicial and Goren-
stein. Let I/⊂R be a radical monomial ideal such that R=I/ has pure dimension t.
Consider the following conditions:
(i) i(P;Hd−tI/ (R))≤1 for all i and all prime ideal P with dim(R=P)= t − i.
(ii) i(P;Hd−tI/ (R))= 0 for all i and all prime ideal P with dim(R=P) = t − i.
Then we have the following:
(a) R=I/ satis5es Serre’s condition (S2) if and only if (i) is satis5ed.
(b) Extd−tR (R=I/; !R) is Cohen–Macaulay if and only if (ii) is satis5ed.
(c) R=I/ is Cohen–Macaulay if and only if both (i) and (ii) are satis5ed. In this
case; we have
i(PF; Hd−tI/ (R))=
{
1 if F ∈/ and i= t − dim F;
0 otherwise:
Remark 5.18. If R is simplicial, and I/ is a radical monomial ideal of dimension t such
that Extd−tR (R=I/; !R) is Cohen–Macaulay, then we can construct a minimal
∗injective
resolution of Hd−tI/ (!R) using ;
2(R=I/), by the same method to the polynomial ring
case [25, Proposition 3:13]. This resolution is naturally “visualized” with a view point
from /.
6. Formula on the Hilbert functions of local cohomology modules
In this brief section, we will give a formula on the Hilbert function of HiI/(!R).
Let T be a cross-section of the cone R+C. Then T is a polygon of dimension d−1.
For a face F ∈L of R+C, UF denotes the face T ∩F of T . By this correspondence, the
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face lattice UL of T is isomorphic to L as a poset. We can regard UL as a 5nite regular
cell complex (cf. [2, Section 6:2]). Let C˜ be the augmented oriented chain complex of
UL. For an order ideal /⊂L and a∈Zd, let
C˜(/) :=
⊕
F ∈/
k UF
be a subcomplex of C˜, and
C˜(/a) :=
⊕
F ∈/
supp(F) ⊃ supp(a)
k UF
be a subcomplex of C˜(/). Note that
VI/(
∗E(R=PF))]a=
{
k if F ∈/ and supp(F)⊃ supp(a);
0 otherwise
and the diOerential of a minimal ∗injective resolution ∗D of !R is induced by that
of C˜. It is easy to check that the degree a component of VI/(
∗D) is isomorphic to
the quotient C˜(/; /a) := C˜(/)=C˜(/a) as a chain complex of k-vector spaces (after
relabeling the homological degree). Thus we have the following:
Theorem 6.1. With the above notation; we have HiI/(!R)a=Hd−i−1(C˜(/; /a)) for all
i≥0 and a∈Zd.
If −a∈C, then C˜(/; /a)= C˜(/) and HiI/(!R)a= H˜ d−i−1(|/|; k), where |/| is the
geometric realization of a cell complex /, which is a subspace of T .
If R is simplicial, the chain complex C˜(/; /a) is isomorphic to the augmented chain
complex of lkF/ for some F ∈L. Thus, when R is a polynomial ring, the above
equation is nothing other than Terai’s equation in [23].
Using Theorem 6.1, we can get a simple combinatorial proof of “Hartshorne–
Lichtenbaum vanishing theorem” [6, Theorem 3:1] for a normal semigroup ring and a
monomial ideal (when R is Gorenstein).
Corollary 6.2. If I/ = m (equivalently / = {*}); then HdI/(!R)= 0.
Proof. If / = {*}, then H−1(C˜(/))=H−1(C˜(/; /a))= 0. So, the assertion follows
from Theorem 6.1.
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