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Abstract. In this paper, we report on the use of ant systems in the data
mining ﬁeld capable of extracting comprehensible classiﬁers from data.
The ant system used is a MAX-MIN ant system which diﬀers from the
originally proposed ant systems in its ability to explore bigger parts of the
solution space, yielding better performing rules. Furthermore, we are able
to include intervals in the rules resulting in less and shorter rules. Our
experiments show a signiﬁcant improvement of the performance both
in accuracy and comprehensibility, compared to previous data mining
techniques based on ant systems and other state-of-the-art classiﬁcation
techniques.
1 Introduction
In this paper we focus our attention on the use of an ant system capable of ex-
tracting comprehensible, accurate rules from categorical data that is competitive
with state-of-the art classiﬁcation techniques. Artiﬁcial ant systems are inspired
on the behavior of real ant systems. The general idea of the system is the follow-
ing [1]: a number of computational concurrent and asynchronous agents (ants)
move through their environment and by doing so incrementally construct a solu-
tion for the problem at hand. Ants move by applying a stochastic local decision
policy based on two parameters, called the trail value (pheromone value) and a
problem dependent value (heuristic value). Ant systems have shown to be a vi-
able method for attacking hard combinatorial optimization problems. St¨ utzle et
al. [6] advocate that improved performance can be obtained by a stronger explo-
ration of the best solutions. According to them, the key to achieve best perfor-
mance is to combine an improved exploitation of the best solutions found with
an eﬀective mechanism for avoiding early search stagnation. A MAX-MIN
ant system (MMAS) diﬀers from a normal ant system in three aspects. First of
all, after each iteration only the best ant adds pheromone to its trail. Secondly,
the range of possible pheromone trails on each solution component is limited to
an interval [τmin,τ max]. Finally, each trail is initialized with a pheromone value
of τmax.
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2A n t M i n e r +
The ﬁrst application of ant systems for data mining was reported in [4], where
the authors described the AntMiner algorithm for the discovery of classiﬁcation
rules. Extensions and optimizations of the AntMiner are described in AntMiner2
and AntMiner3 [3]. The aim is to extract simple if-then-else rules from data.
We build further on the work introduced before and try to resolve some issues.
First of all, we deﬁne the environment as a directed, acyclic construction graph
which allows a clear representation of the problem domain and considerably
improves the performance of the ant system. Furthermore, we introduce the
better performing MAX-MIN ant system for mining rules.
The construction graph is deﬁned as follows: each ’column’ or node group
corresponds to a variable and every ’row’ corresponds to a value. Each ant going
from node ni,j to node ni+1,k adds the term <V i+1 = Va lu e k > to its rule. To
allow for rules where not all the variables are involved, an extra dummy node
is added whose value is undetermined, meaning it can take any of the values
available. Although only categoricalvariables can be used in our implementation,
we make a distinction between nominal and ordinal variables. Each nominal
variable has one node group, but for the ordinal however, we build two node
groups to allow for intervals to be chosen by the ants. The ﬁrst node group
corresponds to the lower bound of the interval and should thus be interpreted as
<V i+1 ≥ Va lu e k >, the second node group determines the upper bound, giving
<V i+2 ≤ Va lu e k >. This allows to have less, shorter and actually better rules.
Figure 1 gives a general view of the construction graph with the ﬁrst variable










Fig.1. AntMiner+ construction graph
The edge probability P(ni,j,ni+1,k) is the probability that an ant which is in
node ni,j (node for which variable Vi is equal to its jth value) will go to node
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Notice that this probability is dependent on two values: the heuristic value and
the pheromone value. The importance of these values is determined by the α and
β parameters. The heuristic value gives for each node a notion of its importance
in the problem domain. For data mining, the importance is measured by the
number of data points that are covered (described) by a value. Since we extract
rules for the class = 1 case, we deﬁne the heuristic value for node ni,k as follows:
ηni,k =
|Vi = Va lu e k & class =1 |
|Vi = Va lu e k|
(2)
Generally, updating the pheromone trail of an ant system is accomplished in two
phases, viz evaporation and reinforcement. Applying the ideas of MAX-MIN
ant systems has direct consequences for the pheromone updating rule. First of
all, evaporation in an ant system is accomplished by diminishing the pheromone
level of each trail according to the following rule, with ρ the evaporation factor:
τ(ni,j,ni+1,k)(t +1 )=ρ · τ(ni,j,ni+1,k)(t)( 3 )
Secondly, in a MAX-MIN ant system, reinforcement of the pheromone trail is
only applied to the best ant’s path. Taking into account the evaporation factor
a sw e l l ,t h eu p d a t er u l ef o rt h eb e s ta n t ’ sp a t hc a nb ed e s c r i b e da s :
τ(ni,j,ni+1,k)(t +1 )=ρ · τ(ni,j,ni+1,k)(t)+∆best (4)
Clearly, the reinforcement of the best ant’s path should be proportional to the
quality of the path. For data mining we deﬁne the quality of a rule by the sum
of its conﬁdence and its coverage, as deﬁned by equation 5. Conﬁdence is an
indication of the number of correctly classiﬁed data points by a rule compared
to the total number of data points covered by that rule. The coverage gives an
indication of the overall importance of the speciﬁc rule by looking at the number
of correctly classiﬁed data points over the total number of data points.
∆best =










An additional restriction imposed by the MAX-MIN ant systems is that the
pheromone level of the edges is restricted by an upper-bound (τmax)a n dal o w e r -
bound (τmin).
3 Experiments and Results
We applied AntMiner+ to several publicly available datasets. We conducted
10 runs for each dataset where the data is randomized and the ﬁrst 2
3 of the
data is taken as training data and the remaining 1
3 as test data. Experiments
are conducted on the tic-tac-toe and Breast Cancer Wisconsin datasets [2], and
Ripley’s dataset [5]. The results are shown in Table 1, also included are the978 M. De Backer et al.
Table 1. Average out-of-sample performance
tic-tac-toe BCW Ripley
inst attr inst attr inst attr
958 9 699 9 1250 2
Technique Acc #R Acc #R Acc #R
AntMiner+ 99.75 8 95.58 1 89.41 3.9
AntMiner1 70.99 16.5 92.63 10.1
AntMiner3 76.58 18.6 94.32 13.2
C4.5 76.96 23 94.38 6 89.04 6
results for C4.5 and the results published for the tic-tac-toe and Breast Cancer
Wisconsin datasets from AntMiner1 and AntMiner3 [3]. For each dataset, the
number of instances (inst) and attributes (attr) as well as the accuracy and
number of generated rules are displayed. The best performance measure for each
dataset is shown in boldface.
The better results of AntMiner+ can be attributed to our MAX-MIN
approach, our simple construction graph with the inclusion of dummy nodes, as
well as our ability to include intervals in our rules.
4C o n c l u s i o n
Ant systems are a nature inspired technique where ants communicate through
the principle of stigmergy. Although ants have a limited memory and perform
actions based on local information only, the ants are able to come to complex
behavior due to self-organization and indirect communication. We deﬁned our
environment as a simple, though complete construction graph so that the ants
can construct rules while going from source to sink. The solution provided by
AntMiner+ provides comprehensible, accurate classiﬁers and performs better
than or competitive with state-of-the-art classiﬁcation techniques.
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