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Part I
Introduction
1
1 Motivation
1 Motivation
Many engineering problems and physical phenomena in science have a
fundamental limit on their observability through a temporal sequence
of uncertain measurements. For instance in Global Positioning Systems
(GPS), the measurements are arrival time delays of noisy satellite sig-
nals and one wishes to compute the accurate position and velocity of
the receiver. Other examples include the spread of infectious diseases,
biological processes like population growth, inverse problems in physical
time-varying systems, learning systems and stochastic optimal control.
Usually, these phenomena are modeled as time-varying processes where
the system is assumed to be fully determined by a collection of dynamic
degrees of freedom at each point in time, i.e. the state of the system. In
addition, it is assumed that the measurements are related to the state
through a known stochastic process. State space models are the math-
ematical formalism to analyze these systems. Due to the conceptual
division between the state of underlying process and the measurement,
it consists of two equations: the "hidden" or "latent" state equation,
modeling the time evolution of the state, and the observation model
defining the probability distribution of measurements given the latent
state. Conversely, given the time series of measurements, the inverse
problem of finding the posterior probability distribution of hidden states
is addressed by Bayesian filtering and smoothing. The distinction be-
tween both inverse problems is rather subtle but important and it will
be clarified once we introduce the state space model (SSM) in a formal
way.
Over the last 20 years, the SSM paradigm has gain great popularity
in neuroscience and they have been applied in many variations. Applica-
tions range from spike train decoding to inverse problems and parameter
estimation.
For instance, many applications focused on spike train analysis define
the latent state as a point process with binary observations [103]. An
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important example of this paradigm is the decoding of a rat’s spatial
location from spike trains measured in its hippocampus [12, 2]. In the
medical sciences point-process SSM have been used to decode intended
movement from spike trains from the primary motor cortex in patients
with tetraplegia [145]. Such decoding algorithms can be used to control
neural prosthetic devices such as robotic arms, e.g. in [153] a linear
Gaussian model was used to decode hand motion from firing rates using
a Kalman filter.
Kalman filters have also been used in spike sorting of non-stationary
data, addressing the major problem of non-stationarity during in-vivo
experiments [15]. In addition, [126] presented a state-space model to
infer coordinated spiking activities through time. This is useful to detect
assemblies of neurons activated during behavioral experiments.
Inverse problems in neuroscience have also been addressed using SSM.
In [149, 148] calcium imaging traces were deconvolved using Monte Carlo
methods to extract spike trains. For EEG and MEG [50, 80] Kalman fil-
ters and fixed-lag smoothers have been developed for source localization
in large-scale inverse problems. In [107] a SSM approach was defined
for deconvolution of functional magnetic resonance imaging (fMRI) time
series using a bi-linear dynamical system with a set of linear convolution
kernels to approximate the hemodynamic response. The non-invasive na-
ture of the data acquisition in cognitive sciences through EEG, MEG and
fMRI make the analysis of this data particularly challenging because the
signal of interest relates to the measurements in complicated ways. For
instance, in fMRI studies the signal measured is the the Blood Oxigena-
tion Level Dependent signal (BOLD). However, this signal is a non-linear
function of the blood volume and the deoxyhemoglobin content, which
are related to the neuronal activity through complex metabolic processes.
Hence, neuroimaging inference problems are a particular important class
of problems in neuroscience where SSM promise to be fruitful. For this
reason, this thesis is mainly focused on latent state estimations in the
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context of fMRI data but the algorithm developed is useful in a wide
range of continuous time-state problems.
Although the popularity of the SSM framework has increased, its
applicability is limited to the fact that the exact estimation of the la-
tent state distribution is in general not possible and thus, for complex
problems one usually approximates the solution in some way. For in-
stance, one can use the exact model and approximate the distribution
by drawing samples via numerical integration of the system. The tem-
poral/sequential characteristics of the problem make it relatively simple
to draw samples of the hidden process in a recursive manner, each step
accounting for the information provided by one observation at a time.
However, the observations impose a (soft) constraint on the possible la-
tent processes. An extreme case of this would be the exact observation
of a "hidden" process. In this scenario, there is exactly only one process
that has non-zero likelihood, namely the process given by the observa-
tions themselves.
A more relaxed and realistic scenario is given by a finite observation
noise. Here too the possible latent processes will be reduced at each ob-
servation. Given that samples are a point representation of the posterior
distribution, each observation reduces the posterior probability of that
sample. Hence, the more observations, the narrower will be the region
of latent states with high probability and the typical sample drawn by
numerical integration will most probably be outside that region. This
so-called sample degeneracy is a fundamental issue when sampling SSM
and when this happens, we say that the effective samples size reduces
to one. This effect is typically so strong, that the effective sample size
decays exponentially with the number of observations. Despite of this,
the sequential procedure known as particle filtering is the most widely
Monte Carlo sampling method used for Bayesian inference in complex
non-linear SSM and many different approaches have been developed over
the last decades to cope with the sample degeneracy. Nevertheless, ac-
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curate Monte Carlo estimations in complex SSM remain challenging and
computationally expensive.
2 Overview
Notice that if a sample would be nudged towards the observations at all
times such that it stays close to the observed sequence, the whole sam-
pled path would be inside the high posterior probability region, making
that sample a typical sample from the posterior. How can we nudge
all the samples in an optimal way such that most of them give a good
representation of the posterior?
It turns out that for continuous SSM the optimal way of steering
the samples is given by the optimal control solution of a specific control
problem known as Path Integral (PI) control. If the optimal control is
used, all samples will belong to the posterior and thus the procedure
would give 100% effective samples. The optimal control is generally a
time-dependent feedback controller, i.e. a function of time and the mo-
mentary state of the system, that needs to be estimated. In this thesis,
the equivalence between the PI control solution and the joint smoothing
distribution is used to propose a novel adaptive importance sampling pro-
cedure that targets the posterior distribution with very high efficiency.
The algorithms developed are then applied to address challenging infer-
ence problems in neuroimaging with fMRI data.
In chapter II, the equivalence between the smoothing problem and
the PI control problem is reviewed via the Kullback-Leibler formalism.
The problem is then framed within the context of importance sampling
for diffusion processes and the Adaptive Path Integral Smoother (APIS)
is developed. APIS learns a linear parametrization of a feedback con-
troller with time-dependent coefficients. It is shown that APIS improves
dramatically the ESS, such that it significantly outperforms particle filter
based methods in complex problems, especially if the data contains rare
5
2 Overview
events. Hence, with a sufficiently accurate controller, APIS is capable
of reaching extreme efficiency even with 1000 observations. Although
having an exact optimal controller would solve the degeneracy problem,
the results in this chapter show that even a linear feedback controller is
capable of increasing the ESS several orders of magnitude. This chapter
was published as an article [115].
Learning and representing the necessary feedback controllers to achieve
an ESS close to 100% in complex problems is still a very challenging,
unsolved problem. In chapter III, a novel generic method for learning
arbitrary non-linear state feedback controllers is presented. This method
is based on cross entropy arguments and, thus, we call it the PI Cross
Entropy method or PICE. This part of the chapter follows closely the
published article [74]. Moreover, the procedure is combined with deep
learning to learn a complex feedback controller in a latent state estima-
tion task with fMRI data obtained from a reaction time experiment. It
is shown that this so-called PICE Smoother (PICES) learns deep neural
networks as feedback controllers that improve the ESS several orders of
magnitude. These results are unpublished but were presented in part in
[117].
Due to the complex biophysical processes linking the neuronal activity
and the observed BOLD response, deconvolving fMRI time series to infer
the underlying neuronal process is very challenging, especially for resting
state fMRI data where there is no driving input modelling the response.
In chapter IV, we demonstrate for the first time that accurate latent state
estimation in fMRI using APIS is feasible. Accuracy is measured in terms
of the error in absolute timing estimates of inputs to a ROI. The latent
neuronal process is estimated efficiently for 90 fMRI time series. The
large variance in fMRI time series, combined with the lack of inputs that
model the response make difficult the choice of a value for the neuronal
noise that fits well the data. Hence, to infer the proper amplitude of the
input for a large number of time series successfully, APIS is modified to
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include the adaptation of the noise in the neuronal state. The results
show that this procedure is an effective and accurate alternative for non-
linear deconvolution of complex biophysical models in fMRI studies. This
chapter is under review in the NeuroImage Journal.
An important application of Bayesian smoothing is system identifica-
tion or parameter estimation. A prominent approach to these problems is
the Expectation-Maximization (EM) algorithm. Here, the posterior dis-
tribution over hidden processes is required to estimate the gradient of a
lower bound on the marginal. A gradient ascent step is used recursively
to obtain point estimates of the parameters maximizing the likelihood
(ML estimates) or the posterior (MAP estimates). An important exam-
ple of this problem comes from cognitive neuroscience. The inference of
causality among brain regions is important to understand the dynamic
process involved in cognitive tasks in the human brain. Although many
methods successfully infer the undirected connectivity structure in the
brain, the estimation of directional connectivity among brain regions is a
challenging, unsolved problem. In chapter V, this problem is addressed.
Using EM with APIS, it is shown for the first time that is possible to infer
accurately and efficiently directed connectivity from fMRI data using the
biologically realistic Balloon model without approximations and without
prior assumption of the connectivity structure since inference with this
procedure is robust against random initializations of the connectivity
matrix.
In addition, chapter V analyzes the sensitivity of the response func-
tion in fMRI studies to changes in the connectivity as a function of the
time scale of the neuronal dynamics. Understanding the consequences of
the neuronal time scale for the connectivity estimates is paramount since
there are contradictory assumptions in the literature about the neuronal
time scales when modelling causal connections among brain regions. The
results of this analysis shows that the estimation of the neuronal time
scale is crucial for correctly inferring the connectivity and that faster neu-
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ronal dynamics imply lower sensitivity of the BOLD signal to changes in
the connectivity. The impact of this novel observations is in highlighting
the importance of estimating the neuronal time scale and the related in-
creased difficulty in estimating connectivity for fast neuronal dynamics.
This chapter is under review in the NeuroImage Journal.
3 Background
3.1 State Space Models and Bayesian Latent State
Estimation
Since this thesis focuses on diffusion processes, we introduce the notation
having continuous time in mind. However, the following treatment is
analogous to the discrete time problem following [11].
Let X[0,T ] := {Xt}t∈[0,T ] be a n−dimensional continuous time Markov
process in Rn defined by its initial probability distribution1 p(x0), the
time horizon t ≤ T ∈ R+ and its transition probability f(xt+dt|xt). This
defines a distribution over processes p(X[0,T ]) = p(X0)p(X(0,T ]|X0). Fur-
thermore, consider observations assumed to be statistically independent
when conditioned upon X[0,T ] and distributed according to the observa-
tion model g(Yt|Xt = xt) at any point t in time. Notice that there is no
restriction in neither of both models f(xt+dt|xt) and g(yt|xt), as long as
they are probability density functions defined over the entire domain of
the process X[0,T ]. Both models together define the SSM. In case of a
discrete state space this is known as Hidden Markov Model (HMM).
Having the above generative model defined and a time series
y0:T = {yti |∀i = 0, . . . , J ∈ N : ti ∈ [0, T ]} ,
we are interested in the optimal estimation of posterior states/processes.
1We make the distinction between the state variable xt ∈ Rd and the stochastic
variable Xt at time t.
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The estimation of the marginal posterior at a given time t, conditioned
on observations up to that time, i.e. p(xt|y0:t), is known as the filtering
problem and has been an active research field for the past 50 years.
Here, none of the observations after time t are considered nor any of the
previous states xs for s < t. Formally, the filtering distributions can be
obtained recursively via prediction-update relations,
p(xt|y0:t−dt) =
ˆ
dxt−dtf(xt|xt−dt)p(x0:t−dt|y0:t−dt),
p(xt|y0:t) ∝ g(yt|xt)p(xt|y0:t−dt)
An important and generally more difficult problem is the estima-
tion of the posterior density given the entire time series p(x[0,T ]|y0:T ) or
any of its marginals p(xt|y0:T ), also known as the smoothing problem.
Similar as above, one can formally give algorithmically convenient ex-
pressions for the posterior marginals. Here we distinguish between two
general approaches, the forward-backward recursions and the two-filter
smoother. The former uses the predicted and filter densities to represent
the marginals
p(xt|y0:T ) = p(xt|y0:t)
ˆ
dxt+dt
p(xt+dt|y0:T )f(xt+dt|xt)
p(xt+dt|y0:t) .
Alternatively, it is possible to express the smoothing marginal as a
combination of two independent filters,
p(xt|y0:T ) ∝ p(xt|y0:t−dt)p(yt:T |xt)
where p(xt|y0:t−dt) is the prediction filter defined before and p(yt:T |xt) the
backward information filter satisfying the backward recursion
p(yt:T |xt) =
ˆ
dxt+dtp(yt+dt:T |xt+dt)f(xt+dt|xt)g(yt|xt).
The computation of closed-form solutions to these problems is in gen-
9
3 Background
eral unfeasible except for very simple systems like finite HMM or linear
Gaussian state space models. The latter class of problems have exact
recursive solutions describing the forward and backward propagation of
the mean vector and covariance matrix through time and conditioned
on the observations. These are the important and well-known Kalman
filter [70] and Rauch-Tung-Striebel (RTS) smoother [111]. For nonlin-
ear, non-Gaussian state space models the two most prominent families
of approximations are deterministic methods, or Gaussian filters, that
approximate the probability densities by Gaussian distributions and Se-
quential Monte Carlo, or particle filters, that give point-approximations
of the densities via a set of weighted samples called particles.
In what follows we describe important examples in both classes of
Bayesian estimation methods. For a detailed treatment of each example
we refer the reader to [121, 33, 85] and references therein.
3.1.1 Deterministic Kalman-type Methods
Deterministic Kalman-type methods assume models with Gaussian noise
and follow similar derivations as the Kalman filter and the RTS smoother
but with the corresponding approximations on the appropriate steps. We
discuss two famous subclasses, the extended Kalman filter (EKF) and
the unscented Kalman filter (UKF), and discuss their relation to the
more general notion of Gaussian filters. The derivation of the smoothing
equations for both methods follow very closely the derivation of the RTS
smoothing equations and will not be discussed.
Although both methods approximate the filter distribution by a Gaus-
sian, they differentiate in the way this is done. In the EKF these approx-
imations use Taylor series expansions of the non-linearities in the model.
This happens in two steps. First, the joint distribution p(xt−dt, xt|y0:t−dt)
is approximated by a Gaussian to obtain the marginal mean and covari-
ance of xt, i.e. the prediction step, in terms of its Taylor expansion.
Second, the joint distribution p(xt, yt|y0:t−dt) is also approximated by a
10
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Gaussian to get the filter distribution p(xt|y0:t) from the standard condi-
tioning rule for Gaussians.
In the EKF the transformation of the mean and covariance involve the
computation of the Jacobian matrices, for the linear approximations, and
the Hessian matrices for the second order Taylor approximation. This
can be a limitation of such methods, either due to the requirement of
differentiable function or due to the practical difficulties involved in the
implementation of such matrices. In addition, if the model has strong
non-linearities the approximations might not hold. Nevertheless, an im-
portant advantage of the EKF is its simplicity and performance.
The unscented Kalman filter is based on the unscented transform
(UT) to approximate directly the mean and covariance of the filtering
density [68, 69]. The UT is a numerical method to approximate the
joint distribution p(v, z) where v ∼ N (µ,Σ), µ ∈ Rn,Σ ∈ Rn×n and
z = h(v) ∈ Rm with h a non linear function.
The idea is to choose 2n + 1 points that capture the statistics µ,Σ
exactly. These points are called the sigma point of the transform and
can be chosen to be χ0 = µ, χ±i = µ ± λ
(
Σ1/2
)
i
where (·)i denotes the
i-th column and λ is a scaling parameter that determines the spread of
the sigma points around the mean. Each point is propagated through
the non-linearity to give transformed sigma points Υj = h(χj), j =
−n, . . . , n. The mean and covariance of the target density are estimated
via weighted statistics of the Υi’s with predefined weights [151]. This
transformation is applied to the Gaussian at time t − dt to obtain the
predicted mean and covariance and then to the update step to obtain the
filtered mean state and the covariance conditioned on the measurement
at time t.
The unscented transform is capable of better capturing higher order
moments arising from the non-linear transformation h(v) due to its more
accurate representation of this function vis-à-vis the single point approxi-
mation of the EKF [67]. A further advantage of the UKF is its capability
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of dealing with non-differentiable functions. However, the computational
burden of the UKF is higher than that of the EKF due to the Cholesky
factorization involved in the computation of Σ1/2 on every step. Thus,
in continuous time systems where dt is required to be small, the compu-
tational burden might be unpractical.
These two methods are not the only available methods. In fact,
there is a plethora of related methods, for instance the statistically lin-
earized filter and sigma-point filters. All these methods can be uni-
fied into a framework known as Gaussian filtering where the idea is to
form Gaussian approximations of the target distributions by matching
their moments, e.g. µz =
´
h(v)N (v|µ,Σ)dv. This formulation al-
lows the use of many well-known numerical integration methods. Here
again one writes the mean and covariance of the prediction and update
steps and approximates the resulting integrals with a suitable method,
e.g. spherical cubature or Gauss-Hermite rules. The former method is
essentially a special case of the UKF and the latter gives the Gauss-
Hermite Kalman filter which is similar but uses different sigma points
χi = µ +
(
Σ1/2
)
ξi i = 1, . . . , p where ξi are the roots of the p-th order
Hermite polynomial Hp(v). Consequently, the factors to compute the
weighted statistics differ from the weights used in the UKF. The dis-
advantage of the Gaussian filters is the required number of evaluation
points which grows exponentially with the number of dimensions.
Although Gaussian approximations have been successful in many ap-
plications and are relatively efficient, sometimes the posterior distribution
is multi-modal or the model suffers from high dimensionality or strong
non-linearities that are difficult to capture using Gaussian approxima-
tions. In these cases, an important alternative is particle methods that
are very flexible and can deal with a large variety of models.
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3 Background
3.1.2 Particle Methods and Weight Degeneracy
Monte Carlo (MC) methods are a general class of numerical methods for
calculating expectation values when there is no close form solution to the
integral involved. Consider the expectation
E [h(v)] =
ˆ
h(v)p(v)dv.
In the MC approximation, we draw N independent samples from the
distribution p(v) and estimate the expectation via sample averages as
E [h(v)] ≈ 1
N
N∑
i=1
h(v(i)).
In many cases, it is not possible to sample directly from the target dis-
tribution p(v) due to its complex functional form but it is possible to
evaluate it up to a constant. Importance sampling (IS) is a method to
handle such situations. It is based on the observation that for any dis-
tribution q(v) with support grater or equal that of p(v), the expectation
E [h(v)] can be re-written as
E [h(v)] =
ˆ [
h(v)
p(v)
q(v)
]
q(v)dv.
Hence, by choosing an appropriate distribution q(v) from which one can
readily sample, the MC approximation of the desired expectation be-
comes
E [h(v)] ≈
N∑
i=1
wih(v
(i))
where the normalized weights are defined as wi := wˆi/
(∑N
j=1 wˆj
)
with
wˆi =
p(v(i))
q(v(i))
.
13
3 Background
The distribution q(v) is called the importance or proposal distribution
and choosing it properly is crucial for the performance of the procedure.
In the context of SSM the MC estimates are computed using N sam-
ples generated via a sequential procedure known as sequential IS (SIS)
or sequential MC (SMC) [85]. In this context the samples are called
particles.
The main idea is to target the filter distribution p(x0:t|y0:t) via a
proposal r(x0:t|y0:t). Due to the recursive for of the target density, the
unnormalized importance weight w¯kt of particle k at time t can be com-
puted sequentially by choosing the proposal distribution with a Marko-
vian structure r(x0:t|y0:t) = r(xt|xt−dt, yt)r(x0:t−dt|y0:t−dt),
w¯kt =
p(xk0:t−dt|y0:t−dt)
r(xk0:t−dt|y0:t−dt)
∝ g(yt|x
k
t )f(x
k
t |xkt−dt)
r(xkt |xkt−dt, yt)
p(xk0:t−dt|y0:t−dt)
r(xk0:t−dt|y0:t−dt)
thus the sequential update rule for the weights is given by
w¯kt =
g(yt|xkt )f(xkt |xkt−dt)
r(xkt |xkt−dt, yt)
w¯kt−dt (1)
with the initial weight being w¯k0 = g(y0|x0)p(x0)/r0(x0|y0). The collection{
xk0:t, w
k
t
}N
k=1
, where wkt is the normalized weight, is referred to as the
weighted particle system and it is used to obtain a consistent estimator
hˆNt =
N∑
k=1
wkt h(x
k
0:t) ≈ E [h(x0:t)|y0:t]
where h is any function of the path x0:t.
The above procedure has a long history dating back to the late 60’s
[60] but it has not been widely applied in this simple form due to a serious
drawback known as weight degeneracy. Loosely speaking, weight degen-
eracy is a direct consequence of the weight update rule 1 being unstable.
In most cases, the weights will grow or fall rapidly with the number of
data points considered. Consequently, one weight will dominate in the
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normalization step, effectively suppressing all other. The variance of the
unnormalized weights increases typically at an exponential rate [18] with
respect to the horizon time T , hence, long time series cause the effective
number of particles that contribute to the MC estimate to drop to one.
A method to alleviate the degeneracy problem was proposed in [56].
The idea is to replicate particles with high weights and discard particles
with low weights. In order to do so, one resamples the particle system ac-
cording to the categorical distribution defined by the normalized weights
wkt representing a discrete approximation of the target distribution. By
sampling independently from this distribution, one can generate a new
particle system with equal weights wt = 1/N , i.e. one sets x˜jt = xkt with
probability wkt for j = 1, . . . , N and obtains a resampled particle system{
x˜jt ,
1
N
}N
j=1
. Notice that this procedure gives automatically the smooth-
ing marginals p(xs|y0:t) for s ≤ t by saving also the resampled particles for
all times s, i.e. we set x˜j0:t = xk0:t. Thus, the collection of paths
{
x˜k0:t
}N
k=1
gives a point-mass representation of the smoothing distribution for all
times s ≤ t [77] for "free".
The combination of SIS and resampling is commonly known as parti-
cle filtering (PF). Resampling mitigates the weigh degeneracy such that
particle filtering is applicable in a wide range of problems and for longer
time series. It is worth noting that the resampling step introduces ad-
ditional variance in the estimator hˆNt . The "multinomial" resampling
discussed above can be replaced by alternative methods that introduce
less variance, for instance residual sampling, stratified or systematic sam-
pling. For a detail account on these methods, we refer to [29].
Until now, we have not specified the proposal transition r(xt|xt−dt, yt).
The optimal proposal that minimizes the variance of the incremental
weights is p(xt|xt−dt, yt). In practice, however, this density is not avail-
able in general and thus other transition functions have been proposed.
The vanilla PF known as bootstrap particle filter uses r(xt|xt−dt, yt) =
f(xt|xt−dt) but other proposals have been used such as UKF, giving the
15
3 Background
unscented particle filter [147], or by local linearization similar to the EKF
[32].
Although resampling ameliorates the effect of weight degeneracy for
the marginal p(xt|y0:t) and at subsequent steps immediately after resam-
pling, it does not do so for the joint distribution p(x0:t|y0:t). If s = t,
the marginal is the filter distribution and the number of unique particles
will be close to N as long as the filter distribution is well represented
by the importance distribution. However, each time the particles are
resampled, the unique number of particles at time s < t will be reduced
because the only surviving paths are those of the resampled particles. As
a consequence, for sufficiently large t all the particles
{
x˜k0:t
}N
k=1
will share
a common ancestor at times s  t, see figure 1. This effect is called
path degeneracy and it is the main drawback of using particle filters to
approximate the smoothing distributions. Thus over the years, multiple
approaches have been developed to address this problem and sampling
efficiently from the smoothing distribution remains a challenging problem
[33, 85].
To address this problem a third, radically different approach is ex-
plored in this thesis. This approach exploits known relations between the
smoothing estimation problem and stochastic optimal control and uses
recently developed methods to learn parametrized functions of so called
"importance" or "sampling" controllers [71, 72, 141]. In what follows, we
review general concepts of stochastic control theory focusing specially in
a particular case known as path integral (PI) control theory. Having in-
troduced the main ideas, we discuss the duality between the estimation
and control problems.
3.2 Stochastic Optimal Control Theory
Finding the optimal sequence of actions to attain a certain goal is a
fundamental problem in many fields of science and engineering, such
as neuroscience, economics, machine learning and control engineering.
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Figure 1: Path degeneracy of the bootstrap particle filter-smoother. Sam-
ples from the smoothing distribution can be obtained automatically from
the vanilla bootstrap particle filter. However, due to resampling, the
paths of the particles reduce to a single ancestor for s  T . As a con-
sequence, any MC estimate of the smoothing distribution will have high
variance.
Control theory is the general framework to describe such problems and
it is formulated in terms of the Bellman equation. The general solution
is given by dynamic programming [6], which in many cases is intractable.
In continuous time and state space, dynamic programming can be used
to derive from the Bellman equation a partial differential equation for the
optimal cost-to-go J(x, t), i.e. the expected cumulative cost starting at
x and acting optimally thereafter. This equation is called the Hamilton-
Jacobi-Bellman (HJB) equation.
Consider a general 1-dimensional stochastic control problem2 with the
system evolving according to
dXt = F (Xt, ut, t)dt+ σdyn(Xt, ut, t)dWt
2We consider for notational convenience a 1-dimensional problem, but the gener-
alization to higher dimensions is straightforward.
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whereXt is the state, ut is a control at time t and dWt is a Wiener process.
The problem is to find a sequence of control functions u[0,T ] = {ut}t∈[0,T ]
that minimizes the expected cost
C(x0, u[0,T ]) = E
[
φ(XT ) +
ˆ T
0
dtR(Xt, ut, t)|X0 = x0
]
where φ(xT ) is the end cost and R(xt, ut, t) is the momentary cost of
being in state xt and applying the control ut. The expectation is over all
trajectories of the process defined by dXt. The corresponding stochastic
HJB equation for the optimal cost-to-go J(x, t) is
−∂tJ = min
u[0,T ]
[
R(x, u, t) + F (x, u, t)dt∂xJ +
1
2
σ2dyn(x, u, t)∂
2
xJ
]
with boundary condition J(x, T ) = φ(xT ). For details in the derivation
we refer the reader to [72].
Obtaining a closed form solution to the stochastic HJB equation is
generally unfeasible. Nevertheless, there is a special class of problems
known as Path Integral (PI) control for which a closed form solution of
the control function exists in terms of the optimal cost-to-go. The PI
class is restricted to cases where the control acts additively in the system
dXt = f(Xt, t)dt+ g(Xt, t)(utdt+ σdyndWt) (2)
and the cost of action is quadratic, i.e. R(x, u, t) = V (x, t) + 1
2
Bu2t
where V (x, t) is the state cost. Notice that there is no restriction in f, V
or g. Thus, the HJB equation becomes quadratic in ut = u(x, t) such
that the minimization can be carried out explicitly and we obtain the
optimal control for all x, t
u(x, t) = −B−1g(x, t)∂xJ.
Hence, the problem is reduced to find the optimal cost-to-go. By substi-
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tution of u(x, t) into the HJB equation above we obtained the minimized
HJB equation
−∂tJ = V + f∂xJ − 1
2
g2B−1(∂xJ)2 +
1
2
g2σ2dyn∂
2
xJ. (3)
Notice that this equation is now non-linear in J . To further simplify the
above equation we perform a well known log-transform3 J = − logψ to
obtain
∂tψ + f∂ψ +
1
2
g2∂2xψ = ψV +
1
2
g2(σ2dyn − B−1)
(∂xψ)
2
ψ
with boundary condition ψ(T, x) = exp [−φ(xT )]. We can linearize the
above equation by imposing σ2dyn = B−1 to obtain
∂tψ + f∂xψ +
1
2
g2∂2xψ = ψV. (4)
It turns out that the solution to the above equation is a path integral
given by ψ(x, t) = Eu
[
e−S
]
where
S = φ(xT ) +
ˆ T
t
V (Xs, s) +
1
2
σ−2dynu(Xs, s)
2ds+
ˆ T
t
u(Xs, s)dWs (5)
and with the expectation being over the controlled process in equation (2)
[71, 141].
The resulting optimal controller is given by
u∗(x, t) = u(x, t) +
1
ψdt
Eu
[
e−SdWt
]
.
The computation of the optimal control involves an expectation of
the noise at time t weighted by the exponential of the negative cost-to-
go S over all trajectories starting at xt = x. This can be estimated by
3Originally in [71] the log-transform was J = −λ logψ, but we choose here λ = 1
for later convenience.
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MC sampling according to equation (2). In this case, the control u on
the RHS is called the sampling or importance control, which affects the
efficiency of the sampling.
In practice, the estimation of u∗(x, t) is infeasible in most cases be-
cause the MC estimates must be done for each gird point (x, t). This
becomes a problem especially in higher dimensions. In [141] an efficient
algorithm was proposed to estimate sampling feedback controllers with
linear parametrization.
Inference and Control
Since the seminal article introducing the Kalman filter a duality between
estimation and control was established for linear-quadratic Gaussian set-
tings [70]. For more general nonlinear problems, this relation has been
studied since the beginning of the 80’s. Since then, it is known that the
unnormalized conditional density of a non-linear filtering problem follows
the so-called Zakai equation [79, 95].
It turns out that, through a suitable factorization of the conditional
density, the Zakai equation can be transformed into the linearized HJB
equation equation (4). Parting from here, the log-transform J = − logψ
satisfies equation (3) with B−1 = σ2dyn [37]. Hence, the seemingly ar-
bitrary constraint given by the choice B−1 = σ2dyn to linearize the HJB
has profound significance, namely the definition of a duality between
Bayesian latent state estimation in the context of SSM and a special case
of stochastic optimal control problems given by the PI control framework.
Furthermore, this equivalence is also established via the Kullback-Leibler
formulation of the PI control problem where the control cost is identified
with the Kullback-Leibler divergence [73]. This duality is more general as
it is also valid in discrete systems where linearly-solvable Markov decision
problems are dual to HMMs [144, 143].
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3.3 Functional Magnetic Resonance Imaging and Ef-
fective Connectivity Estimates
Functional MRI is a non-invasive technique for measuring brain activity.
It is widely employed to assess and map brain functions in cognitive stud-
ies. MRI provides high resolution images with a high contrast between
different tissues. It exploits the phenomenon of nuclear magnetic reso-
nance to manipulate the state of atomic nuclei such that they generate a
short signal–the MR signal–which is then mapped into an image. Around
20 years ago, it was observed that the MR signal increases by a small
amount (1-4%) whenever the neuronal activity increases [88]. Since then,
this signal is used in cognitive and brain sciences as a proxy of neuronal
activation in specific voxels of the brain. In fMRI experiments, subjects
usually alternate between active periods of performing a task and con-
trol periods where the subjects are at rest. Then, the measurements are
analyzed to identify brain areas where the MR signal change correlates
significantly with the experimental setting. These areas are said to be
activated by the stimulus during the task.
The change in the MR signal is an indirect effect caused by the ac-
companying hemodynamic processes observed after neuronal activation.
Neuronal activity triggers a larger change in blood flow than in oxygen
metabolism resulting in a more oxygenated blood in the area of increased
activity. Since oxygen-rich blood has different magnetic properties than
oxygen-poor blood, the MR signal becomes stronger. This increase is
reflected in the measured blood oxygenation level-dependent (BOLD)
signal [101].
The aim of fMRI studies is to better understand the functional or-
ganization of the brain and how different functional regions interact in
various cognitive processes. These studies can help in our understanding
of the psychological and neurological changes associated with diseases
such as Alzheimer, schizophrenia, depression, autism and other neuro-
logical disorders. Although mapping the active areas of the brain for
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different tasks has been very successful, it is now widely believed that
the interactions between these areas is at least as crucial to understand
these neurological pathologies [19]. This is especially important because
the results of connectivity research are translated to concrete clinical
applications [81].
Nevertheless, research on brain connectivity presents various serious
challenges that I will describe in the paragraphs below. Here, it is im-
portant to distinguish between statistical dependencies (functional con-
nectivity) and causal relationships (effective connectivity). Functional
connectivity methods provide an undirected network of the brain regions
considered and it has been shown that some methods are quite successful
in pinpointing the existence of a connection with high accuracy. How-
ever, it has not been possible to pinpoint with high precision the causal
direction that these links represent [127].
There are several challenges with effective connectivity estimates be-
cause the temporal structure of the signal needs to be considered. First,
the BOLD signal is delayed relative to the neuronal activity and this
needs to be accounted for when estimating the causal relations among
brain regions. Hence, statistical methods that are blind to the regional
variations in hemodynamic latency may give false inferences if applied
to fMRI time series [24]. Interestingly, it has been shown that Granger
causality analysis might be possible in principle, but it requires high
frequency sampling and low measurement noise [125].
Second, blind deconvolution is an ill-posed problem in that there are
no unique solutions for jointly estimating the inputs and the hemody-
namic transformation of the neuronal signal to the BOLD signal. This
makes the deconvolution step highly dependent on the assumptions in
the model [113]. In spite of this, the usual approach is to consider the
experimental stimulus as the input to the neuronal areas or to use a
canonical convolution kernel and its time derivatives [44]. However, for
resting state fMRI analysis, where there is no experimental stimulation,
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the deconvolution procedure is especially challenging and the assump-
tions made can result in large errors in the estimation of the neuronal
activity, which translate to errors in the causal estimates.
Alternatives to the deconvolution using a canonical kernel are meth-
ods that deconvolve the fMRI data using a biological model of the hemo-
dynamic system [14, 48, 62]. However, deconvolving this nonlinear dy-
namic system poses an additional challenge and requires advance infer-
ence methods based on SSM, most of which are based on a variational
approximation rather than on estimating the posterior neuronal activity
directly [49, 43, 23, 41]. Using any of these methods, dynamic causal
models (DCM) jointly estimate the hemodynamic parameters and the
strength of the connections between selected brain regions [45]. Although
strictly speaking this causal estimation procedure imposes a strong prior
on the connectivity matrix, a procedure for network discovery has been
proposed in [47]. In spite of the wide use of DCMs in connectivity esti-
mate studies, network discovery via this method suffers from a combina-
torial explosion in the number of nodes and DCMs have been criticized
for their inability to distinguish between random models and biologically
plausible ones [89].
In addition, it is important to notice that the specific models for the
neuro- and hemodynamics dictate to a great extend which of these models
can absorb given characteristics of the observations. For instance, delays
in the response may have two sources, a lag in the neuronal dynamics
and the delay of the hemodynamic system given by the slow metabolic
processes. The hemodynamic model has a stronger affinity for delays
than the neurodynamic models. As a consequence, the delay might be
placed into the hemodynamics when fitting the model [113]. This in
turn can bias connectivity estimates. Thus, the effect of different aspects
of the model need to be carefully assessed by the researcher before any
conclusion about the causal relations can be drawn.
All the above difficulties come together when inferring effective con-
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nectivity, so it is not surprising that pinpointing directed connections
has proven very challenging. The solution to this problem requires even
greater efforts to develop inference methods that are able to cope with
these challenges. In this thesis I address the posterior estimation problem
for the nonlinear deconvolution, the estimation of directed connectivity
from random initializations of the adjacency matrix and the consequences
of the neuronal lag assumption for connectivity estimates.
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Part II
Adaptive Path Integral
Smoother
This chapter is published as HC Ruiz Euler and HJ Kappen. Particle smooth-
ing for hidden diffusion processes: Adaptive path integral smoother. IEEE
Transactions on Signal Processing, 65(12):3191– 3203, 2017 .
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Abstract
Smoothing methods are used for inference of stochastic pro-
cesses given noisy observations. The estimation of the marginal
posterior distribution given all observations is typically a compu-
tationally intensive task. We propose a novel algorithm based on
path integral control theory to efficiently estimate the smoothing
distribution of continuous-time diffusion processes from partial ob-
servations. In particular, we use an adaptive importance sampling
method to improve the effective sampling size of the posterior and
the reliability of the estimation of the marginals. This is achieved
by estimating a feedback controller, together with an adaptive
initialization and an annealing scheme to sample efficiently from
the joint smoothing distribution. We compare the results with
estimations obtained from the standard Forward Filter/Backward
Simulator (FFBSi) for two diffusion processes of different com-
plexity. We show that the proposed method gives more accurate
estimates than the standard FFBSi.
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In many fields of science and engineering access to physical time varying
processes is limited to time series of noisy, indirect measurements. In
order to extract information about the latent process, one estimates the
so-called filtering or smoothing distributions. It is then possible to esti-
mate the time evolution of the latent states, or estimate the parameters
of a model, for example using an Expectation-Maximization procedure.
In this paper, we consider the smoothing problem for continuous time
diffusion processes given a discrete number of observations. The latent
process Xt is described by the following n-dimensional stochastic differ-
ential equation (SDE)
dXt = F (Xt, t)dt+ σdyn(Xt, t)dWt (6)
where dWt is a m-dimensional Gaussian noise with E [dWt] = 0 and
E [dW irdW js ] = dtδi,jδ(r − s) and σdyn(x, t) ∈ Rn×m is a matrix that
depends on the state x and time t. For given initial state x0, (6) defines
a distribution over processes p0(X(0,T ]|x0). When the initial state x0 is
drawn from a distribution p0(X0), this defines a prior distribution over
processes p0(X[0,T ]) = p0(X0)p0(X(0,T ]|X0).
We assume an observation model g(y|x) that denotes the probability
of observation y at time t given the latent state x at time t. Given J
observations ytj at times tj, with tj ∈ [0, T ] for all j = 1, . . . , J and
tJ = T , this defines a likelihood p(y0:T |X[0,T ]) =
∏J
j=1 g(ytj |Xtj). The
smoothing problem is to estimate marginals or statistics of the posterior
distribution, also referred to as the smoothing distribution:
p(X[0,T ]|y0:T ) = 1
Z
p0(X[0,T ]) exp
(
J∑
j=1
log[g(ytj |Xtj)]
)
. (7)
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with Z = p(y0:T ) the likelihood of the data4.
The smoothing problem is in general intractable when the dynamics
(6) is non-linear or when the observation model is non-Gaussian. In those
cases, it is needed to resort to approximate methods. One class of these
methods is the deterministic approximation methods such as non-linear
Kalman filtering [69, 119] and smoothing [120], or the variational method
[131], which approximate the posterior by a simpler distribution. These
methods are relatively efficient but may be inaccurate in some cases and
will not be considered further in this paper.
In the remaining of this section, we will discuss three alternative
classes of smoothing methods, first, particle filtering, second, adaptive
importance sampling, and third, inference as a control problem. In
the latter class, we will introduce our method ’Adaptive Path Integral
Smoother’.
4.1 Particle Filtering Methods
A prominent sampling based method, known as Sequential Monte Carlo
(SMC) sampling or particle filtering is used to target the smoothing dis-
tribution. Particle filtering methods estimate the smoothing distribu-
tion by computing estimates of the filtered distribution and subsequently
correct for these estimates. Each particle corresponds to an entire tra-
jectory X[0,T ]. Among the various SMC methods for smoothing, one
can distinguish broadly speaking three approaches; first, the bootstrap
Filter-Smoother (FS) by [77], second, the forward-backward smoothers
[52, 32]–with its many variations [85]–and third, the two-filter smoothers
[10, 36, 11]. All these methods have their particular strengths and weak-
nesses. See e.g. [33, 87, 35] for a review on various filtering methods.
In naive particle smoothing each particle is sampled from forward sim-
ulation of p0(X[0,T ]) and weighted with w = exp
(∑J
j=1 log[g(ytj |Xtj)]
)
.
4We denote time series of discrete observations by y0:T := (yt1 , yt2 , . . . , ytJ ) and
continuous paths by X[0,T ] := (Xs)s∈[0,T ]⊂R.
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With many observations (large J), the so-called degeneracy problem is in-
troduced, where the weight w of one particle dominates all other weights.
As a result, the representation of the smoothing distribution is very poor.
One can reduce the degeneracy by resampling the filtering particles.
In its simplest form, the resampling step is done at each observation,
but more sophisticated adaptive schemes exist [26]. Resampling is an
effective way to improve the quality of the filtered estimates.
The trajectories of the resampled particles can also be used to es-
timate the smoothing distribution, as in the bootstrap Filter-Smoother
(FS) [77]. However, the effect of resampling is that all trajectories arise
from a very small number of common trajectories at early times. As a
result of this "path degeneracy", the resampled trajectories give a poor
representation of the smoothed marginals p(Xt|y0:T ) at early times t T .
The path degeneracy increases also exponentially fast as J increases [20].
In other words, resampling improves the filtered estimates but not the
smoothed estimates.
The degeneracy problem is particularly severe when the observations
deviate significantly from the prior process. In this case, the smoothing
distribution may be very different from the filtering distribution causing
weights with high variance and low effective sample size. As a result, the
number of particles N needs to be prohibitively large to have moderate
accuracy.
The quality of the smoothing estimates can be improved by adding a
backward simulation, known as Forward Filter Backward Simulator (FF-
BSi) [52] which obtains trajectories approximately from the joint poste-
rior. Applying the backward pass with M particles has a complexity
O(MN). Since typically M = O(N) backward particles are required,
the accuracy of this method is severely limited in practice by the com-
putational cost. Several approaches have been developed to lower the
computational effort while maintaining reliable estimates. For instance,
in [30] a rejection sampling approach was suggested to avoid the com-
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putational complexity of evaluating all backward weights, effectively re-
ducing the overall computational complexity to O(N) provided that N
is sufficiently large. However in practice, this approach is less efficient
than FFBSi for many problems and does not scale to high dimensions
[85]. Recently [152], the rejection sampling approach has been used in a
more efficient forward-only, online algorithm that computes expectations
of additive functionals under the joint smoothing distribution.
The Forward Filter Backward Smoother [32] aims at approximating
the marginal smoothing densities. This is done by reweighting the for-
ward filter particles to target the posterior marginals. The computational
complexity is O(N2) due to the reweighting step.
An additional limitation of the backward methods, aside from the
computational demands of some algorithms, is that they assume the ex-
istence of a non-degenerate backward kernel. In the case of the process
(6), this means that the noise covariance matrix σdynσ′dyn must be non-
singular, which limits the applicability, for instance when the dynamics
of some components of Xt is deterministic.
Finally, the forward-backward approaches have a further limitation
in continuous time problems. The efficiency of the integration of SDEs
can be increased significantly by replacing the standard Euler-Maruyama
integration by a higher order scheme [78]. Since higher order schemes
cannot be used in the backward computation step, the overall efficiency
of backward methods can not be improved by these integration methods.
See, however, [98] for some interesting work that allows higher order
integration schemes using kernel density estimation.
Another approach within the SMC methods is the generalized two-
filter smoother [11], which involves sampling from both a backward infor-
mation filter and a forward particle filter. The particles of both filters are
combined to obtain an approximation of the marginal p(xt|y0:T ), which
is used to sample approximately from the joint smoothing distribution.
The method requires the choice of an artificial prior at each time point
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affecting the efficiency of the sampler. Besides, this method also requires
O(N2) samples.
As noted by [36], whenever the forward state transition probability
f(Xt|Xt−dt) is approximately zero for most state pairs Xjt−dt, X it (sparse
dynamics), the forward-backward smoother degenerates to being equiv-
alent to the filter-smoother, albeit with substantially greater computa-
tional cost. The situation is worse for the two-filter smoother which fails
completely as the forward and backward filter particles are sampled in-
dependently. This problem is particularly relevant for continuous time
stochastic systems. Here, the variance of dXt is proportional to dt thus,
the transition probability from particle j at time t − dt to particle i at
time t is exponentially suppressed for all pairs i 6= j.
This issue is addressed in [36] by drawing new particles from the
smoothing marginals directly. Although, the computational complexity
of this approach is linear in the number of particles, it is not clear how to
choose the required artificial densities in general. As a result, the method
suffers from cumbersome design choices [136] which makes it impractical
in many cases.
Other approaches that can ameliorate the particle degeneracy are de-
veloped in [34, 13]. Both methods propose to use Metropolis-Hastings
moves to sample new positions and generate trajectories of the joint
smoothing distribution given an existing particle system. In principle,
this could move particles to higher density regions of the smoothing dis-
tribution and increase the effective sample size. In [34], the Metropolis-
Hastings Improved Particle Smoother (MH-IPS) uses Gibbs sampling to
sample a new state Xt given the remaining particle states. However,
this method might be subject to strong dependencies between state vari-
ables, resulting in a poor mixing whenever the discretization time dt of
the underlying SDE is sufficiently small.
Recently, [59] considered so called twisted models based on the idea
of message passing through the Markov representation of the posterior
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Eq. (7). The messages are positive functions that need to be approxi-
mated iteratively. This is done by sampling from a "twisted" auxiliary
particle filter and using the particles to estimate new messages. The dis-
advantage of this method is that in practice the transition density and
messages are restricted to certain classes.
All the above methods have a particle filtering step in common.
4.2 Adaptive Importance Sampling
Importance sampling is a way of obtaining samples from a target dis-
tribution indirectly. The idea is to sample from a proposal distribution
that is different from the target distribution and to weight the samples
by importance sampling weights. Adaptive importance sampling [25, 17]
adapts the parameters of the proposal distribution by minimizing some
cost criterion, such as the Kullback-Leibler (KL) divergence or the chi-
square distance between proposal and target distributions.
In [21] an adaptive importance sampling method is proposed for time-
series models. This work uses an auxiliary particle filter [109] to construct
adjustment multiplier weights that minimize the aforementioned risk cri-
teria for a given proposal kernel. In addition, optimization techniques
are proposed to adjust the proposal kernels by minimizing the risk crite-
ria. For instance, the KL divergence is minimized using the cross-entropy
method. To the best of our knowledge, this method has not been applied
to the continuous time smoothing problem.
4.3 Inference as a Control Problem
A fundamentally different approach to address the smoothing and the
degeneracy problem is to ’steer’ the particles through time based on
future observations. Steering is optimal when the degeneracy problem
is solved. In this sense, the smoothing problem can be viewed as a
stochastic optimal control problem. The relationship between control
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and inference was first established by [104, 37, 95] who showed that the
posterior inference for the smoothing problem (7) can be mapped onto a
certain class of so called path integral control problems. In [71], it was
shown how to compute the optimal control for these problems. Thus far,
few authors have considered the application of this idea for smoothing.
In this paper, we propose such an algorithm.
Nevertheless, we briefly review other approaches to inference that use
ideas from control theory, but not from within the path integral con-
trol theory. In [154], it is shown that for a general non-linear diffusion
with non-Gaussian observations, the optimal (state-dependent) Kalman
gain can be computed at each time as an Euler-Lagrange boundary value
problem. However, the approach is restricted to one-dimensional diffu-
sion processes only. In [108], it is proposed to improve the posterior
estimate by considering interacting particles. These so-called mean field
game systems describe interacting particles whose density evolves ac-
cording to a (forward) Fokker-Planck equation which is controlled by a
(backward) Hamilton-Jacobi-Bellman equation. The disadvantage of this
approach is that one needs to solve the HJB equation which is intractable
for high dimensions.
In [37], the authors showed that the smoothing distribution Eq. (7)
can be sampled with Eq. (8), which differs from (6) by a control term
u(x, t). The function u(x, t) must be chosen optimally to minimize a
control cost. The optimal control can be estimated for each x, t as a
path integral. It can be shown that the optimal control gives the optimal
(zero variance) importance sampler. In general, we cannot compute the
optimal control function for all x, t. For the smoothing problem, we
therefore propose a parametrized controller and learn the parameters by
an iterative scheme, that was first proposed in [141]. We call this method
Adaptive Path Integral Smoother (APIS). APIS iteratively reduces the
variance of the weights for a given time-series and thus improves the
sampling efficiency in terms of effective sample size. This improvement
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is limited mainly by the class of control functions that is considered. If the
correct parametrization of the optimal control solution is available, the
effective sample size is only limited by the numerical errors coming from
the time discretization and the sample error. As a result, APIS requires
increasing precision to maintain the sampling efficiency for longer time
series, i.e. more particles and smaller integration steps are needed. In
this paper, we restrict ourselves to linear state-feedback controllers and
we show that these yield very reliable smoothing estimates even when
used in non-linear systems.
An additional advantage of APIS for continuous time problems is that
it does not contain a backward step, so it can be accelerated by using
higher order integration schemes. Furthermore, there is not restriction
on the degeneracy of the covariance matrix σdynσ′dyn. This is particularly
useful for problems with mixed deterministic and stochastic dynamics.
Finally, the variance of the estimates are not increased due to resampling
because APIS does not require this step [33, 20].
In [74], preliminary results were shown on a small problem. In this
paper, we provide the full detailed description of the implementation of
the APIS method, and extend the method with a novel adaptive ini-
tialization of the particles and a novel annealing/bootstrapping scheme,
which are both crucial for the sampling efficiency, in particular for large
time series with many observations. In addition, we analyze in detail
the quality of APIS in terms of effective sample size, we compare APIS
with the vanilla flavor FFBSi and FS particle filtering algorithms and we
analyze the scalability of APIS for up to 1000 observations.
Outline
This paper is organized as follows. In section 5 we review the main con-
cepts in path integral (PI) control theory. We show how computing the
joint smoothing distribution in continuous time is equivalent to a PI con-
trol problem. In section 6, we discuss the importance sampling scheme
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for diffusion processes based on control. Then, we give an update rule to
estimate a feedback controller and present the APIS algorithm. In sec-
tion 7 we present numerical examples. First, we consider the simple case
of a one-dimensional linear diffusion process with Gaussian observations.
We compare the accuracy and efficiently of FFBSi, the Bootstrap Filter-
Smoother (FS) and APIS and show their performance as a function of
the (un)likelihood of the observations. In addition, we demonstrate the
benefit of the adaptive initialization proposed and examine the scaling of
APIS up to 1000 observations. Then, we consider a 5-dimensional non-
linear neural network model with multiple Gaussian observations. We
demonstrate that the annealing procedure is significantly more efficient
than the naive bootstrap and show that even a suboptimal linear feed-
back controller improves drastically the ESS. Moreover, we show that the
estimation of the smoothing distribution is more reliable with APIS than
with FFBSi and FS. In section 8 we comment on further considerations
for the proposed algorithm. Finally, we outline possible extensions of
this method that will be addressed in future work.
5 PI Control Theory and the Smoothing Dis-
tribution
We introduce the basic concepts regarding a subclass of stochastic control
problems called Path Integral control problems, for more details see [71,
72, 73].
Stochastic optimal control theory considers systems under uncertain
time evolution. The aim is to compute the optimal feedback control
function to steer the system to a specified future goal. More formally,
we have a continuous time stochastic process Xt (t ∈ [0, T ]) described by
the following n-dimensional SDE with the initial condition X0 = x0
dXt = F (Xt, t)dt+ σdyn(Xt, t)[u(Xt, t)dt+ dWt] (8)
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where dWt and σdyn(x, t) are as before in (6). We denote5 the stochastic
variable as X and the state as x. In addition to the drift F (x, t), the
process is driven by a feedback control signal u(x, t) ∈ Rm.
We call realizations of the above process "particles". Each particle is
a trajectory that accumulates a state cost V (x, t) and a quadratic control
cost. This accumulated cost is called the "path cost". The aim is to find
the control function u(x, t) that minimizes the expectation of the future
path cost with respect to the process (8). The resulting optimal cost
J(x, t) at any time is called optimal cost-to-go,
J(xt, t) = min
u
Eu
[ˆ T
t
V (Xs, s) +
1
2
||u(Xs, s)||2ds
]
(9)
where the subscript u denotes the feedback control function6 u(x, s) for
all s ∈ [t, T ] and ‖v‖2 := ∑mi=1 v2i denotes the usual Euclidean norm
squared for a vector v ∈ Rm. The expectation is defined as
Eu
[
R(X(t,T ])
]
:=
ˆ
dX(t,T ]pu
(
X(t,T ]
)
R(X(t,T ])
for any function R(X(t,T ]) of continuous trajectories starting at a fixed xt,
X(t,T ] := (Xs)s∈(t,T ]⊂R|xt, and pu
(
X(t,T ]
)
:= p(X(t,T ]|xt, u). Notice that
this density is conditioned on the control function u(x, s) for all s ∈ [t, T ].
The optimal control
u∗(xt, t) = argminuEu
[ˆ T
t
V (Xs, s) +
1
2
||u(Xs, s)||2ds
]
is the solution to this minimization.
We can express the expectation over the trajectories in (9) as a
Kullback-Leibler divergence between a distribution over trajectories un-
5Note that we also distinguish between a deterministic function of state and time,
e.g. σdyn(x, t), and its corresponding stochastic process σdyn(Xt, t).
6To simplify the notation in a formula, we omit the arguments of functions where
the dependency is obvious from the context. Moreover, we some times write J(xt, t)
to emphasize the dependency of a function J(x, t) on the momentary value xt of the
trajectory X[t,T ].
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der the controlled dynamics (8) and the uncontrolled dynamics (6). To
see this consider the following. In the limit of ds → 0, the transition
density between time s and s+ ds for the controlled process is given by
a Gaussian
fˆ(xs+ds|xs, u) = N
(
xs+ds|xs + F˜ ds, σdynσ′dyn
)
,
where F˜ = F (xs, s) + σdyn(xs, s)u(xs, s), σdyn = σdyn(xs, s) and ′ denotes
transpose. This density is proportional to (see e.g. [75, Appendix B])
fˆ(xs+ds|xs, u = 0) exp
(
1
2
‖u(xs, s)‖2 ds+ u(xs, s)dWs
)
. (10)
Multiplying (10) for all times s on the interval (0, T ], the distribution
over controlled dynamics is proportional to the distribution over the un-
controlled dynamics (both conditioned on the initial state x0) as
pu
(
X(0,T ]|x0
)
= p0
(
X(0,T ]|x0
)
exp
(
1
2
ˆ T
0
‖us‖2 ds+
ˆ T
0
usdWs
)
(11)
where us = u(Xs, s). From this, we derive that7
Eu
[
log
pu
(
X(0,T ]|x0
)
p0
(
X(0,T ]|x0
)] = Eu [ˆ T
0
ds
1
2
||u(Xs, s)||2
]
is the KL divergence between the distribution over trajectories under the
control u(x, t) and the distribution over trajectories under the uncon-
trolled dynamics. Thus, the optimal cost-to-go at t = 0 is
J(x0) = min
u
Eu
[
V (X[0,T ]) + log
pu
(
X(0,T ]|x0
)
p0
(
X(0,T ]|x0
)] (12)
where we define V (X[0,T ]) :=
´ T
0
dsV (Xs, s).
7Note that Eu
[´ T
t
u(Xs, s)dWs
]
= 0 as a stochastic integral.
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Since the feedback control function u(x, t) determines fully the distri-
bution pu, we can replace the minimization w.r.t. u(x, t) with a min-
imization with respect to pu subject to the normalization constraint´
dX(0,T ]pu
(
X(0,T ]|x0
)
= 1. The optimal control distribution conditioned
on the initial state x0 that minimizes (12) is then given by
pu∗(X(0,T ]|x0) = 1
ψ(x0)
p0(X(0,T ]|x0) exp
(−V (X[0,T ])) (13)
where the normalization is given by ψ(x0) := Eu=0
[
exp
(−V (X[0,T ]))];
see [75] for details. If we identify V (X[0,T ]) = − log
[
p(y0:T |X[0,T ])
]
we see
that the smoothing distribution for fixed initial state x0 is identical to
the optimal control distribution (13):
p(X(0,T ]|y0:T , x0) = pu∗(X(0,T ]|x0) (14)
When the initial state X0 is drawn from a prior distribution p0(X0) the
smoothing distribution (7) is related to the optimal control distribution
via
p(X[0,T ]|y0:T ) = pu∗(X(0,T ]|X0)p(X0|y0:T ) (15)
with
p(X0|y0:T ) = ψ(X0)p0(X0)
p(y0:T )
(16)
the posterior over the initial state. Thus, the posterior marginal at time
t = 0 is proportional to the prior weighted with the expectation of the
likelihood over all paths starting at X0.
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6 Importance Sampling as Controlled Diffu-
sion
In this section, we show how sampling from the posterior can be done
using controlled diffusions. We use a previous result that shows that when
the control approaches the optimal control, the quality of the sampling,
measured as the effective sample size, increases [141]. In general, we
cannot compute the optimal control. We introduce the APIS method
that adapts feedback controllers to optimize the sampling process.
6.1 Importance sampling and the Relation to Opti-
mal Control
Eq. (7) suggest that we can sample from the smoothing distribution by
sampling from the prior process and weighting each trajectory X[0,T ] with
p(y0:T |X[0,T ]). We can use the control theory to improve the efficiency of
the sampling. Combining Eqs. (15), (14), (13) and (11) we can write
p(X[0,T ]|y0:T ) ∝ p(X0|y0:T )pu(X(0,T ]|X0)× . . .
. . . exp
(
J∑
j=1
log[g(ytj |Xtj)]−
ˆ T
0
1
2
||us||2ds−
ˆ T
0
usdWs
)
(17)
where we recall that tJ = T and denote us := u(Xs, s) for simplicity. We
can thus sample from pu and correct with the exponential term, i.e. an
importance sampling procedure for diffusion processes [74, 141, 155, 37,
95, 51]. We call u(x, t) the importance sampling control. In addition, we
use importance sampling with a proposal distribution q(X0) to sample
from (16).
We sample i = 1, . . . , N particle trajectories. For each particle, we
define an importance weight
αu = exp[−Su] (18)
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Su := −
J∑
j=1
log[g(ytj |Xtj)] +
ˆ T
0
1
2
||us||2ds+
ˆ T
0
usdWs + S
0
and S0 := − log
[
p0(X0)
q(X0)
]
and normalize such that
∑N
i=1 α
i
u = 1. Notice
that the weights αu depend on all observations y0:T and on u(x, t) through
Su.
Since the cost assigned to the importance weight targeting p(X0|y0:T )
differs from S0 only by a constant shift, we can use S0 as the importance
correction, see Eqs. (13), (15), (16).
The quality of the sampling can be quantified in terms of the effective
sample size, which we define as [86]
ESS =
Neff
N
=
1
V ar(αu) + 1
. (19)
with V ar(αu) the empirical variance in the N sample weights. We see
that reducing the variance of the weights increases the efficiency of the
sampling procedure. In [141] upper and lower bounds for V ar(αu) were
found. The upper bound
V ar(αu) ≤
ˆ T
0
Eu
{‖αu [u∗(Xt, t)− u(Xt, t)]‖2} dt (20)
shows that the optimal control function u∗(x, t) is the optimal importance
sampler in the sense that the importance weights have zero variance and
the ESS becomes maximal. Hence, the better we approximate u∗(x, t),
the higher the efficiency of our importance sampler will be.
6.2 Adaptive Path Integral Smoother
Clearly, it is difficult to compute the optimal control in general. However,
we can efficiently estimate a suboptimal control using the approach in-
troduced in [141]. Assume that the optimal control can be approximately
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Algorithm 1 Adaptive Path Integral Smoother
1: Input: Observations y0:T , prior p0(x0), control parametrization
u0(x, t) = A0(t)h(x, t), learning rate η < 1, particles N , iterations
Imax, ESS threshold θess ≤ 1, annealing factor β > 1 and annealing
threshold γ ≥ 0.
2: Output: Smoothing particle system {xi[0,T ], αiu}i=1:N and importance
controller u(x, t).
3: Set n← 0
4: while ESS < θess or n ≤ Imax do
5: if n = 0 then xi0 ∼ p0(x0) for i = 1, . . . , N
6: else
7: xi0 ∼ N (µˆ0, σˆ20) for i = 1, . . . , N
8: Siu = − log(p0(xi0)/N (x0|µˆ0, σˆ20))
9: end if
10: Generate: {xi[0,T ], αiu}i=1:N according to (8) and (18).
11: Estimate ESS from (19)
12: while ESS < γ do
13: Siu ← Siu/β for i = 1, . . . , N
14: Estimate αu from (18)
15: Estimate ESS from (19)
16: end while
17: Compute: µˆ0, σˆ20 from {xi0, αiu}i=1:N with (25).
18: for t = 0, . . . , T do
19: Estimate: H(t) and dQ(ht) with (24)
20: Update: At ← At + η dQ(ht)dt H(t)−1
21: end for
22: n← n+ 1
23: end while
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parametrized as
u∗(x, t) = A∗(t)h(x, t) ∈ Rm (21)
where A∗(t) ∈ Rm×k are time-dependent parameters and h : Rn×R→ Rk
are the k "basis" functions of the feedback controller. In addition, we
choose the importance sampling control to be parametrized with the same
basis functions: u(x, t) = A(t)h(x, t). The main theorem in [141] implies
A∗(t) 〈ht ⊗ ht〉 = A(t) 〈ht ⊗ ht〉+ lim
δt→0
〈´ t+δt
t
dWs ⊗ hs
〉
δt
(22)
where ht := h(Xt, t), ht ⊗ ht is the outer product and 〈•〉 = Eu[αu•] is
the weighted average targeting the posterior.
In practice the limit in the right side of (22) may lead to numerical
instability when estimated with a finite number of particles and time
discretization dt > 0. Therefore, one may consider taking δt ≥ dt which
yields a smoothed biased estimate of u(x, t) with less variance. Around
observations, the control may be a sensitive function of time and a small
δt is required. In the reminder of the article we set δt = dt.
Equation (22) describes a procedure to compute an estimate of the
optimal control u∗(x, t) based on an importance sampling control u(x, t).
We can iterate this idea where in iteration r we estimate Ar(t) as A∗(t)
in (22) with samples that we generate with a control function with pa-
rameters Ar−1(t) from the previous iteration. Then, (22) becomes
Ar+1(t) = Ar(t) + η
dQ(ht)
dt
H−1(t) (23)
where H(t) = 〈ht ⊗ ht〉r ∈ Rk×k and dQ(ht) := 〈dWt ⊗ ht〉r ∈ Rm×k.
The learning rate η < 1 accounts for sample errors at the beginning of
the learning procedure, when the ESS is low.
We need to estimate H(t) and dQ(ht). Both can be obtained by
sampling N particles via numerical integration of (8) and weighting each
with its corresponding αu. Then, the expectation at each time t is a
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weighted average over the particle system {X it}i=1,...,N ,
H(t) =
N∑
i=1
αiuh(X
i
t , t)⊗ h(X it , t) ; dQ(ht) =
N∑
i=1
αiudW
i
t ⊗ h(X it , t)
(24)
where
∑N
i=1 α
i
u = 1 and dW it is the noise realization of the i-th particle
at time t.
The posterior initial state p(X0|y0:T ) is sampled using a Gaussian
adaptive importance sampling distribution q(X0) = N (X0|µˆ0, σˆ20) with
µˆ0 and σˆ20 the mean and covariance of the marginal posterior at time
t = 0. After the first iteration, we update
µˆ0,l = 〈X0,l〉
(
σˆ20
)
jl
= 〈(X0,j − µˆ0,j)(X0,l − µˆ0,l)〉 (25)
for each l, j = 1, . . . ,m.
Sampling from q(X0) ensures that we adapt the initialization of the
particles to stay close to the posterior distribution. Since we sample
from a Gaussian, the initialization procedure is simple and efficient for
many cases. The update rules (25) follow from maximizing a variational
lower bound on the likelihood p(y0:T ) with respect to a Gaussian distri-
bution that describes the prior distribution at initial time. We call this
initialization scheme the (Gaussian) adaptive initialization.
Equations (25), (23) and (24) define the Adaptive Path Integral Smoother
(APIS) that learns iteratively the feedback controller defined in (21).
This is an adaptive importance sampling procedure to obtain samples
from the joint smoothing distribution using controlled diffusion. Note
that the control parameters A(t) are estimated for each time t indepen-
dently.
The APIS algorithm starts by sampling from the uncontrolled dynam-
ics. We initialize the particles from q(X0) = p0(X0) if possible, otherwise
they are initialized from a proposal distribution q(X0) of our choice, for
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instance a Gaussian. In this case, the cost S0 for the initialization is
non-zero also for the fist iteration. For subsequent iterations, the update
rules (25), (23) and (24) are repeated until the ESS reaches a threshold
θess ≤ Neff/N or a maximal number of iterations I = Imax. Alterna-
tively, one can check if the variance of the weights or the ESS has changed
significantly in the last l iterations and stop if the change is small. The
resulting weighted particle system gives an estimate of the smoothing
distribution.
The number of particles N is one of the most important parameters.
The variance of the estimates reduces withN . In practice, we need a large
number of particles to ensure sufficiently good estimates. The complexity
of APIS is O(IN), where I is the number of adaptation iterations and
N the number of particles.
The learning rate η determines the rate at which the control function
u increases from its initial value zero. We observe poor improvement of
the importance sampler in terms of the ESS for large learning rate η. In
our experiments, we find good results with η ∈ [0.001, 0.05] depending
on the variance of the estimations.
Special attention is required at the initial iterations. Since the initial
importance sampler is very poor, the ESS is extremely low and the esti-
mates (23) and (24) are very inaccurate. For this reason we artificially
increase the ESS to a predetermined minimum number of particles N0 by
introducing an ’adaptive annealing procedure’ with a temperature λ > 1
that scales the cost of each particle i as Siu → Siu/λ. For a given set
of particles we can then estimate the ESS for different values of lambda
λ. The smallest value of λ such that ESS ≈ N0/N is found by setting
λ = βm with m = 0, 1, 2, . . . and β > 1. The annealing factor β should be
chosen not too large to prevent overshoot, and not too small to restrict
the number of m steps. We find that values of β ∈ [1.05, 1.15] prove to
work well and finding λ is very fast. The adaptive annealing procedure
is done whenever the ESS is below the threshold γ = N0/N . In our
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experiments we use N0 = 100− 150.
7 Results
In this section, we present numerical results to show the efficiency and
accuracy of APIS compared to FS and FFBSi. We illustrate the benefits
of the adaptive initialization and the annealing scheme. Additionally,
we demonstrate the scaling of APIS to very high number of observations
when the importance control has the correct parametrization.
For all numerical experiments, we fix the choice of the basis func-
tions to a linear feedback term and an open-loop controller (no state
dependence, only time dependence). For details on this choice and the
implementation we refer the reader to the appendix.
7.1 Linear Quadratic System
Low Likelihood Observation
Consider a Brownian motion Xs+ds ∼ N (xs, σ2dyndt) with σdyn = 1, dt =
0.01 and a Gaussian observation model yt ∼ N (xt, σ2obs = 1) for t = 0, T .
We fix the observations at y0 = 0, yT = 5 and the length of the series at
T = 1. The initial distribution p0(X0) is a Gaussian centered at x0 = 0
with variance σ20 = 4. The exact solution for this model is given by the
Kalman smoother, Figure 2. Notice the poor overlap of the filtering and
smoothing distributions.
We compare the particle smoothing distribution given by APIS and
FFBSi. In Figure 2, we show violin plots8 for a particular realization of
the particles at times t = 0, 0.1, 0.2, . . . , 1. Although N is large, FFBSi
poorly represents the Gaussian posterior marginal distributions. The
effect worsens for large t . T , where filtered and smoothed marginals
differ most. The histograms for the bootstrap filter-smoother (FS) are
8We used distributionPlot.m for MATLAB
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Figure 2: Kalman Smoother solution. Notice the small overlap of the
filtering (green) and smoothing (red) solutions due to the unlikely obser-
vation (orange) at yT = 5. Violin plots (histograms) of particles obtained
by FFBSi (black) and APIS (blue): snapshots every ∆t = 0.1 starting
at t = 0. Notice the poor particle representation in FFBSi. For APIS we
used the following parameters: N = 2000 particles, learning rate η = 0.2,
no annealing procedure and Imax = 15 iterations. For FFBSi we used
N =M = 2000 forward and backward particles. Color figures online.
similar to those of FFBSi (not shown). On the contrary, APIS histograms
represent much better the Gaussian distribution.
If the filtered particles do not represent the smoothing distribution
well enough, the backward pass will have a low ESS and therefore the
backward particles will mix poorly. Although we observe an increase in
the averaged ESS of the backward pass from 2% at t . T to 7% for
times 0 . t, this is not enough to improve the estimations, see Figure 3.
For comparison, APIS increases the ESS of the whole path from 1.5% to
98% in 15 iterations by adapting the trajectories from the initial filtering
distribution to the smoothing distribution.
We can use the exact solution to compare the performance of all
46
7 Results
Figure 3: MSE of mean µˆ over
time. Estimates averaged over
R = 250 runs to avoid effects
of the particular sampling realiza-
tions. We used N = 2000 for-
ward particles in all methods and
M = 2000 backward particles in
FFBSi; observations at y0 = 0 and
yT = 5. Notice the error for APIS
(red) at all times; it is two orders
of magnitude lower than FS and
FFBSi. In APIS, estimations are
made using the last particle system
obtained after Imax = 15 iterations
and without annealing (γ = 0).
Figure 4: Error Eˆµ for yT ∈
{0, 0.75, 1.5, 2.25, 3, 3.75, 4.5, 5.25}
and always y0 = 0: For each yT ,
we estimate ∆̂Eµ(t) using 100
runs and N =M = 2000 particles.
Notice the logarithmic scale in
the error-axis. The error in the
variance is similar. APIS has no
annealing in this example.
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methods using the mean squared error (MSE)
∆̂Eµ(t) =
1
R
R∑
j=1
(µˆj(t)− µKS(t))2
where µKS is the mean of the ground truth obtained by the Kalman
smoother, µˆj is the estimated mean of each method in run j and R the
number of runs. In each run, we used the same parameters as above.
Figure 3 shows ∆̂Eµ versus t. We observe that APIS has an accuracy
two orders of magnitude higher than FS and FFBSi. The errors of the
variance estimates are very similar to the errors of the mean estimates.
Note the slight increase of the MSE of FFBSi vis-à-vis FS. This may
be due to the small number of observations. In this example, there is
no gain in applying a backward pass. For larger time series we observe
an improvement of the estimates in FFBSi compared to FS, as is to be
expected. However, APIS was consistently better in all the examples
studied.
Figure 4 shows the error of the mean Êµ = 1T
´ T
0
∆̂Eµ(s)ds as a
function of the unlikely observation yT . Notice how the performance of
both FS and FFBSi are comparable to APIS if the observation is close
to the high density region of the filtering (yT ∈ [0, 2]) but deteriorates
very fast for unlikely observations. On the contrary, the error in APIS is
virtually independent of the position yT of the observation. This is due
the adaptation of APIS to the likelihood.
To show the importance of the adaptive initialization introduced
above, we examine the ESS dependent on both, initializing the parti-
cles with the prior distribution–the non-adaptive initialization–and with
the adaptive initialization. We show that the adaptive initialization is
crucial for the sampling efficiency.
Similar to the experiment above, we consider J = 2 observations of
a Brownian motion with σ2obs = 0.5. The prior is defined as a standard
Gaussian. We use N = 2000 particles for a maximum number Imax = 500
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Noise σ2dyn 0.05 1.4 6 8
ESS (adaptive) 0.996 0.985 0.94 0.93
ESS (prior) 0.08 0.49 0.67 0.66
Table 1: Impact of the initialization of the particles on the ESS for J = 2
observations of a Brownian motion.
of iterations with η = 0.01 and y0, yT , γ, T, dt as before.
Table 1 shows the effect on the ESS for various σ2dyn using both ini-
tialization schemes. We see that the adaptive initialization yields signif-
icantly higher ESS for all noise levels. The effect is largest for low noise
levels. The reason is that in this regime the marginal posterior at t = 0
is significantly different from the prior due to the large influence of the
future observation yT . Hence, sampling from the prior at t = 0 signif-
icantly reduces the ESS of the entire trajectories even if the controller
is successfully learned. The small decrease of the ESS for the adaptive
initialization is due to the increased precision needed to find the large
magnitude control solutions in the high noise regime.
High Number of Observations
Now, we study in more detail the ESS of APIS for higher number of obser-
vations J . Consider again a Brownian motion with σ2dyn = 0.75, σ2obs = 0.9
and a time horizon T = 3. The prior p0(X0) is as before. We generate
a single time series of 300 observations on the time interval [0, T ] and
define a posterior estimation problem given the first 100, 200 and all
observations. For each problem we estimate the ESS after 100 iterations.
In Figure 5 we observe a slow decay of the ESS when the number
of observations J increases. This decay can be compensated with an in-
crease in the precision of the estimations. We illustrate this by increasing
the number of samples N while decreasing the integration step dt such
that Ndt remains constant. The consequence is an increase of the ESS
for dt → 0 as in Figure 6 left. On the right of the same figure, we show
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Figure 5: ESS estimated for 100, 200 and 300 observations. We use a
learning rate of η = 0.05, N = 300 particles, Imax = 100 and no annealing
(γ = 0). The ESS decays slowly with the number of observations.
Figure 6: Mean ESS over the last 20 iterations for a time series of 300
observations. Left: ESS for increasing precision. While dt decreases,
N increases such that Ndt = 3. Right: ESS for increasing number
of particles. The integration step is fixed at dt = 10−3. The APIS
parameters η, Imax and γ are the same as in Figure 5.
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the ESS for the same time series of 300 observations but with fixed dt and
incrementing N . We observe a fast increase of the ESS and saturation9
for higher N .
The excellent scaling with the number of observations is due to the
correct parametrization of the importance control function. However, for
small samples sizes N , the variance is too large to efficiently bootstrap
APIS and an increase in ESS is not guaranteed. The minimum amount
of particles needed to bootstrap APIS is problem dependent. However
for a given problem, the discretization step dt has a big impact on the
choice of N . As a rule-of-thumb, we find that for a fixed dt, one must
choose at least N > 2/dt to have stable results.
More complex problems require higher number of samples N . In this
case, the annealing procedure helps to avoid prohibitive large N . We
considered now J = 1000 for the same system and parameters as above
except that we anneal the weights if the ESS is below a threshold γ = 0.01
(β = 1.15). This allows us to use only N = 104 particles. Above γ there
is no annealing anymore and the raw ESS converges to a value around
0.6 in less than 200 iterations. This is a remarkable increase of 3 orders
of magnitude vis-à-vis the uncontrolled dynamics. After learning, the
absolute error of the mean |µˆAPIS − µKS| stays lower than 0.01 over time
and the averaged absolute error is 1.8× 10−3. The absolute error in the
variance is similar.
We can bootstrap APIS because we obtain a higher ESS from the
annealed particle system. This allows us to estimate a control that im-
proves the raw ESS incrementally. Without annealing, the ESS stays at
2× 10−4 even after 1000 iterations. This result shows the importance of
the annealing procedure when the number of observations is very large
or the problem too complex. We refer to the next section for a more
detailed illustration of the benefits of this procedure.
The above analysis shows that the ESS in APIS scales very well with
9Accordingly, the MSE of both estimators decreased very fast until it saturated at
a much lower value due to estimation errors in the controller (not shown).
51
7 Results
the number of observations given the correct parametrization of the con-
troller. Moreover, the error of the estimates stays small over the whole
time interval.
7.2 A Neural Network Model
We consider a non-linear system and show the efficiency of bootstrapping
with annealing in more detail. In addition, we examine the performance
of APIS, FFBSi and FS. In this example the linear feedback control is
clearly suboptimal. However, we show that the variance of the estimates
is lower for APIS than for FFBSi and FS.
We consider a 5 dimensional non-linear neural network described by
dXt = −Xtdt+ tanh(BXt + θ + A sin(ωt))dt+ σdyndWt
where B ∈ R5×5 and θ ∈ R5 are an antisymmetric connectivity matrix
and a threshold vector respectively. The elements of the vector A ∈ R5
are the amplitudes of independent sinusoidal inputs with frequencies
given by ω ∈ R5. We choose the values randomly from Gaussian distri-
butions θi v N (0, σθ = 0.75), Ai v N (0, σA = 2), ωi v N (pi/5, σω = pi)
and Bij v N (0, σB = 2) with Bij = −Bji, for all i, j = 1, . . . , 5. In
addition, we set σ2dyn = 0.05 and an integration step of dt = 0.01.
Furthermore, we assume a Gaussian observation model with Yti v
N (X1(ti), σobs = 0.1) for i = 1, . . . , J and sample an observation every
∆obs = 10dt. Note that only one of the five neural states is observed.
First, we examine the annealing procedure and show its benefit com-
pared to the "raw" bootstrap procedure with no annealing. We consider
several smoothing problems for the above system with different number
of observations J = 20 − 42. We fix the initial condition at x0 = 0 to
examine the ESS without the effect of importance sampling at the initial
state. We generate a single time series using a random realization of the
neural network and take the first J observations for each one of the 7
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Figure 7: Exit index for both bootstrapping schemes (blue: annealing
with γ = 0.02; red: no annealing) shows the advantage of annealing: ESS
(15 independent runs) versus number of observations for fixed computa-
tional budget N = 6000, Imax = 350. Note: For 39 and 42 observations,
all runs with γ = 0 failed to bootstrap so there is no exit index defined.
We mark these cases on the figures with an exit index of zero.
cases considered. We examine the performance in terms of the iteration
number for which the ESS hits the 10% mark for the first time. We call
this the exit index.
Figure 7 shows the exit index for a fixed computational budget N =
6000, Imax = 350. The sampling efficiency for short time series is similar
in both bootstrapping schemes. Without annealing (γ = 0) however, the
efficiency drops fast and after a certain number of observations, the raw
scheme cannot bootstrap. In contrast, the annealed scheme allows APIS
to bootstrap within a similar number of iterations, only slightly increasing
for larger time series. Thus, the annealed estimates increase the ESS
more reliably and in less iterations compared to the raw bootstrapping
scheme.
Annealing not only helps bootstrapping for a fixed computational
budget, it also reduces the number of particles needed. To show this,
we examine how the exit index depends on the number of particles with
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Figure 8: Exit index for both bootstrapping schemes (blue: annealing
with γ = 0.02; red: no annealing) shows the advantage of annealing:
ESS (10 independent runs) versus number of particles for fixed number
of observations J = 25 and Imax = 600. Note: For 350 and 500 particles,
all runs with γ = 0 failed to bootstrap so there is no exit index defined.
We mark these cases on the figures with an exit index of zero.
J = 25 observations. Figure 8 shows that with annealing, we are able to
bootstrap with significantly less particles. In addition, annealing is more
reliable and arrives much faster at the minimum exit index. For a similar
performance, we would need an order of magnitude more particles for the
raw bootstrap.
We see that annealing helps to scale up APIS to longer time series
and reduces the number of particles needed. This efficiency is crucial
whenever sampling from the hidden process is computationally expensive.
We compare now the performance of APIS and FS. The system has
a fixed initial condition as in the example above. In Figure 9 right, we
compare the ESS of APIS and FS as a function of the number of obser-
vations10. The ESS is an order of magnitude higher for APIS than for
FS, but the efficiency of both decrease with the number of observations.
10It is challenging to compute the ESS of the M backward trajectories in FFBSi,
so we do not consider the ESS of FFBSi.
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Figure 9: Left: variance of the mean µˆ across 10 estimations, scaled by
the variance of the posterior. This is averaged over time and dimensions
to give a single measure for each J . Right: ESS for different number of
observations J . Notice the logarithmic scale. The ESS of FS is taken as
the number of unique trajectories. We use the same amount of forward
particles N = 6000 in all 3 methods, and the number of backward parti-
cles is set such that the CPU time spend on FFBSi and APIS is similar.
The estimation of the posterior in APIS is accepted when a predefined
threshold of θess = 0.1 is reached. Each algorithm was repeated R = 10
times to estimate the variance. We used a fixed initial condition x0 = 0
and γ = 0.02 in APIS.
The ESS of APIS starts at around 30% for 60 observations and ends at
around 10% for 100 observations. Moreover, the ESS cannot be increased
much further with higher precision. This is the result of a suboptimal
importance control.
Nevertheless, the efficiency and performance of APIS clearly increases
compared to FS. As seen in Figure 9 left, the variance of µˆ in APIS is
significantly lower than in FS and FFBSi. We have similar results for
the variance of σˆ2.
Now, consider a Gaussian prior p0(X0) with mean µ0 = 0 and variance
σ20 = 1. We study the performance of the three methods. Figure 10
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Figure 10: Variance of mean estimate µˆ for the partially observed neuron
1 (left) and for the hidden neuron 5 (right). The variance is obtained
from R = 12 estimates. Green: FS; blue: FFBSi; red: APIS. Notice that
APIS has a lower variance up to two orders of magnitude (log-scale).
The estimations for all other neurons 2,3,4 are similar to neuron 5. The
setting is similar as in Figure 9 but with J = 50. In APIS, we use
γ = 0.02 and N = 7500 forward particles. The ESS threshold is set to
θess = 0.2. In FS and FFBSi we use N = 5000 forward particles and
M = 2500 backward particles such that APIS and FFBSi have again the
same CPU time available.
left shows the variance of the mean for the observed neuron. All three
methods have reliable estimates but both FS and FFBSi have higher
variance. APIS keeps the variance of the estimates consistently lower
over the entire time interval.
Figure 10 right shows that the variance of the mean for the hidden
neurons is up to two orders of magnitude higher for FS and FFBSi than
for APIS. The increased variance towards earlier times is in part an effect
of the importance sampling procedure at the initialization, which affects
all methods. Nevertheless, the adaptation of the proposal distribution
q(X0) in APIS reduces significantly this effect.
Finally in Figure 11, we show the typical improvement of the ESS for
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Figure 11: Effective Sample Size (ESS) for a single run. Black marker
symbolizes accepted samples used for the estimation of the smoothing
distribution (θess = 0.2).
this example. At the beginning, the ESS is around 2% due to annealing
(blue line, λ > 1) and the raw ESS increases from 0.02% up to 2% (red
dotted line, λ = 1). This increase is due to the control estimations
obtained from the annealed particle system. After the ESS surpasses γ,
APIS reaches the stopping threshold θess in about 80 iterations. The
final ESS of 20% is a remarkable improvement vis-à-vis the ESS of the
posterior marginals in FS, which stays most of the time below 10% and
around 2% for times close to t = 0.
8 Discussion
In this work, we present a new smoothing algorithm for diffusion pro-
cesses in continuous time. This method estimates iteratively a feedback
controller to target the posterior distribution. We show that having the
correct parametrization of the control, we can sample the posterior with
very high efficiency and observe excellent scaling with the number of
57
8 Discussion
observations. Furthermore, even with a suboptimal controller for a non-
linear system the ESS increases by several orders of magnitude and the
variance of the estimates is up to two orders of magnitude lower than the
variance of FS and FFBSi.
We are aware of many important developments in particle methods,
some of them having a linear computational complexity in the number
of particles, e.g. [36, 34, 13]. However, we use the standard FFBSi to
show the degeneracy of the backward pass and compare the results with
APIS. We think that a comprehensive comparison of all state-of-the-art
methods goes beyond the scope of this work but deserves to be addressed
in the future.
More efficient proposal distributions are used in practice for FFBSi,
e.g. by linearization of the discretized SDE [32]. However, in general this
is only valid for sufficiently short time intervals, which might be shorter
than the interval between observations and could lead to errors in the
integration of (6) and the estimations. Also, similar schemes can be used
to improve the efficiency of APIS.
The optimal resampling step at time t − 1 in the O(N) two-filter
algorithm [36] is given by marginals of the form p(yt:T |Xt−1)wt−1 where
wt−1 are the filter weights. This is approximated by a single observation
"look-ahead" distribution p(yt|Xt−1)wt−1. It is interesting to notice that
APIS effectively implements a "look-ahead" transition probability con-
sidering all observations. This makes APIS an attractive alternative to
the O(N) two-filter algorithm.
One can apply the ideas of this paper also to discrete state, discrete
time problems. A discussion on discrete systems in [143, 75] shows that
we can frame discrete HMMs as a control problem. One can then adapt
the uncontrolled dynamics using the Cross Entropy idea [25]. In addition,
the application to continuous time hidden Markov jump processes is also
interesting and possible. Both problems are equivalent to the optimiza-
tion of a KL divergence similar to (12) [102]. But the details are different
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and one would need to work out the details on how a control theoretic
approach would influence the process rates to perform importance sam-
pling. Furthermore, details on the learning procedure applied to both
types of systems and the parametrization of the feedback controller need
to be worked out.
It is interesting to notice the similarities between the iterated auxil-
iary particle filter11 [59] and optimal control solution in [143, 75]. The
computation of the optimal twisted functions in [59] is related to the
backward message passing involved in the computation of the optimal
transition probability. However, the connection to optimal control was
not pointed out in this work. Recall that, in practice, the functions and
transition densities in [59] have to be restricted. On the contrary, APIS
has great flexibility in the design of the controller. Hence, it may prove
fruitful to explore the similarities between both approaches to develop
better approximation schemes for the iterative auxiliary particle meth-
ods.
Similarly, it is interesting to contrast the ideas of this paper to those
in [17, 21], where the aim was to minimize the KL divergence between
the target density and a parametrized (mixture) model. These ideas
are similar in flavor to the ideas here12 but it is not obvious how both
schemes relate. The difficulty in the comparison resides in the compo-
nents learned in each method. While we aim at learning a parametrized
controller to adapt the prior (uncontrolled) dynamics, [21] directly mod-
ifies the adjustment multiplier weights and the proposal kernels. These
modifications may correspond to the importance control correction term
and the introduction of a control term in the dynamics. However, a
detailed comparison may help us to understand further the relation be-
tween adaptive importance sampling and control for general hidden state
11We are grateful to a reviewer for pointing out this work and the similarity between
APIS and this method.
12We are grateful to a reviewer for mentioning this approach and its possible relation
to APIS for discrete HMMs.
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processes.
In our experiments we have initialized the importance sampler with
u(x, t) = 0. One can consider better initializations of the controller us-
ing other methods. For instance, one could initialize a linear feedback
controller around the solution to the optimal trajectory as in [108]. The
initialization of the controller will have an impact on the performance
that is not to be taken lightly, for instance, bad importance control u
might decrease the ESS and result in poor estimates which could lead to
a further decrease in the quality of the controller. Our experience is, how-
ever, that a linear feedback controller initialized with the uncontrolled
dynamics is a robust procedure when combined with annealing.
Naturally, the initialization of the particles at t = 0 has an impact
on the ESS. In this paper we have chosen (axis-aligned) Gaussians as
proposal distributions to target the posterior marginal at t = 0, but
other initializations are possible. For instance, one can sample from a
multivariate Gaussian with general covariance matrix, a general kernel
density estimator to deal with multi-modal distributions or initialize the
particles via the Cross Entropy method [25].
The choice of the number of particles N and the annealing threshold
γ is an open question. On the one hand, we know that increasing N
influences the efficiency of APIS in a non-linear way and that a value
below some threshold prevents APIS from bootstrapping. However, it is
not obvious how to choose N in an efficient way. On the other hand,
with the annealing procedure introduced in this paper, it is possible to
bootstrap APIS without increasing N to prohibitive sizes. Thus, it is
important to understand how both, the number of particles and the an-
nealing procedure, influence the learning of the control.
Unfortunately, there is no proof that APIS converges to the op-
timal control within the class of control solutions constrained by the
parametrization. In practice we can use the ESS as a quality measure,
which can be used to assess the "goodness" of the chosen parametriza-
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tion. Still, the question of optimality given a parametrization is a very
interesting question that deserves to be explored.
The efficiency of APIS depends on the choice of basis functions, which
is problem dependent. This choice is an open question. The linear basis
functions that we considered in this paper are very robust to learn, how-
ever, they might lead to problems whenever the posterior has multiple
pronounced modes. Since the update rule (23) poses no restriction on the
basis functions, more complex functions are possible. Thus, in problems
with multiple modes, locally linear functions such as x exp(−x2) may be
a good choice.
More general strategies to estimate an efficient importance control
are possible. For instance, we can use a nested set of functions. During
the initial iterations a simple function (say linear) is learned and as soon
as the ESS is sufficiently high, non-linear extensions are learned. In this
context the application of universal function approximations such as deep
neural networks may be promising.
Appendix: Implementation Details
The proposed APIS method was discussed in 6.2 in general form to re-
mark that in principle any linear parametrization of the controller can
be learned. Here, we discuss the implementation details for the results
in Section 7.
We use a linear feedback controller standardized w.r.t. the target
distribution, i.e. h(x, t) := (1, z(x, t))′, where z(x, t), x ∈ Rm. Each
component zi is defined as
zi(x, t) =
xi − µi(t)
σi(t)
where µi(t) = 〈Xt,i〉 , σ2i (t) = 〈(Xt,i − µi(t))2〉 ; i = 1, . . . ,m are the mean
and variance of the state components w.r.t. smoothing marginal at time t.
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The values are initialized in the first iteration as µi(t) = 0 and σ2i (t) = 1
for all times. This choice of basis functions splits (23) such that the
updates for the open-loop and feedback controllers are independent and
numerically more stable.
For completeness, we give the explicit update rules for the stan-
dardized linear feedback controller. The control has a very simple form
u(x, t) = a(t)z(xt, t) + b(t), where a(t) ∈ Rm×m is a square matrix of the
same dimension as the state and b(t) ∈ Rm is an open-loop controller.
Then, the cross-correlation matrix becomes
H(t) =
[
1 0
0 C(t)
]
where C(t) is the correlation matrix of the state variables. We have
component-wise,
C ij(t) =
〈
[Xt,i − µi(t)][Xt,j − µj(t)]
σi(t)σj(t)
〉
r
.
For dQr(ht) we have a matrix in Rm×(m+1) with elements
[dQr(1)]
i1 = 〈dWt,i〉r
[dQr(zt)]
i(j+1) =
〈
dWt,i
Xt,j − µj(t)
σj(t)
〉
r
for each i, j = 1, . . . ,m.
This gives the explicit update rules,
br+1(t) = br(t) + η
〈dWt〉r
dt
ar+1(t) = ar(t) + η
dQr(zt)
dt
C−1(t)
We use as prior distribution p0(X0) for the state at time t = 0 a
Gaussian with mean and variance µ0, σ20, respectively. In addition, we use
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an adaptive Gaussian as proposal distribution q(X0). Thus, we initialize
at each iteration of APIS the cost to correct for this importance sampling
step. This initial value is given for particles l = 1, . . . , N by
S0,l =
m∑
i=1
(X l0,i − µˆ0,i)2
2σˆ20,i
− (X
l
0,i − µ0,i)2
2σ20,i
where µˆ0 = µ(0) and σˆ20,i = σi(0)2 are the mean and variance of the
posterior marginal at t = 0.
The control cost over the entire interval [0, T ] is given by the linear
feedback controller and approximated by the discretization step dt,
ˆ T
0
1
2
‖u(Xs, s)‖2 ds+
ˆ T
0
u(Xs, s)
′dWs ≈
L∑
i=1
‖a(ti)zti + b(ti)‖2
dt
2
+ (a(ti)zti + b(ti))
′ dWti
where zti = z(Xti , ti) and dWti the noise realization at time ti with
variance σ2 = dt. The summation goes over the L = T/dt integration
steps.
In general, there is a trade-off between the amount of iterations and
the number of particles needed, but we observe that the convergence
of the ESS to a maximal value is very fast once it has bootstrapped,
so usually a number of iterations Imax  N can be chosen and–as a
rule of thumb–higher N allows for less iterations. The particles can be
sampled independently so this step is parallelizable. Nevertheless, when
reducing the learning rate, it is possible to reduce by at least one order of
magnitude the number of particles needed to bootstrap APIS. Naturally,
this will increase the number of iterations needed. In addition, we found
that an annealing procedure with γ in the range 0.02 − 0.05 works well
for low N .
Finally, for FFBSi and FS, we use the algorithms as described in [85,
Algorithm 4] with the numerical integration of the SDE (6) as proposal
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distribution for the filtering. We initialized particles according to p0(X0)
unless noted otherwise.
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Part III
The Path Integral Cross
Entropy Method
This chapter is adapted from HJ Kappen and HC Ruiz. Adaptive importance
sampling for control and inference. Journal of Statistical Physics, 162(5):1244–1266,
2016 . The results on neural networks and the comparison with the particle
filter are published as a contribution in Advances in Approximate Bayesian
Inference NIPS 2016 Workshop; Dec. 9, 2016, Barcelona, Spain, 2016 .
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Abstract
In this contribution we focus on the problem how to compute
and represent control solutions. Within the PI theory, the ques-
tion of how to compute becomes the question of importance sam-
pling. Efficient importance samplers are state feedback controllers
and the use of these requires an efficient representation. Learning
and representing effective state-feedback controllers for non-linear
stochastic control problems is a very challenging, and largely un-
solved, problem. We show how to learn and represent such con-
trollers using ideas from the cross entropy method. We derive a
gradient descent method that allows to learn feed-back controllers
using an arbitrary parametrization. We refer to this method as
the Path Integral Cross Entropy method or PICE. The PI control
methods can be used to estimate the posterior distribution in la-
tent state models. We demonstrate how PICE can be combined
with deep neural networks to learn arbitrary complex feedback
controllers. This is used to sample from the posterior neuronal ac-
tivity in an fMRI reaction time experiment under the assumption
that the input to the region of interest is unknown. We show that
this method not only outperforms the bootstrap Filter-Smoother
in terms of the likelihood of the inferred signals but, moreover, it
increases the effective sample size several orders of magnitude.
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9 The Representation Problem of Control So-
lutions
In the previous chapters we presented the main ingredients of the path
integral control method. We defined the path integral control problem
and stated its solution in terms of a path integral. In addition we dis-
cussed how to efficiently estimate the path integral using the idea of
importance sampling. We also discussed the results that the optimal
importance sampler coincides with the optimal control. Thus, a good
control solution can be used to accelerate the computation of a better
control solution. Such a solution is a state-feedback controller, i.e. a
function of t, x. Although we know how to compute the solution u(t, x)
for a given t, x, the computation for all t, x is clearly infeasible. This
leads to the issue how to compute and represent such a solution. Within
the robotics and control community, there are several approaches to deal
with this so-called representation problem. In what follows we review
some of these approaches.
Deterministic control and local linearization
The simplest approach follows from the realization that state-dependent
control is only required due to the noise in the problem. In the determinis-
tic case, one can compute the optimal control solution u(t) = u∗(x∗(t), t)
along the optimal path x∗(t) only, and this is a function that only de-
pends on time. This is a so-called open loop controller which applies the
control u(t) regardless of the actual state that the system is at time t.
This approach works for certain robotics tasks such a grasping or reach-
ing. See for instance [139, 122] who constructed open loop controllers for
a number of robotics tasks within the path integral control framework.
Such state-independent control solutions can yield stable solutions with
variable stiffness and feedback gains, when the dynamics itself has the
proper state dependence (for instance by using dynamic motor primi-
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tives). However, open loop controllers are clearly sub-optimal in general
and simply fail for unstable dynamical systems that require state feed-
back.
It should be mentioned that the open loop approach can be stabilized
by computing a linear feed-back controller around the deterministic tra-
jectory. This approach uses the fact that for linear dynamical systems
with Gaussian noise and with quadratic control cost, the solution can be
efficiently computed.13 One defines a linear quadratic control problem
around the deterministic optimal trajectory x∗(t) by Taylor expansion
to second order, which can be solved efficiently. The result is a linear
feedback controller that stabilizes the trajectory x∗(t). This two-step
approach is well-known and powerful and at the basis of many control
solutions such as the control of ballistic missiles or chemical plants [129].
The solution of the linear quadratic control problem also provides a
correction to the optimal trajectory x∗(t). Thus, a new x∗(t) is obtained
and a new LQG problem can be defined and solved. This approach can
be iterated, incrementally improving the trajectory x∗(t) and the linear
feedback controller. This approach is known as Differential Dynamic
Programming [92, 97] or the Iterative LQG method [142].
Model predictive control
A second idea is to compute the control ’at run-time’ for any state that
is visited using the idea of model predictive control (MPC) [16]. At each
time t in state xt, one defines a finite horizon control problem on the
interval [t, t+ T ] and computes the optimal control solution u(s, xs), t ≤
s ≤ t+T on the entire interval. One executes the dynamics using u(t, xt)
and the system moves to a new state xt+dt as a result of this control and
possible external disturbances. This approach is repeated for each time.
13For these so-called linear quadratic control problems (LQG) the optimal cost-to-
go is quadratic in the state and the optimal control is linear in the state, both with
time dependent coefficients. The Bellman equation reduces to a system of non-linear
ordinary differential equations for these coefficients, known as the Ricatti equation.
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The method relies on a model of the plant and external disturbances,
and on the possibility to compute the control solution sufficiently fast.
MPC yields a state dependent controller because the control solution in
the future time interval depends on the current state. MPC avoids the
representation problem altogether, because the control is never explicitly
represented for all states, but computed for any state when needed.
In the robotics community, the combination of DDP with MPC is
a popular approach, providing a practical compromise between stability,
non-linearity and efficient computation and has been successfully applied
to robot walking and manipulation [96, 138] and aerobatic helicopter
flight [1]
MPC is particularly well-suited for the path integral control problems,
because in this case the optimal control u∗(x, t) is explicitly given in terms
of a path integral. The challenge then is to evaluate this path integral
sufficiently accurate in real time. [140] propose adaptive Monte Carlo
sampling that is accelerated using importance sampling. This approach
has been successfully applied to the control of 10 to 20 autonomous heli-
copters (quad-rotors) that are engaged in coordinated control tasks such
as flying with minimal velocity in a restricted area without collision or a
task where multiple ’cats’ need to catch a mouse that tries to get away
[55].
Reinforcement learning
Reinforcement learning (RL) is a particular setting of control problems
with the emphasis on learning a controller on the basis of trial-and-error.
A sequence of states Xt, t = 0, dt, 2dt, . . . , is generated from a single roll-
out of the dynamical system using a particular control, which is called
the policy in RL. The ’learning’ in reinforcement learning refers to the
estimation of a parametrized policy u(t, x||θ), called function approxima-
tion, from a single roll out [134]. The use of function approximation in
RL is not straightforward [5, 133, 7]. To illustrate the problem, consider
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the infinite horizon discounted reward case, which is the most popular RL
setting. The problem is to compute the optimal cost-to-go of a particular
parametrized form: J(x|θ). In the non-parametrized case, the solution is
given by the Bellman ’backward’ equation, which relates J(xt) to J(xt+dt)
where xt,t+dt are the states of the system at time t, t + dt, respectively
and xt+dt is related to xt through the dynamics of the system. In the
parametrized case, one must compute the new parameters θ′ of J(xt|θ′)
from J(xt+dt|θ) . The problem is that the update is in general not of the
parametrized form and an additional approximation is required to find
the θ′ that gives the best approximation. In the RL literature, one makes
the distinction between ’on-policy’ learning where J is only updated for
the sequence of states that are visited, and off-policy learning updates
J(x) for all states x, or a (weighted) set of states. Convergence of RL with
function approximation has been shown for on-policy learning with lin-
ear function approximation (i.e. J is a linear function of θ) [146]. These
authors also provide examples of both off-policy learning and non-linear
function approximation where learning does not converge.
Outline
A solution to the representation problem was first proposed in [155] to
use the cross entropy method to improve importance sampling for dif-
fusion processes. Their approach follows quite closely the original cross
entropy method by [25]. In particular, they restrict themselves to a
control function that is linearly parametrized so that the optimization
is a convex problem. In our work, we generalize this idea to arbitrary
parametrization, resulting in a gradient based method.
This chapter is organized as follows. In section 10 we review the
cross entropy method, as an adaptive procedure to compute an opti-
mized importance sampler in a parametrized family of distributions over
trajectories. In section 10.1 we apply the reformulation of the path inte-
gral control problem in terms of a KL divergence minimization to obtain
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optimal samplers/controllers to estimate the path integrals. We refer
to this method as the path integral cross entropy (PICE) method. In
section 11 we illustrate the PICE method to learn a time-independent
state-dependent controller for some simple control tasks involving a linear
and a non-linear parametrization.
In section 12 we consider the reverse connection between control and
sampling: We consider the problem to compute the posterior distribu-
tion of a latent state model that we wish to approximate using Monte
Carlo sampling, and to use optimal controls to accelerate this sampling
problem. We illustrate this for a small toy neural network where we
estimate the neural activity from noisy observations. Finally, we demon-
strate that learning a deep neural network as the feedback controller is
possible. The results on fMRI data show that the PI approach is capa-
ble of dealing with confounding signals in the estimation of the posterior
distribution.
10 The Cross-Entropy Method
The cross-entropy method [25] is an adaptive approach to importance
sampling. Let X be a random variable taking values in the space X . Let
fv(x) be a family of probability density function on X parametrized by
v and h(x) be a positive function. Suppose that we are interested in the
expectation value
l = Euh =
ˆ
dxfu(x)h(x) (26)
where Eu denotes expectation with respect to the pdf fu for a particular
value of v = u. A crude estimate of l is by naive Monte Carlo sampling
from fu: Draw N samples Xi, i = 1, . . . , N from fu and construct the
estimator
lˆ =
1
N
N∑
i=1
h(Xi) (27)
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The estimator is a stochastic variable and is unbiased, which means that
its expectation value is the quantity of interest: Eulˆ = l. The variance
of lˆ quantifies the accuracy of the sampler. The accuracy is high when
many samples give a significant contribution to the sum. However, when
the supports of fu and h have only a small overlap, most samples Xi from
fu will have h(Xi) ≈ 0 and only few samples effectively contribute to the
sum. In this case the estimator has high variance and is inaccurate.
A better estimate is obtained by importance sampling. The idea is
to define an importance sampling distribution g(x) and to sample N
samples from g(x) and construct the estimator:
lˆ =
1
N
N∑
i=1
h(Xi)
fu(Xi)
g(Xi)
(28)
It is easy to see that this estimator is also unbiased:
Eg lˆ =
1
N
∑
i
Egh(X)
fu(X)
g(X)
= Euh(X) = l.
The question now is to find a g such that lˆ has low variance. When
g = fu Eq. (28) reduces to Eq. (27).
Before we address this question, note that it is easy to construct the
optimal importance sampler. It is given by
g∗(x) =
h(x)fu(x)
l
where the denominator follows from normalization: 1 =
´
dxg∗(x). In
this case the estimator Eq. (28) becomes lˆ = l for any set of samples.
Thus, the optimal importance sampler has zero variance and l can be
estimated with one sample only. Clearly g∗ cannot be used in practice
since it requires l, which is the quantity that we want to compute!
However, we may find an importance sampler that is close to g∗.
The cross entropy method suggests to find the distribution fv in the
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parametrized family of distributions that minimizes the KL divergence
KL(g∗|fv) =
ˆ
dxg∗(x) log
g∗(x)
fv(x)
∝ −Eg∗ log fv(X)
∝ −Euh(X) log fv(X) = −D(v) (29)
where in the first step we have dropped the constant term Eg∗ log g∗(X)
and in the second step have used the definition of g∗ and dropped the
constant factor 1/l.
The objective is to maximize D(v) with respect to v (the parameters
of the important sampling or proposal density). For this we need to com-
pute D(v) which involves an expectation with respect to the distribution
fu. We can use again importance sampling to compute this expectation
value. Instead of fu we sample from fw for some w. We thus obtain
D(v) = Ewh(X)
fu(X)
fw(X)
log fv(X)
We estimate the expectation value by drawing N samples from fw. If D
is convex and differentiable with respect to v, the optimal v is given by
1
N
N∑
i=1
h(Xi)
fu(Xi)
fw(Xi)
d
dv
log fv(Xi) = 0 Xi ∼ fw (30)
The cross entropy method considers the following iteration scheme. Ini-
tialize w0 = u. In iteration n = 0, 1, . . . generate N samples from fwn
and compute v by solving Eq. (30). Set wn+1 = v.
We illustrate the cross entropy method for a simple example. Con-
sider X = R and the family of so-called tilted distributions fv(x) =
1
Nv
p(x)evx, with p(x) a given distribution and Nv =
´
dxp(x)evx the nor-
malization constant. We assume that it is easy to sample from fv for
any value of v. Choose u = 0, then the objective Eq. (26) is to com-
pute l =
´
dxp(x)h(x). We wish to estimate l as efficient as possible by
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optimizing v. Eq. (30) becomes
∂ logNv
∂v
=
∑N
i=1 h(Xi)e
−wXiXi∑N
i=1 h(Xi)e
−wXi
Note that the left hand side is equal to EvX and the right hand side
is the ’h weighted’ expected X under p (using importance sampler fw).
The cross entropy update is to find v such that h-weighted expected X
equals EvX. This idea is known as moment matching: one finds v such
that the moments of the left and right hand side, in this case only the
first moment, are equal.
10.1 The cross entropy method for path integral con-
trol
In order to apply the CE (cross entropy) method to the PI control the-
ory, we use the formulation of the PI control problem in terms of a KL
divergence (12). With this formulation, we are in a similar situation as
the cross entropy method. Denote puˆ(X(t,T ]|x) the distribution over tra-
jectories X(t,T ] with control uˆ and starting at x. We cannot compute the
optimal control u∗ that parametrizes the optimal distribution p∗ = pu∗
and instead wish to compute a near optimal control uˆ such that puˆ is
close to p∗. Following the CE argument, we minimize
KL(p∗|puˆ) ∝ −Ep∗ log puˆ
∝ Ep∗
[´ T
t
1
2
uˆ2ds− uˆg−1(dXs − fds)
]
= 1
ψ(t,x)
Epue−S(t,x,u)
´ T
t
ds
(
1
2
uˆ2 − uˆ (u+ dWs
ds
))
(31)
where all uˆ, u, g, f depend on time s and the stochastic process Xs and
in the second line we used
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puˆ(X(t,T ]) = lim
ds→0
T−ds∏
s=t
N (Xs+ds|µs,Σs)
= p0(X(t,T ]) exp
(
−
ˆ T
t
ds
1
2
uˆ2 +
ˆ T
t
uˆg−1(dXs − fds)
)
with p0(X(t,T ]) the distribution over trajectories in the uncontrolled dy-
namics. This relation is derived by discretizing time. In the limit ds→ 0,
the conditional probability of Xs+ds given Xs is Gaussian with mean µs =
Xs+ f(s,Xs)ds+ g(s,Xs)u(s, xs)ds and variance Σsds = g(s,Xs)2ds. In
addition, we discard the constant term Ep∗ log p0. In the third line we
used the solution of the optimal distribution p∗ to express Ep∗ in terms
of a weighted expectation with respect to an arbitrary distribution pu
controlled by u,
p∗(X(t,T ]|x) = 1
ψ(x, t)
pu(X(t,T ]|x) exp (−S)
where S is defined in (5).
The KL divergence Eq. (31) must be minimized with respect to the
functions uˆt:T = {uˆ(s,Xs), t ≤ s ≤ T}. We now assume that uˆ(s, x|θˆ)
is a parametrized function with parameters θˆ. The KL divergence is
a non-linear function of θˆ that we can minimize by any gradient based
procedure. The gradient of the KL divergence Eq. (31) is given by:
∂KL(p∗|puˆ)
∂θˆ
=
〈ˆ T
t
(uˆ(s,X(s))ds− u(s,X(s))ds− dWs) ∂uˆ(s,X(s))
∂θˆ
〉
u
= −
〈ˆ T
t
dWs
∂uˆ(s,X(s))
∂θˆ
〉
uˆ
(32)
where we introduce the notation 〈F 〉u = 1ψ(x,t)Epue−S(t,x,u)F (X(t,T ]).
All components of the gradient can be estimated simultaneously by
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importance sampling. Eq. (32) is the gradient in the point uˆ for arbitrary
importance sampler u. It is expected that the importance sampler uˆ
improves in each iteration. Therefore, the current estimate of the control
function uˆ(s, x|θˆ) may provide a good candidate as importance sampler
u, which gives Eq. (32). The gradient descent update at iteration n
becomes in this case
θˆn+1 = θˆn − η∂KL(p
∗|puˆ)
∂θˆn
= θˆn + η
〈ˆ T
t
dWs
∂uˆ(s,X(s))
∂θˆn
〉
uˆ
(33)
with η > 0 a small parameter. This gradient descent procedure converges
to a local minimum of the KL divergence Eq. (31), using standard ar-
guments. We refer to this gradient method as the Path Integral Cross
Entropy method or PICE.
Note, that the gradient Eq. (32) involves a stochastic integral over
time. This reflects the fact that a change in θˆ affects uˆ(s, x|θˆ) for all s.
When the parametrization is such that each uˆ(s, x|θˆs) has its own set of
parameters θs for each s, the integral disappears in the gradient ∂KL(p
∗|puˆ)
∂θˆs
.
Although in principle the optimal control for a finite horizon problem
explicitly depends on time, there may be reasons to compute a control
function uˆ(x) that does not explicitly depend on time. For instance, when
the horizon time is very large, and the dynamics and the cost are also not
explicit functions of time. The advantage of a time-independent control
solution is that it is simpler. Computing a time independent controller in
the PICE framework is a special case of Eq. (32) with uˆ(s, x|θˆ) = uˆ(x|θˆ).
In the case where both u and uˆ are linear combinations of a fixed set
of K basis functions hk(t, x), k = 1, . . . , K
u(s, x) =
K∑
k=1
θkhk(s, x)uˆ(s, x) =
K∑
k=1
θˆkhk(s, x) t ≤ s ≤ T
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we can set the gradient Eq. (32) equal to zero and obtain a linear system
of equations for θˆk, k = 1, ..., K:
K∑
k′=1
(
θˆk′ − θk′
)〈ˆ T
t
dshk′(s,Xs)hk(s,Xs)
〉
u
=
〈ˆ T
t
dWshk(s,Xs)
〉
u
(34)
that we can solve as θˆ = θ+A−1b withAkk′ =
〈´ T
t
dshk(s,Xs)hk′(s,Xs)
〉
u
and the stochastic integral bk =
〈´ T
t
dWshk(s,Xs)
〉
u
. This should in
principle give the solution in one iteration. However, sampling with the
initial control function u(s, x) may be inefficient, so that the estimates
of A, b are poor. A more accurate estimate is obtained by iterating this
procedure several times, using at iteration n the importance sampler
u(s, x) = uˆ(s, x|θˆn) to re-estimate A, b
θˆn+1 = θˆn + A
−1
n bn
with An, bn the estimates of A, b using importance sampler uˆ(s, x|θˆn).
Finally, we mention the special case of time-dependent linear parametriza-
tion. Write the label k = (r, l) and hk(s, x) = δr(s)hl(x) with r =
1, . . . , (T − t)/∆t a time-discretization label, l a basis function label. ∆t
is the time discretization and δr(s) = 1 for t + (r − 1)∆t < s < t + r∆t
and zero otherwise. Eq. (34) decouples in independent equations, one for
each r:
∑
l′
(
θˆr,l′ − θr,l′
)〈ˆ r∆t
(r−1)∆t
dshl′(Xs)
′hl(Xs)
〉
u
=
〈ˆ r∆t
(r−1)∆t
dWshl(Xs)
〉
u
(35)
When ∆t → ds we recover the expression in [140] used in the previous
chapter to compute time dependent feedback controllers.
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In this section, we illustrate PICE for two simple problems. Both cases
are finite horizon control problems. Therefore, the optimal control is
explicitly time-dependent. We restrict ourselves in these examples to
learn time-independent control solutions. For a linear quadratic control
problem, we consider a controller that is linear in the state and the
parameters. We compare the result with the optimal solution. For the
inverted pendulum control task, we consider a controller that is non-
linear in both the state and the parameters.
Consider the finite horizon 1-dimensional linear quadratic control
problem with dynamics and cost
dX(s) = u(s,X(s))ds+ dW (s) 0 ≤ s ≤ T
C = Eu
ˆ T
0
ds
R
2
u2(s,X(s)) +
Q
2
X(s)2
with EudW (s)2 = νds. The optimal control solution can be shown to be
a linear feed-back controller
u∗(s, x) = −R−1P (s)x P (s) =
√
QR tanh
(√
Q
R
(T − s)
)
For finite horizon, the optimal control explicitly depends on time, but for
large T the optimal control becomes independent of t: u∗(x) = −
√
Q
R
x.
We estimate a time-independent feed-back controller of the form uˆ(x) =
θ1 + θ2x using path integral learning rule Eq. (33). The result is shown
in fig. 12.
Note, that θ1, θ2 rapidly approach their optimal values 0,−1.41 (red
and blue line). Under- estimation of |θ1| is due to the finite horizon
and the transient behaviour induced by the initial value of X0, as can
be checked by initializing X0 from the stationary optimally controlled
distribution around zero (results not shown). The top right plot shows
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Figure 12: Illustration of PICE Eq. (33) for a 1-dimensional linear
quadratic control problem with Q = 2, R = 1, ν = 0.1, T = 5. We
used time discretization ds = 0.01 and generated 50 sample trajectories
for each gradient computation all starting from x = 2 and η = 0.1. The
top left plot shows θ1,2 as a function of gradient descent step. Top right
shows effective sample size as a function of gradient descent step. Bottom
left shows optimal cost to go J as a function of gradient descent step.
Bottom right shows 50 sample trajectories in the last gradient descent
iteration.
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the entropic sample size defined as the scaled entropy of the distribution:
ss = − 1
logN
∑N
i=1 wˆi log wˆi and wˆi = wi/ψˆ where ψˆ is the MC estimate
of ψ, as a function of gradient descent step, which increases due to the
improved sampling control.
As a second illustration we consider a simple inverted pendulum, that
satisfies the dynamics
α¨ = − cosα + u
where α is the angle that the pendulum makes with the horizontal, α =
3pi/2 is the initial ’down’ position and α = pi/2 is the target ’up’ position,
− cosα is the force acting on the pendulum due to gravity. Introducing
x1 = α, x2 = α˙ and adding noise, we write this system as
dXi(s) = fi(X(s))ds+ gi(u(s,X(s)) + dW (s)); 0 ≤ s ≤ T, i = 1, 2
f1(x) = x2; f2(x) = − cos x1; g = (0, 1)
C = Eu
ˆ T
0
ds
R
2
u(s,X(s))2 +
Q1
2
(sinX1(s)− 1)2 + Q2
2
X2(s)
2
with EudW 2s = νds and ν the noise variance.
We estimate a time-independent feed-back controller uˆ(x|θ) using a
radial basis function neural network
uˆ(x|θ) =
K∑
k=1
γkfk(x)
fk(x) = exp
(
−β1,k sin2(1
2
(x1 − µ1,k))− 1
2
β2,k(x2 − µ2,k)2
)
with θ = {γ1:K , β1:2,1:K , µ1:2,1:K}. Note, that uˆ is a non-linear function of
θ and x. The sin term is to ensure that fk is periodic in x1.
We use the path integral learning rule Eq. (33). The gradients are
easily computed.
Fig. 13 (left) shows that the effective sample size increases with impor-
tance sampling iteration and stabilizes to approximately 60 %. Fig. 13
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Figure 13: Illustration of gradient descent learning Eq. (33) for a sec-
ond order inverted pendulum problem with Q1 = 4, Q2 = 0.01, R =
1, ν = 0.3, T = 10. We used time discretization ds = 0.01 and generated
10 sample trajectories for each gradient computation all starting from
(x1, x2) = (−pi/2, 0)± (0.05, 0.05) and η = 0.05, K = 25. Left: Entropic
sample size versus importance sampling iteration. Middle: Optimal con-
trol solution uˆ(x1, x2) versus x1, x2 with 0 ≤ x1 ≤ 2pi and −2 ≤ x2 ≤ 2.
Right: 10 sample trajectories sin(xt) versus t under control uˆ(~x|θ∗) after
learning.
(middle) shows the solution uˆ(x|θ∗) after 300 importance sampling it-
erations in the (x1, x2) plane. White star is initial location (3pi/2, 0)
(pendulum pointing down, zero velocity) and red star is the target state
x = (pi/2, 0) (pendulum point up, zero velocity). The swing-up uses neg-
ative velocities only. Using different initial condition of θ other solutions
θ∗ may be found with positive, negative or both swing-up controls (re-
sults not shown). There are two example trajectories shown. Note the
green NW-SE ridge of low control values around the top (red star). These
are states where the position deviates from the top position, but with a
velocity directed towards the top. So in these states no control is re-
quired. In the orthogonal NE-SW direction, control is needed to balance
the pendulum. Fig. 13Right shows examples of 10 controlled trajectories
using uˆ(x|θ∗), showing that the learned state feedback controller is able
to swing-up and stabilize the inverted pendulum.
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In neuroscience, there is great interest for scalable inference methods,
e.g. to estimate network connectivity from data or decoding of neural
recordings. It is common to assume that there is an underlying physical
process of hidden states that evolves over time, which is observed through
noisy measurements. In order to extract information about the processes
giving rise to these observation, or to estimate model parameters, one
needs knowledge of the posterior distributions over these processes given
the observations. See [103, and references therein] for a treatment of
state-space models in the context of neuroscience and neuro-engineering.
The estimation of the latent state distribution conditioned on the ob-
servations is a computationally intractable problem. There are in prin-
ciple two types of approaches to approximate this computation: one can
use one of many variations of particle filtering-smoothing methods, see
[11, 31, 85]. The advantage of these methods is that they can in princi-
ple represent the latent state distribution with arbitrary accuracy, given
sufficient computational resources. A fundamental shortcoming of these
methods is that they are very computationally intensive. The reason
is that the estimated smoothing distribution relies heavily on the fil-
tering distribution. For high dimensional problems these distributions
may differ significantly which yields poor estimation accuracy in practice
and/or very long computation times. A common approach to alleviate
this problem is to combine the particle filtering with a (block) Gibbs
sampling that generates new particle trajectories from the filtered tra-
jectories. This approach was successfully applied in the case of calcium
imaging to estimate the (unobserved) activity of individual neurone based
on calcium measurements. These estimates are then used to estimate a
sparse connectivity structure between the neurons [94].
An alternative class of methods is to use one of the many possible
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variational approximations [100, 4] where the latent state distribution is
approximated by a simpler, often multi-variate Gaussian, distribution.
This approach was first proposed for neuro-imaging by [45, 49] and is
currently the dominant approach for fMRI and MEG/EEG [22].
Here, we will illustrate the potential of path integral control methods
to compute posterior distributions in time series models. We demon-
strate how the main drawbacks of particle filtering can be overcome,
yielding significant accuracy and speed-up improvements. One can eas-
ily see that the path integral control computation is mathematically
equivalent to a Bayesian inference problem in a time series model with
p0(X(t,T ]) the distribution over trajectories under the forward model with
u = 0, and where one interprets e−V (X(t,T ]) =
∏T
s=t p(ys|xs) as the like-
lihood of the trajectory X(t,T ] under some fictitious observation model
p(ys|xs) = e−V (xs) with given observations yt:T . The posterior is then
given by p∗(X(t,T ]). One can generalize this by replacing the fixed ini-
tial state x by a prior distribution over the initial state. Therefore, the
optimal control and importance sampling results above can be directly
applied. The advantage of the PI method is that the computation scales
linear in the number of particles, compared to the state-of-the-art particle
smoother that scales quadratic in the number of particles. In some cases
significant accelerations can be made, e.g. [36, 85], but implementing
these may be cumbersome [137].
12.1 A Simple Toy Example: Firing Rate Equations
To illustrate the path integral method for particle smoothing we esti-
mate the posterior distribution of a noisy 2-dimensional firing rate model
given 12 noisy observations of a single neuron, say ν1 (green diamonds in
fig. 12.1). The model is given by
dνt
dt
= −νt + tanh(Jνt + θ) + σdyndWt
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Figure 14: Comparison of path integral control (here denoted RPIIS)
and the forward filter backward smoother (FFBSi cf. [85]) for a 2-
dimensional neural network, showing mean and one standard deviation
of the marginal posterior solution for both methods.
J is a 2-dimensional antisymmetric matrix and θ is a 2-dimensional
vector, both with random entries from a Gaussian distribution with
mean zero and standard deviation 25 and standard deviation 0.75, re-
spectively, and σ2dyn = 0.2. We assume a Gaussian observation model
N (yi|ν1ti , σ2obs) with σobs = 0.2. We generate the 12 1-dimensional ob-
servations yi, i = 1, . . . , 12 with ν1ti the firing rate of neuron 1 at time
ti during one particular run of the model. We parametrized the control
as u(x, t) = A(t)x + b(t) and estimated the 2x2 matrix A(t) and the
2-dimensional vector b(t) as described in Eq. (35).
Estimates of the mean and variance of the marginal posterior distri-
bution are shown in fig. 12.1. The path integral control solution was com-
puted using 22 importance sampling iterations with 6000 particles per
iteration. As a comparison, the forward-backward particle filter solution
(FFBSi) was computed using N = 6000 forward and M = 3600 backward
particles. The computation time was 35.1 s and 638 s, respectively. The
results in fig. 12.1 show that one effectively gets equivalent estimates of
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Figure 15: Control parameters; Left: Open-loop controller bi(t), i = 1, 2;
Right: Diagonal entries of feedback linear controller Aii(t), t = 1, 2
the posterior density over hidden neuronal states but in a fraction of the
time using important sampling based upon optimal control.
Figure 15 shows the estimated control parameters used for the path
integral control method. The open loop controller b1(t) steers the par-
ticles to the observations. The feedback controller A11(t) ’stabilizes’
the particles around the observations (blue lines). Due to the coupling
between the neurons, the non-observed neuron is also controlled in a
non-trivial way (green lines). To appreciate the effect of using a feed-
back controller, we compared these results with an open-loop controller
u(x, t) = b(t). This reduces the ESS from 60 % for the feedback con-
troller to around 29 % for the open loop controller. The lower sampling
efficiency increases the error of the estimations, especially the variance
of the posterior marginal (not shown).
The example shows the potential of adaptive importance sampling for
posterior estimation in continuous state-space models. It shows that the
controlled solution has high effective sample size and yields accurate esti-
mates. Using a more complex controller yields higher sampling efficiency.
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There is in general a trade off between the accuracy of the resulting esti-
mates and the computational effort involved to compute the controller.
This method can be used to accelerate the E-step in an EM procedure
to compute the maximum likelihood estimates of model parameters, for
instance connectivity, decoding of neural populations, estimation of spike
rate functions and, in general, any inference problem in the context of
state-space models.
12.2 Latent Process Estimation Using Deep Neural
Networks
An important example of hidden state estimation from indirect sparse
measurements comes from neuroscience. Non-invasive methods to mea-
sure brain activity, e.g. fMRI, are important to understand cognitive
processes in the human brain. However, the measurement of the brain
activity through fMRI is indirect and delayed due to the hemodynamics.
We use PICE to estimate the neuronal activity of a subject during a
single event of a reaction time experiment [99]. For the estimation, we
consider the motor cortex as the region of interest (ROI). The objective is
to reconstruct the neuronal signal zt from the observed BOLD signal and
to obtain a high effective sample size. The model used to describe the
system is the same as in [45] but without context dependent connections
and with an additional diffusion term in the neuronal dynamics. Notice
that we disregard in the estimations any inputs to the ROI (from visual
or auditory stimuli).
We estimate the hidden neuronal activity by iterating the learning
procedure 45 times. Per learning iteration we use 500 CPUs (or "work-
ers") of the Dutch high-performance computing platform Cartesius with
600 particles each. As a controller, we use a neural network with 8 hid-
den layers and 50 nodes each. The input layer has two nodes, one for
the neuronal activity zt and one for time t. The only controlled degree of
freedom is the neuronal activity. All nodes have a rectified linear trans-
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Figure 16: Effective Sampling Size vs iterations (left) for our example
fMRI time series: The initial fraction of ESS is around 3×10−6, i.e. only
one particle out of the N = 3× 105 has a significant contribution to the
estimations. Right: The mean cost Eu [S] from PICE Smoother (blue)
and from bootstrap Filter-Smoother (black) at each iteration. This cost
is equivalent to the neg. log-likelihood for each sample of the latent
process.
fer function. The procedure is similar to APIS but instead of the APIS
update (23) we use PICE combined with deep learning. We call this
procedure PICE Smoother (PICES).
In figure 16 left we observe an increase of the ESS several orders
of magnitude, from around 3 × 10−6 to 0.7 − 0.85. On the right, the
mean cost of the particles in each iteration is shown. We observe how
reducing the mean cost S is accompanied by an increase in the ESS of
the particles. Furthermore, it takes only 10 iterations to improve the
negative log-likelihood of the bootstrap Filter-Smoother. For the latter,
several runs are performed to increase the precision of the estimates. The
number of runs and the amount of particles in each run is chosen such
that the computational time in both is similar.
Figure 17 shows the time-dependent feedback control function. We
observe a strong increase in the control at times close to the stimulus
timing (3.2 s) and a negative control afterward. This is attributed to the
undershoot of the BOLD signal after the stimulus. Since the model does
not account for this explicitly, in this case the long undershoot is inferred
to have a neuronal cause. Interestingly, the controller reflects the delay
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Figure 17: Feedback control function: warm colors have positive values
and cold colors negative. The black line is the mean posterior activity
estimated. Notice how in the last two seconds the controller stops steering
the particles (aqua color means vanishing control signal). Around the
input timing (3.2 sec) the controller becomes very strong to overcome
the lack of input signal in the model. The negative control after 6s is
attributed to the post stimulus undershoot.
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Figure 18: Noise dependency of the mean cost Eu [S] and ESS: Although
the cost is minimized (right), its variance increases rapidly for higher
noise levels, which reduces the ESS significantly (left).
characteristics of the hemodynamic transformation and stops controlling
the samples already 2 seconds before the time horizon.
Figure 18 shows the mean cost and the ESS as a function of the
neuronal noise σz. As expected, the mean cost is decreased with higher
noise values because larger control signals are allowed. In the high noise
regime, the control overcomes the lack of input to the model and a good
fit to the data is found. At this moment, the cost reaches a minimum
value around 50. However, increasing the noise to account for the input
to the ROI causes a decay of the ESS. This is a clear indication that
even this highly parameterized controller is not sufficiently expressive
to approximate the optimal control solution in the large noise regime.
Hence, there is a trade-off between lowering the cost and keeping the
sampling efficiency. Nevertheless, even at σz = 0.16 the ESS is 4 orders
of magnitude higher than without control.
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The original path integral control result expresses the optimal control
u∗(t, x) for a specific t, x as a Feynman-Kac path integral. u∗(t, x) can
be estimated using Monte Carlo sampling, and can be accelerated using
importance sampling, using a sampling control. The efficiency of the
sampling depends critically on the sampling control. This idea can be
used very effectively for high dimensional stochastic control problems
using the Model Predictive Control setting, where the optimal control is
computed on-line for the current t, x [55].
However, the formal solution to the PI control problem is of limited
use when we wish to compute a parametrized control function for all
t, x. We have therefore here proposed the cross entropy argument, origi-
nally formulated to optimize importance sampling distributions, to find a
control function whose distribution over trajectories is closest to the op-
timally controlled distribution. In essence, this optimization replaces the
original KL divergence KL(p|p∗) by the reverse KL divergence KL(p∗|p)
and optimizes for p. The resulting PICE method provides a flexible
framework for learning a large class of non-linear stochastic optimal con-
trol problems with a control that is an arbitrary function of state and
parameters. The idea to optimize this reverse KL divergence was earlier
explored for the time-dependent case and linear feedback control in [54].
It is an important future research direction to apply PICE to larger
control problems using larger models to represent the control and large
number of samples. No matter how complex or high-dimensional the
control problem, if the control solution approaches the optimal control
sufficiently close, the effective sample size should reach 100 %. Represent-
ing the optimal control solution exactly requires in general an infinitely
large model, except in special cases where a finite dimensional represen-
tation of the optimal control exists. Learning very large models requires
very many samples to avoid overfitting. One can imagine a learning ap-
proach, where initially a simple model is learned (using limited data) to
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obtain an initial workable effective sampling size, and subsequently more
and more complex models are learned using more data to further increase
the quality of the control solution.
A key issue is the parametrization that is used to represent uˆ. This
representation should balance the two conflicting requirements of any
learning problem: 1) the parametrization should be sufficiently flexi-
ble to represent an arbitrary function and 2) the number of parameters
should be not too large so that the function can be learned with not too
many samples. Our present work extends the previous work of [155] to
model the control using an arbitrary non-linear parametrization. Neu-
ral networks are particularly useful in this context, since they are so-
called universal approximators, meaning that any smooth function can
be represented given enough hidden neurons. [105] showed that the RBF
architecture used in our numerical example is a universal approxima-
tor. Multi-layered perceptrons [3] and other deep neural networks are
also universal approximators. We have demonstrated that we can learn
arbitrary parametrized controllers having as an example a deep neural
network.
[25] also discuss the application of the CE method to a Markov de-
cision problem (MDP), which is a discrete state-action control problem.
The main differences with the current paper are that we discuss the con-
tinuous state-action case. Secondly, [25] develops the CE method in the
context of a discrete optimization problem x∗ = argmaxxf(x). They de-
fine a distribution p(x) and optimize the expected cost C =
∑
x p(x)f(x)
with respect to p. By construction, the optimal p is of the form p(x) =
δx,x∗ , i.e. a distribution that has all its probability mass on the optimal
state 14. The CE optimization computes this optimal zero entropy/zero
temperature solution starting from an initial random (high entropy/high
temperature) solution. As a result of this implicit annealing, it has been
reported that the CE method applied to optimization suffers from se-
14Generalizations restrict p to a parametrized family p(x|θ) and optimize with re-
spect to θ instead of p [91].
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vere local minima problems [135]. An important difference for the path
integral control problems that we discussed in the present paper is the
presence of the entropy term p(x) log p(x) in the cost objective. As a
result, the optimal p is a finite temperature solution that is not peaked
at a single state but has finite entropy. Therefore, problems with local
minima are expected to be less severe.
The path integral learning rule Eq. (33) has some similarity with
the so-called policy gradient method for average reward reinforcement
learning [132]
∆θ = ηEpi
∑
a
∂pi(a|s)
∂θ
Qpi(s, a)
where s, a are discrete states and actions, pi(a|s, θ) is the policy which
is the probability to choose action a in state s, and θ parametrizes the
policy. Epi denotes expectation with respect to the invariant distribution
over states when using policy pi and Qpi is the state-action value function
(cost-to-go) using policy pi. The convergence of the policy gradient rule
is proven when the policy is an arbitrary function of the parameters.
The similarities between policy gradient and path integral learning
are that the policy takes the role of the sampling control and the policy
gradient involves an expectation with respect to the invariant distribution
under the current policy, similar to the time integral in Eq. (33) for large
T when the system is ergodic. The differences are 1) that the expectation
value in the policy gradient is weighted by Qpi, which must be estimated
independently, whereas the brackets in Eq. (33) involve a weighting with
e−S which is readily available; 2) Eq. (33) involves an Itô stochastic
integral whereas the policy gradient does not; 3) the policy gradient
method is for discrete state and actions and the path integral learning
is for controlled non-linear diffusion processes; 4) the expectation value
used to evaluate the policy gradient is not independent of pi as is the case
for the path integral gradients Eqs. (33) .
We have demonstrated that the path integral control method can be
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used to significantly improve the accuracy and efficiency of latent state
estimation in time series models when there are unknown signals. In
these problems, it is expected that the prior dynamics give a poor repre-
sentation of the posterior process, which explains the poor performance of
the Bootstrap Filter-Smoother. Our results on fMRI show that adaptive
importance sampling using a controlled diffusion process overcomes the
severe mismatch between the prior process and the posterior distribution.
Both the sampling and gradient computations are easy to parallelize
and can be implemented efficiently in a distributed manner. This is in
strong contrast with the standard SMC methods where the resampling
is a bottleneck when considering a distributed implementation and extra
considerations are needed [63]. Although MC methods have the advan-
tage that arbitrary accuracy can be obtained, they come at the price of
significant computational cost. In contrast, variational methods have a
fixed accuracy, but tend to be much faster. Based on the results pre-
sented in this paper, it is therefore interesting to compare variational
methods and PICE directly.
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Part IV
Sampling Biophysically
Plausible Hemodynamic Models
This chapter is adapted from HC Ruiz Euler, J.P. Rebelo Ferreira Marques, HJ
Kappen. Nonlinear Deconvolution by Sampling Biophysically Plausible Hemo-
dynamic Models. Submitted to NeuroImage Journal, 2018.
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Abstract
Non-invasive methods to measure brain activity are important
to understand cognitive processes in the human brain. A promi-
nent example is functional magnetic resonance imaging (fMRI),
which is a noisy measurement of a delayed signal that depends
non-linearly on the neuronal activity through the neurovascular
coupling. These characteristics make the inference of neuronal ac-
tivity from fMRI a difficult but important step in fMRI studies
that require information at the neuronal level. In this article, we
address this inference problem using a Bayesian approach where we
model the latent neural activity as a stochastic process and assume
that the observed BOLD signal results from a realistic physiolog-
ical (Balloon) model. We apply a recently developed smoothing
method called APIS to efficiently sample the posterior given sin-
gle event fMRI time series. To infer neuronal signals with high
likelihood for multiple time series efficiently, a modification of the
original algorithm is introduced. We demonstrate that our adap-
tive procedure is able to compensate the lacking of inputs in the
model to infer the neuronal activity and that it outperforms dra-
matically the standard bootstrap particle filter-smoother in this
setting. This makes the proposed procedure specially attractive
to deconvolve resting state fMRI data. To validate the method,
we evaluate the quality of the signals inferred using the timing
information contained in them. APIS obtains reliable event tim-
ing estimates based on fMRI data gathered during a reaction time
experiment with short stimuli. Hence, we show for the first time
that one can obtain accurate absolute timing of neuronal activity
by reconstructing the latent neural signal.
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Introduction
Functional magnetic resonance imaging (fMRI) is an important method
to investigate sensory, motor and cognitive functions of the human brain.
This non-invasive technique to measure brain activity provides indirect
signals of the underlying neuronal dynamics because it measures hemo-
dynamic responses that represent changes in blood flow and oxygenation
levels.
Inverting the non-linear hemodynamic system is important to under-
stand aspects of cognitive functions and for connectivity analysis at the
neuronal level. Nevertheless, reconstructing the brain activity from the
fMRI signal presents many challenges. For instance, the measured sig-
nals might have components from non-neuronal hemodynamic sources
that can affect causal connectivity estimates [24]. Moreover, the general
inverse problem, also known as blind deconvolution, is ill-posed because
both the true parameters of the hemodynamic system and the latent
inputs are unknown. Therefore, given the fMRI time course, the recon-
struction of the neuronal signal is not unique. The reason for this is that
the hemodynamic parameters determine the delay of the BOLD signal
with respect to the underlying neuronal activity giving a continuum of
possible solutions.
Activation studies employing general linear models (GLM) circum-
vent this problem by using multiple repetitions of the same stimulus
and a canonical hemodynamic response function (HRF) together with
time and dispersion derivatives or basis functions that correct the HRF
[44, 46]. In these cases, temporal information and the exact shape of the
HRF are less likely to be crucial, the models may not be very sensitive
to temporal nuances in the data and are usually not used to estimate the
latent neuronal dynamics.
A very different approach to model the hemodynamic transformation
is to use physiologically informed models of BOLD responses, such as the
Balloon model [14, 48]. Although this is a complex, highly parametrized
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biophysical model, it is useful for jointly estimating the latent neuronal
process and the hemodynamic transformation, for instance with the well-
known dynamic causal modeling (DCM) [45] which assumes a latent state
space model (SSM). This deterministic method can be generalized to a
probabilistic method, i.e. stochastic DCM [82, 23].
The biological inspired models posses a rich HRF variability that
linear models do not capture. For instance, there is evidence of nonlinear
effects in the BOLD signal for high frequency stimulus presentations
[8, 150] and different stimuli durations, e.g. when linear models are used,
responses to 200 ms stimuli are underestimated [28]. Therefore, non-
linearities in the hemodynamic system are important whenever we wish
to estimate the hidden neuronal activity and sophisticated fMRI analysis
requires methods that can handle these effects properly.
Estimating parameters of the biological plausible models involves usu-
ally a maximum likelihood approach that requires the computation of
gradients with respect to the parameters. If these parameters affect the
noisy degrees of freedom, the computation of their gradient is straight
forward in the well-known Expectation-Maximization algorithm (EM)
for time series [114]. For deterministic degrees of freedom, one needs to
resort to one of the following methods to compute the gradient [124].
The simplest approach, currently used in DCM, is the finite difference
method. An alternative uses implicit differentiation of the error function
with respect to the relevant parameters. This gives a set of differential
equations that are integrated together with the forward model to compute
the gradient. This method–called Forward Sensitivity (FS) method–was
proposed in [28] in the context of fMRI data. However, neither the relia-
bility of this method for fMRI data nor the resulting differential equations
were discussed in detail.
The computation of the gradients to maximize the likelihood involves
the estimation of the hidden variables. This latent state estimation is a
problematic step where most of the methods differ. Until now, there are
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roughly speaking three families of approaches for estimating the latent
process in the context of fMRI data.
First, particle methods sample the dynamics in a forward and (pos-
sibly) a backward pass to obtain Monte Carlo estimates of the posterior
density. As the number of samples (particles) grows, the estimates be-
come more accurate, however the computational cost of the backward
pass makes these methods unpractical in many cases [11, 30, 85]. More-
over, it has been shown that the method proposed here outperforms the
vanilla implementations of particle filter methods, namely the bootstrap
filter-smoother and the forward-backward smoother [115]. In [98, 65],
methods of this family were applied to estimate hidden neuronal and
hemodynamic states from fMRI data.
Second, variational Bayesian methods approximate the posterior dis-
tribution with a variational density that maximizes a lower bound on
the evidence. This has been applied in the context of fMRI data in
the dynamic expectation maximization algorithm and its generalizations,
which use models formulated in terms of generalized coordinates of mo-
tion [43, 41, 49].
Third, Gaussian methods approximate the posterior distributions by
Gaussians under the assumption that one can obtain a consistent min-
imum variance estimator by recursive propagation and update of the
mean and variance of the target densities. Important examples are the
extended Kalman filter and the unscented Kalman filter. For fMRI data,
[112] used the local linearization filter [64]. More recently, [61] proposed
an estimation scheme using cubature Kalman filtering in the forward pass
and a cubature Rauch-Tung-Striebel smoother in the backward pass.
Interestingly, the methods mentioned above [49, 61, 112] are the only
available techniques applied to fMRI data shown capable of estimating
the inputs together with the hidden states. This is important because
the assumption of known exogenous inputs does not always hold–for in-
stance in resting state fMRI data there are no stimuli present during the
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measurements–or it might be an implausible assumption for higher cog-
nitive areas [84]. However, it is not clear how accurate these methods are
for different stimulus durations and frequency, because either they need
restrictive parametrization of the inputs [112], or the experimental design
on which they were tested had stimulus durations of several seconds and
hence, their validity is restricted to inputs of the same time scale as the
BOLD signal [128, 49].
A precise measure of the timing of brain activity is important to bet-
ter understand the neural substrate of cognitive processes in the brain.
Detecting correct input timings to the brain regions from fMRI measure-
ments may help in our understanding of mental chronometry, i.e. the
sequential patterns of brain activity involved during cognitive processes.
A prominent example for the need of precise sequential information is the
reconstruction of causal interactions among brain regions [45]. Although
it has been shown that small relative timings differences are detectable
in a given location [93, 83, 38, 76], it is generally thought that accurate
measurements of the absolute timing of neuronal activity is not feasible.
Indeed, due to the indirect measurement procedure involved in fMRI
and the ill-defined nature of the blind deconvolution problem, this is an
extremely challenging problem.
To the best of our knowledge, there is no analysis available on the pre-
cision of absolute input timing estimates from real fMRI data, especially
for very short stimuli in the order of hundreds of milliseconds. Interesting
work in this direction is found in [61]. There, examples of estimations on
synthetic data using short inputs were obtained but there was no anal-
ysis on the precision of the input timings recovered. Due to the lack of
a ground truth that guides the validation of methods when applied to
real fMRI time series, we believe that the timing estimates of short stim-
uli is an important aspect when considering validating methods of fMRI
deconvolution. Furthermore, analyzing the errors in absolute timings is
also an important tool to evaluate the quality of the estimates for the
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hemodynamic parameters that influence the delay in the response.
Outline
In this article, we estimate the neuronal activity and absolute input tim-
ings in individual regions of interest (ROIs) from single-event fMRI time
series gathered in a reaction time experiment with very short stimuli
(150 ms). First, we analyze in detail the sensitivity of the BOLD delay
to changes in the hemodynamic parameters to identify the most relevant
parameters affecting the delay of the BOLD signal relative to the input.
We then derive the differential equations involved in the estimation of
these parameters via the FS method. Here, we assume deterministic dy-
namics and that the input is known. In addition, we analyze and evaluate
this method using synthetic data and estimate the relevant parameters
for the fMRI time series to improve the timing estimates of unknown
inputs.
Second, we show the feasibility of latent state estimation for fMRI
time series using APIS with excellent sampling efficiency. This is non-
trivial because of the complex (Balloon) observation model. In [115] we
showed that the APIS method significantly outperforms particle filter-
ing/smoothing methods on complex time series inference tasks. We thus
demonstrate that the advantage of APIS over particle filtering methods,
in terms of efficiency and accuracy, also applies to fMRI time series data.
In addition, during the input estimation procedure we adapt the neu-
ronal noise variance using EM. This is an important and novel step to
maximize the data likelihood for a large amount of time series at once
and to obtain estimates of the neuronal activity with large amplitudes
and accurate event timings.
To validate our method, we compare the estimated timing errors with
errors obtained when synthetic data is used, i.e. when the ground truth
model is known. We show that, given sufficiently accurate estimates of
the hemodynamic parameters, the proposed method can infer the abso-
101
14 Method
lute input timing of single events reliably by reconstructing the hidden
neuronal activity.
14 Method
14.1 fMRI Data
We analyze fMRI time series obtained from the experimental setting in
[99], consisting of subjects reacting to the occurrence of either a visual
stimulus (V), an auditory stimulus (A) or a simultaneous combination of
both stimuli (AV). Whenever the subjects perceived the stimulus, they
had to press a button as fast as possible. The modality of the stimulus
presented was random and had a duration of 150 ms. We denote the
presentation of a stimulus or the reaction as an "event" in the sensory
or motor ROIs respectively.
We consider only the first subject of this study, who participated
in two trials. Each trial consisted of 30 stimuli presented at a rate of
1 stimulus per 16 s (with some jitter of 0.2 seconds). The response
times were recorded and the temporal resolution of the acquisition was
TR = 0.4 s. Because this work focuses on single trial measurements,
the data is denoised using manual independent component classification
as proposed in [58]. A standard GLM analysis is then used to delineate
the motor, auditory and visual cortex used in this task. Regions of
interest of about 500 voxels (2mm isotropic) are defined for the audio (A
ROI), visual (V ROI) and left motor cortices (M ROI) and time series
extracted from them. The time series of subjects 2 and 3 are too noisy
when performing a standard GLM analysis and have to be discarded.
We estimate the neuronal activity around each event separately. For
this, the original time course is divided in 30 segments of length T = 16 s
around the event time. This amounts to 41 observations in each time
series (the first defining t = 0) and the event time falls around 3.2 seconds.
To characterize the relative BOLD change {yˆi}i=1,...,41, each time
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course {yi}i=1,...,41 is centralized and normalized by the mean µy of its
"null" distribution,
yˆi =
yi − µy
µy
.
The "null" distribution of each time series is defined as the set of
data points outside a time window after the stimulus, when the neuronal
activity is assumed to have the baseline value (zt = 0). The window
is chosen such that the variance of the data points included is minimal
and is estimated for each event separately to account for long time scale
fluctuations in the data.
14.2 Modeling the BOLD Signal
Similar to [48], we consider a single region with a 5-dimensional dynamic
state x = (z, s, f, q, v). However, unless stated otherwise, the neuronal
activity z follows stochastic dynamics given by
dzt = −A(zt − u(zt, t))dt+
√
AσzdWz (36)
The parameter A sets the time scale of the neuronal response and
dWz ∼ N(0, dt) is a Wiener process with variance15 dt = 0.01. According
to the literature, typical values observed for the neuronal lags are around
5 − 35 ms [127]. We set A such that the system has a characteristic
time scale of 1/A = 20 ms, but our results are robust against changes
in A. The term
√
A in the noise ensures that the stationary distribution
remains invariant to the time scale.
Notice that we define process (36) to have an unknown input u(z, t)
that we wish to estimate. In general, u(z, t) can be any parametrized
function [74], but in this paper it was chosen to have the simple form
u(z, t) = Iz(t)z + It(t) with Iz(t) and It(t) as time varying functions to
be learned [115].
15In all the simulations we use this discretization step.
103
14 Method
The neuronal activation zt is passed through the following nonlin-
ear deterministic transformation defining the dynamics of the other four
variables; two Hemodynamic equations [48]
ds =
(
z − s
τs
− f − 1
τf
)
dt (37)
df = sdt
and two equations of the Balloon model [14],
dq =
1
τ0
(
f
1− (1− E0)1/f
E0
− v(1/α)−1q
)
dt (38)
dv =
1
τ0
(
f − v1/α) dt.
The BOLD signal change is given by
yˆ(t) = B(qt, vt|ϑ) + σydWy (39)
where B(qt, vt|ϑ) := V0
[
k1 (1− qt) + k2
(
1− q
v
)
+ k3 (1− v)
]
and ϑ de-
notes all parameters of the system.
We consider as prior for the initial condition x0 = (z0, s0, f0, q0, v0)
a normal distribution16 with mean µ0 = (µz,0, µs,0, µf,0, µq,0, µv,0) and a
covariance given by a diagonal matrix with small entries σ2z,s,f,q,v,0.
In this article, the parameters of the model were fixed based on [62],
with the exception of τ0, τf and the neuronal lag 1/A. These are given in
table table 2, where the values marked with TBD are to be determined.
The values for k1,2,3 correspond to those for a gradient echo (GE) sequence
at a field strength of 7 T with an echo time of TE = 26 ms, according
to the settings in [99].
16Notice that due to the small discretization step dt and noise levels used here, the
log-transformation of the hemodynamic variables was not required [130]. Neverthe-
less, it is straightforward to use this transformation in our procedure.
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Parameter Value Parameter Value Parameter Value
A 50 Hz σz TBD µz,0 0
 0.8 E0 0.4 α 0.32
τs 1.54 k1 8.4 V0 0.04
τf TBD k2 0 µs,0 0
τ0 TBD k3 1 µf,q,v,0 1
σz,0 σz/
√
2 σs,f,q,v,0 TBD σy TBD
Table 2: Parameters for the neural dynamics (top row) and for the BOLD
transformation (bottom rows).
14.3 Estimating the Parameters of the Model
We estimate the observation noise for each time series from its null distri-
bution. This gives for each case a slightly different noise estimate around
σy ' 0.002.
The variance of the initial state x0 is set to the variance of the sta-
tionary distribution induced by the Ornstein-Uhlenbeck process for the
uncontrolled dynamics in Eq. (36) when u(z, t) = 0. Hence, the vari-
ance for p(z0) is σz,0 = σz/
√
2 and all others are estimated by forward
sampling of the system. Because all other dynamic variables are deter-
ministic, the stationary distribution defining our prior over the process
is determined by a single free parameter σz, the noise of the neuronal
activity. This free parameter is adapted to infer inputs that maximize
the likelihood.
Forward Sensitivity Equations
The hemodynamic parameters are estimated using the Forward Sensitiv-
ity method. The negative log-likelihood or "total cost" C(ϑ) =
´ T
0
ct(ϑ)dt
is an implicit function of the parameters ϑ in our model, where ct(ϑ) =∑
tobs
δ(t−tobs)[yˆt−B(qt, vt|ϑ)]2/2σ2y summing over the observation times
tobs = t1, . . . , t41. Thus, given an infinitesimal change δϑ we can expressed
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the change in ct(ϑ) at each time point t ∈ [0, T ] by
δct =
∂ct
∂qt
δqt +
∂ct
∂vt
δvt +
∑
i
∂ct
∂ϑi
δϑi
where δqt, δvt also depend on ϑ and are obtained by the variation of the
hemodynamic states qt, vt w.r.t. ϑ.
We only consider changes in τf and τ0 since these parameters have a
strong effect on the delay between peaks of the neuronal activity and the
BOLD signal, keeping all other parameters fixed. However, the follow-
ing analysis can be done for any other parameters in the hemodynamic
model.
The aim is to obtain the derivatives of C(τf , τ0) by integrating a sys-
tem of differential equations for "bar" variables q¯0(t) = dqt/dτ0, v¯0(t) =
dvt/dτ0 and q¯f (t) = dqt/dτf , v¯f (t) = dvt/dτf . The total cost is used
to update the parameters τf,0 in a gradient descent fashion. From the
variation δτ0 we obtain the total derivative of dct/dτ0,
dct
dτ0
=
∂ct
∂qt
q¯0(t) +
∂ct
∂vt
v¯0(t)
where q¯0(t), v¯0(t) follow the dynamic equations,
˙¯q0 = − 1
τ0
(
q˙ + v1/α−1q¯0 + (
1
α
− 1)v1/α−2qv¯0
)
˙¯v0 = − 1
τ0
(
v˙ +
1
α
v1/α−1v¯0
)
The total derivative dct/dτf obtained by the variation δτf is
dct
dτf
=
∂ct
∂qt
q¯f (t) +
∂ct
∂vt
v¯f (t)
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where q¯f (t), v¯f (t) follow
˙¯sf = − 1
τs
s¯f − 1
τf
(
f¯f +
f − 1
τf
)
˙¯ff = s¯f
˙¯vf = − 1
τ0
(
1
α
v1/α−1v¯f − f¯f
)
˙¯qf = − 1
τ0
(
v1/α−1q¯f + (
1
α
− 1)v1/α−2qv¯f − E¯(f)f¯f
)
with E¯(f) := E(f) + ln(1− E0) (1−E0)1/fE0f .
Having the above extended system of differential equations, we can
initialize the bar variables to zero and integrate the entire system forward
in time. After integration on the interval t ∈ [0, T ], we update the pa-
rameters using dC/dτ0 and dC/dτf respectively. This is done iteratively
until convergence of the parameters.
Before applying this estimation procedure to real data, we validate it
on synthetic data generated by numerical integration of a deterministic
system (σz = 0). As input to the system we use a box function with
150 ms length and an on-set time at 3.2 seconds. The amplitude of the
input is set to 1. The ground truth values of the parameters are taken to
be those in table table 2 together with τ0 = 1.02, τf = 2.44. To generate
the synthetic data from this model, a realistic scenario is considered with
TR = 0.4 and a Gaussian measurement noise of σy = 0.002. For the
estimation procedure, the parameters τ (0)0 , τ
(0)
f are initialized randomly
from a log-normal distribution s.t. its log-transformed distribution has
variance 0.6 and mean (log τ (0)0 , log τ
(0)
f ) = (0.4, 0). All other parameters
of the system are fixed to the ground truth values.
After validation of the FS method on synthetic data, we fit the pa-
rameters τ0, τf to the mean fMRI time series of each ROI (A,V,M) in trial
1 and assuming an input to that ROI. The resulting models are used to
estimate the input timing of individual time series in trial 2 without any
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assumptions on the inputs.
Since the sensory ROI A and V do not respond or respond very weakly
to the stimulus modality V and A respectively, we do not consider these
events when estimating the parameters of the corresponding ROI. Hence,
for the auditory and visual regions, there are only 20 signals available in
each ROI. On the contrary, all stimuli elicit responses in the motor ROI so
we use all 30 events to compute the mean BOLD response. The input to
the model for all ROIs is also a box function. For the A and V regions,
the on-set time is the mean event time of all the relevant time series.
The on-set time of the input to the motor ROI is considered to be the
mid-time between the mean stimulus and reaction times.
14.4 Hidden State Estimation
Given an fMRI time series yˆ0:T = {yˆ0, yˆt1 , . . . , yˆT} we are interested in an
efficient estimation of the posterior p(z[0,T ]|yˆ0:T ), where the prior p(z[0,T ])
is given by (36) and z[0,T ] denotes the continuous path or process from
time t = 0 to t = T . The likelihood is given by the observation model
(37)-(39).
The posterior or smoothing distribution can be seen as the solution
to a stochastic optimal control problem [37, 73]. Using this relation we
express the problem of estimating the posterior over the neuronal activity
as a Path Integral control problem [71, 72].
Recent results in [115] show that having a sufficiently good parametriza-
tion of the control improves dramatically the efficiency of sampling in
terms of the effective sample size. This efficiency is achieved with an
adaptive importance sampling method called APIS. The sampler learns
iteratively a time dependent feedback controller to adapt the process
such that the likelihood of the samples increase. This in turn reduces
the variance of the importance weights and increases the effective sample
size.
Roughly, APIS works as follows. At each iteration, N samples are
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initialized with a Gaussian prior p(x0). The samples are propagated in
time by integrating the (stochastic) dynamic equations (36)-(38). The
sampled paths
{
zi[0,T ]
}
i=1,...,N
are used to compute statistics over the pos-
terior using the respective importance weights obtained from the likeli-
hood and a quadratic control cost acting as a regularizer of the control
function u(z, t). Using these statistics, the values Iz(t), It(t) are updated
at each time point to estimate the control/input function used in the
next iteration. This is repeated until convergence of the effective sample
size.
In summary, we use importance sampling adaptively to estimate the
hidden diffusion process by regarding the input u(z, t) = Iz(t)z + It(t)
as a control function to be estimated. A good approximation of u(z, t)
allows steering the samples such that the resulting BOLD signal has high
likelihood. We refer the interested reader to [115] for further details.
14.5 Noise Adaptation
One of the features of path integral control theory is that the difference
between the posterior distribution relative to the prior process strongly
depends on the noise level σz. The control is proportional to σz. Thus,
if σz is small, the control will be small and the posterior deviates only
slightly from the prior. This affects directly the likelihood under a strong
model mismatch. For instance, if we do not model any input to the
neuronal system, the prior is the stationary distribution. Ideally, the
controller must adapt the system such that first, the efficiency of the
sampler increases and, second, the model mismatch is overcome. This
requires strong controllers capable of acting as input signals. However,
it is not clear a priori the amount of noise required to obtain sufficiently
strong inputs that give a high likelihood solution.
We propose an approach that achieves an efficient sampling and high
likelihood by starting with a simpler low-noise problem and increase the
noise level by gradient ascent on the log-likelihood function in the di-
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rection of the noise σz. We derive the update rule for σz using the EM
approach.
In its general form, the EM algorithm maximizes iteratively the ex-
pected log-likelihood of the complete data
ϑn+1 = argmax
ϑ
E
[
log p
(
x[0,T ], yˆ0:T |ϑ
) |yˆ0:T , ϑn] .
The expectation is over the posterior p(x[0,T ]|yˆ0:T , ϑn), given by the so-
lution of APIS for a fixed value of the parameters in the n-th iteration.
Due to the Markov property of the SSM, the complete data log-likelihood
separates into three terms involving the logarithm of the prior over initial
conditions, the likelihood of the observations and the transition probabil-
ity between two time slices, all conditioned on the unknown parameters
ϑ.
We only focus on the dynamic noise σz found in the latter term of the
complete data log-likelihood. Hence, keeping all other parameters fixed,
we seek to maximize
Qz(σz, σ
(n)
z ) = E
[
T∑
t=dt
log p (zt|zt−dt, σz) |yˆ0:T , σ(n)z
]
w.r.t. σz, where the sum is over all discretization steps on the interval
(0, T ]. In general, this transition probability can be written as a Gaussian
probability density for sufficiently small dt, giving
log p (zt|zt−dt, σz) = − log σz − [dzt − f(zt, t)dt]
2
2σ2zdt
+ const
where f(zt, t) is the drift of the uncontrolled system, e.g. here f(zt, t) =
−Azt. Thus, the gradient of Qz w.r.t. σz is
∂Qz
∂σz
= −NT
σz
+
1
σ3z
E
[
T∑
t=dt
[dzt − f(zt, t)dt]2
dt
|yˆ0:T , σ(n)z
]
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where NT the number of discretization steps NTdt = T . Using (36),
notice that when sampling with the control function u(zt, t) and noise
σ
(n)
z we have [dzt − f(zt, t)dt]2 =
[
Au(zt, t)dt+
√
Aσ
(n)
z dWt
]2
.
Although the EM algorithm allows for a single step update of the
variance σ2z , the procedure is more stable if we use gradient ascent on σz
whenever the effective sample size is above a pre-defined threshold γσ,
σ(n+1)z = σ
(n)
z + η
Σ(n) − 1
σ
(n)
z
(40)
where η is the learning rate and
Σ(n) =
1
T
E
 T∑
t=dt
[
Au(zt, t)dt+
√
Aσ
(n)
z dWt
σ
(n)
z
]2
|yˆ0:T , σ(n)z

with the expectation over the posterior hidden states given the current
σ
(n)
z .
The update (40) allows to bootstrap APIS without fine-tuning the
noise level for each time series individually, while at the same time ensures
that we learn the best possible control signal that maximizes the likeli-
hood and maintains a predefined level of sampling efficiency γσ. When-
ever the effective sample size is above γσ, we update σz with η ' 0.001.
A small learning rate hinders a sudden drop in the sampling efficiency
and maintains reliable estimates of the controller and the gradients.
15 Results
15.1 Estimating the Hemodynamic Parameters
Given an input, the hemodynamic parameters Ω = (, τs, τf , τ0, α, E0)
determine the delay between the neuronal activity and the BOLD sig-
nal. Similarly, when inverting the system to infer the hidden states and
input, the peak of the mean neuronal activity is determined by the hemo-
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Figure 19: Delay sensitivity analysis for the peak-to-peak time (or de-
lay) D between neuronal activity and BOLD signal for the deterministic
model (36)-(39) with σz = 0 and σy = 0. For each panel, we vary
the corresponding parameter keeping all other parameters fixed to typ-
ical values. The blue line indicates the sensitivity dD/dωi of the delay
for changes in the corresponding parameter ωi ∈ Ω = (, τs, τf , τ0, α, E0).
The red vertical lines are the typical values in table table 2 and τ0 = 1.02,
τf = 2.44.
dynamic parameters. Since the timing of the neuronal peak is a proxy for
the input timing, estimating the parameters of the hemodynamic system
is crucial.
However, not all parameters have a significant influence on the delay
D = tmax,B − tmax,z defined as the difference between the timing of the
peak in the BOLD and neuronal signal zt. Given an input to the neu-
ronal system, this influence can be measured by the change in D when
a single parameter is varied. To show this influence, we compute–by nu-
merical integration–the sensitivity dD/dωi of the delay to changes in the
parameter ωi ∈ Ω.
Figure figure 19 shows this sensitivity for each parameter, keeping all
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other fixed to the typical values in table table 2 together with τ0 = 1.02,
τf = 2.44. It is observed that the neuronal efficacy  has no influence
on the delay of the BOLD amplitude and that, in the neighborhood of
the typical values, the transit time τ0 has the largest sensitivity (lower
left panel), followed by the resting oxygen extraction E0 and the auto-
regulation τf .
We can use the forward sensitivity method to estimate the values
of hemodynamic parameters given the input and fMRI time series. For
simplicity, only two of the three most relevant parameters are considered,
namely τ0 and τf . It turns out that including E0 in the learning procedure
results in local minima if the initialization is far from the ground truth
value of E0. This could be an effect of the insensitivity of the system’s
output to different parameter sets, as explored in [28]. Hence, the resting
oxygen extraction E0 as well as all other parameters will be fixed to their
typical values.
In what follows, the forward sensitivity method for τf and τ0 is ana-
lyzed using synthetic data generated as described in section section 14.3.
In figure figure 20, the parameters are estimated from 10 random initial-
izations. As expected, the estimated parameters are not exactly those of
the ground truth, but all initializations converge to the same values close
to them (left panels). These parameters minimize the neg. log-likelihood
of the data from up to 100 to a value of 23, below that of 24 for the
ground truth (in black, bottom right panel).
In case there is enough information in the data–either from precise
observations (σobs = 0) or when the signal is corrupted by noise but
observed at very high time resolution (TR = dt)–the parameters converge
to the ground truth. Consequently, the error between the learned and
the ground truth signal is less than 3× 10−8 over the entire time interval
(not shown).
Finally, the parameters τ0 and τf are estimated for each ROI using the
mean time series of the first trial. The results are summarized in table 3.
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Figure 20: Forward sensitivity learning: sparse noisy observations (Top-
Left). The blue markers represent the data sampled. The interval be-
tween observations is TR = 0.4. Notice that, although the ML estimates
have some error due to the noisy sparse data, the ML solutions are reli-
able across a wide range of initializations of the parameters.
In the analysis using synthetic data, we observe estimates that are close
to the ground truth value for small observation noise (not shown). Given
that the mean signal over the first trial has little noise, it is expected
that learned parameters result in a small error in the input timing of the
signals estimated from the second trial.
15.2 Nonlinear Deconvolution of fMRI Data
Hidden Neuronal Activity
APIS is applied individually to the fMRI time series of the second trial.
For all estimations, 5× 104 particles are used over 120 iterations to infer
the neuronal activity. Unless stated otherwise all simulations use the
typical values in table table 2, the estimated values in table table 3 and
the noise level is initialized at σz = 0.3.
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A V M
τ0 1.75 1.73 2.00
τf 1.56 2.58 1.32
Table 3: Estimated values of hemodynamic parameters τ0 and τf . These
parameters account for most of the variability in the peak-to-peak delay
between the neuronal response and the BOLD signal. The mean signal
of the first trial is used to estimate these parameters, which are used in
the input timing estimates of the second trial.
Figure 21: Examples of posterior estimates of neuronal activity (blue)
and mean BOLD signal (dashed black). Left axis gives the scale of the
neuronal activity zt and the right the scale of the BOLD signal change.
The green graphs represent the fMRI time series. The black star indicates
the true event timing, while the other markers indicate the estimated
input timing from the maximum neuronal activity. The markers are
coded according to the stimulus modality: blue cross for auditory (A)
stimulus, green dot for visual (V) stimulus and red star for audio-visual
stimulus (AV).
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Figure 22: Examples of posterior mean estimates depending on the noise
level: from the blue solution with σdyn = 0.44 to the brown solution with
σdyn = 1.17. The higher the noise σdyn, the stronger the inferred input
and, thus, the neuronal signal has a larger amplitude (left panel). This
gives higher amplitudes in the corresponding mean BOLD signals (right).
Nevertheless, the width of the resulting neuronal signals does not change
significantly.
Figure figure 21 shows typical examples of the posterior estimates us-
ing APIS. Each column represents a ROI. The markers show the stimulus
time (black star) and the estimated input time. The color of the markers
represent the modality of the stimulus presented (A: blue, V: green, AV:
red). The neuronal signals (blue line) follow very closely the estimated
input due to the short time scale of the system. In addition, they have
large amplitudes and a clear peak around the input timing. This gives
BOLD signals with high likelihood (black dashed lines).
The amplitudes of both, the neuronal and the BOLD signals, depend
directly on the dynamic noise σdyn. In figure figure 22, examples of the
posterior mean estimates of both the neuronal activity and the BOLD
signal are shown for a given time series (green lines with markers). The
noise σdyn varies from 0.44− 1.17, which result in different mean signals
with varying amplitudes, from low to high respectively.
While the maximum of the neuronal activity is a good proxy for
the input timing, the time scale of the true input cannot be captured
by the inferred signal u(zt, t). This is due to the well known low pass-
filter characteristic of the hemodynamic transformation, which makes fast
variations in the neuronal activity have a minor impact on the resulting
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BOLD signal. Hence, although the amplitude of the inferred input in-
creases with the noise level, its width of several seconds remains broad
regardless of the noise, see left panel on figure figure 22. These results
are robust against changes in the model to have faster time scales, for in-
stance a geometric Brownian motion with a non vanishing diffusion term
at the origin, or changes in the time scale A of the neuronal system.
The poor temporal resolution of the neuronal signal resulting from in-
verting the hemodynamic system is confirmed with a random grid search
over the neuronal space at each time point zt to obtain ML-estimates.
Using this method the resulting signal is similar to our results; it has also
a peak centered around the input and its width is several seconds (not
shown). Hence, without explicitly modeling fast changes in the input
over time, the deconvolved signal will not reflect fast fluctuations of the
inputs.
Comparison with Bootstrap Particle Filter-Smoother
In what follows we compare APIS to the vanilla flavor bootstrap particle
filter smoother (FS). The algorithm for FS is implemented as in [85]. We
estimate the smoothing distribution over the neuronal activity using 40
workers with 5000 particles each. The computation of the statistics of
the posterior is parallelized across all workers. Since the effective samples
of the FS deteriorates for early times, the variance of the estimates at
these times is large. For this reason, 100 forward passes on each CPU are
performed to obtain better estimates. The noise level σdyn is set to the
same value (0.39) as the one estimated by the EM procedure for APIS.
Figure 23 compares the estimates from APIS and FS for event #2
in the V ROI. The result shows that the FS has problems estimating a
large, clear amplitude of the neuronal activity due to the strong model
mismatch from the lack of input. In contrast, the control drift u(xt, t) in
APIS accounts for the lack of input in our model, giving a clear peak in
the neuronal activity centered at the event time. Scoring both results in
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Figure 23: Comparison of APIS vs the vanilla bootstrap filter-smoother
(FS). The left y-axis shows the strength of the neuronal activity zt, while
the right axis the BOLD response change. The jittered lines are the
neuronal activity estimates of APIS (blue) and FS (black). The thick
continuous lines are their corresponding BOLD response. Notice the low
amplitude of the FS estimates. This results in a negative log-likelihood
score of 374; much higher than the score for APIS with 97.
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Figure 24: Performance summary of timing estimates for APIS. Synthetic
data is used to define a reference empirical distribution of timing errors
(left box plot). The hemodynamic model is estimated using trial 1 and
trial 2 is used to evaluate the generalization of the deconvolution to
unseen data. Although the variation in the inter-quartile range is up
to 62% higher than that of the reference distribution, over 75% of the
error in both trials lie within the range of the reference distribution and
all third quartiles lie around TR = 0.4. The median values lie within
the third quartile of the reference distribution. Notice that the models
estimated in trial 1 generalize well in trial 2.
terms of the negative log-likelihood, the FS has a much higher score of
374 compared to APIS with 97. Hence, the FS samples represent poorly
the data and are bias towards the prior stationary distribution given by
the uncontrolled dynamics.
Validation via Input Timing Estimates from Single Event fMRI
Time Series
As an indication of the performance of the proposed deconvolution, we
consider box plots representing the empirical distribution over errors be-
tween the estimated timings and the actual event time. Comparing these
distributions with the "reference" empirical distribution obtained from
synthetic data gives us an idea of how well the deconvolution procedure,
together with the parameter estimates, extracts timing information at
the neuronal level.
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For the error distribution from synthetic data, we generate 30 time se-
ries with the same characteristics of the real data (TR, BOLD change am-
plitude, trial length, etc) using the same ground truth as in section 14.3
but with a neuronal noise of σz = 0.01. To infer the neuronal signals,
the same algorithmic parameters are used in synthetic and real data.
Figure figure 24 shows the box plots for the synthetic data, the com-
bined errors for the sensory ROIs and the errors from the motor ROI in
each trial. We consider the sensory regions and the motor region sepa-
rately because the inputs to the sensory ROIs are exactly the visual and
auditory cues, which are known with precision, while the inputs to the
motor ROI are less certain. The first box plot on the left side shows
that even in the idealized case of having the exact hemodynamic model,
the estimated timings have a median error of 0.18 with an inter-quartile
range of [0.08, 0.28]. This is to be expected due to the noise in the sys-
tem. The median error in both trials lies between [0.22, 0.28] and thus
within the third quartile of the reference distribution. Interestingly, the
median of the sensory ROIs have very similar values about 23% higher
than that of the reference, but the median of the motor ROI is in both
trials are up to 50% higher. Nevertheless, in all cases more than 75% of
the errors lie within the range of the reference distribution and there is
an overall count of only 7 outliers. All third quartile values in both trials
lie around the TR value.
Although in both trials the variation in the error is about 62% higher
than in the reference distribution, we observe consistency between the
trials. Hence, the parameters estimated in the first trial generalize well
in the second trial. The source of the higher error is probably due to
both, a bias in the estimation of the hemodynamic system and a large
variance in the data, possibly from the effects of the neuronal noise on the
BOLD response, as this can be observed in synthetic data (not shown).
These results show that APIS is capable of extracting timing infor-
mation with a very high resolution, well beyond the typical time scales
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of the hemodynamic transformation and the TR. Even more, comparing
the error obtained from 2 different trials from the same subject–one used
to fit the model–it is possible to assess the generality of the estimated
model.
16 Discussion
In this article, the adaptive importance sampler APIS [115] is applied to
fMRI data obtained during a reaction time experiment to infer the latent
neuronal activity in the visual, auditory and motor ROIs. In addition,
APIS is extended by an EM-based procedure to increase the neuronal
noise in the system such that signals with high likelihood can be in-
ferred while maintaining the sampler at a fixed efficiency. We show that
this procedure is capable of compensating for signals not included in the
model to obtain accurate results. In this case, the input to the ROI is
disregarded in the reconstruction of the latent neuronal activity and the
aim is to obtain accurate absolute timing estimates of the events as a
way of validating the method on real fMRI time series. Accuracy is mea-
sured in terms of the empirical distribution of the error in input timing
estimates compared to a reference distribution obtained from synthetic
data given the ground truth model. Moreover, our method shows a clear
advantage over particle methods in terms of efficiently minimizing the
variance of the neural estimates and the negative likelihood.
In some cases, the ML-estimates of the hemodynamic parameters re-
sulted in a higher error in the event timing estimates of trial 2. One
source of error is a bias in the model caused by a distortion of the mean
signal used in training due to outliers in the data. To avoid this effect,
it might be wise to consider neuronal noise in the model estimation pro-
cedure and obtain ML-estimates for each time series individually. For
this, APIS can be merged readily with the Forward Sensitivity method
to jointly estimate parameters and hidden states.
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Another source of bias in the timing estimates can be caused by a fine-
tuning problem where other hemodynamic parameters must be learned.
Since the application of the Forward Sensitivity method is cumbersome
for larger number of parameters, other possible modifications of the joint
estimation procedure exist. For instance, the addition of a small noise
signal to the hemodynamic system allows the implementation of the EM
algorithm on the full system. In this case, the parameters are updated
with the gradient of the state transition density under the posterior statis-
tics. This gives simpler learning rules than the Forward Sensitive method,
but it requires the estimation of a control signal for each additional noisy
degree of freedom. Nonetheless, APIS has the additional benefit that
non-neuronal sources in the hemodynamic response could be detected
in a fully controlled setting because, as shown here, hidden signals that
are not modeled can be captured by the controller. An additional ad-
vantage, albeit the higher computational effort required, is the better
behavior of the effective sample size, which is higher and less sensible to
changes in the neuronal noise. In this work, however, we consider only a
1-dimensional linear feedback controller for simplicity.
Interesting parallels to our case study are found in [61] and more re-
cently [128]. In the former, toy data was used to analyze their proposed
method for short stimuli of about 200 ms. Interestingly, the cubature
Kalman Filter-Smoother (SCKS) presented there obtained similar broad
neuronal signals, but there was no report on the accuracy of the input
timing estimates. In the latter article, a non-parametric approach was
used to evaluate the susceptibility of the SCKS to over-fit the data. Both
methods were applied to fMRI time series obtained during the presenta-
tion of visual stimuli with a duration of 2 s. In this case too, the SCKS
estimates had clear peaks in the neuronal response around the stimulus
timing, but the stimulus duration was one order of magnitude larger than
in our case study and there was no report on precise input timing esti-
mates. Hence, these methods were tested in a different dynamic regime
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of the hemodynamic transformation than here. On the contrary, in our
case study both aspects–short stimuli and real fMRI data–are combined.
The lack of direct measurements of the neuronal activity makes it dif-
ficult to assess the quality of any estimation, but the theoretical deriva-
tion of APIS ensures the optimality of the posterior estimates given the
model and a sufficiently high number of effective samples. Although we
recognize the need to compare our proposed method with interesting
alternatives, a fair comparison is difficult because the accuracy of the
different methods in different dynamic regimes is not known and there
is no ground truth available. Thus, it is important to clarify which of
the available methods are good approximations for the different stimuli
modalities and dynamic regimes of the nonlinear hemodynamic system,
and how they compare to our adaptive importance sampling method,
which is applicable in any dynamic regime. Hence, finding good bench-
marks for all methods with many types of stimulus modalities is urgently
needed and an extensive comparison of alternative methods should be
addressed in future work. In this analysis, the question of how accurate
the Gaussian approximations are in the different dynamic regimes would
require special attention.
To overcome the lack of a ground truth, the proposed method was
validated by its ability to directly extract timing information out of the
time series. Inferring the timing of a stimulus shorter than the TR of
the acquisition requires very precise estimations of the neuronal activ-
ity, specially if very fast changes are suppressed by the hemodynamic
transformation and the only retrievable information are signals with a
temporal resolution an order of magnitude larger. Hence, we believe
that the proposed analysis can serve as a benchmark on the precision
of timing information retrieval for deconvolution methods of fMRI time
series.
Finally, the proposed method can accommodate any nonlinear model
that can be formulated as a stochastic differential equation, for instance
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the recent model [62]. Moreover, the model can be easily extended to
accommodate context dependent connectivity and other confound sig-
nals like heart rate or head motion. This generality and flexibility to-
gether with the demonstrated accuracy and efficiency makes the proposed
method an interesting alternative to other nonlinear deconvolution meth-
ods for event related and resting state fMRI data.
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Part V
Effective Connectivity from
fMRI Data
This chapter is adapted from HC Ruiz Euler and HJ Kappen. Effective Connec-
tivity from Single Trial fMRI Data by Sampling Biologically Plausible Models.
Submitted to NeuroImage Journal, 2018.
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Abstract
The estimation of causal network architectures in the brain
is fundamental for understanding cognitive information processes.
However, access to the dynamic processes underlying cognition is
limited to indirect measurements of the hidden neuronal activity,
for instance through fMRI data. Thus, estimating the network
structure of the underlying process is challenging. In this article,
we embed an adaptive importance sampler called Adaptive Path
Integral Smoother (APIS) into the Expectation-Maximization al-
gorithm to obtain point estimates of causal connectivity. We
demonstrate on synthetic data that this procedure finds not only
the correct network structure, but also the direction of effective
connections from random initializations of the connectivity matrix.
In addition–motivated by contradictory claims in the literature–
we examine the effect of the neuronal time scale on the sensitivity
of the BOLD signal to changes in the connectivity and on the
maximum likelihood solutions of the connectivity. We conclude
with two warnings: First, the connectivity estimates under the
assumption of slow dynamics can be extremely biased if the data
was generated by fast neuronal processes. Second, the faster the
time scale, the less sensitive the BOLD signal is to changes in the
incoming connections to a node. Hence, connectivity estimation
using realistic neural dynamics time scale requires extremely high
quality data and seems infeasible in many practical data sets.
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Introduction
In recent years, the field of neuroimaging has seen a rapidly increasing
interest in effective connectivity estimations from functional magnetic
resonance imaging (fMRI) data. Although this data acquisition method
is very powerful to investigate human brain function by identifying brain
regions that are active during perceptual or cognitive tasks, fMRI time
series are an indirect, delayed and blurred measurement of the actual
signal of interest, the latent neuronal activation of a specific region of
interest (ROI). Thus, estimating the underlying connectivity is challeng-
ing.
Roughly speaking there are two approaches to this problem based on
the distinction between functional and effective connectivity. The first
approach seeks to estimate the temporal correlations between separable
ROIs [42]. Examples of these, which are known to correctly estimate the
network structure, are partial correlation, regularized inverse covariance
and some Bayes net methods [127].
These symmetric measures, however, have no information about the
directionality of the connection, i.e. the influence that one node exerts
over another. This "effective" connectivity is in general harder to esti-
mate but it is often of great interest. We can distinguish between two
families of approaches; purely data-driven methods that attempt to infer
directionality directly from the time series using statistical measures and
methods based on dynamic models that seek to find a forward model to
fit the data.
Purely data-driven methods fall generally into three classes. First,
lag-based methods, e.g. Granger causality [57, 53, 40], are variations of
the well-known auto-regressive models. In this framework one considers
the similarity between a pair of time series, one of which is shifted in
time. If the lagged time series helps predict the zero-lagged time series,
then a causal relation is inferred. A second family of methods is based
on the concept of conditional independence and follow the ideas from
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structural learning in Bayes networks [66, 110]. The third class considers
higher order statistics to infer causality. For instance, Patel’s τ approach
measures the asymmetry between the conditional probabilities of func-
tionally connected nodes. If the activation probability of a node 1 given
node 2 is larger than the activation probability of node 2 given node 1,
this is interpreted as a directed connection 2→ 1 [106]. Although many
of these methods are widely used, the estimation of directed connectivity
proves difficult with these methods [127].
Dynamic model methods frame the inference problem as a state-space
model (SSM). The latent states are the dynamic degrees of freedom of
the process underlying the data. Hence, in general, estimating the pa-
rameters of the model requires also the estimation of the hidden process,
which is in most cases analytically infeasible and some approximations
are needed. Once the latent process estimation is addressed, one typ-
ically uses the Expectation-Maximization (EM) algorithm in either its
Maximum-Likelihood (ML) or variational Bayes versions [121, 118].
For fMRI data, model-based methods usually distinguish themselves
in the approximations they make of the dynamic system or the latent
process estimation (E-step). For instance, in [118] the fMRI time series
is modeled as a linear convolution of the bilinear latent system with the
canonical hemodynamic response function (HRF) and its time derivative
[107]. This approximation allows using the Kalman smoother for the
E-step.
On the contrary, dynamic causal modeling (DCM) uses a biologically
plausible nonlinear model for the hidden process. Here, the neuronal ac-
tivity is given as a bilinear system coupled to the Balloon model describ-
ing the nonlinear relation between blood flow and volume [14, 90, 48]. In
addition, the fMRI observations are modeled as a nonlinear function of
the hidden variables. Hence, to deal with the nonlinearities of the biolog-
ical model, DCM resorts to either a Volterra expansion of the dynamic
system or the generalized filtering method [45, 41, 47].
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In addition, DCM uses a Gaussian approximation of the posterior
over the parameters and its mean and covariance are estimated using
EM update rules. For this, the adjacency matrix is specified beforehand,
effectively imposing a strong prior on the connectivity of the system.
Using the log-evidence, the proposed models are scored to find the best
model amongst them [47]. Although DCM has been widely used, con-
cerns about this approach have spurred a discussion about its feasibility
and validity due to the combinatorial explosion of the network structure
and the apparent inability of the scoring procedure to distinguish between
generally accepted networks and randomly generated ones [89, 9, 39].
In this article, we present an alternative method for connectivity es-
timation. Our approach is similar to DCM in the sense that it uses the
same model but differs in two important ways. First of all, in the E-step
the full posterior over the latent process is estimated using an optimal
control approach that was first introduced in [115]. Second, in the M-step
the connectivity is optimized without prior assumptions as in [47, 45].
The Monte Carlo estimates involved in these steps are the only approxi-
mations required and it is proven to work for nonlinear deconvolution of
fMRI time series [116].
We show using synthetic data that the connectivity estimates ob-
tained are close to the ground truth and that adding a small L1-regularization
on the connections is beneficial to obtain sparse estimates that generalize
better on unseen time series. Furthermore, the proposed method obtains
estimates from single event fMRI time series that are robust against ran-
dom initializations of the connectivity matrix.
In addition, we study the sensitivity of the BOLD signal depending
on the neuronal time scale and the effect of this parameter on the con-
nectivity estimates. This analysis is motivated by the different claims
about the value of the neuronal time scale in the literature. For instance,
[127] used a time constant resulting in a mean neural lag of 50 ms and
it is argued that this value is towards the upper limit of observed lags
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in general. Contrary to this claim is the assumption made in the DCM
literature, where it is argued that the scale ought to be of order 1 s
[45, 47].
We observe a significant effect of the neuronal time scale on the con-
nectivity estimates and a remarkable lower sensitivity of the BOLD signal
to changes in the connectivity for fast neuronal dynamics. Hence if the
underlying neuronal processes are fast, the quality of the data must be
significantly higher to obtain reliable, unbiased estimates of the effective
connectivity.
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17.1 Modeling fMRI Data
Similar to the previous chapter IV, we consider the fMRI forward model
as a network of m regions z = (z1, z2, . . . , zm) that follow stochastic
dynamics given by
dzt = A(Czt + u(zt, t) + BIt)dt+
√
AσzdWt (41)
where dWt ∼ N(0, dt) is a m-dimensional Wiener process with vari-
ance17 dt = 0.01 and σz > 0. The parameter A sets the time scale of the
neuronal response, while the connectivity matrix C has diagonal with
−1 and off-diagonal elements |Cij| ≤ 1, i 6= j. This form assumes that
the fastest scale is the within-node temporal decay. Contrary to DCMs,
the input strength has been rescaled such that the stationary point of
the system with non-zero constant input is independent of A. Hence,
the inverse time scale A determines only how fast the neuronal system
follows the input.
Notice that we define the process in equation (41) to have an unknown
function u(z, t). This function is the importance sampling controller
17In all our simulations we used this discretization step unless stated otherwise.
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Parameter Value Parameter Value Parameter Value
A 1 Hz σz 10−3 B 2.5
 0.8 E0 0.4 α−1 0.32
τs 1.54 k1 7E0 V0 0.018
τf 2.44 k2 2 µz,s,0 0
τ0 1.02 k3 2E0 − 0.2 µf,q,v,0 1
σz,0 σz/
√
2 σs,f,q,v,0 TBD σy 0.002
Table 4: Parameters for the neural dynamics and for the BOLD trans-
formation.
learned with APIS. Here, it is chosen to have the simple form u(z, t) =
az+bt with a a constant and bt a time varying function. We assume that
the external input It and its strength B are known.
Each node’s activity zi is coupled to a nonlinear deterministic sys-
tem modeling the hemodynamic transformation equation (37) and equa-
tion (38) which results in the BOLD signal y(t) given by equation (39).
For simplicity, we assume the same hemodynamic transformation for all
nodes since our focus is on connectivity estimates. The parameters are
found in [48]. A summary of all the values used in this article is given in
table 4, unless a different value is stated explicitly. For now, we restrict
our attention to slow neuronal processes with a neuronal lag of A = 1Hz,
which is around the typical values in the literature on effective connectiv-
ity, e.g. [45, 47]. The input strength B is chosen such that the resulting
amplitude of BOLD responses are around 2-4%. The prior distribution
is the same as in the previous chapter.
Now that the model has been described, we proceed with a more
detailed explanation of the parameter inference procedure given by the
EM-algorithm.
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17.2 EM-algorithm for Time Series
The Expectation-Maximization algorithm [27] is an iterative method to
find maximum-likelihood or maximum a posteriori (MAP) estimates.
There are several applications to state space models (SSM), e.g. [123].
In its general form, its objective is to maximize a lower bound of the
marginal likelihood p(y0:T |θ) =
´
dz[0:T ]p(z[0:T ], y0:T |θ) where y0:T = {y(tk)|k =
0, . . . , K} is the time series, θ the set of parameters to estimate and
z[0:T ] = {zt|t ∈ [0, T ]} are the hidden (continuous) processes underly-
ing the observations. For any probability density q(z[0:T ]) we get from
Jensen’s inequality
log [p(y0:T |θ)] ≥ −DKL
[
q(z[0:T ])||p(z[0:T ], y0:T |θ)
]
where DKL
[
q(z[0:T ])||p(z[0:T ], y0:T |θ)
]
is the Kullback-Leibler (KL) diver-
gence. Hence, the variational density q(z[0,T ]) must be optimized to
tighten this inequality. It turns out that the optimal variational density
q(z[0:T ]) for a fixed value of the parameters θ = θ˜ is precisely the posterior
p(z[0:T ]|y0:T , θ˜) [100]. Hence, given an initial value θ˜, the objective is
θ∗ = argmax
θ
[
−DKL
[
p(z[0:T ]|y0:T , θ˜)||p(z[0:T ], y0:T |θ)
]]
(42)
This algorithm entails two steps in each iteration. First, the E-step is
used to obtain expectations with respect to the posterior over the latent
process z[0,T ]. Then, the M-step is a gradient update to maximize the
objective function with respect to the parameters in question.
E-step: APIS
Given the above model, we can sample from the posterior using APIS.
This adaptive importance sampling method samples N trajectories, or
particles, by forward integration of (41) and (37)-(39) initialized with
u(z, t) = 0. Then, a total cost Sξ is assigned to each hidden process ξ
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[51, 71, 73] via
Sξ = −
ˆ T
0
dt log
[
g(y0:T |z(ξ)[0,T ])
]
− 1
2
A
σ2z
(u
(ξ)
t )
2 −
√
A
σz
u
(ξ)
t dW
(ξ)
t
where dW (ξ)t denotes the noise realization of process ξ, u
(ξ)
t = u(z
(ξ)
t , t)
and g(y0:T |z(ξ)[0,T ]) is the likelihood with respect to the latent process z(ξ)[0,T ]
given by equation (39). We call the first term of Sξ the "state cost"
of particle ξ. The negative of the total cost exponentiated gives the
un-normalized importance weight used in the Monte Carlo estimates to
learn the control function u(z, t). After u(z, t) is updated, it is used
to sample again forward particles. These steps are repeated until the
effective sample size (ESS) converges or reaches a predefined value. For
details on APIS we refer the reader to [115].
APIS not only increases the efficiency of sampling, but it also min-
imizes the mean cost S of the particle ensemble. This ensures that the
posterior neuronal and BOLD signals give the best possible fit, even if
there is a strong mismatch between the model and the ground truth [116].
In addition, the control appears in the computation of the gradients of
the KL divergence, giving reliable Monte Carlo estimates in the M-step.
For a 3 node network, we use N = 20000 particles over 500 iterations
to ensure that the scheme has sufficient time to bootstrap the E-step
and converge to the MAP connections in the M-step. Depending on the
initialization, the estimations can take more or less iterations, but we
find that this number allows for convergence in most cases. A learning
rate of ηE = 0.1 achieves a fast bootstrapping while maintaining the
estimations of the control signals stable. For the annealing threshold we
use γE = 0.02− 0.03, corresponding to 2-3% of effective samples used for
the estimations during bootstrapping.
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M-Step: Gradient Ascent in the Connectivity
In the M-step, we maximize equation (42) with respect to the connectiv-
ity matrix C and assume that all other parameters have correct values.
Since C is assumed to be time independent, this optimization requires
estimates of zt at all time. Thus, we wish to maximize at the n-th itera-
tion,
Qn(C) =
T∑
t=dt
E
{
log [p(zt|zt−dt, C)] |y0:T , C(n)
}
where the expectation is over the posterior latent process. Using equa-
tion (41) and the conditional independence of the components zit given
zt−dt, the above results in
Qn(C) =
T∑
t=dt
m∑
i=1
E
{ −1
2σ2zdt
(
dzit − Fi(zt, C)dt
)2 |y0:T , C(n)}
where F (zt, C) = A(Czt + BIt). With ∂ikF := ∂F/∂Cik = Azkt and
dzt − F (zt, C)dt = Autdt+
√
AσzdWt we finally obtain
∂ikQn =
T∑
t=dt
E
{
A
σ2z
(
Auitdt+
√
AσzdW
i
t
)
zkt |y0:T , C(n)
}
.
This gradient is used to update the connectivity at each iteration,
C
(n+1)
ik = C
(n)
ik + ηM∂ikQn
where ηM is the learning rate.
Note that both the E- and the M-step involve optimization. In the
E-step we optimize the importance sampler for given C(n). In the M-step,
we optimize C(n). In practice, we find that it is beneficial to wait until
the ESS in the E-step is sufficiently high. This is ensured by imposing
a threshold γM on the ESS above which the connectivity is updated.
Empirically, it is found that γM ∈ [2γE, 5γE] and a learning rate of ηM =
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0.01 work well. The latter is usually found such that after each update,
the ESS takes only few iterations to reach γM again. Naturally, there
is a trade-off between large updates of the connectivity and the stability
of the ESS. In addition, we use momentum with a rate of κ = 0.9 to
improve the gradient ascent procedure.
Remember that the within-node time scale is assumed to be the
fastest time scale in the network and all nodes have the same value.
Hence, we fix the diagonal elements of C to −1. Although they are not
optimized, the above procedure can be readily extended to estimate these
elements as well.
The initial random matrices for n = 0 are generated with the following
procedure similar to [89]. First, on-edges are sampled with probability
p1 = 0.5. This gives a random graph that defines the adjacency matrix,
i.e. the directed connections among the ROIs. Then, the strength of
these connections are randomly chosen from a uniform distribution on a
small interval [c, d] where |c| , d ≤ 1. Here, the bound on the strength are
chosen to be c = −0.5 and d = 0.5. This ensures that the sampled matrix
has negative eigenvalues with very high probability, which is important
to guarantee the stability of the latent process. The resulting matrix
is accepted if all eigenvalues are negative, otherwise, the procedure is
repeated.
17.3 Studying the Effects of the Neuronal Time Scale
on Effective Connectivity Estimates
The use of slow dynamics for the neuronal processes underlying fMRI
data is argued in [47], but it stands in contrast to the case studied in
[127] with a neural lag of approximately 50 ms, corresponding to A =
20 Hz. This is a significant difference in the assumptions made on the
generative process of the data, hence, it is important to understand the
consequences of these assumptions for effective connectivity estimates.
For this, we study two important effects that depend on the time scale of
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the neuronal activity, the sensitivity of the BOLD response to changes in
the connectivity and the maximum-likelihood solutions under different
assumptions of the time scale.
As a measure of sensitivity, the difference in the mean and variance
of the posterior BOLD between two significant different models is com-
puted. We call this difference the "sensitivity" of the mean sµ and vari-
ance sσ respectively. Hence, if the change in the response is large when
moving from one connectivity model to another, we say that the system
is highly sensible to changes in the connectivity. On the contrary, small
changes in the BOLD response will make the discrimination between
connectivity models more difficult.
In addition, the inverse time scale A not only affects the sensitivity
of the BOLD response, but also its overall shape and delay. This could
have significant effects on the connectivity estimates. Thus, we study
the solutions depending on the assumed neuronal time scale given that
the underlying generative process has fast neuronal activation, i.e. we
consider a model mismatch between the ground truth inverse time scale
AGT and the assumed one for the reconstruction of the network A.
For simplicity, we consider the deterministic system because we find
that the variance of the posterior contributes marginally to the neg. log-
likelihood (sσ  sµ) and the posterior mean follows the same dynamics
as the deterministic system for sufficiently small noise levels. Hence,
since the only randomness is in the observations, we do not use the EM
approach described above. Instead, we use a brute force search on the
neg. log-likelihood landscape. This approach requires the discretization
of the connectivity space and, for each grid point, the integration of the
full system on the time interval [0, T ].
In this analysis, consider for the ground truth a chain network I →
1 → 2 → 3 with connectivity matrix CGT,c and input I. To lower the
computational effort in finding the connections we restrict the problem by
fixing all connections but two, say (C31, C32). The brute force approach
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even in this restricted scenario is computationally too expensive to study
the grid search solutions for a large number of time series. Hence, the
search on this plane is constrained further to the line C31 = −gC32+h on
which, given the input, the fix point of the neuronal system is invariant
to changes in the connectivity. This constrain gives g = (CGT,c)23 and
h = g · (CGT,c)32.
To see this, consider the fix point solution z∗ of equation (41) with
u(z, t) = 0, σz = 0. For node 3, the dependence of z∗3 on the connections
(C31, C32) is given by z∗3 = [gC32 + C31]z∗1 , where z∗1 is the fix point
of the activity in node 1. Keeping the input fixed sets the value of
z∗1 , so z∗3 will be completely determined by the proportionality factor
h = gC32 + C31. By setting h = g · (CGT,c)32, we ensure that the fix
point of the system remains constant at the value of the ground truth
while we vary the connections on this line, which we call the z∗-line.
Hence, the only relevant information to differentiate between connections
is in the transients given by the values on this line. We will denote
estimates obtained by the brute force search on the z∗-line as grid search
connections to distinguish them from the EM approach described above.
For a validation on this procedure we refer the reader to the appendix.
We use the grid search on two studies on the effect of the neuronal
time scale on the grid search connections and the measurement precision
needed to obtain reliable connectivity estimates. In these studies, we
perform a brute force search on the z∗-line as follows. Given a value C32,
we integrate the system to obtain the BOLD response, which is used to
compute the log-likelihood and find the grid search solution of 1000 noise
realizations, first keeping σy fixed and varying A, then keeping A fixed
to the correct value AGT and varying σy.
Notice that the variance observed in this analysis is clearly an un-
der estimate of the true variance of the grid search solutions in the
full connectivity space, because we restricted ourselves to a single line
C31 = −gC32 + h in this space. However, the results of this analysis cap-
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ture already the consequences of fast neuronal dynamics for connectivity
estimates.
18 Results
18.1 Single Trial Estimates of Effective Connectivity
from Slow Neuronal Activation
In the following analysis we consider two connectivity structures with dif-
ferent topologies with no bidirectional connection, a chain network CGT,c
and a triangle network CGT,∆. In both cases, we consider an external
input to node 1 given by a box-car function It,1 = Θ[t − ton]Θ[toff − t]
where (ton, toff ) = (3.2, 4.70) seconds and Θ is the Heaviside function.
To generate the data from both examples CGT,c and CGT,∆, the systems
are integrated forward T = 16 seconds with the initial state set to the
mean value µ0. In each case, the response signals of the nodes are sub-
sampled with a TR = 0.4 seconds, resulting in 3 time series each with 41
observations corrupted by Gaussian noise (σy = 0.002). This noise level
is chosen to be 5-8% of the BOLD change, roughly the same as in [47].
We illustrate how the EM-algorithm together with APIS obtains the
correct directed edges. Since sparse networks are assumed, we use an
L1-regularization term Σi,jλL1 |Cij| in equation (42).
For the first example, we consider the chain network with connections
CGT,c =
 −1 0 00.5 −1 0
0 0.75 −1
 .
In figure 25, the connectivity estimation for the chain network CcλL1=0.05
is shown over iterations. In this case, we choose a regularization of
λL1 = 0.05. Each graph in the panels corresponds to a different ran-
dom initialization of the connectivity matrix. At the beginning, the con-
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Figure 25: MAP-solutions for chain network: The figure shows the con-
sistency of the estimation procedure against random initializations of the
connectivity matrix. Each line represents the estimation procedure over
iterations of a randomly initialized example. The regularization strength
is set to λL1 = 0.05. All runs converged to the same matrix CcλL1=0.05.
The estimated connections are not identical to the ground truth because
of the finite data used in reconstruction. However, the qualitative struc-
ture of the network, including which connections are present and their
directionality, is correctly reconstructed. On the lower right panel only
an example of the upper off-diagonal connections is shown. In all cases
they are estimated to vanish with very high precision.
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nections do not change because the sampler must learn an appropriate
controller to bootstrap the procedure. Once the controller is estimated
with sufficient accuracy, the ESS surpasses a threshold and the connec-
tivity is updated via gradient ascent, hence the sudden jumps in the
connections. After a few jumps, the learning procedure stabilizes and
the connections are updated at each iteration. In most cases, it takes
around 200-250 iterations to converge to the MAP solution.
The ESS after convergence of most examples increased from less than
1% to higher than 90% of total particles used. The mean state cost of the
sampled process E
(
log
[
g(y0:T |z[0,T ])
])
decreased in all cases from around
1000 to 68, meaning that the model found fits the data well.
Notice that the randomly initialized matrices converged all to the
same values close to the ground truth. The connection Cc31 is sufficiently
weak and could be regarded as non existent since the other estimated
connections dominate by an order of magnitude. The underestimation of
the connection Cc32 can be understood from the L1-penalty in the M-step
to obtain sparse solutions. This regularization shrinks the connections by
penalizing their absolute value. In turn, this shrinkage is compensated by
an increase in the other incoming connection to node 3 to reduce the state
cost, i.e. Cc31 becomes non-zero. This hints to a strong regularization.
To see the effect of strong regularization, we study the dependency of the
solutions on the regularization strength λL1.
For a fixed initialization of uncoupled nodes Cc0 = −13×3, the con-
nections of the chain network are estimated using different values λL1 ∈
[0, 0.1]. The analysis shows–left panel of figure 26–that the ground truth
connections (black dashed line) are consistently revealed across a wide
range of λL1-values. As expected, zero regularization gives small non-zero
contributions in edges that would not be allowed, but still the ground
truth connections are easy to differentiate. Hence, although the L1-
regularization is not crucial in this example, we see that applying a small
regularization helps shrinking the value of non existent connections to-
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Figure 26: MAP-solutions for chain network vs L1-regularization
strength: a small amount of regularization λL1 = 0.01 improves the
estimation of the connectivity compared to the unregularized case. The
mean validation error of the BOLD signal over 20 new time series de-
creases compared to the unregularized case but increases rapidly with
stronger regularization (right). Taking the connectivity at the minimum
of the validation error gives us a connectivity with a small error relative
to the ground truth connection (black dashed line, left panel)
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wards zero, which improves the estimate of the network making it gen-
eralize better, as seen on the right panel of figure 26, where the mean
validation error is shown.
To estimate the validation error we generate 1000 new time series
using the ground truth connection and computed the mean negative log-
likelihood or sate cost of the response obtained from each connectivity.
This is a measure of how well our estimates fit the new data. We observe
a decrease for weak regularization λL1 = 0.01 vis-à-vis the unregularized
case and a strong increase in the validation error for increasing λL1. From
the minimum of this profile, we conclude that a weak regularization is
beneficial, in this case using λL1 = 0.01 we obtain a solution pinpointing
the ground truth to
CcλL1=0.01 =
 −1 0 00.45 −1 0
0 0.78 −1
 .
Finally, we proceed with the estimation of the triangle network
CGT,∆ =
 −1 0 00.5 −1 0
0.375 0.5 −1

to show that we obtain again the ground truth structure with a small
regularization of λL1 = 0.01. In figure 27, we observe a robust estimation
against random initializations of the connectivity matrix and a clear dis-
tinction between correct and incorrect edges and directions. In this case,
all estimated connections are around
C∆λL1=0.01 =
 −1 0 00.48 −1 0.03
0.41 0.4 −1
 .
Interestingly, in this case the overestimated connection is C∆23 with
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Figure 27: Triangle network with similar connection strengths as the
chain network: Although in this case the network is fundamentally dif-
ferent to the chain network, the MAP-solution is again robust against
random initializations of the connectivity and we can clearly distinguish
the causal directions.
the same order of magnitude as C∆31 in the previous example. Again, we
may vary λL1 to select its value by cross validation.
18.2 Identifying Networks with Fast Neuronal Acti-
vations
BOLD Sensitivity to Changes in the Connectivity Diminishes
with Fast Neuronal Dynamics
The connectivity estimation above assumed that the temporal scale of
the neuronal dynamics is of the order of a second. Here, we study the
sensitivity of the BOLD response to changes in the connectivity as a
function of A. We consider 3 different time scales A = 1, 5 and 50. The
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Figure 28: Sensitivity of the BOLD posterior to changes in the connec-
tivity. Notice that the change in the variance of the posterior BOLD
(right) is five orders of magnitude smaller than the change in the poste-
rior mean (left). Hence, faster neuronal activity implies less sensitivity of
the BOLD signal to changes in the connectivity. The dashed black line
is the noise level σy = 0.002 of the data generated with CcGT .
neuronal noise level σz = 0.01 is chosen such that the prior process has a
standard deviation of 0.7%. The learning rate of APIS has to be adapted
for the different values of A, roughly with the relation ηE = 0.1/A. All
other parameters of APIS are kept fixed.
Given the data generated by the chain network CGT,c, the posterior
statistics of the BOLD signal are estimated in two extreme cases using
APIS; one case defines the structure 3← 1→ 2 and the other is close to
the ground truth CGT,c. The connectivity matrices are chosen such that
the only difference to the ground truth are the connections into node 3,
C1 =
 −1 0 00.5 −1 0
0.375 0 −1
 ; C2 =
 −1 0 00.5 −1 0
0.06 0.63 −1
 .
In figure 28, we show the sensitivity of the BOLD response in node
3 when changing the connections from C1 to C2. We appreciate two
characteristics of the posterior BOLD response.
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First, on the right panel, it is apparent that the variance of the signal
has little sensitivity to the connectivity, with a change several orders of
magnitude smaller than the change of the mean signal on the left. This
suggests that–for small neuronal noise–the contribution of the variance
to the identification of the connectivity is marginal and we can focus on
the mean signal, which is equal to the BOLD signal of a deterministic
system.
Second, on the left panel, for slow dynamics the amplitude of the
mean signal change is larger than the observation noise level σy. How-
ever, already for A = 5 the sensitivity decreases below the observation
noise and it becomes an order of magnitude smaller for large A. Hence,
the faster the neuronal dynamics, the less sensible the BOLD response
becomes to changes in the connectivity. The lack of sensitivity for faster
time scales implies flat likelihood functions that contain no information
to differentiate connectivity structures. Thus, A should be sufficiently
small such that the sensitivity is higher than the observation noise. This
seems to be a fundamental problem to reconstruct connectivity.
One solution to this problem is more data, which effectively reduces
the measurement noise. Another, option is to reconstruct with small A
and hope for the best. Thus, we study the grid search solutions obtained
for different inverse time scales A by the brute force search described
before.
Connectivity Estimates Depend on the Assumed Neuronal Time
Scale
We study now the connectivity estimates as a function of the inverse
neuronal time scale A. For each value of A, we find the connections
from 1000 different time series with the ground truth given by the chain
network CGT,c with the same parameters as before but AGT = 35. Figure
29 shows the mean and standard deviation of these estimates. Taking
the amplitude of sµ in figure 28 as a rough upper limit for the noise level
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Figure 29: Connections obtained via grid search vs inverse time scale A
for σy = 0.0002 (top) and σy = 0.002 (bottom). Left: Mean (solid) and
standard deviation (dashed) of grid search solutions on C31 = −gC32+h
over different realizations of the observation noise. All connections are
fixed besides the in-connections C32, C31 to node 3. The horizontal black
lines are the values of the ground truth connections at C32 = 0.75 and
C31 = 0. Right: The averaged minimum of the neg. log-likelihood
function for each inverse time scale. The ground truth is given by the
model described in section 17.1 but with AGT = 35. The red dot on
the right panels represent the minimum of the mean neg. log-likelihood
profile. Due to the large variance and the flat neg. log-likelihood the
minimum in the bottom case was estimated around A = 40.
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that allows connectivity estimations, the analysis is performed with two
noise levels, σy = 2× 10−4 (on the top panels) and σy = 2× 10−3 (on the
bottom panels).
Upon examination of the top panels, we reinforce our expectation
that with sufficient precision, the variance of the grid search solutions
is small. Interestingly, the inverse time scale A biases the connectivity
estimates in a significant way. Nevertheless, it is possible to obtain in
principle the correct connectivity if the time scale is jointly estimated
because there is a clear minimum in the negative log-likelihood profile
(red dot on the right panel).
On the contrary, with a noise level an order of magnitude higher, the
identification of connections is problematic. Although the bias of the
estimations is the same as above, the variance of the grid search solu-
tions increases much faster with the inverse time scale because of the
flat profiles of the neg. log-likelihood function. Thus, the grid search
solutions spread across a wide range of values, making it difficult to pin-
point the connectivity. As a consequence, for A ≥ 15 Hz identifying the
correct connections will not be possible, even after learning the inverse
time scale. This can be appreciated by the flat profile of the mean neg.
log-likelihood at the grid search solutions.
Our analysis focuses on grid search solutions on the restricted con-
nectivity space C31 = −gC32 + h for simplicity. However, a similar anal-
ysis on the bidirectional connections results also in an extreme bias in
the connectivity estimates due to the wrong time scale. This can be
appreciated by inspecting the neg. log-likelihood landscape of a bidi-
rectional connection with a mismatch in A (not shown). As before, if
the data is generated by a fast process but one assumes a slow process,
the landscape is distorted and barely changes across different noise real-
izations and values of σy. The distorted landscape features a minimum
around (C32, C23) = (1.3,−1.3), although the data was generated using
(C32, C23) = (0.75, 0).
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Figure 30: Standard deviation of grid search solutions for connection C32
depending on the observation noise. The increase in precision needed to
obtain reliable connectivity estimates is a direct result of the insensitivity
of the BOLD signal to changes in the connectivity. Notice the log-scaling
in both axes.
Finally, we study the variance of the connectivity estimates as a
function of the observation noise σy. For this, data is generated with
AGT = 1, 5 and 35 and the brute force search is performed without
model mismatch. As expected from figure 29, the mean connectivity
remains close to the ground truth values for all noise levels (not shown).
Figure 30 shows the standard deviation of the grid search connections
C32. We observe that the noise level allowed for connectivity estimation
depends on the inverse time scale of the neuronal dynamics. There are
two effects here. First and most intuitive, the variance of the grid search
connections increases with the observation noise. Notice the linear in-
crease for large values in this log-log-graph. Second but more important,
fast time scales in the neuronal signal exacerbate this increase at least
an order of magnitude due to the insensitivity of the BOLD signal to
changes in the connectivity. Notice how the dependency flattens by low-
ering the noise, first for A = 1, then for A = 5 and finally for A = 35
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in the extreme high precision regime σy ∝ 10−5, where the standard de-
viation of the grid search solutions for A = 1 and A = 5 collapse. This
shows that–even in this idealized case–to resolve connections when the
neuronal time scale is around 30 ms we require at most σy < 10−3.
19 Discussion
In this paper we present a method to obtain point estimates of effec-
tive connectivity from fMRI time series. This method is based on the
Expectation-Maximization algorithm with the E-step being performed
by APIS on the same biologically plausible model used in DCM. We
show that APIS-EM obtains robust estimations independent of random
initializations of the connectivity matrix. In addition, we analyze the
effect of the neuronal time scale on estimates of the effective connectiv-
ity. This analysis shows that if the underlying neuronal dynamics are
fast, the connectivity estimates will be extremely biased if slow processes
are assumed in the reconstruction. Hence, jointly estimating the neu-
ronal time scale and the connectivity is important. However, due to the
high insensitivity of the BOLD signal for faster neuronal dynamics, this
becomes increasingly more demanding and requires higher quality data.
We conclude that robust reconstruction of the connectivity between
ROIs including the directionality requires much higher precision in the
data when assuming a realistic (fast) time scale for neuronal dynamics.
In addition, if a slow time scale is assumed (as in [45, 47]) the inferred
connectivity can be completely wrong if the generative neuronal process
is fast.
The adaptive importance sampler APIS is an efficient tool to compute
posterior estimates over the hidden processes. Importantly, the sampling
step is easily parallelizable such that one can lower the computational
burden involved in integrating the system of non-linear differential equa-
tions while having a large amount of samples to ensure reliable estimates.
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Furthermore, APIS and its generalization based on PICE [74], are
flexible frameworks that allow an easy adaptation of the M-step to learn
the hemodynamic parameters by including noise in the hemodynamic
degrees of freedom. Hence, instead of an m-dimensional controller, APIS
would learn a 5m-dimensional controller. Although the computational
burden increases in this case, we find empirically that the fully con-
trolled version behaves more stable in terms of the effective sample size.
Nevertheless, for simplicity we focused here on the reconstruction of the
neural network and assumed the hemodynamic system is known. Hence,
to maintain a lower computational cost, we chose the simplified, under-
actuated setting.
Since the proposed scheme obtains robust estimates from randomly
initialized connectivity matrices, it can be considered as a gradient-based
exploratory procedure able to change the initial connectivity to find bet-
ter fitting models. This addresses some of the concerns raised in [89].
Naturally, better initializations improve performance. A natural choice
is the symmetric connectivity obtained from methods known to infer the
right undirected network, for instance partial correlation or regularized
inverse covariance.
Moreover, the addition of modulatory inputs or the consideration of
more complex neuronal systems, e.g. firing rate models with non-linear
activation functions, is straightforward. Furthermore, extensions of the
proposed method to obtain Gaussian approximations of the posterior
over all parameters similar to DCM can be worked out. This makes
the combination of APIS and EM a flexible and efficient alternative to
DCMs.
Finally, a word of caution. The bias in the connectivity estimates as-
suming the wrong time scale has significant consequences for the estima-
tion of the hemodynamic parameters because the resulting BOLD signal
is shifted roughly a second with respect to the ground truth. If both sets
of parameters are jointly estimated, this shift will bias the hemodynamic
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parameters as well. On the contrary, fast neuronal dynamics make the
delays being completely determined by the hemodynamics. This might
lower the "interference" between delays caused by the neuronal time scale
and the ones caused by the hemodynamics, possibly increasing identifi-
ability of the hemodynamic system. Hence, it is important to clarify
the temporal scale of the underlying processes, specially because this
assumption has a major impact on the required quality of the data to
obtain correct directed networks.
Appendix: Validation of Grid Search on z∗-
Line
We validate the grid search approach by studying the neg. log-likelihood
landscape on (C31, C32) for two extreme cases with and without the cor-
rect inverse time scale. We show graphically that when there is a mis-
match in A, the bias caused by the restriction on the z∗-line is small
compared to the bias caused by the wrong time scale.
For the validation, data was generated using the chain network with
AGT = 35 and two different noise levels σy = 2 · 10−3 and σy = 2 · 10−4.
Figure 31 left panel shows the neg. log-likelihood on (C31, C32) for σy =
0.002 estimated using the correct time scale. Although the high noise
level ’washes out’ the z∗-line (magenta), there is a clear direction along
this line where the values are smallest. Perpendicular to this direction
the value increases. Thus, minima lie in this case on the line. Due to the
high noise level, the neg. log-likelihood along this line is flat. For lower
noise levels, the valley becomes more and more narrow and the profile of
the neg. log-likelihood on this line shows a clear minimum.
On the right panel of figure 31, we consider more precise data gener-
ated with σy = 2 ·10−4 but compute the neg. log-likelihood with a model
mismatch in the time scale (A = 1). This distorts the landscape such
that the low valued region around the z∗-line transforms into an ellip-
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Figure 31: Validating the restriction of the search to the z∗-line (magenta
line). Negative log-likelihood in log-scale for two different cases of A and
σy. The data point #1 gives the position of the ground truth. Top:
No mismatch in the time scale of the model (A = AGT = 35 Hz) and
σy = 0.002. Notice the direction of the valley along the z∗-line. Bottom:
Mismatch between the ground truth time scale (AGT = 35 Hz) and the
model (A = 1 Hz). Although the noise is small σy = 2 · 10−4, there is a
wide elliptic valley shifted away from the ground truth value. Notice how
the major axis is parallel to the z∗-line. The minimum (lower data point)
falls in this case outside the line but the bias introduced by disregarding
the perpendicular direction is small compared to the overall bias caused
by the wrong time scale.
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tic shaped valley with the minimum (dot #2) far away from the ground
truth (dot #1). Notice how the major axis is parallel to the z∗-line and,
although the minimum does not lie exactly on the line, the error is small
compare to the bias caused by the wrong time scale. Thus, restricting the
search to the z∗-line is a good approximation for the purpose of studying
the grid search connections as a function of A.
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20 Summary for Laymen
Data comes in many forms. We can have, for instance, the frequency
of words in a book, the temperature of a lake over the entire year or
the current position of a car via GPS signals. The last two examples
describe processes that evolve over time but both distinguish themselves
in a crucial point. Whereas the temperature of the lake can be estimated
somehow directly (leaving objections about calibration and measurement
process aside), the estimation of the current position of a car via GPS is
indirect and relies on inaccurate or "noisy" measurements of GPS signals.
This thesis focuses on the latter type of problems, namely of esti-
mating an underlying latent process when only indirect, noisy observa-
tions are available. Following our previous GPS navigation example, how
does the navigation device in your car "know" its ever-changing position
while driving (the latent process), given that it can only receive noisy
GPS satellite signals (the observations)? In this case, estimating the po-
sition with sufficient accuracy can be done using a well-known family of
algorithms called Kalman methods. Nevertheless, if the hidden process
and/or the observation process are more complex, most methods tend
to fail or are highly inefficient. Thus, dealing with complex problems
requires more general algorithms, especially if we also want estimates of
the entire trajectory. An important example of a latent process estima-
tion in a complex scenario is the functional magnetic resonance imaging
(fMRI) technique used in cognitive sciences. In the final parts of this
thesis we will return to this problem. However, for now, let us continue
with our GPS navigation example to explain key concepts.
This thesis presents an efficient method to simulate or sample the
hidden process focusing on the equivalence between stochastic optimal
control and the latent estimation problem. Roughly speaking, our ob-
jective is to simulate the hidden trajectories that are congruent with
the observations, assuming that we have a model to describe the hidden
process, e.g. a model that describes how a car moves around.
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Our objective is equivalent to the objective of steering the trajectories
in such a way that two conditions are satisfied; first, we come as close
as possible to the observations, e.g. if the GPS signals indicate we are
around city B we do not want to steer our simulated car to city C, which
is far away from city B. Second, we steer as little as possible to achieve
our aim, e.g. if due to construction sites we are redirected to city C,
we do not attempt a large detour but rather ignore this trajectory and
attempt another trial to get to city B, this time hopefully with more luck.
If most of the trajectories end up at our goal, we say that the sampling
procedure is efficient because most simulated trajectories can be used to
represent the hidden process. Moreover, if we can keep both conditions
to a minimum, we say that trajectories are optimally controlled. In this
case, we have 100% sampling efficiency. The way we steer our simulations
is called the control function.
In Part II, we use this equivalence to construct an algorithm that
computes a simple control function telling us how to steer samples such
that they end up close to the observed data. We called this algorithm
Adaptive Path Integral Smoother (APIS). We show that our method
gives better estimates than the state-of-the-art methods and that the
efficiency of the sampling increases dramatically.
The efficiency of our sampling procedure depends crucially on the ac-
curacy of the control function. The accuracy not only depends on how
precise you can estimate the function but more importantly on how you
represent it, i.e. how you parametrize this function. This parametriza-
tion is the tool you choose to deal with the problem at hand. Choosing
a function that is too simple is like wanting to paint your house with
a toothbrush; you can try it, but it will be overwhelmingly inefficient.
This is called the representation problem of the control function. In
Part III, a generic algorithm is derived capable of dealing with an arbi-
trary parametrization of the controller. We show that, combined with
the previously developed algorithm, we can estimate control functions
157
20 Summary for Laymen
parametrized by neural networks. These are very powerful functions ca-
pable of representing any continuous function with arbitrary accuracy.
We call this general family of methods "controlled particle smoothers".
Now, let us redirect our attention to fMRI data. The fMRI technique
is a non-invasive method that allows researchers to measure the brain
activity of subjects when studying cognition in humans. However, this
measurement is an indirect observation of the hidden neuronal activity,
which is observed only via the blood-oxygen-level-dependent (BOLD) sig-
nal. How the BOLD signal depends on the neuronal activity is given by
a very complex metabolic process that has a much slower time scale–in
order of seconds–than the neuronal activity–in order of ten to hundreds
of milliseconds. Both, the difficulty of latent process estimation and the
different temporal scales, make discerning any temporal aspects of the
neuronal activity from the BOLD signal a very challenging task. Never-
theless, these temporal aspects are important to understand the causal
connectivity structure in the brain, i.e. having any two brain regions
I and II, does region I influence region II or is the influence the other
way around? The answer to this question has a tangible impact not only
on our understanding of the cognitive processes in the human brain but
consequently also on treatments of mental health issues. However, the
estimation of causal or "directed" connectivity structures among brain
regions is a challenging, unsolved problem.
One approach to infer causal connectivity between brain regions is
an iterative two-steps procedure known as the EM-algorithm. The first
step is called the E-step and it requires estimates of the hidden neuronal
activity which, as described above, has its own set of challenges. The
procedure starts by assuming some connectivity in the brain and sam-
pling the latent neuronal process that is likely given the observed BOLD
data. These samples are then used to calculate certain quantities in the
second step, the M-step. These quantities–called the gradients–give us
the directions in which we need to modify the connectivity assumed in
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the first step. This modification gives a new estimation of the connectiv-
ity that we use again to sample more trajectories. In this way, both E-
and M-step are repeated iteratively until there is no more change in the
connectivity. At this point, we achieve a so-called Maximum-Likelihood
(ML) solution to our connectivity estimation problem. As the name sug-
gests, our observations (the fMRI data) have a high likelihood of being
caused by the solution we obtain (the connectivity estimates) via the
EM-algorithm.
We dedicate Part IV to the E-step. We demonstrate that indeed
APIS is capable of estimating the neuronal activity from fMRI data ob-
tained in a reaction time experiment where subjects had to press a button
whenever they were presented with stimuli. Although we make no as-
sumptions about the input to the brain regions under consideration, we
are able to extract the timing of the stimuli or the reaction time with an
accuracy well below the time scale of the BOLD signal and the tempo-
ral resolution of the fMRI sequence. A noteworthy characteristic of our
method is the increase in the sampling efficiency for this specific problem.
Without APIS, only one sample trajectory out of 300 000 contributes to
the estimation of the neuronal activity, whereas the number of samples
contributing after APIS learns the control function is around 10 000.
The final Part V of this thesis focuses on the causal connectivity es-
timation from fMRI data. We show that the combination of APIS and
the EM-algorithm results in a robust and efficient procedure to obtain
directed connectivity. Using simulated data, we demonstrate that our es-
timations not only pinpoint the correct connections among the regions of
interest but also result in accurate estimations of their relative strength.
Moreover, the estimations do not depend on how the connectivity struc-
ture was set at the beginning of the procedure. This is an important
aspect of our method because it addresses concerns raised in recent years
about the reliability of the most widely used method to distinguish be-
tween randomly chosen connectivity structures and biologically plausible
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ones.
In addition, we investigate how the neuronal time scale affects the
feasibility of connectivity estimations. This is motivated by contradic-
tory assumptions in the literature about the time scale of the neuronal
processes involved when modeling BOLD signals in brain networks. Our
analysis shows that the sensitivity of the BOLD response to changes in
the connectivity diminishes for faster neuronal time scales. Consequently,
if the BOLD response is induced by fast neuronal processes, the amount
of data required to accurately estimate the connectivity must increase
accordingly. Failing to have sufficient data and assuming slow neuronal
processes as the cause of BOLD responses biases connectivity estimates
dramatically. As a consequence, connections are falsely inferred to be
present or absent.
Although the research in this thesis was focused mainly on fMRI
sequences, the methods developed here are widely applicable in neuro-
science. For instance, we can think about similar applications in con-
nectivity estimations from calcium imaging data or about hidden state
inference in any other continuous system. In addition, the extension of
this ideas to discrete systems and jump processes is a fruitful and inter-
esting research direction that can have a great impact in neuroscience.
Nevertheless, two main issues require further research. First, it is im-
portant to study in detail the scalability of controlled particle smoothers
to high dimensional problems where the initial low sampling efficiency
could be a problem. One can think of ways to improve the efficiency at
the beginning to guarantee enough samples for reliable control estimates–
for instance, by initializing the control estimates via advanced Kalman
methods, or by starting with simpler controllers and increase their com-
plexity once they reach their maximal efficiency. Second, although we
are able to estimate complex controllers with arbitrary parametrization,
the quality of the representation for specific problems is still an open
question. Hence, further research is required to understand which fea-
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tures of the controller might be important for specific problems at hand,
especially regarding the parametrization of discontinuities in the con-
trol function, which are prevalent in many scenarios. The main question
remains, can we efficiently construct and estimate general-purpose con-
trollers applicable to a wide range of problems?
21 Samenvatting
Data bestaat in vele vormen. We kunnen bijvoorbeeld de frequentie van
woorden in een boek hebben, de temperatuur van een meer gedurende het
hele jaar of de positie van een auto via GPS. De laatste twee voorbeelden
beschrijven processen die in de loop van de tijd evolueren, maar beide
onderscheiden zich op een cruciaal punt. Terwijl de temperatuur van het
meer direct op een of andere manier kan worden geschat (bezwaren met
betrekking tot kalibratie en het meetproces buiten beschouwing gelaten),
de schatting van de huidige positie van een auto via GPS is indirect
en gebaseerd op ruisachtige en soms onnauwkeurige GPS-signalen. Dit
proefschrift richt zich op het laatste type problemen, namelijk van het
schatten van een onderliggend latent proces wanneer alleen indirecte,
ruisachtige waarnemingen beschikbaar zijn. Hoe “weet” in ons vorige
GPS-navigatie voorbeeld het navigatiesysteem in de auto de steeds ve-
randerende positie tijdens het rijden (het latente proces), gezien het
feit dat het alleen ruisachtige GPS-signalen (de waarnemingen) kan ont-
vangen? In dit geval kan het schatten van de positie met voldoende
nauwkeurigheid worden gedaan met behulp van een bekende algorit-
mefamilie die de Kalman-methoden worden genoemd. Niettemin, als
het verborgen proces en / of het observatieproces complexer zijn, hebben
de meeste methoden de neiging te falen of zijn ze in hoge mate inefficiënt.
Voor het omgaan met complexe problemen zijn dus meer algemene algo-
ritmen vereist, vooral als we ook schattingen van het hele traject willen.
Een belangrijk voorbeeld van een latente processchatting in een complex
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scenario is de functionele Magnetic Resonance Imaging (fMRI) techniek
die wordt gebruikt in cognitieve wetenschappen. In de laatste delen van
dit proefschrift zullen we terugkeren naar dit probleem. Laten we voor-
lopig echter doorgaan met ons GPS-navigatievoorbeeld om de belangri-
jkste concepten toe te lichten.
Dit proefschrift presenteert een efficiënte methode om het verborgen
proces te simuleren of te samplen, waarbij de nadruk ligt op de relatie
tussen stochastische optimale controle en het probleem van latente schat-
tingen. Grof gezegd, is ons doel om de verborgen trajecten te simuleren
die congruent zijn met de waarnemingen, ervan uitgaande dat we een
model hebben om het verborgen proces te beschrijven, bijvoorbeeld een
model dat beschrijft hoe een auto beweegt.
Ons doel is gelijk aan het doel om de trajecten zo te sturen dat aan
twee voorwaarden wordt voldaan; ten eerste komen we zo dicht mogelijk
bij de waarnemingen, b.v. als de GPS-signalen aangeven dat we in de
buurt van stad B zijn, willen we onze gesimuleerde auto niet naar stad C
sturen, die ver van stad B ligt. Ten tweede sturen we zo min mogelijk om
ons doel te bereiken, bijvoorbeeld als we vanwege bouwlocaties worden
omgeleid naar stad C, proberen we niet een grote omweg maar negeren we
dit traject en proberen we een andere route om zo naar stad B te komen,
hopelijk deze keer met meer geluk. Als de meeste trajecten aan beide
voorwaarden voldoen, zeggen we dat de bemonsteringsprocedure efficiënt
is, omdat de meeste gesimuleerde trajecten kunnen worden gebruikt om
het verborgen proces weer te geven. Als we bovendien beide voorwaarden
tot een minimum kunnen beperken, zeggen we dat trajecten optimaal
worden gecontroleerd. In dit geval hebben we 100% sampling-efficiëntie.
De manier waarop we onze simulaties sturen, wordt de controlefunctie
genoemd.
In Deel II gebruiken we deze equivalentie om een algoritme te maken
dat een eenvoudige controlefunctie berekent die ons vertelt hoe we mon-
sters (instanties) moeten sturen, zodat ze in de buurt komen van de
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waargenomen gegevens. We hebben dit algoritme Adaptive Path Inte-
gral Smoother (APIS) genoemd. We laten zien dat onze methode betere
schattingen oplevert dan de beste bestaande methoden en dat de efficiën-
tie van de bemonstering dramatisch toeneemt.
De efficiëntie van onze bemonsteringsprocedure hangt in grote mate
af van de nauwkeurigheid van de controlefunctie. De nauwkeurigheid is
niet alleen afhankelijk van hoe nauwkeurig we de functie kunnen schatten,
maar wat nog belangrijker is, is hoe we deze representeren, d.w.z. hoe
men deze functie parametriseert. Deze parametrisatie is het instrument
dat men kiest om het probleem op te lossen. Het kiezen van een functie
die te simpel is, is als het willen schilderen van een huis met een tanden-
borstel; je kunt het proberen, maar het zal overweldigend inefficiënt zijn.
Dit wordt het representatieprobleem van de controlefunctie genoemd. In
Deel III wordt een generiek algoritme afgeleid dat in staat is om te gaan
met een willekeurige parametrisatie van de controller. We laten zien dat
we, in combinatie met het eerder ontwikkelde algoritme, de regelfunc-
ties kunnen schatten die zijn geparametriseerd door neurale netwerken.
Dit zijn zeer krachtige functies die elke continue functie met willekeurige
nauwkeurigheid kunnen weergeven. We noemen deze algemene familie
van methoden “controlled particle smoothers”.
Laten we nu onze aandacht richten op fMRI-gegevens. De fMRI-
techniek is een niet-invasieve methode waarmee onderzoekers de hersen-
activiteit van proefpersonen kunnen meten voor het bestuderen van cog-
nitie bij de mens. Deze meting is echter een indirecte waarneming van de
verborgen neuronale activiteit, die alleen wordt waargenomen via het
bloed-zuurstofniveau-afhankelijk signaal (blood-oxygen-level-dependent
, BOLD). Hoe het BOLD signaal afhangt van de neuronale activiteit
wordt bepaald door een zeer complex metabolisch proces dat een veel
langzamere tijdschaal heeft - in de orde van seconden - dan de neu-
ronale activiteit - in de orde van tien tot honderden milliseconden. Zowel
de moeilijkheid van schattingen van latente processen en de verschil-
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lende tijdschalen, maken het onderscheiden van alle tijdelijke aspecten
van de neuronale activiteit van het BOLD signaal een zeer uitdagende
taak. Niettemin zijn deze tijdelijke aspecten belangrijk om de causale
connectiviteitsstructuur in de hersenen te begrijpen, d.w.z. gegeven twee
hersengebieden I en II, beïnvloedt regio I gebied II of is de invloed ander-
som? Het antwoord op deze vraag heeft niet alleen een tastbaar effect op
ons begrip van de cognitieve processen in het menselijk brein, maar ook
op de behandeling van psychische problemen. De schatting van causale of
"gerichte" connectiviteitsstructuren tussen hersengebieden is echter een
uitdagend, onopgelost probleem.
Eén benadering om causale connectiviteit tussen hersengebieden af
te leiden is een iteratieve tweestaps-procedure die bekend staat als het
EM-algoritme. De eerste stap heet de E-stap en vereist schattingen van
de verborgen neuronale activiteit die, zoals hierboven beschreven, zijn
eigen reeks uitdagingen kent. De procedure begint met het veronder-
stellen van enige connectiviteit in de hersenen en het bemonsteren van
het waarschijnlijke latente neuronale proces voor een gegeven BOLD.
Deze monsters worden vervolgens gebruikt om bepaalde grootheden in
de tweede stap, de M-stap, te berekenen. Deze grootheden, de gradiën-
ten genoemd, geven ons de richting waarin we de connectiviteit die we in
de eerste stap veronderstelden, moeten wijzigen. Deze aanpassing geeft
een nieuwe schatting van de connectiviteit die we opnieuw gebruiken om
meer trajecten te bemonsteren. Op deze manier worden zowel de E-
als M-stap iteratief herhaald totdat er geen verandering meer is in de
connectiviteit. Op dat moment bereiken we een zogenoemde Maximum-
Likelihood (ML)-oplossing voor ons probleem met de schatting van de
connectiviteit. Zoals de naam doet vermoeden, hebben onze waarnemin-
gen (de fMRI-gegevens) een grote kans dat ze worden veroorzaakt door
de oplossing die we verkrijgen (de schattingen van de connectiviteit) via
het EM-algoritme.
We wijden Deel IV aan de E-stap. We tonen aan dat APIS inderdaad
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in staat is om de neuronale activiteit te schatten op basis van fMRI-
gegevens verkregen in een reactietijd-experiment waarbij proefpersonen
op een knop moesten drukken telkens wanneer ze stimuli werden aange-
boden. Hoewel we geen aannames doen over de invoer naar de hersen-
regio’s in kwestie, zijn we in staat om de timing van de stimuli of de
reactietijd te extraheren met een nauwkeurigheid ver onder de tijdschaal
van het BOLD signaal en de temporele resolutie van de fMRI-sequentie.
Een opmerkelijk kenmerk van onze methode is de toename van het be-
monsteringsrendement voor dit specifieke probleem. Zonder APIS draagt
slechts één bemonsteringstraject van de 300.000 bij tot de schatting van
de neuronale activiteit, terwijl het aantal monsters dat bijdraagt na APIS
de controlefunctie leert is ongeveer 10 000.
Het laatste deel, deel V, van dit proefschrift concentreert zich op de
schatting van de oorzakelijke connectiviteit van fMRI-gegevens. We laten
zien dat de combinatie van APIS en het EM-algoritme resulteert in een
robuuste en efficiënte procedure om gerichte connectiviteit te verkrijgen.
Met behulp van gesimuleerde gegevens laten we zien dat onze schattingen
niet alleen de juiste verbindingen tussen de interessante regio’s bepalen,
maar ook resulteren in nauwkeurige schattingen van hun relatieve sterkte.
Bovendien hangen de schattingen niet af van hoe de connectiviteitsstruc-
tuur aan het begin van de procedure werd ingesteld. Dit is een belangrijk
aspect van onze methode, omdat het tegemoetkomt aan de bezorgdheid
die de afgelopen jaren is gerezen over de betrouwbaarheid van de meest
gebruikte methode om onderscheid te maken tussen willekeurig gekozen
connectiviteitsstructuren en biologisch plausibele structuren.
Daarnaast onderzoeken we hoe de neuronale tijdschaal de haalbaarheid
van verbindingsschattingen beïnvloedt. Dit wordt gemotiveerd door tegen-
strijdige aannames in de literatuur over de tijdschaal van de betrokken
neuronale processen bij het modelleren van BOLD-signalen in hersen-
netwerken. Onze analyse toont aan dat de gevoeligheid van de BOLD-
reactie op veranderingen in de connectiviteit afneemt voor snellere neu-
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ronale tijdschalen. Derhalve, als de BOLD-reactie wordt veroorzaakt
door snelle neuronale processen, moet de hoeveelheid gegevens die nodig
is om de connectiviteit nauwkeurig in te schatten dienovereenkomstig
toenemen. Het ontbreken van voldoende gegevens en het aannemen van
langzame neuronale processen als de oorzaak van BOLD responses, beïn-
vloedt de connectiviteitafschattingen dramatisch. Dientengevolge wor-
den verbindingen ten onrechte geconcludeerd aan- of afwezig te zijn.
Hoewel het onderzoek in dit proefschrift voornamelijk was gericht op
fMRI-sequenties, zijn de hier ontwikkelde methoden breed toepasbaar in
de neurowetenschappen. We kunnen bijvoorbeeld denken aan vergelijk-
bare toepassingen in connectiviteitsschattingen van calciumbeeldgegevens
of over verborgen statusafleiding in een ander tijdseries probleem. Boven-
dien is de uitbreiding van deze ideeën tot discrete systemen en sprongspro-
cessen een vruchtbare en interessante onderzoeksrichting die een grote
impact kan hebben op de neurowetenschappen. Desalniettemin zijn twee
hoofdzaken nog nader onderzoek vereist. Ten eerste is het belangrijk
om in detail de schaalbaarheid van “controlled particle smoothers” tot
hoogdimensionale problemen te bestuderen, waarbij de initiële efficiën-
tie van lage bemonstering een probleem zou kunnen zijn. Men kan
manieren bedenken om de efficiëntie aan het begin te verbeteren om
voldoende monsters te garanderen voor betrouwbare controller schat-
tingen - bijvoorbeeld door de controller-schattingen te initialiseren via
geavanceerde Kalman-methoden, of door te beginnen met eenvoudiger
controllers en hun complexiteit te vergroten zodra ze hun maximale ef-
ficiëntie bereiken. Ten tweede, hoewel we complexe controllers kunnen
schatten met willekeurige parametrisering, is de kwaliteit van de repre-
sentatie voor specifieke problemen nog steeds een open vraag. Vandaar
dat verder onderzoek nodig is om te begrijpen welke functies van de con-
troller belangrijk kunnen zijn voor specifieke problemen, met name met
betrekking tot de parametrisatie van discontinuïteiten in de controle-
functie, die in veel scenario’s voorkomen. De belangrijkste vraag is nog
166
22 List of Publications
steeds: kunnen we op efficiënte wijze controllers voor algemene doelein-
den construeren en schatten die van toepassing zijn op een breed scala
van problemen?
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190
Me satisface la derrota, porque ha ocurrido,
porque está innumerablemente unida a todos los hechos que son,
que fueron, que serán,
porque censurar o deplorar un solo hecho real
es blasfemar del universo.
Deutsches Requiem de El Aleph
– J.L. Borges –
Donders Graduate School for Cognitive Neuroscience
For a successful research Institute, it is vital to train the next generation of
young scientists. To achieve this goal, the Donders Institute for Brain, Cog-
nition and Behaviour established the Donders Graduate School for Cognitive
Neuroscience (DGCN), which was officially recognised as a national graduate
school in 2009. The Graduate School covers training at both Master’s and
PhD level and provides an excellent educational context fully aligned with the
research programme of the Donders Institute.
The school successfully attracts highly talented national and international stu-
dents in biology, physics, psycholinguistics, psychology, behavioral science,
medicine and related disciplines. Selective admission and assessment centers
guarantee the enrolment of the best and most motivated students.
The DGCN tracks the career of PhD graduates carefully. More than 50% of
PhD alumni show a continuation in academia with postdoc positions at top in-
stitutes worldwide, e.g. Stanford University, University of Oxford, University
of Cambridge, UCL London, MPI Leipzig, Hanyang University in South Korea,
NTNU Norway, University of Illinois, North Western University, Northeastern
University in Boston, ETH Zürich, University of Vienna etc. Positions outside
academia spread among the following sectors: - specialists in a medical envi-
ronment, mainly in genetics, geriatrics, psychiatry and neurology, - specialists
in a psychological environment, e.g. as specialist in neuropsychology, psycho-
logical diagnostics or therapy, - higher education as coordinators or lecturers.
A smaller percentage enters business as research consultants, analysts or head
of research and development. Fewer graduates stay in a research environment
as lab coordinators, technical support or policy advisors. Upcoming possibili-
ties are positions in the IT sector and management position in pharmaceutical
industry. In general, the PhDs graduates almost invariably continue with high-
quality positions that play an important role in our knowledge economy.
For more information on the DGCN as well as past and upcoming defenses
please visit: http://www.ru.nl/donders/graduate-school/phd/
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