ABSTRACT Motivation: Images in cellular and molecular biology (from microscopy, blots, biochips, etc.) are often disturbed, so that the detection and analysis of the respective relevant geometrical objects may be difficult or error-prone. The disturbances are either caused by the detector, usually a CCD camera, or by the experimental setup. Furthermore, microtechnology experiments often require simultaneous multiple-colour stainings. Therefore, the image analysis of such experiments should be colour-sensitive, and colour shadings should not only be detectable but also quantifiable. Results: Here, we describe a general solution as applied to the analysis of blots and DNA chips as well as to microscopy images of tissues. We decided to use (i) a stochastic filter as used by Wiener for image segmentation as the starting point for object detection, (ii) chaincodes as described by Freeman for object description, (iii) a novel 'rolling disc algorithm' to spot the objects to be analysed and (iv) an HSI instead of an RGB colour model for colour analysis. With this combination we succeeded in performing shape detection and colour-based analysis of disturbed images. Availability: The corresponding modules (C++) are available on request.
INTRODUCTION
Image analysis of biological objects is often hampered by disturbances of the stored image, demands originating from coloured objects and speed requirements.
From a signal theoretical point of view, digital images are nothing but disturbed signals. Such disturbances are caused mainly by noise, which is the result of physical effects of the detector (e.g. a CCD). Another source of disturbances is staining artefacts, well known from X-ray images or blots: small particles are distributed stochastically over the entire surface, including the spots. A simple approach to eliminating these artefacts would be to apply, e.g. a mathematical low-pass filter to the disturbed image with the inherent danger of losing • (red) and ending at 360
• (deep magenta). Saturation is represented as the distance from middle to the border of the circle, while the intensity is shown as the elongation from black to white. important image information. Another possibility would be to perform image averaging. Approximately 128 noisy images are averaged, so that the stochastically distributed disturbance is virtually no longer present. The disadvantage of this method is that in practice the required number of images are often not available (Russ, 1999) . Therefore, we decided to try to eliminate noise using a stochastic filter like the one used by Wiener.
Apart from solving the problem of image disturbance, there is a demand in molecular and cellular biology to perform realistic colour measurements. Almost all detectors generate signals using the RGB colour model. The RGB model is a three-dimensional vector assigning one dimension for red, green and blue, respectively (Russ, 1999) . The disadvantage of this model for colour-sensitive object detection is that segmentation, separating important from unimportant information, may become quite complicated and time-consuming. Objects hardly ever appear in pure red or green or blue colour shadings. They often contain compound colours, so that segmentation involves the complete three-dimensional vector. As an alternative colour model, we
Fig. 2. (a, b)
A disturbed image of a blot is segmented using a filter such as that of Wiener. The disturbances can be seen in the background and within the spots. As the 'ideal signal' we used a circle with a sugar loaf-like density distribution. (c, d) Restored image of a histological cut of tissue [hair follicle of a guinea pig prepared with microtechnology methods according to Gerlach (1979) and Romeis (1968) ] applying a filter such as that of Wiener.
decided to explore the advantages of the 'Hue' 'Saturation' and 'Intensity' (HSI) model ( Fig. 1 ), which provides a great potential for accelerating segmentation. In spite of any acceleration by selection of an appropriate colour model, analysis of scientific images may take a rather long time. Such multi-dimensional signals are often of large data size. In principle, all necessary mathematical filter methods can be applied in the 'spatial domain' (Gonzalez and Woods, 1993) . Here, an image is represented by pixels (intensity values) that are arranged in rows and columns. Applying mathematical filters in the spatial domain, like a detection filter, could become very time-consuming because this involves a series of N summations:
We anticipate that transforming an image from the spatial domain into the frequency domain renders the application of mathematical filters significantly faster. For example, the application of a detection filter in the frequency domain is merely a multiplication (rather than a series of N summations as in the spatial domain):
where U , V are the Fourier transforms and * V denotes the conjugate complexes of V .
SYSTEM, METHODS AND ALGORITHM
The general scheme for the analysis of colour images comprises the following critical steps: (i) digitizing the coloured image, (ii) conversion of RGB data into HSI, (iii) stochastical restoration of the intensity channel (Wahl, 1989) , (iv) detection and description of object boundaries using chaincodes (Freeman, 1974) and (v) colour analysis of the detected objects (cf. Fig. 3 ). The problems involved in step (i) are discussed elsewhere (Paulus and Hornegger, 1995) . The conversion of RGB-coded coloured image data into the HSI model (Fig. 2) is done using the following equations:
Since all digital images are more or less disturbed by noise caused by the (CCD) detector and/or staining techniques, some image restoration should be done. During image restoration, the image is processed by applying mathematical filters (like simple low-pass filters) so that these disturbances will be removed as much as possible.
In the subsequent step (segmentation), information that is important for image interpretation is separated from unimportant information. Objects of interest in microarrays or blots often look like round spots. They all share specific features like shape, density distribution and colour. However, a closer look at the individual objects reveals not only differences in shape but also in density distribution and colour shading. During segmentation, the background is defined against these objects of interest. It is possible to perform restoration of such noisy images and segmentation simultaneously using the Wiener filter (Fig. 2) . This filter is a combination of an ideal inverse filter, H (k, l) −1 , and a filter weighting the influence of spectral energy density of signal and noise. (k, l) . Q(k, l) approximates to zero and the Fourier samples of the signal are suppressed. Using an ideal shape of a spot to calculate the energy density, ff (k, l) , and a cut-out of the background to calculate the noise energy, rr (k, l) , it is easy to obtain the desired segmentation (Fig. 2) . The quality of the segmentation will suffice for further object detection because all disturbing image elements are now eliminated. All objects of interest appear reinforced on a blurred background.
If the noise energy
The segmented image is used to detect spots and describe them using the chaincode algorithm of Freeman (1974) . Object detection usually begins by scanning the image at its coordinates (0|0) and continues row by row until the edge of an object is detected (usually by a gradient). The coordinates of the start pixel are stored, and the chaincode algorithm starts surrounding the edge of the object. Each picture element (pixel) has eight neighbours arranged in eight directions and the scan direction is arbitrarily defined as 'zero'. All other directions are described clockwise by increasing integers. To be sure of including all elements belonging to the object, further investigation starts at the pixel that lies that counter-clockwise two directions back. Given that this pixel is not part of the object, the next pixel, defined by the next clockwise direction (rather than by its coordinates!), is investigated. If all pixels of the following seven directions do not belong to the structure, the chaincode found so far is dismissed and the corresponding pixels are eliminated (e.g. redrawn with background colour). If, on the other hand, the pixel right next to the currently investigated one is part of the structure, it will be accepted as part of the border and is taken as the base of the next investigation, and hence the chaincode is continued. In that case, only the direction is stored (again, not the coordinates!). If further investigation hits the start pixel, the structure is considered to be defined. The chaincode found so far will be further analysed. One important criterion is the shape and/or area of the structure defined by the chaincode, which may be compared with the area and shape of the 'ideal signal'. Larger divergences often indicate artefacts. At this point, the 'previous knowledge' of the expert flows in by setting suitable thresholds. If according to the user-defined settings a structure is considered unsuitable, the chaincode is dismissed. In case of a hit that is considered an object, the corresponding chaincode is stored and the complete area is erased from the image (e.g. redrawn with background colour) because such previously analysed structures should not be found again in further scans.
Fourier descriptors of the chaincodes offer a very appealing route to detecting and classifying the shape of the spots (Gonzalez and Woods, 1993) . Even merged spots and artefacts can be detected and reinvestigated, so that finally all spots are clearly separated and defined by their chaincodes.
The chaincodes are then used to perform the final integration and quantification, based on the raw data of the image. For this purpose, the boundaries as defined by the chaincodes are superimposed over the raw data colour image. The final analysis of the image is performed within the boundaries of the chaincoded structures. Since the area and location of the spots are clearly defined by their chaincodes, integration, quantification and colour classification of the objects is straightforward. Finally, having all centres of gravity (Freeman, 1974) of the spots and their shape, the reconstruction of an array pattern is easily possible (Fig. 3) . Analysis of histological cuts of tissues ( Fig. 2c and d) is performed accordingly, as well as analysis of any other disturbed image for which an appropriate object classification is available.
In case grid finding is deemed necessary, this can be achieved by the 'rolling disc' grid finder. The algorithm is as follows:
(1) The image is scanned from (x 0 |y 0 ) in the x++ direction. To accelerate scanning, the radius of the rolling disc is set approximately to the average object distance (Fig. 4a ). (2) Object A hit (store its point of gravity; x A |y A ), object B hit (store its point of gravity; x B |y B ), see Figure 4b . Calculate angle (AB; abscissa), see Figure 4c . A complete segmentation analysis of a microarray is done, using a filter such as that of Wiener and subsequently using chaincodes for describing the spots and integrating their enclosed areas (a-c). The final result is depicted in (d).
(3) Calculate straight lines through the points of gravity A, B, perpendicular to the connecting line AB. In case further objects are hit by these lines, parallels are drawn at the half distance of A and B, thus maintaining the distance AB between two new neighbouring parallels. If these lines hit further objects, the distance between the new parallels (distance AB) is not considered the grid distance ( Fig. 4d and e) . If however the new parallels hit no further objects the distance AB is rather likely identical to the grid distance ( Fig. 4f and g ). This result must then be confirmed by further recursive cycles of investigations. Since such calculations are inexpensive, one should include all segmented objects. Problems may come up if objects are missing, such that a new 'super-structure' appears (e.g. every second object is invisible). Some of these types of problems may be circumvented by introducing prior knowledge (e.g. a rough idea of the average grid distance).
Of course, this grid finding algorithm is designed for orthogonal grids. Such grids are most common for e.g. DNA microarrays. High-throughput of microarrays requires a reliable and particularly fast algorithm for batch processing and as little human interaction as possible. In the case of non-orthogonal grids and other patterns, other image analysis algorithms should be applied for proper sorting (Gonzalez and Woods, 1993) . However, there is a grey zone between orthogonal grids and non-orthogonal patterns. To explore the power of our algorithm, we carried out numerous experiments and simulations. A typical example is given in Figure 5 . The correct grid is detected by our rolling disc algorithm, although it is weakly populated; some spots appear shifted by as much as their radius, and the entire grid is turned against the ideal orientation by about 25 • .
IMPLEMENTATION
The software was implemented in C++ on a SUN Sparc 10 running Solaris 2.5.1. OSF-Motif was used as the graphical user interface. Currently, the X Image Library (XIL) of SUN is used for fast image redraw. We decided to implement our source code into an object oriented framework that encapsulates all X and OSF-Motif specific commands. It is . 'Rolling disc' method for orienting arrayed images. The scheme to demonstrate the grid finding algorithm is based on real blot data. The image was segmented using (a) a Wiener filter to remove noise and (b) histogram thresholding for binarization. However, for demonstration purposes, some spots were removed to show how the grid-finding algorithm behaves in such cases. the aim of our object oriented design of the framework that it may be used as an easy-to-use construction kit for OSF-Motif based graphical user interfaces. The details of our Motif Framework (MoFram) will be described elsewhere. The complete source code of MoFram is ported to an INTEL-LINUX architecture.
DISCUSSION
We have described a general approach to rapid object detection and quantification of colour-based images. The system was exemplified for microarray, blot data and histological cuts. We achieve a rather fast image segmentation by reducing the complexity of data during analysis without losing critical object information (especially object boundaries). While the RGB colour model needs 24 bits per pixel in a threedimensional vector to represent the image information, the intensity channel of the HSI colour model, which we apply here, is satisfied with just eight bits in a byte per pixel. As segmentation is often on the one hand the most time-consuming step in image analysis and on the other the most critical one with reference to the final result of the analysis, a fast and reliable method is badly needed. We decided to use the grey scale image of the intensity channel of the HSI model for simple but reliable segmentation. By this early step of object detection, one can focus on smaller areas of the image for colour and further object analysis. Hence, spending computational time on pre-segmented objects saves much time and leads to more precise results. In the case of disturbed images, which we are dealing with here, noise removal and segmentation are often performed serially (Russ, 1999) . The mathematical filter of Wiener, however, offers a good method for simultaneously removing noise and performing a segmentation using an appropriate 'ideal signal' as defined by the experimenter (e.g. a round spot). Applying simple mathematical filters like low-pass filters directly to the raw data of scientific images for image restoration is problematic. They often do not keep distinct colour shadings, which are important for quantification, and they occasionally remove weak signals. For the filter of Wiener, we observed another interesting aspect. All image structures that share the same characteristic properties of the 'ideal signal' (this may also include some artefacts) are reinforced against the background. As a conclusion, the composition of the signal may be used to fine-tune the process of segmentation.
Regarding the properties of Wiener's filter, an automated batch processing of images is easily implemented: a series of blots or microarrays, detected with, e.g. the same CCD camera and stained following the same laboratory protocol, will show the same 'noise' characteristics. Once the noise energy is defined, it can be applied to the whole batch of images.
By its basic features, the system as presented here must be considered more flexible and more exact than many other systems proposed recently (e.g. Steinfath et al., 2001) . The latter class of systems relies on objects that are arrayed in a grid, which can be approximately transformed to an orthogonal equidistant grid by a projective mapping. A system that is in part more similar to ours has recently been published by others (Angulo and Serra, 2003) . These authors impemented a morphological segmentation by Watershed transformation, whereas we used a filter similar to that of Wiener for a rather realistic description of spot boundaries. However, our system enables us to perform true colour analyses, widely handles 'absent' and rather weak spots, by the 'rolling disc' implementation does not require carefully adjusted images and, last not least, can deal with any class of (not only simple geometric) objects.
Further acceleration of image analysis is possible. Digital scientific images are usually of huge data size. Applying a mathematical filter such as that of Wiener offers a better performance in the frequency domain instead of processing it in the spatial domain. We propose to transform the data from the spatial into the frequency domain by discrete fast Fourier transformation (DFFT; Brigham, 1974) . This step and its inverse (DIFFT) may be quite time-consuming. However, it is possible to increase the speed of this step dramatically by hardware acceleration (Kauer and Blöcker, 2003) . With such (commercially available) equipment, approximately 4.7 Gflop operations (5 242 880 operations/1098.25 µs) are possible.
Future activities will involve applying the general routes as detailed in this paper to more complex objects and object clusters. However, one should bear in mind that analysis of (disturbed) images represent only a minor fraction of applied signal theory. Also, simple grey scale images are just three-dimensional signals. Recently, we have been able to demonstrate that it is also possible to analyse patterns in information-bearing biomolecules like genomic sequences using the methods of image analysis as discussed here (Kauer and Blöcker, 2003) .
