Introduction. The study of the triple L-function began with Garrett [2] . From a representation-theoretic point of view, Piatetski-Shapiro and Rallis [9] and the author [6] defined the archimedean or nonarchimedean L-factor as the greatest common divisor (GCD) of local integrals. The purpose of this paper is to prove that the archimedean GCD L-factor agrees with the expected L-factor up to invertible functions if the local representation comes from a cuspidal automorphic representation. This theorem follows from the local functional equation by formal argument except when the representation is unramified. To treat the unramified case, we carry out the explicit calculation of the unramified local integral. Stimulated by Stade [12], we make use of a hypergeometric function 3 F 2 and its two-term relations and three-term relation. We also need a theorem on some infinite integral involving Bessel functions, proved by Bailey [1] in 1936. The key lemma is the following (see Lemma 2.4). (s + e 1 σ 1 + e 2 σ 2 + e 3 σ 3 ) .
Lemma. For Re(s) > |Re(σ 1 )| + |Re(σ 2 )| + |Re(σ 3 )|, (s + e 1 σ 1 + e 2 σ 2 + e 3 σ 3 ) .
In §1, we review the theory of triple L-functions. In §2, the calculation of the unramified local integral is reduced to Lemma 2.4. In §3, we prove Lemma 2.4.
We denote by Z the connected component of the center of G. Then Z is naturally isomorphic to GL 1 . Let ι be the embedding of G into H = GSp 3 defined by
We denote by P the Siegel parabolic subgroup of GSp 3 and by U its unipotent radical. The set of double cosets P \ GSp 3 /ι(G) contains a unique open coset, and any other coset is negligible, in the sense of [9] . We choose a representative
of the open double coset. Then R 0 = {g ∈ G | η 0 ι(g)η
0 ∈ P } is equal to (g 1 , g 2 , g 3 ) ∈ G g i = a n i 0 d , n 1 + n 2 + n 3 = 0 .
Let N 0 be the unipotent radical of R 0 , that is,
, n 1 + n 2 + n 3 = 0 , and let N be the unipotent radical of the standard Borel subgroup of G:
We take an irreducible, cuspidal, automorphic representation = π 1 ⊗ π 2 ⊗ π 3 of GL 2 (A) 3 .
The connected component L G 0 of the L-group L G is a quotient of GL 2 (C) 3 . We take an 8-dimensional representation σ of the L-group L G of G. The restriction of σ to the connected component L G 0 comes from the tensor product of three standard representations of GL 2 (C).
Let I (ω,s) be the space of functions f (h) of H (A), which satisfies the following:
Then M * w˚M * w = id. We say that f (s) (h) is a good section of I (ω,s) if f (s) is meromorphic in s ∈ C and satisfies the following conditions:
( 
Here the right-hand side is an ε -factor for GL 2 
is the ε -factor associated to σ 1 ⊗ σ 2 ⊗ σ 3 (cf. [12] [7] .
Proof. We first treat the case when π 2 and π 3 are subquotients of ρ( 
is absolutely convergent for
By Theorem 1.6,
Here (s, u 1 , u 2 , u 3 ) is an invertible function. Both sides are holomorphic functions on
is a connected tube domain whose convex closure is C 4 , both sides extend to an entire function. The theorem follows by putting
Next we consider the case when π 2 or π 3 is not a subquotient of a principal series representation. For simplicity, we assume both π 2 and π 3 are supercuspidal. Take
Here The following corollary was pointed out to the author by Professor Ramakrishnan.
this equation is up to invertible functions.)
Note that, in this case, if we takeL 
Proof. Note that, by the Ramanujan-type estimates, the assumption of Corollary 1.9 holds unless π 1 , π 2 , and π 3 are all class-1 principal series representations. Therefore, we have only to prove that when π 1 , π 2 , and π 3 are all class-1 principal series representations, there exist a good section f (s) and Whittaker functions
. In fact, in the next section, we prove that this equation holds for an unramified choice of f (s) and W i . §2. The unramified principal series case. In this section, we calculate the class-1 local integral for archimedean place. Let K = R or C. For x ∈ K, |x| means the usual absolute value for a complex number. We put = 1 or 2, depending on K = R or C. We take an additive character ψ of K as follows:
We assume
The invariant integral on ZN 0 \G is given by
The normalization of the measures are as follows:
dn is the self-dual measure on K with respect to ψ. The multiplicative
is the Haar measure of K G for which the total volume is equal to 1.
(N)
An Iwasawa decomposition
is given by
Here P = √ x + y, Q = |n| 2 + z(x + y + z), and R = |n| 2 + (x + y + z) 2 . Note that det A = √ xyzR −1 . Therefore,
Lemma 2.3. We have
Proof.
Now we assume K = C. Since
The following lemma is proved in the next section. 
We recall the Gauss summation formula for hypergeometric series.
We recall the definition of the modified Bessel functions I ν (z), K ν (z):
We need the following formula on the Bessel function (see [4, (6-583) ]).
We also need the following result of Bailey [1] .
We also need two-term relations and a three-term relation for 3 F 2 .
Lemma 3.4. We have
4.3)
for
The preceding equations are (2.3.3.7), (4.3.1.3), and (4.3.4.2), respectively, from Slater [10] and are equivalent to the following equations:
Now we are going to prove that (s + e 1 σ 1 + e 2 σ 2 + e 3 σ 3 )
By formula (3.2) with µ = 2s, ν = 2σ 1 , and b = y + z, the integral (3.5) is equal to the product of
and the following:
Therefore, it is enough to prove that We apply Bailey's theorem, Lemma 3.3, putting a < 1, b = z, c = z+1, µ = ∓2σ 2 , ν = 2σ 3 , ρ = 2σ 1 , and λ = 2s, and we consider the limit a → 1. Since the limit is absolutely convergent for Re(s) 0, the integral (3.5) is equal to the product of
Applying the Gauss summation formula (3.1) with a = s − σ 1 ∓ σ 2 + σ 3 + r + i, b = s +σ 1 ∓σ 2 +σ 3 +r +i, and c = 4s ∓2σ 2 +2σ 3 +2r +2i for the summation with respect to q, (3.7) is equal to
.
We now apply the two-term relation (3.4.2 ) for the summation with respect to i putting a = 2s + 2σ 3 , b = s − σ 1 ± σ 2 + σ 3 + r, c = s + σ 1 ± σ 2 + σ 3 + r, d = 3s − σ 1 ± σ 2 + σ 3 + r, and e = 3s + σ 1 ± σ 2 + σ 3 + r. Then we have
(Here, sign changes simultaneously.) Therefore, (3.5) is equal to the product of
We now apply the three-term relation (3.
, and e = 3s + σ 1 − σ 2 + σ 3 + i. Then we have
Therefore, we have shown that the integral (3.5) is equal to the product of Thus Lemma 2.4 is proved.
