Abstract. We study the Cauchy problem associated to parabolic systems of the form Dtu = A(t)u in C b (R d ; R m ), the space of continuous and bounded functions f : R d → R m . Here A(t) is a weakly coupled elliptic operator acting on vector-valued functions, having diffusion and drift coefficients which change from equation to equation. We prove existence and uniqueness of the evolution operator G(t, s) which governs the problem in C b (R d ; R m ) proving its positivity. The compactness of G(t, s) in C b (R d ; R m ) and some of its consequences are also studied. Finally, we extend the evolution operator G(t, s) to the L pspaces related to the so called "evolution system of measures" and we provide conditions for the compactness of G(t, s) in this setting.
Introduction
In the study of the diffusion processes, second-order elliptic operators with unbounded coefficients appear naturally and the associated parabolic equation represents the Kolmogorov equation of the process. The theory of such equations is now well developed in the scalar case as the systematic treatise of [17] and the reference therein show. On the contrary, the literature on systems of parabolic equations with unbounded coefficients is at a first stage and only some partial results are available. The interest in the study of systems is on one hand motivated by the natural sake of extending the known results of the scalar case. On the other hand, systems of parabolic equations with unbounded coefficients arise in many applications. Among them we quote the study of backward-forward stochastic differential systems, the study of Nash equilibria to stochastic differential games, the analysis of the weighted ∂-problem in C d , in the time-dependent Born-Openheimer theory and also in the study of Navier-Stokes equations. We refer the reader to [2, Section 6] and [7, 9, 12, 13, 15, 16] .
One of the first papers concerning parabolic systems with unbounded coefficients is [14] where the authors prove that the realization A p of the weakly coupled elliptic operator Au = div(Q∇u) + F · ∇u + Cu in L p (R m ; R m ) generates a strongly continuous semigroup and they characterize its domain under suitable assumptions on its coefficients. More precisely, they assume that the diffusion coefficients Q = (q ij ) are uniformly elliptic and bounded together with their first-order derivatives, the drift coefficient F and the potential V are sufficiently smooth and allow to grow as |x| log |x| and log |x|, respectively, as |x| → +∞.
Next, first in [10] (in the weakly coupled case) and then in [2] (also in the nonautonomous case), systems of parabolic equations with unbounded coefficients coupled up to the first order have been studied in the space of bounded and continuous functions over R d , and existence and uniqueness results for a classical solution to the associated Cauchy problem are established. This allows to introduce a vectorvalued semigroup T (t) (an evolution operator G(t, s) in the nonautonomous case) in L(C b (R d ; R m )) with the operator A(t). Taking advantage of the results in [2] , the authors of [6] provide sufficient conditions for the semigroup T (t) to admit a bounded extension to L p (R d ; R m ). Also some summability improving properties of the semigroup are studied. More precisely, hypercontractivity estimates of the form T (t) L(L p (R d ;R m ),L q (R d ;R m )) ≤ c p,q (t) for any 1 ≤ p ≤ +∞ and some positive function c p,q : (0, +∞) → (0, +∞) are established. We stress that also the nonautonomous case is considered in [6] .
All the above papers have a common feature: the elliptic operators therein considered have all the diffusion coefficients that do not change from equation to equation, i.e.,
This form of the equations allows to extend easily the classical maximum principle for systems with bounded coefficients, which in turn allows to prove the uniqueness of the classical solution of the Cauchy problem associated with the operator A 0 and provides a comparison between the vector-valued semigroup T (t) associated to A 0 and the scalar semigroup T (t) associated to the operator A = Tr(QD 2 ) + b, ∇ for a suitable drift term b, i.e., it can be shown that there exists K ∈ R such that
This is also the case considered in [4] where the matrices B i split in two terms: the leading one which is of diagonal type (like in the weakly coupled case) and the other one whose growth at infinity is controlled by a power of the minimum eigenvalue of the diffusion matrix. In this paper, differently from the cases so far considered, we deal with nonautonomous weakly coupled operators with diffusion and drift coefficients which may vary from equation to equation, acting on a smooth function ψ as follows (A(t)ψ) k (t, x) = Tr(Q k (t, x)D 2 ψ k (x)) + b k (t, x), ∇ψ k (x) + (C(t, x)ψ(x)) k , for any (t, x) ∈ I × R and k = 1, . . . , m, I being a right halfline (possibly I = R). The form of the operator A(t) makes the associated Cauchy problem
quite involved. In particular, in this case we are not able to control the solution of problem (1.1) in terms of a scalar semigroup. To overcome this difficulty we extend to our situation a maximum principle for systems having bounded coefficients to the case of unbounded coefficients assuming that the off-diagonal entries of the matrix C are bounded from below and the sum of each row of the matrix C is bounded from above. This yields the uniqueness of the classical solution to problem (1.1).
Once uniqueness is guaranteed, the existence of a classical solution of the problem (1.2) is then proved by some compactness and localization argument based on interior Schauder estimates recalled in the Appendix. As a byproduct, we can associate an evolution operator G(t, s) to A(t) in C b (R d ; R m ), in the natural way. The evolution operator G(t, s) is positive if the off-diagonal entries of C are nonnegative and the system does not contain any subsystem which decouple, then each component of G(·, s)f is strictly positive in (s, +∞) × R d whenever f is a nonnegative function which has at least a component that does not identically vanish in R d .
In [2] the authors study the compactness of the evolution operator G 0 (t, s)
showing that it is equivalent to the tightness of the measures {|p ij (t, s, x, ·)| : x ∈ R d } for any i, j = 1, . . . , m, where p ij (t, s, x, ·) are the transition kernels associated to the problem, i.e., for any f ∈ C b (R d ; R m ), s ∈ I and k = 1, . . . , m
This fact together with the pointwise estimate of |G(t, s)f | 2 in terms of the scalar evolution operator associated to the operator A, guarantees that the compactness of the scalar evolution operator is a sufficient condition for the compactness of G(t, s), hence the problem reduces to find conditions that ensure compactness in the scalar case. We prove that, also in our case, the compactness of G(t, s) is equivalent to the tightness of the transition kernels associated to the problem (which are nonnegative measures if the off-diagonal entries of C are nonnegative). On the other hand, the lack of a scalar evolution operator which "dominates" G(t, s) prevents us from applying the results of the scalar case. However, it is possible to provide sufficient conditions for the compactness of G(t, s) in C b (R d ; R m ) in terms of the existence of some Lyapunov functions, see Theorem 3.11. In this case
Further, assumptions on the coefficients of A are provided which guarantee that these spaces together with the space
are preserved by the action of G(t, s). Finally, we prove the existence of an evolution system of measures associated with the evolution operator G(t, s) consisting of positive measures (which are equivalent to the Lebesgue one), where, according to the definition introduced in [3, 4] , a family {µ i,t : t ∈ I, i = 1, . . . , m} is an evolution system of measures if
, where (G(t, s)f ) j denotes the j-th component of the vector-valued function G(t, s). We prove that the evolution operator G(t, s) can be extended with a bounded operator mapping
Notation. Vector-valued functions are displayed in bold style. Given a function f (resp. a sequence (f n )) as above, we denote by f i (resp. f n,i ) its i-th component (resp. the i-th component of the function f n ). By B b (R d ; R m ) we denote the set of all the bounded Borel measurable functions f :
) is standard and we use the subscripts "c", "0" and "b", respectively, for spaces of functions with compact support, vanishing at infinity and bounded. Similarly, when k ∈ (0, 1), we use the subscript "loc" to denote the space of all f ∈ C(R d ) which are Hölder continuous in any compact set of R d . We assume that the reader is familiar also with the parabolic spaces C α/2,α (I × R d ) (α ∈ (0, 1)) and C 1,2 (I × R d ), and we use the subscript "loc" with the same meaning as above.
The symbols D t f , D i f and D ij f , respectively, denote the time derivative, the first-order spatial derivative with respect to the i-th variable and the second-order spatial derivative with respect to the i-th and j-th variables. We write J x u for the Jacobian matrix of u with respect to the spatial variables, omitting the subscript x when no confusion may arise. By e j we denote the j-th vector of the Euclidean basis of R m . 1l (resp. 0) denotes the m-valued function with entries all equal to 1l (resp. 0) where 1l is the function which is identically equal to 1 in
Throughout the paper we denote by c a positive constant, which may vary from line to line and, if not otherwise specified, may depend at most on d, m. We write c δ when we want to stress that the constant depends on δ. For any interval I ⊂ R, we set Λ I := {(t, s) ∈ I × I : t > s}. Finally, we point out that all the inequalities which involve vector-valued functions are intended componentwise.
Preliminary results
Let I be either an open right-interval or I = R and (A(t)) t∈I be a family of second order uniformly elliptic operators defined on smooth vector-valued functions
for any t ∈ I and k = 1, . . . , m. Fixed s ∈ I, we study the Cauchy problem
for initial data which are vector-valued bounded and continuous functions f :
The standing hypotheses considered in the whole paper are the following. 
) is positive for any k = 1, . . . , m; (iii) there does not exist a nontrivial set K ⊂ {1, . . . , m} such that the coefficients c ij identically vanish on I × R d for any i ∈ K and j / ∈ K; (iv) for any J ⊂ I bounded, there exists a positive function ϕ J ∈ C 2 (R d ; R m ), blowing up componentwise as |x| tends to +∞ such that (A(t)ϕ J )(x) ≤ λ J ϕ J (x) for any t ∈ J, x ∈ R d and some positive constant λ J ; (v) the off-diagonal entries of the matrix-valued function C are bounded from below on R d and the sum of the elements on each row of C is a bounded from above function on R d .
Remark 2.2. Some comments on the set of our assumptions are in order. Hypotheses 2.1(i) and (ii) are a standard regularity assumption on the coefficients of the operator (2.1) and a standard uniform ellipticity hypothesis on the diffusion matrices Q k , k = 1, . . . , m. We consider weakly-coupled systems of parabolic equations and Hypothesis 2.1(iii) is a condition on the entries of the matrix-valued function C which guarantees that the differential system in (2.2) does not contain subsystems with less than m unknowns. Hypothesis 2.1(iv) is the vector-valued version of the scalar one which requires the existence of a Lyapunov function for the elliptic operator associated to the problem. This is typical request when dealing with parabolic problems with unbounded coefficients since it allows to prove a variant of the classical maximum principle. Also Hypothesis 2.1(v) is finalized to prove a maximum principle when, as in our case, the diffusion coefficients and the drift terms can change from line to line. We point out that the assumptions considered here do not imply that the quadratic form associated to the matrix-valued function C is bounded from above in
then condition (v) in Hypothesis 2.1 is satisfied. However, the matrix C(0) + C(0) * has a positive eigenvalue γ. Thus, if ξ denotes a unit eigenvector associated to γ, then C(x)ξ, ξ = γ(|x| + 1) for any x ∈ R d . On the other hand we can find out matrices whose associated quadratic form is non positive definite on R d which do not satisfy Hypothesis 2.1(v). Consider for instance the matrix-valued function C defined by
and notice that the sum of the terms on the last row is positive. We point out that if C is symmetric, the off-diagonal entries of the matrix-valued function C are nonnegative and the sum of each row of C is nonpositive then the quadratic form associated to the matrix-valued function C is nonpositive. This is an immediate consequence of the Gershgorin's theorem related to the localization of the spectrum of C.
In order to deduce uniqueness of a classical solution to problem (2.2) we prove a variant of the classical maximum principle which holds under more restrictive assumptions on the entries of the matrix-valued function C and whose proof is deeply based on the existence of the Lyapunov function in Hypothesis 2.1(iv). 
Proof. For each n ∈ N we introduce the vector valued function v n defined by
where λ 0 is a constant larger than λ [s,T ] and ϕ = ϕ [s,T ] . Note that, for any t ∈ (s, T ] and k = 1, . . . , m,
due to Hypotheses 2.1(iii),(v). Let us prove that v n (t, x) < 0 for every (t,
Moreover, E n contains a rightneighborhood of t = s. Indeed, by continuity, for any R > 0 there exists
. The previous argument also shows that E n is an interval.
Denote by t n the supremum of E n and assume by contradiction thatt n < T . By continuity v n (t n , ·) ≤ 0 in R d , and by definition oft n there exist k n ∈ {1, . . . , m} and x n ∈ R d such that v n,kn (t n ,x n ) = 0. Since v n (t, x) ≤ 0 for every t ≤t n and x ∈ R d it follows thatx n is a maximum point for v n,kn (t n , ·) and D t v n,kn (t n , x n ) ≥ 0. Hence,
and, since c kn,i ≥ 0 for every i = k n (see Hypothesis 2.1(iii)),
Estimates (2.4) and (2.5) contradict (2.3). Thus we get v n (t, x) < 0 for any (t,
and s ∈ I, the Cauchy problem (2.2) admits a unique solution u which belongs to
for any T > s and it satisfies the estimate
for some positive constant K (explicitely determined in the proof ).
Proof. We split the proof into two steps. In the first one we consider the case when the off-diagonal elements of the matrix C are nonnegative and the sum of the elements of each row of C is nonpositive. In the second step we address the general case. S tep 1. To begin with, we prove that, if
2), then it is unique and satisfies the estimate
for every (t, x) ∈ [s, T ] × R d and i = 1, . . . , m. For this purpose, it suffices to apply Theorem 2.3 to the function
d and the claim is so proved. By the arbitrariness of T > s we get uniqueness in [s, +∞) × R d . To prove the existence part let us consider the unique classical solution u n to the Dirichlet problem
(see [11] ). By [19, Theorem 8.15 ], u n satisfies (2.7) for any n ∈ N, i.e.,
holds true for any n ∈ N and i = 1, . . . , m. The interior Schauder estimates in Theorem 7.2 together with estimate (2.8) guarantee that the sequence (u n ) is bounded in C 1+α/2,2+α (E; R m ) where E is any compact subset of (s, +∞) × R d . Classical arguments involving the Ascoli-Arzelà theorem and a diagonal procedure allow us to determine a sequence (
. Clearly u solves the differential equation in (2.2) and estimate (2.7). To prove the claim we need to show that u is continuous at t = s where equals f . For this purpose, we fix R ∈ N and let θ R be any smooth function such that
Since all the hypotheses in Proposition 7.1 are satisfied, by using (7.1) and (2.8) we get
for every (t, x) ∈ (s, s + 1) × B R and any n j > R, where K R is a positive constant independent of j. We can write v j by means of the variation-of-constants formula
where G D R (t, s) denotes the evolution operator associated to A(t) in C b (B R ; R m ) with homogeneous Dirichlet boundary conditions. Recalling that v j = u nj in B R−1 , we get
, where K ′ R is a positive constant independent of j. Now, letting j tend to +∞ and, then, t to s + , we conclude that u is continuous on {s} × B R−1 . The arbitrariness of R yields the claim.
Step 2. Now, we consider the general case and prove the claim by using a perturbation argument. We introduce the m × m matrix C with entries c ij = inf I×R d c ij , if i = j, and c ii = sup I×R d m k=1 c ik − k =i c ik , and note that the Cauchy problem (2.2) can be written as follows:
where A 0 := A − C and the off-diagonal elements of the potential of A 0 are nonnegative, whereas the sum of each row is nonpositive. The existence part can be obtained arguing as in Step 1. Indeed, observing that for any n ∈ N, the function u n satisfies the uniform estimate u n (t, ·) ∞ ≤ e C (t−s) f ∞ for any t > s, we can prove that problem (2.2) admits a solution u which belongs to
To prove the uniqueness of the solution, it suffices to point out that any solution u to the problem (2.2) which belongs to
for each T > s can be written as follows
where {G 0 (t, s) : t ≥ s ∈ I} denotes the contractive evolution operator associated
. Formula (2.9) and the Gronwall Lemma yield immediately that u(t, ·) ∞ ≤ e C (t−s) f ∞ for every t > s, whence uniqueness follows.
As a consequence of Theorem 2.4 we can define a family of bounded operators
where u is the unique solution to the Cauchy problem (2.
Remark 2.5. We stress that the solution u of the problem (2.2) could be also approximated by the solution to the Neumann-Cauchy problem
where ν is the unit normal exterior vector to ∂B n which is governed by the Neumann evolution operator G N n (t, s). Also in this case the sequence (G
Here, we list some continuity properties of the evolution operator G(t, s) together with an integral representation formula. The proof of this results can be obtained arguing as in [ 
Moreover, there exists a family of finite Borel measures {p ij (t, s, x, dy) :
Finally, through formula (2.10) G(t, s) can be extended to B b (R d ; R m ) with a strong Feller evolution operator. Now we are interested in finding conditions which ensure the positivity of the evolution operator
) has all nonnegative components, then the function G(t, s)f has nonnegative components as well, for any t > s. Weakly coupled operators with the same principal part have been considered in [3] extending the result proved in [18] for operators with bounded coefficients. Similar results can be proved also in the case considered here, where, an additional assumption on the matrix-valued function C guarantees also the strict positivity (with the obvious meaning) of the evolution operator G(t, s). In what follows, in order to simplify the notation we set
Hypotheses 2.7. The off-diagonal entries of the matrix-valued function C are nonnegative.
Proposition 2.8. Under Hypotheses 2.1 and 2.7, if f ∈ C b (R d ; R m ) has all nonnegative components and it has at least a component which does not identically vanish in
for any t > s and j = 1, . . . , m. Consequently, for any i, j = 1, . . . , m, t > s ∈ I and x ∈ R d , each measure p ij (t, s, x, ·) is positive and equivalent to the Lebesgue measure.
Proof. We split the proof into three steps.
Step 1. Here, for each k = 1, . . . , m and i ∈ N, we introduce the sets H i k , defined by
and prove that, for each k, there exists m k < m such that 
The second statement now follows immediately.
Step 2. Here, we prove the first part of the claim. Let
for any t > s ∈ I and j ∈ {1, . . . , m}. Then, letting n tends to infinity we get the claim by monotonicity. Let us consider first the case j = k and let G D n,k (t, s) be the evolution operator associated to the operator A k + c kk in C(B n ) with homogeneous Dirichlet boundary conditions. Since [3, Proposition 2.8] with the obvious changes) and that the off-diagonal entries of C are nonnegative functions, using a scalar maximum principle we deduce that
Now, we fix j ∈ {1, . . . , m} \ {k}. Clearly, if f j does not identically vanish the claim follows immediately arguing as above. Hence, let us assume that
and the last side of (2.12) is strictly positive in R d for any t > s ∈ I. Otherwise if r > 0, then by definition of H r k , we deduce that there exists ℓ 1 ∈ H r−1 k such that c jℓ1 does not identically vanish in I × R d . Iterating this argument we conclude that for any h ≤ r there exist
As a byproduct we deduce that for any t > s, x ∈ R d and i, j = 1, . . . , m the measure
Step 3. Here we prove that the measures {p ij (t, s, x, dy) : t > s, x ∈ R d , i, j = 1, . . . , m} are equivalent to the Lebesgue measure. Arguing as in [2, Theorem 3.3] it can be proved that if A is a Borel set with null Lebesgue measure then G(t, s)(χ A e j )(x) = 0 for any t > s, x ∈ R d and j = 1, . . . , m. Consequently, since 
n,j (t, s)χ A for any t > s and j = 1, . . . , m. Letting n → +∞ we infer that (G(t, s)χ A e j ) j ≥ G j (t, s)χ A > 0 for any t > s. The vector-valued function G(t, s)(χ A e j ) is the unique solution to the Cauchy problem
for any ε > 0. Thus, since G(s + ε, s)(χ A e j ) is a bounded, continuous, nonnegative and not identically vanishing function, by the first part of the proof we conclude that (G(t, s)(χ A e j )) i is positive for any t > s and i = 1, . . . , m contradicting formula (2.13).
Compactness of G(t, s) in the space of continuous functions
In this section we prove some compactness results for the evolution operator G(t, s) in the space of continuous and bounded functions. The main results are stated in Theorems 3.8 and 3.11. More precisely, the first theorem provides us with sufficient conditions for the evolution operator G(t, s) to be locally compact in C b (R d ; R m ) uniformly with respect to t > s ∈ I, in the sense that for any s ∈ I and (f n ) n ⊂ C b (R d ; R m ), the sequence (G(·, s)f n ) n admits a subsequence which converges uniformly in (t 0 , +∞) × B k for any k > 0 and some t 0 ≥ s ∈ I. The second result is concerned with the compactness of the evolution operator G(t, s) in C b (R d ; R m ) for (t, s) ∈ Λ J and bounded J ⊂ I. To prove these results we need to straighten the hypotheses on the coefficients of the operator (2.1).
(ii) the sum of the elements of each row of the matrix-valued function C is nonpositive in R d .
Lemma 3.2. Under Hypotheses 2.1(i)-(iii), 2.7 and 3.1, for any
Proof. First of all, we show that
To this aim, let us consider the evolution operator G D n (t, s) associated to A in C b (B n ; R m ) with homogeneous Dirichlet boundary conditions. It is well known that, for any f ∈ C 2 c (R d ; R m ) and n sufficiently large such that supp(f i ) ⊂ B n for any i = 1, . . . , m, it holds that
, using the approximation arguments in the proof of Theorem 2.4, we can let n tend to +∞ and deduce (3.2), by the dominated convergence theorem. Now, let f be as in the statement. Thanks to (3.2) and to the linearity of G(t, s), we can limit ourselves to proving (3.1) for f = 1l. First, assume that all the entries of the matrix-valued function C are bounded in J × R d for any bounded J ⊂ I. In this case, since 1l belongs to the domain of the generator of the evolution operator G N n (t, s) associated to A in C b (B n ; R m ) with homogeneous Neumann boundary conditions, it follows that
By Remark 2.5, estimate (2.7) and the dominated convergence theorem we get
Finally, if the matrix-valued function C is unbounded, we can consider a sequence of functions ϑ n ∈ C c (R d ) such that χ Bn ≤ ϑ n ≤ χ Bn+1 for any n ∈ N, and set C n = ϑ n C for any n ∈ N. Clearly, thanks to Hypothesis 3.1, for any n ∈ N the operator A n (t) = A(t) − C(t, ·) + C n (t, ·) satisfies Hypotheses 2.1. Thus, we can consider the positive evolution operator G n (t, s) associated with
) and, by Hypothesis 3.1(ii), C m 1l ≤ C n 1l for any m > n we can estimate
for any m > n, m ∈ N. We now observe that 
Letting k tend to +∞, the continuity of v at t = s follows at once. The above arguments also show that from any subsequence of (G m (·, s)f ) we can extract a subsequence which converges (locally uniformly on (s, +∞)
where we have used Theorem 2.3 to derive the last inequality. Thus,
Letting k tend to +∞, we obtain
From this inequality, it follows that v tends to f as t → s + , uniformly with respect to x ∈ B M . The arbitrariness of M > 0 allows us to conclude that v = G(·, s)f as claimed. Now, we can let m tend to +∞ in (3.3) and get
Since G(t, s) is a positive operator and the sequence (C n 1l) is decreasing componentwise, we can apply twice the monotone convergence theorem to pass to the limit as n → +∞ and get
The proof is complete.
Hypotheses 3.3. There exist a nonnegative function ϕ ∈ C 2 (R d ), blowing up as |x| → +∞, constants a, c > 0 and t 0 ∈ I such that
Remark 3.4. Note that under Hypothesis 3.1(ii), Hypotheses 3.1(i) and 3.3 are both satisfied if there exists a nonnegative function ϕ ∈ C 2 (R d ), blowing up as |x| → +∞ and constants a, c > 0, t 0 ∈ I such that (A i (t)ϕ)(x) ≤ a − cϕ(x) for any t ≥ t 0 ∈ I, x ∈ R d and i = 1, . . . , m.
Lemma 3.5. Let the assumptions of Lemma 3.2 and Hypothesis 3.3 be satisfied. Then, the function G(t, s)(ϕ1l) is well defined for any t 0 ≤ s ≤ t ∈ I. Moreover, for any fixed x ∈ R d , the function (t, s) → (G(t, s)(ϕ1l))(x) is bounded in Λ 0 = {(t, s) ∈ I × I : t 0 ≤ s ≤ t} and satisfies the inequality (G(t, s)(ϕ1l))(x) ≤ ((ϕ + ac −1 )1l)(x) for any x ∈ R d and (t, s) ∈ Λ 0 .
Proof. First we prove that the function G(t, s)(ϕ1l) is well defined in R d for any t > s ≥ t 0 . To this aim, for any n ∈ N choose ψ n ∈ C 2 ([0, +∞)) such that
for any i = 1, . . . , m, t > s ∈ I and x ∈ R d , where A j (σ) is defined in (2.1). Using Hypothesis 2.1(ii) and recalling that A j (σ)ϕ = (A(σ)(ϕ1l)) j − (C(σ, ·)ϕ1l) j for any j = 1, . . . , m, we estimate
where in the last line we have used Hypothesis 3.1(ii). Now, we can split
where a is the constant in Hypothesis 3.3. The monotonicity of the sequence (ψ ′ n (x)) for any x ∈ R d and the monotone convergence theorem yield immediately that both integrals in the right-hand side of the previous formula converge. Thus, since ϕ n (x) converges to ϕ(x) as n → +∞ for any x ∈ R d , taking the limit as n → +∞ in (3.4), it follows that (G(t, s)ϕ1l)(x) is well defined for any t ≥ s ∈ Λ, x ∈ R d and
for any i = 1, . . . , m and (t, s) ∈ Λ 0 , where we used the fact that G(t, σ)1 ≤ 1.
To complete the proof, for any i = 1, . . . , m, t > s ≥ t 0 and x ∈ R d we define g i (s) = (G(t, s)ϕ1l) i (x). Arguing as above it can be proved that
From this inequality it follows easily that the function ζ : [s, t] → R, defined by
is weakly differentiable and its derivative is almost everywhere nonnegative in [s, t] . This implies that ζ(s) ≤ ζ(t), which is the claim.
Remark 3.6. In the proof of the previous lemma, Hypothesis 3.1(ii) has played a crucial role. It is for this reason that we needed to consider a vector-valued Lyapunov function with all the components equal each other.
Corollary 3.7. Under the hypotheses of Lemma 3.5, sup t>s p ij (t, s, x, R d \ B r ) converges to 0, for any i, j = 1, . . . , m and s ≥ t 0 (where t 0 is defined in Hypothesis 3.3), as r → +∞, locally uniformly with respect to x ∈ R d .
Proof. The proof of this result is quite standard. However for the sake of completeness we provide a sketch of it. Taking into account the positivity of the transition kernels, it holds that
for any i, j = 1, . . . , m. The claim follows since ϕ blows up as |x| → +∞. Now we prove the first compactness result for the evolution operator G(t, s). Note that this result improves that in Theorem 2.6(ii). Indeed here we gain an uniform convergence in time of G(·, s)f n to G(·, s)f as n → +∞ when (f n ) is a sequence approaching f locally uniformly in R d .
Theorem 3.8. Assume that Hypotheses 2.1(i)-(iii), 2.7, 3.1 and 3.3 hold true and let (f n ) ⊂ C b (R d ; R m ) be a bounded sequence converging locally uniformly in R d to f , as n → +∞. Then, for any s ≥ t 0 (where t 0 is defined in Hypothesis 3.3) G(·, s)f n converges uniformly to G(·, s)f in (s, +∞) × B r for any r > 0, as n → +∞. In general, for any sequence
, there exists a subsequence (f n k ) such that G(·, s)f n k converges uniformly in (t 0 , +∞) × B r for every r > 0.
Proof. Let (f n ) be a sequence as in the first part of the statement and assume that sup n∈N f n ∞ ≤ M . Let t > s ≥ t 0 and x ∈ B k for some k ∈ N. Then, for any i = 1, . . . , m we can estimate
for every r > 0 and n ∈ N. Since m j=1 p ij (t, s, ·, B r ) = (G(t, s)χ Br 1l) i , by estimate (2.7) it follows that sup x∈R d m j=1 p ij (t, s, x, B r ) ≤ 1 for any t > s and r > 0. Thus, letting n tend to +∞ in (3.6) we obtain that lim sup
for every r > 0. Finally, letting r tend to +∞ and using Corollary 3.7 we conclude that lim sup
and the first part of the claim is so proved. To conclude, let us consider a sequence (f n ) ⊂ C b (R d ; R m ) for any n ∈ N and r ∈ I. The Schauder estimates (7.2) and estimate (2.7) yield that, for any fixed t 0 > s, the sequence (G(t 0 , s)f n ) is bounded in C 2+α (B r ; R m ) for any r > 0. Then, up to subsequences, it converges locally uniformly in
d for every t > t 0 > s and k ∈ N, applying the first part of the claim to the sequence (G(t 0 , s)f n k − g) k we conclude the proof. Now, we are interested in finding conditions that ensure that, for any bounded interval J ⊂ I and any fixed (t, s) ∈ Λ J the operator Proof. The proof follows adapting the arguments in [2, Theorem 4.1 ], recalling that the measures p ij (t, s, x, ·) are nonnegative for any t > s ∈ I, x ∈ R d and i, j = 1, . . . , m.
Differently from the case considered in [2] where a domination of G(t, s) in terms of a scalar semigroup reduces the problem of finding conditions that ensure the tightness of the measures p ij (t, s, x, ·) to the same problem for the kernel associated to the scalar semigroup in C b (R d ), here we argue directly with the vector valued operator G(t, s). To this aim we need to strengthen Hypothesis 3.3 as follows. 
. . , m and some µ ∈ R.
Theorem 3.11. Assume that Hypotheses 2.1(i)-(iii) and (v), 2.7 and 3.10 hold true. Then
Proof. Due to its length we divide the proof into three steps.
Step 1. Here, we prove that for any s 0 , t 0 ∈ [d 1 , d 2 ] with s 0 < t 0 , there exists a positive constant c 0 such that
Let us fix s 0 , t 0 as above and observe that, under our assumptions, [5, Proposition 4.3] can be applied and implies that there exists a positive constant c 0 such that
. In order to prove (3.7) it suffices to prove that (G(t, s)1l) k ≥ G k (t, s)1l for any k = 1, . . . , m and t ≥ s ∈ I. For this purpose we observe that, for any non
f k vanishes at t = s and satisfies the inequality
for any t > s ∈ I, where in the last inequality we have used the positivity of G(t, s) and Hypothesis 2.7. Thanks to Hypothesis 2.1(v), the functions c kk are bounded from above in I × R d , hence a variant of the classical maximum principle (see [5, Proposition 2.2]) yields that w k is non positive in I × R d . As a by product, taking f = −1l in the definition of w k , the claim follows.
Step 2. Here, we prove that for any δ ∈ (0,
Clearly, it suffices to prove the claim for x outside a large enough ball. In view of this, we observe that since h(x) ≥ cx − a outside a suitable ball, for some positive constants a and c, the arguments in Lemma 3.5 can be applied to the function ϕ and imply that (G(t, s)ϕ1l)(x) is well defined and
for any r ≤ s ≤ t and x ∈ R d . Now, let us fix i ∈ {1, . . . , m} and set µ i (t, s, x, dy) = m j=1 p ij (t, s, x, dy). Jensen inequality for Borel finite measures and Step 1 yield that
, where in the last line we used equality µ i (t, s, x, R d ) = (G(t, s)1l) i (x) and estimate (3.7). Now, let us fix
and consider the functions β i : [0, t − inf I) → [0, +∞) defined by β i (σ) = (G(t, t − σ)(ϕ1l)) i (x), for any σ ∈ [0, t − inf I). Then, from (3.8), using also Hypothesis 3.3 and (3.9), we deduce that 
which is clearly a contradiction since the left-hand side of the previous inequality is positive while its right-hand side is negative. To conclude this step, it suffices to observe that y is bounded from above in [δ, +∞) for every δ > 0 as it can be easily checked writing Step 3. Here, we show that the measures {p ij (t, s, x, ·) : x ∈ R d } are tight for any (t, s) ∈ Λ [d1,d2] and i, j = 1, . . . , m. Let us fix ε > 0. Then, arguing as in (3.5), we can prove that there exists R 0 > 0 such that
for any s, t ∈ Λ [d1,d2] with t ≥ s + δ and r > R 0 , where we have taken into account that the family {p ij (t, s, x, ·) : x ∈ R d , (t, s) ∈ λ I } are equivalent to the Lebesgue measure for any i, j = 1, . . . , m. This implies that the family {p ij (t, s, x, ·) : x ∈ R d } is tight for any (t, s) ∈ Λ [d1,d2] , with t ≥ s + δ and i, j = 1, . . . , m. The arbitrariness of δ allows to deduce the tightness of p ij (t, s, x, ·) for any (t, s) ∈ Λ [d1,d2] and i, j = 1, . . . , m and, consequently, from Proposition 3.9, the compactness of
For the other values of s, t the compactness of G(t, s) can be proved by using the evolution law and the continuity of the operators
). This completes the proof.
The action of the evolution operator G(t, s) over some functional spaces
Here, we study how the evolution operator G(t, s) acts over the spaces
. It is well known in the scalar case that the compactness property in the space of bounded and continuous functions is a sufficient condition which implies that the spaces
are not preserved by action of the semigroup. Actually this is the case also for the vector-valued evolution operator G(t, s) as we prove in the following. 
Proof. Let us fix (t, s) ∈ Λ I with s ≤ d 2 and t ≥ d 1 (i = 1, . . . , m) and consider
for any n ∈ N. Formula (2.10), estimate (2.7) and the compactness of 
and solves the problem
Hence, Theorem 2.3 can be applied to A(t) − λ 0 I to deduce that z(t,
. Now, if f is not nonnegative then we can split f = f + −f − and, arguing as above separately for f + and f − , we deduce that the solutions u ± of (2.2) with f being replaced by f ± respectively, belong to C 0 (R d ; R m ) as well as the solution u = u + − u − of (2.2). In the general case, we can argue by approximation. Indeed, let f be a bounded continuous function and (f n ) be a sequence of C c (R d ; R m ) functions converging uniformly to f in R d . Then, since G(t, s)f n converges to G(t, s)f uniformly as n → +∞ for any t ≥ s we conclude also in this case. 
where
where c p (r) = e [K(1−2/p)+Γ [a,b] /p]r and K is defined in (2.6).
(iii) Besides the assumptions in (ii), assume that q
, for any i, j = 1 . . . , d and k = 1, . . . , m, and
Then, estimate (4.2) can be extended to the case p ∈ [1, 2) taking c p (r) = e by G(t, s) , it suffices to consider the characteristic function χ BR where R is such that
, for any i = 1, . . . , m, and c 0 is defined in (3.7) (such a radius R exists thanks to the compactness of G(t, s) and Proposition 3.7). Indeed, in this case,
(ii) To begin with, we notice that it suffices to prove the claim for nonnegative functions f belonging to C c (R d ; R m ). Indeed, for a general f ∈ C c (R d ; R m ) we get the result simply writing f = f + − f − and observing that |f
-function can be obtained by density. Moreover, we observe that, if we prove (4.2) with p = 2, then, thanks to the estimate (2.6), the RieszThorin interpolation theorem yields estimate (4.2) for any p ≥ 2 with
where G D R (t, s) denotes the evolution operator associated to A(t) in C(B R ; R m ) with homogeneous Dirichlet boundary conditions. Once (4.4) is proved, noticing that G D R (t, s)f converges pointwise to G(t, s)f as R → +∞, the Fatou lemma yields (4.2) with p = 2.
So, let us prove (4.4). To simplify the notation we set u R (t,
Using Hypothesis 2.1 (ii) and the integration by parts formula we get
, which gives the claim. (iii) The additional assumptions in the statement allows us to apply Theorem 2.4 to the adjoint operator A * (t). This implies that the adjoint evolution operator {G * (t, s)} t≥s∈I is well defined in C b (R d ; R m ) and satisfies the estimate
for any t ≥ s ∈ I and some positive constant K * . Moreover, the arguments in the proof of property (ii) show that
To complete the proof, it suffices to recall that
2)) and use (4.5).
Finally, we conclude this section investigating on the action of G(t, s) over the space C 
In the following Theorem 4.4 we prove an uniform gradient estimate which answers to the question above. 
. , m, with h = k. In addition there exist two positive constants α k,J and γ k,J such that 
| is bounded and satisfies the estimate
for some positive constant c depending on s, T, m, µ k (see Hypothesis 2.1(ii)) and σ k,(s,T ) (k = 1, . . . , m).
Proof. Let f and T be as in the statement and set J = (s, T ). We prove (4.8) with G(t, s) being replaced by G N n (t, s), i.e., the evolution operator associated to A in C b (B n ; R m ) with homogeneous Neumann boundary conditions. Then the claim will follow letting n → +∞ according to Remark 2.5.
For every k = 1, . . . , m, t ∈ J, x ∈ B n , we set v n,k (t,
A straightforward computation reveals that ∇ x v n,k , ν ≤ 0 on ∂B n . Indeed, taking into account the convexity of B n and the fact that u n,k satisfies homogeneous Neumann boundary conditions on J × ∂B n we deduce that
Using the Cauchy-Schwartz inequality, estimates (4.6) and Hypothesis 2.1(ii) we can estimate the terms in ψ i (i = 1, . . . , 5) as follows:
Hence, we deduce that
Choosing ε = (dC) −1 , ε 1 = ε 2 = γ k and using (4.7) we conclude that
A variant of the classical maximum principle shows that
for any t ∈ J, where G N n,k (t, s) denotes the evolution operator associated to the operator A k + σ k,J in C(B n ) with homogeneous Neumann boundary conditions. Taking into account that G N n,k (t, s) L(C(Bn)) ≤ e σ k,J (t−s) for any t > s ∈ I, we can estimate ). Summing over k from 1 to m we deduce that
and c is a positive constant depending on s, T , m, ω 0 , ω 1 , γ k (k = 1, . . . , d) and c 0 .
Applying Gronwall lemma, we conclude the proof.
Invariant measures
In this section we prove the existence of evolution systems of invariant measures associated to G(t, s), i.e., a family of positive and finite Borel measures over R d , {µ i,r : r ∈ I, i = 1, . . . , m} such that
for any f ∈ C b (R d ; R m ) and any I ∋ s < t. To this aim, the results in Section 3 and in particular Theorem 3.8 are crucial. Here we assume that Hypotheses 2.1(i)-(iii) and 2.7 are satisfied.
Proposition 5.1. Let {µ i,r : r ∈ I, i = 1, . . . , m} be a family of nonnegative and finite Borel measures which satisfy condition (5.1). Then, all the measures of the family are either trivial or equivalent to the Lebesgue measure. As a byproduct, formula (5.1) can be extended to the set of all the bounded Borel measurable functions.
Proof. We assume that the measures of the family are not all the trivial measure. Thus, we can fix i ∈ {1, . . . , m} and r ∈ I such that µ i,r (R d ) > 0. To improve the readability, we split the proof into two steps.
Step 1. Here, we prove that the measures of the family are all positive. We begin by fixing j ∈ {1, . . . , m}, s ∈ I smaller than r. Writing formula (5.1) with f = e j gives
Since the function G(r, s)e j is strictly positive in R d , thanks to Proposition 2.8, and µ i,r is a positive measure, it follows immediately that the last side of (5.2) is positive as well. Hence, µ j,s (R d ) is positive as it has been claimed.
Next, we fix s 1 < r and use again formula (5.1) to write
Since (G(2r, s 1 )e j ) k > 0 in R d for any k ∈ {1, . . . , d}, there should exist an index k 0 such that µ k0,2r (R d ) > 0. Hence, the same argument used above with (k 0 , 2r) replacing (i, r) shows that µ j,s is a positive measure for any s < 2r. Iterating this argument, we can prove that all the measures of the family are positive.
Step 2. To prove that the measures µ j,t (j = 1, . . . , m, t ∈ I) are equivalent to the Lebesgue measure, we need to extend the validity of (5.1) to the case when f = χ A e j (j = 1, . . . , m) and A is a Borel subset of R d . For this purpose, we begin by assuming that A is an open set and denote by (θ n ) a sequence of continuous functions converging to χ A pointwise in R d and such that 0 ≤ θ n ≤ 1 for any n ∈ N (see Lemma 7.3) . By the last part of Theorem 2.6, we know that G(t, s)(ϑ n e j ) converges to G(t, s)e j as n → +∞, for any I ∋ s < t, and G(t, s)(ϑ n e j ) ∞ ≤ 1. Therefore, writing (5.1) with f = ϑ n e j and letting n tend to +∞, we conclude that
We now observe that the function ν t , defined by
for any Borel set A, is a nonnegative measure since G(t, s)(χ A e j ) ≥ 0 for any Borel set A. Moreover, it agrees with µ j,s on the open sets of R d , which generate the σ-algebra of all the Borel subsets of R d . Hence, µ j,s and ν t are actually the same measure and it follows that
for any Borel set A, as it has been claimed. From this formula the equivalence of the Lebsegue measure and each measure µ j,s follows. Indeed, since the measures µ k,t and µ j,s are positive and the function G(t, s)(χ A e j ) is nonnegative, it easy to infer that µ j,s (A) = 0 if and only if (G(t, s)(χ A e j )) k = 0 in R d for any k = 1, . . . , m. But, since each measure p kh (s + 1, s, x, dy) is positive and equivalent to the Lebesgue measure (see again Proposition 2.8), this is the case if and only if A has zero Lebesgue measure.
To complete the proof, it suffices to observe that for any bounded Borel measurable function f there exists a sequence (f n ) of bounded and continuous functions converging to f almost everywhere (with respect to the Lebesgue measure and, hence, with respect to each measure µ j,t of the family) as n tends to +∞. Clearly,
and the sequence (G(t, s)f n ) is bounded in C b (R d ) and converges to G(t, s)f pointwise in R d . Thus, writing (5.1) with f being replaced by f n and letting n tend to +∞, we extend the validity of such a formula to f ∈ B b (R d ; R m ). 
(ii) Under Hypotheses 2.1, assume further that 
Observing that Hypothesis 3.1 yields the existence of a Lyapunov function for the operator A j (hence for A j + c jj ) and invoking a generalization of the classical maximum principle (see [ = lim
Now, we define the measures µ j i,s also for non integer values of s. For this, purpose, we set
where n is any integer larger than s. It is straightforward to check that µ j i,s is a nonnegative measure and that
Note that the above definition is independent of the choice of n > s. Indeed, if p is another integer larger than s (to fix the ideas we suppose that p > n) then splitting G(p, s)(χ A e i ) = G(p, n)G(n, s)(χ A e i ) and using (5.4), we conclude that
which shows that the measure µ j i,s is well defined. To prove the invariance of the system {µ j i,s : s ∈ I, i = 1, . . . , m}, we fix t > s ∈ I, n > t and observe that
The equivalence of each measure µ j i,s with respect to the Lebesgue measure and its positivity are immediate consequence of Proposition 5.1. Indeed it suffices to observe that the evolution system of measures {µ j i,s : i = 1, . . . , m, s ∈ I} contains at least a non trivial measure.
5.1. The evolution operator G(t, s) in L p -spaces. In this subsection, we prove that the evolution operator G(t, s) can be extended, with a bounded semigroup in the L p -spaces related to evolution system of measures and, in the autonomous case, assuming compactness in C b (R d ; R m ) we prove compactness in these L p -spaces too. Here, we consider {µ i,t : t ∈ I, i = 1, . . . , m} which is any evolution system of measures associated to G(t, s). Moreover, for any p ∈ [1, +∞), we write L
, which we endow with the natural
Note that, in view of Proposition 5.1, the measures µ i,t (t ∈ I and i = 1, . . . , m) are all equivalent to the Lebesgue measure. Thus, the Lebesgue space
Proof. Let us fix t 0 > s ∈ I and assume that
for any s ∈ I, where the equality follows from Proposition 5.1. Since the evolution operator is strong Feller,
Moreover, by the semigroup law and the compactness in
and fix ε > 0. Thanks to the compactness of G(t 0 , s) we can determine simple vectorvalued functions {ζ j } j=1,...,k , with
. . , k and t ∈ I, where
Thus, estimates (5.6), (5.7) and the Riesz-Thorin interpolation theorem yield that
for any 1 < p < +∞. Letting ε → 0 in estimate (5.8) yields the claim since G(t 0 , s) can be approximated by the operator P t0 ε G(t 0 , s) which has range finite.
Examples
In this section we provide some examples of operators which satisfy our assumptions and to which our results can be applied.
Example 6.1. Let A be as in (2.1) with 
for every x ∈ R d and from Hypothesis 6.2(iv) we can prove that there exists two positive constant a k , c k such that (A(t)ϕ1l) k ≤ a k −c k ϕ, thus Hypothesis 3.3 (hence Hypothesis 2.1(iv)) is satisfied too. In addition, since for any h = k the functions c hk are nonnegative, the evolution operator G(t, s) associated to A(t) is well-defined in L(C b (R d ; R m )) and it is positive as stated in Proposition 2.8. Now, we are interested in finding conditions on the coefficients of A(t) which en- Now, if (6.1) is satisfied, the leading part in the right-hand side of (6.2) is given by the term containing the drift coefficients which, as it is easily seen, blows up at infinity. Thus it is clear that we can find R > 0 such that A k w k + c kk w k − µw k is positive in I × (R d \ B R ) for any µ ∈ R. Consequently, the assumption (6.1) is also a sufficient condition in order that neither C 0 (R d ; R m ), nor L p (R d ; R m ) (1 ≤ p < +∞) are preserved by the action of G(t, s) (see Theorems 4.1 and 4.2(i)). Now, we are interested in finding conditions in order that the space C 0 (R d ; R m ) is preserved by G(t, s). To this aim, we prove that assuming Proof.
We fix an open set Ω and, for any n ∈ N, we denote by φ n ∈ C b ([0, +∞)) any function such that φ n (s) = 1, if s ≥ 1/n, φ n (s) = 0, if s ∈ [0, (2n) −1 ] and 0 ≤ φ n (s) ≤ 1 otherwise. Next, we set
where d(x, R d \ Ω) denotes the distance of x from R d \ Ω. As it is immediately seen, each function ϑ n vanishes on R d \ Ω. On the other hand, if x ∈ Ω, then d(x, R d \ Ω) > 0. Therefore, if n ∈ N is such that nd(x, R d \ Ω) ≥ 1, then ϑ n (x) = 1. As a byproduct, lim n→+∞ ϑ n (x) = 1. Since, by the choice of the sequence (φ n ) it holds that 0 ≤ ϑ n ≤ 1 in R d , (ϑ n ) is the sequence we are looking for.
