A conditional independence graph is a concise representation of pairwise conditional independence among many variables. We propose Graphical Random Forests (GRaFo) for estimating pairwise conditional independence relationships among mixed-type, i.e. continuous and discrete, variables. The number of edges is a tuning parameter in any graphical model estimator and there is no obvious number that constitutes a good choice. Stability Selection helps choosing this parameter with respect to a bound on the expected number of false positives (error control).
Introduction
Theorem 1. If X j is a continuous random variable, assume that the conditional distribution of X j given X ∖ {X j } has a conditional density with respect to Lebesgue measure, and assume that E[X j X ∖ {X j }] exists for all j. Furthermore, assume that the conditional density (for continuous random variable) or the conditional point probability (for discrete random variable) of X j X ∖ {X j } is of the form f (x j X ∖ {X j }) = f (x j h(E[X j X ∖ {X j }])) ∀X ∖ {X j }, ∀x j (C1) for some invertible function h. Then X j ⊥ ⊥ X i X ∖ {X j , X i } if and only if 61 E[X j X ∖ {X j }] is a function not depending on X j (i.e. E[X j X ∖ {X j }] = 62 E[X j X ∖ {X j , X i }]).
63
A proof is given in Section 7. Assumption (C1) trivially holds for a binary random variable X j : for x j = 1
and hence the function h is the identity. Analogously, for a multinomial random variable X j with C categories: for x j = (x holds with the identity function h. Moreover, if (X 1 , . . . , X p ) ∼ N p (0, Σ), then (C1) holds as well (see for example Lauritzen (1996) ). However, for the conditional Gaussian case, we need to require for (C1) that the variance is fixed and is not depending on the variables we condition on. For example, let X 1 ∼ B(1, π) be Bernoulli distributed and let Then the distribution of X 2 X 1 is not a function of the conditional mean 64 alone.
are binary, coefficients from linear logistic regression lead to a global ranking.
78
Note that each edge i − j is associated with two coefficients (X j regressed on 79 X i and all other variables and vice versa for X i on X j ). To be conservative, 80 we rank each edge i−j relative to the smaller one of the two (absolute-valued) 81 ranking coefficients.
82
If variables are mixed-type, a global ranking criterion might be impossible 83 to find: Gaussian and non-Gaussian variables are not directly comparable. We then have to decide on the number of edges to select, i.e. the tuning 94 parameter. Assume it is given as q thr . Then for both global and local rankings 95 we select the q thr best-ranked edges across all p individual regressions. If this 96 is impossible due to tied ranks, we neglect these tied edges and select only 97 the remainder of edges not in violation of the threshold.
98
We next outline how Stability Selection can be used to guide the choice 99 of q thr . (2002)) random subsets X (1) , . . . , X (n sub ) of the original sample X 1 , . . . , X n , where each X (k) contains ⌊n 2⌋ sample points. Let E(Ĝ CIG (X (k) )) denote the edges from a thresholded ranking based on X (k) , k = 1, . . . , n sub . Stability Selection suggests to construct E(Ĝ CIG (X)), the set of all edges in the estimated CIG of X, from all edges that were "sufficiently stable" across the n sub subsets. More concretely, we choose only edges i − j which fulfill
where π thr ∈ 1 2 , 1 imposes a threshold on the minimum relative frequency of 102 edges across the n sub subsets to be included in E(Ĝ CIG (X)).
In their Theorem 1, Meinshausen and Bühlmann (2010) relate E[V ] to the maximum number of selected edges q thr per subset (i.e. q thr is the tuning parameter for thresholding the ranked edges), the number of possible edges p ⋅ (p − 1) 2 in E(Ĝ CIG (X)), and the threshold π thr from equation (1):
Both E[V ] and π thr need to be specified a priori in order to determine q thr . As Meinshausen and Bühlmann (2010) argue, the choice of π thr is of minor importance for a given E[V ], since a larger π thr will mediate a larger q thr , and vice versa. We can thus use equation (2) to derive
Henceforth, we fix n sub = 100 and π thr = 0.75, and vary E[V ] as required.
104
Note that equation (2) 
163
Let A be a (p×p)-dimensional weight matrix with entries a ij ∈ {[−1, −0.1]∪ {0} ∪ [0.1, 1]} if i < j and a ij = 0 otherwise. In addition, we sample A to be sparse, i.e. we expect only one percent of its entries to deviate from 0. The non-zeros in A encode the directed edges in a DAG we simulate from similarly as in Kalisch and Bühlmann (2007); see also Table 1 . Furthermore, for all i, j ∈ {1, . . . , p} with a ij ≠ 0 let u ij and v ij be vectors that we use to impose some additional structure on multinomial variables: 1) at least one category of a multinomial predictor X i should have an effect opposite to the remainder, 2) the (total) effect of the categories of a multinomial predictor X i should be positive on some categories of a multinomial response X j and negative on others. For this purpose, we restrict u ij = (u
With these definitions, we sample data from different distributions us- 
Simulating Data from the Ising Model

169
A common approach to model pairwise dependencies between a set of binary variables is the Ising model with probability function Table 1: The table shows violations, but did not study mixed data which may be particularly affected.
214
The computational cost is growing rather quickly with growing p. The (Graf (2010)). The mean age of study participants was 49.6 years (±18.5).
250
The data were mostly collected with computer assisted telephone interviews.
251
Further information is available elsewhere (Storni (2011)). indices (see Table 2 ). The plausibility of all indices was checked using the Table 2 : Construction rules of sum indices for functioning (pain, impairment, activity limitation) and social integration (social support and social network utilization) from 37 dichotomous variables.
(cantons) gross domestic products (GDP), Gini coefficients, and crime rates 
282
Of these, in total, 20 mixed-type variables (see Table 3 
344
The runtime of GRaFo depends also on n, even if p is small. Hence, 345 estimation of the SHS graph was executed in parallel on 10 cores of the 346 BRUTUS cluster with a runtime of roughly 8 hours. We have to show that for the density or point probability f :
We first show "⇒" of eqn. (4):
We now show "⇐" of eqn. (4):
f (x j X ∖ {X j }) = f (x j X ∖ {X j , X i }) ∀X ∖ {X j }, ∀x j ⇒ X j ⊥ ⊥ X i X ∖ {X j , X i }.
Thus equation (4) holds.
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