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 We examined Differential Item Functioning (DIF) and the size of cross-cultural 
performance differences in the Programme for International Student Assessment 
(PISA) 2012 mathematics data before and after application of propensity score 
matching. The mathematics performance of Indonesian, Turkish, Australian, and 
Dutch students on released items was compared. Matching variables were 
gender, an index of economic, social and cultural status, and opportunity to learn, 
in exact, nearest neighbor, and optimal matching. Logistic regression and 
structural equation modeling were used to identify DIF. If propensity scores were 
used in the DIF analyses as performance predictors, much less DIF was found 
than in the original data; similarly, when in tests of country differences in 
mathematics performance, propensity scores were used as covariates, effect sizes 
of tests of country differences were reduced substantially. We concluded that 
propensity scoring provided us with a new tool to better control sources of DIF 
and country differences in PISA mathematics performance. 
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In this study we aim to evaluate effects of various propensity score matching methods on DIF results and on the 
size of cross-cultural achievement differences in educational tests. The background of the study is that the nature 
of DIF has turned out to be elusive in many domains, including educational testing (cf. Holland & Wainer, 
1993; Van de Vijver & Leung, 1997). Almost half a century of DIF studies (started with the seminal work of 
Cleary & Hilton, 1968) has not produced a commonly agreed set of recommendations about how to write items 
with little or no bias. One of the problems is the poor replicability of findings of item bias studies. We do not 
seem to have much control over sources of item bias. New approaches to design and analysis are needed to 
advance the bias field. Propensity score matching has the potential to be such a procedure to shed light on item 
bias in cross-cultural research. Propensity score matching can be used to produce comparable sample groups by 
equating groups on relevant background variables. Bias detection procedures and propensity matching 
procedures share an important characteristic in that they look for matches in different ethnic groups/countries on 
the basis of some background or psychological characteristic, such as socioeconomic status or total test score. 
The main difference, however, is that unlike bias detection procedures, propensity matching allows for multiple 
background variables to be factored in at the same time and that the matching variables do not need to be 
derived from the target instrument that is scrutinized for bias, such as an educational achievement test, which is 
typically the case in DIF studies. As a consequence, propensity scoring may provide us with a better tool to 
control sources of item bias. We examined the impact of propensity matching by comparing DIF and the size of 
cross-cultural differences before and after matching on student background variables, using PISA 2012 
mathematics data.  
 
 
Differential Item Functioning 
 
DIF occurs and threatens the comparability when students with the same ability level on the underlying 
construct but coming from different groups (e.g., females and males) show dissimilar mean scores on an item 
(Van de Vijver & Leung, 1997; Zumbo, 2007). DIF analyses are used for many purposes such as fairness and 
equity in testing, dealing with a possible threat to internal validity, investigating the comparability of translated 
and/or adapted measures, trying to understand item response processes, and investigating (lack of) invariance 
(Zumbo, 2007). Statistical methods are used to detect items showing DIF and these items are removed from the 
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instrument to achieve item bias-free and valid score comparisons. Otherwise, any differences in observed scores 
could be related to problems based on items rather than true differences in the underlying trait or ability (He & 
Van de Vijver, 2013). After detecting DIF items statistically, evaluating sources of DIF by expert opinion is 
often the next step in the procedure. There might be many sources of DIF; examples are poor item translation, 
ambiguities in the original item, low familiarity/appropriateness of the item content in certain cultures, influence 
of culture specific issues such as nuisance factors or connotations associated with the item wording (Van de 
Vijver & Tanzer, 2004), as well as contextual variables such as classroom size, socioeconomic status, teaching 
practices or parental socialization styles (Zumbo & Gelin, 2005). By evaluating items, it is necessary to 
distinguish DIF from item impact and provide explanations for why DIF has occurred in a specific item 
(Zumbo, 2007). However, by judgmental evaluation alone, it might not be always easy to detect the sources of 
DIF. For example, Angoff (1993) reported that test developers often had problems to understand why some 
perfectly reasonable items showed large amounts of DIF. In such cases, it would be helpful to check other 
relevant factors such as background characteristics of students. Therefore, there is a need to control background 
variables that might be sources of DIF to make a more informed judgment to reduce the number of DIF items. 
Matching students of different groups using propensity scores could help to achieve this goal.  
 
Student background variables are generally considered as potential explanations of group differences and 
sources of DIF. For example, different studies showed that boys are more successful than girls in PISA 
mathematics test (Areepattamannil, 2014; Liu & Wilson, 2009; Machin & Pekkarinen, 2008). In PISA 2012, 
boys performed better than girls by 11 points; out of 65 countries, in 38 countries boys performed better than 
girls whereas in 5 countries girls performed better than boys (OECD, 2014a). Similarly, many studies 
investigating associations among socio-economic status (SES) and mathematics performance in PISA reported 
that socio-economically advantaged students perform better (Kilic, Cene, & Demir, 2012; Perry & McConney, 
2010). In general terms, SES describes an individual’s or a family’s ranking on a hierarchy according to access 
to or control over some combination of valued commodities, such as wealth, power, and social status (Sirin, 
2005). SES is also an important variable in understanding the performance differences of students in PISA 
testing. PISA measure students’ socio-economic backgrounds using a continuous scale – the index of economic, 
social and cultural status (ESCS). PISA data show that there is a significant relationship between students’ 
performance and their socioeconomic background as measured by ESCS although the strength of the 
relationship differs across countries (Thomson et al., 2013). In the PISA 2012 mathematics test, socio-
economically advantaged students scored on average 78 points (effect size of .78) higher than disadvantaged 
students (OECD, 2013). Opportunity to learn is another variable with a positive relationship to mathematics 
performance. Opportunity to learn indicators such as exposure to word problems, mathematics topics and 
applied mathematics problems showed a significant relationship to mathematics performance in PISA 2012 
(Schmidt, Zoido, & Cogan, 2014). Among OECD countries, there was a 40 points (effect size of .40) difference 
on average between students who stated they never encountered applied mathematics problems and students 
who stated they rarely encountered such problems (OECD, 2014a). Therefore, as these student backgrounds are 
effective in predicting mathematics performance in PISA, a careful control of these variables by means of 
propensity score matching could be effective to understand the nature of DIF found in the comparison of 
students from different countries in the PISA study and to statistically explain country differences in scores.  
 
 
Propensity Score Matching  
 
When researchers employed randomized experimental designs, the comparison groups are formed to be only 
randomly different on all background covariates. However, in studies comparing intact groups or nations, 
randomization is impossible. Matching methods using propensity scores could then be used to compose 
comparable samples by equating the distribution of covariates in the comparison groups (Stuart, 2010). If the 
pre-existing achievement differences between countries would disappear after matching, it can be concluded 
that the country differences in achievement can be attributed to the background differences. If the pre-existing 
achievement differences would remain intact after matching, the conclusion can be drawn that the differences 
cannot be reduced to the background differences observed. When used this way, propensity matching can be 
seen as an advanced kind of covariance analysis (Van de Vijver & Poortinga, 1997).   
 
There are many types of propensity score matching methods. The matching methods that were used in this study 
are exact, nearest neighbor, and optimal matching. Exact matching is the simplest version of the matching. In 
this procedure, an individual who has exactly the same values on all covariates is matched with an individual in 
the comparison group (Ho, Imai, King, & Stuart, 2011). A problem with exact matching is that when matching 
is done on several background variables, it is probable to end up with a very small sample that is matched on 
these covariates, but is very dissimilar on other aspects, which can create an even larger bias (Rosenbaum & 
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Rubin, 1985). As a solution another approach in matching was introduced that constructs matched sets by 
ensuring similar distributions of the covariates, thereby loosening the need to have exact matches on all the 
individual variables. Nearest neighbor matching is one of the common matching procedures which selects one 
individual from a comparison group with the closest matching covariate properties among all available 
individuals in the group. The unmatched individuals are discarded. As a matched individual is no longer 
available, the order of matching could change the quality of matches (Stuart, 2010). Optimal matching takes into 
account global distance instead of individual distance when performing the matching (Rosenbaum, 2002). 
Therefore, nearest neighbor matching could be used when the aim is to create well-matched pairs, whereas 
optimal matching could give better results when the aim is to create well-matched groups (Gu & Rosenbaum, 
1993). Besides these matching methods, there are other propensity score methods available, such as weighting, 
full matching, and subclassification. These methods give a weight between 0 and 1 to each individual based on 
covariates and no individuals are discarded. As the main focus of this study is to form new matched groups and 
compare results in terms of DIF, weighting, full matching and subclassification methods are beyond the scope of 
this paper.   
 
After matching is done and new groups are formed, it is necessary to evaluate the quality of the matching by 
examining the closeness of the covariate distribution of the resulting matched samples, known as balance. A 
poorly balanced matching means that groups differ considerably in their distributions of matching variables. In 
order to evaluate balance of the matched groups, Rubin (2001) recommended that propensity score mean 
differences should be less than half a standard deviation and propensity score variance ratios should be close to 
one. A matching result that produced imbalanced samples should be rejected and better balanced sample results 
should be searched (Ho, Imai, King, & Stuart, 2011; Stuart, 2010). There might be cases in which comparison 
groups are too far apart from each other in the background variables that make it hard to produce adequate 
estimates using matching (Rubin, 2001).    
 
 
Studies on Propensity Score Matching in Evaluating DIF 
 
There are few studies that used propensity score matching methods in evaluating DIF. Lee and Geisinger (2014) 
analyzed an English reading test administered to South Korean college students for gender DIF using Mantel-
Haenszel and Logistic Regression DIF detection methods before and after matching students on interest in 
education. They reported that the propensity score approach using optimal matching reduced the number of 
biased items. Joldersma and Bowen (2010) compared Language Arts Literacy items translated from Spanish to 
English using the Mantel-Haenszel DIF detection method before and after matching students on various 
covariates, such as gender, economic status, and total test score, using nearest neighbor matching. The matching 
procedure eliminated item bias, which is not surprising given that the authors used the outcome variable, total 
test score of the students, to match the groups. Wu and Ercikan (2006) used propensity score matching to 
investigate effects of Extra Lesson Hours After School (ELHAS) on DIF between Taiwanese and U.S. students 
in TIMSS. In their study, ELHAS was included in a logistic regression model as a main effect and interaction 
term. They reported that ELHAS was related to a reduction of magnitude and number of DIF items. Similarly, 
Zumbo and Gelin (2007) used community location and income level of students as a contextual variable to 
investigate effects on gender DIF using mathematics test of the Foundation Skills Assessment in British 
Columbia. They named this analysis differential domain functioning and reported that differential domain 
functioning was present in their study. All of these studies generally implied that contextual variables could be 
effective in investigating sources of DIF (Lee & Geisinger, 2014; Wu & Ercikan, 2006; Zumbo and Gelin, 
2007). What is still missing is a comparison of effects of different propensity score matching methods on DIF 
using large-scale assessment data.   
 
 
Present Study  
 
DIF procedures are based on matching on test scores. We argue that matching on additional, potentially bias-
relevant background variables would be helpful to identify sources of DIF. What we do here can be seen as a 
combination of a procedure called thin matching (the use of total score as the matching variable) and thick 
matching (forming the matching variable by pooling total score levels) (Donoghue & Allen, 1993). In this study, 
using exact, nearest neighbor, and optimal matching methods, PISA 2012 released mathematics items were 
analyzed in terms of DIF for Indonesian, Turkish, Australian, and Dutch students. These four countries were 
selected to represent wide spectrum of countries in terms of mathematics performance such as, Indonesian 
students were included to represent a low achieving country, Turkish students were included to represent a 
below average country, Australian students were included to represent an above average country and Dutch 
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students were included to represent a high achieving country according to results of PISA 2012. Additionally, 
these countries differ in terms of background variables, such as socioeconomic status; therefore, the extent to 
which these matching methods were effective in comparing culturally different groups could be tested. By using 
various types of matching methods on data of these differentially achieving countries, we aim to evaluate effects 
of various matching methods that use propensity score methodology to study DIF results and to understand the 
nature of bias in the comparison of educational performance of these four countries. So, we examined to what 
extent propensity score matching methods are effective in understanding nature of bias by reducing or 
eliminating the sources of bias and to what extent propensity score matching is able to explain cross-national 







The data of this study were obtained from the PISA 2012 data set. In PISA, the target population is all 15 years-
old students of participating countries. This study used all Indonesian, Turkish, Australian, and Dutch students 
who answered released mathematics items, as the item bias analysis requires that item contents are known 
(which restricts the number of items that could be included in the analysis). In this study, the data were 
investigated from 1078 Indonesian students (540 females and 538 males), 951 Turkish students (462 females 
and 489 males), 2824 Australian students (1398 females and 1426 males) and 839 Dutch students (415 females 





PISA 2012 gathered data on students’ mathematics performance and students’ characteristics via cognitive items 
and student questionnaire, respectively. The present study used released sample items of PISA to evaluate DIF. 
In the PISA 2012 mathematics test, there were 13 released items that were answered by the samples described 
above.  
 
Student background variables that are considered to be sources of DIF and controlled by propensity scores 
matching were gender, index of economic, social, and cultural status, and opportunity to learn. The index of 
economic, social, and cultural status, reported by PISA, is a combination of the highest occupational status of 
parents, the highest educational level of parents, family wealth, cultural possessions, and home educational 
resources (OECD, 2014b). Opportunity to learn is defined as student’s exposure to subject domain content in 
school previously and is an important predictor of achievement (Schmidt & Maier, 2009). 
 
 
Data Analysis    
 
As a first step, DIF analyses were conducted using structural equation modeling (SEM) and logistic regression 
(LR) DIF detection methods without matching students on contextual variables among Indonesian, Turkish, 
Australian, and Dutch students. The MPLUS 7.11 and SPSS 19.0 programs were used for SEM and LR DIF 
analysis, respectively. In the SEM procedure, a Confirmatory Factor Analysis (unifactorial, with all items as 
indicators of the latent variable) was conducted, assessing configural and scalar invariance. In the logistic 
regression procedure, total test score, country, and their interaction were used as predictors. Significance of 
country and their interaction were taken as evidence for uniform bias and non-uniform bias, respectively. Then, 
for each comparison group, exact, nearest neighbor and optimal matching methods were performed using 
gender, the index of economic, social and cultural status, and opportunity to learn as contextual variables. 
Propensity matching does not yet have a single best procedure and there is no guarantee that different 
procedures yield similar outcomes; therefore, we applied multiple procedures. The MatchIt R package (Ho, 
Imai, King, & Stuart, 2007) was used to do the matching and to estimate propensity scores. The data derived as 
a result of each matching method were evaluated in terms of balance. Then, DIF analyses were reconducted 
using matched group data produced by each matching method. Finally, effects of each matching methods on 
country mean achievement scores calculated on the basis of the released items were investigated to examine to 
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Results 
 
Internal Consistency Analysis of the Instrument 
 
Cronbach’s alpha reliability coefficients in the PISA 2012 mathematics test were .601 for Indonesian students, 
.777 for Turkish students, .773 for Australian students, and .738 for Dutch students. These values are 
satisfactory (Cicchetti, 1994), with the exception of the low value for Indonesia. There are no clear reasons for 
the lower value in Indonesia.  
 
 
Descriptive Statistics and Evaluation of Matching 
 
A comparison of the sample sizes of the original and matched data is presented in Table 1 and the means on 
gender, ESCS, and opportunity to learn are given in Table 2. An exact matching procedure of Turkish and 
Dutch students yielded only 33 to 32 matches; between Indonesian and Dutch students only 35 to 36 matches 
could be found. These low numbers of matches suggested that these students (Turkish vs. Dutch; Indonesian vs. 
Dutch) were very different on these contextual variables. Exact matching resulted in the highest number of 
matches between Australian and Dutch students, 334 to 286 matches. Nearest neighbor and optimal matching 
produced new groups based on the minimum number of the students in any group. For instance, when Turkish 
and Australian students were matched, both groups had 951 students, whereas when Dutch and other countries 
matched, groups had 839 students.  
 












Indonesia 1078 69 951 951 
Turkey 951 67 951 951 
     
Indonesia 1078 101 1078 1078 
Australia 2824 127 1078 1078 
     
Indonesia 1078 35 839 839 
The Netherlands 839 36 839 839 
     
Turkey 951 104 951 951 
Australia 2824 131 951 951 
     
Turkey 951 33 839 839 
The Netherlands 839 32 839 839 
     
Australia 2824 334 839 839 
The Netherlands 839 286 839 839 
 
Indonesian and Turkish students originally had lower mean ESCS values (-1.74 and -1.46, respectively), 
whereas Australian and Dutch students had a higher mean ESCS (.18 and .28, respectively). Exact matching 
produced groups with close ESCS values. In both nearest neighbor and optimal matching procedures, ESCS 
values were very similar between Australian and Dutch students, and between Indonesian and Turkish students. 
However, after matching, the difference in ESCS diminished only slightly between Indonesian students and both 
Australian and Dutch students, and between Turkish students and both Australian and Dutch students. For 
instance, between Dutch and Turkish students, as all Dutch students were kept and number of Turkish student 
were reduced to the number of Dutch students, the ESCS value of Dutch students remained the same (.28) and 
the ESCS value of Turkish students only increased from -1.46 to -1.26. Descriptives related to opportunity to 
learn showed similar findings as found for ESCS in terms of matching. The only difference was that Indonesian 
students originally had the highest mean score in opportunity to learn. The gender distribution of the original 
groups was very close (1.50 indicates equal distribution). The gender distributions in the matched groups 
deviated slightly.  
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The quality (balance) of the matching was evaluated by examining propensity score mean differences divided by 
their standard deviation and propensity score variance ratios (See Table 3). Exact matching produces perfect 
matches according to balance criteria, which is in line with its definition; however, there is a problem in that 
there are very few subjects matched on these covariates, which can create very atypical samples. Nearest 
neighbor and optimal matching produced exactly the same balance evaluation values for each pair of groups. 
Both matching methods suggested a good match between Australian and Dutch students. Matching results 
between other groups of students suggested that the balance evaluation values were higher than the expected, 
which indicated the matching was not entirely adequate as propensity score mean differences were higher than 
half a standard deviation and propensity score variance ratios were not around one.  
 
Table 3. Evaluation of balance 













Indonesia - Turkey  .00 .61 .61  1.00 1.46 1.46 
Indonesia - Australia  .00 1.23 1.23  1.00 3.15 3.15 
Indonesia - the Netherlands  .00 1.45 1.45  1.00 1.48 1.48 
Turkey - Australia  .00 .95 .95  1.00 2.97 2.97 
Turkey - the Netherlands  .00 1.35 1.35  1.00 1.65 1.65 
Australia - the Netherlands .00 .00 .00  1.00 1.00 1.00 
M. = Matching. 
 
Effects of Matching on DIF Results  
 
In this section, results based on SEM and LR DIF detection methods are presented first using original data and 
then using matched data (See Table 4). Related to SEM original data results, detailed statistics of configural and 





Between Indonesian and Turkish students, and Indonesian and Dutch students, only item 3 was flagged as 
having DIF in both SEM and LR. Between Indonesian and Australian students none of the items was flagged as 
having DIF by both SEM and LR, although there were other items that were flagged as DIF by only one 
method. Between Turkish and Australian students, no items were flagged by both methods. Between Turkish 
and Dutch students, items 2 and 4 were flagged as having DIF in both SEM and LR, whereas additional items 
were flagged by SEM and LR separately. Between Dutch and Australian students, the SEM method identified 
two items as having DIF, whereas LR identified none. These findings were used as a basis to evaluate results 





As stated previously, exact matching produced a very small sample size. Therefore, DIF analysis could not be 
conducted using exact matching data except between Australian and Dutch students. Between Australian and 
Dutch students, SEM method identified item 6 as having DIF. Originally, SEM detected two different items (7 
& 10), so we got fewer, yet different DIF items with exact matching. For LR neither the original data nor the 
exact matching data revealed any items as having DIF.  
 
 
Nearest Neighbor and Optimal Matching 
 
Nearest neighbor and optimal matching methods produced almost the same results in terms of descriptives and 
evaluation of balance. They also produced the same results in the DIF analysis. DIF results between Indonesian 
students and other three groups of students suggested that among SEM and LR methods there was no 
convergence. When we compared items flagged in the original data and in nearest neighbor and optimal 
matching data, there was no clear pattern of diminishing DIF. Between Turkish and Australian students, no 
items were identified as having DIF in SEM or LR, in line with original data. Between Dutch and Turkish 
students, the same items in original data were identified as having DIF in SEM and in LR. As the balance 
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evaluation suggested that the matching of the data was not adequate, finding the same results in the matched 
data as in the original data was not surprising. Therefore, unbalanced matched data between Turkish and 
Australian students and between Dutch and Turkish students did not produce any change (reduction) in DIF 
results. The SEM method identified only item 4 as having DIF in the comparison between Dutch and Australian 
students. The number of items detected as having DIF reduced from two to one. As none of the item was 
identified as having DIF in LR, no improvement could be found. Therefore, if the balance of matching is not 
good in nearest neighbor and optimal matching, matching is not helpful to find the sources of DIF. 
 
 
Using Propensity Scores as a Predictor 
 
As nearest neighbor and optimal matching could not produce a good match, especially for countries that were 
very different on background variables, the actual propensity scores estimated by matching methods were used 
as covariate to flag DIF items. As nearest neighbor and optimal matching all produced the same values, only the 
propensity scores estimated by the former method was used.  Propensity scores and interaction between 
propensity score and group membership were added to the equation in logistic regression to compute DIF; in 
SEM, the propensity score were added as predictor of the outcome of each item. For LR, results involving 
Indonesian data showed the same pattern and there was no reduction in the number of biased items flagged. 
However, when comparing Turkish and Dutch student data, all the items originally flagged as DIF no longer 
showed DIF. For SEM, using propensity score as predictor eliminated all DIF in the Indonesian-Turkish, 
Turkish-Dutch, and Australian-Dutch comparisons. Additionally, in the Indonesian-Dutch comparison, the 
number of items showing DIF decreased from five to two, and in the Indonesian-Australian comparison, 
decreased from two to one. Overall, using propensity scores as predictor in DIF detection was found to be an 
effective method to reduce the number of items showing DIF. Our analyses strongly suggest that the estimated 
propensity scores should be added to the DIF analysis, as only matching data and examining DIF in these 
matched samples (without using propensity scores) may not be effective to reduce DIF, especially in poorly 
balanced matches.  
 
 
Effects of Matching on Mean Score Differences  
 
The mathematics PISA performance differences among these four countries were evaluated in this part of the 
study. Table 5 shows that, in the original data, the mathematics performance difference between Indonesia and 
Netherlands had the largest effect size in terms of Cohen’s d (1988), whereas comparisons of Turkey and 
Australia, and Australia and Netherland yielded the smallest performance difference. Comparing performance 
differences after matching with various methods suggested that the differences did not change in effect size 
dramatically. Only in the Turkish and Australian student comparison, the effect size was decreased moderately. 
One of the reasons of this finding could be that as the matching did not produce a good balance, matching did 
not have an effect on performance differences between groups.  
 
The same analyses were repeated by using propensity scores as covariate to understand the remaining 
performance differences, especially for group comparisons with a poor balance. Using propensity scores as the 
covariate, there were no huge changes in effect size when Indonesia was compared with other countries. This 
could be due to high level of opportunity to learn values of Indonesian students which might cancel out 
effectiveness of propensity scores. The background of the high Indonesian scores on self-reported opportunity to 
learn is unclear. When comparing Australian and Dutch students, almost the same effect sizes were obtained as 
these groups had good balance in their match. Using propensity score as covariate did not add new information 
for well-balanced data. However, using propensity scores as covariate helped to reduce the mathematics 
performance difference between Turkish-Dutch and Turkish-Australian students’ comparisons, suggesting that 
ESCS and opportunity to learn were important predictors of the country differences in mathematics performance 
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Discussion 
 
In this study we aimed to answer the question to what extent propensity score matching methods are effective in 
understanding the nature of DIF in PISA 2012 in the comparison of mathematics performance and to explain 
cross-national differences in mathematics performance. After detecting DIF, evaluating sources of DIF is 
necessary to distinguish DIF from naturally occurring and valid group differences. However, experience has 
shown that this evaluation can be cumbersome and that it is often far from easy to detect the sources of DIF. It 
would be helpful to control other relevant factors, such as background characteristics of students, to address 
their potential impact on reducing the number of DIF items and eliminate background characteristics to interfere 
with the results. This study hypothesized that matching students of different groups using propensity scores 
could help to achieve this goal.  
 
If the balance of the matching is good, we found that matching could reduce the number of items showing DIF 
as found in the Australian-Dutch comparison. To understand the nature of this (positive) finding, it is important 
to note that in the Australian-Dutch comparison countries were close to each other in terms of background 
variables and mathematics performance. However, our results also suggested that if the balance of the matching 
is not good, using matched groups data did not provide much additional information or aid in understanding the 
nature of the bias. Therefore, evaluation of balance before conducting further analysis is necessary. Rubin’s 
(2001) recommendation of balance evaluation criteria that propensity score mean differences should be less than 
half a standard deviation and propensity score variance ratios could be very useful. The feasibility of matching 
would be enhanced if it can be also used to compare groups that are not very similar in performance or 
background characteristics. In the study, the solution of poor balance on matching is salient in procedures using 
actual propensity scores in DIF analysis. DIF detection methods, using propensity scores as covariate in DIF 
detection is found to be an effective method in both LR and SEM to reduce the number of items showing DIF. 
This finding is congruent with the finding of Wu and Ercikan (2006) who included Extra Lesson Hours after 
School in a logistic regression model. They reported that this variable was related to a reduction of the 
magnitude and number of DIF items. We demonstrated how propensity score matching methods that can deal 
with multiple matching variables at once can be used not only by LR but also by SEM DIF detection analysis. 
 
One of the perennial problems of DIF studies is to identify sources of DIF. Our study showed that propensity 
score matching when it is used as a predictor or covariate has the potential to address this problem. Propensity 
scoring provided us with a new tool to better control sources of item bias. In our case, controlling gender, 
socioeconomic status and opportunity to learn were effective in identifying sources, as they were important 
predictors of mathematics performance in PISA (Areepattamannil, 2014; Kilic, Cene, & Demir, 2012; Liu & 
Wilson, 2009; Machin & Pekkarinen, 2008; Perry & McConney, 2010; Schmidt, Zoido, & Cogan, 2014). At a 
conceptual level, the findings suggest that diminished DIF items are induced by these background variables and 
not by other cultural differences. Propensity score matching might be able to focus our search for bias. 
Interestingly, the bias sources employed in this study (gender, socioeconomic status, and opportunity to learn) 
may also create bias within countries.  
 
Comparison of cross-national mathematics performance differences before and after matching showed that 
when the balance was not good, matching did not decrease the size of the country differences. This result could 
be due to a poor balance in matching very different countries. However, when actual propensity scores were 
used as covariate, differences between countries tended to be reduced. Large decrements in mathematics 
achievement difference were achieved between Turkish and Dutch students, and between Turkish and 
Australian students when we used propensity score as covariate. For Turkish and Australian students, it was 
found that Turkish students would be more successful than Australian students if they had same ESCS and 
opportunity to learn. This finding implies that if two groups are different in terms of achievement level and 
background variables, using propensity score as covariate could explain an important part of achievement 
difference between these groups. In our case, mathematics performance differences between Turkish and Dutch 
students as well as Turkish and Australian students could be largely attributed to differences in ESCS and 
opportunity to learn. The implication of this finding would be that if Turkish students would have higher ESCS 
and more educational exposure to the educational activities that are related to proficiencies measured in PISA, 
the difference would be smaller. Remarkably, comparisons involving Indonesian students did not show huge 
changes in effect size before and after controlling for propensity scores. We can speculate that the high level of 
opportunity to learn scores of Indonesian students (even higher than those of Dutch students) challenged the 
effectiveness of propensity scores. Clearly, if matching variables are not fully comparable across countries, any 
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When the matching methods are compared, nearest neighbor and optimal matching produced the same results in 
terms of sample size, mean of matching background variables, evaluation of balance, DIF results, and 
performance differences measured by effect size. Therefore, selecting one of these methods to produce actual 
propensity scores most probably will not change the outcome. Exact matching, on the other hand, can decrease 
sample size drastically, especially when the matched groups differ in matching characteristics. Paradoxically, 
exact matching may not help to equate groups when it is needed most (namely when groups are most 
dissimilar). Additionally, we recommend that other matching methods, such as optimal full matching, could be 
tried to test whether they are effective in reducing bias. In order to test the generalizability of the results, similar 
procedures might be followed using other educational achievement such as data from PIRLS (Progress in 
International Reading Literacy Study) or TIMSS (Trends in International Mathematics and Science Study). 
Overall, this study is novel in that it investigated various propensity score matching methods to understand the 
nature of DIF by using PISA educational performance data of countries that represents diverse results. This 
study is important for showing the effectiveness of propensity score in explaining sources of DIF and cross-
national differences in mathematics performance. Additionally, presenting various outcome of these three 
matching methods result using four different countries helped our study to have a good coverage in terms of 
matching methods and sample. Propensity score matching approach is a novel topic that is expected to gain 





Finally, our study has some limitations. First of all, findings are based on selected background variables that are 
considered to be linked with DIF. These variables are selected based on prospective candidates of sources of 
DIF. Selecting other sets of variable could produce different results. Another limitation is that this study only 
focused on comparing matching methods using released items. The other limitation is that choice of PISA data 
to flag the DIF. As PISA items are prepared with great care and as most probably the best functioning items are 
released, finding patterns of DIF could be more difficult than any regular set of items. Repeating a similar study 
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