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1. INTRODUCTION 
In a recent paper [l], Bellman has discussed the following system of partial 
differential equations 
xt - xr = Ax + Dy, yt + yr = Bx + CY, (1.1) 
under the boundary condition 
x(Z, t) = c, Y(O, t) = 4 (1.2) 
and the initial condition 
x(y, 0) = y(r, 0) = 0, (1.3) 
where x = x(r, t), y = y(r, t), c, d are vectors in the n-dimensional Euclidean 
space R” and A, B, C, D are constant 12 x 12 matrices. The problem (l.l)- 
(1.3) describes an idealized transport process of n different types of particles 
moving in either direction along a line of finite lengt 1. Using Laplace trans- 
form, Bellman investigated the asymptotic behavior of the solution and its 
relationship with the steady state solution. In this paper, we are concerned 
with the questions of the well-posed problem and the method of construction 
of a solution for the following more general system of initial boundary value 
problem: 
xt - x, = Ah, t)x + W, QY + p(y, t) 
(0 < x < I, t > 0) (2.1 
yt + or = WY, t)x + C(y, tlr + a@, t> 
x(Z, t) = c, ~(0, t) = d 
x(y, 0) = Yqy), Y(Y, 0) = de> 
545 
(t > 0) (2.2) 
(0 < Y < 2). (2.3) 
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In the above system, the matrices A, B, C, D can be functions of position 1 
as well as time t. The additional terms p, 4 in (2.1) and +, # in (2.3) include 
possible external sources and initial fluxes in the transport medium. Tht 
boundary condition (2.2) means that incident fluxes of constant intensity arc 
applied at both ends of the line. As in the usual sense, the well-posed problen 
considered in this paper consists of (a) the existence of a solution, (b) the 
uniqueness problem and, (c) the continuous dependence of the solution or 
the external sources and the initial-boundary data. (For a derivation of the 
problem the reader is referred to [l] or [2, Chapter 71. Some discussion on the 
corresponding steady-state problem can be found in [3] and [4]). 
In order to insure the existence of a solution we assume that the matrice: 
A, B, C, D and the vectors p, 4, $, # are essentially bounded on [0, I] x [0, T: 
for every finite value of T. This includes the most interesting case where 
A, B, C, D are piecewise continuous (e.g., see [3]). Our basic approach ir 
proving the existence and uniqueness problem is by the method of successive 
approximations. An essential contribution of this approach is that it leads tc 
a recursion formula for the determination of the solution as well as error 
estimates for the approximations. In the recursion formula, the spatial 
variable r is fixed through the process of iterations. This property is especially 
useful since one is often interested only in the reflected fluxes x(0, t), y(Z, t: 
at the ends of the line. Furthermore, since our recursion formula involves 
only straightforward integrations just as in the initial-value problems of 
ordinary differential equations, numerical results for the approximations can 
be handled by a digital computer. Thus our approach to the problem provides 
both analytic results and computational significance. 
2. APPROACH TO THE PROBLEM 
In this section we describe our approach to the problem (2.1)-(2.3) by 
the method of successive approximations. This approach is similar to that 
given in [5] for the treatment of multivelocity neutron transport problems. 
The process of approximations is as follows: Starting from a given pair of 
functions (X(O), y(O)) we construct a sequence {@), y(“)} from the following 
interrelated (but not coupled) systems 
&k) _ X(k) = Ax(k-1) 
x’“‘(z,7t) = c 
+ Dy@l) + p (0 < r < I, t > 0) 
(t > 0) k = 1, 2,..., 
dk)(r, 0) = d(r) (0 < r < I) I 
(3.1) 
yjk) +y(k) =&(k-1) + cy(k-l) + 4 
y’k’(O,‘t) = d 
Y’k’(r, 0) = NY) 
(0 < r < z, t > 0) 
(t > 0) k = 1, 2,..., 
(0 < r < 1) 
(3.2) 
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The construction of the sequence {xck), y@)} is clear since for each K = 1, 2,..., 
the right side of the equations in (3.1) and (3.2) are both known functions. 
In fact, as we will show in the following section (see Lemma 3.3) that the 
systems (3.1) and (3.2) can be solved for xcK) and y(“), respectively, to yield the 
recursion formula 
xyr, t) = r&r + t) + lot A(r + t - 7) T) x(k-l)(Y +t - 7, T) d-r 
+ j” D(r + t - T, T) y(k-l’(r + t - T, T) d7 
0 
+ Jot P(T + t - 7, T) dT (0 < r < I, t 3 0) 
y’“‘(r, t) = I+@ - t) + j+otB(’ - t + T, T) x(lc-l)(r - t + 7, T) dr 
) k = 1, 2,..., 
+ jot c(r - t + T, T) y”“-“(Y - t + 7, T) dT 
+ Jot q(’ - t + 7,~) dT (0 < r < I, t 2 0) 
(3.3) 
where 4, z,$ are defined by 
In the recursion formula it is also defined that 
A(r, t) = B(r, t) = C(Y, t) = D(r, t) = 0, 
p(r, t) = q(r, t) = 0 when y $[O,Q 
(3.5) 
Hence our crucial problem is to show that the sequence {xtk), y(“)} given by 
(3.3) converges to a unique solution of the problem (2.1)-(2.3). To accomplish 
this, we first transform the problem (2.1)-(2.3) by letting u = c”~x, w = e-““y 
to obtain the transformed system 
ut - U, + Au = Au + Dv + e-““p 
vt + V, + hv = Bu + Cv + e-Atq 
(0 < r < 1, t > O), (3.6) 
u(Z, t) = cc-At, ~(0, t) = de-At (t > 01, (3.7) 
u(y, 0) = 4(r), qy, 0) = 4(r) (0 < r < Z), (3.8) 
where X 3 0 is a constant to be chosen. Similarly, by letting zJk) = e-Atx(k), 
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ZP = e-hty(k) we transform the corresponding systems (3.1) and (3.2) into the 
respective form 
up) - @) r + A&) = ~,(k-l) + &o-l) + es+ 
zP(Z, t) = ce@ 12 = 1, 2,..., w 
zP’(Y, 0) = d(Y) 1 
$4 + Qd + Qc) = B*(“-1) + ce, k-1) + e-ntq 
tP(O, t) = de-At 
I 
k = 1, 2,.... (3.10) 
TP)(Y, 0) = j(Y) 
Thus to show the convergence of {@), ~‘“1) to a unique solution of (2.1)- 
(2.3) it suffices to show the convergence of {zP), v(~)} to a unique solution of 
(3.6)-(3.8). For this purpose, we formulate the problem (3.6~(3.8) as an 
operator equation in a suitable function space. 
Let Q = (0,Z) X (0, T] f or some finite but arbitrary value of T and let 
V(Q) be the set of all continuous vector functions u = (gl ,..., u,) on Q. 
As usual, we denote by P(Q) the space of all square Lebesgue integrable 
vector-functions in Q. The inner product between u = (uI ,..., u,) and 
v = (VI ,..., 0,) and the norm of u are given, respectively, by 
(u, v) = j, U(Y, t) - o(r, t) dr dt = jo’Lz (z+wl + a*. + u,w,) dr dt 
II u II = ( jn Iu(y, t>12 dy df", 
where u . v and / u 1 denote the usual Euclidean inner product and norm in 
Rn. We next let Ss(J2) = L2(Q) x L2(Q) be the product space of L”(Q) 
equipped with the inner product 
(U,u’)= j (u+u’+v.o’)drdt= jTjzf(uiui’+v,v;)drdt 
sa 0 0 i=l 
and norm 11 U 1) = (U, U)lj2, where U = (u, o), U’ = (u’, o’) are in g2(Q). 
Since it seems there is no confusion we use the same inner product and norm 
notations for both L2(Q) and S2(Q). 
Define operators SZZ~ , Fi , i = 1,2, by 
d;u = lit - u, + Au (u E &4>>~ 
d2v = vt + 0, + hv (v E w4>>, 
(3.11) 
(&(u, v)) (y, t) = 4, t) u(y, t) + W, t) v(y, 4 + e-AW, 4, 
(F2(u, 4) (r, t) = W, t) u(y, t) + C(y, t) v(y, t) + e-Wy, t) 
(u, v EL2(-Q)), 
(3.12) 
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where D(.c$) is the domain of JZZ~ given by 
D(dl) = (24 E V(Q); dlu EL2(Q), u(Z, t) = ce+, u(r, 0) = 4(r)>, 
D(.nZ,) = {w E V(Q); d2w ELM, ~(0, t) = deRAt, W(Y, 0) = G(Y)}. 
(3.13) 
Then for each i = 1,2, ,al is an operator with domain and range (denoted by 
R(J&)) both in L2(Q) while Fi is an operator defined on AC(Q) into L2(sZ). In 
order to insure the existence of a solution in .Y2(L?) we extend the operator 
&i to its closure &: . The definition of &i is that if (zu(“)} is a sequence in 
D(cz$) such that ZLP) --f w and &UP) -+ w* as k-j co then w E 0(&l) and 
S&W = wV. With this definition the system (3.6)-(3.8) may be written as a 
coupled operator equation in the form 
d;u = Fl(u, v) 
d?w = F2(u, 71) 
(u E z&2;), 21 E D(Jq). (3.14) 
The requirement of u E B(s$,), v E D(&i) in Eq. (3.14) insures that the 
boundary and initial conditions (3.7) and (3.8) are satisfied by the solution of 
the equation. We next define operators ~2, S by 
azu = (dlU, d2w) (U = (% 4 E w4h 
F(U) = (Fl(u, 4,F2(4 4) (U = (~7 4 E ~2(Q)), 
(3.15) 
where the domain D(&) of s&’ is given by D(d) = 0(&i) x D(s.Q. Then 
the coupled equations in (3.14) b ecomes the single operator equation 
szu = F(U) (U E W4) (3.16) 
in the Hilbert space L?“(Q). Notice that &’ is an operator with domain 
D(d) and range R(d) both in P(Q) and S is an operator defined on the 
whole space .Y2(Q) into itself. In view of the above formulation, the systems 
(3.9) and (3.10) are equivalent to the respective operator equations 
SqP) = F1(dk-l’, dk-1)) (U(k) f D(&q)), 
es&~(~) = F2(zP1), .(le-l)) (TP) E D(&)), 
(3.17) 
which may be combined as the single operator equation 
luck) = $iT(U'"-1') (U'"' E D(d)) (3.18) 
in the space P(S). Hence our problem is reduced to show that the sequence 
(lYk)} converges to a unique solution of (3.16). We prove this in the following 
section. 
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3. CONVERGENCE OF THE APPROXIMATIONS 
Before proving the convergence of the sequence (z@, TW} we prepare a 
series of lemmas. The first two lemmas give some properties of the operators 
dt and ~~202. 
LEMMA 3.1. For any real number A, 
(dp - d&‘, u - u’) 3 h 11 24 - u’ 112 (u, u’ E D(4)>, 
(s&f20 - d2d, 2, - 0’) > x 11 v - v’ 112 (% ‘u’ E w4)’ 
(4.1) 
If, in addition, A > 0 then for each i = 1, 2, the inverse operator &t-l exists and 
I/ d;lw - J@w’/I <h-l/] w - w’ll (w, W’E R(dJ). (4.2) 
Proof. We first show the case for&i . Let u, u’ E D(J;s,)and let Q = u - u’. 
Then by definition, 5;4u - dru’ = C, - Zz, + A6 and thus by integration, 
(J&u - .x+i, u - u’) = SI oT oz [(z& - 6,. + hi) - 221 dr dt 
= 9 joz [I c(r, T)12 - I @, 0)121 dr 
- 4 oT [lzi(Z, t)12 - 1 zZ(O, t)12] dt + h II ii l12. J‘ 
Since u, u’ E D(dl), the boundary and initial conditions (3.7) and (3.8) imply 
that J(r, 0) =+(r) - 4(r) = 0 and E(Z, t) = cemAt - cc-At = 0. It follows 
from (4.3) that 
(d$ - dlU’, u - u’) > h 11 22 112 = A /I u - 24’ 112, 
which proves (4.1) for 5;4 . TO show the case for &a we observe from the 
definition of d2 that 
(d2v - ycszv’, 0 - 0’) = 
is 
’ ’ [(Ct + 6, + AG) * 61 dr dt 
0 0 
=4 
s oz [I a@, TN2 - I a@, 0)121 dr
+ 4 s,’ [I W, t)12 - I V, t>121 dt + A II d II’, 
where d = w - o’. Using the second boundary and initial conditions for 
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V, v’ we have Z(r, 0) = E(O, t) = 0. Hence the inequality for J;e, in (4.1) 
follows immediately from (4.4). I n view of the relations in (4.1) we obtain, for 
U,U’ED(dJ, i= 1,2, 
The above relation implies that 
/I diU - diU’ I/ > h I/ u - u’ /I (u, li E D(d$). (4.6) 
Hence the existence of dip1 and the inequality (4.2) follow directly from (4.6) 
by letting w = s4,u, w’ = SZ$.J’. Th is completes the proof of the lemma. 
LEMMA 3.2. For any real A, 
(deu - LZTJ’, u - lY) > x 11 u - U’ 112 
Moreover, if X > 0 then JY-l exists and 
(72, U’ E D(d)). (4.7) 
11 .!P1w - d-lw’ 11 < h-1 I/ w - W’ jj (W, w’ E R(d)). (4.8) 
Proof. Let U = (u, v), U’ = (u’, v’) be in D(d). Then U, u’ E D(&i), 
v, v’ E 0(&a) and (4.7) is equivalent to 
(&$J - si@‘, u - u’) + (div - d@, v - v’) 3 X(11 u-u’ /I2 + 11 v - v’ II”). 
(4.9) 
Thus it suffices to show that the inequalities in (4.1) hold for &y , &i, 
respectively. This is trivially true if u, u’ E D(,Mi) and v, v’ E 0(&a) since .$ 
is an extension of JY~ , i = 1, 2. For arbitrary u, u’ E D(&i) we can find, in 
view of the definition of .s& , sequences {w(~)}, {zP) such that wcL) ---L u, 
&iwck) + Jbyu and ,zP) + u’, JZ$@) -SdZ;u’ask-+c~.Butforeachk=1,2 ,..., 
(Jza,wCW - &+64, w(k) - $c)) >, h I/ W(7d - +) 112. 
We have, by letting k -+ co, 
(d;u - J3+‘, u - u’} > h 11 u - 24’ 112. 
In the same manner, 
(4.10) 
(d$J - si;v’, v - v’) > h 11 v - v’ 112. (4.11) 
Addition of (4.10) and (4.11) leads to the inequality (4.9) which proves the 
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first part of the lemma. As in the proof of Lemma 3.1 we obtain from (4.7), 
11 u- U’IIIIdU-&w/I >(dU-dav’, u- r-7) >A(/ u- U’112. 
(4.12) 
The existence of d-1 and the inequality (4.8) follow from (4.12). 
Our next lemma is concerned with the solution of the following two 
systems: 
ut - u, + Au = g, 
vt + vi, + A?? = h, 
u(Z, t) = ce-ht, 
~(0, t) = de+, 
where g, h are given functions in P(Q). In the form of operator equations 
these systems are equivalent to 
&i;u =g (u 6s w4h 
J&J = h (v E WQ). 
(4.15) 
Define 
g(r, t) = 0 if Y > I and h(r, t) = 0 if Y < 0. (4.16) 
Then we have 
LEMMA 3.3. For any g, h ELM there exist unique u E D(&y), v E 0(&i) 
such that &yu = g, J&J = h. Furthermore the solutions u, v are given, 
iespectively, by 
U(Y, t) = e+$(r + t) + Lt e-A(t-T)g(r + t - 7, T) d7 (0 < y < 4 t 3 O), 
(4.17) 
W(Y, t) = e-ht$(r - t) + Lt e-A(t--7)h(r - t + T, T) dr (0 < y d I, t 2 O), 
(4.18) 
where I$, I$ are defined by (3.4). 
Proof. We first solve the problem (4.13). Consider the case where 
g E U(Q). Then by letting Y’ = --I - t, t’ = t the equation in (4.13) reduces 
to 
$(-I’ - t’, t’) + X24(-Y - t’, t’) =g(-Y’ - t’, t’). 
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Multiplication by eht’ and integration from 0 to t’ lead to 
e”t u(-Y’ - t’, t’) - u(-Y’, 0) = jot’ eATg(-r’ - T, T) dr. 
Replacing Y’ by -r - t and t’ by t and using the initial condition (4.13) we 
obtain the formula (4.17) with &Y + t) = +(Y + t). The above derivation 
shows that u satisfies the equation and the initial condition in (4.13). To show 
that u satisfies the boundary condition we observe from the definition (4.16) 
that g(E + t - 7, T) = 0 for all 7 E (0, t). Thus the integral term in (4.17) 
vanishes at r = 1. This together with the definition of 6 imply that 
u(Z, t) = e-qz + t) = ce+ for all t > 0. 
By Lemma 3.1 we conclude that for each g E V(Q) there exists a unique 
u E D(sQ,) given by (4.17) such that .zZiu = g. Notice that if g is piecewise 
continuous on Q, so is u. 
For g EP(Q) we choose a sequence {gtk)} in V(Q) such that g(“) -+ g as 
K + co. This is possible since V(Q) is dense in P(Q). From the result just 
proved there exists a sequence {@} in D(&i) such that J&U(~) = gtk) for 
each k = 1, 2,.... In view of Lemma 3.1, uo) = &clgck) and for any integers 
k, 6 
II u (k) - u(z) /j = 11 &&-lg’k’ - &fpg(z) /I < h-1 // g(k) - g(z) I/ . 
Therefore {zP)) is a Cauchy sequence and thus converges to some u ELM. 
This together with z@P) + g imply that u E D(&<) and Csyu = g. Following 
the same process except with the change of variables Y’ = Y - t, t’ = t it is 
easily shown that the solution v for the problem (4.14) is given by the formula 
(4.18). This proves the lemma. 
The implication of Lemma 3.3 is that if we let 
g(r, t) = (F&P-1’, ZP-1’)) (r, t), 
h(r, t) = (F2(u(k--l), dk-1’)) (Y, t), 
and use the definition (3.5) for Y outside of [0, I] theng, h satisfy the condition 
(4.16) for each k = 1, 2 ,..., and thus the solution zP) for the system (3.9) and 
v(k) for (3.10) are given, respectively, by 
u(~)(Y, t) = e--“$(r + t) + jot e-~(t-+)(Fl(u(k-l), 4+-l))) (y + t - T, T) d7 
w(~)(Y, t) = e-%&r - t) + jot e-A(t-T)(F2(u(k-1), wck-l))) (Y - t + T, 7) dT 
k = 1, 2,..., (4.19) 
554 C. V. PA0 
If the matrices A, B, C, D and the vectorsp, q, +, # are continuous or piece- 
wise continuous then so are the functions g, h, and in this case the pair 
@ tk), rP)) given by (4.19) satisfies the problems (3.9), (3.10) in the classical 
sense. 
For the sake of obtaining an explicit error estimate for the approximations 
(U (*), a(k)) given by (4.19) we prepare one more lemma in which the constant 
M is defined by 
M = max(ess-sup Aj(r, t)}, 
lQ<4 (T.t)En 
(4.20) 
where Aj , j = 1,2,3,4, are the largest eigenvalues of the matrices ATA, 
BTB, CTC, DTD, respectively. 
LEMMA 3.4. For any W, W’ E g2(Q), 
II qw> - ~VVII < KII w - w II , (4.21) 
where K = 2M112. 
Proof. Let W = (w, w), IV’ = (w’, 0’) and let u = w - w’, u* = w - w’. 
Then by the definition of Fl , F2 , 
II Wf’) - 4W’)ll = II Au + Du* II G II Au II + II fi* II 9 
II F,(W) - F2W’)ll = II Bu + a* II d II Bu II + II a* II . 
(4.22) 
Since 
we have 
(Au) * (Au) = (A=Au) - u < A, I u I2 
11 Au iI2 = s, (Au) - (Au) dr dt < M II u II2 
Similarly, 
(u E L2(Q)). 
II Bu II2 G M II u II22 II Cu” II2 < M II u* II2 , II Du” II2 < M II u* l12. 
It follows from (4.22) that for each i = 1,2, 
llFi( W) - FW’)II ,< M1’2(l/ uII + II u* II) < (2W2 II W - w’ II . (4.23) 
By the definition of St, the inequality (4.21) follows immediately from (4.23). 
Now we are in a position to show the convergence of the sequence 
{u(k), v(k)}. 
THEOREM 3.1. Let h > K be chosen. Then the sequence {U(k)} = {u(k), v(k)} 
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given by (4.19) converges to a unique solution U = (u, v) of the problem (3.6)- 
(3.8). Moreover, 
K 
11 U’k’ - UII < - K 
h--K x ( ) 
k-1 11 U’l’ _ U(O) // , k = 1, 2,.... (4.24) 
Proof. Let W = (w, w’) E gp”(Q) be given. Then by Lemma 3.3 with 
g = F,(W), h = F,(W) there exist unique u E D(J?<), v E D(&) such that 
J&U = Fr( W), &iv = Fs( IV). Let U = (u, v) so that &U = s( IV). In view 
of Lemma 3.2 we have U = zzPIP(W). Since this is true for every 
WE T2(s2), the composite operator &2-l% is everywhere defined on T2(Q). 
Furthermore, Lemma 3.2 and the inequality (4.21) imply that for any 
w, W’ E LP(Q), 
11 xP1cF( W) - zzF1~(W’)ll < h-l II F(W) - S(W’)\i < A-lK /I W - W’ 11 . 
(4.25) 
It follows from the choice of X > K that d-19 is a contraction mapping on 
Z2(Q) with a contraction constant (K/h). By the contraction property of 
JZ-‘~, the sequence {U”)} determined successively from the equation 
U’k’ = &‘-l$T( u’“-I’), k = 1, 2,..., (4.26) 
with any U(O) E Y2(Q) converges to a unique solution U of the equation 
U = ~J-lfl( U) and satisfies the error estimate (4.24). This shows that 
U E D(d) and dU = F(U), that is, U = (u, v) is the unique solution of 
the problem (3.6)-(3.8). Since (4.26) is equivalent to (3.18) which is the 
operator equation for (3.9), (3.10), and since the solutions (3.9), (3.10) are 
given by (4.19) we conclude that the sequence {u(~), @} determined from 
(4.19) converges to the unique solution (u, U) of (3.6)-(3.8). This completes 
the proof of the theorem. 
To solve our original problem (2.1)-(2.3) we let X(~) = e%P), yfk) = eAWk). 
Then the recursion formula (4.19) reduces to (3.3). Since the convergence of 
{utk), v(“)} implies the convergence of {x(*), y(“)} and .x(lc) -+ Pu, ytk) -+ e% 
as k + CO we see that the pair x = e%, y = e% is the unique solution of 
(2.1)-(2.3). In conclusion, we have 
THEOREM 3.2. The sequence {xfk), y(“)} given by (3.3) converges to a unique 
solution (x, y) of the problem (2.1)-(2.3). 
In the special case of constant matrices A, B, C, D and without external 
sources the recursion formula (3.3) is reduced to the form 
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x(k)@, t) =&r + t) + A jot G-l)@ + t - 7, T) dr 
+ D j” y(“-l’(r + t - T, T) dr 
y’“‘(r, t) = &r - :) + B j; dk-l)(r - t + T, T)‘dr 
k = 1, 2,.... (4.27) 
+ C jot ~(~-1)(r - t + 7, T) dT 
I 
In particular, if 9 = tj = 0 we have the following result for the problem (1 .l)- 
(1.3). 
COROLLARY. The sequence (@), y(‘)} giwen by (4.27) converges to a unique 
solution (x, y) of the problem (1. I)-( 1.3). 
Remark. The above corollary gives a direct method for the determination 
of the solution of the problem considered in [I] by Bellman. 
4. THE WELL-POSED PROBLEM 
In the previous section it is shown that the problem (2.1)-(2.3) has a 
unique solution which can be constructed by successive integrations of the 
recursion formula (3.3). In this section we show that this solution depends 
continuously on the external source p, q, the initial data +, $ and the boundary 
data c, d. We recall that every function W(T, t) inL2(Q) may be considered as a 
vector-valued function w(t) with values inL2(0, I), where the inner product of 
any pair u(r), V(T) in L2(0, 1) is given by 
(u, o>~ = s,’ u(r) -v(r) dr = joz gl ui(r) 4~) dr. 
z 
For U(r) = (U(Y), u’(r)) with II, 24’ EL2(0, 1) we write II u Ilo = II 24 Ilo + II 24’ Ilo ,
where 11 u I/,, = (u, u);‘~. 
Let hj(r, t), j = 1,2, be the largest eigenvalue of the respective matrices 
&(Ar + A), +(Br + B) and let aj(t),j = l,..., 4, be any continuous functions 
satisfying 
where A,(t) > 0 is defined in Section 3. Set 
44 = m=+l(t> + dt), 44 + 4)) (t a 0). (5.2) 
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Then we have the following estimate for the solution (x, y) when the boundary 
data vanishes. 
THEOREM 4.1. Let 2 = (x, y) be the solution of the problem (2.1)-(2.3) 
for the case c = d = 0 and let Q = (p, q), @ = (4, +). Then 
I! z(t>llo < (exp St 4) ds) II @ Ii,, + 1’ (exp 1’ 4 ds) Ii Q(4 dT (t 3 0). 
0 0 T 
(5.3) 
In particular, the solution (x, y) depends continuously on p, q, 4 and $. 
Proof. It is easily seen that (d/dt) (11 x(t)l/i) exists and 
g (II ~(013 = 2Wh xwo (t > 0). (5.4) 
Substitution of the first equation in (2.1) for zct leads to 
II x(t)ll, g (II ml,) = (xr(t) + 40 40 + W) y(t) + p(t), wo * (5.5) 
Since by integration and the boundary condition x(Z, t) = c = 0, 
2(x,.(t), x(t)},, = 2 j-o’ x?(Y, t) 6 x(r, t) dr = - / x(0, t)j2 < 0; (5.6) 
also, by the definition of q(t), 
%4x, 40 = <(AT + 4 x, +I d 2%(t) II X(t)ll:, 
WY, x)0 I G II or 110 II x 110 G 4) II xWll0 II rwio 9 
we obtain from (5.5)-(5.7) that 
(5.7) 
/I 4t)llo $ (II ~Wll,) < [%W II 4t)ll, + 4) II r(t>llo + I/ PWOI i 4t)llo * (5.8) 
Now if /I x(t)llo # 0 we can divide (5.8) by II x(t)llo to obtain 
g (II 4)llo) G 4> II x(t)llo + 44 /I r(t)llo + II PWIIO - (5.9) 
If I/ x(t)llo = 0 and t is a cluster point then (d/dt) (11 x(t)ll,) = 0 so that (5.9) 
remains valid. Since there are atmost a countable number of isolated points at 
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which 11 x(t)ll,, = 0, (5.9) holds for almost all values oft. By the same treatment 
for y(t) we have 
-g (II Y(W G 49 II rWllll + 4) II 4th + II !7Wllo 3 (5.10) 
for almost all t. Addition of (5.9) and (5.10) and using the definition of w(t) 
lead to 
$ (II z@>lh) < 4) II -WI0 + II QWllo for almost all t. (5.11) 
It follows by integrating (5.11) from 0 to t and using the initial condition 
(2.3) we obtain the result (5.3). Since exp( $ w(s) ds) is bounded for t E [0, T] 
the continuous dependence of (x, y) on p, 4, $, # follows directly from (5.3). 
This completes the proof of the theorem. 
The result in Theorem 4.1 insures the continuous dependence of the 
solution (x, y) on data when c = d = 0. In case, c, d are nonzero, the trans- 
formation x + x - c, y +y - d implies that (5.3) holds for the function 
Z(t) = (x(t) - c, y(t) - d) with p, 4, 4, # replaced by p + AC + Dd, 
q + Bc + Cd, $ - c, t/ - d, respectively. With these functions in (5.3) 
we conclude that the solution (x, y) of (2.1)-(2.3) depends continuously on 
p, q, 4,# as well as on c, d. This fact together with the existence and unique- 
ness of a solution given in Theorem 3.2 leads to the following conclusion. 
THEOREM 4.2. The problem (2.1)-(2.3) is well posed. 
It is to be noted that the result in Theorem 4.1 insures that X(T, t), y(r, t) 
increases no faster than exponential order if the sources p(r, t), q(r, t) are of 
exponential order or less. This fact is consistent with the use of Laplace 
transform to the problem (l.l)-(1.3) g iven in [l]. On the other hand, the 
inequality (5.3) can be used for the study of the stability problem of an 
equilibrium solution (xe , y,). To see this, we let i = x - X, , j: = y - ye , 
where (x, y) is any solution of (2.1)-(2.3). Then the function 2 = (2, 9) 
satisfies the system (2.1)-(2.3) withp = q = c = d = 0, a(~, 0) =$(Y) - X,(T), 
Y(Y, 0) = #(r) - ye(y). Application of the inequality (5.3) yields 
II -WI0 G exp (it 4) ds) II W>llo (t 3 0). (5.12) 
Hence if exp( si w(s) ds) is uniformly bounded on [0, co) then (x, , ye) is 
stable, and if, in addition, si w(s) d s --+ -co as t--f co, it is asymptotically 
stable. 
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5. CONCLUDING REMARKS 
In the discussion of the preceeding sections we have given an analytic 
treatment for the existence and uniqueness of a solution as well as its con- 
tinuous dependence on the external source and the initial-boundary data. 
The existence problem is based on the method of successive approximations 
and the contraction mapping theorem. A significant aspect of this method 
is that it leads to a recursion formula for the calculation of approximate 
solutions. Since this formula involves only integrations of known functions 
the calculation of these approximations is quite straightforward and can be 
carried out by using a computer. When the recursion formula (4.19) for the 
transformed problem (3.6)-(3.8) is used, an error estimate for the approxima- 
tions (zP, zP)} is given by (4.24). Furthermore, after the selection of 
(0, v(O)) and A together with the first iteration for (u(l), zP)) the relation 
(4.24) gives a more definite error estimate for the succeeding approximations 
(U(h), .y, k = 2, 3 ,..., and this estimate decreases proportional to the kth 
power of (K/X). Since the value of K depends only on the matrices A, B, C, D, 
larger value of h makes the convergence of the approximations faster than 
smaller value of h. This seems to suggest that a very large value of X be chosen. 
However, in view of .P = e%(“, ~(~1 = e%(““, where (~(~),y(~)) is the 
corresponding approximate solution of (2.1)-(2.3) large value of X tends to 
magnify the error estimates in the original problem. Hence the choice of h 
should not be too large. On the other hand, since the error estimate for 
Co’ :m= (0, ZJ~)) is proportional to /I U(l) - CT@’ I and L’(l) depends on 
IT(O) it is obvious that the choice of U to) plays an important role in the rate of 
convergence of the approximations even though it is immaterial as far as the 
convergence is concerned. 
In using any one of the recursion formulas (3.3), (4.19) (4.27) the spatial 
variable r is fixed throughout the process of iterations. This property is 
especially useful if one is interested only in the particles density at a specific 
position such as x(0, t) or y(Z, t). It also gives a similarity between the initial 
boundary value problem (2.1))(2.3) an a corresponding Cauchy problem in d 
which the spatial variable Y is considered as a parameter in the process of 
successive approximations. This similarity indicates that our approach has, 
in a sense, the same significance as the approach of invariant imbedding. 
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