The matrix and polynomial approaches to Lanczos-type algorithms  by Brezinski, C. et al.
Journal of Computational and Applied Mathematics 123 (2000) 241{260
www.elsevier.nl/locate/cam
The matrix and polynomial approaches to Lanczos-type
algorithms
C. Brezinskia ;, M. Redivo-Zagliab, H. Sadokc
aLaboratoire d’Analyse Numerique et d’Optimisation, Universite des Sciences et Technologies de Lille, France
bDipartimento di Matematica, Universita degli Studi della Calabria, Arcavacata di Rende, 87036-Rende (CS), Italy
cLaboratoire de Mathematiques Appliquees, Universite du Littoral, Calais, France
Received 16 September 1999; received in revised form 7 December 1999
Abstract
Lanczos method for solving a system of linear equations can be derived by using formal orthogonal polynomials. It can
be implemented by several recurrence relationships, thus leading to several algorithms. In this paper, the Lanczos=Orthodir
algorithm will be derived in two dierent ways. The rst one is based on a matrix approach and on the recursive
computation of two successive regular matrices. We will show that it can be directly obtained from the orthogonality
conditions and the fact that Lanczos method is a Krylov subspace method. The second approach is based on formal
orthogonal polynomials. The case of breakdowns will be treated similarly. c© 2000 Elsevier Science B.V. All rights
reserved.
1. Introduction
In 1950, Lanczos [27] proposed a method for transforming a matrix into a similar tridiagonal one.
Since, by the theorem of Cayley{Hamilton, the computation of the characteristic polynomial of a
matrix and the solution of a system of linear equations are equivalent problems, Lanczos [28], in
1952, used his method for that purpose.
Owing to its numerous advantages, Lanczos method was the subject of very many investigations
and several Lanczos-type algorithms for its implementation were obtained. Among them, the famous
conjugate gradient algorithm of Hestenes and Stiefel [25] when the matrix is Hermitian and the
bi-conjugate gradient algorithm of Fletcher [18] in the general case must be mentioned.
In these algorithms, the coecients of the recurrence relationships are expressed as ratios of scalar
products. When a scalar product in a denominator vanishes, then a breakdown occurs in the algorithm.
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The treatment of breakdowns and near-breakdowns (division by a scalar product close to zero) in
these algorithms has been an outstanding problem for many years. The rst attempts for solving it
make use of linear algebra techniques, a quite natural approach for a question related to that domain.
However, these attempts were not completely satisfactory. But, as mentioned by Lanczos himself
[27], his method is also related to formal orthogonal polynomials (FOP). In fact, all the recursive (old
and new) algorithms for the implementation of Lanczos method can be derived from the theory of
FOP [12]. Such polynomials also form the basis for the recursive computation of Pade approximants
[32,3,15] since the denominator of the Pade approximant [k − 1=k] is a FOP after reversing the
numbering of its coecients. Thus, the problem of breakdown in the recursive computation of
formal orthogonal polynomials was quite familiar to people working on Pade approximants. In the
recursive computation of FOP, a breakdown can be due to the nonexistence of some orthogonal
polynomial (true breakdown), or to the impossibility of using the recurrence under consideration
(ghost breakdown). In such cases, it is possible to jump over the nonexisting polynomials, or over
those which cannot be computed by the relation used, in order to obtain breakdown-free algorithms.
The same idea can be applied to Lanczos-type algorithms; see, for example, [5,9].
In this paper, we will rst use linear algebra techniques to derive the Lanczos=Orthodir algorithm
[33,26]. Then, some algorithms for treating breakdowns will be explained in terms of linear algebra.
However, the conclusion of this work is that, although such algorithms can be obtained by purely
linear algebra techniques, the approach based on FOP is simpler and more powerfull. This is, in
particular, true for transpose-free Lanczos-type methods such as the CGS and the BiCGSTAB. Let
us mention that a linear algebra approach can also be used to derive the other algorithms for the
implementation of Lanczos’ method.
In the sequel, capital letters indicate matrices, bold lowercase letters indicate vectors, and Greek
letters refer to scalars.
2. Preliminary results
We consider the system of linear equations
Ax= b; (1)
where A is a real, nonsingular, n n matrix and b 2 Rn.
Lanczos method [28] for solving this system consists of the following steps:
 choose two arbitrary nonzero vectors x0 and ~r0 in Rn,
 set r0 = b− Ax0,
 determine xk such that
xk − x0 2 Kk(A; r0) = span(r0; Ar0; : : : ; Ak−1r0)
rk = b− Axk?Kk(AT; ~r0) = span( ~r0; AT ~r0; : : : ; (AT)k−1 ~r0);
where AT is the transpose of A.
Let us set
xk − x0 =−a(k)1 r0 −    − a(k)k Ak−1r0:
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Multiplying both sides by A, adding and subtracting b, we obtain
rk = r0 + a
(k)
1 Ar0 +   + a(k)k Akr0: (2)
The orthogonality conditions can be written as
((AT)i ~r0; rk) = 0 for i = 0; : : : ; k − 1
which is a system of k linear equations in the k unknowns a(k)1 ; : : : ; a
(k)
k . This system is nonsingular
if and only if the following Hankel determinant, denoted H (1)k , is dierent from zero,
H (1)k =

( ~r0; Ar0) ( ~r0; A2r0)    ( ~r0; Akr0)
( ~r0; A2r0) ( ~r0; A3r0)    ( ~r0; Ak+1r0)
...
...
...
( ~r0; Akr0) ( ~r0; Ak+1r0)    ( ~r0; A2k−1r0)

:
We set wi = Air0 and ~Ci = (AT)i ~r0 for i = 0; : : : ; k. Let ~V k = [~C0; : : : ; ~Ck−1] and Wk = [w1; : : : ;wk].
Then H (1)k = det( ~V
T
kWk).
Under the assumption that 8k, H (1)k 6= 0, xk is well dened and we have
rk = r0 −Wk( ~V TkWk)−1 ~V
T
k r0 = b− Axk :
If we denote by W Lk the left inverse of the matrix Wk dened by W
L
k = ( ~V
T
kWk)
−1 ~V
T
k , we also have
rk = r0 −WkW Lk r0: (3)
We remind that the minimal polynomial of a matrix A for a vector u is the polynomial p of
smallest degree such that p(A)u = 0.
We will now prove that a nite termination property holds and characterize the last iteration.
Theorem 1. Let p be the minimal polynomial of the matrix A for the vector r0 and let m be its
degree. If H (1)m 6= 0; then rm = p(A)r0 = 0.
Proof. Let us write the minimal polynomial p for r0 as p() =
Pm
i=0 di
i with d0 = p(0) = 1 and
m=min
(
k

kX
i=0
diAir0 = 0;d0 = 1
)
:
The equality
Pm
i=0 diA
ir0 = 0 is, in matrix form,
Wmd =−r0; (4)
where d =(d1; : : : ; dm)T. It is important to remark that system (4) has a unique solution and that the
rank of Wm is m. Then
d =−W Lm r0
and (4) becomes
rm = r0 −WmW Lm r0 = p(A)r0 = 0:
Remark 2. If H (1)m = 0, we have a so-called incurable breakdown. In this case, Lanczos method is
not dened.
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3. Matrix approach
In this section, we will rst derive some Lanczos-type algorithms by a linear algebra approach in
the regular case, that is when no breakdown occurs. Then, we will deal with a look-ahead strategy
for treating breakdowns in the nonregular case and show how to obtain the MRZ algorithm [8] and
the MRZ-Stab [10,11].
3.1. Regular case
First of all, we show how to compute the matrices Wk+1 and Wk+1W Lk+1 from Wk and WkW
L
k .
We set
Pk = I −WkW Lk with P0 = I: (5)
We have the following result.
Theorem 3. If H (1)k 6= 0 and H (1)k+1 6= 0; then; for k>1;
Pk+1 = Pk − ukuLk Pk ; (6)
where
uk = (I −WkW Lk )wk+1 (7)
and uLk = ~C
T
k =(~Ck ; uk).
Proof. The bordering method [17, pp. 105.] allows to compute the inverse of a matrix bordered
by several new rows and columns from the initial matrix and, then, solving a bordered system of
linear equations accordingly. It follows from the bordering method
W Lk+1 =
0
BBB@
W Lk −
1
k
W Lk wk+1 ~C
T
k (I −WkW Lk )
1
k
~CTk (I −WkW Lk )
1
CCCA ;
where k = ~CTk (I −WkW Lk )wk+1. Moreover
Wk+1W Lk+1 =WkW
L
k + uku
L
k (I −WkW Lk )
which proves the result.
Remark 4. If det( ~V
T
kWk) 6= 0 then, using the Schur complement [14], we have k 6= 0 if and only
if det( ~V
T
k+1Wk+1) 6= 0 since
k =
det( ~V
T
k+1Wk+1)
det( ~V
T
kWk)
and 0 = ( ~r0;w1).
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Remark 5. By using the extensions of the Schur complement and the Schur determinantal formula
given in [4], the vector rk can be expressed as a ratio of determinants
rk =

w0 w1    wk
(~C0;w0) (~C0;w1)    (~C0;wk)
...
...
...
(~Ck−1;w0) (~Ck−1;w1)    (~Ck−1;wk)

.
det( ~V
T
kWk) ;
where the determinant in the numerator denotes the vector obtained by developing it with respect
to its rst row by the classical rules (which means considering w0; : : : ;wk as numbers and, then,
developing the determinant).
We see that rk = Pkr0 and P2k = Pk . Hence Pk is a projector.
Now, from Theorem 3, we get
uk = Pkwk+1 =

wk+1 w1 : : : wk
(~C0;wk+1) (~C0;w1)    (~C0;wk)
...
...
...
(~Ck−1;wk+1) (~Ck−1;w1)    (~Ck−1;wk)

.
det( ~V
T
kWk) : (8)
Multiplying r0 by the matrices on both sides of (6), we obtain
rk+1 = rk − k+1uk (9)
with
k+1 = uLk Pkr0 =
(~Ck ; rk)
(~Ck ; uk)
: (10)
Let us now show how to compute the vector uk . First, we need some properties of uk .
Let Uk=[u0; : : : ; uk−1], with u0=w1. As above U Lk will denote the left inverse matrix of the matrix
Uk dened by U Lk = ( ~V
T
k Uk)
−1 ~V
T
k .
Theorem 6. If H (1)j 6= 0 for j = 1; : : : ; k; then
1. (~Cj; uk) = 0 for j = 0; : : : ; k − 1;
2. span(u0; : : : ; uk−1) = Kk(A; Ar0),
3. the vector uk can be written as
uk = Auk−1 − UkU Lk Auk−1; 8k>1 and u0 = Ar0;
4. uk = 0 if and only if wk+1 2 Kk(A; Ar0).
Proof. 1. Multiplying (7) by the matrix ~V
T
k and using the denition of W
L
k , we obtain
~V
T
k uk = ~V
T
kwk+1 − ( ~V
T
kWk)( ~V
T
kWk)
−1 ~V
T
kwk+1 = 0:
Consequently (~Cj; uk) = 0 for j = 0; : : : ; k − 1.
2. From the determinant in (8), we deduce that uk−1 2 span(w1; : : : ;wk), hence span(u0; : : : ; uk−1)
span(w1; : : : ;wk).
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Now, assuming that
Pk−1
i=0 iui = 0, it follows that
k−1X
i=0
i(~Cj; ui) = 0 for j = 0; : : : ; k − 1:
We deduce, by using the rst statement of this theorem, that the matrix of this system is lower
triangular. Moreover, its determinant is equal to
Qk−1
i=0 (~Ci ; ui), which is nonzero since (~Ci ; ui) = i,
with
i =
det( ~V
T
i+1Wi+1)
det( ~V
T
i Wi)
6= 0 for i = 1; : : : ; k − 1 and 0 = ( ~r0;w1) 6= 0:
Thus span(u0; : : : ; uk−1) has dimension k and so it can only be identical to span(w1; : : : ;wk).
3. Multiplying the relation uk−1 = wk −Wk−1W Lk−1wk by A, and since wk+1 = Awk , we obtain
Auk−1 = wk+1 − AWk−1W Lk−1wk :
Then wk+1 = Auk−1 + AWk−1d 0k with d
0
k = W
L
k−1wk . Since AWk−1 = [w2; : : : ;wk], we have wk+1 2
span(w2; : : : ;wk ; Auk−1). Moreover, we can write
wk+1 = Auk−1 +Wkdk
with dk = (0; d 0Tk )
T. Inserting the preceding relation in (7), we get
uk =Auk−1 +Wkdk −WkW Lk (Auk−1 +Wkdk)
=Auk−1 −WkW Lk Auk−1:
On the other hand, by induction, it is easy to show that we have the factorization
Wk = UkRk;
where Rk is a unit upper triangular k  k matrix. Hence WkW Lk = UkU Lk .
4. If wk+1 2 span(w1; : : : ;wk), then we can write wk+1 = Wkd . Inserting this relation in (7), we
obtain
uk =Wkd −WkW Lk Wkd = 0:
Conversely if uk =0, then wk+1−WkW Lk wk+1 =0. Consequently wk+1 2 span(w1; : : : ;wk), which ends
the proof.
We turn now to the computation of the vector uk . From the preceding Theorem, we deduce that
uk+1 = Auk − Uk+1U Lk+1Auk = Auk − Uk+1dk , where dk is the solution of the linear system
( ~V
T
k+1Uk+1)dk = ~V
T
k+1Auk : (11)
But the right-hand side of this system is (~CT0Auk ; : : : ; ~C
T
k Auk). Since ~C
T
j Auk = ~C
T
j+1uk and, by using the
rst statement of Theorem 6, we obtain
((~C0; Auk); : : : ; (~Ck ; Auk)) = ((~C1; uk); : : : ; (~Ck−1; uk); (~Ck ; uk); (~Ck+1; uk))
= (0; : : : ; 0; (~Ck ; uk); (~Ck+1; uk)):
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Since the matrix ~V
T
k+1Uk+1 is lower triangular, we deduce that dk = (0; : : : ; 0; k+1; k+1)
T, where
(~Ck−1; uk−1) 0
(~Ck ; uk−1) (~Ck ; uk)

k+1
k+1

=

(~Ck−1; Auk)
(~Ck ; Auk)

:
Using these relations, we can compute recursively the vector uk by
uk+1 = Auk − k+1uk − k+1uk−1; (12)
where
k+1 =
(~Ck ; uk)
(~Ck−1; uk−1)
and k+1 =
(~Ck ; Auk − k+1uk−1)
(~Ck ; uk)
: (13)
Now, since xk+1 cannot be computed directly from (9), we write uk as uk=Azk , with z0=r0. Since the
matrix A is nonsingular, then from statement 1 of Theorem 6 we have span(z0; : : : ; zk−1) =Kk(A; r0)
and from (8)
zk =

wk w0 : : : wk−1
(~C0;wk+1) (~C0;w1)    (~C0;wk)
...
...
...
(~Ck−1;wk+1) (~Ck−1;w1)    (~Ck−1;wk)

.
det( ~V
T
k Wk): (14)
From (12) we immediately obtain that
zk+1 = Azk − k+1zk − k+1zk−1
and since ~Ck+1 = AT ~Ck , the expression for k+1 simplify. Gathering together all these formulas, we
nally obtain the following algorithm [12].
Choose x0 and ~r0
Set r0 = b− Ax0; ~C0 = ~r0; z0 = r0; z−1 = 0; 1 = 0
For k = 0; 1; 2; : : : until convergence do
k+1 =
(~Ck ; rk)
(~Ck ; Azk)
rk+1 = rk − k+1Azk
xk+1 = xk + k+1zk
~Ck+1 = AT ~Ck
If k 6= 0 then k+1 = (~Ck ; Azk)(~Ck−1; Azk−1)
k+1 =
(~Ck+1; Azk − k+1zk−1)
(~Ck ; Azk)
zk+1 = Azk − k+1zk − k+1zk−1
end for
This algorithm is mathematically equivalent to the Lanczos=Orthodir algorithm given in [33,26]
(also called BIODIR in [21]). Let us now show how to obtain the usual Lanczos=Orthodir algorithm.
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From (10) we have
k+1 =
(~Ck ; Pkr0)
(~Ck ; uk)
=
(PTk ~Ck ; Pkr0)
(PTk ~Ck ; uk)
:
Thus, if we set ~uk = PTk ~Ck and ~u0 = ~r0, we obtain
k+1 =
( ~uk ; rk)
( ~uk ; uk)
: (15)
We will now consider some fundamental properties of the projectors Pk and of the vectors ~uk .
Some of these properties are only needed in the proofs of statements 6 and 7 which are used in the
sequel. We set ~Uk = [ ~u0; : : : ; ~uk−1]. We have the following results.
Theorem 7. If H (1)j 6= 0 for j = 1; : : : ; k; then
1. PiPj = PjPi = Pj; 8i6j6k.
2. PkWk = 0.
3. Pk = I −Pk−1j=0 uj ~uTj =( ~uj; uj).
4. ( ~uk ;wj) = ( ~uk ; uj−1) = 0 for j = 1; : : : ; k.
5. span( ~u0; : : : ; ~uk−1) = Kk(AT; ~r0).
6. The vector ~uk can be written as
~uk = AT ~uk−1 − ~Uk (U Tk ~Uk)−1U Tk AT ~uk−1:
7. The matrix ~U
T
k Uk is a diagonal matrix whose ith diagonal element is i.
8. ( ~uj; Auk) = 0 for j = 0; : : : ; k − 2.
9. ~uk = 0 if and only if ~Ck+1 2 Kk(AT; ~r0).
Proof. 1{3 are obvious.
4. By denition we have ~uk=PTk ~Ck and, as Pk−1Wk−1=0, it follows that Pk−1wj=0 for j=1; : : : ; k−1
and
( ~uk ;wj) = (PTk ~Ck ;wj) = (~Ck ; Pkwj) = 0 for j = 1; : : : ; k:
Moreover, from statement 1, we have
(~Ck ; Pkwj) = (~Ck ; Pk Pj−1 wj) = (PTk ~Ck ; uj−1) = ( ~uk ; uj−1):
5. By transposing (5), we get PTk = I − ~V k(W Tk ~V k)−1W Tk . It follows that
~uk = ~Ck − ~V k(W Tk ~V k)−1W Tk ~Ck :
From the last relation, we deduce that ~uk−1 2 span(~C0; : : : ; ~Ck−1). Hence span( ~u0; : : : ; ~uk−1)
span(~C0; : : : ; ~Ck−1).
Now, assume that
Pk−1
i=0 i ~ui = 0, then
k−1X
i=0
i( ~ui ;wj) = 0 for j = 1; : : : ; k:
But the matrix of this system is a lower triangular. Its determinant is the product, for i=0 to k− 1,
of ( ~ui ;wi+1). But ( ~ui ;wi+1)=(~Ci ; ui)=i, which is dierent from zero as seen in the proof of Theorem
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6, item 2. Thus, this matrix is nonsingular and span( ~u0; : : : ; ~uk−1) has dimension k and so it must
be identical to span(~C0; : : : ; ~Ck−1).
6. The proof is similar to that of item 3 of Theorem 6.
7. We have ( ~ui ; uj) = (PTi ~Ci ; Pjwj+1). Consequently,
( ~ui ; uj) =

(~Ci ; Pjwj+1) = (~Ci ; uj) if i< j6k;
(~Ci ; Piwj+1) = ( ~ui ;wj+1) if j< i6k:
Then, since ( ~ui ; ui) = i 6= 0 and using the rst part of Theorem 6 and part 4 of this theorem we
get the result.
8. We already show that Auk=uk+1+k+1uk+k+1uk−1. Consequently, from the preceding statement,
we get ( ~ui ; Auk) = ( ~ui ; uk+1) + k+1( ~ui ; uk) + k+1( ~ui ; uk−1) = 0 for i = 0; : : : ; k − 2.
9. The proof is similar to that of the last part of Theorem 6.
The linear system (11) can be written as
( ~U
T
k+1Uk+1)dk = ~U
T
k+1Auk : (16)
The matrix ( ~U
T
k+1Uk+1) is diagonal and from statement 8 of Theorem 7, we can see that only the
last two components of the right-hand side of system (16) are nonzero. Consequently, k+1 and k+1
are given by
k+1 =
( ~uk ; uk)
( ~uk−1; uk−1)
; k+1 =
(AT ~uk ; uk)
( ~uk ; uk)
: (17)
The vectors ~uk can be recursively computed as the vectors uk but with AT instead of A. These
formulas dene the algorithm known under the names Lanczos=Orthodir [33,26] and BIODIR [21].
It is as follows.
Lanczos=Orthodir algorithm
Choose x0 and ~r0
Set r0 = b− Ax0; z0 = r0; z−1 = 0; ~u−1 = 0; ~u0 = ~r0; 1 = 0
For k = 0; 1; 2; : : : until convergence do
k+1 =
( ~uk ; rk)
( ~uk ; Azk)
rk+1 = rk − k+1Azk
xk+1 = xk + k+1zk
If k 6= 0 then k+1 = ( ~uk ; Azk)( ~uk−1; Azk−1)
k+1 =
(AT ~uk ; Azk)
( ~uk ; Azk)
zk+1 = Azk − k+1zk − k+1zk−1
~uk+1 = AT ~uk − k+1 ~uk − k+1 ~uk−1
end for
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This algorithm is dened (that is xk exists) only if H
(1)
k 6= 0; 8k. If this is not the case, it is possible
to jump over the nonexisting iterates and to use only those which exist. We have now to show how
to jump directly from xk to xk+m when H
(1)
k 6= 0; H (1)k+i = 0; i = 1; : : : ; m− 1 and H (1)k+m 6= 0.
3.2. Look-ahead strategy
Let us assume that some of the Hankel determinants H (1)k are equal to zero. Then, due to a
division by zero, a breakdown occurs in the two preceding algorithms and the corresponding iterates
xk do not exist. It is possible to avoid such breakdowns by computing only the existing iterates.
Two successive existing iterates will be denoted by xnk and xnk+1 , where nk is the dimension of
the corresponding Krylov subspace, nk+1 = nk + mk , and where mk denotes the length of the jump
between the dimensions of the two Krylov subspaces.
3.2.1. Determination of the length of the jump
If the matrix ~V
T
nkWnk is nonsingular, that is H
(1)
nk 6= 0, then unk exists and we have
unk = wnk+1 −Wnk W Lnkwnk+1; un0 = Ar0 with n0 = 0: (18)
Thus, from statement 1 of Theorem 6, ~V
T
nkunk = 0, which can be written, by setting unk = Aznk , as
(~Ci ; A znk ) = 0 for i = 0; : : : ; nk − 1: (19)
We will now discuss how to determine the length mk of the jump. We assume that H
(1)
nk+i = 0 for
i=1; : : : ; mk−1 and that it is dierent from zero for i=0 and i=mk . Applying Schur’s determinantal
formula to H (1)nk+1 (see Remark 4), we see that
H (1)nk+1=H
(1)
nk = (~Cnk ; Aznk ):
Hence H (1)nk+1 = 0 if and only if (~Cnk ; Aznk ) = 0. More generally we have the following result.
Theorem 8. If H (1)nk+j = 0 for j = 1; : : : ; i − 1; then H (1)nk+i = 0 if and only if (~Cnk ; Aiznk ) = 0.
Let us rst remark that, if we assume that H (1)nj 6= 0 for j=0; : : : ; k, then only the vectors zn0 ; : : : ; znk
are dened. To obtain a basis of Knk+i(A; r0), some auxiliary vectors are needed. The natural choice
is to take znj ;i = A
iznj ; i>0. These vectors are called the inner vectors.
Since H (1)nk+i = det( ~V
T
nk+iWnk+i), it is easy to verify that
1. span(zn0 ; zn0 ;1; : : : ; zn0 ;m0−1; : : : ; znk−1 ; znk−1 ;1; : : : ; znk−1 ;mk−1−1; znk ; znk ;1; : : : ; znk ;i−1) = Knk+i(A; r0).
2. det( ~V
T
nk+iWnk+i) = 0 if and only if det( ~V
T
nk+i AZnk+i) = 0, where Znk+i is the matrix whose columns
are zn0 ; zn0 ;1; : : : ; zn0 ;m0−1; : : : ; znk−1 ; znk−1 ;1; : : : ; znk−1 ;mk−1−1; znk ; znk ;1; : : : ; znk ;i−1.
3. jdet( ~V Tnk+i AZnk+i)j= jdet( ~V
T
nkAZnk )j j(~Cnk ; Aiznk )ji.
Hence mk is such that
(~Cnk ; Aiznk ) = 0 for i = 1; : : : ; mk − 1 and (~Cnk ; Amkznk ) 6= 0: (20)
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3.2.2. Computation of the residual
We will now show how to deduce xnk+1 and rnk+1 from xnk ; rnk and znk . We have rnk+1 =Pnk+1r0 and
Pnk+1 = I −Wnk+1( ~V
T
nk+1Wnk+1)
−1 ~V
T
nk+1 = I − AZnk+1( ~V
T
nk+1AZnk+1)
−1 ~V
T
nk+1 :
We have to consider a block version of (6). We write ~V nk+1 = [ ~V nk ; ~V nk ; mk ] and Znk+1 = [Znk ; Znk ; mk ],
which means that the matrix ~V nk ; mk is the matrix formed by the vectors to be added to ~V nk to obtain
~V nk+1 and similarly for Znk ; mk . We have
~V
T
nk+1AZnk+1 =
0
@ ~V TnkAZnk ~V TnkAZnk ; mk
~V
T
nk ; mkAZnk ~V
T
nk ; mkAZnk ; mk
1
A :
On the other hand, ~V
T
nkAZnk ; mk = 0. Then
~V
T
nk+1AZnk+1 =
0
@ ~V TnkAZnk 0
~V
T
nk ; mkAZnk ~V
T
nk ; mkAZnk ; mk
1
A : (21)
Inverting the matrix ~V
T
nk+1AZnk+1 , we deduce
Pnk+1 = Pnk − AZnk ; mk ( ~V
T
nk ; mkAZnk ; mk )
−1 ~V
T
nk ; mkPnk :
Consequently,
rnk+1 = rnk − AZnk ; mk nk+1 and xnk+1 = xnk + Znk ; mknk+1 ;
where the vector nk+1 2 Rmk is the solution of the linear system
( ~V
T
nk ; mkAZnk ; mk )nk+1 = ~V
T
nk ; mk rnk :
It is important to remark that the matrix of this system is an upper triangular Toeplitz matrix, since
~V
T
nk ; mkAZnk ; mk =
0
BBBBBBBBBB@
(~Cnk ; Amkznk )
(~Cnk ; Amkznk ) (~Cnk+1; Amkznk )
. . . . . .
...
. . . . . .
...
. . . . . .
...
(~Cnk ; Amkznk ) (~Cnk+1; Amkznk )       (~Cnk+mk−1; Amkznk )
1
CCCCCCCCCCA
:
3.2.3. Computation of the vectors znk+1
The two relations (18) and (19) determine znk+1 , which can also be dened as
znk+1 − wnk+1 2 Knk+1(A; r0);
~V
T
nk+1Aznk+1 = 0:
This leads to
znk+1 − Amkznk 2 Knk+1(A; r0);
~V
T
nk+1Aznk+1 = 0:
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It follows that
znk+1 = A
mkznk − Znk+1( ~V
T
nk+1AZnk+1)
−1 ~V
T
nk+1A
mk+1znk :
From (19) and (20) we deduce that (~Ci ; Amk+1znk ) = 0 for i = 0; : : : ; nk − 2. Consequently,
~V
T
nk+1A
mk+1znk = (0; : : : ; 0; (~Cnk ; Amkznk ); : : : ; (~Cnk+mk ; Amkznk ))T:
Let dnk+1 be the solution of the linear system
( ~V
T
nk+1AZnk+1)dnk+1 = (0; : : : ; 0; (~Cnk ; A
mkznk ); : : : ; (~Cnk+mk ; Amkznk ))T:
Then
dnk+1 = (0; : : : ; 0; nk+1 ; 0; : : : ; 0; nk+1)
T;
where nk+1 is a scalar and nk+1 2 Rmk is a vector. Thus
znk+1 = A
mkznk − Znk ; mknk+1 − nk+1znk−1 :
From (21) we have
nk+1 =
(~Cnk ; Amkznk )
(~Cnk−1 ; Amk−1znk−1)
and
( ~V
T
nk ; mkAZnk ; mk )nk+1 = ~V
T
nk+1;mk (A
mkznk − nk+1znk−1):
Gathering together all these formulas, we nally obtain the following algorithm called method of
recursive zoom (MRZ) [8]
MRZ algorithm
Choose x0 and ~r0
Set n0 = 0, rn0 = b− Ax0, ~Cn0 = ~r0, zn0 = r0, zn−1 = 0
For k = 0; 1; 2; : : : until convergence do
Find mk such that (~Cnk ; Aiznk ) = 0 for i = 1; : : : ; mk − 1 and (~Cnk ; Amkznk ) 6= 0
nk+1 = nk + mk
Solve ( ~V
T
nk ; mkAZnk ; mk )nk+1 = ~V
T
nk ; mk rnk
rnk+1 = rnk − AZnk ; mknk+1
xnk+1 = xnk + Znk ; mknk+1
If k 6= 0 then nk+1 =
(~Cnk ; Amkznk )
(~Cnk−1 ; Amk−1znk−1)
else nk+1 = 0
Solve ( ~V
T
nk ; mkAZnk ; mk )nk+1 = ~V
T
nk+1;mk (A
mkznk − nk+1znk−1)
znk+1 = A
mkznk − Znk ; mknk+1 − nk+1znk−1 and ~Cnk+1 = (AT)mk ~Cnk
end for
Clearly, this algorithm is a generalization of the Lanczos=Orthodir algorithm. It cannot suer from
breakdown, except the incurable hard one which occurs when the matrix ( ~V
T
mAZm) is singular, where
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m is the degree of the minimal polynomial of A for r0. The pseudo-code of this algorithm and the
corresponding subroutine are given in [6,7].
This algorithm may be unstable due to the powers of AT. This drawback will be avoided in
the MRZ-Stab algorithm which generalizes the BIODIR algorithm and will now be presented. The
derivation of the formulas will not be given in details.
Let us set ~unj = P
T
nj
~Cnj with ~un0 = ~r0, and ~unj ;i = AT
i
~unj ; i>0. Then it is easy to show that
1. span( ~un0 ; ~un0 ;1 : : : ; ~un0 ;m0−1; : : : ; ~unk−1 ; ~unk−1 ;1; : : : ; ~unk−1 ;mk−1−1; ~unk ; ~unk ;1; : : : ; ~unk ;i−1) = Knk+i(A
T; ~r0).
2. det( ~V
T
nk+iWnk+i)=0 if and only if det( ~U
T
nk+i AZnk+i)=0, where ~Unk+i is the matrix whose columns
are ~un0 ; ~un0 ;1 : : : ; ~un0 ;m0−1; : : : ; ~unk−1 ; ~unk−1 ;1; : : : ; ~unk−1 ;mk−1−1; ~unk ; ~unk ;1; : : : ; ~unk ;i−1.
3. Pnk+1 = Pnk − AZnk ; mk ( ~U
T
nk ; mk AZnk ; mk )
−1 ~U
T
nk ; mkPnk where the matrices ~Unk ; mk are dened similarly to
the matrices ~V nk ; mk and Znk ; mk .
4. The matrix ( ~U
T
nk ; mkAZnk ; mk ) is an upper triangular Toeplitz matrix
( ~U
T
nk ; mkAZnk ; mk ) =
0
BBBBBBBBBB@
( ~unk ; A
mkznk )
( ~unk ; A
mkznk ) ( ~unk ;1; A
mkznk )
. . . . . .
...
. . . . . .
...
. . . . . .
...
( ~unk ; A
mkznk ) ( ~unk ;1; A
mkznk )       ( ~unk ; mk−1; Amkznk )
1
CCCCCCCCCCA
:
We obtain the following algorithm called (MRZ)-Stab [10,11].
MRZ-Stab algorithm
Choose x0 and ~r0
Set n0 = 0, rn0 = b− Ax0, zn0 = r0, ~un−1 = 0, ~u0 = ~r0; zn−1 = 0
For k = 0; 1; 2; : : : until convergence do
Find mk such that ( ~unk ; A
iznk ) = 0 for i = 1; : : : ; mk − 1 and ( ~unk ; Amkznk ) 6= 0
nk+1 = nk + mk
Solve ( ~U
T
nk ; mkAZnk ; mk )nk+1 = ~U
T
nk ; mk rnk
rnk+1 = rnk − AZnk ; mknk+1
xnk+1 = xnk + Znk ; mknk+1
If k 6= 0 then nk+1 =
( ~unk ; A
mkznk )
( ~unk−1 ; Amk−1znk−1)
else nk+1 = 0
Solve ( ~U
T
nk ; mkAZnk ; mk )nk+1 = ~U
T
nk ; mk (A
mk+1znk )
znk+1 = A
mkznk − Znk ; mknk+1 − nk+1znk−1
~unk+1 = A
mk ~unk − ~Unk ; mknk+1 − nk+1 ~unk−1
end for
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4. Polynomial approach
In this section, we will consider the same algorithms as in the preceding section, but we will now
derive them from the formal orthogonal polynomial approach. Again, the regular and the nonregular
cases will be treated. We will not develop this approach in much details since our aim is only to
show that this polynomial approach is much simpler than the matrix one. The interested reader will
nd more details in the literature given at the end of the paper.
4.1. Regular case
If we set
pk() = 1 + a
(k)
1 +   + a(k)k k = 1 + qk−1()r0
then, from (2), we have
rk = pk(A)r0
and
xk = x0 − qk−1(A)r0:
Moreover, if we dene the linear functional c on the space of polynomials by
c(i) = (~r0; Air0) = ( ~r0;wi) = ci; i = 0; 1; : : : (22)
then
c(vi()pk()) = 0; i = 0; : : : ; k − 1;
where 8i; vi is an arbitrary polynomial of exact degree i.
These relations show that pk is the polynomial of degree at most k belonging to the family of
formal orthogonal polynomials (FOP) with respect to c [3]. This polynomial is dened apart from
a multiplying factor which is chosen, in our case, such that pk(0) = 1. With this normalization, the
polynomial pk can be written as a ratio of determinants
pk() =

1     k
c0 c1    ck
...
...
...
ck−1 ck    c2k−1

, 
c1 c2    ck
c2 c3    ck+1
...
...
...
ck ck+1    c2k−1

:
Then we have
rk =

r0 Ar0    Akr0
c0 c1    ck
...
...
...
ck−1 ck    c2k−1

, 
c1 c2    ck
c2 c3    ck+1
...
...
...
ck ck+1    c2k−1
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which correspond exactly to the ratio of determinants given in Remark 5, and
xk − x0 =

0 r0    Ak−1r0
c0 c1    ck
...
...
...
ck−1 ck    c2k−1

, 
c1 c2    ck
c2 c3    ck+1
...
...
...
ck ck+1    c2k−1

:
Since the determinants in the denominators of pk , rk and xk −x0 are in fact the preceding Hankel
determinant H (1)k , pk exists and is unique if and only if this determinant is dierent from zero and
the existence of the polynomial pk guarantees the existence and the uniqueness of rk and xk .
Let us now consider the monic polynomial p(1)k of degree k belonging to the family of FOP with
respect to the functional c(1) dened by c(1)(i) = c(i+1). It satises the orthogonality conditions
c(1)(vi()p
(1)
k ()) = 0; i = 0; : : : ; k − 1
and it can be written as a ratio of determinants
p(1)k () =

c1 c2    ck+1
...
...
...
ck ck+1    c2k
1     k

, 
c1 c2    ck
c2 c3    ck+1
...
...
...
ck ck+1    c2k−1

:
Since it has the same denominator as pk , p
(1)
k exists under the same condition and conversely.
If we consider the vector zk = p
(1)
k (A)r0, we obtain
zk =

Akr0 r0    Ak−1r0
ck+1 c1    ck
...
...
...
c2k ck    c2k−1

, 
c1 c2    ck
c2 c3    ck+1
...
...
...
ck ck+1    c2k−1

and since ci=((AT)i−j ~r0; Ajr0)=(~Ci−j;wj), for j=0; : : : ; i, we recover the ratio of determinants given
in (14).
In the sequel, the linear functionals c and c(1) will always act on the variable  which will be
suppressed when unnecessary.
The recursive computation of the polynomials pk , needed in Lanczos method, can be achieved in
several ways. For instance, we can use the usual three-term recurrence relation, or relations involving
also the polynomials of the family fp(1)k g or polynomials proportional to them. Using such recurrence
relationships leads to all the known algorithms for implementing the method of Lanczos and also to
new ones. See [12] for a unied presentation of all these methods based on the theory of FOP and
[2] for more details.
Let us now see how to compute the polynomial pk+1 from pk and p
(1)
k . The following relation
holds:
pk+1() = pk()− k+1p(1)k () (23)
with p0() = p
(1)
0 () = 1.
Indeed, let ~pi be an auxiliary family of polynomials so that, for all i, ~pi has degree i exactly.
Multiplying (23) by ~pi and applying c gives
c( ~pipk+1) = c( ~pipk)− k+1c(1)( ~pip(1)k ):
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Owing to the orthogonality conditions of the two families of formal orthogonal polynomials, the
quantities on the right-hand side are equal to zero for i = 0; : : : ; k − 1. So, c( ~pipk+1) = 0 for i =
0; : : : ; k − 1. Moreover, taking
k+1 = c( ~pkpk)=c
(1)( ~pkp
(1)
k ) (24)
leads to c( ~pkpk+1)=0 which shows (by a uniqueness argument) that the polynomial pk+1 obtained by
the preceding recurrence relationship is the (k +1)th polynomial of the family of formal orthogonal
polynomials with respect to the linear functional c. Replacing  by A in (23) gives a matrix.
Multiplying r0 by this matrix leads to
rk+1 = rk − k+1Azk :
As it is easily seen, this recurrence relationship is much simpler to obtain by using the theory of
formal orthogonal polynomials than by the matrix approach of Section 3.
It must be noticed that replacing p(1)k by a proportional polynomial qk() = akp
(1)
k () in (23) and
(24) does not change (23) since
k+1qk =
c( ~pkpk)
c(1)( ~pkqk)
qk =
c( ~pkpk)
akc(1)( ~pkp
(1)
k )
akp
(1)
k = k+1p
(1)
k :
A breakdown occurs in this relation if and only if
c(1)( ~pkp
(1)
k ) = c
(1)(kp(1)k ) = 0:
Thus, we see that a breakdown occurs if and only if H (1)k+1 =0 or, in other terms, if and only if p
(1)
k+1
and pk+1 do not exist.
Since the polynomials fp(1)k g form a family of FOP, they also satisfy the usual three-term recur-
rence relationship which becomes, since they are monic
p(1)k+1() = (− k+1)p(1)k ()− k+1p(1)k−1() (25)
with p(1)0 () = 1 and p
(1)
−1() = 0. Again, by the same type of procedure as above, we obtain the
coecients k+1 and k+1 as
k+1 = c(1)( ~pk−1p
(1)
k )=c
(1)( ~pk−1p
(1)
k−1);
k+1 = [c(1)( ~pkp
(1)
k )− k+1c(1)( ~pkp(1)k−1)]=c(1)( ~pkp(1)k ):
So, a breakdown occurs in this relation if and only if c(1)( ~pkp
(1)
k ) = 0 (since p
(1)
k exists it means
that c(1)( ~pk−1p
(1)
k−1) 6= 0 and, thus, no division by zero can occur in the expression of k+1). But
c(1)( ~pkp
(1)
k ) = c
(1)(kp(1)k ) = H
(1)
k+1=H
(1)
k
and we recover the condition for the existence of pk+1. Thus, a breakdown occurs in (25) if and
only if the polynomials pk+1 and p
(1)
k+1 do not exist. Such a breakdown is called a true breakdown.
Using alternately relations (23) and (25) allows to compute simultaneously the two families fpkg
and fp(1)k g. Only true breakdowns can occur in these two relations.
These recurrence relationships can be used for implementing Lanczos method and they give
rk+1 = rk − k+1Azk ;
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xk+1 = xk + k+1zk ;
zk+1 = Azk − k+1zk − k+1zk−1:
The coecients of these recurrence relationships can be computed as above. Using denition (22) of
the linear functional c, we obtain formulas (10) and (13) for the choice ~pk()=
k , and formulas (15)
and (17) for the choice ~pk()  p(1)k (). Hence the algorithms of Section 3.1 have been recovered.
4.2. Avoiding breakdowns
Let us now see how to avoid the true breakdowns which can occur in the recurrence relationships
given in the preceding section.
The treatment of a true breakdown consists of the following steps:
1. recognize the occurrence of such a breakdown, that is the nonexistence of the next orthogonal
polynomial(s),
2. determine the degree of the next existing (called regular) orthogonal polynomial,
3. jump over the nonexisting orthogonal polynomials and built a recurrence relationship which only
uses the regular ones.
This problem was completely solved by Draux [15] in the case of monic orthogonal polynomials.
Since the polynomials p(1)k are monic and the conditions for the existence of the polynomials pk
and p(1)k are the same, we will apply his results to avoid true breakdowns.
The subsequence of regular orthogonal polynomials will be denoted by fp(1)nk g. The polynomials
of degrees nk + 1; : : : ; nk + mk − 1 do not exist. So, the kth regular polynomial of the family, p(1)nk ,
has degree nk , with nk>k, and the next regular polynomial is p(1)nk+1 with nk+1 = nk + mk . Then, as
above, mk is the length of the jump between the degree of p(1)nk and the degree of p
(1)
nk+1 . Similar
considerations hold for the polynomials of the family fpkg.
It was proved by Draux [15] that the length mk of the jump is given by the conditions
c(1)(ip(1)nk )

=0 for i = 0; : : : ; nk + mk − 2;
6= 0 for i = nk + mk − 1:
Moreover, these polynomials can be recursively computed by the relationship
p(1)nk+1() = (0 +   + mk−1mk−1 + mk )p(1)nk ()− k+1p(1)nk−1 () (26)
for k = 0; 1; : : : ; with p(1)−1() = 0; p
(1)
0 () = 1, 1 = 0 and
k+1 = c(1)(nk+mk−1p(1)nk )=c
(1)(nk−1p(1)nk−1);
mk−1c
(1)(nk+mk−1p(1)nk ) + c
(1)(nk+mkp(1)nk ) = k+1c
(1)(nkp(1)nk−1);
...
0c(1)(nk+mk−1p(1)nk ) +   + mk−1c(1)(nk+2mk−2p(1)nk ) + c(1)(nk+2mk−1p(1)nk )
= k+1c(1)(nk+mk−1p(1)nk−1):
Since, by denition of mk , c(1)(nk+mk−1p(1)nk ) 6= 0, this system is never singular and no breakdown
can occur in (26).
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For implementing Lanczos method by the algorithm Lanczos=Orthodir, we also need to compute
pnk+1 from pnk and p
(1)
nk . As proved in [8], we have the following relation which generalizes (23):
pnk+1() = pnk ()− (0 +   + mk−1mk−1)p(1)nk (); (27)
where the i’s are the solution of the system
mk−1c
(1)(nk+mk−1p(1)nk ) = c(
nkpnk );
...
0c(1)(nk+mk−1p(1)nk ) +   + mk−1c(1)(nk+2mk−2p(1)nk ) = c(nk+mk−1pnk ):
Again, since, by denition of mk , c(1)(nk+mk−1p(1)nk ) 6= 0, this system is never singular and no break-
down can occur in (27).
The systems giving the coecients i, k+1 and i are the same as those given in Section 3.2
and we have nk+1 = (0; : : : ; mk−1)
T and nk+1 = (0; : : : ; mk−1)
T. Then, using alternately (26) and (27)
gives the MRZ algorithm.
The MRZ-Stab algorithm given above can be also obtained from the polynomial approach by
writing the orthogonality conditions on a dierent basis than the canonical one. Another version
of the MRZ, which is more stable and only needs the storage of a xed number of vectors in-
dependently of the length of the jumps, was recently proposed in [11]; see also [10]. It is based
on Horner’s rule for computing a polynomial and, for that reason, it was called the HMRZ algo-
rithm. The HMRZ-Stab was obtained as a variant of the HMRZ, writing again the orthogonality
conditions on a basis dierent from the canonical one. A quite similar technique is also described
in [1].
Quite similar algorithms for treating this kind of breakdowns were also given by Gutknecht
[22,23]. They are based on the fact that the occurrence of a breakdown corresponds to a square
block of adjacent identical approximants in the Pade table and a look-ahead strategy is also used.
This approach and that of this subsection were compared in [16]. Another technique, due to Graves{
Morris [19], is based on the connection between FOP and Pade approximants. Indeed, a break-
down also corresponds to a block of identical adjacent FOP and his technique consists of turning
around such a block instead of going through it. This idea was extended to the BICGSTAB in
[20]. Zero divisor-free Hestenes{Stiefel-type conjugate direction algorithms can be found in [24].
Another scheme, based on a modied Krylov subspace approach, is presented in [31]. The prob-
lem of breakdown can also be treated by introducing new vectors into Krylov subspaces [29] or
by an adaptative block Lanczos algorithm [30]. Necessary and sucient conditions for look-ahead
versions of the block conjugate gradient algorithm to be free from serious and incurable break-
downs are given in [13]. Thus, unstable versions of the algorithms can be identied and stable ones
proposed.
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