Many large-scale applications on parallel machines are bottlenecked by the I/O performance rather than the CPU or communication performance of the system. To improve the I/O performance, it is rst necessary for system designers to understand the I/O requirements of various applications. This paper presents the results of a study of the I/O characteristics and performance of a real, I/O-intensive, portable, parallel application in astrophysics, on two di erent parallel machines|the IBM SP and the Intel Paragon. We instrumented the source code to record all I/O activity, and analyzed the resulting trace les. Our results show that, for this application, the I/O consists of fairly large writes, and writing data to les is faster on the Paragon, whereas opening and closing les are faster on the SP. We also discuss how the I/O performance of this application could be improved; particularly, we believe that this application would bene t from using collective I/O.
Introduction
Parallel computers are being increasingly used for applications requiring a large amount of computational power. Many such applications also deal with large quantities of data, and hence have signi cant I/O requirements. The Applications Working Group of the Scalable I/O Initiative has compiled a list of several data-intensive applications and their I/O requirements 1]. The I/O performance of parallel computers has always been orders of magnitude lower than the CPU and communication performance because improvements in the I/O subsystem have not kept pace with improvements in the CPU and communication subsystems. As a result, I/O is often the bottleneck for large-scale applications on parallel computers.
Improving the I/O performance of parallel computers is critical to realizing their full potential in solving problems which were previously considered intractable. This requires coordinated improvements at all levels|I/O hardware, parallel le systems, operating systems, application program interfaces, runtime libraries, compilers, and languages. However, it is rst necessary to understand the I/O characteristics of applications, so that we know what the common I/O requirements are, and what improvements can be made to better support these requirements.
This paper presents the results of a study of the I/O characteristics of a real, large-scale, I/Ointensive, portable, parallel application in astrophysics 21], on two di erent parallel computers|the IBM SP and the Intel Paragon. We instrumented the source code using the Pablo performance analysis environment 30] and collected trace les on both systems. The traces were analyzed and visualized using Upshot 16] . The objectives of this study were to understand the I/O behavior of the application on each individual machine and to compare the I/O performance of the two machines for the same application. Note that we instrumented the existing parallel code for the application. We did not parallelize the sequential version, nor did we modify any of the I/O already present in the code.
In the next section, we describe some of the work done previously in the area of I/O characterization. Section 3 gives an overview of the astrophysics application used in this study. Details about how the code was instrumented and analyzed, and the various experiments performed, are provided in Section 4. The results of our study on the IBM SP and the Intel Paragon are presented in Sections 5 and 6 respectively. In Section 7, we discuss how the I/O performance of this application could be improved, and draw overall conclusions in Section 8.
Related Work
The le access characteristics of applications on uniprocessor and vector machines have been studied quite extensively. Ousterhout Only recently have there been any e orts to characterize the le access patterns on parallel machines. Kotz and Nieuwejaar 19] present the results of a three-week tracing study in which all le-related activity on the Intel iPSC/860 at NASA Ames Research Center was recorded. They did not instrument individual applications; instead, they instrumented the Concurrent File System (CFS) library routines called by all applications, and studied the le-related activity of all applications together. A similar study on the CM-5 at the National Center for Supercomputing Applications was performed by Purakayastha et al. 27] . The results of these two studies are compared and contrasted in 23]. They found that le sizes were large, request sizes were fairly small, data was accessed in sequence but with strides, and I/O was dominated by writes.
Crandall et al. 8] instrumented and analyzed the I/O characteristics of three parallel applications on the Intel Paragon at Caltech. They found a wide variety of access patterns, including both read-intensive and write-intensive phases, large as well as small request sizes, and both sequential and irregular access patterns. Baylor and Wu 5] performed a study of the I/O characteristics of four parallel applications on an IBM SP using the Vesta parallel le system. They found I/O request rates on the order of hundreds of requests per second, mainly small request sizes, and strong temporal and spatial locality. Reddy and Banerjee 29] studied the I/O activity of ve applications from the Perfect benchmark suite on an Alliant multiprocessor, and found only sequential accesses. Del Rosario and Choudhary 11] provide an informal summary of the I/O requirements of several grand-challenge applications. Cypher et al. 9] discuss the I/O requirements of eight parallel scienti c applications.
Our work di ers from previous e orts in that we have performed a comparative study of the I/O characteristics and performance of one portable parallel application on two di erent parallel machines. To the best of our knowledge, there has been no other study of the I/O characteristics of any application on di erent machines.
Application Overview
The application we benchmarked is an astrophysics code developed at the University of Chicago as part of a NASA/ESS-funded grand-challenge project on convective turbulence and mixing in astrophysics 21]. This application focuses on the study of the highly turbulent convective layers of late-type stars, like the sun, in which turbulent mixing plays a fundamental role in the redistribution of many physical ingredients of the star, such as angular momentum, chemical contaminants, and magnetic elds. The code solves the equations of compressible hydrodynamics for a gas in which the thermal conductivity changes as a function of temperature. The computational algorithm consists mainly of two independent components|a nite di erence higher-order Godunov method for compressible hydrodynamics, and a Crank-Nicholson-based multigrid scheme. The two algorithms are combined by using a time-splitting technique. Further details about the application are given in 21, 6, 7] .
The code has been implemented in Fortran 77 and C. The Chameleon library is used for both message passing and I/ O 15] . Chameleon provides a uniform interface to whatever native messagepassing library is available on a given machine, and also provides a portable high-level interface for I/O. As a result, the code is directly portable across a wide range of parallel machines.
The version of the code we instrumented solves a two-dimensional problem, with the size of the domain speci ed as an input parameter. The main data structures in the code are two-dimensional arrays of double-precision oating-point numbers. The application performs a signi cant amount of I/O and is bottlenecked by its I/O requirements 20]. The authors would like to solve threedimensional problems, but are constrained by the I/O performance 20]. To reduce the amount of data transfer, I/O is performed in single-precision though computation is done in double-precision.
All arrays t in main memory, so the application is essentially in-core. The solution algorithm is iterative: a typical run may require 20,000 iterations and take as long as 24 hours even on a parallel machine. Hence, the code has been provided with a checkpoint/restart facility. All relevant arrays are periodically written to les so that in the event of a system crash, the program can be restarted from the previous checkpoint. Certain arrays are also written to les periodically for the purpose of visualizing the progress of the computation in the form of a movie. Some arrays are also written periodically for data analysis. In summary, distributed arrays are written to les for three reasons|restart, movie, and data analysis. The number of times each type of write is to be performed can be speci ed as input parameters to the program. All I/O that takes place is for writes; there are no reads except when the program is restarted from a checkpoint. In this case, distributed arrays are read from previously stored les.
All I/O is performed using the Chameleon I/O library, which provides a portable set of routines for high-performance I/O that hide the details of the actual implementation from the user 13]. The user can select at run-time whether a le is stored as a simple Unix le (for compatibility with other tools) or as a parallel le readable only with the Chameleon I/O library routines (for maximum performance). In the astrophysics application, all data is stored in simple Unix les for portability reasons. The Chameleon I/O library uses a portable, high-level application program interface (API). For example, an entire distributed array can be written to a le with a call to a single routine called PIWriteDistributedArray. This routine is used extensively in the astrophysics application. For improved I/O performance, the Chameleon I/O library performs caching of data. All data to be written is rst stored in a cache, and only when the cache gets full is data actually written to disks. This results in larger granularity data transfer between main memory and disks, and reduces the e ect of high I/O latency. The user can either specify the cache size, or the library will use a default value.
Details of Experiments
We describe how the application code was instrumented and analyzed, and the various experiments that were performed.
Instrumentation and Analysis
We instrumented the source code using Pablo 30], a comprehensive performance analysis environment developed at the University of Illinois at Urbana-Champaign. The Pablo environment includes instrumentation libraries that can record timestamped event traces, a performance data meta-format called Self-De ning Data Format (SDDF) 2] and associated library, a parser for generating instrumented SPMD source code, and tools for analyzing and graphically displaying the traces.
Pablo also includes a special set of tools for capturing and analyzing I/O performance data 3]. The I/O extension to the Pablo trace library provides the user with a set of high-level routines that generate trace events corresponding to the I/O operations taking place in a program. A set of machine-independent I/O trace routines and events are provided for all platforms supported by the I/O trace extension. In addition, machine-dependent I/O trace routines and events are provided for some platforms such as the Intel Paragon. Both C and Fortran programs can be instrumented for generating traces of I/O events.
When an instrumented program is run, each processor creates its own trace le. Pablo provides a tool called SDDFmerge to merge the separate trace les into a single le. Other Pablo tools, such as IOStats and IOtotalsByPE, can be used to analyze the trace le, and provide detailed information about the I/O operations recorded.
We visualized and analyzed the trace les using Upshot 16], a tool for studying parallel program behavior developed at Argonne National Laboratory. Upshot takes as input a log le, which is basically a list of the events of interest in a parallel program, in the order in which they occurred during the execution of the program. Upshot provides a view of the log le, with events aligned on the parallel time lines of individual processors. Di erent events can be assigned di erent colors. Upshot displays all events in the log le against time, and it is possible to zoom-in to any particular time location for a more detailed view. Upshot thus provides a global view of the trace data across all processors, which can often reveal interesting patterns and peculiarities in the performance of the code.
Upshot expects the log les to be in a speci c format described in 16]. The traces created by Pablo are in a di erent format called Self-De ning Data Format (SDDF) 2]. Hence, we had to rst convert Pablo trace les to the format required by Upshot. This conversion was trivial to do using Perl.
Machine Speci cations
The instrumented code was run on the IBM SP at Argonne National Laboratory and the Intel Paragon at Caltech, which are the two testbeds for the Scalable I/O Initiative.
IBM SP
The IBM SP at Argonne National Laboratory has 128 compute nodes. Eight of these nodes also perform the function of I/O servers for the parallel I/O system. Each of these eight nodes is an RS/6000 Model 970 with 256 Mbytes of main memory; each of the other 120 nodes is an RS/6000 Model 370 with 128 Mbytes of main memory. Each node is provided with a 1 Gbyte local disk, of which 400 Mbytes are available to users, the rest is for paging and other operating system use. The operating system on each node is IBM AIX 3.2.5. The nodes are interconnected by a highperformance omega switch with approximately 63 sec latency and 35 Mbytes/sec bandwidth 14]. The peak performance of each node is 125 M ops/sec 14]. The parallel I/O system on the SP consists of four RAID-5 disk arrays, each of 50 GBytes. In addition to the regular Unix (AIX) le system on each node, the SP supports two other le systems|NSL Unitree and IBM's parallel le system PIOFS. Two of the four RAIDs are used for Unitree and the other two for PIOFS. There are four ways in which a program can access les on the SP:
1. From the user's home directory via NFS. This is expected to be the slowest.
2. From the local disk on each processor (/tmp directory). This results in independent parallel I/O, but data cannot be stored in one common le.
3. From Unitree. Unitree is a hierarchical le system that allows the user to access data from disk as well as tape. A single hierarchy consists of one disk server and one tape server. The Argonne SP has 8 hierarchies (corresponding to the 8 I/O servers). A Unitree le is stored on a single hierarchy and is not striped across di erent hierarchies. But di erent les can be stored on di erent hierarchies, and thus may be accessed in parallel.
4. From PIOFS. PIOFS is a parallel le system in which a le is striped across the I/O servers, allowing di erent portions of the le to be accessed concurrently.
Intel Paragon
The Intel Paragon at Caltech has 512 compute nodes, each of which is an Intel i860/XP microprocessor. Each compute node has a peak performance of 75 M ops/sec and is provided with 32 Mbytes of main memory. The nodes are connected to each other by a two-dimensional mesh interconnection network. The parallel I/O system on the Paragon consists of 21 I/O nodes, each connected to a 4.8 Gbyte RAID-3 disk array. The I/O nodes are dedicated nodes and do not run any compute jobs. The I/O nodes also have 32 Mbytes of main memory. The Paragon runs the OSF/1 operating system. Intel's Parallel File System (PFS) provides parallel access to les. PFS stripes les across the I/O nodes, the default stripe factor being 64 Kbytes. Files can also be accessed from the user's home directory via NFS, or from the OSF/1 Unix File System (UFS), but these accesses are expected to be slow.
Experiments
Since we were interested mainly in studying the I/O characteristics of the application, we instrumented only the portion of the code that performs I/O. One complication that arises is the fact that the application does not perform I/O by directly using the routines provided by the le system. All I/O is done via calls to the Chameleon I/O library, and Pablo does not directly support instrumentation of code written using Chameleon. However, Pablo does provide generic routines to trace any kind of event. We used these generic routines to trace the calls to the Chameleon I/O library. This tracing provided us with information about the time taken for the Chameleon I/O routines to complete, but no detailed information about the actual I/O activity going on in the program.
To understand the I/O characteristics better, we instrumented the Chameleon I/O library code itself, so that I/O events occurring within the library were recorded. The astrophysics application uses the PIO AS SEQUENTIAL mode of Chameleon I/O in which all data is written to simple Unix les. The way this is implemented in Chameleon I/O is that all processors send data to one master processor using interprocessor communication, and the master processor writes the entire le. Note that the application code was run on both machines without any change. We did not perform any machine-speci c optimizations. The application uses the Unitree le system on the SP because the Chameleon I/O library does not currently support PIOFS. On the Paragon, the application uses PFS.
Parameter Settings
The astrophysics application is iterative, and the number of iterations can be speci ed as an input parameter. The I/O is done every few iterations, which are also speci ed as parameters. For the results given in this paper, the parameters were chosen as follows: These parameters re ect the relative frequency of the di erent types of output required in this application: horizontal averages and movie arrays are written more frequently than restart and data arrays. We also ran the code for larger numbers of iterations, but we found that the results are more or less similar. The same observations as in the rst 20 iterations are repeated for the remaining iterations. Hence, in this paper, we report only the I/O activity in the rst 20 iterations.
I/O Characteristics on the SP
We ran the code and collected traces for all three levels of instrumentation on the SP. We selected two cases for the number of processors|32 and 128 (all available processors). Let us rst consider the results for the 32-processor case. Figure 1 shows the Upshot view of the log le with app-level instrumentation on 32 processors. Upshot always shows time in seconds on the x-axis, and processors on the y-axis. The bands in the gure correspond to calls to Chameleon I/O library routines. The narrow bands every 5 iterations correspond to the writing of horizontal averages and movie arrays. The larger bands every 10 iterations are due to the writing of arrays for data analysis and restart. Table 1 summarizes the I/O activity. We observe that calls to Chameleon I/O routines take an average of 26.61% of the total program time. The total amount of data transferred is not available at this level of instrumentation. Figure 2 shows a zoomed-in view of a portion of Figure 1 . The bands in the gures are very regular because the Chameleon I/O routines are synchronous and blocking. Table 2 . Even so, a signi cant amount of time is spent on communication. This is because the communication involves processors 1{31 simultaneously sending data to processor 0, resulting in a bottleneck. The communication is performed in units of a certain bu er size prede ned within the Chameleon I/O library. As a result, in Figure 4 , we see several bands corresponding to communication. Comparing Tables 1 and 2 , we observe a di erence in the total program time as well as in the percentage of program time spent on I/O activities. This di erence can be attributed to the fact that the two experiments were run at di erent times and we did not have exclusive access to the system. Also, the instrumentation overheads, though small, are di erent in the two cases. Table 3 gives details about the write operations in the code. There were a total of 27 write operations, all performed by processor 0. A total of 10.67 Mbytes were written during 20 iterations of the program. The writes were of fairly large size, up to 1 Mbyte; there were only two small writes of 24 bytes. The large writes are mainly due to the fact that the Chameleon I/O library performs caching, and the write cache size was set at 1 Mbyte. The aggregate throughput of all write operations was 4.063 Mbytes/sec. We also ran all three cases on all 128 processors on the SP. We do not show the Upshot views of these because the general patterns are similar to the corresponding 32-processor cases. The results are summarized in Tables 4 and 5 . The total program time is higher than in the 32-processor case. The average time spent on Chameleon I/O routines is also higher, which in turn means that a larger amount time was required for communication within the Chameleon I/O routines.
The distribution of time spent on di erent operations is clearer with libio-comm-level instrumentation (Table 5 ). The time taken by I/O operations is slightly di erent from the 32-processor case (Table 2) , though in theory it should be identical because only processor 0 performs I/O. The di erence is because the two cases were run at di erent times and we did not have exclusive access to the system. The communication time, however, is signi cantly higher in the 128-processor case because there are 127 processors simultaneously sending data to processor 0. Table 6 shows that the distribution of write sizes is the same as in the 32-processor case, but the aggregate write throughput obtained is lower. 
I/O Characteristics on the Paragon
We repeated all the above experiments on the Paragon to obtain a comparison of the performance on the two machines. We selected the same number of processors|32 and 128. Let us rst consider the results for the 32-processor case. Figure 5 shows the Upshot view of the log le with app-level instrumentation on 32 processors on the Paragon. The general pattern is similar to that for the SP in Figure 1 , but we nd that the total time taken on the Paragon in higher. A zoomed-in Upshot view for a portion of the trace is given in Figure 6 . This pattern is also similar to that for the SP in Figure 2 , but we observe that corresponding events on di erent processors are better synchronized on the SP, whereas they are slightly skewed on the Paragon (this is even more evident in Figure 7 ). Since Pablo uses the global clock to record timestamps, the skew may indicate that the global clock on the Paragon is not as well synchronized as that on the SP. Table 7 summarizes the I/O activity. A comparison of Tables 1 and 7 reveals that the total program time on the SP is about 55% of that on the Paragon. Calls to Chameleon I/O library routines also take less time on the SP. Since libio-level is a subset of libio-comm-level instrumentation, we only show results for libiocomm-level instrumentation on the Paragon. Figure 7 shows a zoomed-in Upshot view with libiocomm-level instrumentation on 32 processors. Unlike on the SP, we observe a distinct skew in the occurrence of corresponding events on di erent processors. The I/O activity is summarized in Table 8. A comparison of Tables 2 and 8 shows that the time for opening les on the Paragon is 2.87 times that on the SP. The time for closing les is only slightly higher on the Paragon. However, the time for writing data on the Paragon is 37.42% of that on the SP. The time spent on communication for I/O is higher on the Paragon. In summary, writing data is faster on the Paragon, whereas opening les, closing les, and communication are faster on the SP. The sizes of di erent write operations are the same as on the SP (Table 3 ) because the code run on both machines was identical.
The di erence in write bandwidths on the SP and Paragon may be due to the fact that the application uses Intel's Parallel File System (PFS) on the Paragon, and the Unitree le system on the SP. PFS stripes les across multiple disks, which enables data be written to di erent disks in parallel. Unitree, on the other hand, is a hierarchical le system. It allows users to directly access les from tapes, but it stores each le on a single disk-tape hierarchy. Hence, there is no parallelism of access within a le. IBM's parallel le system PIOFS could not be used on the SP because the Chameleon I/O library does not currently support PIOFS.
We also took traces on 128 processors on the Paragon for all three levels of instrumentation. The I/O activity is described in Tables 9 and 10 . The total program time as well as the time for Chameleon I/O routines is higher than in the 32-processor case. The time for I/O operations was expected to be the same, but turned out to be slightly di erent because the two cases were run at Tables 4 and 9 reveals that, with 128 processors, the total program time on the SP is 55.78% of that on the Paragon. Calls to Chameleon I/O library routines also take less time on the SP. From Tables 5 and 10 we observe that the time for opening les on the Paragon is 5.77 times that on the SP. The time for closing les is only slightly more on the Paragon. However, writing data on the SP takes 3.05 times that on the Paragon. Communication for I/O is faster on the SP. Thus, the relative performance on the two machines for the 128-processor case is similar to that for the 32-processor case. bottleneck when all processors simultaneously send data to processor 0. The I/O performance of the application could be improved by using the PIO AS PARALLEL mode of Chameleon I/O. In this mode, each processor independently writes its local array to a separate le. However, the authors of the application prefer the PIO AS SEQUENTIAL mode because it writes a distributed array into a single Unix-compatible le. This makes it easier to postprocess the output data using sequential Unix tools and also to restart the program on a di erent number of processors. We did not run the instrumented code using the PIO AS PARALLEL mode because the authors of the application never run it in that mode 20].
Clearly, the I/O performance could be improved by having several processors write to a common le in parallel. This would make better use of the available I/O bandwidth and also eliminate the communication bottleneck. The I/O access pattern of this application suggests that it would bene t from using collective I/O, in the form of either two-phase I/O 10], disk-directed I/O 18], or serverdirected collective I/O 31]. In this application, arrays are distributed in a block fashion in two dimensions, resulting in each processor getting a sub-block of the array. The sub-block from each processor needs to written to the le containing the entire array. It has been shown in 10, 18, 31] that this can be done e ciently using collective I/O.
To study the bene ts of using collective I/O for this application, we have implemented the Chameleon I/O routines PIWriteDistributedArray and PIReadDistributedArray using twophase I/O. We are currently in the process of characterizing the performance of the application with these new routines. Results from these experiments will be included in the nal version of this paper.
Conclusions
Our tracing study provides some interesting results. We nd that all I/O in this astrophysics application is for writes only, except when restarting from a checkpoint. Most of the writes are fairly large, up to 1 Mbyte each, mainly because of caching performed by the Chameleon I/O library. The total program time on the SP is about 55% of that on the Paragon. Writing data to les takes less time on the Paragon, but opening and closing les take less time on the SP. The I/O access pattern of the application suggests that the I/O performance could be improved by using collective I/O. We are currently studying the performance bene ts of using two-phase I/O for this application.
We note that some of the results in this paper may be speci c to this particular application and the Chameleon I/O library. To reach a more de nite conclusion, we plan to study the I/O characteristics of several other parallel applications. We also plan to instrument and characterize the three-dimensional version of this application being developed 20], which is much more I/Ointensive than the present two-dimensional version.
