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Preliminary Report on Progress 
Chad Mitchell 
June 14, 2004 
Focus: 
The procedures and figures contained herein signify an attempt to quantify the 
noise equivalent count rate (NECR) performance of a particular positron emission 
tomography (PET) scanner, argued against the increasing weights of the patients scanned. 
Progression: 
The data collected falls into four sets. Both phantom and patient data were 
collected, as counts per second, using two sets of detection crystals (?pre-pico (LSD), 
?pico(?)). The phantom data acquired is based upon the National Electrical 
Manufacturers Association standard of performance, and will be referred to as NEMA 
data. 
The NEMA data was the first to be evaluated. Theory states that the data 
acquired should follow the general equations: 
T(s) = aN • s • fT(s) (1) 
R(s) pN. S2 • f{s) (2) 
Where T(s) signifies the rate of true occurrences, R(s) signifies the rate of random 
occurrences, a is a patient-related attenuation constant, p is a scanner-related attenuation 
constant, :f( s) and fT (s) are lifetime fractions, and s is the singles count rate detected. 
When plotted, the NEMA data appears as: 
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These graphs also show a linear regression line through the first few points of the graph. 
This represents the expected trend neglecting the decay factor naturally present. The 
slope of this expected trend corresponds to the aN and ~N for the NEMA data. Also, the 
point at which this line crosses the s-axis represents an intrinsic count rate associated with 
the crystals in the detector itself. For the reported trues, this is easily seen. For randoms, 
the intrinsic count should be (or be very close to) zero. This implies only random 
occurrences in the absence of a source, which is logically accurate. 
After finding aN and ~N, these parameters are used to plot graphs of the lifetime 
fractions. A simple rearranging of equations 1 and 2, coupled with experimental data for 
values of trues and randoms at given singles rates, allows one to derive a governing 
equation in the interesting range of values (-J Million - ~45 Million counts). 
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Based on the trends for this particular detector, the equations can be approximated 
fTNN(s) = -1.482e-8 ·s + 1.038 (3) 
fTNP(s) = -6.22e-9 .s + 1.0222 (4) 
fNN(s) = 8e-17 ·S2 - 1 e-8 ·s + 1.027 (5) 
fNP(s) = 3e-17 ·S2 - 5e-9 ·s + 1.006 (6) 
The notation is of the form rj\s), where i = (T)rue/(R)andom, j (N)EMAI(P)atient, and 
k (N)on-pico/(P)ico. 
Now a general equation can be constructed for the occurrence of trues and 
randoms. Since the equations for lifetime fractions are a function independent of the 
patient, they can be considered the san1e function when applying these forms to the 
patient data. This is very useful, as the patient data only contains one data point for each 
bed position (position 3 will be the only one used). The attempt will be to extract a curve 
by back-calculating and fitting a consistent curve to the provided data point. 
Patient data can now be evaluated given a single point for the singles count rate, 
the number of true and random occurrences detected, the intrinsic count rate of the 
detector, and the lifetime fractions. By extracting the (l's and ~P's, a trend can be 
established based on patient weight: 
uP TP(s) (7) 
(s - Sintrinsic) • fT (s) 
The results of these equations: 
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By these graphs, one can see the trend in weight dependence for up. However, pP 
shows very little change. This supports the idea that p is a machine-dependent constant, 
and will not change substantially with each patient. The equations for uP and values for 
pP are: 
u
PN ~ -4.12030e-5 -(lb) + .02920 (9) 
uPP ~ -3.30897e-5 -(lb) + .023655 (10) 
pPN ~ 1.36511E-09 (11) 
pPP ~ 1.06093E-09 (12) 
Having acquired these values, the equations for T(s) and R(s) for the patients 
become analytical. The bases are in experimental data, but with no dependence on any 
factors except for theoretical singles count rate and weight. From these equations, the 
pseudo-NECR (PNECR) curves can be calculated for a given patient weight. 
PNECR TP(s)2 (13) 
[TP(s) + RP(s) ] 
The following graphs show a PNECR surface representation of weights between 
zero and 350 pounds, at a count rate of 0 to 25 million counts for pre-pico data, and 0 to 
45 million counts for pico data: 
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By differentiating these equations, with respect to singles rate, and setting it to 
zero, one can find a maximum for PNECR given all weights and singles rates. All 
solution sets of this equation give valid data for patient trial, with validation of 
assumptions. A surface representation of this, with the solid plane being all zeroes 
possible: 
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A set of NECR curves can also be calculated from the Excel data using the scatter 
fractions measured from each individual patient. The maximum of these can be 
determined and charted: 
Max NECR vs. weight, pre-pice 
y = -145.53x + 44185 
Max NECR vs. weight, pico 
y = ·276.48x + 91272 
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Assumptions: 
Many assumptions are required for the analysis of this data. Much of the data is 
considered to be formulaic, and the results of any trends or patterns are considered full 
and correct in the range of interest. NEMA data is taken to be true and beyond question. 
Patient data is assumed to be uniform, with no differences except for weight. This 
includes, but is not limited to, variations in: height, musculature, cardiovascular and 
overall health, recent meals, recent exertion, sites of interest, time elapsed between 
injection and scan, and hair color. Any and all constants are treated with exactness or as 
an average value determined through personal judgment based upon data. All equations 
were preserved fully until implementation, with no dropping of extraneous terms or 
reduction of order. 
Conclusion: 
Surprisingly, the data does not agree with the current conventions. As patient 
weight increases, a reduction in radioactive tracer provides a better spacial resolution, 
rather than an increase in radiation. This reduces the randoms count to a manageable 
amount, and the background radiation ceases to overpower the active true reading. 
Presumably, an increase in time is a more reasonable solution than an increase in dosage. 
