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Abstract—In the future 6th generation networks, ultra-reliable
and low-latency communications (URLLC) will lay the founda-
tion for emerging mission-critical applications that have strin-
gent requirements on end-to-end delay and reliability. Existing
works on URLLC are mainly based on theoretical models and
assumptions. The model-based solutions provide useful insights,
but cannot be directly implemented in practice. In this article,
we first summarize how to apply data-driven supervised deep
learning and deep reinforcement learning in URLLC, and discuss
some open problems of these methods. To address these open
problems, we develop a multi-level architecture that enables
device intelligence, edge intelligence, and cloud intelligence for
URLLC. The basic idea is to merge theoretical models and real-
world data in analyzing the latency and reliability and training
deep neural networks (DNNs). Deep transfer learning is adopted
in the architecture to fine-tune the pre-trained DNNs in non-
stationary networks. Further considering that the computing
capacity at each user and each mobile edge computing server
is limited, federated learning is applied to improve the learning
efficiency. Finally, we provide some experimental and simulation
results and discuss some future directions.
Index Terms—Ultra-reliable and low-latency communications,
6G, deep learning, quality-of-service
I. INTRODUCTION
One of the most challenging objectives in beyond the
5th generation (5G) or so-called the 6th generation (6G)
networks is to achieve ultra-reliable and low-latency commu-
nications (URLLC), which are the foundation for enabling
many mission-critical applications with stringent requirements
on end-to-end (E2E) delay and reliability [1]. For example, au-
tonomous vehicles, factory automation, and virtual/augmented
reality (VR/AR) require a delay bound of 1 ∼ 10 ms and
a packet loss probability of 10−5 ∼ 10−7 [2]. Although
the sum of the uplink and downlink transmission delays
can be reduced to 1 ms in the coming 5G New Radio, the
randomness in wireless networks like dynamic traffic loads
and uncertain channel conditions will result in serious network
congestions. As a result, the E2E delay is much longer than
the transmission delays in the air interface. Achieving the
E2E delay and reliability requirements in such highly dynamic
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wireless networks presents unprecedented challenges in 6G
networks.
The successful development of all the previous generations
of mobile networks is mainly based on model-based methods,
which are very useful in performance analysis and network
optimization. However, the model-based methods alone cannot
address the challenges in 6G networks. To obtain tractable re-
sults, some ideal assumptions and simplifications are inevitable
in model-based methods. Thus, the obtained solutions cannot
satisfy the quality-of-service (QoS) requirements in real-world
networks. Moreover, the optimization problems for resource
allocation, scheduler design, and network management are
either non-deterministic or non-convex. To optimize the related
policies according to dynamic parameters in wireless net-
works, the system needs to execute searching algorithms every
few milliseconds. This will bring high computing overheads
and long computing delay.
With recent advances in data-driven deep learning, it is
possible to learn a wide range of policies for wireless networks
[3]. However, data-driven deep learning methods need a long
training phase and a large number of training samples. To
evaluate whether a policy satisfies the reliability requirement
or not (e.g., packet loss probability of 10−5 ∼ 10−7), a device
needs to send more than 105 packets in the real-world network.
It takes a very long time to obtain enough training samples and
will not be possible if the packet arrival rate of a device is low.
To apply deep learning in URLLC, well-established models
and theoretical formulas in communications and networking
are helpful [4]. Merging model-based and data-driven methods
is a promising approach in 6G networks.
In this paper, we first summarize some open issues when ap-
plying supervised deep learning or deep reinforcement learn-
ing in URLLC. Then, we develop a multi-level architecture
that enables device intelligence, edge intelligence, and cloud
intelligence for URLLC. In the architecture, model-based anal-
ysis results reveal the fundamental trade-off between latency
and reliability in URLLC, and serve as the guidance and
benchmarks for data-driven deep learning. Specifically, deep
neural networks (DNNs) first learn from the optimal policies
obtained from theoretical models and then transferred to real-
world networks with deep transfer learning [5]. To improve
the learning efficiency at mobile users (MUs) and mobile edge
computing (MEC) servers, federated learning is adopted in the
architecture [6]. Finally, we provide some experimental and
simulation results and discuss future directions.
2II. DEEP LEARNING IN URLLC
In this section, we summarize supervised deep learning
and deep reinforcement learning (DRL) approaches that can
solve non-deterministic problems and make decisions in real-
time. Noting that applying deep learning in URLLC is not
straightforward, we discuss some open problems of these
methods.
A. DNN in Wireless Networks
A policy in wireless networks can be described by a
function that maps the network state to the decision on routing,
scheduling, access control, resource allocation, and so on [7].
Such a function is denoted by y = f(x), where x and y are
the state and the decision, respectively. In general, the closed-
form expression of f(·) is hard to derive, and hence the system
needs to search the optimal decision with when the state varies,
e.g., channel states. Searching algorithms usually have high
complexity and can not be implemented in real time.
To reduce the computing delay for executing searching
algorithms, one can use a DNN, denoted by yˆ = Φ(x; Θ),
to approximate the optimal policy [8], where Θ represents the
parameters of the DNN and yˆ is the output of the DNN with
a given input x. By training the parameters, we can obtain
an accurate approximation Φ(x; Θ) ≈ f(x). According to
the universal approximation theorem, for a deterministic and
continuous function f(·), the approximation error approaches
to zero as the scale of the DNN increases [8].
B. Supervised Deep Learning for URLLC
To apply supervised deep learning for URLLC, the system
needs a large number of training samples, (xm, ym),m =
1, ...,M , which could be the optimal state-decision pairs
obtained from an optimization algorithm or the historical data
of traffic loads or trajectories of MUs.
1) Approximating optimal policies: By approximating op-
timal policies with DNNs, the computing delay for finding
optimal solutions can be reduced remarkably. However, the
approximation error will deteriorate the QoS of URLLC. To
handle this issue, we should design a system conservatively.
For example, when approximating the optimal resource alloca-
tion policy, APs need to adjust the output of the DNN slightly
by reserving a small portion of extra resources.
2) Traffic and mobility predictions: Traffic and mobility
predictions have been exhaustively investigated in the existing
literature. There are different kinds of prediction methods, such
as time-series models, Markov chain models, and the Kalman
filter. To apply the first two methods, we need some simplified
traffic models or mobility models, which may not be accurate
enough for URLLC. When applying the Kalman filter, one
cannot exploit the long-term dependency of data. Compared
with these prediction methods, recurrent neural networks can
predict the traffic state from the historical data. For the data
with long-term dependency, long-short-term-memory networks
can be applied to further improve the performance.
3) Open problems of supervised deep learning: When
applying supervised deep learning in URLLC, there are three
major problems.
• Lack of labeled training samples. To train a DNN, we
need a large number of labeled training samples by solv-
ing optimization problems. Since optimization problems
are non-convex in general. Obtaining a large number of
optimal solutions is time-consuming.
• Performance loss in non-stationary environments.A DNN
is usually trained offline. However, wireless networks are
not stationary. As a result, the DNN can neither maximize
the performance in terms of resource utilization efficiency
nor guarantee the QoS of URLLC.
• Prediction errors. Predictions are not error-free. Predic-
tion errors will lead to strong interference and high trans-
mission collision probabilities [9]. However, for most of
the deep learning algorithms, deriving the prediction error
probability is very challenging.
C. DRL for URLLC
To address the above issues, one may turn to DRL since it
does not need labeled training samples.
1) Approximating the feedback of a decision: When apply-
ing reinforcement learning in URLLC, the dimension of the
Q-table can be large, and it takes a very long time for the
traditional Q-learning to converge, especially when the state
space is continuous. To handle this issue, a DNN can be used
to approximate the Q-function. For a given state and action,
the Q-value can be obtained from the output of the DNN.
2) Approximating optimal policies: If the policy in the DRL
is deterministic, a DNN can also be used to approximate
the optimal policy that maps the state of the system to the
action. For example, the inter-slice resource management issue
in network slicing was studied in [10], where the resource
management policy is approximated by a DNN.
3) Open problems of DRL: When applying DRL in
URLLC, three issues remain unclear.
• Assumption on Markov decision process (MDP). It is
well-known that DRL can only be used to find optimal
control policies of MDPs. However, problems in practical
systems may not be Markovian.
• Without QoS guarantee. Unlike optimization problems
that ensure QoS requirements by including some con-
straints, DRL does not have any constraint. Although we
can design some heuristic rewards and punishments that
take QoS into account, whether the achieved QoS can
satisfy the requirements of URLLC is not clear [10].
• Exploration safety. To improve the performance of the
DRL, the system has to explore some unknown actions
that may result in unexpected rewards or punishments. If
the algorithm tries a bad action, the QoS requirement of
URLLC cannot be satisfied.
III. A MULTI-LEVEL ARCHITECTURE IN 6G
To address the open problems in the previous section,
we propose a multi-level architecture that enables device
intelligence, edge intelligence, and cloud intelligence at user
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Fig. 1. Multi-level Architecture in 6G.
level, cell level, and network level, respectively. In addition,
deep transfer learning and federated learning are adopted in
this architecture.
A. Features of 6G Networks
The features of 6G Internet-of-Things networks and 6G
vehicular networks are summarized in [11] and [7], respec-
tively. To develop an architecture that enables deep learning
for URLLC, the following features of 6G networks should be
considered.
1) E2E QoS requirement: When design 5G systems, we
divided the system into multiple cascaded building blocks.
As a result, the E2E latency and reliability requirements of
URLLC can hardly be satisfied. In 6G networks, we need to
ensure E2E QoS requirement by adjusting the whole network
according to the stochastic service requests, queue states of
buffers, workloads of servers, and wireless channels.
2) Scalable and flexible control plane: With software-
defined network, the control plane and user plane are slitted
in 5G networks. For better scalability and flexibility in 6G
networks, the network functions in the control plane could
be fully centralized, partially centralized, or fully distributed
[11]. Thus, the deep learning algorithms can be centralized or
distributed depending on the network functions.
3) Multi-level storage and computing resources: In 6G
networks, storage and computing resources will be deployed
at MUs, MEC, and central cloud [7]. The central cloud has
plenty of resources for offline training, but the communication
delay between MUs and the cloud is long. With the help of
MEC, it is possible to train DNNs locally, and the response
time of the network is much shorter. By deploying computing
resources at MUs, each device can make decision with it’s
local information in real time. Such a feature enables us to
develop deep learning at different levels.
B. Multi-level Architecture
Based on the above features, we consider a wireless network
that consists of smart MUs, MEC servers at APs, a central
cloud in Fig. 1. To better illustrate the multi-level architecture,
mobility and traffic prediction for each MU, scheduler design
at each AP, and user association in a multi-AP network are
investigated.
1) Device Intelligence at User Level: With device intelli-
gence, MUs able to make decisions based on local predicted
information, such as traffic state and mobility. Since the predic-
tion reliability is crucial for making decisions, the prediction
error probability should be extremely low. To analyze the
prediction error probability, we can use a model-based method
for prediction, and derive the prediction error probability [12].
If data-driven methods outperform the model-based method,
the prediction error probability achieved by the model-based
method can serve as an upper bound of data-driven methods.
2) Edge Intelligence at Cell Level: A scheduler at an AP
maps the channel state information and queue state informa-
tion to resource allocation among different MUs. With edge
intelligence, DRL can be used to optimize the scheduler. The
basic idea is to use two DNNs to approximate the optimal
scheduler and the value function, respectively.
With model-free DRL, the AP needs to evaluate the delay
and reliability of a certain action by transmitting a large num-
ber of packets in the network. This leads to long convergence
time of the DRL. To handle this issue, theoretical formulas can
be used to evaluate the decoding error probability in the short
blocklength regime and the queueing delay violation proba-
bility [13]. Besides, by exploring in a numerical environment,
the exploration safety can be improved remarkably [10].
3) Cloud Intelligence at Network Level: User association
schemes depend on the large-scale channel gains from MUs
to APs as well as the packet arrival rate of each MU. With
cloud intelligence, a centralized control plane uses a DNN to
approximate the optimal user association scheme that maps the
large-scale channel gains and the packet arrival rates of MUs
to the user association scheme [4]. With a strong computing
capacity, the central cloud can build a numerical platform that
mirrors the behavior of the whole network. From the numerical
platform, the system can explore labeled training samples with
optimization algorithms, and then train the DNN with the
optimal solutions. After the training phase, the DNN is saved
at the control plane for online implementation.
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Considering that real networks are highly dynamic, updating
the states of all the network components to the central cloud
will lead to unaffordable communication overheads. To avoid
high overheads, the cloud only requires the information that is
static or predictable in a large area or a long prediction horizon
(hours). For example, the topology of APs, backhauls, and
core networks are static and the density of MUs (or service
requests) is predictable with spatial and temporal correlation.
C. Deep Transfer Learning in Non-stationary Environments
The theoretical formulas and models mentioned in the
above architecture are used to initialize DNNs in stationary
networks. However, real-world networks are non-stationary,
and the models do not match the networks. Due to the model
mismatch, the pre-trained DNN cannot guarantee the QoS.
Deep transfer learning is a promising technique that can
update the DNN with few training samples in non-stationary
environments [5]. The basic idea is reusing one part of the
pre-trained DNN. As illustrated in the first example in Fig. 2,
when the distribution of MUs’ locations varies, the system
fine-tunes the last few layers of the DNN with new training
samples. In the other example in Fig. 2, the types of services
change over time. A viable approach is to train a DNN for
each type of services. When there are N types of services in
the network, the system changes the structure of the last few
layers of the N pre-trained DNNs and construct a larger DNN.
Then, the system trains the last few layers of the DNN.
It is worth noting that the output of the DNN cannot guar-
antee the QoS requirements in the re-training phase, during
which the DNN is fine-tuned. To satisfy the QoS requirements,
we still need optimization algorithms to find optimal solutions
that are used as labeled training samples to fine-tune the DNN.
D. Federated Learning in the Multi-level Architecture
To apply deep learning at MUs and MEC servers in the
proposed architecture, there are two open problems. First, the
number of local training samples may not be enough to train a
DNN. Second, the computing capacity of an MU or an MEC
is limited, thus if the DNN is trained locally, the training time
will be long. A straight forward approach is to train DNNs at
the central cloud by collecting data from all MUs and MEC
servers. However, user data is privacy sensitive and large in
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quantity [6]. This approach will lead to privacy issues and high
communication overheads.
To enable device intelligence and edge intelligence, the
edge-assisted hierarchical federated learning method proposed
in [14] can be adopted in our multi-level architecture. As
illustrated in Fig. 1, MUs update parameters of local DNNs,
ΘL
k
, k = 1, 2, 3, ..., to MEC servers. The edge DNN at the lth
MEC server, denoted by ΘE
l
, is obtained from the weighted
sum of local DNNs, ΘE
l
=
∑
k
wL
k
ΘL
k
. The definitions
of the weight coefficients can be found in [14]. Then, the
edge DNN is shared among all the MUs associated with
this AP. Meanwhile, edge DNNs are sent to the central
cloud periodically. In the central cloud, the global DNN is
obtained by aggregating the parameters of local DNNs, i.e.,
ΘG =
∑
l
wE
l
ΘE
l
. Finally, the global DNN is shared to all
MUs and APs. With federated learning, the central cloud and
MEC servers do not collect training samples from MUs, and
hence will not cause privacy issue due to sharing data. Besides,
the communication overheads for sharing DNNs are much
lower than sharing data.
IV. EXPERIMENTS AND SIMULATION
In this section, we carry out some experiments and sim-
ulation to evaluate the performance of using deep learning
in URLLC. As shown in the experiments and simulation in
Fig. 3, we carry out user-level and cell-level experiments with
a real tactile device and transceivers with Long Term Evolution
(LTE) protocols. To further evaluate the performance in the
coming 5G or 6G networks, we provide some network-level
simulations with 5G New Radio.
A. User-Level Experiment: Mobility Prediction
A real 3D System Touch tactile device is applied to control
a virtual robotic arm. The location given by the device is
updated every time slot with a duration of 1 ms (i.e., the
same as the transmission time interval in LTE systems), and is
recorded for training and testing. The performance of the two
prediction methods is evaluated. The first one is a model-based
5method based on Newton’s laws of motion [12]. The second
method uses a fully-connected DNN to predict future locations
from past locations. The reason why we use a fully-connected
DNN is that it can achieve good performance for a small-scale
prediction problem, and there is no need to use other types
of DNNs. The inputs are the locations of the device in the
past 50 ms and the outputs are the predicted locations in the
coming 20 ms. There are two hidden layers, each of which has
100 neurons. The parameters of the DNN are trained with 104
training samples. After the training phase, the DNN is used
to predict the mobility of the tactile device in an experiment
with a duration of 2× 106 ms.
TABLE I
PREDICTION ERROR PROBABILITY
Requirement on prediction accuracy 2 cm
Prediction horizon 5 ms 10 ms 20 ms
Model-based 6.61× 10−6 3.85 × 10−5 3.20 × 10−3
Data-driven ≪ 10−5
Requirement on prediction accuracy 0.5 cm
Prediction horizon 5 ms 10 ms 20 ms
Model-based ≫ 10−5
Data-driven 4.59× 10−6 6.86 × 10−6 2.25 × 10−5
The performance of model-based and data-driven methods
for mobility prediction is shown in Table I, where the error
probability is defined as the probability that the distance
between the predicted location and the actual location is larger
than the required prediction accuracy. The results in Table I
show that it is possible to achieve high prediction reliability
(i.e., 10−5 prediction error probability) with either model-
based or data-driven methods, and the accuracy achieved by
the data-driven method is better than that achieved by the
model-based method. This is because the model used in the
model-based method is not accurate enough to achieve high
prediction accuracy [12].
B. Cell-Level Experiment: Scheduler Design
In the cell-level experiment, we apply an actor-critic DRL
algorithm for scheduler design, where one AP serves two
MUs. The radio transceivers are universal software radio
peripheral B210. The AP has an Intel i7-8700 CPU with
6 cores and each MU is equipped with an Intel i7-6700
CPU with 4 cores. As discussed in Section II-C, two fully-
connected DNNs are used to approximate the policy and the
value function, respectively. The actor has two hidden layers,
each of which has 40 neurons. The critic also has two hidden
layers, and each layer consists of 60 neurons.
To reduce the training time and improve exploration safety,
the actor and the critic are pre-trained in a simulation en-
vironment, where a digital model that mirrors the behavior
of the real-world network is used to generate feedback to
the DRL algorithm. The packet size is 200 bytes, and the
average packet arrival rate is 100 packet/s. The total bandwidth
is 5 MHz. The DRL algorithm minimizes the overall packet
loss probability subject to the requirements on delay and jitter,
which are characterized by two delay bounds, Dmin = 9 ms
and Dmax = 11 ms. The E2E delay should be higher than
Dmin and lower than Dmax, which means the jitter should be
less than 2 ms. To avoid long feedback delays and high jitters,
retransmission is not allowed.
The overall packet loss probabilities achieved by DRL in
both the simulation and the real-world network are provided
in Table II. To evaluate the packet loss probability in the
simulation, both decoding errors and delay bound violations
are taken into account. In addition to these two factors,
hardware impairment in the real-world network will cause
packet losses. The results in Table II show that if the actor
trained in the simulation environment is directly applied in the
real-world system, the achieved reliability is worse than that
evaluated in the simulation. After fine-tuning, the reliability
can be improved, but is still worse than that in the simulation
environment. There are two reasons: 1) the scheduler cannot
control jitter caused by signal processing and data transmission
in the practical system, while in the simulation environment
this part of delay is fixed. 2) the modulation and coding
scheme in LTE systems cannot achieve the minimum decoding
error probability, which is computed from the Normal Approx-
imation in simulation [12].
To reduce the user-experienced delay, we can combine
user-level mobility prediction with cell-level scheduler design.
According to the results in Table I, the prediction horizon
can be up to 10 ms with reliability better than 10−5. The
latency evaluated in the real-world network lies in [9, 11] ms
with packet loss probability around 10−2. If the AP sends
the predicted locations to the MUs 10 ms in advance, the
user experienced delay will be [−1, 1] ms (a negative user
experienced delay means that the user can predict the mobility
of the transmitter). However, to improve the overall reliability,
5G New Radio and more advanced computing systems are
needed.
C. Network-Level Simulation: User Association
We consider a wireless network with 5G New Radio, where
two APs serve five delay-tolerant MUs and five URLLC MUs.
The network topology can be found in the simulation and
experiment of the network level in Fig. 3. To reflect the
impacts of non-stationary hidden variables on the performance
of different schemes, we change the ratio of the number of
MUs in Region 1 to that in Region 2 from 5 : 5 to 9 : 1 after
2000 simulation trials.
Packets generated by each MU are either processed at the
local server of the MU or offloaded to an MEC server. Since
batteries of MUs have limited capacities, we minimize the
maximal normalized energy consumption of MUs subject to
QoS constraints. The normalized energy consumption of each
MU is defined as the ratio of the energy consumption to the
number of bits that have been processed. To train the DNN,
8000 training samples explored from the numerical platform
with the method in [4]. The DNN includes one input layer, one
output layer, and four hidden layers, each of which consists
of 100 neurons. The inputs of the DNN include the large-
scale channel gains and average packet arrival rates of all the
MUs. The output of the DNN is the user association scheme.
6TABLE II
RELIABILITY ACHIEVED BY DRL
Delay violation Decoding error Overall packet loss
Evaluated in simulation environment 2.05× 10−5 2.25× 10−4 2.46× 10−4
Pre-trained actor in real-world system 7.15× 10−2 5.73× 10−3 7.74× 10−2
Fine-tuned actor in real-world system 1.29× 10−2 4.55× 10−3 1.75× 10−2
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Fig. 4. Maximal normalized energy consumption with two APs.
To illustrate the advantages of deep learning, it is compared
with three baselines: 1) Each MU accesses to the AP with
the highest large-scale channel gain (with legend ‘Highest
SNR’). 2) A game theory approach developed in [15] (with
legend ‘Game’), which is one of the most recent works on
user association with hybrid services. 3) The optimal user
association scheme obtained with the exhaustive searching
method (with legend ‘Optimal’).
Simulation results in Fig. 4 show that the performance of the
deep learning approach is better than the two existing schemes
and is close to the optimal scheme. When the distribution of
MUs locations changes, 500 new training samples are used to
fine-tune all the layers of the DNN. It is much smaller than
the number of training samples that are needed to train a new
DNN, e.g., 8000 in our simulation.
V. FUTURE DIRECTIONS
A. From Small-scale to Large-scale Networks
As the numbers of devices and APs increase in the 6G
networks, the number of parameters in the feed-forward DNN
will be large. To avoid training a large number of parameters,
one can use convolutional neural networks (CNNs). Since the
number of parameters of a CNN does not increase with the
dimension of the input, CNNs are very convenient in image
processing. However, the topology of a wireless network is
much more complicated than a two-dimensional image that
can be represented by a matrix. To optimize radio resource
allocation according to the topology of the network, we can
use graph neural networks.
B. From Centralized to Distributed Learning Algorithms
With a global view of the wireless network, centralized
learning algorithms can achieve better performance than dis-
tributed learning algorithms in terms of E2E delay, reliability,
and resource utilization efficiency. However, centralized learn-
ing algorithms need to collect information from all the APs
and MUs, and thus brings high overheads in backhauls and
leads to long control-plane latency. With a distributed learning
algorithm, each AP or MU can make its decisions according
to local information. Nevertheless, how to guarantee the QoS
requirement of URLLC with distributed algorithms deserve
further study.
C. From Wireless Networks to Interdisciplinary Research
6G networks are expected to support applications in dif-
ferent vertical industries, such as vehicle networks, mission-
critical Internet-of-Things, and VR/AR applications. The spe-
cific QoS requirements and traffic features of different appli-
cations are very different. Thus, interdisciplinary research is
crucial for achieving the target requirements. By formulating
theoretical models of both communication systems and spe-
cific applications in vertical industries, model-based methods
enable us to understand, predict, and optimize the performance
of the application from an interdisciplinary perspective. Based
on the model-based analysis, we can design practical solutions
with data-driven deep learning methods to approach funda-
mental limits and handle model mismatch problems.
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