











































Vorverarbeitung  über  die  eigentliche  Registrierung  bis  hin  zur  visuellen  Evaluierung  unterstützt. 
Dabei  sollte  die  Applikation  so  entwickelt  werden,  dass  sowohl  Funktionalitäten  als  auch 
Benutzeroberfläche einfach erweitert oder modifiziert werden können. 
Zu  Beginn  der  Entwicklung  musste  ein  geeignetes  Framework  (bzw.  Entwicklungsumgebung) 
gefunden  werden.  Dieses  sollte  sowohl  eine  stabile  Umgebung  als  auch  einen  möglichst  großen 
Funktionsumfang  im Bereich des Prä‐ und Postprocessing der Registrierung bieten können. Zudem 
sollte  diese  Entwicklungsumgebung  auch  Strukturen  bieten,  die  es  ermöglichen  neue 
Funktionalitäten einfach hinzuzufügen. Auf Grund der Ergebnisse der durchgeführten Analyse kam im 
Rahmen dieser Diplomarbeit MeVisLab zum Einsatz. 
Nach  einer  Aufstellung  der  Anforderungen  an  die  Anwendung  wurde  die  Konzeptionierung  der 
Architektur  und  des  Workflows  zusammengestellt.  Dabei  stellte  sich  heraus  dass  der  klassische 
Netzwerkansatz nicht in Frage kam, stattdessen wurde auf eine Netzwerkstruktur um einen zentralen 
Puffer  gesetzt.  Neben  der  Entwicklung  der  Funktionalitäten  stand  der  Entwurf  einer  intuitiv 
bedienbaren  Benutzeroberfläche  im  Mittelpunkt.  Diese  wurde  dem  Workflow  des 
Registrierungsprozesses nachempfunden und mit Hilfe einiger Richtlinien optimiert. 
Im  Anschluss  wurden  die  gewonnen  Erfahrungen,  unter  Anderem  mit  der  gewählten 
Entwicklungsumgebung, erörtert. Zudem wurde diskutiert ob die Anwendung die an  sie gestellten 
























































































































Mit der Entwicklung der Computertomographie  in den 1970er  Jahren begann eine neue Etappe  in 
der Medizin. Erstmals war es möglich dreidimensionale Aufnahmen eines Körpers aufzuzeichnen und 
darzustellen.  Diese  volldigitalen  Aufnahmen  ermöglichten  außerdem  das  Modifizieren  und 
Aufbereiten  der  medizinischen  Bilddaten  mit  mathematischen  statt  optischen  Verfahren  und 
erschufen so ein ganz neues Wissenschaftsfeld – das der medizinischen Bildverarbeitung. 
Ob als Navigationshilfe in der OP‐Planung, Basis für die Strahlentherapie oder die Auswertung ganzer 




Informationsverarbeitung  in  der  Medizin.  Darunter  fallen  auch  die  Entwicklung  neuer 
bildverarbeitender  Algorithmen  sowie  deren  qualitative  wie  quantitative  Analyse.  Das  Feld  der 
Softwarelösungen in diesem Bereich ist recht groß – allerdings ist die Mehrzahl dieser Applikationen 
sehr komplex, aufgabenspezifisch und  in sich abgeschlossen  implementiert.  In der Regel handelt es 
sich dabei oft um Applikationen die  von der  gleichen  Firma  stammen wie das bildgebende Gerät. 
   




zur  Verfügung.  Sie  bieten  vorimplementierte  Komponenten  für  die  zweidimensionale  und 
dreidimensionale Visualisierung, Bildverarbeitung und Evaluierung an, die nach dem eigenen Bedarf 
modifiziert  und  gekoppelt  werden  können.  Die  Ansätze  dieser  Bibliotheken  reichen  von  der 
konservativen bis hin zur visuellen Programmierung. Die Eignung einer Bibliothek hinsichtlich einer 
bestimmten  Fragestellung  hängt  von  der  Aufgabenstellung  sowie  dem  zur  Verfügung  stehenden 





Ein  Großteil  der  bisher  entwickelten  Programme  und  Anwendungen  aus  dem  Gebiet  der 
Registrierung  sind  auf  eine  konkrete  Aufgabenstellung  hin  spezialisiert  worden.  Es  fehlt  an  einer 









Gerade  für  studentische  Arbeiten  wäre  eine  offene  Struktur  von  Vorteil,  durch  die  man  eigene 
Neuentwicklungen  in  fertige  Anwendungen  einfach  einpflegen  und  testen  zu  können.  
Um die  Einarbeitungszeit  so  gering wie möglich  zu halten, müsste das Arbeiten  auf  einem hohen 
Abstraktionsniveau ermöglicht werden. 
1.2 Zielsetzung	
Das  Ziel  dieser  Diplomarbeit  ist  es,  eine  Applikation  zu  entwickeln,  die  das  Registrieren  von 
medizinischen  Bilddatensätzen  ermöglicht  und  in  diesem  Zuge  die  entsprechenden  vor‐  und 
nachbereitenden Verfahren unterstützt. Dazu gehört im Rahmen der Vorverarbeitung das Filtern der 
Bilddaten und die Segmentierung von anatomischen Strukturen. Nach der eigentlichen Registrierung 
sollen Möglichkeiten  zur visuellen Evaluierung der Ergebnisse  in 2D und 3D  sowie das Sichern der 
Ergebnisse vorhanden sein.   
Zudem sollte die zu entwickelnde Anwendung  in Zukunft als Basis für studentische Projekte dienen, 
in  denen  neu  entwickelte  Algorithmen  und  Verfahren  einfach  einzubauen  sein  sollen.  Die 
Anwendung  soll  also  ein  entsprechendes  Erweiterungskonzept  vorweisen.  Im  Vorfeld  der 
Entwicklung muss eine Bibliothek oder ein Framework gesucht werden, welches die Anforderungen 
erfüllen kann. Das verwendete Toolkit soll dabei auf einer hohen Abstraktionsebene angesprochen 
werden  können  um  Einarbeitungszeiten  für  nachfolgende  Entwickler  möglichst  gering  zu  halten. 





Zu  Beginn  steht  die  Analyse  von  frei  verfügbaren  Bibliotheken  die  diese  Anforderungen  an  die 
spätere  Applikation  erfüllen.  Nach  einer  praktischen  Auswertung  der  Frameworks  MITK  und 
MeVisLab  stellte  sich  letzteres  als  am  geeignetsten  heraus.  Darauf  folgt  eine  kurze 
Auseinandersetzung mit den Datenstrukturen, dem Aufbau und dem Entwickeln mit MeVisLab. Das 
darauffolgende  Kapitel  Konzeption  beinhaltet  eine  kurze  Aufstellung  der  Anforderungen  an  die 
Anwendung  sowie  die  Vorstellungen  der  ausgewählten  Architektur‐  und  Benutzer‐
oberflächenkonzepte.  Hiernach  werden  die  während  der  Entwicklungsphase  implementierten 
Komponenten  sowie    die  gewonnen  Erfahrungen  erläutert.  Anschließend  werden  die  Ergebnisse 
samt der Handhabung der Applikation erläutert und in Hinblick auf die Aufgabenstellung diskutiert.










Zu  Beginn  jeder  Verarbeitung  steht  die  Bildaufnahme  mit  einem  entsprechenden  bildgebenden 





erkannten  Objekt  gehört  oder  nicht.  Das  Ergebnis  dieser  Segmentierung  ist  ein  Binärbild. 
Zum  Vergleich  mehrerer  Bilddatensätze  ein  und  desselben  Patienten  müssen  diese  aufeinander 






























Im  Gegensatz  zu  einem  zweidimensionalen  Aufnahmeverfahren  wie  bei  der  Röntgenverfahren, 
werden dabei keine Strukturen von anderen überlagert. Aus mehreren Schichtbildern  (Serien)  lässt 
sich  anschließend  ein  dreidimensionales  Volumenbild  errechnen.  Jeder  Bildpunkt  (Pixel)  im 
Schnittbild entspricht einem volumetrischen Bildpunkt (Voxel, engl. volumetric pixel) wobei die Höhe 
des Voxels der Schichtdicke der Aufnahme entspricht. 














Schichtbilder.  Im Ausgangszustand  ist also nur eine axiale  (Richtung der Körperachse) Sicht auf die 
Bilder vorhanden.   
Neben der  axialen  (auch  transversalen)  Standardorientierung  spricht man  auch  von der  frontalen 









Die Bilddaten besitzen  als Minimum  eine dreidimensionale  räumliche Ausdehnung  in  x‐,  y‐ und  z‐
Richtung. Zusätzlich können sie noch eine Zeitdimension t (für engl. time) besitzen. Die Zeitdimension 
wird  für  Aufnahmen  über  einen  gewissen  Zeitraum  benötigt,  wie  es  bei  MRT‐Aufnahmen  vom 
schlagenden Herzen der Fall ist.  
Der etablierte Standard für die Verwaltung, Speichern und Austausch von medizinischen Bildern und 
damit  verbundener  Informationen  ist  der  „Digital  Imaging  and  Communications  in  Medicine“ 
(DICOM)  Standard.  Der  sogenannte  DICOM‐Header  beinhaltet  mehrere  Metadaten  zum 
Bilddatensatz  wie  etwa  die  Patienten  ID,  die  aufnehmende  Modalität,  die  Schichtdicke  bzw. 















Korrektur  aufnahmebedingter  Fehler,  das  Hervorheben  informativer  Bildinhalte  oder  die 
Restaurierung einer Textur oder Musters [Handels09] . Dabei gilt es immer eine maximale Milderung 
der  Bildstörung  bei  minimalem  Informationsverlust  zu  erhalten  [Lehmann97]  .  Die  Filterung wird 





Die  Filter  werden  in  Punktoperationen  (neuer  Wert  abhängig  vom  aktuellen  Wert),  lokale 
Operationen  (abhängig  von  Nachbarpixeln)  und  globale  Operationen  (abhängig  vom  gesamten 
Bildinhalt)  aufgeteilt,  näheres  kann  in  [Jähne10]  und  [Lehmann97]  nachgelesen  werden. 
Im  Rahmen  dieser  Arbeit  wurden  die  Filter  Rangordnungsfilter  (Median,  Min‐  und  Maxfilter), 





Abbildung  7  am  Beispiel  vom  Median  dargestellt.  Der  Median  einer  Gruppe  von  Werten  wird 










Pixel)  ohne  dass  dabei  im  Bild  vorhandene  Kanten  verschwimmen  (s.  Abbildung  6)  Analog  zum 
Median gibt es noch die Rangordnungsfilter für den minimalen und den maximalen Intensitätswert.  
Gauß‐Filter 
In  der  Bildverarbeitung  wird  der  Gauß‐Filter  zur  Glättung  oder  Weichzeichnung  der 



















Ebenfalls  Bestandteile  dieser  Filtergruppe  sind  das  Closing  (engl.  für  Schließen)  und  das Opening 
(engl. für Öffnen).   
Beim Closing handelt es sich um eine Ausführung der Dilatation mit anschließender Erosion. Dabei 
werden  Lücken  zwischen  einzelnen  Objekten  geschlossen.    Beim  Opening  hingegen  werden 
schwache  Verbindungen  zwischen  Strukturen  getrennt,  durch  eine  Erosion  mit  anschließender 
Dilatation. 
  	





Das  Ziel  der  Segmentierung  ist  medizinisch  oder  diagnostisch  relevante  Strukturen,  wie  etwa 
Tumorgewebe, Nervenbahnen oder Blutgefäße, von anderem Gewebe oder Objekten zu separieren 
[Handels09]  .  Im Kontext dieser Arbeit wird das Ergebnis der Segmentierung entweder als Basis für 
die  Registrierung  verwendet  (s.  Kapitel  2.1.5)  oder  zur  Beurteilung  der  Lage  der  verschiedenen 
Strukturen im Raum zueinander.   
Die  Segmentierungsverfahren  werden  in  vier  verschiedene  Methodengruppen  eingeteilt: 
pixelbasiert,  kantenbasiert,  flächenbasiert  und  modellbasiert,  diese  werden  in  [Jähne10]  näher 
erläutert.  Alle  Verfahren  haben  dabei  das  gleiche  Ziel:  die  Zusammenfassung  von  benachbarten 
Voxeln  zu  zusammenhängenden  Regionen. Das  Ergebnis  jeder  Segmentierung  ist  ein  sogenanntes 












Dieses  Verfahren  eignet  sich  besonders  zur  schnellen  Segmentierung  von  farblich  stark 
hervorgehobenen Strukturen wie etwa Knochen in einer CT‐Aufnahme. 





Dieses  Verfahren  ist  ein  regionenbasiertes  Segmentierungsverfahren.  Wie  oben  erläutert  werden 
vom Anwender gezielt Markierungen in das Ausgangsbild gesetzt und ein Ähnlichkeitsmaß definiert. 
Anschließend wird das Bild ausgehend von diesen Pixeln segmentiert (Abbildung 10).  
Diese  Segmentierungstechnik macht  sich die  gleiche mathematische Eigenschaft  zu Nutze wie der 
bereits  erläuterte  Sobel  Operator,  dass  die  Position  einer  Kante  durch  einen  hohen  Wert  in  der 













Wahrscheinlichkeit mit der es  zu dieser  Struktur  gehören  könnte. Ein Voxel  kann dabei mehreren 
Objektgruppen (Cluster) zugesprochen werden, daher die Bezeichnung „Fuzzy“ für ausgefranst oder 














Die  Aufgabe  der  Registrierung  ist  es,  mehrere  medizinische  Bilddatensätze  so  aufeinander 
auszurichten,  dass  sie  mit  größtmöglicher  Übereinstimmung  der  anatomischen  Strukturen 
übereinander  gelegt  werden  können.  Dies  ermöglicht  eine  vergleichende  Darstellung  der 
verschiedenen  Datensätze.  Aus  den  kombinierten  Daten  lassen  sich  neue  und  detailliertere 
Informationen gewinnen.    
Methodisch bedeutet dies, dass die Koordinatensysteme der unterschiedlichen Bilder angepasst und 
in ein  gemeinsames  transformiert werden.  Es wird dabei  in einem Registrierungsdurchlauf  jeweils 
nur  ein  Bild  auf  ein  anderes  Bild  oder  Koordinatensystem  registriert.  Der  Bilddatensatz  auf  dem 
ausgerichtet wird bezeichnet man als Referenzbild oder „Fixed Image“ (engl. für unbewegliches Bild). 
Dem  gegenüber  steht  das  Objektbild  oder  „Moving  Image“  (engl.  für  bewegliches  Bild).  Das 








einen  hohen  Stellenwert  ein.  So  wird  die  Bildregistrierung  erfolgreich  eingesetzt  zur  Fusion  von 
Bildern  unterschiedlicher Aufnahmezeitpunkte,  unterschiedlicher Volumina  oder  unterschiedlichen 
Modalitäten. 
Es  ist nicht möglich  zweimal  von  einem Patienten  eine  zu den  Koordinaten des Aufnahmegerätes 
identische  Bildaufnahme  zu  tätigen.  Minimale  Körperbewegungen,  wie  sie  allein  schon  bei  der 
Atmung  vorkommen,  bewirken  eine  Verformung  oder  Verschiebung  des  Aufnahmebereichs.  
Bei Aufnahmen  zu  späteren Zeitpunkten kann die  frühere  Lage des Patienten  zum aufnehmenden 
Gerät nie vollständig nachgestellt werden. Dies können auch Fixierungstechniken [Schlegl07] , wie sie 
zum Beispiel in der Strahlentherapie angewendet werden, nicht vollständig kompensieren.  
Die Registrierung von multimodalen Aufnahmen  ist besonders  für die Deutung  funktionaler Daten, 
wie  sie  beim  PET  oder  SPECT  vorkommen  von  essentieller  Bedeutung.  Diese  funktionalen  Daten 
können  erst  durch  das  Registrieren  mit  einem  CT  oder  MRT  den  eigentlichen  Körperregionen 
zugeordnet werden. 





Basis  der  Bildinformationen),  den  landmarkenbasierten  Verfahren  (auf  Basis  manuell  oder 
automatisch  gesetzten  Markierungen)  oder  den  geometriebasierten  Verfahren  (auf  Basis 
segmentierter Strukturen oder geometrischen Modellen) [Handels09] . 
Bei den bildbasierten Verfahren sind die Grau‐ oder Intensitätswerte der einzelnen Pixel die Basis auf 
der  registriert wird. Dabei wird das Objektbild  solange über dem Referenzbild  verschoben bis die 
Differenzen zwischen den Intensitätswerten der Pixel minimal werden.  
Das  landmarkenbasierte  Registrieren  funktioniert  ohne  direkten  Bezug  zu  den  Bildinformationen. 
Ausgangsdaten  sind  manuell  festgelegte  Punkte  in  beiden  Bilddatensätzen,  die  sogenannten 
Landmarken. Diese werden vom Anwender auf markante Bildpunkte gesetzt und können später zur 
Navigation oder einer späteren quantitativen Analyse verwendet werden.  
Vor der Registrierung werden möglichst  kleine,  anatomisch  eindeutige  Strukturen markiert, deren 
relative  Position  zu  den  anderen  Bildinhalten  konstant  bleibt. Diese  Strukturen müssen  in  beiden 
Bildserien  erkennbar  sein.  Dabei  kann  es  sich  um  morphologische  Strukturen  handeln  oder  um 
vorher  implantierte  oder  aufgesetzte  Marker.  Für  eine  landmarkenbasierte  Registrierung  sind 
mindestens  drei  korrespondierende  Punktpaare  notwendig.  Diese  dürfen  hat  auf  einer  Gerade 
liegen, da nur drei voneinander  linear unabhängige Vektoren eine Ebene beschreiben  [Wiki3]  . Bei 
den  landmarkenbasierten  Verfahren  gibt  es  zwei  unterschiedliche  Ansätze,  die  entweder  auf 





















Bei  Registrierungsbasen  wird  ferner  zwischen  extrinsischen  (körperfremden)  und  intrinsischen 






                 LO ‐ Translation   RO – Rotation 
                 LU ‐ Skalierung     RU ‐ elastische Deformation 
 







Bei  der  affinen  Transformation  ist  bezeichnend  dass  vorher  parallele  Strukturen  nach  der 
Transformation  ebenfalls  parallel  zueinander  sein.  Im  Vergleich  zu  den  Funktionen  der  rigiden 












verschiedenste  Verfahren  etabliert,  die  alle  auf  eine  bestimmte  Aufgabenstellung  hin  optimiert 
werden. 
Nach dem Handbook of Biomedical  Image Analysis  [Suri05]   werden Registrierungsverfahren nach 
sieben Eigenschaften eingeordnet: 
Dimension 
Die Dimensionierung eines Bildes  ist ein wichtiger Faktor für die Registrierung. Wie  in Kapitel   2.1.2 
schon erläutert werden medizinische Bilder zweidimensional und dreidimensional aufgenommen. Bei 
Aufnahmen über einen gewissen Zeitraum spielt die Zeitdimension eine Rolle. Die Registrierung 2D 






auf mehr  als  einen Datentyp  zu,  um  die  Registrierung  im  Laufe  der  Berechnung  einschätzen  und 
weiter optimieren zu können.    
Die  Registrierungsbasis  ist  ausschlaggebend  für  die  Genauigkeit  und  den  Rechenaufwand  für  die 




Die  Art  der  Transformation  legt  fest,  welche  Strukturen  im  Bild  berücksichtigt  und  welche 
berücksichtigt  und  welche  Komponenten  für  den  Registrierungsalgorithmus  verwendet  werden 
müssen  (s. Kapitel 2.2.4). Die  in der Praxis am häufigsten verwendeten Transformationen  sind die 
rigide  und  die  affine.  Die  Berechnung  des  Deformationsfelds  der  elastischen  Registrierung  ist 
erheblich zeit‐ und ressourcenaufwendiger als für die der Transformationsmatrix. 
Interaktion 
Registrierungsverfahren  werden  in  drei  unterschiedliche  Interaktionsstufen  eingeteilt.  Das  wären 
zuerst  die  (voll‐)automatischen  Verfahren,  bei  denen  der  Anwender  lediglich  die  Bilddaten  zur 
Verfügung  stellt.  Bei  den  semiautomatischen  Verfahren  werden  vom  Anwender  zusätzliche 
Informationen  wie  Landmarken  oder  segmentierte  Strukturen  bereitgestellt.  Bei  bestimmten 
Verfahren  müssen  vorgeschlagene  Transformationen  vom  Anwender  bewertet  bzw.  bestätigt 
werden.  Beim  manuellen  Registrieren  richtet  der  Anwender  die  Bilddaten  nach  visuellen  oder 
analytischen Eigenschaften per Hand aus. 
Optimierungsverfahren 
Das  Registrieren  ist  ein  mehrstufiger  Prozess,  bei  dem  interne  Parameter  anhand  von 
Zwischenergebnissen  immer  wieder  optimiert  werden.  Optimierungsverfahren  beziehen  ihre 
Parameter entweder aus den vorhandenen  Informationen oder  sie werden durch ein bestimmtes, 
von  außen  her  definiertes,  Kriterium  vorgegeben.  Viele  Verfahren  nutzen  mehrere 
















auch  Bilder  eines  Patienten  zu  einem,  aus  einer  Bilddatenbank  konstruierten,  künstlichen  Bild 
registriert. 
 
Sowohl  die  Entwicklung  als  auch  die  Auswahl  eines  Registrierungsalgorithmus  ist  unter 
Berücksichtigung dieser  sieben  Eigenschaften denkbar  komplex.  Für  jede Aufgabenstellung  eignen 
sich unterschiedliche Verfahren.   




Bildern – die Mutual  Information – maximiert werden  soll  [Neff05]  . Dabei  gelten  zwei Bilder  als 
ähnlich,  wenn  mit  großer  Wahrscheinlichkeit  vom  Intensitätswert  eines  Pixels  auf  den  des 
koordinatengleichen Pixels geschlossen werden kann.   




wird  jene  Transformation  gesucht,  bei  denen  der  durchschnittliche  Abstand  zwischen  den 









Bei  der  Transformation  werden  zwei  unterschiedliche  Koordinatensysteme  unterschieden,  das 


















Unter  den  verschiedenen Bibliotheken  für  die Registrierung  und Visualisierung  der Bilddatensätze 
gibt es verschiedene Ansätze. Von proprietären Systemen von Medizintechnikherstellern bis hin zu 
Open‐Source  Projekten  die  von  einer  Vielzahl  an  Anwendern  immer  weiter  entwickelt  werden. 
Bibliotheken  die  unter  diese  Kategorie  fallen,  erfüllen  zwar  nicht  alle  die  Restriktionen  für  das 
Medizinproduktegesetz  [MPG94]  und  dürfen  daher  nicht  zu  diagnostischen  und  therapeutischen 
Zwecken verwendet werden, sind aber für Prototyping u.A. für studentische Arbeiten gut geeignet. 
Sie bieten zumeist gut dokumentierte Schnittstellen und eine Projektstruktur die Neuentwicklungen 







Bei  VTK  handelt  es  sich  um  eine  Open‐Source  C++  Visualisierungs‐Bibliothek,  die  besonders  im 
wissenschaftlichen  Sektor  ihre  Verwendung  findet.  Bekannt  ist  sie  für  Visualisierungen  im  3D‐
Bereich.  Dabei  liegt  ihr  Fokus  nicht  nur  im  medizinischen  Bereich,  sondern  wird  in  allen 
wissenschaftlichen  Segmenten  verwendet  in  denen Aufnahmen  analysiert  und  visualisiert werden 
müssen.   
VTK  erlaubt  das  Entwickeln  auf  einem  sehr  niedrigen  Abstraktionsniveau.  Dies  heißt  dass  die 
Bibliothek dem Entwickler zwar viele Möglichkeiten und Freiheiten beim Programmieren ermöglicht, 
erhöht  aber  auch  die  Komplexität  der  Implementierung.  VTK  wird  von  vielen  Toolkits  für  die 
Visualisierung verwendet. 
2.2.2 Open	Inventor	












für  ihre Open‐Source‐Produkte  und  bietet  entsprechende  kostenpflichtige  Lehrgänge  und Online‐




Tutorials  an.  Obwohl  mehrere  Versionen  von  VolView  für  verschiedene  medizinische  Bereiche 
existieren  (Zahnmedizin, Telemedizin, etc.)  ist es  für Außenstehende nicht möglich den Aufbau der 
Applikation  zu modifizieren.  Es  ist  lediglich möglich  neue  Funktionalitäten  über  ein  PlugIn‐Prinzip 
hinzuzufügen.  Auf Grund dieser fehlenden Flexibilität kam dieses System nicht zur Verwendung. 
2.2.4 Insight	Segmentation	and	Registration	Toolkit	(ITK)	
















Die  Metrik  berechnet  das  Ähnlichkeitsmaß  der  beiden  Bilder  nach  der  Registrierung  und 
Transformation. Erreicht dieses Maß nicht einen gewissen vorgegebenen Schwellwert  interpretiert 
der  Optimierer  die  Daten  bisheriger  Transformationen  aus  und  schlägt  neue  Parameter  für  die 
Transformationskomponente  vor.  Das  Transformationsmodul  führt  die  Transformation  des  Bildes 
aus. Wenn  es möglich  ist  eine  Rücktransformation  durchzuführen,  übernimmt  diese  Komponente 
ebenfalls diese Aufgabe. Jede dieser Komponenten  liegt unterschiedlichen Konfigurationen vor und 
können beliebig gekoppelt und parametrisiert werden. 
Auf  die  Verwendung  von  ITK  und  VTK  als  direkte  Ausgangsbasis  wurde  auf  Grund  des  niedrigen 
Abstraktionsniveaus verzichtet. 
Abbildung 14: Komponenten eines Registrierungsalgorithmus entwickelt mit ITK [Ibanez03]  





Diese Open‐Source Bibliothek  [Floca09]   wurde  im Deutschen Krebsforschungszentrum Heidelberg 
(DKFZ) von der Arbeitsgruppe „Software Development for Integrated Diagnostic and Therapy“ (SIDT) 
entwickelt.  MatchPoint  basiert  auf  ITK  und  übernimmt  dessen  Klassenstruktur.  Sie  kapselt  und 
vereinfacht ferner die Funktionen der  ITK‐Registrierungs‐Klassen. Der große Vorteil von MatchPoint 
ist,  dass  miteinander  nicht  kompatible  Komponenten  eines  Registrierungskomplexes  bereits  zum 




Innerhalb  der  Projektgruppe  SIDT  zur  Bibliothek  MatchPoint  wurde  eine  Schnittstelle  zwischen 
MeVisLab und MatchPoint entwickelt  [Prüm11]  . Diese erlaubt das Verwenden  von  in MatchPoint 
entwickelten Registrierungsverfahren  in MeVisLab. Bei der Bridge handelt  es  sich um  ein mit C++ 




Schwerpunkts.  Sie  entstand  aus  einer  Doktorarbeit  [Tschum10]    aus  der  „Siège  et  centres  de 
recherche INRIA“ in Frankreich und wird von mehreren Personen aus dem wissenschaftlichen Bereich 
weiterentwickelt und gepflegt. Sie wurde vom Entwickler als Basis für verschiedene Vorlesungen und 
Praktika  verwendet.  Es  ist  eine  sehr  schlanke,  einfach  anzuwendende  und  generisch  entwickelte 
Bibliothek.  Es  ist  möglich  durch  das  Installieren  eines  Plugins  DICOM  Datensätze  zu  verarbeiten, 
allerdings befindet sich diese Komponente  in einem  frühen Entwicklungsstadium und sie wird vom 
Entwickler  selbst  als  instabil  bezeichnet.  Daher  wurde  auf  das  Verwenden  dieser  Bibliothek 
verzichtet. 
2.2.7 Image	Registration	Toolkit	(IRTK)	
Hierbei handelt es  sich um eine Bildregistrierungs‐Software, die  im  Imperial College London  [IRTK]  
entwickelt wurde. Allerdings wurde die Software 2008 an die Firma IXICO verkauft, die den Quellcode 
nicht  mehr  der  Öffentlichkeit  zur  Verfügung  stellt.  Dementsprechend  kam  das  Toolkit  für  eine 
Verwendung  in  dieser  Arbeit  nicht  in  Frage.  IRTK  ist  unabhängig  von  ITK,  die  ähnlichen 
Bezeichnungen sind zufällig. 
2.2.8 Medical	Imaging	Interaction	Toolkit	(MITK)	










der  angebotenen  Funktionalitäten  zur  Verfügung  steht.  Als  Toolkit  kann  MITK  auch  in  andere 
Projekte  eingebunden  und  ihre  Funktionalitäten  genutzt werden.  Zudem  ermöglicht  sie  auch  das 
Verarbeiten  von  nicht‐medizinischen  Bilddaten  und  –formaten. Neue  Funktionalitäten  können  als 
PlugIn implementiert werden, geeignete Rahmenstrukturen werden zur Verfügung gestellt. 
2.2.9 MeVisLab	
MeVisLab  ist  eine  integrierte  Entwicklungsumgebung  (IDE)  für  Applikationen  der  medizinischen 
Bildverarbeitung  [MeVisLab]  .  Sie basiert  auf  einer, unter dem  ILAB Projekt  (Image Vision  Library) 
vom  „CeVis  Institut“  entwickelten,  plattformunabhängigen  C++  Bibliothek  namens  Mevis  Library 
(kurz  ML).  Seit  2002  wird  MeVisLab  als  eigenständiges  Projekt  von  Mevis  und  dem  Fraunhofer 
Institut weiterentwickelt und genutzt. Hier handelt es sich um ein Framework zur Entwicklung von 
bildbearbeitenden  Algorithmen  und  deren  Visualisierung.  Es  bietet  eine  eigene  Entwicklungs‐
umgebung  zur  Erstellung  von  sogenannten  Bildverarbeitungsnetzwerken,  erlaubt  aber  auch  das 
Implementieren von neuen Modulen mit Visual C++. MeVisLab beinhaltet einige Komponenten von 









Die  in  Frage  kommenden  Bibliotheken  und  Toolkits  (im  Folgenden  einheitlich  als 
Entwicklungsumgebung bezeichnet) wurden bereits  im  vorherigen Kapitel  erläutert. Auf Basis der 
Recherchen  zu  den  einzelnen  Produkten  erwiesen  sich  die  Entwicklungsumgebungen  MITK  und 
MeVisLab am geeignetsten, da diese erstrangig die Entwicklung eigener Applikationen unterstützen 
[Bitter07] .   
 Im  Folgenden  wird  der  Entscheidungsprozess  beschrieben,  bei  dem  die  für  diese  Arbeit  am 
geeignetsten  erscheinende  Entwicklungsumgebung  ausgewählt  wurde.  Der  Entscheidungsprozess 
gliedert  sich  in drei Phasen, der Anforderungsanalyse  an die  Software, eine  kurze Darstellung des 













































Im  Folgenden  wird  auf  die  Softwarearchitektur  und  das  Entwicklungsprinzip  der  beiden 
Entwicklungsumgebungen MITK und MeVisLab eingegangen. 
MITK  ist  eine  C++  basierte  Entwicklungsumgebung  und  kapselt  die  Verfahren  der  ITK‐  und  VTK‐ 
Bibliotheken.  Zusätzlich  wird  deren  Funktionsumfang  um  einige  zusätzliche  Funktionalitäten 
erweitert.  Diese  werden  im  sogenannten  Toolkit  zusammengefasst  und  bieten  den  Entwickler 
unterstützende  Features  an.  Dazu  gehören  u.  A.  eine  Zusammenstellung  von  Viewern,  ein  
































Die  Installation  von  MITK  war  relativ  komplex,  besonders  die  Installationen  von  verschiedenen 
benötigten  Bibliotheken,  sowie  die  anschließende  Verlinkung  untereinander  und  die 








allerdings  eine  sehr  große  Anzahl  an  Ansprechpartnern  in  unmittelbarer  Nähe  und  aus  allen 
Fachgebieten die hierbei weiterhelfen konnten. 
Insgesamt erschien das Entwickeln mit MITK sehr komplex und abstrakt, was aber auf die Größe der 















entsprechende Modul  bereitstellte. Die  Implementierung  eines  C++ Moduls  anhand  des  Tutorials 
verlief problemlos,  auch  ein  im Anschluss  selbstentwickeltes Modul  ließ  sich  in  relativ  kurzer  Zeit 





Auf  Grund  des  intuitiven  Entwicklungsprinzips  von  MeVisLab  war  es  nach  kurzer  Zeit  möglich, 
komplexe  bildverarbeitende  Netzwerke  zusammenzustellen.  In  diesem  Zeitraum  waren  zudem 



































MeVisLab  MITK  Faktor  Quellen 
    Algorithmen   
+  +  Anzahl der bildverarbeitenden Algorithmen  1,2 
+  +  Anzahl der registrierenden Algorithmen  1,2 
+  +  ITK und VTK werden eingebunden  3 
+  ‐  Interaktives Setzen von Segmentierungsparametern  3 
+  ‐  Interaktives Prototyping von Registrierungsverfahren  3 
+  o  Anzahl der vom Anwender konfigurierbaren Algorithmen  3 
    Technische Daten   
+  o  Maximale Bildgröße   3 
+  +  Betriebssysteme Windows, Linux, Mac  1,2,3 
+  +  Unterstützt 64‐Bit Systeme  1,2 
+  o  Entwicklungsaktivität 1  1,2 
    Implementierung / Entwicklung   
+  o  Entwicklungsaufwand / ‐zeit  3,4 
+  ‐  Visueller Programmieransatz  1,2 
+  +  Undo / Redo Funktion  1,2 
+  o  Wiederverwendbarkeit von Codebestandteilen  1,2,3 
+  +  Datenexport u.A. in XML  1,2 
+  +  GUI für die Bedürfnisse des Anwenders optimierbar  3 
‐/o  +  Open Source  1,2 
+  +  Dokumentation, Wartung, Community  1,2 
    Anwendung   
+  +  Expertise benötigt zum Anwenden der entwickelten Software  1,2 














































Die  Bildverarbeitungsumgebung  MeVisLab  arbeitet  wie  schon  beschrieben  über  den  Visual 
Programming  Ansatz  (visuelles  Programmieren),  bei  dem  per  Drag‐  and‐Drop‐Verfahren 
bildverarbeitende  Netzwerke  zusammengeschlossen  werden.  Dies  hat  den  Vorteil,  dass  auch 
Anwender ohne Programmierkenntnisse mit der Entwicklungsumgebung arbeiten können. 




Ohne  Lizenz  ist  es möglich Netzwerke  und Module  zu  entwickeln  und  bis  zu  15  Third‐Party  oder 
eigene  Module  einzubinden.  Das  Scripten  von  Methoden  beschränkt  sich  auf  kurze,  einzeilige 
Codesegmente. Es  ist nicht möglich eigene Module anderen Entwicklern  zur Verfügung  zu  stellen. 




Lizenz  zur  Verfügung  gestellt  werden  können.  Eine  solche  unbefristete  nicht‐kommerzielle  Lizenz 
kostet für 3000 € pro Arbeitsplatz.   
Die  ADK‐Lizenz  (Applikation  Development  Kit)  erlaubt  es,  aus  dem  entwickelten  Netzwerk  eine 
eigenständige  Anwendung  zu  generieren.  Diese  Lizenz  steht  nur  Mitarbeitern  vom  Frauenhofer 
Institut oder wissenschaftlichen Partnern zur Verfügung.   
 

















Alle Datentypen  leiten  sich  von der  virtuellen Basisklasse  Field  (im  Folgenden  „Feld“ genannt) ab. 
Diese Klasse erlaubt das Kapseln, Verwalten und Überwachen dieser Parameter. Dabei wird zwischen 
zwei Feldtypen unterschieden,  jene  für die komplexen, von außen an das Modul herangetragenen 




Objekte. Diese Datentypen  können  nur  von  außen  über  vordefinierten  Schnittstellen  dem Modul 
übergeben  werden,  den  sogenannten  Konnektoren  (s.  Tabelle  4).  Es  handelt  sich  hierbei  um 
komplexe  Datenstrukturen,  die  jeweils  nur  mit  dem  gleichen  Typ  Konnektor  verbunden  werden 
können. 
Unter  den  Bildobjekten  versteht  man  die  interne  Repräsentation  eines  Bildes.  Über  diese 
Schnittstelle  können  alle  in  MeVisLab  geladenen  Bilder  weitergegeben  werden,  unabhängig  von 
Dimension, Typ und Größe des Bildes.   
Bei  OpenInventor  Objekten  (auch  als  Nodes  bezeichnet)  handelt  es  sich  um  Objekte  zur 
Visualisierung im dreidimensionalen Bereich.    
Zu den Base‐Objekten zählen alle Objekte oder Listen von Objekten die von der MeVisLab Basisklasse 









Die  Parameterfelder  behandeln  alle  in  MeVisLab  vorkommenden  primitiven  Datentypen,  wie  sie 
beim  Programmieren Verwendung  finden, wie Booleans,  Strings,  Integer,  etc. An  diese  primitiven 
Felder sind zudem vordefinierte Oberflächenelemente gekoppelt die in Kapitel 4.2.3 näher erläutert 
werden. 





Grundsätzlich  werden  alle  im  Modul  definierten  Parameter  nach  außen  mit  dem  sogenannten 
Automatic Panel zur Verfügung gestellt (s. Abbildung 17). Dieses Fenster  listet alle Parameter samt 
ihrem Typ und ihrem Wert auf.  
Alle  Felder  werden  durch  einen  sogenannten  FieldListener  überwacht.  Bei  jeder  Änderung  des 




Bei  den  Modulen  handelt  es  sich  um  funktionale  Einheiten,  in  denen  Algorithmen,  Funktionen, 
Parameter  und  Daten  gekapselt  werden.  Sie  werden  durch  ihren  Typ  und  die  Art  ihrer  Ein‐  und 
Ausgänge nach außen hin definiert. Zu unterscheiden sind die Typen ML (kurz für Mevis Library), die 





Die  Buchstaben ML  stehen  für  die Mevis  Library,  die  plattform‐unabhängige  C++ 
Bibliothek auf der MeVisLab basiert.    
Diese  Module  werden  manchmal  unter  dem  Titel  „Bildverarbeitungsmodule“ 
zusammengefasst, was aber irreführend ist, da darunter auch Datencontainer fallen, 
Module  zum  Auslesen  von  DICOM‐Headern  und  zum  Laden  von  Bildern,  für 
mathematische Berechnungen oder verwaltende Funktionen.   
Generell  werden  alle  in  C++  implementierten  Module  unter  dieser  Rubrik  zusammengefasst,  in 
MeVisLab wird für sie die Farbe Blau verwendet.  
Eine wichtige Untergruppe zu den ML‐Modulen bilden die ITK‐ und VTK‐Module. Hierbei handelt es 











Open  Inventor  implementiert  wurden.  Diese  Module  erlauben  das 
Bearbeiten und Darstellen sowohl der Bilddaten als auch Open  Inventor‐
Objekten. Außerdem ermöglichen sie Interaktionen auf den Bilddaten wie 




weitere  Makromodule)  zu  einer  logischen  Einheit  zusammenfassen.  Dies 
geschieht  durch  das  Einrichten  eines  internen  Netzwerks.  Mit  Hilfe  von 
Makromodulen  können  komplizierte  Netzwerke  gekapselt  oder  bestimmte 
Abfolgen  von  Funktionen  wiederverwertet  werden. 










das  interne  DICOM/TIFF  Format  umgewandelt  werden  (  [MeVisTut10]  ).  Dabei  bleiben  die 










durch das Verbinden  von Modulen  (Komponenten mit Aufgaben)  zwischen  vordefinierten Ein‐und 
Ausgängen. Mit MeVisLab lässt es sich, je nach Programmierkenntnissen oder Aufgabenkomplexität, 
auf drei unterschiedlichen Ebenen arbeiten: 
Auf  der  visuellen  Ebene  lassen  sich  per  Plug&Play‐Prinzip  bildverarbeitende,  Visualisierungs‐  und 
Verwaltungsmodule zu einem komplexen Netzwerk zusammenschließen. Der Datenfluss lässt sich an 
jedem Modulein‐ und ausgang überprüfen.   
 Auf  der  Scripting‐Ebene  können  Funktionalitäten  und  logische  Einheiten  zu  Netzwerken  oder  
Makromodule  (Kapitel 4.1.2.3) zusammengefasst werden. Dies erlaubt das Kapseln von komplexen 






1. Vorhandene Module zu einem Netzwerk zusammenfassen      Kapitel 4.2.1 
2. Entwicklung von neuen Modulen            Kapitel 4.2.2 
3. Definition der Benutzeroberfläche            Kapitel 4.2.3 
4. Kapseln von wiederverwendbaren Funktionalitäten zu Makromodulen    Kapitel 4.2.4 
5. Scripting von Methoden und Benutzeroberflächen für Applikationen, Module  Kapitel 4.2.5 
Um  diesen  Ablauf  exemplarisch  darzustellen, wird  im  Folgenden  die  Entwicklung  einer  einfachen 
Applikation erläutert. 
  	








Basis  jeder  Bildverarbeitung  ist  das  Bild,  daher  wird  zuerst  das  Modul  LocalImage  hinzugefügt.  
Durch Doppelklick auf das Modul öffnet  sich dessen Benutzeroberfläche. Über diese  lässt  sich ein 
beliebiger Testdatensatz auswählen (s. Abbildung 18, links). 
Um den Bilddatensatz zu betrachten muss dem Netzwerk noch ein Viewer hinzugefügt werden,  in 
diesem  Fall  ein  einfacher  zweidimensionaler  Viewer  namens  View2D,  dargestellt  in  Abbildung  18 
rechts. 
 
Abbildung 18:  links    –  Screenshot  des  LocalImage Moduls  zum Auswählen  der  darzustellenden  Bilddatensätze 
             mittig   –  Screenshot des Viewers   
            rechts  –  Erste Netzwerkverbindung 
 
Mit  der  Maus  wird  der  Bildausgang  des  LocalImage‐Moduls  markiert  und  eine  dauerhafte 
Verbindung zum Bildeingang des Viewers gezogen. Durch Doppelklick auf das Viewer‐Modul öffnet 
sich dessen Benutzeroberfläche und das Bild ist sichtbar, wie in Abbildung 18 mittig zu sehen. Dieser 






anderen  Modulen  verbunden.  Im  Fenster  vom  Viewer  erscheint  nun  ein  bereits  gefiltertes  Bild. 
Ebenfalls  per  Doppelklick  auf  das  Modul  wird  die  Benutzeroberfläche  des  Filters  geöffnet.  Die 
verschiedenen Filterparameter können über diese Oberfläche verändert werden und das Ergebnis ist 
sofort auf dem darstellenden Viewer zu sehen (s. Abbildung 19). 
















entsprechendes  Menu  geöffnet.  Über  das  Automatic  Panel  werden  nun  die  Parameterfelder 
startSlice  der  beiden  Viewer  synchronisiert  (s.  Abbildung  21).  Dazu  zieht  man  jeweils  eine 
Feldverbindung der Out Spalte des einen Viewers zur In Spalte des anderen. Scrollt man nun durch 
einen der beiden Viewer, wird der andere zur entsprechenden Schicht synchronisiert. 







einen  Wizard  an,  der  für  jeden  implementierbaren  Modultyp  ein  Codegerüst  generiert.  




Nach  dem  Starten  des  Wizards  wird  zuerst  der  Modultyp  ML  ausgewählt  (s.  Abbildung  22,  links 
oben). Im nächsten Fenster müssen ein eindeutiger Name und verschiedene Metadaten, wie z.B. der 





























Um das Ausgangsbild korrekt  in das  invertierte Ergebnisbild zu überführen, müssen  in dem Projekt 
die  Methoden  calculateOutputImageProperties  und  calculateOutputSubImage  ausimplementiert 
werden. 
















Wert  wird  über  die  Zeile  12  in  Quellcode  2  dem  Anfang  der  Methode  hinzugefügt. 
Innerhalb  der  untersten  Schleifenebene  soll  nun  auf  die  einzelnen  Pixel  zugegriffen,  der  neue 
Grauwert berechnet und  in das Ausgangsbild geschrieben werden. Dies erfolgt über die Zeilen 20 – 
22 in Quellcode 2, innerhalb des grünen Rahmens. 












Quellcode  auf  Fehler  überprüft werden.  Ist  das Modul  fehlerfrei,  kann  es wie  jedes  andere  dem 
Netzwerk hinzugefügt werden. 
Um  beide  Filterverfahren  zur Verfügung  stellen  zu  können, wird  zwischen  den  Filtermodulen  und 
dem  Viewer  ein  Switch‐Modul  (engl.  für  Schalter)  eingefügt.  Dadurch  wird  es  dem  Entwickler 
ermöglicht,  zwischen  den  Filtern  hin  und  her  zu  schalten,  ohne  das  Netzwerk  manipulieren  zu 
müssen. Das neue Netzwerk ist in Abbildung 23 dargestellt. 








wird  mit  jedem  weiter  hinzugefügten  Modul  unübersichtlicher.  Um  die  Übersicht  über  die 
verschiedenen  Funktionalitäten  beizubehalten,  wird  nun  eine  passende  Benutzeroberfläche  für 
dieses Netzwerk entwickelt.   




Zuallererst  sollen  alle  Moduloberflächen  in  einem  Fenster  dargestellt  werden.  Dazu  wird  der 
MeVisLab‐interne Editor geöffnet. Ein neues Fenster wird mit dem Tag Window definiert. Diesem 
wird  ein  horizontales  Layout  hinzugefügt,  sowie  die  Benutzeroberflächen  aller  im  Netzwerk 
verwendeten Module. Dazu wird das Element Panel benötigt. Innerhalb dieses Elements werden alle 
Oberflächenbestandteile  des  referenzierten  Moduls  geladen.  In  Quellcode  3  wird  die  bisherige 
Version des Benutzeroberflächen‐Skripts dargestellt. 













reicht es aus  sich auf den ActiveInputIndex  (Bildeingang der weitergereicht wird)  zu beschränken. 






LocalImage  Moduls  erweitert.  Nun  müssen  diese  Komponenten  an  Benutzeroberflächenelemente 
gekoppelt und diese in der Benutzeroberfläche der Applikation dargestellt werden. Es bietet sich an 
die  Parameter  an  die  gleichen  Oberflächenelemente  zu  koppeln  wie  sie  schon  in  den  Modulen 
verwendet wurden. Dazu werden die  Felder  innerhalb des Window‐Tags mit den entsprechenden 
Benutzeroberflächenelementen hinzugefügt. 








Wie  im  Kapitel  Makromodule  beschrieben  bietet  es  sich  an  häufig  verwendete  oder  komplexe 
Netzwerkstrukturen  in  Makromodulen  zusammenzufassen.  Im  Folgenden  werden  nun  die  beiden 
Filter samt der Vorher‐Nachher‐Ansicht in ein Makromodul namens Pipeline gekapselt.  
Dazu wird der Project Wizard erneut aufgerufen und ein entsprechendes Makromodul erstellt. Die 
ersten  beiden  Schritte  bei  der  Erstellung  eines  Moduls  sind  analog  zu  denen  in  Kapitel  4.2.2 
durchzuführen.  Die  generierten  Dateien  umfassen  eine  Netzwerkdatei  (*.mlab),  eine  Scriptdatei 
(*.script) und bei Bedarf eine Python oder JavaScript Datei.  
Um  das  interne  Netzwerk  einzurichten,  muss  nun  die  Pipeline.mlab  Datei  in  MeVisLab  geöffnet 
















Modul  hinzugefügt  und  mit  den  entsprechenden  Modulen  verbunden  (s.  Abbildung  26).  Dieses 
Modul reicht die eingehenden Daten weiter und wird dazu verwendet, von einem Punkt aus mehrere 
Module zu bedienen.   
Anschließend  wird  der  Moduleingang  des  Bypass‐Moduls  als  der  Eingang  des  gesamten 
Makromoduls  definiert.  Dazu  wird  innerhalb  des  Interface  Tags,  in  der  Gruppe  Inputs,  das 
entsprechende Feld erstellt. (s. Quellcode 5, Zeile 21). 
Da das bearbeitete Bild  auch  außerhalb des Moduls  zur Verfügung  stehen  soll, wird  anschließend 
noch ein passender Modulausgang definiert (s. Quellcode 5, Zeile 17). Nach einigen Modifikationen 














Anwendung  des  Switches  noch  recht  umständlich.  Zudem  ist  die  Benutzeroberfläche  weiterhin 
unübersichtlich,  da  nur  die  Benutzeroberfläche  des GaussSmoothing Moduls  zur  Verfügung  steht 




entfernt.  Für  jeden  angelegten  Filter  wird  nun  ein  eigener  Container  innerhalb  eines  TabView‐
































Gegebenenfalls  müssen  Module  oder  Netzwerke  noch  bearbeitet  werden,  wenn  sie  an  dritte 





Ausführen  der  Module  und  Netzwerkeauch  ohne  eine  entsprechende  Lizenz  erlaubt. 
Darüber hinaus  ist es möglich  für den Nutzer verschiedene Dokumentationen zu hinterlegen. Dazu 
gehört  ein  Beispielnetzwerk,  in  dem  die  praktische  Anwendung  des  Moduls  demonstriert  wird. 
Daneben  kann  man  eine  Hilfe‐Datei  erstellen,  in  die  genaue  Erläuterungen  zur  Verwendung, 
Parametrisierung und Aufbau des Moduls geschrieben werden können. Näheres wird  in Kapitel 6.3 
erläutert.   










sogenannten  Registrierungsprozesskette  zusammengeführt  werden,  dargestellt  in  Abbildung  29. 
Dabei wurden alle für das Prä‐ und Postprozessing der Registrierung benötigten Funktionalitäten  in 














Für die Bildvorverarbeitung  sollen verschiedene Filter zur Verfügung  stehen  (s. dazu Kapitel 2.1.3). 
Dazu  gehören  beispielsweise  ein  Filter  für  das  Beseitigen  von  Inhomogenitäten  (Median‐  oder 
Gaußfilter)  oder  zur  Kantenbetonung  (Sobel  Operator).  Es  soll  möglich  sein,  verschiedene  Filter 
nacheinander anwenden zu können. 
 









Für  die  Optimierung  oder  zur  Verringerung  des  zeitlichen  Aufwands  der  später  durchgeführten 
Registrierung,  sollen  hier  vorbereitende  Funktionen  zur  Verfügung  stehen.  Dazu  gehören  die 








sowohl  für  den  zweidimensionalen  als  auch  dem  dreidimensionalem  Raum  benötigt. Diese  sollen 
sowohl  Evaluierungen  bezüglich  der  Lage  der  Strukturen  als  auch  der  Deckung  der  Bilddaten 
ermöglichen.  Es  sollte  ein  dreidimensionaler  Viewer  vorhanden  sein,  indem  alle  zur  Verfügung 
stehenden Daten bei Bedarf dargestellt werden können. 
Speichern 
Die  Anwendung  muss  das  Speichern  der  unterschiedlichen  Ergebnisdaten  in  verschiedenen 
Datenformaten  wie  DICOM,  Analyze,  etc.  ermöglichen.  Alle  anderen,  während  des  Prozesses 
gewonnenen Daten wie Transformationsmatrizen, gewählte  Landmarken oder die  Log‐Dateien  (im 
folgenden Absatz erläutert) müssen ebenfalls für den Anwender gespeichert werden. 
Erweiterbarkeit 
Neue  Filtertechniken,  Segmentierungs‐, Registrierungs‐ wie Visualisierungsverfahren  sollen  einfach 
einzubinden  und  in  die  Gesamtanwendung  integriert  werden  können.  Einerseits  um  die 
neuentwickelten Verfahren testen und auswerten zu können, andererseits kann so die Anwendung 
für  bestimmte  Aufgaben  optimiert  werden,  wie  etwa  für  das  automatisches  Auswerten  von 
Registrierungsergebnissen  oder  das  Registrieren  von  multimodalen  Aufnahmen.  Dabei  soll  die 
Grundstruktur des Netzwerks nicht verändert werden. 
Logging 
Die  Parameter  aller  verwendeten  Filter‐,  Segmentierungs‐  und  Registrierungsverfahren  müssen 
aufgezeichnet  und  gespeichert  werden.  Für  die  Optimierung  oder  Evaluierung  der  angewandten 
Verfahren  ist  es  nützlich,  die  bisher  durchgeführten  Schritte  im  Anschluss  nachvollziehen  und 
gegebenenfalls reproduzieren zu können.  
  	





Bei  der  Netzwerkentwicklung  müssen  mehrere  Eigenheiten  der  Datennetzwerke  und  des 












Die  zweite  Möglichkeit  bestand  darin  die  Verbindungen  zwischen  den  Modulen  dynamisch 

























Die  in Abbildung  32 dargestellte Variante macht  sich das  System des  Puffers  zunutze. Dabei wird 
nach jedem Bearbeitungsschritt das Bild in einem Puffer zwischengesichert. Dies hat den Vorteil dass 















Der  Vorteil  dieser  Struktur  liegt  darin,  dass  die  Verbindungen  und  Funktionen  innerhalb  der 









Die  benötigten  Modulgruppen  fassen  die  Funktionalitäten  in  die  folgenden  Gruppen  ein:  Laden, 


















Anwendung wird  in  Tabs unterteilt, die  jeweils  einem bildverarbeitenden  Schritt  zugeordnet  sind. 
Ferner wurde versucht die Kriterien des Papers „Qualitätskriterien für elektronische Publikationen in 
der  Medizin“  [Schulz98]    zum  Thema  Benutzeroberflächenentwicklung  für  medizinische 
Softwareprodukte einzuhalten.  
Die  Entwicklung  der  Benutzeroberfläche  fand  auf  zwei  Ebenen  statt,  der  Modulebene  und  der 
Applikationsebene.  Die  in  Abbildung  34  dargestellten  Makromodule  stellen  auf  der  Modulebene 
sowohl  die  Funktionalitäten  als  auch  Benutzeroberflächen  der  untergeordneten  Module  zur 
Verfügung.  
Auf der Applikationsebene wurde ein Großteil dieser Benutzeroberflächen integriert ( Abbildung 35, 




Abbildung  35:  Entwurf  der  Benutzeroberfläche.  (1)  Menuführung  (2)  Bearbeitungsfenster  (3a+b)  Integrierte 
Moduloberflächen wie etwa Viewer, etc. (4) Overview 
  	





Die  Implementierung der Applikation vollzog  sich  in drei Phasen. Zuallererst  stand die Entwicklung 
der  benötigten  Module.  Daraufhin  wurden  sie  dem  Applikationsnetzwerk  hinzugefügt  und  eine 
Benutzeroberfläche  generiert.  Anschließend  wurden  verschiedene  Methoden  entwickelt,  die  die 
Verbindungen zwischen den Modulen administrieren. 
6.1 Modulentwicklung	
Es  wurden  aus  drei  unterschiedlichen  Gründen  neue  Module  entwickelt.  An  erster  Stelle  stand 
natürlich  die  Entwicklung  neuer  Funktionalitäten  (im  Folgenden  werden  diese  Module  mit  f 
gekennzeichnet).  Dann  wurden  einige  wenige  vorhandene  Module    um  kleinere  Funktionalitäten 
erweitert  (e). Als drittes wurden bestimmte Module  in Makromodule zusammengefasst  (z) um die 
innere Komplexität vom übrigen Netzwerk zu kapseln. Diese Kapselung hat zudem den Vorteil, dass 
innerhalb dieser Module Funktionalitäten geändert oder neu eingebaut werden können, ohne dass 


































Die  entwickelten  Module  werden  in  die  beiden  Kategorien  Verarbeitende  und  Visualisierende 




Bilddatensätze  zugreifen.  Sie  werden  in  der  Reihenfolge  beschrieben,  in  der  sie  in  Abbildung  36 
aufgeführt werden. 
Loading (e)   
Bei  diesem  Modul  handelt  es  sich  um  eine  Erweiterung  eines  bereits  vorhandenen  Moduls  zum 
Laden  von  Bildern.  Wie  in  Kapitel  4.1.3  bereits  erläutert,  ist  es  nötig  die  zu  verwendenden 
Bilddatensätze  in  das  MeVisLab‐interne  Datenformat  (DICOM/TIFF)  umzuwandeln,  bevor  sie  als 
dreidimensionale Datensätze  in  die  Anwendung  geladen werden  können. Das Modul welches  die 
Umwandlung durchführt liest allerdings nicht den korrekten Tag aus, der den Datensatz als Bildserie 
kennzeichnet (SeriesInstanceUID). Daher wird der Datensatz nicht als Serie anerkannt, sondern wird 
in  einzelne  Schichtbilder umgewandelt. Daher war  es nötig  ein Modul  zu  entwickeln, welches die 
konvertierten Bilddatensätze wieder zu einem dreidimensionalen Bild zusammenfügt. 
AllFilters und AllSegAlgorithms (z)   














in das Modul eingehende Bild zunächst  in den  internen Puffer geschrieben  (zu sehen  in Viewer 1). 
Dieser reicht das Bild über einen Switch an den vom Anwender ausgewählten Algorithmus (in diesem 
Fall  Filter 4).  Ist der Anwender mit dem Ergebnis  zufrieden, wird das bearbeitete Bild dem Puffer 
wieder zugeführt und das alte Bild  im Puffer wird überschrieben. Dieses Verfahren hat den Vorteil 
dass mehrere Filter nacheinander angewendet werden können und der Ausgangsdatensatz trotzdem 
erhalten  bleibt.  Erst  nach  Abschluss  der  Bearbeitung  wird  der  Ausgangsdatensatz  mit  dem 
bearbeiteten überschrieben. Dies erfolgt außerhalb de Moduls. 




Module  zusammengefasst. Nach der Registrierung  stellt das Modul das  transformierte Objektbild, 
samt  entsprechendem  Binärbild  sowie  die  Transformationsmatrix    zur  Verfügung.  Neben  der 
Transformation ermöglicht der MPSWrapper das Loggen der Registrierungsparameter wie etwa den 
ausgewählten  Registrierungsalgorithmus,  die  verwendeten  Daten  oder  während  des 
Registrierungsprozesses aufgetretene Fehlermeldungen.  
MPS (Bridge)   
Dieses  Modul  ist  keine  Eigenentwicklung,  es  handelt  sich  dabei  um  die  in  Kapitel  2.2.5.1 
beschriebene Bridge zwischen MeVisLab und den Algorithmen der Bibliothek MatchPoint (s. Kapitel 
2.2.5). Sie reicht die eingehenden Daten (Bilder, Landmarken und segmentierte Strukturen) an einen 
passenden  MatchPoint‐Algorithmus  weiter  und  erhält  aus  diesem  die  Transformationsmatrix.  Sie 
unterstützt bisher die affine Registrierung. 
Landmarks (f)   






dargestellt.  Ferner  ist  die  Möglichkeit  gegeben,  zu  jedem  gesetzten  Marker  über  einen  eigenen 
Button zu navigieren.    
Aus den gesetzten Landmarken werden zeitgleich einige Parameter berechnet, wie etwa der Abstand 
zwischen  den  Markerpaaren  oder  die  Varianz  und  Standardabweichung  der  Koordinaten.  Diese 
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Denkbar wäre  auch  eine  Implementierung  als ML‐Modul  gewesen, worauf  auf Grund  der  bereits 
fortgeschrittenen Modulanzahl verzichtet wurde. 
Es wäre wünschenswert gewesen, wenn MeVisLab ein ähnliches Pufferprinzip wie bei den Bildern für 
die  Markerobjekte  bereitstellen  würde.  Dadurch  wäre  es  möglich  gewesen,  alle  Daten  an  einem 
zentralen Ort zu puffern. Da ein solcher Puffer nicht zur Verfügung steht, verbleiben die gesetzten 




Der  Anwender  hat  die  Möglichkeit  bestimmte  Bilddatensätze  auszuwählen  und  sie    u.A.  in  den 
Formaten DICOM, Analyze oder PNG abzuspeichern. Ferner können gesetzte Marker im XML‐Format 
abgespeichert   werden.  Zudem werden  alle  in  dieser  Sitzung  angefallenen  Log‐Dateien  (s.  Kapitel 
6.1.3)  aus  ihrem  temporären  Verzeichnis  in  das  vom  Anwender  angegebene  Verzeichnis  kopiert, 
sodass sie den abgespeicherten Bilddatensätzen direkt zugeordnet werden können.  
  	





Zu den  visualisierenden Modulen werden  alle  im Rahmen dieser Arbeit neu  entwickelten Module 
gezählt, die  die  vorhandenen Bilddaten  in  einer  für den Anwender  aussagekräftigen  Form  für  die 
Evaluierung der Registrierungsergebnisse zur Verfügung stellen.   
Wie  in  Kapitel  2.1.5.2  beschrieben  wird  die  Transformation  nicht  auf  die  Bilddaten  angewandt 
sondern  auf  dessen  Weltkoordinaten.  Daher  sind  nur  solche  Viewer  für  die  Registrierung 
aussagekräftig,  die  in  irgendeiner  Form mit Overlays  (Bildüberlagerung)  arbeiten  oder  auf  andere 
Weise das Lageverhältnis beider Bilddaten auf einmal anzeigen. 
Slider (f)   
Bei  dem  Slider  Modul  handelt  es  sich  um  eine  Eigenimplementierung,  bei  dem  Objekt‐  und 
Referenzbild übereinander liegen und das Referenzbild „aufgedeckt“ wird. Dieser Viewer erlaubt es, 










Bei  der  ImageFusion  (engl.  für  Bildfusion)  werden  die  Grauwerte  von  sowohl  Objekt‐  als  auch  
Referenzbild auf eine Farbe  transformiert und anschließend mit Hilfe eines Overlays übereinander 
gelegt. Bei der Farbwahl wird  idealerweise die Farblehre beachtet, bei denen zwei Farben gemischt 






























Schnittstelle  angesprochen  und  über  eine  gemeinsame  Benutzeroberfläche  gesichtet  werden 
können. 
Die Viewer wurden  in die Gruppen zweidimensional und dreidimensional getrennt, da die  internen 
Beipässe unterschiedlich angesprochen und reguliert werden müssen.  Wie  in  Kapitel  5.2.1  bereits 









Daher  wurden  für  die  zweidimensionalen  und  die  dreidimensionalen  Bildviewer  eigene 
Makromodule entwickelt, deren Moduleingänge einzeln deaktiviert werden können. Das Prinzip ist in 
Abbildung  41  dargestellt.  Durch  diese  gezielte  Datenweitergabe  kann  der  Rechenaufwand  beim 
Ansprechen des Moduls minimiert werden.  
 
Abbildung  41:  Beispielhafte  Vernetzung  innerhalb  der  ViewAll2D  und  ViewAll3D  Module.  Je  nach  Angaben  des 
Anwenders  oder  des  ausgewählten  Viewers  werden  bestimmte  Bypass‐Module  aktiviert  bzw.  deaktiviert.  Dadurch 
können  bestehende  Verbindungen  innerhalb  der  Module  beibehalten  und  trotzdem  die  Zugänge  zu  den  einzelnen 
Viewermodulen kontrolliert werden. 
 
In  der  untenstehenden  Tabelle  5  ist  zu  erkennen,  dass  der  Speicherbedarf  bei  dauerhaft  aktiven 
Moduleingängen sofort stark ansteigt. Werden die Eingänge aber viewer‐abhängig aktiviert,  ist der 





Im ViewAll2D wurden mehrere Viewer  zusammengefasst,  unter Anderem  ein Viewer  für  die  drei 
Standardsichten  mit  der  Möglichkeit  die  segmentierten  Strukturen  per  Overlay  darzustellen. 
Überdies beinhaltet das ViewAll2D die Module Slider, ImageFusion und MPRView. 
Das  ViewAll3D‐Modul  bietet  für  sowohl  Referenz‐  als  auch  Objektbild  einen  dreidimensionalen 
Viewer,  bei  dem  bei  Bedarf  die  segmentierten  Strukturen  mit  eingeblendet  werden  können.  Die 
beiden  segmentierten  Strukturen  werden  außerdem  in  einem  eigenen  dreidimensionalen  Viewer 
dargestellt.    Darüber  hinaus  beinhaltet  das  ViewAll3D‐Modul  den  Gesamtviewer,  der  in  die 
Anforderungsanalyse  in  Kapitel  5.1  aufgenommen  wurde.  Er  wird  in  der  Benutzeroberfläche  als 
Composer aufgeführt.   
 




Laut  Anforderungsanalyse  hätte  dieser  Gesamtviewer  für  die  gesamte  dreidimensionale 
Bilddarstellung ausgereicht. Allerdings  ist aus unbekannten Gründen der   Modultyp, auf dem dieser 
Viewer arbeitet, nicht so stabil wie die der kleineren, spezialisierten Viewer. Dies zeichnet sich durch 
Flackern  oder  langwierige  Bildberechnungen  aus.  Daher  wurde,  entschieden  die  spezialisierten 
Viewer zusätzlich zum Multifunktionsviewer mit aufzunehmen. 
6.1.3 Logging	
Wie  im  vorherigen  Kapitel  erwähnt  müssen  bei  allen  bildverändernden  Maßnahmen  die 
entsprechenden Parameter geloggt werden. Dies gilt sowohl für die Filterung, die Segmentierung als 
auch  für  die  Registrierung,  da  in  diesen  Bereichen manipulierend  auf  die  Bilder  zugegriffen wird. 
MeVisLab  bietet  keine  solche  Logging‐Funktion.  Es  können  zwar  Nachrichten  auf  der  Konsole 
ausgegeben  und  diese  anschließend  gespeichert werden,  allerdings  gibt  es  keine  Möglichkeit  die 
eigenen  Nachrichten  von  denen  des  Systems  oder  fremden  Modulen  zu  trennen. 
Allerdings  existiert  ein  Modul  namens  SettingsManager.  Dieses  Modul  wird  dazu  gebraucht 
Parameterfelder auszulesen und deren Werte abzuspeichern. Geringfügig modifiziert,   kann dieses 




gespeichert.  Diese  beinhaltet  zusätzlich  den  Namen  des  Bildes  und  das  Originalverzeichnis.  
Für eine eindeutige Zuordnung von Log‐Dateien zu einer Sitzung wird mit Hilfe von Python eine 16‐
stellige  eindeutige  ID  generiert. Diese  Session‐ID wird  jedem  loggenden  und  speichernden Modul 















Die Benutzeroberfläche wurde der  in Kapitel 5 konzipierten nachempfunden, sie  ist  in Abbildung 43 
dargestellt.  
 








Der  korrekte  Datenfluss  zwischen  den  Modulen  ist  von  entscheidender  Bedeutung  für  die 
Funktionalität und ist entsprechend wichtig für Lauffähigkeit und Stabilität der Anwendung. 
Wie  im  vorherigen  Kapitel  beschrieben,  sind  an  die  verschiedenen  Tabs  des  Menüs  bestimmte 
Methoden  gekoppelt,  die  die  Verbindungen  je  nach  Anforderung  neu  setzen.  Dies  ist  in  der 
Abbildung 44 gut zu erkennen. 
 
Abbildung 44: links ‐ Netzwerkstatus im Tab Laden        rechts ‐   Netzwerkstatus im Tab Filtern 




Zum  Beispiel  werden  im  Anschluss  an  jede  Bilddatenänderung  (Laden,  Filtern,  Segmentieren, 
Registrieren)  die  verarbeitenden  Module  mit  dem  entsprechenden  Puffer  verbunden,  der 
Ausgangsdatensatz  überschrieben  und  die  Verbindung  wieder  abgebaut,  um  den  Netzwerkrumpf 
simpel zu halten. 
Um den Datenfluss dabei stabil und fehlerfrei zu halten  ist beim Arbeiten mit MeVisLab das Timing 
ausschlaggebend.  Die  durch  die  FieldListener  ausgelösten  Ereignisse  (s.  Kapitel  4.1.1)  werden 





Dies  hat  einerseits  den  Vorteil  dass  mehrere  Berechnungen  parallel  gestartet  werden  können, 
andererseits  aber  den  schwerwiegenden  Nachteil  das  bestimmte  Befehlsfolgen  (wie  etwa  das 
dynamische Verbinden und Speichern  in einem Puffer) nicht  im Sinne des Entwicklers durchgeführt 
werden. Beispielsweise wurden die Verbindungen zum Puffer   gekappt, ohne dass eine vollständige 






Abbildung  45:  Gegenüberstellung  der  Zeitachsen  und  Ergebnisse  des  Schreibens  in  einen  Puffer  –  mit  und  ohne 




resettet werden  können. Wird  in  einem Modul  oder Netzwerk  ein  Parameter  verändert, wird  er 
beibehalten, unabhängig davon ob der Entwickler es explizit abspeichert oder nicht. Dies mag bei 
kleinen  Netzwerken  als  Feature  angesehen  werden,  bei  Anwendungen  hingegen  ist  es  eher 
unpraktisch.  




Dementsprechend  müssen  zum  Initialisieren  bzw.  Resetten  des  Netzwerks  von  MevisMatch  alle 
wichtigen  Parameter  (wie  Transformationsmatrix,  etc.)  und  Verbindungen  manuell  neu  gesetzt 
werden.  
Durch die  Implementierung dieser  Initialisierungsmethoden  löst  sich  zudem ein weiteres Problem. 
Dadurch dass der Anwender MevisMatch aus MeVisLab heraus starten muss, ist die Gefahr gegeben, 
dass er nach Beenden der Anwendung ein modifiziertes Netzwerk aus Versehen abspeichert. Durch 
die  Initialisierungsmethoden  können  zumindest  kleinere  Modifikationen  wieder  ausgeglichen 
werden. 
6.3 Dokumentation	
Zur Dokumentation  zählen  vier  verschiedene Medien: die Beispielnetzwerke, die Hilfedateien der 
Module,  die  Dokumentation  der  Skript‐  und  Pythondateien  sowie  ein  Handbuch.  Auf  alle 
Dokumentationen (bis auf das Handbuch) kann innerhalb von MeVisLab über die Menüs der Module 
zugegriffen werden. 
Zu  jedem  entwickelten  Modul  wurde  ein  Beispielnetzwerk  erstellt.  Der  Anwender  kann  anhand 
dieser  Netzwerke  auf  die  Funktionsweise  und  auf  die  für  das  Modul  benötigte  Netzwerkstruktur 
zugreifen.  Zu  jedem  Modul  wurde  ferner  eine  Hilfedatei  erstellt.  Darin  werden  alle  wichtigen 
Parameter sowie das Ansprechen der Module per Skript erläutert. Die wichtigsten Python‐Methoden 
wurden  in  Englisch  kommentiert.  Damit  die  Einstiegspunkte  für  spätere  Modifikationen  am 
Quellcode einfach zu identifizieren sind wurden sie entsprechend kommentiert. Das Handbuch steht 









Im  Folgenden  werden  die  Ergebnisse  der  vorliegenden  Arbeit  erörtert.  Dazu  wird  zunächst  ein 
typischer Arbeitsablauf mit MevisMatch geschildert. Anschließend werden verschiedene Aspekte der 
Anwendung  bewertet,  wie  die  Benutzeroberfläche,  die  Erweiterbarkeit  oder  die  Qualität  der 
Anwendung. 
7.1 Anwendung	der	Applikation	MevisMatch	





















Wenn auf Basis der  vorher geladenen Bilddaten  segmentiert werden  soll, muss über die  Funktion 
Copy  from  File der  entsprechende Datensatz  kopiert werden.  In diesem  Fall  soll neu  segmentiert 










Es bestehen nun  vier Bilddatensätze: Referenz‐ und Objektbild,  sowie  von  jedem der beiden  eine 






Im  nächsten  Fenster  Filter  können  die  Bilddatensätze  mit  Hilfe  verschiedener  Filter  bearbeitet 
werden. In diesem Fall wird auf allen vier Bilddatensätzen ein Medianfilter angewandt, um Rauschen 













Abbildung  51:  Tab  zum  Segmentieren.  Hier  wurde  das  Region‐Growing  Verfahren  angewandt  um  die  knöchernen 
Strukturen des Schädels zu segmentieren. 
Im  Tab  Segmentation  können  verschiedene  Segmentierungsverfahren  angewandt  werden  (s. 
Abbildung 51).  In diesem Falle wird auf beide Bilder ein Region‐Growing Verfahren angewendet  (s. 
Kapitel  2.1.4),  da  sich  die  knöchernen  Strukturen  des  Schädels  gut  vom  Rest  abheben.  
Die Segmentierung des Referenzbildes ist in Abbildung 52 links oben dargestellt, die des Objektbildes 
links  unten.  Die  rechte  Darstellung  beinhaltet  beide  segmentierte  Strukturen.  Aus  ihr  lässt  sich 
erkennen, dass Referenz‐  und Objektbild  annähernd die  gleiche  Skalierung und  Position  im Raum 
besitzen.  Das  Objektbild  ist  im  Verhältnis  ein  wenig  länger  und  um  die  Z‐Achse  rotiert. 

















Wie  in  Abbildung  53  zu  sehen,  beinhaltet  das  Tab  PreRegistration  zwei  für  die 
Registrierungsvorbereitung  wichtige  Funktionen,  das  manuelle  Registrieren  (Manual  Positioning)  
und das Setzen von Landmarken (Landmarks).   
Unter dem Manual Positioning  ist es möglich die beiden Ausgangsdatensätze manuell aufeinander 
auszurichten.  Für  viele  Registrierungsalgorithmen  ist  es  notwendig  oder  zeitsparend  wenn  die 













Unter  Landmarks  ist  es  möglich  paarweise  Landmarken  zu  setzen.  Auf  markante  knöcherne 
Strukturen werden in diesem Beispiel nun jeweils 5 Landmarken gesetzt (s. Abbildung 55). 
  	











Im  Select  Algorithm  Feld  wird  zuerst  zum  Ordner  der  Registrierungsbibliotheken  navigiert  und 
anschließend  ein  Registrierungsalgorithmus  ausgewählt  (s.  Abbildung  57).  In  diesem  Fall  soll  ein 
dreidimensionaler  ClosedForm  Algorithmus  (s.  Kapitel  2.1.5.1)  angewandt werden.  Fehlende  oder 
fehlerhafte Parameter würden aufgezeigt und das Starten der Registrierung durch das Deaktivieren 
















Unter  Visualisation2D  und  3D  lassen  sich  die  Bilddaten  samt  segmentierten  Strukturen  und 






















Nach  einer  Registrierung  wäre  es  möglich,  die  Ausgangsparameter  wie  Bilder,  Landmarken  oder 






der  durchschnittliche  Abstand  zwischen  den  Landmarkenpaaren,  die  Varianz  oder  die 
Standardabweichung.  Diese  Werte  können  natürlich  unabhängig  von  einer  Registrierung  zur 
Messung von Abständen zwischen zwei Punkten etc. verwendet werden. 
Datenvorbereitung 
Datensätze  können  für  spätere  Evaluierungen  oder  andere  Anwendungen  vorbereitet werden,  so 
können z.B. Bilddaten gefiltert oder Strukturen segmentiert werden, um diese erst zu einem späteren 
Zeitpunkt  oder  mit  einer  anderen  Anwendung  weiterzuverarbeiten  oder  auszuwerten. 










Die  einfache  Erweiterbarkeit  war  ein  Anspruch  an  die  Applikation  MevisMatch.  Zukünftige 
Entwicklungen sollten einfach in die Applikation eingebunden werden können. Um eine Manipulation 
oder  Erweiterung  auf  der  Netzwerk‐Ebene  zu  umgehen  und  die  damit  einhergehenden  nötigen 
Änderungen an der Benutzeroberfläche, der Datenverwaltung und dem Scripting, wurde  in Kapitel 
5.2.1 beschlossen dass das Netzwerk aus Makromodulen aufgebaut werden muss. Daher wurden im 
Laufe  der  Entwicklung  mehrere  Makromodule  für  die  Funktionalitäten  angelegt,  bei  denen  eine 
Erweiterung  am Wahrscheinlichsten erschien  (s. Kapitel 4.2.4). Dazu gehören die  Filter  (AllFilters), 
Segmentierungsverfahren  (AllSegAlgorithms),  Registrierungsverfahren  (MPSWrapper)  und  die 







































Zu  den  vier  nicht  erfüllten  Punkten  gehören  zwei  optionale  Anforderungen,  wie  eine  gedruckte 
Bedienungsanleitung und die Möglichkeit  jederzeit aus dem Programm heraus drucken zu können. 
Einer  der  beiden  weiteren  nicht  erfüllten  Punkte  betrifft  die  Hilfe‐Funktionen.  Innerhalb  der 
Applikation wurde keine Hilfe‐Funktionen  implementiert, weil dies von MeVisLab nicht unterstützt 




zu  können,  wurden  bei  einem  Großteil  der  alten  wie  neuentwickelten  Viewer  die  Möglichkeit 
gegeben, die  Farben  in denen die  Strukturen dargestellt  sind  zu  verändern.  So  können  zumindest 
Anwender  mit  Rot‐Grün‐Schwäche  oder  allgemein  partieller  Farbenblindheit  die  Viewer  nutzen. 
 
7.5 Qualitätssicherung	
Das  im vorherigen Kapitel zu Rate gezogene Paper  [Schulz98]   beinhaltet auch ein Kapitel bzgl. der 
Softwareentwicklung. Nicht alle Aspekte können direkt auf MevisMatch bezogen werden, da es sich 
um  keine  eigenständige  Anwendung  handelt.  Diese  Punkte  werden  im  Bezug  auf  MeVisLab 
beantwortet. 
Die Anwendung erfüllt 11 von 15 vorgegebenen Punkten, wobei es sich bei zwei der nicht erfüllten 











Der  letzte Aspekt betrifft die Anforderung “The application  is stable,  robust against  improper use, 
reliable and of good performance”.    
Die Anwendung an sich  ist stabil, Berechnungen  laufen ohne Fehler durch und es kommt zu keinen 
Ausfällen.  Lediglich  im  Bezug  auf  die  Viewer  gibt  es  zeitweise  Updateprobleme,  besonders  bei 
Zusammenstellungen  mehrerer  unabhängiger  Viewer  fallen  einige  aus  und  bleiben  schwarz.  Es 
scheint kein Muster zu geben nach denen die Viewer ausfallen, sie fallen auch unabhängig von der 
Auslastung des Rechners aus.   
Ein  anderes  Problem  betrifft  die  Anforderung  „robust  against  improper  use“.  Wie  in  Kapitel  6.2 
erläutert, muss MevisMatch aus MeVisLab heraus gestartet werden. Das heißt dass der Anwender 
potentiell  auf  das  Netzwerk  zugreifen  und  gegebenenfalls  modifizieren  kann.  
Das Netzwerk wird verändert in dem Moment in dem die Anwendung gestartet wird. Das heißt dass 
der Anwender jedes Mal vor Beenden von MeVisLab abgefragt wird, ob er die Änderungen speichern 
will.  Wurde  das  Netzwerk  im  größeren  Ausmaß  manipuliert,  beispielsweise  durch  das  Entfernen 
eines Moduls, kommt es nach dem Abspeichern zu Funktionseinbußen. Dementsprechend muss die 
Frage  nach  der  Robustheit  der  Entwicklungsumgebung  und  somit  der  Anwendung  mit  Nein 
beantwortet werden.   
Am  Ende  ist  festzustellen,  dass  die  beobachteten  Mängel  hauptsächlich  auf  die 
Entwicklungsumgebung zurückzuführen sind. 
   
















werden,  so  gut wie  alle  Funktionen  standen  zur  Verfügung  oder wurden  zeitnah  entwickelt.  Der 
weitaus  größere  Anteil  der  Entwicklungsphase  betraf  die Optimierung  der  zeitlichen  Abläufe,  das 
Entwickeln  der  Initialisierungsmethoden  oder  das  Einrichten  des  Loggings. 
 Es musste festgestellt werden, dass die von MeVisLab bereitgestellten Dokumentationen nicht alle 
wichtigen Aspekte der Modul‐ und Netzwerkentwicklung  abdecken. Die Dokumentationen  an  sich 
sind  sehr  ausführlich  aber  auch weitläufig  und  es  fehlen  bestimmte  Zusammenhänge.  Bestimmte 
Informationen sind schriftlich nicht festgehalten, bei Fragen konnte man sich allerdings immer an die 
Mitarbeiter von MeVis wenden.   




Funktion  zum  Zurücksetzen.  Laut den Entwicklern  von MeVisLab  ist  solch eine  Funktion  allerdings 
weder  geplant  noch  wird  sie  als  nötig  erachtet,  s.  [MevF4]  .  Das  Beibehalten  von  gewählten 





Verfahren.  Das  gesamte  Netzwerk  ist  aus  Makromodulen  aufgebaut,  welche  es  ermöglichen  alle 
inneren Bestandteile  zu  erweitern oder  auszutauschen, ohne dass das Gesamtnetzwerk  verändert 
werden muss.  
Während der Entwicklung  stellte  sich heraus, dass  je größer die Applikation und das dazugehörige 
Netzwerk,  desto  instabiler  wurde  die  Anwendung.  Da  es  auf  Grund  der  gewählten 
Netzwerkarchitektur zu keiner Kaskade von neuen Berechnungen bei Feldänderungen kommen kann, 
war die  Instabilität nicht  auf eine  zu hohe Belastung des Arbeitsspeichers  zurückzuführen.  Zudem 
waren hauptsächlich die Viewer von dieser Instabilität betroffen. Wie  in Kapitel 6.2 erläutert stellte 
sich  heraus  dass  das  ungeordnete  Feld  und  FieldListener  System wohl  der Grund  hierfür  ist.  Die 
Viewer  basieren  auf  Open  Inventor  Modulen,    deren  Berechnungen  bei  einer  hohen 




Rechnerauslastung  zurückgestellt  werden.  Durch  Feldänderungen  bei  ML‐Modulen  ausgelöste 
Neuberechnungen  werden  hingegen  sofort  und  ohne  Priorisierung  durchgeführt.  Diese  Probleme 
konnten  dahingehend  eingegrenzt  werden,  als  das  die  Anwendung  MevisMatch  hinsichtlich  der 
Abfolge  ihrer Prozesse und Kontrollstrukturen optimiert wurde. Hierzu wurden die  verschiedenen 
Prozesse  zeitlich  aufeinander  abgestimmt  oder  z.B.  einzelne  Viewer  gezielt  angesteuert,  wie  in 
Kapitel  0  erläutert.  Es  stellt  sich  die  Frage,  ob  innerhalb  des  Frauenhofer  Institutes  neue 
Modulkonzepte  oder  andere  Methoden  zur  Verfügung  stehen.  Die  mit  MeVisLab  entwickelten 
Projekte  für die Diagnostik und Therapeutik    (s.  [MevProj11]  )  laufen bewiesenermaßen  stabil und 
entsprechen teilweise dem Medizinproduktegesetz [MPG94] .   
Die  obigen  und  andere  in  diesem  Kontext  auftretende  Probleme  sind  eventuell  auf  die 
Qualitätssicherung  zurückzuführen.  Jeder  Entwickler  ist  für  die  Stabilität  seiner  Module  selber 
verantwortlich  (  [MeVisTut10]  , Kapitel 12),  außerdem  scheint es,  auch  für die offiziellen Module, 
keine von außen erkennbaren Qualitätsstandards zu geben. Es stellt sich die Frage ob und wer die 
1300  Module  hinsichtlich  Stabilität  und  Funktionsweise  testet.  Im  Rahmen  dieser  Arbeit  wurden 
gleich an mehreren Modulen gravierende Fehler erkannt, hierzu werden drei repräsentative Module 
vorgestellt. 
Das  Modul  Thumbnail  basiert  auf  veralteten  Methoden  und  kämpft  mit  einem  Updateproblem( 
[MevF4]  ). Das Modul  zum manuellen  Registrieren  RegistrationManual  etwa  scheint  durch  das  in 
Kapitel  6  erläuterte  Problem  mit  dem  Abspeichern  von  Netzwerken  aus  Versehen  manipuliert 
worden  zu  sein.   Standardmäßig  ist eine Rotation von 45° um die Z‐Achse eingestellt(s. Abbildung 





Die  von  MeVisLab  bereitgestellten  Bestandteile  der  ITK‐Registrierungsalgorithmen  wurden 
automatisiert aus den  ITK‐Bibliotheken generiert  [MeVF2]  . Bei diesen Modulen  fiel besonders auf, 





stellte  sich  die  Frage  ob  bei  der  Analyse  die  richtigen  Faktoren  und  Quellen  beachtet  wurden.  
Im Rahmen der schriftlichen Ausarbeitung wurden daher noch einmal alle verwendeten Quellen für 
die evaluierten Entwicklungsumgebungen gesichtet. Lediglich  in einem kleinen Absatz  in [Heckel09] 
werden  Stabilitätsprobleme  erwähnt,  aber  auch nicht  in diesem  Kontext.  Ebenso  ist  zu  erwähnen 
dass  in  der  Einleitung  von MeVisLab  eindeutig Multithreading  aufgeführt wird, welches  in  einem 
aktuelleren  Dokument  negiert  wird,  siehe  [MeVisTut10]  Kapitel  2.1  „Prominent  features  […] 
Multithreading  support“  versus  [MevRef]  Kapitel  23.7  „Multithreading  is  not  really  supported“. 





gab. Dabei muss aber erwähnt werden, dass bei Evaluierungen mehrerer Frameworks  (  [Bitter07]  , 














Personen  weitergegeben  werden.  Daher  wurde  auf  die  Funktionen  des  Addons  verzichtet. 
Dahingegen bestand  gleich  zu Beginn der Arbeit die Möglichkeit mit der Bridge  zu arbeiten,  samt 
einiger  bereits  implementierten  Algorithmen  von  MatchPoint.  Während  der  Entwicklungsphase 
wurde sie weiter ausgebaut und erlaubt es nun, alle affinen Registrierungsverfahren von MatchPoint 
anzuwenden. Die Umgebung  zum  Implementieren  neuer  Registrierungsverfahren wurde  ebenfalls 
zur Verfügung gestellt.   
Diese  Kopplung  an  MatchPoint  hat  den  Vorteil,  dass  im  Anschluss  an  diese  Arbeit  das 
Optimierungsframework  f.r.e.e.  [Floca07] verwendet werden kann. Dabei handelt es  sich um eine 
Bibliothek zur Optimierung von Registrierungsparametern.   
 
Die  Evaluierung  der  Registrierungsergebnisse  erfolgt  hauptsächlich  über  die  visuelle  Einschätzung 
des  Anwenders.  Alternativ  dazu  ist  es  möglich  verschiedene  Kennziffern  der  Landmarken 
auszuwerten und zu beurteilen, wie etwa der durchschnittliche Abstand der Landmarkenpaare, vor 
und  nach  der  Registrierung.  Weitere  qualitative  wie  quantitative  Kennziffern  zur  Bewertung  der 
Registrierung  wurden  zunächst  nicht  implementiert,  da  diese  abhängig  vom  gewählten 
Registrierungsverfahren berechnet werden müssen.   
Hinsichtlich der Visualisierung und dementsprechend der  visuellen  Evaluierung  konnten während 




nicht  möglich,  den  Umfang  an  bildverarbeitenden  und  evaluierenden  Modulen  beliebig  groß  zu 
gestalten.  Viele  Module  aus  dem  Fundus  der  Arbeitsgruppe  SIDT  oder  der  MeVisLab‐Community 
konnten  nicht  eingepflegt  werden.  Ebenso  war  es  nicht  möglich  gewesen,  aus  MevisMatch  eine 
Standalone‐Applikation  zu  generieren.  Wie  in  Kapitel  7  beschrieben  sind  die  Nachteile  für  den 
Endanwender beträchtlich.   





Projekte  in  MeVisLab  und  [Schulz98]  als  Referenzen  hinzugezogen  wurden,  hatten  Tests  mit 
zukünftigen Anwendern ergeben, dass diese mit der Orientierung  innerhalb der Anwendung einige 
Probleme hatten. Dieser Umstand war    zu erwarten und ein geeignetes Orientierungskonzept war 
bereits  erarbeitet.  Dies  wird  im  Ausblick  näher  erläutert.  Die  zusammengestellten  und  neu 
entwickelten Funktionalitäten wurden hingegen als positiv und schlüssig konzipiert empfunden. 
Neben  der  Orientierung  war  die  bei  den  Filter‐  und  Segmentierungsverfahren  eingeführte 
Versionierung ein Problem für den Anwender. Wie in Kapitel 6.1.1 beschrieben werden in bis zu drei 
Viewern  die    verschiedenen  Versionen  des  zu  bearbeitenden  Bildes  dargestellt.  Filter  und 
Segmentierungsverfahren werden auf eine interne Kopie des Bilddatensatzes angewandt, erst wenn 
der  Anwender  mit  dem  Ergebnis  zufrieden  ist  wird  der  alte  Ausgangsdatensatz  anhand  eines 
speziellen  Befehls  überschrieben.  Diese  Unterscheidung  zwischen  temporären  und  dauerhaften 
Versionen  des  Bildes  und  den  unterschiedlichen  Formen  des  Speicherns  führte  zu  einigen 
Verwechslungen. 
 Es ist bisher nicht möglich eine installierbare Version von MevisMatch zu erstellen, daher ist sie eher 







Die  entwickelte  Applikation  befindet  sich  sicherlich  noch  im  Anfangsstadium.  Neben  der  schon 





Netzwerk  um  ein  Modul  für  die  elastische  Transformation  erweitert  werden.  Dazu  existieren  in 
MeVisLab bereits zwei auf ITK basierende Module.  
In [Heckel09] wird erwähnt das deren entwickelter Python‐basierter Ansatz innerhalb von MeVisLab 
die  Stabilitätsprobleme beheben  kann,  indem er das  asynchrone  FieldListener‐System  strukturiert 
und  so  große  Anwendungen weniger  anfällig  für  Fehler macht.  Es wird  in  Aussicht  gestellt,  dass 
dieser Ansatz in einer der nächsten Versionen von MeVisLab eingepflegt werden soll. Da die Autoren 
dieser Publikation der Firma MeVis angehören, erscheint diese Quelle als verlässlich.    
Hinsichtlich  der  Benutzeroberfläche  sind  Verbesserungsmöglichkeiten  denkbar.  Verschiedene 








Für  die  Orientierung  innerhalb  der  Anwendung  waren  wie  erwähnt  schon  einige  Farbkonzepte 
erarbeitet. Geplant war entweder die unterschiedlichen Schritte farbig zu kodieren (s. Abbildung 63, 
hinten)  und  bzw.  oder  die  Containerhierarchie  in  den  einzelnen  Tabs  durch  immer  hellere 
Hintergründe voneinander abzusetzen (s. Abbildung 63, vorne).    
Dies war  allerdings nicht  in dieser  Form möglich, da MeVisLab nur  Zugriffe  auf die  Farbe  auf der 
Modulebene erlaubt. Da ein Großteil der Hauptcontainer aber auf der Netzwerkebene  lag, konnte 
kein konsistentes Farbkonzept etabliert werden.   
Dies  hätte  umgangen werden  können wenn  die  komplette Applikation MevisMatch  in  ein Modul 
zusammengefasst  worden  wäre.  Nun  ist  es  aber  so,  dass  die  freie  Version  von  MeVisLab  (ohne 
Lizenz) es nur erlaubt Netzwerke mit höchstens 15 fremdentwickelten Modulen zu starten. Auf diese 










Berechnungen  von  MeVisLab  auf  die  Grafikkarte  ausgelagert  werden  würden,  statt  damit  den 
Arbeitsspeicher  zu  belasten.  Dies  könnte  mit  Hilfe  der  Programmierplattform  OpenCL  (Open 
Computing  Language,  [Wiki4]  )  realisiert  werden  und  würde  das  Laufzeitverhalten  von  MeVisLab 
erheblich verbessen. 
Schon  während  dieser  Arbeit  kamen  Anfragen  für  die  entwickelte  Applikation  oder  einige  der 




Insgesamt wurde während  dieser Arbeit  eine Anwendung  geschaffen,  die  als  Basis  für  zukünftige 
Arbeiten und Projekte  im Bereich der medizinischen Bildverarbeitung und Registrierung  fungieren 
kann. 

































































































































































































































































































































































































































































    Anhang     
 
96 
 
Multithreading 
 
  
 
Abbildung 66: [MeVisTut10] S.15 
 
 
Abbildung 67: [MevRef] Kapitel 23.7 
 
Dateien der verschiedenen Modultypen 
Dateityp  Inhalte  Module 
.def Modul Definitionsdatei, notwendig um das Modul zur 
MeVisLab Moduldatenbank hinzuzufügen. Beinhaltet 
manchmal die Definition der Benutzeroberfläche. 
 
.script Datei für die Definition der Benutzeroberfläche mit Hilfe 
der internen Skriptsprache MDL (Module Definition 
Language) 
 
.vcproj Projektdatei für die Implementierung von Modulen mit 
C++. 
 
.mlab Netzwerk Datei, beinhaltet alle Module samt deren 
Parametern und ihren Verbindungen zu anderen Modulen. 
 
 
.py Python Datei, wird für das Implementieren von Methoden 
und zur dynamischen Verwaltung des Netzwerkes 
benötigt. 
 
.js JavaScript Datei, wird für das Implementieren von 
Methoden und zur dynamischen Verwaltung des 
Netzwerkes benötigt. 
 
 
 
