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Descriptor Systems: Expanded Descriptor Equation 
and Markov Parameters 
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Abstract —Generalized concepts of solvability and conditionability are 
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properties. An expression is derived for descriptor system Markov parame-
ters. The notion of "expanded descriptor equation" is presented. 
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I. INTRODUCTION 
In modeling large-scale systems with the usual state-space formulation, 
structural information is sometimes lost. In fact, in some cases, a state-
space formulation does not even exist [18]. The descriptor system formu-
lation always exists and retains the physically meaningful structure of a 
large-scale system. It is therefore useful in econometrics, energy system 
modeling, robotics, decentralized control and decision networks, etc. 
We present generalized notions of solvability and conditionability for 
descriptor systems, along with tests which reduce in the regular case to 
previously known results. We also derive expressions for descriptor sys- 
OWN 
	
	tern Markov parameters. An example is presented to show some of the 
subtleties involved. 
where R(A N ) represents the range of A N , in which case we say that (I) is 
solvable. Then a solution is given by [4] 
XO,N+ I = AN BA' UO.N + (I - A ,NA N )fo , N . 
	
( 5 ) 
where AN is a generalized inverse of AN. The vector f.o.N+ , is arbitrary 
and consists of the additional conditions z k which must be specified at 
each time k to give a unique solution. The number of additional condi-
tions required is equal to the rank of deficiency of (I - Nr A N ). See the 
discussion in [5]. We have the following new theorem. 
Theorem I: System (1) is solvable if and only if 
rank [ zE - F : G]= rank [ zE - F] a.e. 	( 6) 
II. BACKGROUND 
Consider the following linear discrete-time system over the real num-
bers 6.11:  
where equality "a.e." indicates equality except for a finite number of z. 
Proof: Define q =[q, : q2 : - • 	: qN ] T and p(z)= q, + q2 z -1 
 + • + qN z (N-1)  where q, E 4". Then 
Ex k ,,= Fxk + Guk 
	 ( I a) 
yk = Hxk + Juk ; 
	
k =0,1,• ,N -1 	(lb) 
where k is a nonnegative integer, u k E 	x k 	yk  E 'A P , and E, F, 
G, H, J, are appropriately dimensioned constant matrices. System ( I) will 
be called a descriptor system and the x k will be called descriptor variables. 
We may write (1) in expanded form as 
E 	-F 	0 0 	0 	0 x N 
0 E 	- F • • • 0 0 0 xN- I 
0 	0 	0 E 	-F 	0 x 
0 0 0 0 E 	-F X0 
G 	0 0 	0 UN - 
0 	G 	0 	0 U N-2 
0 	0 	G 	0 




YN- H 0 0 	0 x N 
YN-2 0 H • • • 0 	0 x N-2 
y, 0 0 H 	0 x, 
Yo 0 0 0 	H x„ 
J 	0 0 	0 - 
0 	0 U N-2 
0 	0 J 	0 




By appropriate definition of the coefficient block matrices A N , B N , CN , 
DN and of the input, descriptor, and output sequence vectors 00.N , k N , 
yo N we can rewrite (2) as 
A N .„,N+i = BN uo , N 	 (3a) 
YO.N= CNX0 , N DN140N. 	 (3b) 
If E = I, the identity matrix, then (I) is just the familiar state-space 
formulation. 
q TA N = [qi E : (- q,F + q2 E) : • • : (- qN _,F + qN E) : qN F1 
and 
p(z)(zE - F)= q i Ez +(- ,q 1 F + q2 E)+ • • • 
+ qN E)z - (N-2) - 	( N -1) . 
Hence, q TA N = 0 if and only if p(z)(zE - F) = 0 for all z. 
Furthermore, q TB N = W I G : q2G : • • • : qN G] and p(z)G = q 1 G + 
q 2 Gz I + • • + q„Gz-(N- I) . 
Hence, q TB, = 0 if and only if p(z)G = 0 for all z. 
Now suppose that R(A N )D R(B N ). Then q TA N = 0 q TB N = 0. As-
sume that p(z)-(zE - F)= 0 for all z. Then q TA N = 0, which implies that 
q TB N = 0 and hence p(z)G = 0 for all z. Therefore, R(zE - F) D R(G) 
except for a finite number of G, which is equivalent to (6). 
The proof of sufficiency follows in a similar manner. 	 ■ 
Note that if G = I, then our definition is equivalent to that of 
Luenberger [1], and condition (6) reduces to his requirement for the 
regularity of [zE - F] ([zE F] is regular if rank [zE F]= n a.e.). See 
also [2]. We have simply generalized the notion of solvability to the case 
of arbitrary G, and so we have a sufficient and necessary condition for 
existence of a solution to (1). 
Comparing (6) to the reachability condition that rank [zE - F : G] = n 
for all z [3], [7], we are led to speculate upon the existence of a deeper 
connection between solvability and reachability than has yet been estab-
lished. 
Uniqueness of Solution 
Assuming that (3a) is solvable, then solutions .V 0, N, 1  arising from the 
same input give rise to the same output (i.e., the solution is unique with 
respect to  N + „I) if and only if 
N(A N ) c N(CN,i) 	 (7) 
where .7s/(A N ) represents the null space of AN, for then the arbitrary 
component of the solution zo N arising from ZoN+ , in (5) is in the null 
space of CN+ , and does not appear in y0 N , 1 . We have the following new 
theorem. 
Theorem 2: Suppose that (3a) is solvable and that x o C N(E) and 
x N E N(F). Then the solution is unique with respect to170.N+1 if and only 
if 
rank [ zE - Fi rank [zE - 	a.e. 	 (8) 
Proof: Define p(z)= x N + xN _ I z + • + xo z N . Then 
III. SOLVABILITY AND CONDITIONABILITY 
Existence of Solution 
A solution )70 , N + 1 to (3a) exists for all ao  N if and only if [4], [14] 
R(A N )DR(B N ) 
   
  
Ex N - Fx„ 






Ex 1  - Ex o 
  


























[13] P. Hartman and A. Wintner, "The spectra of Toeplitz's matrices," Amer. J. Math., 
vol. 76, pp. 867-882. 1954. 
[14] A. Ben-Israel and T 	N. E. Greville, Generalized Inverses.. Theory and Applications. 
New York: Krieger, 1980. 
[15] B. Dziurla and R. Newcomb, "The Drazin inverse and semi-state equations," in 
Proc. 4th Int. Symp. Math. Theory, Networks Syst., Delft, The Netherlands. July 
1979, pp. 283-289. 
[16] S. L. Campbell, C. D. Meyer, Jr., and N. J. Rose, "Applications of the Drazin inverse 
to linear systems of differential equations with singular constant coefficients," SIAM 
J. Appl. Math., vol. 31, pp. 411-425, Nov. 1976. 
[17] T. 	B. Cline, 	R. 	E. 	Larson, D. 	G. 	Luenberger, D. N. 	Stengel. and 	K. 	D. 	Wall, 
"Descriptor variable representation of large-scale deterministic systems," Systems 
Control, Inc.. Palo Alto, CA, Tech. Memo. 5168-1, Aug. 31, 1976. 
[18] S. P. Singh and R. W. Liu, "Existence of state equation representation of linear 
large-scale dynamical systems," IEEE Trans. Circuit Theory, vol. CT-20, pp. 239-246, 
May 1973. 
(E8) 
where, in each case, the second erm, which comes from 644E _ F) 4, 2 , is 
arbitrary and consists of the n = 3 boundary conditions required to 
specify a unique solution. 
We can identify [ xi) as a "maximally forward" solution which has 
the greatest number rank( E) )= p = 2, of boundary conditions specified at 
J
X 
time k = 0. Likewise, [ 	corresponds to a "maximally backward" 
 x l 
solution having the greatest number, rank( A) = 2, of boundary conditions 
xi ]iii 
specified at k = N =1.[xo 	has additional conditions "evenly split" 
between the initial and final times, and this symmetry derives from the 
fact that (1 — Au.4 1 ) is the orthogonal projection onto N(.4 1 ), i.e., Aiii = 
Of course, the first question suggested by this example is whether 4 
Ai', AI" always generate maximally forward, maximally backward, and 
evenly split solutions, respectively, for all N when used to find Mk using 
(15). Further research should reveal the answer to this question. 
VII. CONCLUSION 
Generalized notions of solvability and conditionability for descriptor 
systems were presented which reduce, in the regular case, to familiar 
results. We derived expressions for descriptor system Markov parameters 
and defined the expanded descriptor equation. We also defined the 
forward and backward expanded descriptor equations, and showed that 
additional conditions can be specified at intermediate times over the 
solution interval to result in a unique output for a given input. These 
additional conditions can be considered as a "fictitious input" to the 
system. A simple example was presented to show some of the subtleties 
involved. 
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(E4) (I 	At Ai)i0.2= n ,(A,)z0,2 
i) 
where qx represents a (not necessarily orthogonal) projection onto sub-
space X. 
Now consider the following three possibilities for [ 	= 	[14]: 
o [ 0 E+ ] 	F+  - [ E 0;:, (E) +9,, ( , ) ) +6.P,c,', (E) 
ii) Al i 	{ F?-1- + [ E  F: ](1 , (E)+ n„,-))* n,(F) 	(E5) 
(E5) iii) 	Ai' -° [ EF+  I( EE + + FF+  
x, 
YN - 
YN - 2 
Y 
_ YU 
HaN - I 
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Let ( la) he 
0 	0 	0 1 	0 	0 0 [ 
0 	I 	0 	xk+ , = 	0 	1 0 	x k + 	1 	G k . (El) 
0 	0 	1 0 	0 	0 0 
and N = 1. Then (2a) becomes 
A, [ xol = [ E - F1[:01 ] 
If x„ (it N(E), x N E N( F), then we must add to (9) a term describing 
boundary condition effects (i.e., the zero-input portion of the EDE). 
An analogous development holds if [zE - F] is not regular, but (6) 
holds. 
0 	0 	0 	-1 	0 0 
= 	0 	1 	0 0 	- 1 	
I 	xxoi 
0 	0 1 0 0 	0 	0 
Clearly, (zE - F) is regular; so a solution is given by (5): 
V. THE FORWARD EDE 
In some applications, it might be of interest to know which states can 
be reached by propagating system (1) forward in time from given initial 
conditions xo . To investigate this, we need the forward propagation 
operators a = E F and /3 = F, G where Er" is a generalized inverse of E. 
Then a solution to (1 a), if it exists, is given by [4] 
x k+1 = 	Fx k + E- Gu k +(I - E- E)z k 
=- ax k +13 u + yz. k 	 (17) 
where z k is arbitrary and we have defined y = (I - E - E), the projection 
onto N(E). We shall not discuss here conditions under which the solution 
given by (17) exists. 
By iteration, we can write the forward EDE for (I) as 
0 Hy Hay • • • HaN-2y 
0 	0 	11 -y 	• 	HaN 3 y 
This is of the same form as the expanded state equation (ESE) [8]. Note 
that the vector of z k 's is just the vector of additional conditions which 
could be specified at each time to make the solution unique. Compare this 
to the discussion in [5]. We see that these additional conditions specified 
at intermediate times during the interval [0, N] have the same effect as an 
additional input. 
We could similarly define the backward EDE based on the backward 
propagation operators F- E, F G, (I - F F). 
VI. EXAMPLE 
The following simple example reveals some of the effects of different 
choices for [E - 	=[ 	]. 
- B 
(E3) 
for any w. The second term can be written as 
where '3) represents the orthogonal projection onto subspace 5C and 
superscript "+" represents the Moore-Penrose matrix inverse [4]. In this 























gii -L ( F) = 
0 	0 	0 
0 0 	0 
0 	0 	1 
	
0 	0 
0 	-1 	0 





















Corresponding to these three possible choices for A 	we have three 







u o + 0 
0 
a N  
626 
to the input-dependent portion of the ESE: 
J HG HFG • • HEN-2 G 
0 J 	HG 	HE N -3 G 
YO.N = 
HG 
0 0 	0 	• J 








An _ 1  
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and 
(zE-E)p(z)=-Fx,+(Ex N -Ex N _,)z+ •-• 
+(Ex,- Ex o )z N + Ex0 z N + 1 . 
Hence, if x, E N( E), x N e N(F), then A N .TCO 3 N i= 0 and if and only if 
( zE - F)p(z)= 0 for all z. Furthermore, 
Hx N 
N - 1 
CN 1 )70, N + I 
11X0 
kno - 
_ 1 - BTt o 
 ATt_2 - B7t_ i 
625 
and solve for the sequence 77, e 9," using the Toeplitz system of equations 
•rrN 
 Try -1 
0 
0 
-h I -f 0 0 
0 -h I -f 
no (11) 
I 
• • . 	: 0 
0 -b -f 
77 - (N - I) 
N 0 
where I is in the Nth block in the vector on the right-hand side (i.e., in the 
central block). 
Then a generalized inverse for A N is given by 
• ATr(s, _ 1) - liTiN 
A N 
Alt N - 1377 _ N+ 	Al 7 _ N+I  BIT -N+2 Alt _ I - Thro 
   
(12) 
and Hp (z)= Hx N + Hx N i z + • • + Hx o z N . Hence, CN + 	N = 0 
if and only if Hp(z) = 0 for all z. 
The remainder of the proof follows an argument such as the one used to 
prove Theorem I. ■ 
We say that (1) is conditionahle if there exists a unique viio.N+1 for all 
o. N I satisfying x o E N(E) and x N E N(F). Thus, for a conditionable 
system, any arbitrariness in ji-oN for a given input ao•  N arises from 
variations in x o which occur in N (E) or from variations in x N which 
occur in N '( F). This means that for a conditionable system, the output 
)70.N is uniquely determined by specifying the input 170. N and the initial 
and final states x o and x N . 
Note that if H = I, then our definition is equivalent to that of 
Luenberger [ I], and condition (8) again reduces to the requirement for 
regularity of (zE - F). 
From Theorem 2, we see that for a conditionable system, any x o e N(E) 
and x N E N( F) will give the same yo , N as xo = 0 and x N = 0. Hence, we 
can define the subspace of effective initial conditions N (E) as the set of 
x o which can make yo , N vary from the output sequence which results 
when x, = 0. Similarly, we define N (F) as the subspace of effective final 
conditions. 
- Comparing (8) to the observability condition that rank EzE H F1 = n 
for all z [3], [7], we speculate that a connection exists between conditiona-
bility and observability which has not yet been investigated. 
IV. MARKOV PARAMETERS 
If (I) is solvable and conditionable, we can write 
YO. N=([0 C N] A B N D N) El N 
	
( 9) 
as the unique solution given 10 N and xo e N(E), x N E N(F). 
The coefficient of Uo.N in (9) is the matrix of Markov parameters of (1), 
and (9) will be called the expanded descriptor equation (EDE). We shall 
show later that if E = I, then (9) reduces to the input-dependent portion 
of the expanded state equation (ESE) [8]. 
The inverse AN is not unique. The next result shows one method of 
computing AN which uses a right inverse for [E - F]. For simplicity, 
we assume that (zE - F) is regular, i.e., rank (zE - F)= n a.e. [2]. 
Theorem 3: Let [ _AB ] be any right inverse for [E - F] so that 
[E - F][ _AB 1= 1. Define 
Proof: Note that the Tr, satisfy the recursion 
771 =  f971- I + bTri+ I + 810 1 	= 0 , + 1, 	 (13) 
where Sio is the Kronecker delta. Now it is easily verified that ANA 7,7 = I. • 
We can define the descriptor system state transition matrix as 
qti k = ATr k - Thrk+ I ; 	k = 0, + I, • • • 
	 (14) 
and the descriptor system Markov parameter as 
M 	k _ IG + Sk0 J. 
Clearly, (Pk and Mk will have different properties, depending on the choice 
of [E - 	=[ _AB ]. In Section VI, we will see the effects of some 
different choices of A and B. 
Now we can write the EDE (9) as 
YN- I 
















M -(N- I) M _  (N-2) • Mo 
(16) 
Notice that Mk for k > 0 describes a propagation of input effect forward 
through time, while Mk for k < 0 describes a propagation of input effect 
backward through time. 
To show that the state equation case (E =
1 
 follows from the above, 
B 
note that if E = I, then one choice for [ A l is [ I. Then h= 0, f F, 
	
- 	0 
Irk = 0 for k < 0, and Irk = Ek for k > O. Then 




k < 0 
k = 0 
k > 0 
'ja "1 
h = EB, 	f = FA 	 (10) which are the state equation Markov parameters. In this case, (16) reduces 
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INVERSION OF DESCRIPTOR SYSTEMS 
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Abstract 
A modified form of the Luenberger shuffle algorithm and the Silverman structure 
algorithm are combined to form a descriptor system structure algorithm. This algo-
rithm is used to extend known results on inversion of state-space systems to the 
case of descriptor systems. 
I. INTRODUCTION' 
• 
U A = [A , AV = [A
c 
0] 0 (2.2) 
The problem of inversion of state-space systems 
has been solved and is well understood [7,8,10,13-
16,18-25]. Silverman's structure algorithm [7,8,15] 
provides a method for inversion of such systems 
which yields considerable insight into the proper-
ties of the system. 
Descriptor, or generalized state space systems 
have received attention recently due to the fact 
that they arise naturally in circuit analysis, eco-
nomics, in the analysis of large scale systems, etc. 
[1,2,6,26]. Several methods for solving these sys-
tems are available [1,3,6,9,27]. Among these is 
Luenberger's shuffle algorithm [6] which incorpor-
ates a test for solvability of a descriptor system. 
This paper combines a modified shuffle algo-
rithm with the structure algorithm to form a 
descriptor system structure algorithm, which is then 
used to extend known results on state-space system 
inversion to descriptor systems. 
2. BARD 
Consider the descriptor system 
Ex
k+1 - Fxk 
+ Gu
k 





■ Ex k + Juk 	
k • 0,1,...,N-1 	(2.1b) 
where E can be singular and -x k e Rn , uk e 0, yk e 
R. If E is singular then x k should not be consid-
ered the state of S, and following Luenberger [1] we 
call xk the descriptor variable. Note that if E is 
singular it is not possible to solve S for xk by 
simple iteration given xo and the input sequence u k . 
we assume that system S is regular, i.e. IsE-F1 
does not vanish identically [1,3,6,9]. Luenberger 
has shown [1] that this guarantees existence of 
solution sequences xk for all input sequences u k , 
and that such solutions can be uniquely specified by 
fixing boundary conditions for x k at times k-0 and 
N. 
For any matrix A there exist unitary transfor-
mations U and V such that 
Research supported by the National Science Founda-
tion under Grant ECS-8204656. 
where superscript u* N denotes complex conjugate 
transpose and Ar , A, have full rank. Following Van 
Dooren [4] we call such transformations row and 
column compressions, respectively, of A. One method 
of finding these transformations is provided by the 
singular value decomposition (SVD) [5] of A 
A = U E Ira , 	 (2.3) 
where E is diagonal with rank(A) nonzero entries in 
decreasing order of magnitude. The matrices U and V 
of (2.3) satisfy (2.2) [4]. 
we now introduce a modified row compression of 
an m x n matrix A. In this case, the problem is to 
find a unitary T such that, given A and a subspace 
T, then 
r A - [i] 	 (2.4) 
where A is a matrix with the maximum nusiber of cows 
such that N(i):41' (or equivalently N(A] c T- ). 
For our application T • N(E) for.. a given matrix E, 
and (2.4) will allow us to write A - ME for acme N. 
and NI (A
2
) ■ P 	N1 (A) c 2'. Let the TSVDof A2 - 
APT be A2 E. E V*. Then 	 - 0%- * * rx,1 [1:2: 	+ -K21 
U A=U Al + U A_ =0 	+ - =' 'I- 	I s u 2 L Ai  




 ) N1 (A ) TI  
By construction Ai has the maximum number 
N1(A1) 
 rows. 
Hence T=11 satisfies (2.4). 
Note that if T 	0 then (2.4) reduces to the 
usual row compression in L2.21. At the other ex-
treme, if T-0 then T=I and A • A. 
3. DESCRIPTOR SYSTEM STRUCTURE ALGORITHM 
The descriptor system structure algorithm 
(DSSA) presented herein is a marriage between the 
Luenberger shuffle algorithm [6] and the Silverman 
structure algorithm [7,8]. A nice duality emerges 
here, since the shuffle algorithm advances in time 
For one method of finding T, let PT denote the 
orthogonal projection onto T, and Ti denote the 
orthogonal complement of T. Then we can write A 
= 
▪ 
+ APT = A l + A2 where N1 (A1 ) ■ P 211 (A) c  T1 
1153 
step 4  
a. shuffle ?, and advance last p i components of input vector 
b. advance last z
i 
components of output vector 
Define: 
step 3 (see note 1) row 





















     
Zri2 0 










      
  
0 
   
     











    
      
        
3. Update: 
a. Define composite transformations and rename 
blocks 
components of the input vector, and the structure 
algorithm advances in time components of the output 
vector. A few initial remarks will clarify the 
presentation. 
In the form presented in [6] the shuffle algo-
rithm yields an expression for the descriptor var-
iable of the form 
x k+1 ■ Ax k 
+ B 1 uk + B2uk+1 + 	
, 	(3.1) 
where uk , uko,.•• E RP. 	To make this algorithm 
suitable for inclusion in a system inversion scheme, 
it mist be modified to yield an expression of the 
form' 






row compression on E 






I u kl 
loi I "-P- 0 I














where u 	BX . This is accomplished by using input 
space transformations (step 2a of DSSA). and row 
operations (step 3 of DSSA). The vector u k will be 
composed of linear combinations of time-shifted 
components of uk . 
In order to interface the modified shuffle 
algorithm with the structure algorithm we will apply 
the modified row compression (2.4) to the lower por-
tion of the transformed H matrix at each iteration 
(step 2b of DSSA).  
step 2 (see note 1) 
a. column compression on Gi . 
b. modified 	row _ compression , on Ili_ such 
that N(H 11 ) :JM(E i ), ill. 
Hit 
	iEi for 
some M i 










0 	Y Ti .712 .71.1 •-i 	 u 1 1 
gig 0 	0 wif 	H
11 	0 0 
DSSA requires no transformations on the de- 
scriptor variable x k . Vectors u k and yk are trans-
formed into related vectors u k and yk respective-
ly. The result of DSSA is a system:S s (3.3) with 
input ilk , output yk , and within which x k is a state 
variable. Thus DSSA always provides a means of 
solving the regular descriptor system S, since S s 
 can be solved iteratively to obtain xk . This is
just a modification of the method of solution pre-
sented in [6], more efficient in the same sense in 
which (3.2) is more efficient than (3.1), depending 
as it does on only one m-vector input rather than on 
several vectors each with m components. 
In case S is invertible, then state system S 5 
 can be immediately inverted to find S-1 (4.1), a
system which yields sequence uk given xo and se-
quence yk. 
In the initialization of DSSA we use notation 
like A E R°xn . This means that A is a "null matrix' 










We now present the algorithm. 
Descriptor System Structure Algorithm (DSSA)  
1. Initialization: 
a. system - Bo ■ E, Fo ■ F, qo - G, 140 ■ Er Jo 
J 
b. transformations - Y° 	/ , to 	/m 
(i. e . 
identity matrices) 
o 	o c. input and output vectors - u k ■ uk, y k ,. yk 
d. ma r additional condition infotion - F E 
ex n, G , ppxo, H  , exn '  uk 
 , 1(ox 1
' 





I Yi+11 61+111I10 
0i+1 	
Hi+1 	ji+1 	0 	(U i+1)-1 
e. i-0. 
2. Iteration i+1: 
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Yk-1 
























+ Jn uk 	 (3.3b) 
END OP ALGORITHM. 
ss 
i 
b. tramorsations - Y
i+1 = TO+1 i 	3+1 	
Theorem 3.1  
= U e 
If S is regular then DSSA results in a system 
c. input and output vectors - 	 of the form (3.3). 
proof: 	The proof is straightforward and follows 








) 	 from the discussion in [6]. 	Since Ei eventually 
attains full rank for i 4 n, then clearly for some 
1+1 	+1 i 	





Yk) 	 in Hi for k i R. 	
• 









l a • pa 0 	 u k . 






G - 1 6 1 ()On-P i 
Note that, like the shuffle algorithm [6] DSSA 
contains m_test for regularity of S since if on any 
iteration F
i 
is a non-null zero matrix then S is not 
regular. 
Corollary 3.2  
If S is regular then a 4 n and 0 4 n. 
proof: Immediate by Theorem 3.1. 	 • 
Notice that u 	le contains linear combina- 
tions* of components of uk through uk+a.' 	Like- 
wise yk c e contains linear combinations of compo- 








If p 	01 i____ 
r 	r 
and the corresponding quantities uosk , yo,k . 
—i 	
Each time step 4a of 2 was performed some in- 
= 1 k 	. 
i 1 Yk 
)13"0 i 	
formation was lost relating components of u k to 
Y  4 initial condition x0 [6]. The quantities updated in 








Using (3.4) we can define the subspace of admissible 
initial conditions as 
If (p - ad * 0: Define 
e. If i = n-1, go to 4. 
If i < n-1, set i = i+1 and go to 2. 
X
o 
= F 1 R(G) (3.5) 
where superscript •-1" represents here the inverse 
4. Stop: DSSA complete. 	 image of operator F [17] and R(G) is the range of 
. 	. operator G. X0 corresponds to the subspace defined n n a. Define: uk = uk , yk = yk 	 in [27) and to the (E and F,G)-invariant subspace of 
[32]. See also [33]. If G=0, then Xo = N(F) is the 
a = 
 
hi hest: 	of z in Ur' 	 subspace HI defined in [31]. 
0 = highest power of z in Yu 	 If we know the input then we know u and uo 




 admissible initial 




= -F G u
o 
+ N(i) 
where superscript "+" represents Moore-Penrose in-
verse and N(F) is the null space of F. 
(3.6) 
Note 1: 	If 6, has zero rows omit steps 2a, 3. 
Set p = O. 	If H
i 
has zero rows omit step 2b. 
Set w i = O. 
At each iteration certain relations must also 
hold between components of y k and initial condition 
x0 [15]. The quantities updated in 3.d. allow us to 
express these additional conditions as 
Some of the termination properties of DSSA are 
now given. 	 y 0 Hz . 	 (3.7) 
In the next section we discuss inversion of 
S. If it is desired to use DSSA only to solve S 
given x0 and%
sk
, then the algorithm can be applied 
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I 1 3 	0 
	
yk = 1 1 0 -1 
	xk 
10 -2 	01 
2 0 -2 
0 	1 -3t 
1 0 21 
0 0 
1 0 
1. Initialize  
11 0 0 
O 1 0 





 I 1 
0 




u 1 k+1 
  
only to (2.1a) to obtain (3.3a), which can be solved 
iteratively for x k . Then (2.1b) gives y k . 
The example in section 5 illustrates the appli-
cation of DSSA. 
4. DESCRIPTOR SYSTEM INVERSION 
The results of this section are well known for 
state systems. We merely use DSSA to extend them to 
regular descriptor systems. 
A least-square inverse for S 8 is given by 
[700,15] 











n (/ - JnJn )vk  
proof: Sufficiency. 
Given y = y E ek - and the additional 0.k+0 
conditions (3.7) we can find SrO,k+0sr  Then if Jn has 
full row rank p, S-1 yields a v6 K,A which when 
applied to S8 gives output 	,L, [15]. 	In 
turn, V  and additional conditions (3.4) allow 
the cal:Ma:Aim of 1, the required input to S 
to produce the desire'  ir 0,k+0 
Necessity  
See [15]. 
Note that although our definitions of inverti-
bility specify xo = 0, our method allows us to solve 
the left and right system inversion problems given 




+H nxk 	n 
+ J yk  + (I - J
+J n  )v n n 	k 
for any vk . We now define two types of descriptor 
system invertibility. 
We say S is left invertible with delay 6 if for 
every k > 0, uo,k 
can be uniquely determined 
by y k+6 when xo = 0 [7,13,15,17]. We say S is 
right' invertible with delay 6 if for every k > 0 
and y c RP 	 k+6 _there 	exists 	a 7:: 	such o.. 
that y4 , 4.4 = y when x0 	0 (14,15,17,zuj. Then we 
have thrf011owing results. 
(4.1) 
5. EXAMPLE 
1 0 0 	
k+1 	
0 -2 	0 
010x=2 0 -2 x+ 
0 0 0 	 0 	1 -3 
O 2 
O 0 Il u k ,xo 
1 0 
Theorem 4.1  
System S is left invertible (with delay 0)r if 
and only if Jn has full column rank m. Then uo k 
 provided by ,S- ' and the additional conditions (3.4) 
provide the information required to uniquely recon-




	is uniquely determined by the 
giyen yo 	Tflen if Jn has tgll column rank m, 
s 	provides a unique value for 0o,k  [10,15] 	From 
Z'o,k can be reconstructed the sequence ux) 	except .k 
for the components of u k about which information 
was lost due to the die-shifts of step 4a [6]. 
Now, G has full column rank by construction and xo 
 is assumed to be admissible (in fact, in the defini-
tion of left invertibility x 0 = 0). Therefore, 
(3.4) can be solved uniquely for u which provides 
the additional information required0to solve for the 
'missing' components of Tio,k . 
Necessity  
This portion of the proof is the discrete-time 
analog of the proof given in [7] except for a minor 
modification to take into account the nonsingular 
transformation y2. •
Theorem 4.2 
System S is right invertible (with delay B) if 
and _only if Jn has full row rank p. Then the desir-
ed y = yo _ k+a and the additional conditions (3.7) 
provide.. "Ilre information required to con- 
struct Co. k+0 	Sequence tai k a provided by S-1 and 
the additional conditions 	then give the infor- 
mation needed to construct the required in- 
put uo,k+0.  
I; 3 -0I 	1004 0 	0 0 
2. Iteration 1: (i=0), step la, lb, 2a, 2b 
1 0 0 	0 -2 	0 	2 0 
1 
0 1 0 
- 0 0 0 	
12 	0 -21 
11
O 0 
0 1 	3  O 1 
Y2 . 10 11 	11 0 -11 	)0 01 
2 	11 	01 	11 	3 	01 10 01 
01 
= [1 3 0] = [1 3] 10 0 1 :1 
	






step 3, 4a, 4b 
   
    
o! 
 
1 	0 0 
0 1 0 
O -1 3 
i0 -2 	0 
12 	0 -2 









1: 	11 	11 	0 -11 	10 	01 
1 01 	16 -2 -61 	12 Of 
. 10 11 
13
21 	s 0 
3. Update  
Ti 	1: 01 ' 
(Note: superscripts within square brackets indicate 
components of vectors.) 
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- 3 -2 2 
END OF ALGORITHM 
uk 
step 4a, 4b 
1 0 	1 O0 -1 31 i0 	0 ,!	 0 
10 -2 I 
2 0 -2 	
1 0 1 
12 0 1 0 0 
0 1 
Y Y Y 3 2 1 	lz 0 








02U 1 	0 
Y2 . ID :I 	U2 	i° 1 1 0	 z 0 
Yk+1 
	
i k = 	2 
Yk+1 
10 1 -31 
110 
	01 














 . Yk 
2 
Yk 
2. Iteration 3: (i-2), no change. 
3. Stop  
2 u 3 	1 k 








   
1 3 	0 
- 1 	
- 







. [0 1 -3] 
u° .1 u 1 k 	1X 	W2 U 	01 1 .1 k =  
2 
1 , U 
• r 
1 
11 3 	0 	o 	
Yk 1 
1 0 -11 ' Y y 1 k 2 
Yk 
2. Iteration 2: (i.1), step la, lb 
uk 
 
10 -2 	0 
1(2) 0 0 11 
 
1-6 0 	61 x
k + 0 
1 	01 . 
1 xk+1 
▪ 
2 0 -2 
-6 0 6 	1 -
0 yk xo 1 
1
I 
0 	1 01 




   
10 	11 	16 -2 -61 	12 0 	11 	01  -i 01 U ■ Y1 n 11 	01 	11 	0 -11 	10 01 1 - 0 11 	 1- 3 1 	1 
Ilk - 1-20 0 201 xk + 	3 -3 Yk 
step 2b, no change 	 ,,, .- 
additional conditions (3.4) ;x0 s -G :10 : 
01 
H11 - [1 0 -1] - [ 3 	3 	




[0 1 -3] xo ■ -luo
i ] 
0 -1 3 
subspaces of admissible initial conditions: 
L 1 	0 , w 1 	1 3 Xo F R(G) 	R 











3. 	ate 	 additional conditions (3.7) Yo ' 
Hx 
6. CONCLUSIONS 
The Luenberger shuffle algorithm and the 
Silverman structure algorithm were combined into a 
descriptor system structure algorithm (DSSA). DSSA 
was used to extend known results on state-space 
system left and right inversion to descriptor.sys- 
tems. 
On further study, DSSA should yield results on 
the structure and properties of descriptor systems 
comparable to those of Silverman, Molinari, and 
others for the state-space case [4,8,15,28-30]. 
Results on descriptor system unknown input unobser- 
vable subspaces, feedback properties, optimal con- 
trol, etc. should be forthcoming. 
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Descriptor Systems: Decomposition Into Forward and 
Backward Subsystems 
FRANK L. LEWIS 
Abstract —It is shown that a decomposition of the descriptor space with 
certain properties induces a decomposition of the descriptor system into 
forward and backward subsystems. Different decompositions correspond to 
different apportionments of the required boundary conditions between 
initial and final times. Applications include several different but equivalent 
methods for solving the descriptor system and a clarification of the 
relations between some previously known methods of solution. 
I. INTRODUCTION 
There are many algorithms to solve descriptor or generalized-state 
space systems [2]–[9]. We present an approach which attempts to interre-
late some of these algorithms by dealing with the geometric structure of 
the descriptor space. Given a decomposition of the descriptor space with 
certain properties .9'.:DY" = R", we show that a decomposition of the 
descriptor system into forward and backward subsystems is induced. The 
subspaces Yand g-can be chosen depending on how it is desired to split 
up between initial and final times the additional conditions required to 
specify a unique solution of the descriptor equation [2]. 
Manuscript received October 12, 1982; revised February 23, 1983. This work was 
supported by the National Science Foundation under Contract ECS-8204656. 
The author is with the School of Electrical Engineering, Georgia Institute of Technology, 
Atlanta, GA 30332. 
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We present several equivalent formulations of our forward/backward 
(F/B) decomposition. These reduce in particular cases to several known 
algorithms. The F/B decomposition thus helps clarify the relation be-
tween these algorithms. It also provides several equivalent methods for 
solving descriptor systems and yields expressions for the subspaces of 
admissible initial [5], [6], [8], [14] and final conditions. Light is shed by 
this approach on the nomenclature "nonoriented abstract object" used in 
[20], [21]. 
The key paper by Wong [4] provides the background for this note. 
II. THE FORWARD/BACKWARD DECOMPOSITION 
Consider the following linear discrete time invariant dynamical equa-
tion over the real numbers 9?: 
Exk+i = Ax k + Bu k ; 	k =0,1,• • ,N -1 	(2.1) 
where the uk E 931 "', x k E 9?", and E, A, B are constant matrices of 
appropriate dimension. We consider the case (zE - A) regular, i.e., IzE 
-Al not identically zero [1]-[3]. Luenberger has shown that in this case a 
solution sequence x k exists for all sequences u k [2]. N simply specifies a 
time interval of interest. 
In the event of singular E, x k should not be considered a state for (2.1) 
and following Luenberger [2] we call x k the descriptor variable. If E is 
nonsingular, then (2.1) is a state system which can be solved by iterating 
forward in time given initial condition x 0 . On the other hand, if A is 
nonsingular, then (2.1) can be solved by iterating backward in time given 
final condition x N . 
If E and A are both singular, the situation is considerably more 
complex and interesting. There are many different approaches for solving 
(2.1) in this case [2]-[9]. Luenberger has shown that if (zE - A) is regular, 
then a unique solution sequence x k is determined by specifying uk and 
additional conditions x k at the initial and final times k = 0 and k = N. 
In general, the additional conditions x o and x N cannot be specified in 
an arbitrary manner, and the subject of "admissible additional conditions" 
has received much attention from many different points of view [2]-[9]. 
We propose to decompose (2.1) into two subsystems, which we call the 
forward and backward subsystems. This approach makes clear exactly 
which additional conditions x 0 , x N are admissible and yields different 
decompositions depending on how it is desired to specify x o , x N . We 
show how several of the approaches [2]-[9] follow as special cases of our 
descriptor system forward/backward (F/B) decomposition. Our point of 
view thus relates several approaches which seem at first glance to have 
little to do with each other. 
Subspace ,9° c 9?" is a deflating subspace [10] if dim(E.9" + 	) = 
dim(Y). If E = I, the identity, then this reduces to the definition for an 
A-invariant subspace [11]. Let R(A), N(A) denote the range and null-
space, respectively, of A. Then we have the following result. The proof 
follows directly from the definitions of regularity and deflating subspace 
and is omitted. 
Lemma 2.1: Let (zE - A) be regular, 5° and 9" c 9?" be deflating 
subspaces with .5P 09".1". Then (EY + A,..9°)0(E9" + Ag")= ❑ 
Now let .9' and d' bedeflating subspaces with Ye = .9e". Define 
5° = + = E,T + ACT. Then by the above result .9 e = 9r . 
Transform (2.1) to bases adapted to the decompositions Y®9= 
67° = 9P": that is, define matrices V, 12 , U, CI so that = R(P), = 
R(17),,9° = R(7),, = R(C.1) and let V= [ V V], U= [U CI]. Then 









[Matrices E, A, B, E, A, B are defined by (2.2).] This transformation cor-
responds to a descriptor-space transformation T= V-1 . We will use the 
caret to denote quantities represented in the new basis, hence 
ik=TXk- V 1 .Xk (2.3) 
represents the descriptor-space transformation. Our procedure should be 
compared to discussions in [10]. 
At this point it is not clear what we have gained. We have decomposed 
(2.1) into two descriptor subsystems (2.2), but in general matrices 
E, A, E, A are all singular; so that the problems associated with solving 
(2.1) also arise in solving the two subsystems. Let us therefore pose 
restrictions on Yand 9-so that E, A become nonsingular. 
To this end, we use two algorithms which have appeared before [4]. Let 
gh c gf", and let 
Ark + = 	1(EXA), 	X0= 91) " , 
	 (2.4a) 
	
gYk= E 1 (A 6k+1) , 
	 (2.4b) 
for k = 0,1, • ,n -1. The notation A -1 (-) indicates inverse image. 
Define the initial manifold HI = X„ [4] and the final manifold HF=g„. 
Note that H, corresponds to Verghese's (E and A,0)-invariant subspace 
[14]. Note further that Alli c Eli, and EH,. c AH F; so that /I, and HF 
are both deflating subspaces (it is shown in [4] that N(E)fl H, = 0, and 
similarly N(A)fl HF = 0). Now we have the next result. 
Theorem 2.2: Let (zE - A) be regular, 5° and 	c 98" be deflating 
subspaces with .®.T = 9/". In addition, suppose 5' c 1/1 , l c HF. Then 
in bases adapted to the decompositions 5 9 19,.V- = 9P",5°O.9"= 9f " system 
(2.1) becomes (2.2) with E and A nonsingular. 
Proof: (In the full notation of [1].1) E is the restriction of E to 5° with 
codomain ,91E1,9°. It is shown in [4] that EIH, is one-to-one if and 
only if (zE - A) is regular. Hence, Elbe, c H, is one-to-one. Therefore, 
5"IE1,5Pis also. Similarly, A is 9"IAIT, which is one-to-one if (zE - A) is 
regular. Since E and A are square due to their restricted codomains, they 
are both nonsingular. ❑ 
Theorem 2.2 allows us to write the following forward/backward (F/B) 
decomposition for (2.1) which is induced by the selected decomposition 
Y®9" = 9?" of the descriptor space. Let 
= Tx k = 
[ilk] 
Xk 
where :4E5° c11,,I lk'Eg- CHF . Then (2.2) yields 
5c,, +1 = E - 	+ E -1 Ru k , 	5c4 E S 
	
(2.5a) 
4 --- A 1E4, --- A -1 Bu k , 	 XN E T 	(2.5b) 
for k = 0,1,• • • ,N -1. 
System (2.5a) is a forward subsystem which can be solved by iterating 
forward in time given initial conditions .ic ‘f„ and (2.5b) is a backward 
subsystem which can be solved by iterating backward in time given final 
conditions :k ik. 
Let (A IB) N = R(B)+ AR(B)+ • • • + A N-1R(B). Then from (2.5) we 
can write the subspace of admissible initial conditions given the decomposi-
tion .9°H)9. = .9?" as 
.1-0 = ,g' ,5((k 1 E) N5r+(11 -1-EIA -1 13)0. 	(2.6a) 
Compare this in the case ,..9° = H,, .9" = HNI (defined in Section III) with 
the results in [5], [6], [8], [14]. Similarly, we can write the subspace of 
admissible final conditions given the decomposition 5°6)9. = 9?" as 
.tN =5. 0((E-1A) NY +(E-1/TIE -113) N ). 	(2.6b) 
Our approach shows that we may exercise our option for selecting the 
additional conditions required to specify a unique solution in several 
ways. If we desire, given Yand 9", to specify as many initial conditions as 
possible, then we restrict the choice for sequence uk , which according to 
(2.6a) must be chosen to make the desired 5c o E X° compatible with (2.1). 
Similarly, if we desire, given Y'and S', to specify as many final conditions 
as possible, then according to (2.6b) we must again restrict the choice of 
u k to values that make X N E ArN compatible. An alternative selection of 
the additional conditions which does not restrict the choice for u k is the 
choice of the additional conditions to lie in the subspace of admissible split 
conditions 
{[ 5cl'i: 	e 	e 	 (2.6c) 
xik 
a) A 	1 E is nilpotent. 
b) .9° is the maximal subspace such that E = YIE,1,99 is nonsingular. 
Proof: Note that g- = 11,,, as defined in [4] and use the results there. 
Selecting <9' = 	= HN, as in Theorem 3.1 results in a maximally 
forward decomposition of (2.1) and makes (2.2) the Kronecker canonical 
decomposition [1], [12], [13], [17] for (2.1). In this case (2.5) is the system 
of [6], for which a closed-form solution is given therein. See also [22]. 
Now, consider the following choice for ,9 9, J. Define HNF= .1,, given 
by (2.4a) when S 	= 0. 
Theorem 3.2: Let 9- = HF and ,5° = /INF . Then S° ®.T = gen and ,99 c 
H, so that (2.5) is a decomposition for (2.1). Furthermore, 
a) E -1A is nilpotent, 
b) Jis the maximal subspace such that A = JIAIJis nonsingular. 
Proof: Similar to Theorem 3.1. 	 ❑ 
Selecting 	= HNF, T = HF as above results in a maximally backward 
decomposition of (2.1). A closed-form solution similar to the one given in 
[6] can be written in this case. In fact, the F/B decomposition (2.5) allows 
us to write closed-form expressions for the solution 3( k in terms of u k , 
and 54 for any choice of Sand J. The results of Sections IV and V lead 
to closed-form expressions for the descriptor variable x k in the original 
coordinates, although we shall not pursue this subject in this note. 
Note that the maximally forward decomposition has the maximal 
and 
Therefore, (2.5) becomes 
..,c. 	I 1 = 
iAb. = 
=T 1 = 
= EY' + 





i 	0 [ 0
	0 




ASP = R [ 
= R[ 
1 	-1  
- 1 1 
0 	2 
4 + 1 _01 1 








3 	 , 
- 2 
0 






U = [ 1 
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In addition to this freedom in choosing 1 0 , i N we have of course the 
freedom of selecting the subspace ,9 9 and f to begin with, which we 
illustrate in the next section. 
III. MAXIMALLY FORWARD AND MAXIMALLY BACKWARD 
DECOMPOSITIONS 
In this section we consider two particular choices for the pair ,9", ✓ and 
relate our result (2.2)-(2.5) to known results. 
First, we consider the following choice. Define "NI= 	given by 
(2.4b) when 	= 0. 
Theorem 3.1: Let = H, and J= HN,. Then ffe,9- = gen, 
so that (2.5) is a decomposition for (2.1). Furthermore, 
Then, using (2.4a) and (2.4b), we obtain 
1 	1 1 	2 
= R 8 	- 2 , 	HF 	R 8 	- 21, 
-13 1 -13 1 
2 1 
HA,/ = R - 2 , 	HNF = R - 2 	I . 
1 
Note HN/ c 11F , HNF c H, . (In fact, these subspaces were found not from 
(2.4a), (2.4b) but by using the generalized eigenstructure of (X E - A) [4], 
[10]. See [16] for details.) 
1) Maximally Forward Decomposition: Let SP = 	J=1-41 . Thus, 
number (deg(IzE - Al)) of additional conditions specified at time k = 0, 
while the maximally backward decomposition has the maximal number 
(deg(IzE - Al)) of additional conditions specified at time k = N. See the 
discussion in [15]. See also [19] which expresses H,, HN,, HF, HNF in 
terms of eigenspaces of (XE - A) -lE. 
In Section VI we present an example illustrating these concepts. 
IV. DOUBLE-SWEEP FORMULATION OF F/B DECOMPOSITION 
In [2], Luenberger gives a "double-sweep" method of solution for (2.1). 
Although the exact relationship of his method to our approach is still 
under investigation, we can present a double-sweep method based on (2.5) 
which is similar to his. 
Thus, we identify 'i lk in (2.5a) with his "condition vector"; so that (2.5a) 
becomes the initial forward sweep of the algorithm. That is, given :x i: we 
can find .xk for all k. Now we must derive a backward sweep which 
reconstructs x k given i lk , uk , and .54 by iterating backward in time. 
To this end, note that x k = T-1zk = V.xk + V.xk, or using (2.5b) and the 
fact that Sc ii:+1 = tx k 
x k = 	 VA- 1 Buk , 	k = 0 , 1 , - , N -1. 
+ 1754. 	 (4.1) 
Equations (2.5a) and (4.1) are very similar to those presented in [2] as the 
double-sweep method. 
The double-sweep F/B method of solution of (2.1) is illustrated in the 
example in the next section. 
V. EXAMPLE 
This example is taken from [5]. Let (2.1) be given by 
[
1 0 -2 	 0 	-1 	- 2 	1 
-1 0 	2 x k +1 = 	27 22 17 xk + 2 uk . 
2 3 2 	-18 -14 -10 	0  
2) Maximally Backward Decomposition: Let .5° = HNF , 7 = HF. Then 
1 	2 
8 -2 , 
-13 	1 
1 
= 	+ ASP = R[ 1, 
-2 
1 	o 






Therefore, (2.5) becomes 
.1 	 .1 xki = - uk , 	x, given 
3 0 	
0 
xk= [ 2 	1-4+1 - [ 1 juk, 
0 0 	9 
3) Double - Sweep Formula ion of Maximally Forward Decomposition: 
Using b° = 111 ,.Y =11NI , then (2.5a) and (4.1) yield 
.1 	[ 3- 	01.1 
xk 41= 3 xk +I _
0




1 1 [ 
2 ll - 
xk= 8 - 2 x k - -
9 
- 	 u k . 	k =0,1,• • • ,N - 1, 
-13 	1 	 1 
1 
V = 7-1 = -2 
1 
i /k given. 
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4) Discussion: Note that 
state of maximal dimension 
decomposition has a backward 
1) and 3) yield different 
maximally forward F/B decomposition, 




— 13 	1 
in 1) the F/B 
equal to deg( 














has a forward 
= 2. In 2) the F/B 
dimension. 
of the same 






Given a decomposition of the descriptor space Ye Y = R" where Y, 5 ." 
are deflating subspaces contained, respectively, in the initial manifold and 
final manifold, we derived a decomposition of the descriptor system into 
forward and backward subsystems. We presented several equivalent for-
mulations for this F/B decomposition, and interrelated several known 
methods for solving descriptor systems. We presented expressions for 
subspaces of admissible initial, final, and split conditions. Our approach 
yields some new relationships between several known results and provides 
several methods of solution for descriptor systems. 
Since the subspaces discussed in this note are functions purely of the 
matrices E and A, the results will extend to the continuous case. For 
example, if the initial condition is contained in the subspace 11,, then 
impulsive behavior does not occur in the absence of impulsive inputs [28]. 
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REACH/0311.1TE AND CONTROLLABILITY FOR DESCRIPTOR mums 
T. L. Lewis and X. Oscaldiran 
School of Electrical Engineering 
Georgia Institute of Technology 
Atlanta, Georgia 30332 
ABSTRACT 
Two properties, reachability and modal 
contrcllat,ility, arc discussed for descriptor 
systems. The first is associated with open-
loop control and the second with closed-loop 
control. 
The open-loop control problem is solved 
for descriptor systems, and a result by Moore 
on closed-loop eigenstructure assignability is 
generalized to the descriptor case. 
I. INTRODUCTION 
Consider the time-invariant descriptor 
system 
• 
EX(t) = Ax(t) + Gu(t) 	 (1.1) 
where x(t) e RP, u(t) E en and E, A, and G are 
real matrices with appropriate dimensions. We 
shall assume that 	(i) 	E is singular, 
(ii) IAE-AI, as a polynomial in A, is not 
identically zero (i.e. (AE-A) is regular), and 
(iii) u(t) is differentiable sufficiently many 
times. 
Recently, a considerable amount of work 
on descriptor systems has appeared in the 
literature. The interested reader is referred 
to [23] for an extensive survey of the 
existing results. 
In this paper we discuss the notions of 
reachability and controllability for (1.1) and 
relate various definitions of previous 
authors. We present a solution to the open-
loop control problem, which depends on the 
notion of reachability. Then we generalize a 
result on closed-loop eigenstructure assign-
ability by Moore [20] to the case lE1 = 0. It 
is known [21] that pole assignability depends 
on the notion of controllability. 
It is clear from our results that if IEI 
■ 0 then the existence of an open-loop control 
is not equivalent to closed-loop eigen-
structure assignability. This is in contrast 
to the state-space situation. 
We begin with a review of the relative 
eigenstructure of the pair (E,A). 
2. RELATIVE EIGENSTRUCTURE 
Let E and A be nxn real matrices and 
define their relative spectrum a(E,A) as those 
complex numbers A for which 
(AE-A)v - 0 	 (2.1)  
for some nonzero v E Cn . Zero is in a(E,A) if 
and only if A is singular, for then Av = 0 for 
some nonzero v. Infinity is in o(E,A) if and 
only if E is singular for then, taking the 
limit in (2.1), Ev = 0 for some nonzero. 
We define the finite relative eigen-
structure as follows. 
For each distinct finite element 
A. of a(E,A),





 = 0 . 	 (2.2a) 
For each independent solution v1. of this 
equation, k define rank 
vectors v. 4 	as the 
vectors giAerated by the linearly independent recursion
k relative eigen- 
1 
(1.E-A)Nr il m-Ev. 	, k > 1 . 	(2.2b) 
ij 
Thus 	each 	rank 	1 	eigenvector 	for 
finite A. r a(E,A) tas in associated relative  




In the event E is nonsingular the above 
finite relative eigenstructure reverts to the 
standard eigenstructure of the single matrix 
E-1 A. If E is singular we must define in 
addition the infinite relative eigenstructure  
as follows. 
Define (infinite) rank 1 relative eige-
nvectors v by 
Ev 
1 
= 0 . 	 (2.3a) 
(These are just the rank 1 eigenvectors for 
eigenvalue zero of the single matrix E.) 
There are n = dim N(E) independent solutions 
to (2.3a), where N(•) represelts nullspace. 
For each independent solution v. 4kdefine rank 
k relative eigenvectors at -, 4 i , as the 
linearly independent vectors generatid by 
Ey_ j k+1 - Avk ,	
gei 
	k > 1 . 	 (2.3b) 
Thus each rank 1 eigenvector at infinity has 
an afsocitted relative eigenvector 
chain {v i , .v.i 
There are n chains at 4*. 	Define a. as 
A the length of (i.e. number of eigenvectors in) 
the i th  chain at =. Then v = sup{a.} is the 
index (of nilpotency) of the *atria pencil 
"'-A) [1]. Assume without loss of generality 
690 
References [2-6] either define or make 
m of the relative eigenstructure of 
ttr ices. 
ket 
If v 	(v ) is 
itagiary °Arts 
E (HN) be a real 




1, Hp - span tv.
k 
4 1. 
complex, we take its real and 




a H OHN . 	 (2.4) 




> at  > a t+1 a ... 	a
n 
call these subspaces the finite and 
nfinite relative eigenspace respectively. H I 
 as also been called the subspace of admis-
ible initial conditions for the system 
1.1). See [7-11]. See also [6,22] where HI 
 nd Hi are interpreted respectively as slow 






he total number of eigenvectors at is. Then 
lim HN - p, dim HI a n-p. Note that N(E)C: 
IN. Note also that degree of IAE-AI is n-p. 
By selecting the relative eigenvectors as 
I basis, the pencil (AE-A) can be transformed 
to a normal form. To wit, let right modal  
matrix 1/
k 
 have as columns the finite eigen- 
rectors v i followed by the infinite eigenvec- x 
tors v 
'set 
 Order these vectors so that the 6. 
index 'set li,j,k1 	increases in odometer 
order. 	Let left mods' matrix N have as 
columns tile vectors Ev 	followed by the 
vectors Av 4 ordered as above. Then change 
bases in Ihe domain (using V) and codomain 
(using N) of (AE-A) according to 
1 	
- 
W (AE-A)V = I
" 0 " AN-I, ' 
where 3 is in Jordan form, and N consists of n 
nilpotent Jordan blocks each of size a.. N 
describes the relative structure of OB,At vai. • 
and It is nilpotent with index v, i.e. N 	0 
0, N a O. 	Note that dim N(E) a dim 
N(N). (AI-J) 0 (AN-1) is the Weierstrass Form 
of the pencil (AE-A). 
If EaI, then N-V and the above construc-
tion reverts to the transformation to Jordan 
form J of a single matrix A. 
It is well known [12,6] that the rank k, 
k > 1, eigenvectors at • give rise to impul-
sive behavior in (1.1.) and following [19] we 
call such vectors impulsive directions of 
(1.1). Eigenvectors of rank 1 at •, on the 
other hand, do not give rise to impulsive 
behavior, and following [19] we call such 
directions nonimpulsive directions at •. Thus 
the trivial (i.e. length one) eigenvector 
chains at • do not give rise to impulsive  
behavior. 
The method of [6] for removing the impul-
sive behavior of (1.1) depends on proportional 
state feedback to reduce all eigenvector 
chains at • to length one. In this 
process, p-n new eigenvalues are introduced 
into the finite plane. 
3. DEFINITIONS OF REACEANILITT 
AND CONTNOLLASILITY 
Apply the transformation (V,1) of section 
2 to 
P(s) - [sE-A G] 	 (3.1) 
to obtain 
-1 	IsI-J 0 	B W SI a 	
0 	sN-I DI ' (3.2) 
which corresponds to a decomposition of (1.1) 










+ Du , 	 (3.3b) 
















. 	s 	f 
Several definitions have been advanced 
for controllability in descriptor systems. 
Different definitions arise because of 
different ways of dealing with the trivial 
chains at es. See [22] which has resolved much 
of the confusion by a time-domain approach. 
In this section we shall present some rela-
tions which will help further clarify the 
notion(s) of controllability for descriptor 
systems. First we present two definitions. 
Define (1.1) to be reachable (reachable  
at •) if for all xo , s71-7-71(xo,x 1 a HN ) 
there exists an admissible control u(t) on a 
finite nonzero interval 0 4 t 4 T so that 
solution x(t) to (1.1) satisfies x(0) = xo . 
x(T) = x 1 . This notion corresponds to C-con-
trollability in [10]. See also [6,13,15,16]. 
Reachability at • plus reachability in 
the conventional sense of state subsystem 
(3.3a) is equivalent to reachability of (1.1) 
as defined above [S]. 
Define (1.1) to be modally controllable  
(modally controllable at es) if all modes (all 
impulsive modes) can be excited from zero 
initial conditions using an input containing 
no component at the modal frequency (no 
impulses). This is the definition of 
[4,12,14]. We shall often omit the qualifier 
'modally'. 
Controllability at • plus controllability 
in the conventional sense of state subsystem 
(3.3a) is equivalent to controllability of 
(1.1) [12]. 
Reachability and controllability in the 
conventional state space sense of finite sub-








N"-'D] c. Let a • 	 a
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valent to the full rank of P(s) for all finite 
s, or equivalently to the condition 
dim(span fq e Rn-P lqT (sI-J) -1 11 is 	= 0 . 
(3.4) 
The next two theorems help clarify the notions 
of reachability and controllability at •. 
They relate several previously known results 
and present some new ones. Compare with [22] 
which contains portions of these results. 
Theorem 3.1  
The following conditions are equivalent. 
(1.1) is reachable at •. 
The rows of D corresponding to the bottom 
rows of all Jordan blocks of N are 
linearly independent. 
rank [D ND 	NV-1 D] = p. [8,13] 
R(N) + R(D) = le, where R(•) 	represents 
range [6]. 
qT (SN-I) -1  D = 0 for constant aL implies 
that q=0, i.e. dim (span {q e R I q(sN-
1) 1 D-0 }) = 0. (cf [15]). 
The matrix [E-sA G] (or equivalently [N-
ei D]) has full rank at s=0. [8,17]. 
proof: 
These results are all well known except 
for b. and e., for which the proofs follow. 
e. 	 qi ( sN -I) -1 D = -qT (I+BN + 
+s N ) D - 0 for all s if and only if 
all coefficient matrices are zero, which 
is equivalent to 
q
T
[D ND ... N
v-1
D] = 0 
b. Due to the structure of N, for [14 D] to 
have full rank it is necessary for the 
rows of D corresponding to all zero rows 
of N to be linearly independent. • 
Following [14] and in contrast to [17], 
define the infinite input decoupling zeros of 
(1.1) as the zeros at • of P(s) [18]. i.e. as 
the zeros at e=0 of P(1/s). 
Theorem 3.2  
The following conditions are equivalent. 
a. (1.1) is controllable at •. 
b. The rows of D corresponding to the bottom 
rows of the nontrivial Jordan blocks of N 
are linearlyindependent[19]. 
c. rank(ND 	NV-1  DI • p-n. [cf 13]. 
d. R(N) + R(D) + N(N) = RP [6]. 
e. dim (spank e Rflq N(SN-I)
-1 
 D=0/) = n  
f. PL--) (or equivalently [-
1 
 N -I D]) has full 
rank at s-0. 
g • 
I 17 01 -A G has full rank n, where a constant 
nonsingular 	transformation 	has 	been 
applied on the left of P(s) to obtain 
isi-I dal 
I 4. 
where E has full rank [12,19]. 
proof: 
All these results are well known except c. 
and e., which are easily proved as follows. 
where • is the ith row of D, * represents 
an arbitrary element, and the blocks 
denoted by oversize O's may be absent 
(e.g. if a
1 
= a2). There are p - a = n 
zero rows; and 2for the remainder of the 
matrix to have full rank it is necessary 
and sufficient that rows a for i = 
1,...,t of D be linearly (independent, 
which is condition b. 
e. As in the proof of V 	3.1 e., it 
follows that ciNsN-I)D = 0 if and only 
if q7 [ND 	N D] = 0. 	 • 
Note that conditions f. of the theorems 
show that reachability at • is equivalent to 
the absence of infinite input decoupling zeros 
in the sense of Rosenbrock [17], while con-
trollability at • is equivalent to the absence 
of • decoupling zeros in the sense of [14]. 
Conditions d. show on. the other hand that 
controllability at • is simply reachability 
at • modulo N(E) [6]. Thus reachability 
implies controllability. 
These results also hold with minor modi-
fications for discrete descriptor systems. It 
is of interest to compare the relation between 
reachability and controllability at e== for 
descriptor systems with the relation between 
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nventional teachability and controllability 
T discrete state systems. The latter, of 
purse, depends on the eigenstructure at s•0. 
In section 4 we present same results on 
)en-loop control of discrete descriptor 
'stems. 	The important property in that 
mtion is teachability. 	In section 5 we 
metallic a result of Moore [20] on closed-
xmp eigenstructure assignability. The 
mportant property there is controllability. 
4. NEACHASILITT AND CI' -LOOP CONTROL 
This section summarizes some results in 
38], and is presented here in juxtaposition 
ith the results nn controllability in the 
ext section in order to obtain a complete 
omparison between the properties of reach, 
bility and controllability for descriptor 
ystems. To simplify matters the discrete 
escriptor formulation is treated. The proofs 
an be found in [25]. 
Consider the discrete version of (1.1) 
kk+1 - Axk 
+ Gu
k 	
k • 0, 1, ..., N-1 (4.1) 




E Rn„ and integer N spec-
.fies the time interval of interest. 
Since (4.1) is regular, we can write the 
inique Laurent expansion for the resolvent 
iatrix as 
k 
(tE-A) -1 - z-1 	I 	, 
km-v 
Where v is the index of nilpotency of the 
pencil (zE-A). We call il k the fundamental 
matrix for (4.1). If 13•I then 'k S117 7777; 
0 . 
The importance of the descriptor funda-
mental matrix has been discussed, but is not 
generally realized. In [26] it is shown how 
to compute 1+0 given Pk and f ,, and in [24] 
it is shown how to comPute io-r from 13 and A 
by using the Drazin inverse.
k It is known 
[15,26] that #13 is the projection on H I along 
SN, and that -4 	is the projection on HN 
along H. 	The descriptoropen-loop control 
problem is solved here in terms of f it . 
Given 2 1, z2 E R, define the pair 
(11 1 ,22) _to be reachable if there exists a 
control u0 N for some N > 0 such that x0 N+1 is a solution to (4.1) with x0 • z i , xN • 
z 2. 	We shall loosely speak of (x 0 ,xN) as 
reachable. 	Define system (4.1) to be 
reachable if all pairs (x0 ,xN) are reachable 
for some N > 0. 
Since it does not guarantee the coupling 
between the input and the trivial modes at 
infinity, it is clear that controllability is 
not sufficient to solve the open-loop control 
problem. 
Theorem 4.1  
Let (4.1) be regular and define descriptor  
teachability matrix  
140G 
41G "' 	.4)-1G 
IN ` 4
-N 




G 	' 	(4.3) 
Then over any interval [0,N], the control 
sequence and the initial and final values of 
the descriptor variable are related by 
I f°E -4N-1AN  g 	1 A I l x 0 s DN uo,N . -N  
Furthermore, teachability for (4.1) can be 
studied in terms of (4.4). 	 • 
In (4.3),
k 
0 for k < -v. For ease of 
i notation this s not explicitly indicated. 
From this theorem there follow several 
results whose proofs are quite trivial. 
Superscripts •-1• and •-• denote inverse image 
of a linear operator and Moore-Penrose Matrix 
inverse respectively. The first result 
provides a teachability test. 
Corollary 4.2  
A regular system (4.1) is reachable if and 
only if, for some N > 0, 
1 40E 	.N-1AIN 	R(UN) R( •
)  f_NE 41_ 1 A (4.5)• 
Next, we characterize the reachable sub-
space of (4.1). 
Corollary 4.3  
Let (4.1) be regular. 	Then (x0 ,xN) is 
reachable if and only if 
I XN1 E 	-1 ROI ) xo 	4-N2 -#-1A 
If 13•I then with N-n (4.4) becomes 
11-AnI l




=  0 0 0 	u0,n 
(4.7) 
which is equivalent to (x - A lso) 	R[G AG 
An-1G], the familiar state system 
result. Note that the usual definitions of 
teachability and controllability for discrete 
state systems both derive from our single 
generalized definition for teachability of the 
pair (x0 ,xn). Hence, in the .usual termino- 
logy, a state system is reachable 
if x E RIG AG.•. An-1G] for all x E an , 
and Controllable if Anx
o 




The open-loop control problem for 





Corollary 4.4  
The minimum-norm control which makes the 
descriptor variable of the regular system 
(4.1) take on prescribed values x0 and xN 
 exists if and only if (4.6) holds, and then it 
is given by 
0,N 	
13+ lOE 	 IxN1 
N #
-N




This reduces to the well-known state 
space result in the case E=I. 
5. CONTROLLPABILITT AND EIGENSTRUCTURE 
ASSIGNMENT 
It is well-known that modal control-
lability and eigenvalue assignability are 
equivalent for descriptor systems [21]. In 
this section we generalize a result by Moore 
[20] to the case of descriptor systems. 
Current approaches to descriptor system 
pole assignment employ a 'fast feedback' to 
eliminate impulsive behavior, and then a 
second conventional state feedback on the 
resulting state subsystem to place the poles 
as desired [6,21,23]. In this section we show 
how to select a single feedback which directly 
assigns closed-loop poles and eigenvectors. 
Only the case of distinct closed-loop poles is 
treated. Theorem 5.1 is a direct and simple 
generalization of Noore's result. 
A 	key 	factor 	here 	is 	that 
although IIE-Al * 0, it is not guaranteed for 
all F that IIE-A-GFI * 0. Our feedback design 
method mug guareltee Vas. 
Let [I. (A) M (A)] 	be a rational basis 
for the null space of P(A) so that 
IMa) 
L(A)) 
(AE-A GI 	= 0 . 	 (5.1) 
Then we have the following result which shows 
how to select feedback F to yield a desired 
closed-loop eigenstructure. 
Theorem 5.1  
Let II.I n-n be a self-conjugate set of 
distinct finite complex numbers, where n = dim 
N(E). There exists a real matrix F such that 
(A + GF)v. = A.Ei., i* 
and IAE-A-FGI 	0 it ald only if 
1.VectorsEv,i = 1,...,n-n are linearly 
independent in Cn , 
* * 
2. vi = vi  when A. . 4 , where * denotes . i 
complex 6onjugatton, J 
3. v
i 
 c R(L(l i )). 
proofs 
Sufficiency  
If 3. holds then vi = L(l i)k i for some 
vector ki . Then by (5.1) 
(A iE-A)vi  + GM(1.)k. m 0 .  













(kg-(aiGm))...(1 , for i = 1,...,n-n • 
Therefore the finite and infinite eigenspaces 
with feedback are given by 
R
IF 
= spanlv.1, H 	= N(E) . 
NF 
Now {Ev.} linearly independent implies the 
restriction 	Ellin. 	is 	one 	to 	one; 
so (AE-(A+GF)) is regular [7]. 	. 
To show (5.2) has a solution, write it as 
FV-W, which has a solution if and only if N(V) 
C N(14) . But {Ev.} linearly independent 
implies {v.} linearly 
• 
independent so that N(V) 
= 0. Tb show solution F can be chosen as 
real, use the construction in [20]. 
Necessity 
Let 
(A+GF)v. = I.Ev i for i = 	 (5.3) 
with F real. 	Then HIF m span Iv.I. 	By ▪ f [7], (AE-(A+GF)) regular 	implies {Ev.} 
linearly independent. F real implies condi-




= 0 r 
1 	 11 
which in turn implies 3. 	 • 
This theorem implicitly contains the 
result that at most n-n relative eigenvalues 
can be assigned to the finite closed-loop 
spectrum.. After applying the feedback 
only n m dim N(E) eigenvalues remain in the 
infinite closed-loop spectrum; so only rank 1 
eigenvectors at infinity remain. Accordingly, 
the feedback constructed by (5.2) eliminates 
the impulsive behavior of (1.1). Compare with 
[6,23]. 
6. CONCLUSIONS 
We have shown that the distinct defi-
nitions of controllability for descriptor 
systems in the literature arise from different 
ways of dealing with the eigenvector chains of 
length one at infinity. Defining two prop-
erties, which we have called reachability and 
(modal) controllability, removes the confu-
sion. 
We discussed reachability, defining a 
descriptor reachability matrix and solving the 
generalized open-loop control problem. Then 
we discussed pole assignability, which depends 
on controllability, presenting a generalized 
version of a theorem by Moore on closed-loop 
assignment of eigenstructure. 
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The distinction between descriptor system 
reachability and controllability depends on 
the eigenstructure at infinity, much as the 
distinction between the conventional prop-
erties of teachability and controllability for 
discrete state systems depends on the eigen-
structure at zero. 
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Abstract  
This paper uses the fundamental matrix of a 
regular discrete descriptor system to derive expres-
sions for descriptor reachability and observability 
matrices. Reachable and unobservable subspaces and 
a subspace of admissible boundary conditions are 
defined. It is shown that the natural space for 
agalyzing descriptor system properties seems to be 
len (where n is the dimension of the system), not R n 
 as is the case for state-space systems. Solutions 
are provided for the descriptor open-loop control 
and estimation problems. 
I. INTRODUCTION; 
There have been many approaches to analysis of 
descriptor or generalized state systems. These may 
basically be divided into time domain methods (1-
6,15,22] and polynomial matrix/matrix pencil methods 
[7-9,19,20,23,25]. Various approaches have used the 
Drazin inverse [3,9,15,22], generalized eigenstruc-
ture (13,25,27-30], Weierstrass form [4,6,7,17,18, 
24,25,27,31], numerical methods [6], and the concept 
of the output-zeroing problem [32]. The above 
approaches are not mutually exclusive and indeed 
their interdependencies are what make the study of 
descriptor systems so fascinating. These systems 
provide a focus which highlights some new relations 
between many different techniques. 
In this paper we use a time-domain point of 
view and the descriptor fundamental matrix to define 
reachability and observability matrices. Our 
approach allows us to define reachable and unobserv-
able subspaces in terms of the descriptor fundamen-
tal matrix. We are also able to solve the descrip-
tor open-loop control and estimation problems. 
A distinguishing feature of our work is that, 
in consonance with the noncausal or •nonoriented" 
nature of descriptor systems, we work with 
1::1 	R2n , 
where 0, ■ represent initial and final times. This 
allows us to help clarify the duality between reach-
ability and observability in the time domain (see 
also (17] which treats continuous systems). All of 
our results depend on the fundamental matrix; so no 
transformation to special fora is required. 
The focus here is on discrete systems, though 
the descriptor Cayley -Hamilton theorem (11] should 
allow a generalization to continuous systems. 
*Supported by NSF Grant ECS -8204656. 
At each step it is shown how the familiar state 
space results are recovered as a special case of the 
results presented herein. 
II. FON0U4ENTAL MATRIX AND 
CATLET-HAMILTON TRIONN4 
Consider the linear time invariant system over 







yk • MXk 	
k • 0, 1, 	1-1 
	
(2. 1b ) 
where Ilk t Ma , 	e R
n , yk e RP, and N specifies the 
time interval of interest. If E is singular then x k  
should not be considered the state of (2.1), and 
following Luenberger [1] we call x i, the descriptor 
variable. Note that if E is nonsingular it is pos-
sible to solve for x k by forward iteration given 
xce On the other hand, if p is nonsingular it is 
possible to solve for x i, by backward iteration given 
xN. In general, however, it is not possible to 
solve (2.1) by simple iteration in one direction 12-
6]. 
We assume throughout that (2.1) is regular, 
i.e. its-PI 0 0 (1,2,7,8). In this case we can 
write the unique Laurent expansion for the resolvent 
matrix for large values of z as • 
(=E) -1 • z 1 	rL kz -k (2.2) 
k•-1l 
where u is the index of nilpotency of the pencil 
(tE -F) [9 -11]. We call f• k l the fundamental matrix  
for (2.1). Note that •k satisfies the well-known 
equalities 





I ' 	 (2.3b) 
6
ok 
is the Eronecker delta [10,12]. 
The importance of the descriptor fundamental 
matrix has been discussed, but is not general! y 
realized. In 1121 it is shown how to compute {Ok i 
given 00 and # 1 , and in (9] it is shown how Eo - compute 190 from E and F by using the Drazin 
inverse. 	is known (10,12] that ♦01 is the pro- 
jection on along RN , and that -0_ 1F is the pro- 
jection on MN along Si , where the finite and 
infinite eigenspaces 11/ and EN are defined in (12-
14]. NI may also be interpreted as the subspace of 
admissible initial conditions with sero input 
[1,2,13]. 
In this paper we focus on the properties and 
uses of the descriptor fundamental matrix. The 
first result is the following. 
(2.3a) 
where 
293 	 CH2093-3/84/0000-0293 $1.00 C 1984 IEEE 
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- p
nk-n • 0 	(2.5) P0k - P1k-1 
for k n and k 4 -1. 




1 11' ' 0 1 0 H 
V• -1 
9 
▪ -F 0 	• 











(2.6b) x i 












If 11•I, then condition (3.2) becomes 




_1 G 	' 
00G 
D • N 	I# G 
-N 
proof: Show ANAL • I by using (2.3a). 	 • 














. 	 (2.10) 
Let 




- 	- p . (2.4) 
Then 
proof: see (11]. 	 • 
If 11■I, then u 0 and #k 	Fa; so that (2.5) 
with k-n becomes simply A(F) • 0. We therefore call 
Theorem 2.1 the descriptor Cayley4larmilton theorem. 
We shall require the following notation. Write 
(2.1) in expanded form (c.f. (1,2]) as 
. 
0 G 
or by appropriate definition of the coefficient 
matrices All B1, CN and the input,._descriptor, and 
output sequence vectors uots, 20,1: y as 
It is well known (1,2] that regularity of (2.1) 
is equivalent to ; the full rank of AN and as, and 
hence of A and aN, for all N > 1. 
III. RRACRABILITT 
Given x i , s 2 E R
n
, define the pair (2 1 ,22) to 
be reachable if there exists a control u 0 N for some 
N > 0 such that x0  is a solution to tz.la) with 
x0 • z i , xN • 22.01 iti will loosely speak of (x0,x0) 
as reachable. Define system (2.1) to be reachable 
if all pairs (x0,xN) are reachable. This is consis-
tent with definitions in (4,10,15]. 
It is well known (4] that (2.1) is reachable if 
and only if 
rank[116-F G] • n all z 	(3.1a) 
and 
rank[11 G] 	n . 	 (3.1b) 
The next result presents one possible condition 
for reachability in terms of the fundamental matrix. 
Theorem 3.1  
• • • 0 0 
• • • • • • 
• • • • 
• • • 	-F 
• • • 0 	11 nN x n(11-1) 
AN xe,N+1 HN 
Yo,N CS ao,N 
Define also the auxiliary matrix 
which is just AN with the first and last block 
columns deleted. 
The next results will subsequently be required. 
Lemma 2.2  
Suppose (2.1) is regular. Then a right inverse 




By using (2.2) and (2.5), the theorem follows 
Theorem (3.1) is not useful for our objectives, 
which include the computation of the open-loop 
control required to make the solution to (2.1) have 
desired values of x0 and 144. Accordingly the next 
result is presented. 
Theorem 3.2  
Let (2.1) be regular and define descriptor  
Teachability matrix  
Lemma 2.3  
Suppose (2.1) is regular. Then a left inverse 
of as for any N > 0 is given by 
Then over any interval [0,11], the control sequence 
and the initial and final values of the descriptor 
variable are related by 
rank[# kG 	1G #0G 	#n _ I S] • n . (3.2) 
proof: 





(a-11 G • 0 for q E R
n
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ollary 3.4  
Let (2.1) be regular. Then (sooty ) is reach- 
* if and only if 
Ix 1 	ICE 	-#11_1 71-1 
MD& • 
1 :1 1 c I  -4_ 11. 
(3.9)• 
-.11 -1 7 1 	S' 	u 
o 	
N 0,N 0_0 -410_1F 
IR 
I 
Equation (3.9) should be compared to the equivalent 
characterisation by deflating subspaces in [251 and 
(3.5) 	by Neierstrass form in [4]. 
thermore, reachability for (2.1) can be studied 






multiply both sides of (3.6) by AL as given by 
. 9) to obtain 
nce AN has full column rank (3.6) has a solution 
and only if (3.7) does. The form of (3.7) guar-
tees that we can solve for x i N given any so, 
• uo'N which are otherwise Consistent with 
3.7). Therefore (3.6) is equivalent to (3.5) 	• 
In (3.4), #k - 0 for k < -u. For ease of note-
on this is not mplicitly indicated. 
From this theorem there follow several results 
is proofs are quite trivial. R(•) denotes range 
linear operator, and superscripts •-1• and •+• 
ote inverse image of a linear operator and Moore-
rose Matrix inverse respectively. The first 
ult provides another reachability test. 
ollary 3.3  
A regular system (2.1) is reachable if and only 
for some N > 0, 
4m -1/ alte0 	)CR(UN) .  
If isI then with N-n (3.5) becomes 
-Fel len 	
G FG ••• PG-1 01 
10 	0 I x
o
- 10 0 	••• 	0 	u0,n 
which is equivalent to (xn - es0) c R[G PG ... 
"G], the familiar state system result. Mote that 
the usual definitions of reachability and controlla-
bility for discrete state systems both derive from 
our single definition for reachability of the pair 
(10 ,xn). Hence, in the usual terminology,state 
system is teachable if x c R[G PG 	Fil- 'G] for 
all .s C R , and controllable if eso RIG PG 
Fn-IGY forall so C R . 
The open-loop control problem for descriptor 
systems is solved nest. 
Corollary 3.5  
The minimum-norm control which makes the 
descriptor variable of the regular system (2.1) take 
on prescribed values so and Ku exists if and only if 
(3.9) holds, and then it is given by 
.170,N ON 
+ 01 	0.4F1 le, 
I# E 	-# F 	x 	' 	(3 ' 11)• -N -1 0 
This reduces to the well-known state space 
result in the case EsI. 
It is worthwhile to compare the notions of 
reachability and solvability (1,2,16]. (2.11 is 
solvable if a solution x0 N+1 exists for all u n. 
In general this occurs if ind only if R(IIN)(: R(Yg, 
or equivalently rank [SE-F1 - rank[SE-F G] for 
almost every s [161. 	Compare this condition to 
(3.1). Regularity implies solvability. 	(In (1,2], 
solvability and regularity are defined to be equiva-
lent, though in fact they should be thought of as 
distinct properties. See [1610 Solvability is 
defined in terms of (2.7a) while reachability is 
defined in terms of (3.7), or equivalently (3.5). 
IV. OSSEIMABILITI 
Observability for descriptor systems seems to 
be a more difficult problem conceptually than reach-
ability, as is attested to by the dearth of 
references on the subject. Ile deal with a form of 
observability which gives dual results in the time 
domain to those of section III, and which reduces if 
Ewa to the state space results. Our definition is 
similar to that in [17,201 and should be contrasted 
to the definition in [4]. 
• [aN EN] 





Next, we characterise the reachable Subspace 
1). 
Given si, s2 C 1e, define the pair (s 1 ,s 2) to 
of 	be observable ii for u0, N+1 - 0 and some N > 0, 
knowledge of the output y i 0.0 resulting when so s 
s i and solo- s2 is sufficAnt to uniquely determine 
moo, Es04.1• Sle shall loosely speak of (x0,x00) as 
observable. Define system (2.1) to be observable if 
all pairs (so ,s00) are observable. It will become 
clear that the choice of final time (i.e. 1+1 not N) 
will result in a duality with the results of section 
III. (Note: the pair (xn ,E...b+1  ) must be an admissible 












    
Men over any interval (0, N+1), the output and the 
initial and final values of the descriptor variable 




BOI IN+11 	IYN+11 




where'0, wN  are intermediate variables. Further- 
more, the observability of (2.1) can be studied in 
terms of (4.2). 
proof: Let uO,N+1 ■ 0 and write (2.6)/(2.7) as 
CN+2 x0 'N+2 a 1Y O7:0 I 	 ,N+21 
which can be rewritten as 
x 1,N+1 (4.3a) 
   
and 




x0 a 0 
Y 0111 
(4.7) 
    
O F
n-1 





so that wo 	Fx0 . Taking 







into account this and 
Define 	intermediate 	variable ; 0IN+1 
ell 
0,No and write (6.3e) as 
.10# 	-r. -1 o 
o 1 







• • • 
• • • 
rt ;0,1+1 
Theorem 4.1  
Let (2.1) be regular and define descriptor  
observability matrix  
Now, given (4.3a) has a unique solution with 
respect to fko , 16410 (i.e. possibly differ- 
ent x1,N0 give rise to the same Flip EX100 ) if and 
only if N(CN) C N(ao0). Since also has full row 
rank, this is equivalent to N(S) C N(L). Thus 
(4.3a) and (4.4) are equivalent with respect to 
uniqueness of solution. Due to the structure of 
(4.1) L, wl N ■ 0 and (4.4) is effectively equivalent to • 
At this point the next results are immediate. 
VI 
 
   
Corollary 4.2, 
A regular system (2.1) is observable if and 
only if, for some N > 0, 
(4.6) 





For a given T i _ N+1 , the solution to (4.2a) is 
unique with respecV to Fic o , Ex" if and only if 
(4.5) obtains. • 
The unobservable subspace is characterised 
next. Superscript "I° denotes orthogonal complement 
of a subspace. 
Corollary 4.3  
Let (2.1) be regular. Then an admissible pair 







.411 	1 1"67))  s. 
proof: Any 41 	N(V) results in 37 1,110 . 0. 
Such •unobservable intermediate variables•contri-
bute a component to the solution given by 
• Plc 	E# 	E# -N 0 	0 
IRANI IFt1 F#N_ I I IwN I 
IYN
Y0 	 I 




by 7' 1 , w+, 
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TOM 5.1 
Let (2.1) be regular. 	Then Oro's& is an 
ssible boundary condition if and only if 
- 
I#-1: 	#150F 	#011 	-#N0F 1 
of+ # 
-N2 




k. the familiar state space result. Note that the 
sal definitions of observability and reconstructi - 
lity for discrete state systems both derive from 
r single definition for observability of the pair 
) 01/1). Bence, in the usual terminology, xo is 
pervable if (4.7) his a unique solution with 
meet to x0, i.e. 11(V-) O. On the other hand, 
is reconstructible it (44) has % unique solution 
I; respect to zN, i.e. 111(V1-11C: ■ (F ). 
Finally, the descriptor variable boundary value 
mostruction problem is solved.  
where superscript •-1' represents inverse image. 
proofs  
Rote that in (S.1) the first term of RES is the 
input-dependent portion and the second term of RBS 
is the sero-input portion of the solution. 	Let 
(2.1) be regular. 	Then the zero-input solution 
supplies n additional conditions which, together 
with u0 N, specify a unique solution z0 p. The 
zero-input solution can be written as 
   
I- 	# F 
'02 , -1 
-90 1 
• 
• o or 
-.-N o 	I+#-1 F 
 
ollary 4.4  
Let (2.1) be regular and ;0 _ 10 • O. Then the 
Ales of Fx0 and Exis+1 can be vuniquely determined 
m y1 N0 if and only if (4.6) holds. In this 





- 	- Al 1 0,1+1 0,1114 1 
(5.3) 
    
liN1411 	
In#-M 
 r.-) 	7.2) -11 	- 
140 y1,N1 
12/0  
▪ (4.11)41 since aN is a submatrix of AN. Bence the zero-input 
solution satisfies 
REG this reduces to the known state-space result. 
It appears in general to be impossible, or at 
st too complex notationally, to solve for zo, 
I themselves. Mork on this is in progress. It 
uld also be possible to show the relation between 
5) and the duals of conditions (3.1) and (3.3) 
1 . 
It is worthwhile to compare the notions of 
ervability and conditionability 11,2,16]. (2.1) 
conditionable if there exists a unique Y0,1+1 for 
=0 M+1 satisfying xo c 	xis c N(F) [16]. 
s occurs if and only if rank Ism ,r) - rank I /2-2 1 
almost every z, and is implied by regulArgy. 
iitionability is defined in terms of uniqueness 
solutionYO N+1 of (2.7), while observability is 
fined in terms of (4.2). 
O. ADMISSIBLE BOUNDaRT CONDITIONS 
Define the pair (xNemo) to be an admissible  
ldary condition if, given (z0 0921, there exists a 
Ilion x0 N+1 to (2.1) for some u0 N. This is a 
tralization of the notion of admissible initial 
lition x0 discussed in [1-6,9,10,12-14,15,17- 
Such a generalization seems appropriate 
;use (2.1) is inherently a noncasual (i.e. non-
rnted) system; so that a symmetric treatment of 
:ial and final conditions is more natural. This 
vach was also successful in the above treatment 
leachability and observability. 
To characterize the set 01 admissible boundary 
litions as a subspace of R‘n, write the general 
It-squares solution to (2.7a) as 
 
/ 	 (5.1) MO s 211200,11 + (I - 2112N )/0,111+1 
arbitrary Tr. +1 . Since (2.1) is regular, (5.1) 
in exact cord ion (i.e. moo C R(AW)). Now we 
1*0 




R  412 
02 I • 
	
-1 F 	11-1 
The input-dependent solution was found to satisfy 
(3.9), which represents pairs (x0041) which are 
•admissible for some u *. 0,N 
The characterization (5.4) of the 'zero-input 
admissible boundary conditions• is consistent with 
(5,10,12,131, where it is shown that .11 is the 
projection onto the subspace of zero-input admis- 
sible initial conditions. It is shown in [5,12] 
that -_,F is•the projection onto the 'subspace of 
admissible final conditions,' which is again consis-
tent with (5.4). 




r R I 	+ [I 
x0 
(5.5) 
Thus for state systems with Nsero input any x0 is 
admissible while any xN n(F ) is admissible. The 
second term of this equation was discussed in con-
nection with (3.10). 
Bquation (5.2) should be compared to the 
characterizations of the subspace of admissible xo 
 by Drazin inverse in [3,9,15,22], by Neierstrass 
form in [4,6,17,1111, by deflating subspaces in [5], 
by recursion relations in [12,13,23], by matrix 




-rm ] -1 R(G 	FN-1G] . 
Our results show that the fundamental matrix is 
more important than previously realized in the study 
of discrete descriptor systems, and that the proper-
ties of these systems should be studied in terms of 
(1.1) where x0  and zo are the boundary values of the 
descriptor variable. Thus, reachable, observable, 
and admissible boundary value subspaces should be 
thought of as residing in en , not R. 
297 
The descriptor open-loop control and estimation 
problems were solved. 
Work is in progress on extending these results 
to continuous systems using the descriptor Cayley-
Naailton Theorem (11) 
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Fundamental, Reachability, and Observability Matrices 
for Discrete Descriptor Systems 
F. L. LEWIS 
Abstract—This paper uses the fundamental matrix of a regular discrete 
descriptor system to derive expressions for descriptor reachability and 
observability matrices. Reachable and unobservable subspaces are de-
fined. It is shown that the natural space for analyzing descriptor system 
properties is Rz" (where n is the dimension of the system), not R" as is the 
case for state-space systems. Solutions are provided for the descriptor 
open-loop control and estimation problems. 
I. INTRODUCTION 
In this paper, we use a time-domain point of view and the descriptor 
fundamental matrix to define reachability and observability matrices. Our 
approach allows us to define reachable and unobservable subspaces in 
terms of the descriptor fundamental matrix. We are also able to solve the 
descriptor open-loop control and estimation problems. 
A distinguishing feature of our work is that, in consonance with the 
noncausal or "nonoriented" nature of descriptor systems [22]424], we 
work with [a] E R 2  where 0, N represent initial and final times. This 
allows us to help clarify the duality between teachability and observability 
in the time domain (see also [16] which treats continuous systems). All of 
our results depend on the fundamental matrix; thus, no transformation to 
special form is required. 
The focus here is on discrete systems, although the descriptor Cayley- 
Hamilton theorem [11] should allow a generalization to continuous 
systems. 
At each step, it is shown how the familiar state-space results are 
recovered as a special case of the results presented herein. 
II. FUNDAMENTAL MATRIX AND CAYLEY—HAMILTON THEOREM 
Consider the linear time-invariant system over the real numbers R: 
Exk+ , =Fxk + Guk 	 (2.1a) 
yk = Hxk ; 	k 0, 1, • • , N-1 
	
(2.1b) 
where uk E Rm,.rk E R", yk E R P , and N is a finite integer defining the 
time interval of interest. Note that if E is nonsingular, it is possible to 
solve for xk by forward iteration given x0. On the other hand, if F is 
nonsingular, it is possible to solve for xk by backward iteration given xu. 
In general, however, it is not possible to solve (2.1) by simple iteration in 
one direction [2]-.[6]. 
We assume throughout that (2.1) is regular, i.e., IzE - Fl # 0 [1], 
[2], [7], [8]. In this case, we can write the unique Laurent expansion about 
infinity for the resolvent matrix as 
(zE - F) - = z -1 E itikz 	 (2.2) 
k= — p 
whereµ is the index of nilpotency of the pencil (zE - F) [91411]. We 
call Ickk) the fundamental matrix for (2.1). It follows directly from (2.2) 
that 4k  satisfies 
Eck FitOk —1 — Ookl 
	
(2.3a) 
OkE (14 — IF =1501 
	
(2.3b) 
where Sok is the Kronecker delta [10], [12]. 
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In [12] it is shown how to compute {4, k } given 420 and 	and in [9] it 
is how to compute {4} from E and F using the Drazin inverse. 
(The Drazin inverse can be computed recursively as described in [3].) It is 
shown [10], [12] that 420E is the projection on HI along HN, and that 
- 4)-IF is the projection on HN along HI where the finite and infinite 
eigenspaces HI and HN are defined in [12]-[14]. H1, may also be 
interpreted as the subspace of admissible initial conditions with zero input 
[1], [2], [13]. 
In this paper, we focus on the properties and uses of the descriptor 
fundamental matrix. The first result is the following. It is proved in [11]. 
Theorem 2.1: Let 
A(z) 	=Poz" 	- • • ' 	 (2.4) 
Then 
PoOk P144— I — • • • — 	n = 0 
	
(2.5) 
for k n and k 	-1. 	 • 
If E = I, then µ = 0 and oh = P, so that (2.5) with k = n becomes 
simply A(F) = 0. We therefore call Theorem 2.1 the descriptor Cayley-
Hamilton theorem. 
We shall require the following notation. Write (2.1) in expanded form 




























or by appropriate definition of the coefficient matrices AN, BN, CN and 
the input, descriptor, and output sequence vectors 14),N, XO,N, 90,N as 
A fogO,N+1 — BNa0,N 
90,N = CSX0,N. 
Define also the auxiliary matrix 
-F 	0 	• • 0 	0 
E -F • 
0 
• . 
• . 	. •• 
0 	0 	 -F 
0 0 
Lemma 2.2: Suppose (2.1) is regular. Then a right inverse of AN for 
any N > 0 is given by 
A r = N 	
01 02 
0-1 	00  
45 —N 
Proof: Show that A N" = I by using (2.3a). 	 • 
Lemma 2.3: Suppose that (2.1) is regular. Then a left inverse of aN for 
any N > 0 is given by 
0-1 	00 	01 	• • ' 	4lv-2 
0-2 	0-1 	00 	• • • 
I 	_ (2.10) 
0-1si +1 	• 	• 0-1 	00 
Proof: Show that aiNaN = I by using (2.3b). 	 • 
It is well known [1], [2] that regularity of (2.1) is equivalent to the full 
ranks of AN and aN, and hence of AN and criN, for all N > 1. See [20] 
where constructions similar to (2.9), (2.10) are given in terms of a Drazin 
inverse. 
III. REACHABILITY 
Given z1, z2, E R", define the pair (zi, z2) to be reachable if there 
exists a control 2/0,N for some N > 0 such that go .N,IiS a solution to (2. la) 
with x0 = z1, xN = z2. We will loosely speak of (x0, xN) as reachable. 
Define system (2.1) to be reachable if all pairs (x 0 , xN) are reachable. This 
is consistent with definitions in [4], [10], [15], and [17]. 
It is well known [4] that (2.1) is reachable if and only if rank 
[zE - F G] = n for all z and rank [E G] = n. 
The next result provides the basis for our discussion of reachability in 
terms of the fundamental matrix. 
Theorem 3.1: Let (2.1) be regular and define the descriptor 
reachability matrix 
[
BOG 4),G 	• • ON-1G 
d) NG 	4,_2G 	• 
	(3.1) 
Then over any interval [0, N], the control sequence and the initial and 
final values of the descriptor variable are related by 
0-NE - 0 IF 	xo 
00E - ON_,F][xN ] = usao,N. 	 (3.2) 
Furthermore, reachability for (2.1) can be studied in terms of (3.2). 
Proof: Rewrite (2.6a), (2.7a) as 





















which is just AN with the first and last block columns deleted. 






0 F0 • • 
G • 	F"
0
'G] ao,„ 	(3.7) 0  
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— 0-1E 	ON-2F 
—4) N + 1E 	00F 
— 0—NE 
OoG G • • 	• ON-1G 







0— N+ 1G • 00G 
0-NG • • 	• 85 -2G 0-1G 
(3.4) 
Since AN has full column rank, (3.3) has a solution if and only if (3.4) 
does. The form of (3.4) guarantees that we can solve for X",, N given any x0, 
xN , and Clo,N which are otherwise consistent with (3.4). Therefore, (3.3) is 
effectively equivalent to (3.2). • 
In (3.1), 44 = 0 for k < - µ. For ease of notation, this is not explicitly 
indicated. 
From this theorem, there follow several results whose proofs are quite 
trivial. R(•) denotes the range of a linear operator, and the superscripts 
" - 1" and " + " denote the inverse image of a linear operator and 
Moore-Penrose matrix inverse, respectively. The first result provides 
another reachability test. 
Corollary 3.2: Let (2.1) be regular. Then the pair (x0, xN) is reachable 
if and only if 
[ :No 
and the system is reachable 
R 
 
EcboE 	- 4>N- IF] -1 
R(UN) 
 - •rb -IF 
if and only if 
DoE 	ON- IF [ 	NE 4, F 	C R(UN). 
(3.5) 
(3.6)• 
Equation (3.5) characterizes the reachable subspace, and it should be 
compared to the equivalent characterization by deflating subspaces in [19] 
and by the Weierstrass form in [4]. 
If E = 1, then with N = n, (3.2) becomes 
which is equivalent to x n - Fnx0)E (R [G FG- • Fn-I G], the familiar 
state system result. Note that the usual definitions of reachability and 
controllability for discrete state systems both derive from our single 
definition for reachability of the pair (xo, xn). Hence, in the usual 
terminology, a state system is reachable if x n ER[G FG • • • F"- IG] for 
all x„E R 'I, and is controllable if Fnx0 ER[G FG• • • F"- IG] for all x0 
 E R" 
The open-loop control problem for descriptor systems is solved next. 
Corollary 3.3: Let N be fixed. A control on [0, NI which makes the 
descriptor variable of the regular system (2.1) take on prescribed values 
x0 and xN exists if and only if (3.5) holds, and then it is given by 
Observability for descriptor systems seems to be a more difficult 
problem conceptually than is reachability. We deal with a form of 
observability which gives dual results in the time domain to those of 
Section III, and which reduces if E = I to the state-space results. Our 
definition is similar to that in [16] and [18] and should be contrasted to the 
definition in [4]. 
Given a fixed N > 1 and z1, z2 E 	(z1, z2) is an admissible pair of 
boundary values on [0, N + 1] if, when ao,N + = 0, there is a solution to 
(2.1) with x0 = Zi, xN+1 = z2. Given a fixed N > 1, an admissible pair 
(z1, z2) is said to be observable if, when tio,N+1 = 0, knowledge of the 
output )71 ,N+1 resulting when x0 = z1 and xN+1 = z2 is sufficient to 
uniquely determine Fxo, ExN, 1 . We shall loosely speak of (x0 , xN+1)  as 
observable. Define system (2.1) to be observable if all admissible pairs 
(x0 , xN+1) are observable. It will become clear that the choice of final time 
(i.e., N + 1 not N) will result in a duality with the results of Section III. 
The next result provides the basis for our discussion of observability. It 
is the dual to Theorem 3.1, and it is proven in a similar manner [21], 
except that it uses Lemma 2.3 instead of Lemma 2.2. 
Theorem 4.1: Let (2.1) be regular and define the descriptor 
observability matrix 
HO _1 HO N- I 







Then over any fixed 
final values of the 
interval [0, N 
descriptor variable 
FO-






















0 	H 	xo 
Y1,N+1 
where w0 , wN are intermediate variables. Furthermore, the observability 
of (2.1) can be studied in terms of (4.2). 	 • 
At this point, the next results are immediate. 
Corollary 4.2: A regular system (2.1) is observable if and only if, for 
some N > 0, 
[F0_, FttIN-1] 01(1/N)C91 
Ec6_ N E00 
where 01(•) represents the null space of a linear operator. 
Proof: For a given 9I,N+ the solution to (4.2a) is unique with 
respect to Fxo , ExN+ , if and only if (4.3) holds. 	 • 
The observable subspace is characterized next. 
Corollary 4.3: Let (2.1) be regular. Then an admissible pair (x0, xN+1) 
makes a zero contribution to the output sequence y,, N+ , if and only if 
ExN + 1 	[ F4/_ F4) 
	
N- 	9.4 vN). (4.4) Fxo EO _ N E00 
- 
Proof: Any [Z] E Tt( VN results in YI,N+ I = 0. Such "unobserva-
ble intermediate variables" contribute a component to the solution of 






— 1F xN 
4:1-NE  — - IF 	Xo]  ExN ., = [ E  I FON- [wN (3.8)• 	 • Fxo 	43_ N E4,0 ] 
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i.e., the familiar state-space result. Note that the usual definitions of 
observability and reconstructibility for discrete state systems both derive 
from our single definition for observability of the pair (x 0, x5). Hence, in 
the usual terminology, x0 is observable if (4.5) has a unique solution with 
respect to x0, i.e., 01( Vs5)= O. On the other hand, x, is reconstructible if 
(4.5) has a unique solution with respect to x„, i.e., Ot(II,)C 01(F"). 
Finally, the descriptor variable boundary value reconstruction problem 
is solved. 
Corollary 4.4: Let (2.1) be regular and ao,N+ , = 0. Then the values of 
Fxo and ExN +  1 can be uniquely determined from 91 ,N+ 1 for all admissible 
(xo, xN+ 1) if and only if (4.3) holds. In this case, they are given by 
V1191,N Fl• 
If E = I, this reduces to the known state-space result. 
V. CONCLUSION 
We have presented tests for reachability and observability in descriptor 
systems which depend on matrices constructed from the fundamental 
matrix. These matrices reduce to the reachability and observability 
matrices in the state-space case. The descriptor open-loop control and 
boundary-value reconstruction problems were solved. It was shown that 
the reachable and unobservable subspaces should be thought of as residing 
in R 2 n, not R", where n is the dimension of the descriptor variable. 
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ABSTRACT 
We examine the feedback assignment of eigenstruc-
ture for linear time-invariant singular systems. The 
possible closed-loop structure is investigated using 
the reachable and supremal (A,E,R(B))-invariant sub-
spaces. No controllability assumptions are made. 
It is shown how to determine in terms of the orig-
inal system matrices exactly what is possible using 
feedback; no transformation to special form is needed. 
A mthod is given to compute the required feedback 
gain. 
1. BACKGROUND 
The problem of feedback assignment of eigenstruc-
tare in state systems has received much attention since 
the seminal paper by Moore [1]. See [2-5]. In this 
paper, we examine eigenstructure assignment for singu-
lar systems which have the form 
Ex = Ax + Bu , 	 (1.1) 
ru n , ueRn . We assume the regular case, IsE-Al * 0. 
An extension of Moore's method to (1.1) has been 
presented in [13]; here we consider some further 
results which clarify the structure of the problem. 
* also consider the case of an unreachable system. 
Any proofs which are omitted may be found in [11]. 
We call (1.1) reachable if for all zER n there is a 
control u(t) such that the solution x(t) is continu-
ously differentiable and satisfies x(0) = 0,x(T) = z 
for some T > 0 [6]. The reachable subspace R is the 
subspace of all x(T) reachable from x(0) = 0. We call 
(1.1) controllable if for all zee there is a control 
u(t) such that the solution x(t) is continuously dif-
ferentiable and satisfies x(0) = z, x(T) = 0 for some 
T ) 0. This is equivalent [11] to modal controllabil-
ity in [7]. The triple (E,A,B) is reachable if and 
only if the reachability pencil  
with x 1  ER
n1  , x2 eRn2  where n 1 = degIsE-Al, and J, N in 
Jordan form with N nilpotent with index a. In terms of 





















and R(•) denotes range. 
To compute R, we may use the subspace recursions 
1( 
K.10. 1 ( 1) = Kra A LEI, + R(B) ) 	(1.7) 
1 ( 
k+1  (K) = K 	
E 	ItYk 
+ R(B) ) 	(1.8) 
where K is a given subspace and superscript "-1" 

















(Rn ) ) 
	
(1.9b) 
Also of interest to us is the supremal (A,E,R(B))-  
invariant subspace [12] 
V 
• 
= sup1SC. Rn IASe= ES + R(B)1 	(1.10) 





with Ko*= Rn in (1.7). 	In terms of the Weierstrass 
form, V is given by 
n 1 
V 	Ft 	(y 	 (1.12) 
(which is an intermediate step in the proof of (1.9)). 
Note that 
R C V 
• 
. 	 (1.13) 
(1.5) 
where 
P(s) = [sE-A 	B] 
	
(1.2) 	 It can be shown [11] that R and N
,* 
are invariant 
under the feedback 
has no finite zeros and 	 u = Fx + r , 	 (1.14) 
rank [E 	B] = n . 	 (1.3) 	with r(t) an auxiliary input. 
The triple is controllable if and only if P(s) has no 
finite or infinite zeros. (P(s) has no infinite zeros 
if P(1/s) has no zeros at s = 0.) 
Although all our results are in terms of E,A, and 
Br proofs are more conveniently couched in terms of the 










 = x2 + B2 u 
2. FINITE EIGENSTRUCTUKE 
Determine a minimal basis for the null space of 
P(s), so that 
[sE-A 	B] [Ws)] = 0 . 	 (2.1) 
M(s) 
Defining a feedback gain by 
v i = A L(Xi )wi , ui 
A
= L(Ai )wi 	 (2.2) 
Fvi = -u i 	 (2.3) 
CH2245-9/85/0000-0179 $1.00 © 1985 IEEE 
forsome A i sCethecomplewmunbees f eind wieCm there 
results 
1. 	[L(A) }CR , (2.17) 
(A iE 	(A+BF) )v. = 
	
(2.4) 	and we can also show that 
so that A i is an eigenvalue of the closed-loop system 
with eigenvector v i . 









. It is easy to show 
v i cRIF ' 
for clearly v i eXo . If vi eXk , then by (2.4) 
whence 
	 (A+BF)v i = XiEvic Elk 	 (2.7) 
v i eXk4.1 . 
v i is complex, then we also seiect w. = w i , 
X= Ai  in (2.2), (2.3) so that v i = v• is *lso a 
closed-loop eigenvector and F is 141 [i]. In that 
event, we interpret spanlv i ,vi l as spanfRe(v i ), 
Im(v i ) I so that we may talk about subspaces of Rn . 
To find in terms independent of F a subspace to 








so that if H v 
- 6 
 IF' then (A+BF)y = Ez for some zcH IF • 






+ R(B) , 	 (2.10) 
whence follows (2.8) (c.f. [14]). Therefore, for any 




EV , 	 (2.11) 
which provides a characterization of the possible 
closed-loop eigenvectors. A more detailed characteri-
zation is not difficult to deduce by the following line 
of thought. 
In Weierstrass form, (2.1) becomes 
rsl-J 	0 1 L(s) = - [13 11 M(s) . 	(2.12) 
o sN-IJ B
2 
For values of AEC such that IAE-AI * 0, we may select 
N(A) = -Im and so 
[







-1 	 11 	n -1 
= 	1 8.00 	
0 
+ [ 	1 N iB , 	(2.14) 
i=0 	 J 	i=0 	 2 
where coefficients Bi(s) are related to the coeffi-
cients of 
A(s) = IsE-A1 	 (2.15) 
See [11,15]. Although 
[L(A) .) = iveC
n 
 iv = L(A)w 
l A r 	 for some XeC and wee} 
(2.16) 
is not a subspace, it is nearly one. Clearly, 
2. 	the number of linearly independent 
vectors v in [L(X) ] is equal to dim(R) . (2.18) 
The closed-loop system 
Ex = (A+BF)x + Br 	 (2.19) 
is regular if and only if [9] 
{Ev.
1 }
P linearly independent , 	(2.21) 1 
with 	the set of assigned closed-loop eigen- 




 KR 	 (2.22) 
satisfying this condition. 	If P(s) has no finite 
zeros, then in terms of the Weierstrass form, (1.4a) is 
n 1 reachable and Rf = R , so that 
* 
R 	V . 	 (2.23) 
Otherwise, we may still select a maximum of 
P = dim(EV ) 
	
(2.24) 
considering the finite unreachable subspace, which bee 
finite closed-loop eigenvectors v i satisfying (2.21) by 
dimension dim(
71%) - dim(R) , (2.25) 
as follows. 
For simplicity, assume u is a simple finite 
unreachable eigenvalue of (1.1). Then (c.f. [11) for 
some nonzero p u eCn 
P PE-A 
	
B] = 0 	 (2.26) 
whence for all F 
p(A+BF) = p
u
A = npE , 	 (2.27) 
so that p u is a left eigenvector of (E,A) which is 
invariant under feedback. For any AEC and veR(L(A)) 
there is an F (see (2.2), (2.3)) such that (A+BF)v• 










and for A * u it follows that pTEL(X) = 0. 





 * 0 	 (2.29) 
11  
we guarantee that Ev u is linearly independent of {D i 
 where the vi correspond to selected Ai which are not In 
the (open-loop) spectrum of suchi (E,A). To see that such  
a v u exists, note that p ueR , so that (2.29) requires 
Ev u to have a component outside R. Now let p o . 
[pT pT,J and examine the Weierstrass form of (2.26) 
n1 
(c.f. 	(2.12)) to see that p. 	0. 	Hence p u eR . 
However, E is nonsingular on R
nl 
 . In fact, the number 
of linearly independent vectors of the form Ev u  with 
n i 
components in R ' yet outside Ri is exactly (2.25), W 
that by considering the reachable modes (whose assigned 
(2.6) 	 0(E) /1 H
IF 




iigenvectors satisfy (2.22)) 
hMose assigned eigtrivectors 
assign in all dim(EV ) finite 
1 4  which satisfy (2.4) and 
Also satisfy (2.11). 
and the unreachable modes 
satisfy (2.29)), we may 
closed-loop eigenvectors 




 = w 
results in  
k = 1,...,d i 	i 	i = 1,...,n 	(3.8) 
3. INFINITE EIGENSTROCTURE 
Although we can now choose a feedback F which 
Melds PM 
 = dim(EV ) finite eigenvalues A i with asso- 
elated characteristic vectors v i , our feedback will 
assign every other number to the closed-loop spectrum 
as well unless the regularity condition (2.20) holds. 
This is equivalent to the requirement that 
al 	A 
A (s) = Is' - (A+BF)I 
be nonzero [8,10,13]. 	To guarantee this, the defini- 
tion (2.3) of F must be suitably extended to Rn . This 
is easy to do if (1.1) is controllable at infinity. 
for generality, we ao not assume this. 
The solution to (1.4b) is [10] 
a-1 	4 . 	 a-1 
s
2
(t) 	 (t)N ix 2
(0) - 	NiB
2
u (i) (t) 	(3.2) 
1=1 	 1=0 
with 6(t) the unit impulse and superscript (i) the i-th 
distributional derivative. Therefore, if (1.1) has an 
eigenvector chain of length a il > 1 at infinity so that 
Ev. 	= 0 
Ev. 	= Avk 
k+1 





X R(E) 	 (3.3) 
then, depending on x 2 (0), it can display impulsive 
behavior at t = 0 in the directions v1; k = 1,2,..., 
e.-1. To minimize the degree of the impulsive 
behavior, we should minimize the lengths of the chains 
at infinity in the closed-loop system. The following 
method of accomplishing this suggests itself. 
In recursion (1.8), set I = Rn , To = N(E). 	Find 
the first value K of k such that 
Define 
	 A2k  + R(B) + R(E) = R . 
n = dim(N(E) ) 
A 
Then, according to (1.8) and (3.4) there exist linearly 
independent vectors v ileRn and vectors wilcitm , t i ERn such 
that 
for i = 1 ..... TI:  















+ R(E) = R
n 
and d i are chosen as small as possible with 
d. 4 1+1 	J 	i= 1 	n. 
1 
r 
Defining feedback F on spaniv i l by 
Ev
i 
 = 0 
Ev 	= (A+BF)v. 
k+1 





so that the v 1 are closed-loop eigenvectors at 	By 
construction, the closed-loop chains have minimum 
lengths d i , all less than or equal to 14+1. 









= 0, and it is trivial to show that 
vrY
k 	
4 	i = 1,...,n . 	 (3.11) 
4. CONSINND EIGENSTRUCTURE 
The next theorem pulls together our results, show-
ing how to choose a feedback gain to assign a desired 
closed-loop eigenstructure which also guarantees 
regularity and minimizes the degree of the remaining 
impulsive behavior. 
Theorem 4.1  
Let .1X i l be a self-conjugate set of complex 
r numbers, and iv i i i1PM be selected as in (2.1)-(2.2), with 
wj = w: when Xj = X. Choose {{vV ic! 1 } i:. 1 as in (3.4)-
(3.6), with d j = d i , vl = (v 1 ) * if v1  is complex. 
Suppose lEvil CI'M U {{Ev14!2}11. 1 are linearly indepen- 
Pm 	4 
dent, and {v i
}
l Li {{v1} k: 1 11.1 are linearly indepen-
dent. Then, with F defined by (2.3), (3.8): 
a. The A i  are the finite eigenvalues of (E,A-BF) with 
eigenvectors v i , 
b. The vi are the infinite eigenvectors of (E,A-BF), 
forming n chains at =. of lengths d i , 
c. The closed-loop system (E,A-BF) is regular, 
d. The closed-loop system has E (d i-1) impulsive 
directions. 	 1=1 
Proof: 
The only part left to prove is c. Form right and 
left modal matrices 
V = [v i I v il] 	 (4.1a) 
W = [Ev i I (A+BF)vki ] 	 (4.1b) 
with (1,k) increasing in odometer order to a maximum of 
(n,d1•). Then, by hypothesis V has full rank. By hypo-
thesis, and using also (3.6d) and (3.9), W has full 
rank. But now W (XE - (A+BF))V takes on a Weierstrass 






Controllability at infinity significantly simpli-
fies things. First note the next result, which does 
(3.7) not seem to be well known in this general form (see 





























(E,A,B) is controllable at infinity if and only if 
AN(E) + R(E) + R(B) ■ R
n 
. 	 (4.2) 
PrOOf: 
The zeros of P(s) at infinity are those of P(1/s) 
at a 	0. Apply a nonsingular transformation to P(s) 
to obtain 	
P(s)IT ol - [ii;W 	—A 1 13] 	(1) 




of full column rank r. The zeros of PL .--J are 
those of [iii:5.4i —A B] for which a minimal reali-
zation (c.f. [16]) is 
r sI 1 1 	0 	01 
I -z. 7.-1" 7 	.• I 
AJW 
This has no zeros at s = 0 if and only if 
FE 	;+ (3) 
has full rank n. 
Now note that in the new coordinates_ implied by 
(1), 	N(E) - 0 eRn-r , whence 	Ai(E) - R(A). 	Since 
R(E) - R(E), the theorem follows. • 
We can now write: 
Theorem 4.3  
There exists a feedback for (1.1) which eliminates 
impulses and arbitrarily assigns the closed-loop eigen-
values on the reachable subspace R if and only if the 
system is controllable at infinity. 
Proof: 
Note that (4.2) is equivalent to (3.4) with k = 0. 
It is easy to show in this simple case that the sets of 
linearly independent vectors required in Theorem 4.1 
exis . •
The construction of the feedback F is quite simple 
under the controllability-at-infinity hypothesis. 
5. CONCLUSION 
We showed that a maximum of dim(EV
•
) finite 
eigenvalues can be assigned, with dim(ER) eigenvalues 
arbitrary and the remainder equal to the open-loop 
unreachable eigenvalues. A freely selected eigenvalue 
A i has 4s eigenvector in the m-dimensional subspace 
(1 1E-A) B, which is contained in the reachable sub-
space R. 
It was shown how to choose the required feedback 
gain and how to extend it to R n so as to guarantee 
regularity and minimize the degree of closed-loop 
impulsive behavior. If the system is controllable at 
infinity, impulsive behavior can be eliminated. 
All of our constructions were in terms of the 
original system matrices E,A,B. The computation of V , 
R, and the feedback gain does not require the Weier-
strass form, but depends rather on subspace recursions. 
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