It is common to consider Tukey's schematic ("full") boxplot as an informal test for the existence of outliers. While the procedure is useful, it should be used with caution, as at least 30% of samples from a normally-distributed population of any size will be flagged as containing an outlier, while for small samples (N<10) even extreme outliers indicate little. This fact is most easily seen using a simulation, which ideally students should perform for themselves. The majority of students who learn about boxplots are not familiar with the tools (such as R) that upper-level students might use for such a simulation. This article shows how, with appropriate guidance, a class can use a spreadsheet such as Excel to explore this issue.
Introduction
Exploratory data analysis suddenly got a lot cooler on February 4, 2009, when a boxplot was featured in Randall Munroe's popular Webcomic xkcd. But is Megan justified in claiming "statistical significance"? We shall explore this intriguing question using Microsoft Excel.
The boxplot, introduced by Tukey (1977) should need no introduction among this readership. Tukey originally introduced two variants, the skeletal boxplot which contains exactly the same information as the "five number summary" and the schematic boxplot that may also flag some data as outliers based on a simple calculation. Other variants such as the "notched boxplot" (McGill, Tukey, and Larson 1978) were introduced later; and generalizations such as the "violin plot" (Hintze and Nelson 1998) and "bagplot" (Rousseeuw, Ruts, and Tukey 1999) have also been suggested.
The skeletal boxplot consists of a box extending from the first quartile (Q1) to the third quartile (Q3); a mark at the median; and whiskers extending from the first quartile to the minimum, and from the third quartile to the maximum. Typically, the whiskers will be significantly longer than the box; short whiskers may indicate a distribution like the uniform distribution, with sharp cutoffs. The skeletal boxplot is widely used in data analysis sections of grade school math courses, and both the NCTM Standards (National Council of Teachers of Mathematics 2000) and the more recent Common Core State Standards Initiative (Common Core State Standards Initiative 2010, standard 6.SP.4) mandates its introduction in the sixth grade. While Bakker, Biehler, and Konold (2004) have argued that boxplots may be too conceptually advanced for younger students, they are a widely accepted tool at the high school and undergraduate level.
The schematic boxplot (more often called a "full boxplot" today) divides the data based on four invisible boundaries, namely, two inner fences and two outer fences. As usual, we define the interquartile range (IQR) to be Q3-Q1. The inner fences are Q1 -1.5 IQR and Q3 + 1.5 IQR, while the outer fences are Q1 -3 IQR and Q3 + 3 IQR. The whiskers extend to the most extreme data within the inner fences. Data outside the inner fences but inside the outer fences (like Megan) are considered mild outliers and each is marked with a symbol; they are also sometimes labeled. Data outside the outer fences are considered to be extreme outliers and are marked with a different symbol. There is no general agreement on the choice of symbols.
For a large sample from a normally-distributed population the quartiles should be close to μ ± 0.67σ. Thus, the inner fences should be close to μ ± 2.67σ and the outer fences close to μ ± 4.67σ, respectively. We conclude that, if the population is normally distributed, only about 0.8% of the data will be found beyond the inner fences, and about three in a million beyond the outer fences. Outliers may be evidence of a contaminated data set; they may be evidence that a population has a non-normal distribution; or, they may appear in a sample from a normallydistributed population.
It is tempting to interpret a boxplot outlier as evidence that the population is non-normal or that the sample is contaminated, and students often do so. Effectively, they treat the boxplot as an informal hypothesis test for normality, or (as Megan appears to be doing) population homogeneity. However, this can be very misleading! The probability of 0.8% applies to an individual datum; the probability that some datum in the sample is flagged as an outlier may be very much higher. Indeed, for N=1000, we would expect to see around eight flagged data.
For small sample sizes, we might expect fewer extreme data. However, quartiles, like most other statistics, vary more for small sample sizes. If we take only a small sample, we are more likely to get an IQR that is unrepresentatively small, resulting in unusually narrow fences. When this happens, it is more probable that data will be flagged as outliers. Except for small N and rather trivial distributions, computing exact probabilities is impossible.
Studying Significance with a Simulation
Over time, a working statistician who uses boxplots will develop an understanding of how they should be interpreted in the context of the type of data with which [s]he customarily works. Our concern here is developing the beginnings of such an understanding in undergraduate students taking a first, perhaps terminal, course in statistics. Students should have the opportunity to learn both the power and the limitations of the boxplot.
Of course, this can be illustrated with a few well-chosen slides in a conventional lecture. However, my classroom experience has been that such a lesson is not well retained, and that students continue to take a very literal view of boxplot outliers as evidence either that the distribution is non-normal or that the flagged datum is somehow "wrong". This paper suggests an alternative approach based on experiential learning, via a simulation. There is a large literature relating to the use of computer simulations in statistics teaching. An extensive bibliography and review up to about the year 2000 appears in (Mills 2002) .
One limitation of simulations, noted at least as far back as the work of delMas, Garfield, and Chance (1999) , is that merely watching or playing with a preprogrammed simulation may lead to passive learning and poor understanding. They describe a classroom study that shows that requiring the students to predict the outcome of the simulation and then test the predictions significantly increases the effectiveness of the exercise. Lane and Peres (2006) discuss the effectiveness of the simulations in the Rice Virtual Lab in Statistics (RVLS). Some of these simulations, designed to train the student to a more sophisticated approach to interpreting graphical displays of data, are particularly relevant here. Examples include the simulations on "Histograms, Bin Width, and Cross-Validation" and "Regression by Eye." Lane and Peres reach conclusions similar to those of delMas, Garfield, and Chance both on the risk of passive learning and on the value of having the students form an initial hypothesis -right or wrong -that will be supported or modified on the basis of the simulation.
Another way to engage students is to get them to take an active part in constructing the simulation. In many cases, this participation must be carefully directed in order to be effective; as Mayer (2004) points out, neither the increased behavioral activity nor the increased student autonomy of a hands-on exercise is a sufficient condition for effective learning. Fay and Mayer (1994) give a particularly relevant example of students learning LOGO programming, where a guided discovery approach proved more effective than a pure discovery approach.
The professional statistician who wants to create a simulation will probably use a statistical programming language such as R; and statistics majors should probably be encouraged to do the same. However, lower-level courses for non-majors are unlikely to use R (except perhaps with a "wrapper" such as pmg -see Verzani 2008 ). There are several reasons for this. The learning curve for R is steep for a one-semester terminal course at the first year level; and there may well be pressure from client departments to teach a package such as SPSS "because that's what they will be using later." Dedicated "statsheet" packages such as SPSS or MINITAB enforce a "subjects × observations" structure. This discourages beginners from doing meaningless calculations, and clarifies syntax, but it makes simulations unwieldy. In a simulation, an instance of a statistical process is a "single replication" and should, to be consistent with the "statsheet" philosophy, be carried out in a single row; but this is problematic except for the very simplest simulations that can be carried out using commands such as MINITAB's RMEAN.
What options do we have for software that is readily available, easily usable for simulations, and not too intimidating for the intro stats course? There are packages such as Fathom that support simulations -see, for instance, (Tabor 2010) for an example of Fathom in use -but their cost may be prohibitive for an individual course at a school, or at a university that has already chosen another standard statistics package. A natural answer is Microsoft Excel. Most students already have some familiarity with Excel, and it is already loaded on most university network servers and most students' laptops. And, as will be shown in the next section, Excel does have the power to simulate a multistage statistical process such as the construction of a boxplot.
The author is aware that Excel is widely disparaged -see, e.g., (Nash and Quon 1996) or (Cryer 2001 ) -as a tool for data analysis, and indeed supports this view. Over several versions, Excel has used incorrect algorithms for many statistical calculations, and it encourages impressionable neophytes to produce graphics with a very high level of what Tufte (1983) has labeled "chart junk." As a final irony, it does not even support the boxplot as a built-in plot type! However, it is much better suited for many simulation purposes. It is more flexible than "statsheet" software such as MINITAB, and easier to use than most programming languages.
The Appendix gives a simulation exercise using Microsoft Excel 2007 that might be handed out to a class. The student starts out with a blank spreadsheet, and creates the first simulation a step at a time. Some of the formulae are given; others must be created by the student by modifying the given ones.
Of course, the completed spreadsheet (available as BoxplotSim.xls from the JSE website) could be put online, so that students could perform the simulation simply by pressing F9 to recalculate the entire spreadsheet (generating in the process fresh random numbers.) However, this "black box" approach would not leave the students with much understanding of what the simulation did. Instead, the student is required to focus on one component of the simulation at a time, learning the necessary Excel functions and how to use them. After this, he or she is expected to modify the spreadsheet, constructing new spreadsheet simulations to answer related questions.
Results and Interpretation
In this section, typical results of some simulations of this type are given. Simulations were performed for sample sizes of 5, 9, 13, 17, and 21, for both Uniform [0,1] and normal distributions, with 10,000 repetitions. Sizes were chosen to be of the form 4k+1 (where k is a positive integer) in order to have simply-defined quartiles. For the uniform distribution on the unit interval, the theoretical quartiles are at 0.25 and 0.75 and the corresponding inner fences are at -0.5 and 1.5, outside the range of the distribution. Thus any datum flagged as an outlier is so flagged because of inaccurate quartile estimates, not on its own merits. The results are presented in the following table. For the uniform distribution, very small samples yield outliers rather often; but as the sample size increases the incidence drops off rapidly. However, for the normal distribution, the incidence of samples with flagged outliers never drops below about 30%, and above sample size 13 starts to rise. It is interesting that in the sample size range examined the incidence varies rather little. (The counts above may be treated as binomial random variables, with standard deviation bounded above by /2; so both the drop and subsequent rise are statistically significant.) A second simulation was done with 1000 repetitions and a sample size of 105. For the uniform distribution the fences approximated the theoretical out-of-bounds values; no outliers whatsoever were observed. In contrast, for the normal distribution, a whopping 557 data sets -more than half -were flagged as having at least one outlier.
If we consider the boxplot as an informal test of the null hypothesis that the sample is from a normally-distributed [and uncontaminated] population, a flagged outlier in a properly-distributed sample corresponds to a "Type I error". But, as we have just seen, whatever the sample size, the α of such a test is never less than 30%. Thus, the existence of a datum flagged as a mild outlier can never be taken, on its own, as significant evidence against the purity of the sample or the normality of the population.
The first simulation was repeated for extreme outliers (replace "2.5" by "4" and "-1.5" by "-3" in the formula). Recall that for a large sample from a normally-distributed population, only about three data in a million will be beyond the outer fences; the small samples examined here tell a very different story! With a sample size less than 10, an extreme outlier does not allow us to reject the hypothesis of normality at a significance level of 5%. For medium-sized samples, however, the p-value becomes smaller. A final sequence of simulations (with 1000 repetitions) extends this to larger sample sizes. The number of extreme outliers continues to drop with sample size throughout the range of sizes that we can easily simulate. However, as the individual sample gets large, the outer fences will approach their theoretical values of about . The proportion of a normally-distributed population that lies outside this range is very small but nonzero (about three in a million), so for large values of N we expect the number of extreme outliers to be roughly Poisson (λ=3×10 -6 N). For values of N below about 10 4 , the probability that this variable will take any value but 0 is very low; but with N=10 6 , for instance, the probability of at least one extreme outlier would be about 1-e -3 , or about 95%.
Conclusions
A standard spreadsheet, such as Microsoft Excel, can be used in simulations to study the interpretation of boxplots. Such a simulation is simple enough that it can be carried out (with guidance) by students in lower-level undergraduate classes who might have difficulty using a language such as R for the same purpose.
These simulations demonstrate that, regardless of size, at least 30% of samples drawn from a normally-distributed population will have one or more data flagged as outliers. It is generally incorrect to assume that a single flagged datum implies an exotic population distribution or contaminated data, although such a conclusion can be drawn from extreme outliers if the sample size is not too large or too small.
For mild outliers, statistical significance is only achieved for short-tailed distributions such as the uniform distribution; and even then the sample size cannot be too small. You are familiar with boxplots, and should be developing the ability to look at a boxplot and get a feel for the data set involved. In particular, you should (like Megan, in the cartoon) be aware that data flagged as outliers may differ in some important way from the rest of the population. But is every datum that is flagged as a boxplot outlier really an "outsider", or do well-behaved samples have outliers too? Before we start, please answer the following question in the space provided. Try to give the best answer you can, but remember that we haven't done the simulation yet! You'll be allowed to change your mind later if you want.
If a boxplot shows an outlier, can we be pretty sure that that datum does not belong, or that the distribution is not normal? Explain your answer. (see, e.g., Fay and Mayer (1994) or Lane and Peres (2006) ) to be more effective than less-structured exploration-based learning. Please ensure that the students do answer this question before proceeding, rather than answering it out of order once they know the answer.) Now we will use Microsoft Excel to do a simulation and check your guess. We will do 1000 replications of the outlier labeling process for N=9, with normally distributed simulated data. We start with a single example.
(This exercise uses a predict-test-check model; this has been found
(1) Put a function in cell A2 that will generate the appropriate random variable. To start with, we will use =NORMSINV(RAND()) The built-in function RAND() generates a uniformly generated random number from 0 to 1; NORMSINV converts this to a Standard NORMally distributed random variate. The "=" at the beginning tells Excel that the cell contains a formula that it should evaluate.
(2) Click on square A2; it should now have a heavy black border with a little black square (the "Fill Handle") in the bottom right corner. (4) In cell L2 put =QUARTILE(A2:I2,1), which will evaluate the first quartile (with nine data, this is the third smallest) of the first row of simulated data. Label the column (if you use the abbreviation Q1 be sure not to put an equals sign before it!) (5) Create a formula for the third quartile and put it into cell M2. Test it.
My third quartile formula:
(6) Create a formula for the maximum and put it into cell N2. Test it.
My maximum formula:
(7) Skip a column and put the formula =M2-L2 into cell P2. This should compute the interquartile range; check that it does.
(8) Skip a column and put the formula =L2-1.5*P2 into cell R2. This should compute the lower fence. Create a formula that computes the upper fence and put it into cell S2.
My upper fence formula:
(9) Skip a column and put the formula =K2 < R2 into cell U2. This is a Boolean expression, which takes values "TRUE" and "FALSE". It should be TRUE if and only if there is a lower outlier. Why does this formula work?
(10) Put a formula into cell V2 that determines whether there is an upper outlier. Test and make sure your formula works. (Pressing F9 will recalculate all formulae, generating fresh random numbers: you can use this to test the formula both in cases where there is a lower outlier and where there is not.)
My upper outlier detection formula:
(11) Skip a column and put the formula =IF(OR(U2,V2),1,0) into cell W2. OR(U2,V2) is Boolean and has the value TRUE if either of U2 and V2 is TRUE, and FALSE otherwise. IF takes three inputs, the first of which must be Boolean. If the Boolean is TRUE it returns the second value, otherwise the third. Thus W2 displays __________if the simulated data have at least one outlier, and ___________ otherwise (fill in the blanks!) (12) You could use the F9 key to repeat your simulation several times, but there is an easier way, which lets you tally the results automatically. Drag the mouse along the second row from A2 to W2; you should see a heavy outline around the selected range, with a black Fill Handle at the bottom right corner. Drag this downward to the corner of cell W1001. You should get a thousand replications of the simulation. (If the class has already studied binomial confidence intervals, the following question may be substituted: The outcome of each replication is an independent random variable taking the values 1 (if there is an outlier) or 0 (if there is not). Putting 1000 of these together we have a binomial experiment with N=1000 and P = (proportion of samples with an indicated outlier.) Construct a 95% confidence interval for P.)
"Statistical significance" is traditionally associated with observations that would have a probability of 5% or less under the null hypothesis. Comment on Megan's conclusion, if the null hypothesis is that, with regard to time spent on dates, she is part of a normally distributed population.
If you look carefully at Megan's chart, it is possible that the dot representing herself is an extreme (>3IQR) outlier. Redo your simulation to study the frequency of these; describe your findings. What formulae do you need to change?
Repeat the simulation for other data set sizes (good ones are 5, 13, 17, 21, because the quartiles are simply defined 
