Abstract-We review how Shannon's classical notion of capacity is not enough to characterize a noisy communication channel if we intend to use that channel as a part of a feedback loop to stabilize an unstable system. While classical capacity is not enough, another operational sense of capacity called "anytime capacity" is shown to be necessary for the stabilization of an unstable process. In cases of sufficiently rich information patterns between the encoder and decoder, we show that adequate "anytime capacity" is also sufficient for there to exist a stabilizing controller. The sufficiency result is then generalized to cases without any explicit feedback between the observer and the controller.
I. INTRODUCTION
It is natural to wonder if Shannon's classical capacity is the appropriate characterization for communication channels being used in distributed control systems. Schulman and others have studied interaction in the context of distributed computation. [17] , [9] In that work, capacity was not a question of major interest since polynomial or constant factor slowdowns were considered acceptable. Fundamentally, this was a consequence of being able to design all the system dynamics. In automatic control contexts, we generally do not get to design the plant dynamics.
Recent work on sequential rate distortion has shown that there is a natural notion of rate, log 2 |λ i | where the λ i are the unstable eigenvalues of the plant, that can be attached to an unstable discrete-time process. [22] , [23] , [24] This notion of rate was justified by showing how to stabilize a system using noiseless feedback link with any rate R > log 2 |λ i | , and that it is impossible to stabilize the system using a noiseless link of lower capacity.
We had previously showed that it is possible to stabilize controlled Gauss-Markov processes over suitable powerconstrained AWGN channels [11] , [21] where it turned out that Shannon capacity was tight and linear observers and controllers were sufficient. [1] Next, we studied stabilization in the context of the binary erasure channel. There, we showed that Shannon capacity is not sufficient for stability and introduced the anytime capacity as a candidate figure of merit. [12] Subsequently, there was related work by Elia that used ideas from robust control to deal with communication uncertainty in a mixed continuous/discrete context. [4] , [5] A more complete set of pointers to prior work can be found in [15] .
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In this paper, we show that for any bounded moment sense of stability, that adequate anytime capacity is necessary for any observer/controller pair to be able to stabilize a scalar system across the noisy channel. For situations where the observer has access to the control inputs, we also show the sufficiency of adequate anytime capacity. The sufficiency result is then generalized to the case where the observer only observes the plant state.
II. INADEQUACY OF CLASSICAL CAPACITY

Definition 2.1:
A discrete time memoryless channel (DMC) is a probabilistic system with an input. At every time step t, it takes an input a t ∈ A and produces an output b t ∈ B with probability p(b t |a t ). Conditioned on a t , b t is independent of any other random variable in the system that occurs at time t or earlier.
The maximum rate achievable for a given sense of reliable communication is called the associated capacity. Shannon's classical reliability requires that after a suitably large end-to-end delay N that the average probability of error on a bit is below a specified . Shannon classical capacity C can also be calculated in the case of memoryless channels by solving an optimization problem:
where the maximization is over the input probability distribution and I(A; B) represents the mutual information through the channel. [7] This is referred to as a single letter characterization of channel capacity for memoryless channels. There is another sense of reliability and its associated capacity called zero-error capacity which requires the probability of error to be exactly zero with sufficiently large N . It does not have a simple single-letter characterization. [19] For memoryless channels, the presence or absence of feedback does not alter the classical Shannon capacity. [7] More surprisingly, for symmetric DMCs, the Gallager style reliability functions (error exponents) also do not change with feedback, at least in the high rate regime. [3] From a control perspective, this is our first indication that neither Shannon's capacity nor Gallager's block-coding reliability are the perfect fit for control applications. . For convenience, we also assume a known initial condition X 0 = 0.
A. The control problem
To make things interesting, λ > 1 so the open-loop system is exponentially unstable. The distributed nature to the problem is illustrated in figure 1 . We require an observer/encoder system E to observe X t and causally generate inputs a t to the channel. We also require a decoder/controller system D to observe channel outputs b t and causally generate control signals U t . We allow both E, D to have arbitrary memory and to be nonlinear in general.
Definition 2.2:
A dynamic system with time-varying state X t is η-stable if there exists a constant K s.t. E[|X t | η ] ≤ K for all t. This definition requires the η-th moment to be bounded. 1 Because of the stochastic nature of the channel and the driving noise, it is too much to require that the state is bounded almost surely. There will usually be rare sequences of channel noise that will cause the state to grow outside any boundary. If the system is allowed to run for a long time, then it becomes increasingly certain that a run of bad luck on the channel will occur sometime. Trying to hold the η-th moment within bounds is a way of keeping large deviations rare. The larger η is, the more strongly we penalize very large deviations.
For the scalar case, the intrinsic rate log 2 λ. This means that it is impossible to stabilize the system if the feedback channel's Shannon classical capacity C < log 2 λ.
B. The real erasure channel
The packet erasure channel models situations where errors can be reliably detected at the receiver. In the model, the packet does not make it through with probability δ, but otherwise it makes it through correctly.
Definition 2.3:
The real packet erasure channel has A = B = IR and p(x|x) = 1 − δ while p(0|x) = δ. 1 To avoid getting bogged down in notation, we are ignoring the issue of not having a probability distribution for the plant disturbance. [13] and [12] deal with this explicitly by invoking a hypothetical observer which considers the distribution of an interval of uncertainty that contains the state. Alternatively, you can consider us as requiring the η-th moment to be bounded with a uniform bound over all possible disturbance sequences.
This model has also been explored in the context of Kalman filtering with lossy observations. [6] For our counterexample, set η = 2 and λ = so that there is a 50% chance of any real number being erased. For the driving noise/disturbance W t , assume that it is zero-mean and i.i.d. with variance σ 2 . The classical Shannon capacity 2 of the real erasure channel is ∞ > log 2 3 2 since when the real number is received correctly, it can communicate an infinite number of bits correctly. Thus the basic necessary condition for stabilizability is met.
In this case, the optimal distributed control is obvious -set a t = X t as the transmission and use U t = −λb t as the control. With every successful reception, the system state is reset to the initial condition of zero. For an arbitrary time t, the time since it was last reset is distributed like a 1 2 -geometric random variable 3 . Thus the second moment is:
This diverges as t → ∞ since 9 8 > 1. Notice that the root of the problem is that (
The system is getting away from us faster than the noisy channel is able to give us reliability. This causes the second moment to explode. Notice that the first moment 4 is bounded for all t since ( 3 2 )( 1 2 ) < 1. So, the adequacy of the channel depends on which moment we want to be bounded. No single-number characterization like classical capacity can give us the figure-of-merit that we need to evaluate the channel for control applications.
III. ANYTIME CAPACITY AND ITS NECESSITY Intuitively, the estimates of the bits at the decoder must become increasingly reliable with time. For simplicity of notation, let M i be the R bit message that the channel encoder took in at time i. As such, we can think of the anytime decoder as providing estimatesM i (t), the best estimate for message i at time t. If we are considering a delay d, the probability of error 5 we are interested in is
A. Anytime capacity Definition 3.1: The α-anytime capacity C anytime (α) of a channel is the least upper bound of the rates at which the channel can be used to transmit data so that there exists a uniform constant K such that for all d and all times t we have
The probability is taken over the channel and any randomness that we deem the encoder and decoder to have access to. Due to the fast convergence of an exponential, we could just as well have required that the probability of error for all messages sent upto time t − d is bounded by K 2 −αd . The requirement for exponential decay in the probability of error with delay is reminiscent of the reliability function E(R) of a channel given in [7] . There is one crucial difference, however. In the standard study of error exponents, we let both the encoder and decoder vary with blocklength N and hence delay. In our definition of α-anytime capacity, we require the encoding to be fixed and the decoder has to work at all delays.
This additional requirement is why we call it "anytime" capacity. We can query the decoding process for a given bit at any time and we require the answer to be increasingly meaningful the longer we wait. The anytime α specifies the exponential rate at which we want the answers to improve. The above sense of reliable transmission lies between that represented by zero-error capacity and Shannon capacity. It should be clear that ∀α, C 0 ≤ C anytime (α) ≤ C.
By using a random coding argument over infinite tree codes, it is possible to show the existence of anytime codes without using feedback for all rates less than the Shannon capacity. We can show that C anytime (E r (R)) ≥ R where E r (R) is Gallager's random coding error exponent calculated in bits and powers of two. [13] Since feedback plays an essential role in control, it will turn out that we are interested in the anytime capacity when feedback is available to the encoder.
B. Necessity of anytime capacity
Assume that we have an observer/controller pair that can stabilize the unstable system. We will constructively show the necessity of anytime capacity by using that pair to construct an anytime encoder and decoder for a channel with noiseless feedback. The key is to consider the simulated plant state as the sum of the states of two different unstable LTI systems. The first, with state denotedX t , is driven entirely by the controls and starts in state 0. 6 We could alternatively have bounded the probability of error by 2 −α(d−log 2 K) and interpreted log 2 K as a minimum required delay.
These controls are available at the encoder due to the presence of noiseless feedback. 7 The other, with state denoteď X t , is driven entirely by a simulated driving noise that is generated from the data stream we want to communicate.
The sum X t = (X t +X t ) is then fed to the observer which uses them to generate inputs for the noisy channel. The decoder runs its own copy of theX t process based on the controls U t coming from the controller which uses the outputs from the noisy channel. The fact that the original observer/controller pair stabilized the original system implies that |X t | = |X − (−X t )| is small and hence −X t stays close toX t . All we need to do now is extract our encoded bits from (−X t ) and bound the probability of error.
1) Encoding data bits into the state:X t is the part of X t that only has the driving noise as its input. We can expand the recurrence relation for it as:
This looks like the representation of a fractional number in base λ which is then multiplied by λ t−1 . We will exploit this in our encoding by choosing the bounded disturbance sequence so that we havě
where B k is the k-th bit 8 of data that the anytime encoder has to send and Rt is just the total count of bits that are ready to be sent by time t. γ is a constant chosen so as to meet the bound on the simulated disturbance W .
To see that (4) is always possible to achieve by appropriate choice of bounded disturbance, use induction. (4) clearly holds for t = 0. Now assume that it holds for time t. To see that it holds at time t + 1, we know that:
So setting 7 The encoder can have a copy of the controller and feed it the noiseless feedback to get the controls. 8 For the next section, we want the disturbances to be balanced around zero and so we choose to represent the bit as +1 or -1 rather than the usual 0 or 1.
gives the desired result. To see that this can be made to meet the bound, we manipulate
To keep this bounded, we choose
which is strictly positive only if R < log 2 λ. So by choosing
we are guaranteed to stay within the specified bound on the driving noise/disturbance.
2) Extracting data bits from the state estimate:
At the decoder, we have −X t =X t − X t which is close toX since X t is small. To see how to extract bits from −X t , we first consider how to recursively extract those bits fromX t .
Starting with the first bit, we notice that the set of all possibleX t that start with B 0 = +1 is separated from the set of all possibleX t that start with B 0 = −1 by a gap of
Notice that this is a positive number that is growing exponentially in t. If the first i − 1 bits are the same, then we can scale both sides by (2 + 1 ) i = λ i R to get the same expressions above and so by induction, it quickly follows that the minimum gap between the encoded state corresponding to two sets of bits that first differ in bit position i is given by
Of course, the equation (8) is only valid for bits i ≤ Rt since the other bits have not been encoded yet. Because the gaps are all positive, the above shows that it is always possible to perfectly extract our data bits fromX t by using an iterative procedure: 
4) Goto 2 as long as i ≤ Rt
Since the gaps given by (8) are always positive, the procedure works perfectly if we use input I t =X t . At the decoder, we will use I t = −X t and this leads to:
Lemma 3.1: Given a channel with access to noiseless feedback, for all rates R < log 2 λ, it is possible to encode bits into the simulated scalar plant so that the uncontrolled process behaves like (4) by using disturbances given in (5) and the formulas in (6) and (7). At the output end of the noisy channel, we can extract estimatesB i (t) for the i-th bit sent. The error event {ω|B
Here ω denotes members of the underlying sample space.
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(9) is easy to verify by looking at the complementary event
} and using (8) . Theorem 3.2: For a given noisy channel, bound Ω, and η > 0, if there exists an observer O and controller C for the unstable scalar system that achieves
, then C anytime (η log 2 λ) ≥ log 2 λ bits per channel use for the noisy channel considered with noiseless feedback. Proof: Using Markov's inequality we have:
Using this with lemma 3.1, we get:
Notice that t − i R is the delay between the time that bit i was ready to send and the decoding time.
IV. THE SUFFICIENCY OF ANYTIME CAPACITY
To show the sufficiency of anytime capacity in characterizing a noisy channel, the choice of information pattern [25] can be critical. [21] We first establish the result when both channel outputs and controls are known to the observer.
A. Observer
The observer is constructed to keep the state uncertainty inside a box of size ∆ by using bits at the rate R. It will do this by controlling a virtual processX t governed by:
To simulateX t+1 the observer computes W t = X t+1 − λX t − U t . The virtual controlŪ t takes on one of 2 R(t+1) − Rt values. For simplicity of exposition, we will ignore the integer effects and consider it to be one of 2 Finally, the state will be disturbed andX t+1 will be known to lie within [−
To get a handle on the minimum ∆ required as a function of R, we solve for the steady state where λ∆ 2 R + Ω = ∆. This occurs 12 when ∆ = Ω 1−λ2 −R for R > log 2 λ. It is clear that the virtual controlsŪ t can be encoded causally using R bits per unit time. These bits are sent to the anytime encoder for transport over the noisy channel. 13 
B. Controller
The controller uses the current estimates from the anytime decoder to apply a control that tries to make the true state X t stay close to the virtual stateX t . It does this by having a pair of internal models. The first models the unstable system driven only by the actual controls. This is referred to asX t in (2) above. The second is its best estimateX t , based on the current bit estimates from the anytime decoder, of where the unstable system should be driven by only the virtual controlsŪ t .
Notice that this is not given in recursive form since all of the past estimates for the virtual controls are subject to re-estimation at the current t. We then apply a control U t designed to makeX t+1 =X t+1 (t).
C. Performance With controls given by (12) , it is clear that the true state X t can be written as:
Notice that the actual state X t differs from the virtual statē X t only due to errors in virtual control estimation due to channel noise. If there are no errors in the prefix ofÛ t−j for j ≥ d, and arbitrarily bad errors for j < d, then we could start atX t−d and see how much the errors could have propagated since then:
Comparing this withX t , and noticing that the maximum difference between the two inputs is 2λ∆ gives us:
, if we know that there were no errors in the prefix of estimated virtual controls up through d time steps ago, that
Specializing to the case of α-anytime capacity, we see that we get:
which gives a power-law bound on the tail. From this we see that if we want to hold the η-th moment bounded,
As long as α > η log 2 λ, the integral above converges and hence the controlled process has a bounded η-moment. This result is summarized in the following theorem: Theorem 4.1: It is possible to control an unstable scalar process driven by a bounded disturbance over a noisy channel so that the η-moment of X t stays finite for all time if the channel with feedback has C anytime (η log 2 λ + ) > log 2 λ for some > 0 and the observer is allowed to observe the noisy channel outputs and the state exactly.
V. RELAXING FEEDBACK
In this section, we relax the assumption that the observer can observe the outputs of the noisy channel directly. Instead, we require the observer to only see the states X t . As such, at time t the observer can see the control signal, and thus indirectly the channel output, only as it is corrupted by the process disturbance since U t−1 + W t−1 = X t − λX t−1 .
If we want noiseless information to flow from the controller to the observer, we can ask what is the instantaneous zero-error capacity of the effective channel through the plant. In addition, there remains the problem of the dual-nature of the control signal -it is simultaneously being asked to stabilize the plant as well as to feedback information about the channel outputs. It turns out that the ability of the controller to move the plant provides enough feedback to the encoder in the case of finite channel output alphabets.
Theorem 5.1:
It is possible to control an unstable scalar process driven by a bounded disturbance over a noisy finite-alphabet channel so that the η-moment of X t stays finite for all time if the channel with feedback has C anytime (η log 2 λ + ) ≥ log 2 λ for some > 0 if the observer is allowed to observe the state X t exactly.
Proof: Let S be the size of the channel output alphabet. We use a modified control signal U t = Q(U t ) + F (Z t ) − λF (Z t−1 ). Here Q quantizes its input to the nearest integer multiple of SΩ. F maps the channel output into the range (− SΩ 2 , + SΩ 2 ) as follows:
Notice that min i =j |F (j) − F (i)| = Ω and so under a bounded disturbance no bigger than Ω 2 in either direction we can always recover the channel output Y perfectly. By induction, the observer can remove λF (Z t−1 ) and will then be able to extract both Q(U t ) and F (Z t ) noiselessly from U t + W t . The net impact on the control of the state will be finite -no more than λSΩ in either direction -and so will not effect the qualitative tail probabilities.
VI. CONCLUSIONS
At this point, it is interesting to consider three implications of the proof of Theorem 3.2. For a DMC define m = min i,j p(i, j). So with or without feedback, the probability of error after d time steps is lower bounded by d m . Thus generically, the probability of error can drop no more than exponentially in d. It turns out that this rules out the "risk sensitive" sense of stability in which we require P (|X t | > x) to decrease exponentially. In fact in the context of theorem 3.2, this implies that there is an η beyond which all moments must be infinite! If any unstable process is controlled over a DMC, then the resulting state can have at best a power-law bound on its distribution.
We further observe that if all we want is for the state to have some finite moment η > 0, then we are fine with any DMC with Shannon capacity larger than log 2 λ. This is because the limit as α → 0 is the Shannon capacity. [13] The important thing to notice even in this case is that the constructions for necessity given above must use an anytime decoder for the channel, even though α might be very small.
Finally, if we want the state to stay inside a particular box almost surely or if we have a finite bound on the actuator U t , then the same proof technique can be used to show that Shannon's zero-error capacity is necessary for stabilization. These implications, figures, expanded proofs for the results here, as well as the generalizations of these results to both the continuous and vector case, are explored in [15] .
VII. ACKNOWLEDGMENTS
I would like to thank the anonymous reviewers for their useful suggestions. If I had more room, I would have included some more illustrations here.
