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This note provides a very short proof of a spectral gap independent property of the simultaneous
iterations algorithm for finding the top singular space of a matrix [1, 2, 3, 4]. The proof is terse
but completely self contained and should be accessible to the linear algebra savvy reader.
Lemma. Let A ∈ Rn×m be an arbitrary matrix and let G ∈ Rm×k be a matrix of i.i.d. random
Gaussian entries. Let t = c · log(n/ε)/ε and Z = span((AAT )tAG) then with high probability
depending only on a universal constant c
||A− ZZTA|| ≤ (1 + ε)σk+1
Proof. ||A − ZZTA|| = maxx:‖x‖=1 ‖xTA‖ such that ‖xTZ‖ = 0. Using the SVD of A we change
variables A = USV T , x = Uy and G′ = V TG. Note that G′ is also a matrix of i.id. Gaussian
entries because V is orthogonal. We get ||A−ZZTA|| = maxy:‖y‖=1 ‖yTS‖ s.t. yTS2t+1G′ = 0. We
now break y, S, and G′ to two blocks each such that
y =
(
y1
y2
)
, S =
(
S1 0
0 S2
)
, G′ =
(
G′1
G′2
)
and y1 ∈ Rk, y2 ∈ Rn−k, S1 ∈ Rk×k, S2 ∈ R(n−k)×(n−k), G′1 ∈ Rk×k, and G′2 ∈ R(n−k)×k.
0 = ‖yTS2t+1G′‖ = ‖yT1 S2t+11 G′1 + yT2 S2t+12 G′2‖
≥ ‖yT1 S2t+11 G′1‖ − ‖yT2 S2t+12 G′2‖
≥ ‖yT1 S2t+11 ‖/‖G′−11 ‖ − ‖yT2 ‖ · ‖S2t+12 ‖ · ‖G′2‖
≥ |y1(i)|σ2t+1i /‖G′−11 ‖ − σ2t+1k+1 · ‖G′2‖ .
This gives that |y1(i)| ≤ (σk+1/σi)2t+1‖G′2‖‖G′−11 ‖. Equipped with this inequality we bound the
expression ‖yTS‖. Let 1 ≤ k′ ≤ k be such that σk′ ≥ (1 + ε)σk+1 and σk′+1 < (1 + ε)σk+1. If no
such k′ exists the claim is trivial.
||A− ZZTA||2 = ‖yTS‖2 =
k′∑
i=1
y2i σ
2
i +
n∑
i=k′+1
y2i σ
2
i (1)
≤ (‖G′2‖2‖G′−11 ‖2
k′∑
i=1
(σk+1/σi)
4tσ2k+1) + (1 + ε)σ
2
k+1 (2)
≤ [‖G′2‖2‖G′−11 ‖2k(1/(1 + ε))4t + (1 + ε)] σ2k+1 ≤ (1 + 2ε)σ2k+1 (3)
The last step is correct as long as ‖G′2‖2‖G′−11 ‖2k(1/(1 + ε))4t ≤ εσ2k+1 which holds for t ≥
log(‖G′2‖2‖G′−11 ‖2k/ε)/4 log(1 + ε) = O(log(n/ε)/ε). The last inequality uses the fact that G′1 and
G′2 are random gaussian due to rotational invariance of the Gaussian distribution. This means that
‖G′2‖2‖G′−11 ‖2 = O(poly(n)) with high probability [5]. Finally, ||A − ZZTA|| ≤
√
1 + 2ε · σk+1 ≤
(1 + ε)σk+1.
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