Abstract-A multiregion nested equivalent source approximation (NESA) is presented for the fast analysis of electromagnetic scattering by piecewise homogeneous media. NESA was introduced for the analysis of metallic problems at low and moderate frequencies, and later extended to the fully dynamic case with the introduction of a directional scheme. In this communication, we modify the wideband scheme for the analysis of arbitrary penetrable media; the asymptotic computational costs of the algorithm are compatible with the state-of-the-art factorizations, namely, linear and quasi-linear [O (N ) and O(N log N ) ] for moderate and high-frequency problems, respectively. Numerical examples validate the accuracy and favorable computational cost of NESA when applied to penetrable bodies.
I. INTRODUCTION
Method of moments discretizations of surface integral equations (SIEs) [1] have proven effective in solving large and complex electromagnetic problems, due to the favorable scaling properties and accuracy of the method. The analysis of structures made of arbitrary materials is a classic topic, which remains crucial nowadays, as evidenced by the growing interest in plasmonic applications [2] , in the performance prediction of wireless systems installed on automotive or avionic platforms [3] , or in radar cross section (RCS) reduction of aircrafts or ships. When the medium is piecewise homogenous, an accelerated surface formulation is particularly well suited to challenging application. The attractiveness of SIEs is due to their need of surface discretization only, yielding relatively small matrices, with solutions rigorously satisfying radiation conditions. Nevertheless, they yield a dense matrix operator: solution of very large problems is possible only when the SIE is combined with a proper fast factorization scheme to reduce CPU time and storage requirements with respect to a Naïve implementation. In synergy with fast factorization techniques and modern high performance computing, SIE formulations are particularly appealing for the analysis of metallic and dielectric objects, at least when the electromagnetic properties of the object are (piecewise) constant. Fast algorithms, such as the fast multipole method [4] - [7] or the fast Fourier transform (FFT)-based solvers [8] , [9] , allow to accelerate the matrix vector product (MVP).
Specific applications of fast solvers to penetrable problems have been reported in [10] , where the multilevel fast multipole algorithm (MLFMA) was extended to mixed conducting/dielectric bodies; in [5] , a parallel MLFMA was proposed for large nanoscale arrays. FFT-based methods have also been successfully applied to dielectric formulations [11] . In [12] , a multiplegrid adaptive integral method (AIM) determined by the number of dielectric regions is proposed to optimize the near-field size and the number of auxiliary grids to further enhance the computation efficiency. Algebraic compression methods have also attracted some attention for the analysis of targets above a rough surface [13] ; they exploit the rank deficient property of the subimpedance matrix blocks [14] - [16] .
Recently, we proposed a nested equivalent source approximation (NESA) [17] , [18] for multiscale analysis, in which a low-rank approximation is recursively constructed to yield a nested bases approximation, with proven O (N) and O (N log N) complexities in the static and dynamic regimes, respectively. In this communication, we extend NESA to compress the impedance matrix arising from SIE discretizations of penetrable objects, maintaining the same asymptotic costs as in the case of metallic objects. This extension is not trivial, and requires considering the nature of the underlying field equivalence in order to correctly devise the matrix compression scheme. The results prove the ability to efficiently analyze the overall problem with favorable complexity and without the necessity of rewriting large portions of the code.
This communication extends the NESA algorithm for compressing systems of equations associated with approximation of integral operators for EM analysis of nonpenetrable objects to penetrable ones. The main innovations are: 1) the use of different hierarchies of variable groupings in the compression of the interior and exterior scenarios and 2) the use of different cone angles for choosing different basis sets for far interactions.
The following of this communication is organized as follows. Section II introduces the formulation of the problem and the NESA algorithm. Next, in Section III, some numerical results are shown to validate the proposed solver, and some concluding remarks are summarized in Section IV.
II. FORMULATION

A. Integral Equation Formulation
In order to provide an explicit example of the factorization scheme, we consider, without loss of generality, a specific form of the boundary conditions for dielectric interfaces, namely, the Poggio-Miller-Chang-Harrington-Wu-Tsai (PMCHWT) equation, from the names of the scientists who (independently) derived it [19] - [21] . Other formulations can be similarly derived by simply acting on the relative weights of the linear combination of integral operators; a comprehensive description can be found in [22] .
Let us consider an isotropic homogeneous dielectric scatterer with closed boundary = ∂ : the boundary ∂ partitions the domain into an interior volume − and an exterior volume + . Let us denote 0018-926X © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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the medium parameters in ± with μ ± and ε ± , representing the magnetic permeability and electric permittivity, respectively. Upon invoking the equivalence theorem to represent the exterior fields, the scatterer is replaced by equivalent surface currents J + =n × H + and M + = −n × E + , wheren is the unit vector normal to ∂ and pointing outward. J + and M + are Love's currents, i.e., they radiate null fields in − . Similarly, the interior fields can be represented by surface currents J − =−J + and M − =−M + . Finally, after expanding the equivalent currents in terms of Rao-Wilton-Glisson (RWG) basis functions f n [1] , continuity of the tangential components of the fields across ∂ is weakly enforced through Galerkin testing to obtain the matrix system
where a representation of the scattered fields in terms of potentials has been assumed, and
ω is the radian frequency, and η ± = μ ± / √ ε ± and k ± = ω √ ε ± μ ± are the wave impedance and the wave number of the medium, respectively. Equation (1) is poorly scaled and nonsymmetric: rescaling the diagonal blocks and symmetrizing the equation yield
where Z 0 is the free space wave impedance. Equation (3) possesses better conditioning properties with respect to (1), resulting in an improved iterative convergence of the linear system.
B. NESA Compression
Equation (3) suggests two possible approaches to compress each block of the system matrix via NESA: either building separately two approximations for the interior and exterior problems, or directly compressing the linear combination of the two problems. The latter is surely valid for purely algebraic compression schemes, such as adaptive cross approximation (ACA), or interpolative decomposition [23] . On the other hand, NESA is based on the equivalence principle, and the compression scheme exploits the idea that fields outside a closed surface due to sources inside the surface can be represented by equivalent sources placed on its periphery. However, (3) arises from the linear combination of two field equations, and as such, it does not represent the discretization of a Maxwellian kernel. Consequently, the field equivalence theorem cannot be directly invoked on (3): this means that the algorithm devised in [17] and [18] cannot be applied as is to the combination of different field equations. We, therefore, build separate NESA approximations for the exterior and interior problems: as a side benefit, this approach will carry an important advantage in compressing dynamic problems with high contrasts, as discussed in the following.
We briefly summarize the procedure to compress the generic matrix 
The matrices [U ] and [V ] are numerically obtained via an inverse source procedure: for the sake conciseness, we omit specific details, which the interested reader can find in [17] and [18] . Next, nested bases are introduced by expressing radiation and receiving matrices in terms of their counterparts at the child level, and by recursion at the leaf level
where
, −1
t,t p and [C]
−1, s p ,s are two transfer matrices (for receiving and radiation operators, respectively) allowing to ascend the tree from group t at level to its parent group t p at level − 1.
For growing electrical size of the clusters, a constant number of auxiliary sources Q (i.e., the number of columns and rows of [D] t,s ) cannot guarantee constant accuracy, due to the faster and faster oscillations of the kernel. The remedy to this consists in introducing a directional algorithm: for each cluster at a given level , far-field interactions are partitioned in cones spanning an angle O(λ ± /D ). For octree levels corresponding to a cluster diameter smaller than one wavelength, the nondirectional scheme is employed (i.e., the partitioning of directions degenerates to a single direction covering the entire solid angle), while for the coarser levels, the compression is partitioned in directions. Note that the number of directions depends on the electrical size of the clusters at the considered level of the octree, which in turn depends on the medium properties. Separate compression of the exterior and interior problems then allows to independently select the most appropriate algorithm for each subproblem, which is especially beneficial for high contrasts problems, where the wavelengths of different media significantly differ from each other. Similar ideas were exploited in [12] , where different interpolation grids are defined for improved performance of the multiregion AIM. Finally, the complete MVP defined by (3) is assembled by combining eigth partial MVPs (involving
Some preliminary tests have been carried out to assess the accuracy of the NESA approximation of [Z − ] and [β − ], for different permittivities ε r of the corresponding medium. Two sets of 524 and 534 RWGs are enclosed by two cubes of edge D l = 0.5 m, with fixed center-to-center distance D = 1.5m. The 2 norm error of the approximation is computed when varying the permittivity of the medium ε r = {1, 4, 16, −9.38 − j 1.59} and the number of equivalent sources Q is shown in Figs. 1 and 2 , for the nondirectional and directional algorithms, respectively. The errors are computed with respect to a reference solution obtained with a very accurate quadrature rule with 61 Gaussian points per triangle. The charts of Figs. 1 and 2 can be used as guidelines to select the number of sources Q to obtain a prescribed accuracy; Q = 50 is empirically found to provide sufficiently accurate results for most problems, although it can be increased when higher accuracy is desired (or for very large permittivities).
III. NUMERICAL RESULTS AND DISCUSSIONS
In this section, numerical results are shown to demonstrate the validity of the proposed approach for the analysis of dielectric prob- lems. In all numerical experiments, h will denote the average mesh length, λ 0 the wavelength in vacuum (the background medium will be vacuum in all test cases), and λ d the wavelength in the dielectric medium. All simulations have been carried out on a 64-b workstation, with 40 CPUs at 2 GHz and 512 GB of RAM; single-core double precision computation is always used. The number of equivalent sources is fixed to Q = 50 for all the numerical test cases.
A. Accuracy
We first validate the accuracy by simulating a dielectric sphere (ε r = 4 and μ r = 1) with a diameter of 2 m, at the frequency of 300 MHz; a linearly polarized plane wave impinges onto the sphere from the direction described by (θ inc = 0°). The surface of the sphere is discretized with 11830 triangles, corresponding to 17745 RWG functions. A two-level NESA is used to compress the PMCHWT impedance matrix: excellent agreement of the simulated RCS with respect to the results from the Mie series is shown in Fig. 3 .
Next, a cylinder with diameter and height equal to 0.5 and 4 m, respectively, and electric permittivity ε r = 4 is analyzed at the same frequency of 300 MHz. The cylinder is subject to plane-wave illumination, with direction of the incident wave defined by (θ inc = 0°). The height of the cylinders corresponds to 4λ 0 in the exterior medium (vacuum), and 8λ d in the dielectric. A four-level octree clustering is generated, yielding 55 functions on average in each cluster of the finest level. This test case exemplifies the use of different admissibility conditions for the interior and exterior problems, as discussed in Section II-B. When considering compression of the exterior problem, the largest clusters are boxes with edge λ 0 : the static (nondirectional) NESA approximation [17] is employed. Conversely, the largest size of clusters in the dielectric is 2λ: as a consequence, the compression employs two levels of the static algorithm, and one level of directional NESA [18] . We compared the RCS computed from NESA and the unapproximated solution: excellent agreement can be found in Fig. 4 .
Third, the 3-D version of the Koch snowflake, a multiscale nonsmooth prefractal geometry, and four iterations of the fractal generator are considered, and the resulting geometry is discretized with 8940 unknowns, as shown in Fig. 5(a) . A linearly polarized plane wave impinges onto the prefractal from the direction described by (θ inc = 0°), at a frequency where the diameter of the minimum sphere enclosing the geometry is 1.25λ 0 . The electric surface currents obtained with unapproximated PMCWHT and NESA compressed PMCWHT are shown in Fig. 5(b) and (c) , respectively, for a material with parameters (ε r = 4 and μ r = 1).
B. Computational Complexity
As proved in [17] and [18] , the asymptotic computational cost of NESA is O (N) and O(N log N) four times larger than for conducting problems. On the other hand, each MVP requires evaluating eight partial MVPs with NESA; thus, each global MVP requires a CPU time roughly eight times larger than for conducting problems. We consider a series of spheres, made of a material with permittivity ε r = 4 and a diameter of 2 m, subject to plane-wave incidence. We keep a constant mesh density with respect to wavelength, and consider four different frequencies (37.5, 75, 150, and 300 MHz), with the number of unknowns accordingly increasing (35.5 K, 142 K, 568 K, and 2.3 M). The diameter of the sphere is below four wavelengths at all considered frequencies: the static NESA is thus applied in all cases. Fig. 6 shows the asymptotic costs of the algorithm, in terms of RAM requirements and CPU time, proving that the linear scaling of the method for low-frequency problems is not changed. Far-field compression time is the setup time for the NESA compression of the far coupling low-rank matrices
We next carry out the complexity analysis in the case of dynamic problems: the same set of spheres is analyzed at the frequencies of 300 MHz, 600 MHz, 1.2 GHz, and 2.4 GHz. Fig. 7 shows that the MVP has a cost growing as O (N log N) , as expected.
C. Array of Nanohelices
In this section, we consider a more realistic test case, consisting of four-coils helices displaced in 4 × 4 Cartesian array configuration as in Fig. 8 , with spacing = 300 nm; the geometry of each element is described by the radius of the coils (R = 66.6 nm), the radius of the tube (r = 33.3 nm), and the pitch P = 200 nm. The array is analyzed for normal (with respect to the array plane) incidence, with a wavelength of the incident wave equal to λ 0 = 600 nm. The helices are made of a material with ε r = −9.3875 − j 1.5292, corresponding to the properties of gold [24] at the operating frequency (where gold exhibits plasmonic properties). The array has, therefore, an extension of about 1.6λ 0 in vacuum (dimension of the exterior problem), and Bistatic RCS of a 4 × 4 nanohelix array simulated with NESA-PMCHWT, NESA-JMCFIE, and full PMCHWT. The array is subject to plane-wave illumination from a direction normal to the array plane, with a wavelength λ 0 =600 nm. about 5λ d in the dielectric medium. As discussed in Section II-B, a three-level static NESA approximation is used for the exterior problem, while the interior problem is approximated with two-level static NESA and one-level directional NESA algorithm. Note that the same algorithm is actually used for all media and all levels, although we are explicitly mentioning the number of static and directional levels: the solver automatically selects the octree levels corresponding to static and dynamic regimes (in the static regime, the directional algorithm simply degenerates to the nondirectional algorithm). For a more detailed description, see [18] . The discretization of the geometry yields 47 616 unknowns, with mesh edges ranging from 8e-2λ 0 to 2.9e-2λ 0 . Far-field approximation time and RAM requirements for NESA are 1 min and 0.5 GB, respectively; iterative convergence is accelerated with block-diagonal preconditioning, particularly effective for disconnected arrays. Note that all elements of the array are identical, so that the preconditioner needs be computed and stored for a single element. The preconditioned system converged to a residual of 1e-3 in three iterations, with an MVP time of 3.3 s. The setup time for the NESA compression and generalized minimal residual method (GMRES) iterations is 168 and 10 s, respectively.
For this test case, we also applied NESA to a different dielectric formulation, namely, the electric and magnetic currents combined field integral equation (JMCFIE) formulation introduced in [25] . Fig. 9 compares the bistatic RCS obtained with NESA applied to PMCHWT, NESA applied to JMCFIE, and unapproximated PMCHWT. The agreement between unapproximated PMCHWT and NESA-PMCHWT is excellent, while there is some difference with respect to the results from NESA-JMCFIE. Although we do not have a reference soluton for this test case, we conjecture that uncompressed PMCHWT and NESA-PMCHWT are closer to the correct solution (as the validation in Section III-A with respect to the Mie solution suggests), and that the inaccuracy of the JMCFIE results from a nonconforming testing of the equations (JMCFIE requires dual testing [26] , not employed here). The aim of this test case is precisely to prove that the proposed numerical scheme is compatible and accurate for problems with negative permittivity as well; as a matter of fact, negative permittivity materials are relevant in contemporary computational electromagnetics (CEM), because they have recently been successfully used for modeling plasmonic applications [2] . Nevertheless, the classical electrodynamics model (with plasmon-photon interactions only accounted for by a negative effective permittivity) is not the most general and modern for this specific application; a complete discussion about the range of validity of the classical model goes beyond the scope of this communication. The interested reader is referred to [27] and references therein.
Next, a larger array with 400 radiating elements has been considered, discretized with about 1.2 million unknowns. The radiating elements are the same as described earlier, and the spacing between elements is unchanged; the corresponding electrical size of the array is about 9.6λ 0 in vacuum, and 30λ d in the dielectric medium. A three-level static NESA and a two-level directional NESA are used to approximate the exterior problem, while the interior problem is approximated with two-level static NESA and three-level directional NESA algorithm. RAM requirements are 9.5 and 5.4 GB for near-field and (approximated) far-field storage, respectively; far-field factorization time is 11 min. Block-diagonal preconditioning allows to solve the problem in four GMRES iterations to reach 1e-3, with an MVP time of 42 s. The setup time for the NESA compression and GMRES iterations is 658 and 171 s, respectively. And the overall solution time is 1.1 h. Finally, the simulated surface currents (dBA/m) and RCS of the array are shown in Fig. 10 .
D. Morphed Predator UAV
Finally, a simplified model of the predator unmanned aerial vehicle (UAV) has been analyzed, with (fictitious) medium parameters ε r = 2 and ε r = 4. The wingspan is 14.6 m and the length is 8.2 m; a plane wave is impinging on the nose of the aircraft at the frequency of 75 MHz. The discretization of the model yields 421 908 unknowns, corresponding to a ratio h/λ 0 ranging from 1.33e-3 to 1.36e-2. The exterior problems has been accelerated with five-level nondirectional NESA, while a four-level nondirectional NESA and a one-level directional NESA are applied to the interior problem for the case ε r = 2, and a three-level nondirectional NESA and a two-level directional NESA are applied to the interior problem for the case ε r = 4. Far-field compression time and memory are 33 min and 2.1 GB (ε r = 2), and 22 min and 2 GB (ε r = 4). Solution to a residual of 1e-3 required 152 GMRES iterations when ε r = 2, for an overall simulation time of 8.4 h. Slightly larger simulation times are obtained when ε r = 4, requiring 227 iterations and 14.2 h. The RCS of the aircraft is shown in Fig. 11 , with the electric surface currents for the case ε r = 4 shown as an inset.
IV. CONCLUSION
This communication investigates the properties of NESA in compressing SIE formulation for dielectric problems. The interior and exterior problems are compressed separately; approximation accuracy as a function of the number of equivalence points Q is studied for nondirectional and directional NESA. The method is shown to keep the asymptotic complexity cost of metallic problems, namely, O(N) and O(N log N) for low-frequency and fully dynamic penetrable problems. Numerical results for large-scale simulations are presented for an array of nanohelices at plasmonic frequencies and a simplified model of UAV aircraft, to assess the validity of the proposed method.
