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PHASE TRANSITIONS AND CHANGE OF TYPE IN
LOW-TEMPERATURE HEAT PROPAGATION∗
KATARZYNA SAXTON† AND RALPH SAXTON‡
Abstract. Classical heat pulse experiments have shown heat to propagate in waves through
crystalline materials at temperatures close to absolute zero. With increasing temperature, these
waves slow down and ﬁnally disappear, to be replaced by diﬀusive heat propagation. Several features
surrounding this phenomenon are examined in this work. The model used switches between an
internal parameter (or extended thermodynamics) description and a classical (linear or nonlinear)
Fourier law setting. This leads to a hyperbolic-parabolic change of type, which allows wavelike
features to appear beneath the transition temperature and diﬀusion above. We examine the region
around and immediately below the transition temperature, where dissipative eﬀects are insigniﬁcant.
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1. Introduction. The analysis in this paper is based on a low-temperature heat
propagation model described in [9] and [10]. The model is based on experimental
results of [3], [2], [5], and [6], which provide evidence of second sound, i.e., hyperbolic,
or wavelike, thermal eﬀects where Fourier’s law fails, in very pure crystals of sodium
ﬂuoride and bismuth.
Signiﬁcantly, these features appear only at certain temperatures below which the
materials reach their peak thermal conductivities (at approximately 18.5 K and 4.5 K
for NaF and Bi, respectively). No wavelike behavior is found in NaF and Bi at higher
temperatures, where only diﬀusive heat propagation is observed. Further, the speed,
UE , at which small amplitude thermal waves propagate is a decreasing function of
temperature in the region where the waves can be detected, after which the diﬀusion
process dominates. This hyperbolic region appears separated from the diﬀusive region
by a “critical” temperature, ϑλ, at which UE = 0 [1]. The aim of this paper is to
understand the dynamics of regular solutions having temperatures close to that of
the phase transition. We begin, in section 2, by describing a phenomenological one-
dimensional model which uses an internal variable behaving as an order parameter.
In section 3, we will examine properties of the phase transition, and in section 4, we
obtain conditions under which this class of solutions remain smooth. Some explicit
cases are, ﬁnally, examined in section 5.
2. Preliminaries. We brieﬂy describe our model and refer to [10] (see also [9])
for further details concerning the thermodynamics of materials with internal parame-
ters. In the present context, two forms of heat transmission—diﬀusive propagation at
high temperatures and wavelike propagation at low temperatures—are separated by
a phase transition at a critical temperature, ϑλ > 0. At temperatures above ϑλ, we
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employ the equations for heat ﬂow through a one-dimensional rigid solid, consisting
of balance of energy and Fourier’s law,
ε(ϑ)t + qx = 0,(2.1)
q = −k(ϑ)ϑx,(2.2)
where ε(ϑ) represents internal energy, ε′(ϑ) = cv(ϑ) is the speciﬁc heat at constant
volume, q denotes heat ﬂux, and k(ϑ) is the heat conductivity.
At temperatures between ϑ = 0 (absolute) and ϑ = ϑλ, experimental results
indicate that the constitutive description of q given by (2.2) is inadequate [2]. This
then requires the use of an extended form of thermodynamics, in which we employ
an internal parameter, p , to appropriately model observations. The internal param-
eter satisﬁes a particular form of evolution equation (see [10], [9]), and heat ﬂow is
described below ϑλ by the equations
ε(ϑ)t + qx = 0,(2.3)
pt = g1(ϑ)ϑx + g2(ϑ)p,(2.4)
q = −α(ϑ)p,(2.5)
where g1(ϑ) ≥ 0 ≥ g2(ϑ) and α(ϑ) ≥ 0 are material functions. The second law of
thermodynamics imposes the restriction that α(ϑ) = ψ20ϑ
2g1(ϑ), where the constant
ψ20 > 0 comes from the Helmholtz free energy, ψ, which has the form ψ = ψ1(ϑ) +
1
2ψ20ϑp
2. While satisfying the second law of thermodynamics, the model has internal
energy depending only on temperature [9]. In eﬀect, (2.3)–(2.5) permit q to depend
on the history of the temperature gradient.
The following constitutive relations will be used for g1 and g2 (see [10]):
g1(ϑ) = g10(ϑ)(ϑλ − ϑ)r, g10(ϑ) > 0,(2.6)
g2(ϑ) = g20(ϑ)(ϑλ − ϑ)2r, g20(ϑ) < 0,(2.7)
where 0 ≤ ϑ ≤ ϑλ. Here g10, g20 ∈ C[0, ϑλ] and r ∈ (0, 1). The form of these func-
tions can be derived from experimental data on the wave speed, UE(ϑ), the heat
conductivity, K(ϑ), and the speciﬁc heat, cυ(ϑ), as we now describe.
The characteristic equation for (2.3)–(2.5) is given by
cυ(ϑ)λ
2 + λα′(ϑ)p− α(ϑ)g1(ϑ) = 0.(2.8)
If one considers waves propagating into an undisturbed state ϑ = constant, p = 0
(q = 0), this provides an expression for UE ,
λ2 = U2E ≡
α(ϑ)g1(ϑ)
cυ(ϑ)
= ψ20ϑ
2 g
2
1(ϑ)
cυ(ϑ)
.(2.9)
Given experimental measurements of UE(ϑ) and cυ(ϑ), this speciﬁes g1(ϑ). It is ob-
served that second sound is a decreasing function of temperature, which we allow to
reach zero [1] at ϑ = ϑλ (cf. (2.6)).
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In order to ﬁnd g2(ϑ), we use measurements of heat conductivity made in near-
stationary states, for which fast processes are considered to be minor, pt ≈ 0.1 In this
case, the diﬀerence between solutions to (2.3)–(2.5) and the diﬀusion equation
ε(ϑ)t − (K(ϑ)ϑx)x = 0,(2.10)
where K(ϑ) = −α(ϑ)g1(ϑ)g2(ϑ) = −
U2E(ϑ)cυ(ϑ)
g2(ϑ)
> 0, becomes small. Requiring K(ϑ) to
remain ﬁnite as ϑ→ ϑλ− then leads to the form of g2(ϑ) in (2.7).
The behavior of the speciﬁc heats of Bi and NaF is typically considered to be
continuous in temperature, and we will assume this here, with
cυ(ϑ) ∼ cλ, |ϑλ − ϑ| 	 1, cλ > 0,(2.11)
where “∼” denotes leading order behavior. Otherwise cυ is considered to be described
by a continuous function which obeys Debye’s law, cυ(ϑ) ∼ ϑ3, as ϑ→ 0.
Particular forms of (2.6) and (2.7) chosen to ﬁt available data for crystals of high
purity NaF and Bi can be found in [10]. Together with (2.11), these result in UE
having the general form
U2E(ϑ) ∼ U20 (ϑ)(ϑλ − ϑ)2r(2.12)
for ϑ ≤ ϑλ, with U0, a continuous function of ϑ, found experimentally.
For convenience, we introduce the following change of variables:
e = ε(ϑ)− ε(ϑλ), ϑ = ε−1(e+ ελ), and ελ = ε(ϑλ).(2.13)
We may rewrite (2.1), (2.2) in terms of e > 0 and q as
et + qx = 0,(2.14)
q = −d(e)ex,(2.15)
where d(e) = k(ϑ)/cυ(ϑ), k(ϑ) > 0. When e < 0, equations (2.3), (2.4) become
et + qx = 0,(2.16)
qt +
h′(e)
h(e)
qqx = f(e){q +D(e)ex},(2.17)
where2
f(e) = g2(ϑ), h(e) = α(ϑ), D(e) =
K(ϑ)
cυ(ϑ)
.(2.18)
1In this limit, however, thermal waves do not necessarily propagate at the speed dictated by the
qualitatively approximate parabolic equation (2.10), but still at a characteristic velocity, λ, given by
(2.9). We also distinguish pt ≈ 0 (for which g1(ϑ), g2(ϑ) = 0) from pt = 0 (where g1(ϑ) = g2(ϑ) = 0).
The former is an assumption concerning the dynamics, such as the time asymptotic behavior which
may arise due to damping (for instance, as seen in [4], and which still preserves hyperbolic features
such as ﬁnite speed of propagation) in the original system. In the latter case, ϑ is assumed to have
reached the transition temperature, ϑ = ϑλ.
2For physical reasons [2], we will here assume that k(ϑλ) = K(ϑλ) (where q = −K(ϑ)ϑx =
−D(e)ex), which occurs in the limit pt ≈ 0 leading to (2.10). K(ϑ) is sometimes known as the
quasistatic heat conductivity.
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Continuous initial data, e0(x) or ϑ0(x), will be deﬁned such that
e(ϑ(x, 0)) = e0(x), e0(0) = 0,(2.19)
with
xe0(x) > 0 for x 
= 0,(2.20)
where
ϑ(x, 0) = ϑ0(x), ϑ0(0) = ϑλ.(2.21)
Given the observed sharp decay in the speed of heat pulse propagation, nonlinear
eﬀects are involved. Since the system (2.16), (2.17) is quasilinear and hyperbolic (cf.
(2.3)–(2.5)), it is possible to account for this decay, but it also becomes possible for
shocks to form in ﬁnite times [7], [8], [10] in temperatures below ϑλ. The present
analysis examines the situation under which solutions taking values at temperatures
on both sides of ϑλ should remain smooth. As such, it can be regarded as a ﬁrst
step in analyzing experiments using large amplitude temperature pulses crossing into
phases that involve dissipation.
3. Properties of phase transitions. Let Γ denote a curve x = ϕ(t), t ≥ 0,
such that e(ϕ(t), t) = 0 (ϑ(ϕ(t), t) = ϑλ) and let V ⊂ R2+ = {(x, t) ∈ R2, t ≥ 0} be a
neighborhood of Γ. Set V = U− ∪ Γ ∪ U+, where the regions U− and U+ correspond
to e < 0 and e > 0, respectively. Heat propagation is then governed by (2.14), (2.15)
in U− and by (2.16), (2.17) in U+.
We denote limits of a function u from the left and right of Γ, as x → ϕ(t),
by u−(t) = u(ϕ(t)−, t) and u+(t) = u(ϕ(t)+, t), respectively, and denote the jump
of u across Γ by [u](t) = u+(t) − u−(t). Let PC1(Q) denote the class of piecewise
diﬀerentiable functions on Q ⊂ R2. By assuming ϑ ∈ PC1(R2+), e becomes continuous
across Γ.
Let s = ϕ˙. Using (2.14) and (2.16) together with the jump condition across Γ,
−s[e] + [q] = 0,(3.1)
demonstrates that q is continuous across Γ. This allows us to deﬁne
q(t) ≡ q(ϕ(t), t) = − lim
x→ϕ(t)+
(d(e)ex) = −k(ϑλ)ϑ+x (t).(3.2)
In the following, where we wish to categorize s and to obtain a relationship between
ϑ+x (t) and ϑ
−
x (t), ϑ and q are considered to be smooth in V \Γ (at least locally). For
convenience, we next set ψ20 = 1.
Lemma 3.1. Let ϑ+x > 0. Then sϑ
−
x = 0, and q ∈ C1(V ) if s = 0.
Proof. Let us write (2.17) in the form
qqx =
h(e)
h′(e)
(f(e){q +D(e)ex} − qt).(3.3)
Using (2.6)–(2.13), (2.18) in U− for e ∼ 0 (ϑ ∼ ϑλ) gives
cυ(ϑ) ∼ cλ,(3.4)
h(e) ∼ ϑ2λg10(ϑλ)
(
1
cλ
|e|
)r
,(3.5)
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f(e) ∼ g20(ϑλ)
(
1
cλ
|e|
)2r
,(3.6)
and
D(e) ∼ − (ϑλg10(ϑλ))
2
cλg20(ϑλ)
.(3.7)
Thus, since D(e)ex = D(e)cυ(ϑ)ϑx, (3.3) implies
qqx ∼ −1
r
eqt → 0 as e→ 0−.(3.8)
Using (3.2) for ϑ+x > 0 implies that q
−
x = 0 and consequently e
−
t = 0, by (2.16). The
deﬁnition of Γ implies that e−t + se
−
x = 0, and so se
−
x = 0, whence sϑ
−
x = 0.
Finally, if s = 0, the deﬁnition of Γ also implies that e+t = 0, in which case (2.14)
implies q+x = 0.
Assuming that solutions depend continuously on the initial data (2.21) locally in
time in V, we now obtain the following.
Corollary 3.2. Let ϑ′±0 = limx→0± ϑ
′
0(x) > 0. Then there exists τ > 0 such
that s = 0 for t ∈ (0, τ).
Proof. This follows immediately from the lemma, since ϑ−x (t), ϑ
+
x (t) > 0, through
continuous dependence, over some interval t ∈ (0, τ).
Remark. Since ϕ(0) = 0 from (2.19), in this case ϕ(t) ≡ 0 for all t ∈ (0, τ).
The next results provide a connection between the left and right states of Γ and
show that the condition s = 0 is controlled only by initial data corresponding to these
states and by the solution to the diﬀusion equation, (2.14), (2.15), and (2.19).
Lemma 3.3. Let ϑ′−0 , ϑ
′+
0 > 0 and s = 0. Then ϑ
+
x (t) > 0 ⇒ ϑ−x (t) > 0, t ∈
(0, τ).
Proof. Let γα ⊂ U− denote the line segment x = α < 0, t ∈ (0, τ), which lies
parallel to Γ. For α suﬃciently small, q|γα can be bounded above, strictly, by 0. This
can be seen by deﬁning a curve γβ ∈ U− ∪ Γ as follows,
γβ =
{
(x, t(x)), x ≤ 0 : dt
dx
=
h(e)
h′(e)q
, t(0) = β ≥ 0
}
,(3.9)
and by writing (2.17) in the form
1
2
dq2
dx
∣∣∣∣
γβ
=
h(e)
h′(e)
f(e){q +D(e)ex} ≡ h
h′
M.(3.10)
Using (2.7), (2.18), and (3.5), we ﬁnd that
h(e)
h′(e) |γα
∼ e
r
(3.11)
for α ∼ 0.
Also, D(e)ex = K(ϑ)ϑx|γα → k(ϑλ)ϑ
−
x and q|γα → q = −k(ϑλ)ϑ
+
x as α → 0.
Since e|γα → 0 as α→ 0, and through (3.6), it follows that as α→ 0,
M|γα ∼ g20(ϑλ)k(ϑλ)
(
1
cλ
)2r
(ϑ−x − ϑ+x )(|e|2r)|γα ∼ 0.(3.12)
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As a result, by (3.10),
q(x, t)|γβ ∼ q(β),(3.13)
where
dt
dx
|γβ ∼
e
rq
.(3.14)
Next, the use of (2.16), (2.17), and (3.12) shows that(
qt − r
e
qet
)∣∣∣
γα
∼ 0,(3.15)
from which a rearrangement and integration give
q(α, t) ∼ q(α, 0)
(
e(α, t)
e0(α)
)r
.(3.16)
Since ϑ′+0 > 0 and e0(α) < 0, we have, locally for x < 0 and t > 0, that e < 0 and
q ∼ q ∼ −k(ϑλ)ϑ+x < 0. Consequently dtdx |γβ > 0 by (3.14), and hence there exists
some β > 0 such that q(α, 0) ∼ q(β), with β → 0+ as α → 0 − . Therefore (3.16)
implies
q(t) = q(0) lim
α→0
(
e(α, t)
e0(α)
)r
.(3.17)
Given ε′(ϑ) = cυ(ϑ) and (2.11), (2.13), and (3.4), we have
lim
α→0
e(α, t)
e0(α)
= lim
α→0
ϑλ − ϑ(α, t)
ϑλ − ϑ0(α) =
ϑ−x (t)
ϑ′−0
.(3.18)
Finally, since q(t)/q(0) = ϑ
+
x (t)/ϑ
′+
0 , this implies
ϑ−x (t)
ϑ′−0
=
(
ϑ+x (t)
ϑ′+0
)1/r
,(3.19)
which leads to the desired conclusion.
Theorem 3.4. Let ϑ′−0 , ϑ
′+
0 > 0, and ϑ
+
x (t) > 0 for t ∈ (0, T ), where T > 0.
Then s = 0 for t ∈ (0, T ).
Proof. Suppose that t
 < T denotes the ﬁrst time for which ϑ−x (t) = 0, so that
t
 > 0 by Corollary 3.1. Using Lemma 3.1 and continuity in t implies s(t
) = 0, and
thus Lemma 3.2 holds for t ∈ (0, t
). Using continuity once again then implies that
ϑ+x (t

) = 0, which violates the hypothesis ϑ+x (t) > 0 for t ∈ (0, T ). The result follows
through contradiction.
4. Smooth solutions in the transcritical region. Next we set up the problem
of phase transition in the region U− ∪ Γ ∪ U+, where we now extend U+ to all of
R
2
++ = {(x, t) ∈ R2, t ≥ 0, x > ϕ(t)} and restrict U− to temperatures close to ϑλ.
Assuming ϑ′0
+
, ϑ′0
−
> 0 means that we may set ϕ(t) = 0 for t > 0, given ϕ(0) = 0,
from the results of the previous section.
The transcritical phase transition problem reduces to solving
et − (d(e)ex)x = 0(4.1)
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in U+, by (2.14) (2.15). In U−, equations (2.16), (2.17) become
et + qx = 0,(4.2)
qt +
rq
e
qx = 0,(4.3)
where we have used (3.11) to obtain (4.3). We recall that across Γ, where now
e(0, t) = 0, t > 0,(4.4)
both e and q are continuous. Initial data for (4.1)–(4.3) are given by
e(x, 0) = e0(x), with xe0(x) > 0 for x 
= 0, and e0(0) = 0.(4.5)
In U+, e(x, t) is a solution to (4.1) satisfying the Dirichlet boundary condition
(4.4), together with (4.5). This solution determines q(t),
q(t) = q(0, t) = − lim
x→0+
(d(e(x, t))ex(x, t)) = −k(ϑλ)ϑ+x (t),(4.6)
as a function of the initial data e0(x), for x > 0.
In U−, the pair (e(x, t), q(x, t)) is a solution to (4.2), (4.3) satisfying (4.4), (4.5),
and (4.6).
Eigenvalues of the system (4.2), (4.3) are given by λα = 0 < λβ =
rq
e . Due to the
fact that q does not possess initial data, characteristic curves γα, γβ are parametrized
by t and x, respectively (see (3.9), (3.14)):
dx
dt
∣∣∣∣
γα
= 0, x(t;α)
∣∣∣∣
γα
= x(0;α)
∣∣∣∣
γα
= α < 0,(4.7)
and
dt
dx
∣∣∣∣
γβ
=
e
rq
, t(x;β)
∣∣∣∣
γβ
> 0, t(0;β)
∣∣∣∣
γβ
= β > 0.(4.8)
This system has Riemann invariants, |e|r/q and q, which satisfy
|e|r
q
∣∣∣∣
γα
= constant(4.9)
and
q|γβ = constant.(4.10)
In order to examine when solutions in U− remain smooth, we use the following
results.
Lemma 4.1. Let (e, q) ∈ C1(U−), and suppose that there are constants δ >
0, α0 < 0 such that e0(α) < −δ for α < α0 and q(β) > −1/δ for β > 0. Then for
each β small enough, there is a unique characteristic, γβ , connecting Γ with R− =
{(x, t) : x < 0, t = 0}.
Proof. Consider a region W ⊂ U− bounded to the left and right by the line
x = α < 0 and by Γ , and to the top and bottom by the characteristic γβ and by R−.
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Fig. 4.1.
Let γβ meet the line x = α at (x, t) = (α, τ), where τ = τ(α, β) ≤ β by (4.8) (see
Figure 4.1). We assume in the following that γβ is entirely contained inside U−.
Applying the divergence theorem to (4.2) on W, and using (4.10), provides the
relation ∫ 0
α
e0(x)dx =
∫ β
0
q(t)dt− (1− r)βq(β) + τ(1− r)q(β)−
∫ τ
0
q(t, α)dt.(4.11)
Fixing β in (4.11) and diﬀerentiating with respect to α then gives
−e0(α) = ((1− r)q(β)− q(τ, α)) ∂τ
∂α
= −rq(β) ∂τ
∂α
.(4.12)
So ∂τ∂α =
e0(α)
rq(β)
> δ2/r for α < α0, which means that τ(α, β) is bounded below, for
ﬁxed β, by a uniformly increasing function of α. Since τ(0, β) = β > 0, it follows that
τ must reduce to zero as α decreases from α = 0, at which point γβ meets R−.
We note that if γβ connects Γ to R−, then (4.11) reduces to∫ 0
α
e0(x)dx =
∫ β
0
q(t)dt− (1− r)βq(β),(4.13)
which gives a functional relation between α and β. In particular, diﬀerentiating with
respect to α,
−e0(α)dα
dβ
= rq(β)− (1− r)βq′(β)(4.14)
shows that dαdβ < 0 if rq(β) − (1 − r)βq′(β) < 0. Thus, at least for small β > 0, one
ﬁnds that dαdβ < 0, since q(0) < 0 due to our assumption ϑ
′
0
+
> 0.
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Fig. 4.2.
We will use the notation β = β(α, τ) to denote the time of intersection of the
characteristic curve going through (x, t) = (α, τ), with Γ, i.e., β = β(α, τ(α, β)), α < 0.
The inversion is possible whenever ∂τ∂β > 0, which is a subject of the following results.
Lemma 4.2. Let (e, q) ∈ C1(U−), q(β) < 0, and q′(β) 
= 0. Then ∂t∂β (x, β) > 0,
and if ∂t∂β → 0 as x→ x∗ < 0, then |qt(x, t(x, β))| → ∞.
Proof. By (4.10), we have that
q(x, t(x, β)) = q(β)(4.15)
along γβ , and so q|γβ < 0. Diﬀerentiating relation (4.15) in β gives
(qttβ)|γβ = qt(0, t(0, β)) = q
′
(β)(4.16)
since t(0, β) = β. Thus ∂t∂β → 0⇔ |qt||γβ →∞.
In the following we take, for simplicity, U− to be the vertical strip {(x, t) ∈ R2+ :
x∗ < x < 0} for some x∗ < 0. With regard to the theorem, we remark that the
two crystalline materials, bismuth and sodium ﬂuoride, have values of the material
constant, r, lying between zero and one-half [10].
Theorem 4.3. Let β1 
= β2. Then γβ1 and γβ2 do not intersect in U−, provided
that one of the following holds:
Case 1. r ∈ (0, 1), and either
(i) q′(β) > 0
or
(ii) q′(β) < 0 and rq(β)− (1− r)βq′(β) < 0.
Case 2. r > 1, and either
(i) q′(β) < 0
or
(ii) q′(β) > 0 and rq(β)− (1− r)βq′(β) < 0.
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Case 3. r = 1.
Proof. Recalling (4.9) and (4.10), for (x, t) ∈ U−,
|e(x, t)|r
q(β(x, t))
=
|e(x, t)|r
q(x, t)
=
|e0(x)|r
q(x, 0)
=
|e0(x)|r
q(β(x, 0))
,(4.17)
which gives
|e(x, t)|r = q(β(x, t))
q(β(x, 0))
|e0(x)|r.(4.18)
As a result, (4.8) can be written as
dt
dx
|γβ = −|q(β(x, t))|
(1−r)/r e0(x)
r|q(β(x, 0))|1/r
.(4.19)
Integrating (4.19) along γβ and using (4.10) again,
t = t(x, β) = β − |q(β)|(1−r)/r
∫ x
0
e0(y)
r|q(β(y, 0))|1/r
dy(4.20)
with x∗ < x < 0 and 0 < t < β. Thus, diﬀerentiating with respect to β = β(x, t),
∂t
∂β
= 1− 1− r
r
|q(β)|1/r−3q(β)q′(β)
∫ x
0
e0(y)
r|q(β(y, 0))|1/r
dy.(4.21)
Case 1(i) of the proof follows since e0 < 0, q < 0, and characteristics spread with
decreasing x, ∂t∂β > 1.
In order to establish Case 1(ii), let us ﬁrst suppose that (x∗, t∗) ∈ ∂U− for x∗ < 0,
and that t∗ > 0 is the least time at which solutions may fail to be in C1. Next, assume
that β1 < β2 are such that γβ1 and γβ2 intersect at (x
∗, t∗), where γβi = {(x, t) : t =
t(x, βi)}, i = 1, 2. So (4.20) holds for i = 1, i = 2 at (x∗, t∗),
t∗(x∗, βi) = βi − |q(βi)|(1−r)/r
∫ x∗
0
e0(y)
r|q(βi(y, 0))|1/r
dy, i = 1, 2,(4.22)
where we note that the integral terms are identical for i = 1, 2. Eliminating this term
leads to the relation
t∗ − β2 = (t∗ − β1)
(
q(β2)
q(β1)
)(1−r)/r
,(4.23)
where Q ≡ q(β2)q(β1) )(1−r)/r > 1 since q′ < 0, by our hypothesis. However, it is easily
shown that conditions (ii) imply
1 < Q < β2
β1
.(4.24)
Thus t∗ > 0 cannot exist since (4.23), (4.24) imply
t∗ = β1
β2/β1 −Q
1−Q < 0.(4.25)
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Cases 2(i) and (ii) can be established as above, and Case 3 follows since (4.20)
then implies tβ ≡ 1.
Remark. In addition to qt, the terms et, qx, and ex naturally blow up where
∂t
∂β → 0, under the conditions of Theorem 4.3. This results from q remaining constant
on γβ and e remaining bounded away from zero on γα by (4.10) and (4.9). Equation
(4.3) then implies |qx| → ∞ as |qt| → ∞, and therefore |et| → ∞ by (4.2). On
diﬀerentiating (4.9) in α, the same result follows for |ex|.
Let us ﬁnally state some relationships more concisely. For any point (x, t) ∈ U− ,
the solution (e(x, t), q(x, t)) to (4.2), (4.3) subject to (4.4), (4.5), and (4.6) takes the
form
q(x, t) = q(β(x, t)),(4.26)
e(x, t) =
(
q(β(x, t))
q(β(x, 0))
)1/r
e0(x),(4.27)
with
t = β(x, t)−
(
q(β(x, t))
q(β(x, 0))
)(1−r)/r
β(x, 0),(4.28)
where β(x, 0) is derived from (4.13) (with α = x) and (4.28) comes from repeated use
of (4.20) with t > 0 and t = 0 to eliminate the integral term. Using Theorem 4.3,
we may invert (4.28) for ﬁxed x in order to obtain β(x, t) used in (4.26) and (4.27).
Similarly, by using (4.20) in (4.21), one can ﬁnd ∂t∂β in terms of β(x, t) in the useful
form
∂t
∂β
= 1− 1− r
r
q′(β)
q(β)
(β − t).(4.29)
5. Some explicit smooth solutions. Having observed the role that heat ﬂux
continuity across Γ plays in solving (4.2)–(4.3), we now examine the eﬀect on U− of
having a stationary or self-similar solution to (4.1) in U+. The solutions are deﬁned
for U− lying in the transcritical region.
In the case that the U+ component of the solution is stationary, i.e., et = qx = 0
with q = −d(e)ex < 0, this implies that q(β) = q(0) for all β > 0. Since q|γβ remains
constant, this means in turn that q = q(0) in U− . Consequently, since (|e|r/q)|γα is
also constant, it follows that e(x, t) = e0(x) for arbitrary initial temperature distri-
butions, e0(x), in U− . As a result, the solution is everywhere stationary.
In the next case, we choose U+ to be governed by the linear heat equation d(e) = 1
(assuming cλ = 1), in which we can use, for example, any explicit solution formula for
the semi-inﬁnite interval. We set up the following example by means of a self-similar
solution, in U+ , of the form e(x, t) = e(x/
√
t+ 1) and let this extend to U− through
Γ. The solution in U+ is then represented by
e(x, t) = A
√
π erf
(
x
2
√
t+ 1
)
, A > 0,(5.1)
giving heat ﬂux as
q(x, t) = − A√
t+ 1
e−x
2/4(t+1) with q(t) = − A√
t+ 1
.(5.2)
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Fig. 5.1. Temperature evolution with ϑλ = 18K, for 0 ≤ t ≤ 2.5μsec. and −.5 ≤ x ≤ 1 cm.
Since q′(t) > 0, Theorem 4.1 guarantees that the characteristics in U− do not inter-
sect. We choose as initial data for e in U−,
e0(x) = x, x < 0,(5.3)
which is equivalent to ϑ0(x) = x + ϑλ. The following connection can now be made
from (4.13) (with α = x),
β(x, 0) =
(
B(x) +
√
B(x)2 − (1− r2)
1 + r
)2
− 1,(5.4)
where
B(x) =
1
4A
x2 + 1.(5.5)
Equation (4.28) then leads to a relation for β = β(x, t),
t = β − (β + 1)−(1−r)/2r(β(x, 0) + 1)(1−r)/2rβ(x, 0).(5.6)
Taking, as a special case, r = 1/3 in (5.6) gives
β(x, t) =
t− 1 +√(1 + t)2 + 4H(x; 1/3)
2
,(5.7)
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Fig. 5.2. Heat ﬂux evolution with ϑλ = 18K, for 0 ≤ t ≤ 2.5μsec., −.5 ≤ x ≤ 1 cm, with
−0.4 ≤ q < 0W/cm2.
where we have set
H(x; r) = (β(x, 0) + 1)(1−r)/2rβ(x, 0).(5.8)
Using (4.26), (4.27) together with (5.2), (5.3), (5.4), and (5.7) ﬁnally gives a solution
for (e, q) in U− ,
e(x, t) =
(
3
√
2
4
)3 ⎛⎝ B(x) +√B(x)2 − 8/9√
t+ 1 +
√
(1 + t)2 + 4H(x; 1/3)
⎞
⎠
3
e0(x),(5.9)
q(x, t) = −
√
2
A√
t+ 1 +
√
(1 + t)2 + 4H(x; 1/3)
,(5.10)
where, from (2.11), (2.13) and the deﬁnition ε′(ϑ) = cv(ϑ),
ϑ(x, t) = ϑλ + e(x, t).(5.11)
Figures 5.1 and 5.2 illustrate the behavior of ϑ(x, t) and q(x, t) in U− ∪Γ∪U+, using
(5.1), (5.2), and (5.9)–(5.11) with A = 2/5.
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One can see in Figure 5.2 that, despite the temperature gradient being initially
larger to the left of the phase transition at x = 0 than to the right (see Figure 5.1), q is
nevertheless greater there than at the transition itself. This illustrates distinctly “non-
Fourier” behavior in U− . It is also possible to observe in Figure 5.1 the derivative
discontinuity in ϑ at x = 0 changing from “concave down” to “concave up” as time pro-
gresses. From (3.19), with r = 1/3, this change occurs when ϑ+x (t) = (ϑ
′+
0 )
3/(ϑ′−0 )
1/2 ,
or at about t = 1. With q′(β) > 0 and r < 1, as in the present case, it is easy to check
that such a concavity change can occur only if 0 < ϑ′0
+
< ϑ′0
−
.
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