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Abstract. The use of block two-stage methods for the iterative solution of consistent singular linear
systems is studied. In particular, hypotheses are provided for the convergence of non-stationary methods,
i.e., when the number of inner iterations may vary from block to block and from one outer iterations to
another.
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1. Introduction. We are interested in the block iterative solution of consistent n  n
singular systems of linear equations of the form
Ax = b;(1)
where A is an M{matrix, i.e., when A can be expressed as A = sI   B, with B  O (a
nonnegative matrix), s > 0, and (B)  s, where (B) denotes the spectral radius of B; see
e.g., [5], [45]. The M{matrix A is singular when s = (B). By consistent, it is meant that b
is in R(A), the range of A. In particular, these methods can be used to nd the stationary
probability distribution of a Markov chain, i.e., one is looking for a nonnegative vector x,
denoted x  0, such that Bx = x, where B is a nonnegative column stochastic matrix, i.e.,
B
T
e = e, where e = (1; 1; : : : ; 1)
T
. This implies that (B) = (B
T
) = 1; see e.g., [5], [41],
[45]. The vector of probabilities is normalized so that x
T
e = 1. In this case, the system (1)
corresponds to A = I  B (i.e., s = 1) and b = 0.
Let us assume that the set f1; 2; : : : ; ng is partitioned into r disjoint sets of n
`
elements
each, 1  `  r. Let us further assume that the equations and unknowns are rearranged
(permuted) so that the n n coecient matrix A has the form
2
6
6
6
6
4
A
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A
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   A
1r
A
21
A
22
   A
2r
.
.
.
.
.
.
.
.
.
A
r1
A
r2
   A
rr
3
7
7
7
7
5
;(2)
with the diagonal blocks A
``
being square of order n
`
, 1  `  r,
r
X
`=1
n
`
= n, and the vectors
x and b are partitioned conformally. This partition may arise naturally due to the structure
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of the problem, or it may be obtained using some block partitioning algorithm; see e.g., [12],
[36]. We know of instances, e.g., the one described by Ciardo, Gluckman, and Nicol [13] that
the matrix A, or B, where A = I  B, is generated in a distributed array of processors, with
groups of rows (or columns) computed in each processor. Thus, a partition of the form (2)
is readily available.
Classical block methods, such as Block-Jacobi, or Block Gauss-Seidel, can be used for the
solution of (1) partitioned as in (2). Description of these methods can be found, e.g., in the
books by Berman and Plemmons [5], Stewart [41], or Varga [45]. A study of the convergence
of such methods can be carried out without much diculty by extending the results of the
corresponding point methods for singular systems as analyzed, e.g., by Barker and Plemmons
[2], Barker [3], Marek and Szyld [29], or Neumann and Plemmons [31]. For the solution of
singular systems using Krylov-type methods, see the survey by Philippe, Saad and Stewart
[37], and also Freund and Hochbruck [14].
At each step of these block iterative methods, linear systems of the form
A
``
v = g; 1  `  r;(3)
need to be solved, where A
``
are the diagonal blocks in (2). When the order of these diagonal
blocks, n
`
, are large, it is natural to approximate their solution using an iterative method,
and thus we are in the presence of a two-stage iterative method. This is in fact recommended
by Stewart [41, Section 3.3]. Two-stage methods, sometimes called inner-outer iterations,
were studied, e.g., by Nichols [33], Golub and Overton [20], [21], Lanzkron, Rose and Szyld
[26], Frommer and Szyld [18], [19], and Bru, Migallon and Penades [9]. Bru, Elsner and
Neumann [7] recently studied two-stage methods for singular systems. When the number of
iterations to approximate each of the systems (3) is the same for all `, 1  `  r, and for
each (outer) step, i = 1; 2; : : :, it is said that the method is stationary, while a non-stationary
block method is such that dierent (inner) iterations are performed in each block and/or in
each iterative step, say q(`; i) iterations 1  `  r, i = 1; 2; : : :; see e.g., [9], [10], [18], [19],
[30].
In this paper, we study the convergence of certain non-stationary two-stage methods for
singular M{matrices. In particular, the convergence of the two-stage non-stationary Block-
Jacobi method for Markov chains is analyzed.
For the two-stage Block-Jacobi method, let us consider the splittings A
``
= B
`
  C
`
,
1  `  r. Let the block diagonal matrix M consist of the diagonal blocks in (2), i.e.,
M = Diag (A
11
; : : : ; A
``
; : : : ; A
rr
);(4)
and consider the splitting A = M   N . We assume that the matrix M is nonsingular. We
show in Section 4 when this assumption is satised for the Markov chains problem. Consider
further the splittings M = F
`
  G
`
, 1  `  r, where F
`
is a block diagonal matrix having
the n
`
 n
`
nonsingular matrix B
`
in the `th block, and identity matrices of the appropriate
order in the other diagonal blocks. Moreover, let the n  n diagonal matrices E
`
have ones
in the entries corresponding to the diagonal block A
``
and zero otherwise. Note that this
implies that
r
X
`=1
E
`
= I:(5)
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Thus, we have
F
`
= Diag (I; : : : ; I; B
`
; I; : : : ; I); and(6)
E
`
= Diag (O; : : : ; O; I;O; : : : ; O):(7)
With this notation, the following algorithm describes the non-stationary Block-Jacobi method
for the approximate solution of (1).
Algorithm 1. (Non-stationary Two-stage Multisplitting). Given the initial
vector x
0
, and a sequence of numbers of inner iterations q(`; i), 1  `  r, i = 1; 2; : : : :
For i = 1; 2; : : :, until convergence.
For ` = 1 to r
y
`;0
= x
i 1
For j = 1 to q(`; i)
F
`
y
`;j
= G
`
y
`;j 1
+Nx
i 1
+ b(8)
x
i
=
r
X
`=1
E
`
y
`;q(`;i)
.(9)
This is a special case of Algorithm 4 in [10], where the matrix A is assumed to be
nonsingular. This algorithm is much more general than the Block-Jacobi method, if, for
example,M , F
`
, and/or the weighting matricesE
`
are dierent than (4), (6), (7), respectively,
as long as the weighting matrices satisfy (5). In particular, this general formulation allows
us to include in our convergence results, e.g., the more general Block-Jacobi type two-stage
methods, see e.g., [19], or a method with overlap, i.e., where the matrices E
`
have some
nonzeros in entries other than those of A
``
; cf. [17], [23].
Algorithm 1 extends the multisplitting algorithm introduced by O'Leary and White [35],
and further studied and extended by many authors, e.g., by Frommer and Mayer [15], [16],
Jones and Szyld [23], [43], Neumann and Plemmons [32], or White [46], [47]. It is easy to
see that up to r dierent processors can be eciently utilized in parallel, each computing the
iterations (8). The fact that for each block, i.e., for each `, 1  `  r, dierent number of
iterations q(`; i) are performed may be exploited to achieve better load balancing, especially
if the order of the diagonal blocks, n
`
, vary over a large range; see e.g., [10].
The global iteration matrix of Algorithm 1 changes at each (outer) iteration and can be
written as
T
(i)
=
r
X
`=1
E
`
2
4
(F
 1
`
G
`
)
q(`;i)
+
q(`;i) 1
X
j=0
(F
 1
`
G
`
)
j
F
 1
`
N
3
5
; i = 1; 2; : : : ;(10)
or equivalently, as
T
(i)
=
r
X
`=1
E
`
h
(F
 1
`
G
`
)
q(`;i)
+

I   (F
 1
`
G
`
)
q(`;i)

M
 1
N
i
; i = 1; 2; : : : ;(11)
see e.g., [10]. In other words, if x

is a solution of (1), and e
i
= x
i
  x

, then e
i
= T
(i)
e
i 1
,
for i = 1; 2; : : : : Thus, to study the convergence of Algorithm 1 we need to show that
T
(i)
T
(i 1)
  T
(1)
e
0
converges to an element in N (A), the null space of A, as i ! 1, cf.
Keller [24]. This is precisely our main result, shown, under certain hypotheses, in Section
3. In Section 4 we show how our results apply to the Markov chain problem. In the next
section, we present some denitions and preliminaries used later in the paper.
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2. Notation and Preliminaries. Let T 2 IR
nn
, by (T ) we denote the spectrum of
the matrix T . We dene (T ) = maxfjj :  2 (T );  6= 1g, i.e., (T ) is the maximum
magnitude over all elements in (T ) n f1g. We say that two subspaces S
1
and S
2
on IR
n
are
complementary if S
1
S
2
= IR
n
, i.e., if S
1
\S
2
= f0g and S
1
+S
2
= IR
n
. The index of a square
matrix T , denoted ind T , is the smallest nonnegative integer k such that R(T
k+1
) = R(T
k
).
By ind
1
T we denote the index associated to the value one, i.e., ind
1
T = ind(I   T ). Note
that when (T ) = 1, ind
1
T  1 if and only if ind
1
T = 1. We say that a matrix T 2 IR
nn
,
is zero-convergent if lim
k!1
T
k
= O. We say that T is convergent if lim
k!1
T
k
exists. It
is well known that a matrix T is zero-convergent if and only if (T ) < 1. If, on the other
hand (T ) = 1, two dierent conditions need to be satised to guarantee convergence, as the
following result shows; see e.g., [31], [34].
Theorem 2.1. Let T 2 IR
nn
with (T ) = 1. The matrix T is convergent if and only if
the following two statements hold.
(a) 1 2 (T ) and (T ) < 1, (b) N (I   T )R(I   T ) = IR
n
.
Condition (a) of Theorem 2.1 means that (T ) = 1 is the only eigenvalue in the unit
circle. Condition (b) is equivalent to having ind
1
T = 1; see e.g., [5], [42]. Alefeld and
Schneider [1, Theorem 2], show that condition (b) together with the hypotheses that T  O,
having positive diagonal entries and (T ) = 1, imply that T is convergent. Condition (b) is
also equivalent to the existence of the group inverse (I  T )
#
. We review in what follows the
denition of some generalized inverses; see e.g., [5], [11].
Definition 2.2. Let A 2 IR
nn
, and consider the following matrix equations.
(1) AXA = A, (2) XAX = X, and (3) AX = XA. A f1; 2g-inverse of A is a matrix X
which satises conditions (1) and (2). If, in addition, X satises condition (3), X is said to
be a group inverse of A.
We point out that the group inverse A
#
of a matrix A, if it exists, is unique. When A
is nonsingular, each generalized inverse coincides with A
 1
. The following two results are (a
part of) Theorem 6.4.12 and Lemma 7.6.11 of [5], respectively.
Theorem 2.3. Let T 2 IR
nn
, with T  O, and let C be a f1; 2g-inverse of I   T with
R(C) complementary to N (I   T ), such that C is nonnegative on R(I   T ), i.e., the matrix
C satises the following four conditions.
(i) I   T = (I   T )C(I   T )
(ii) C = C(I   T )C
(iii) N (I   T )R(C) = IR
n
(iv) If x 2 R(I   T ); x  0 then Cx  0.
Then, (T )  1, and ind
1
(T )  1.
Lemma 2.4. Let T 2 IR
nn
be convergent. Then lim
k!1
T
k
= I   (I   T )(I   T )
#
.
By Z
nn
we denote the set of all real n  n matrices which have all nonpositive o-
diagonal entries. When A = sI   B is a nonsingular M{matrix, then (B) < s. Thus
s
 1
B is zero-convergent. A general M{matrix A is said to have property c if for some
representation of A = sI   B, s > 0, B  O, the matrix s
 1
B is convergent. Obviously, a
nonsingular M{matrix always has property c. M{matrices with property c were introduced
by Plemmons [38]. Several characterizations and sucient conditions for matrices in Z
nn
to
be M{matrices with property c are given by Neumann and Plemmons [31]; see also Berman
and Plemmons [5]. For example, a matrix A 2 Z
nn
having a positive vector x such that
Ax  0, is an M{matrix with property c. Some other characterizations use the concept of
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regular splittings.
A splitting A = M  N is called a regular splitting if M
 1
 O and N  O. It is called
a weak regular splitting if M
 1
 O and M
 1
N  O; see e.g., [5], [45].
Theorem 2.5. [31] Let A 2 Z
nn
. Let A = M   N be a regular splitting, and let
T = M
 1
N . Then A is an M{matrix with property c if and only if (a) (T )  1, and (b)
N (I   T )R(I   T ) = IR
n
.
In our convergence results, in Section 3, it is assumed that the matrixA of the system (1)
is an M{matrix with property c. In particular, as shown, e.g., in [5], matrices representing
nite homogeneous Markov chains satisfy this property, and thus, our results apply to that
case; see further Section 4. Also, symmetric positive semidenite matrices in Z
nn
are M{
matrices with property c, and thus coecient matrices for certain systems of linear equations
resulting from nite dierence methods for partial dierential equations, such as the Discrete
Neumann Problem in a rectangular region or the Poisson's equation with periodic boundary
condition; see e.g., [5], [39].
A square matrix A = [a
ij
] is called column diagonally dominant if
ja
jj
j 
n
X
i=1;i6=j
ja
ij
j; 1  j  n;(12)
it is called strictly column diagonally dominant if strict inequality holds in (12), for j =
1; 2; : : : ; n, and irreducibly column diagonally dominant if A is irreducible and strict inequal-
ity of (12) holds for at least one j; see e.g., [5], [45]. The following results are part of
Theorem 6.2.3 and 6.2.7 of [5].
Lemma 2.6. Let A 2 Z
nn
satisfying one of the following conditions.
(a) A is strictly column diagonally dominant and the diagonal entries are positive.
(b) A is irreducible and there exists a positive vector x with Ax  0 and Ax 6= 0.
Then, A is a nonsingular M{matrix.
The product of zero-convergent matrices is not necessarily zero-convergent and may not
tend to zero; see e.g., Johnson and Bru [22], or Robert, Charnay and Musy [40]. A sucient
condition to assure the convergence to zero of a product of dierent matrices is given in the
following lemma by Bru and Fuster [8].
Lemma 2.7. Let A
(i)
; i = 1; 2; : : :, be a sequence of square complex matrices. If there ex-
ists a matrix norm kk such that kA
(i)
k   < 1; i = 1; 2; : : :, then lim
i!1
A
(i)
A
(i 1)
  A
(1)
= O.
The following result is a tool used in our convergence analysis. It is stated without proof
in [27], [28], [29], [42], and used implicitely by Krieger [25].
Theorem 2.8. Let T 2 IR
nn
. T is convergent if and only if T = P + Q, where
P
2
= P; PQ = QP = O, and (Q) < 1. Moreover, P is a projection onto N (I   T ).
Proof. Suppose T is convergent. Let P = lim
k!1
T
k
. By Lemma 2.4, we have P =
I   (I   T )(I   T )
#
. We then set Q = T   P . It easy to show, using the properties of
the group inverse in Denition 2.2, that P
2
= P and PQ = QP = O. Moreover, since
Q
k
= (T   P )
k
= T
k
  P , we have lim
k!1
Q
k
= O and thus (Q) < 1. On the other hand, as
(I   T )P = O, it follows that P is a projection onto N (I   T ). The converse is obvious. 2
3. Convergence of Non-stationary Methods. We begin by showing that the itera-
tion matrix at each (outer) step of Algorithm 1 has index 1 associated to the value one. This
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result generalizes Lemma 4.1 of Bru, Elsner and Neumann [7] to the case where we have r
dierent splittings M = F
`
  G
`
, 1  `  r, and thus, to the non-stationary Block-Jacobi
method.
Theorem 3.1. Let A be an M{matrix with property c. Let the splitting A = M  N be
regular, and the splittings M = F
`
 G
`
, 1  `  r, be weak regular. Then, the matrices T
(i)
dened in (10) satisfy (T
(i)
)  1 and ind
1
T
(i)
 1 for all i = 1; 2; : : : :
Proof. From (11), it follows that I   T
(i)
= (I  H
(i)
)(I  M
 1
N); i = 1; 2; : : : ; where
H
(i)
=
r
X
`=1
E
`
(F
 1
`
G
`
)
q(`;i)
, i = 1; 2; : : : : Since M
 1
 O and the splittings M = F
`
  G
`
,
1  `  r , are weak regular, then we have that H
(i)
 O, and also, as shown, e.g., in [6],
that (H
(i)
) < 1. Therefore, (I  H
(i)
)
 1
exists and it is a nonnegative matrix.
To conclude our proof we exhibit a matrixC which satises conditions (i)-(iv) of Theorem 2.3.
Let C = (I  M
 1
N)
#
(I   H
(i)
)
 1
, where (I  M
 1
N)
#
is the group generalized inverse
of (I   M
 1
N). Its existence follows from Theorem 2.5. Clearly, using Denition 2.2,
the matrix C satises conditions (i) and (ii). Furthermore it easy to show that R(C) =
R((I  M
 1
N)
#
) = R(I  M
 1
N) and
N (I   T
(i)
) = N (I  M
 1
N) = N (A):(13)
Since, again by Theorem 2.5, R(I  M
 1
N) and N (I  M
 1
N) are complementary, (iii) is
shown. Finally, let x 2 R(I   T
(i)
); x  0, then (I   H
(i)
)
 1
x 2 R(I  M
 1
N) and also
(I H
(i)
)
 1
x  0. SinceM
 1
N  O and (I M
 1
N)
#
exists it follows from Plemmons [38,
Theorem 2] that (I  M
 1
N)
#
is nonnegative on R(I  M
 1
N). Then Cx  0. 2
Thus, we have shown that the iteration matrices T
(i)
satisfy condition (b) of Theorem 2.1,
i = 1; 2; : : : : A way to insure that condition (a) holds is to nd, as done by Bru, Elsner and
Neumann in [7], a matrix norm k  k such that T
(i)
is paracontracting with respect to this
norm (i.e., for every vector x, T
(i)
x 6= x , kT
(i)
xk < kxk). However, in many cases the
matrices are not paracontracting. For example, if condition (a) is not satised, that norm
never exists and then another tool is needed.
Theorem 3.2. Let A be an M{matrix with property c. Let the splitting A = M  N be
regular, and the splittings M = F
`
 G
`
, 1  `  r, be weak regular. Assume further that the
diagonal entries of F
 1
`
G
`
, 1  `  r, are positive. Then, the matrices T
(i)
dened in (10)
are convergent, for all i = 1; 2; : : : :
Proof. By the hypotheses,
r
X
`=1
E
`
2
4
q(`;i) 1
X
j=0
(F
 1
`
G
`
)
j
F
 1
`
N
3
5
are nonnegative matrices and
the diagonal entries of the matrices
r
X
`=1
E
`
(F
 1
`
G
`
)
q(`;i)
are positive. Therefore, the matrices
T
(i)
; i = 1; 2; : : : ; are also nonnegative and have positive diagonal entries. Since, by The-
orem 3.1, T
(i)
; i = 1; 2; : : : ; satisfy condition (b) of Theorem 2.1, using the result in [1,
Theorem 2], the proof is complete. 2
In Theorem 3.2 we have assumed that the matrices F
 1
`
G
`
, 1  `  r, have positive
diagonal entries. However, the iteration matrices of the classical Jacobi or Gauss-Seidel
methods do not have this property. Then, to insure that condition (a) of Theorem 2.1 holds,
we may use a standard device by shifting the matrix, so that the value 1 is the only eigenvalue
on the unit circle; see e.g., [5], [25], [31]. We thus have the following result.
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Theorem 3.3. Let A be an M{matrix with property c. Let the splitting A = M   N
be regular, and the splittings M = F
`
  G
`
, 1  `  r, be weak regular. Then, for each
 2 (0; 1), the matrices T
(i)

= T
(i)
+ (1   )I, i = 1; 2; : : :, with T
(i)
dened in (10), are
convergent.
Proof. From Theorem 3.1 and using that I   T
(i)

= (I   T
(i)
); i = 1; 2; : : :, it follows,
for each  2 (0; 1), that (T
(i)

)  1 and N (I   T
(i)

) R(I   T
(i)

) = IR
n
, i = 1; 2; : : : : On
the other hand, by the hypotheses on the splittings and from (10), T
(i)
 O. Thus (see e.g.,
[5, Exercise 6.4.3]), T
(i)

has only the eigenvalue one on the unit circle, and by Theorem 2.1,
T
(i)

is convergent for all  2 (0; 1). 2
Consequently, if need be, one can replace equation (9) in Algorithm 1 by
x
i
= 
r
X
`=1
E
`
y
`;q(`;i)
+ (1   )x
i 1
; 0 <  < 1:(14)
We can now prove the convergence of Algorithm 1 when q(`; i) = q(`); i = 1; 2; : : : : This
means that the number of inner iterations performed in each block can be dierent from each
other, but stays xed in each outer step. In practice, this allows us to counterweight the
work in each processor, producing a good overall load balance. Note that one can nd good
values of q(`; i) = q(`) by experimenting rst with a few outer iterations, varying q(`; i) for
each i.
Theorem 3.4. Let A be an M{matrix with property c. Let the splitting A = M  N be
regular, and the splittings M = F
`
 G
`
, 1  `  r, be weak regular. Assume further that for
all `; 1  `  r, there exists an integer q(`) such that q(`; i) = q(`); i = 1; 2; : : : ; 1  `  r.
Then the following two results hold.
(a) If the diagonal entries of F
 1
`
G
`
, 1  `  r, are positive, the non-stationary two-stage
multisplitting Algorithm 1 converges to a solution of the consistent linear system Ax = b, for
any initial vector x
0
.
(b) The non-stationary two-stage multisplitting Algorithm 1 with the modication (14), con-
verges to a solution of the consistent linear system Ax = b, for any initial vector x
0
.
Proof. Since q(`; i) = q(`); i = 1; 2; : : : ; 1  `  r, then there is a single iteration matrix,
i.e.,
T
(i)
= T =
r
X
`=1
E
`
2
4
(F
 1
`
G
`
)
q(`)
+
q(`) 1
X
j=0
(F
 1
`
G
`
)
j
F
 1
`
N
3
5
;
cf. (10). Let x

be a solution of (1), and e
i
= x
i
 x

, then e
i
= Te
i 1
= T
i
e
0
, for i = 1; 2; : : : :
We show that the sequence fe
i
g
1
i=0
converges to a vector inN (A). Since, by Theorem 3.2, T is
convergent, by Lemma 2.4, lim
i!1
e
i
= lim
i!1
T
i
e
0
= [I   (I   T )(I   T )
#
]e
0
2 N (I   T ). Then,
by (13) the convergence is proved. The proof of part (b) is analogous using Theorem 3.3. 2
We now formulate a basic theorem to insure the convergence of a product of convergent
matrices. This result generalizes Lemma 2.7.
Theorem 3.5. Let A
(i)
; i = 1; 2; : : :, be a sequence of square complex matrices such
that each group inverse (I   A
(i)
)
#
exists. Suppose that there is a subspace S satisfying
N (I A
(i)
) = S; i = 1; 2; : : : : If there exists a matrix norm k  k such that the set fkA
(i)
kg
1
i=1
remains bounded and kA
(i)
(I  A
(i)
)(I  A
(i)
)
#
k   < 1; i = 1; 2; : : :, then
lim
i!1
A
(i)
A
(i 1)
  A
(1)
= P ;(15)
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where P is a projection matrix on the subspace S.
Proof. Let v
0
be arbitrary, and let v
i
= A
(i)
v
i 1
= A
(i)
A
(i 1)
  A
(1)
v
0
, for i = 1; 2; : : : :
The rst part of the proof consists of showing that the sequence fv
i
g
1
i=0
converges to a vector
in S. Let P
i
= I   (I   A
(i)
)(I   A
(i)
)
#
and Q
i
= A
(i)
(I  A
(i)
)(I   A
(i)
)
#
be the matrices
dened in Theorem 2.8 where A
(i)
= P
i
+Q
i
; i = 1; 2; : : : : It is easy to show that
P
i
P
j
= P
j
and Q
i
P
j
= O; i; j = 1; 2; : : : :(16)
Note that from Theorem 2.8 and from the hypotheses, P
i
, i = 1; 2; : : :, are projections
matrices onto the same subspace S. Thus, from Theorem 2.8 and (16) we have that
A
(i)
A
(i 1)
  A
(1)
= P
1
+
i 1
X
k=1
P
k+1
(Q
k
Q
k 1
  Q
1
) +Q
i
Q
i 1
  Q
1
:(17)
By hypothesis
kQ
i
k   < 1; i = 1; 2; : : : ;(18)
and using Lemma 2.7, we have that
lim
i!1
Q
i
Q
i 1
  Q
1
= O:(19)
Then, by (17), if the limit of fv
i
g
1
i=0
exists, it lies on S.
To conclude the rst part of the proof we show that the sequence fv
i
g
1
i=0
is a Cauchy sequence,
and thus convergent. Let a; b be positive constants so that kv
0
k  b and a  sup
i=1;2;:::
kP
i
k  1.
From (19), it follows that for every  > 0, there exists an index i
0
such that
kQ
i
Q
i 1
  Q
1
k 

2ab
(1  ); for all i  i
0
:(20)
Let s; t be integers such that s  i
0
; t  i
0
and, without loss of generality, let s > t. Thus,
using the bounds (18) and (20), it follows that, for all k  1
kP
t+k
Q
t+k 1
  Q
t+1
Q
t
  Q
1
k  kP
t+k
k kQ
t+k 1
k    kQ
t+1
k kQ
t
  Q
1
k
 a
k 1

2ab
(1  ) =
(1   )
2b

k 1
:
Then, by the expression of the products of the matrices A
(i)
in (17)
kv
s
  v
t
k = kA
(s)
A
(s 1)
  A
(1)
v
0
 A
(t)
A
(t 1)
  A
(1)
v
0
k
 kP
t+1
Q
t
Q
t 1
  Q
1
+ P
t+2
Q
t+1
Q
t
  Q
1
+ : : :+ P
s
Q
s 1
Q
s 2
  Q
1
+Q
s
Q
s 1
  Q
1
 Q
t
Q
t 1
  Q
1
k kv
0
k


2
(1  )
"
1 +  + 
2
+ : : :+ 
s t 1
+

s t
a
+
1
a
#


2
(1  
s t+1
) +

2
(1   )  :
Hence, the sequence fv
i
g
1
i=0
converges to an element in S, for any v
0
.
Thus, we have that for each column of the identity e
k
, k = 1; : : : ; n, lim
i!1
A
(i)
A
(i 1)
  A
(1)
e
k
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exists and lies in S. Thus, the limit (15) exists and each of the columns of P lies in S, i.e.,
for any vector y, Py 2 S. Furthermore, if x 2 S, we have that A
(i)
x = x , i = 1; 2; : : :, and
thus Px = x. Then P
2
= P , i.e., P is a projection. 2
We point out that the upper bound kQ
i
k   < 1; i = 1; 2; : : : ; cannot be omitted, as
we illustrate with the following example.
Example 1. Consider the matrices
A
(i)
=
"
1 0
0 exp( 
1
i
2
)
#
; i = 1; 2; : : : :
It follows that
P
i
=
"
1 0
0 0
#
; and Q
i
=
"
0 0
0 exp( 
1
i
2
)
#
; i = 1; 2; : : : ;
with (Q
i
) < 1; i = 1; 2; : : : : Since lim
i!1
(Q
i
) = 1, there is no matrix norm k  k such that
kQ
i
k   < 1, for all i = 1; 2; : : : : All equations v = A
(i)
v have the unique normalized
solution v = (1; 0)
T
, but the sequence v
0
= (1; 1)
T
, v
i
= A
(i)
v
i 1
converges to the vector
(1; exp( 

2
6
))
T
.
We use Theorem 3.5 to prove the convergence of Algorithm 1 for any bounded sequence
q(`; i); i = 1; 2; : : : ; 1  `  r. This condition is very realistic in practice, since there is
always a maximum number of inner iterations for each block.
Theorem 3.6. Let A be an M{matrix with property c. Let the splitting A = M   N
be regular, and the splittings M = F
`
  G
`
, 1  `  r, be weak regular. Suppose that
there exists a matrix norm k  k such that kT
(i)
(I   T
(i)
)(I   T
(i)
)
#
k < 1; i = 1; 2; : : : ;
where T
(i)
are dened in (10). Then, for any bounded sequence of number of inner iterations
q(`; i)  1; i = 1; 2; : : : ; 1  `  r, the non-stationary two-stage multisplitting Algorithm 1
converges to a solution of the consistent linear system Ax = b, for any initial vector x
0
.
Proof. The proof is an immediate consequence of Theorems 3.1 and 3.5. 2
We note that the convergence results of Theorem 3.4 can be regarded as corollaries of
Theorem 3.6.
We point out that, in light of Theorem 3.6, from the proof of Theorem 3.5, one can nd
all solutions of (1) by nding one of them rst, and then nding a basis of N (A) using the
columns of the identity as initial vectors in Algorithm 1, modied with (14) if needed, and
with b = 0.
We conclude the section with a few remarks.
If equation (8) is relaxed with some 0 < ! < 1, i.e., if it is replaced with
y
`;j
= !F
 1
`
(G
`
y
`;j 1
+Nx
i 1
+ b) + (1  !)y
`;j 1
;
the induced splitting (see [4], [26]) is also weak regular, and thus theorems 3.1{3.4 and 3.6
hold as well. Hence the relaxed non-stationary two-stage multisplitting algorithm to solve
the consistent linear system Ax = b converges to a solution.
In theorems 3.1{3.4 and 3.6, the fact that A is an M{matrix with property c is only
used to guarantee the existence of (I  M
 1
N)
#
. The existence of this group inverse can be
obtained by some other hypotheses; see e.g., [5]. Here we mention two of them. One is that
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A 2 IR
nn
is range monotone, i.e., if Ax  0 and x 2 R(A), then x  0; this hypothesis was
used in [7]. Another condition is that there exists a positive vector x such that Ax  0.
On the other hand, in the mentioned theorems, we have the hypotheses that A is an
M{matrix with property c, and that the splitting A = M   N is regular. This implies, by
Theorem 2.5, that (M
 1
N)  1, but this fact is not used explicitly in the proofs of the
theorems. We note that if one were to replace the hypothesis of property c by the apparently
less restrictive hypothesis of the existence of (I  M
 1
N)
#
, this assumption together with
the regularity of the splitting A =M  N actually implies that (M
 1
N)  1; see e.g., [5].
4. Application to nite Markov chains. As mentioned earlier, if B is a transition
matrix of a Markov chain, the matrixA = I B is anM{matrix with property c, and thus the
convergence of the non-stationary two-stage multisplitting Algorithm 1 with the modication
(14), if need be, is guaranteed when the splittings are chosen as in theorems 3.4 and 3.6. In
particular, the two-stage non-stationary Block-Jacobi method can be used to nd a stationary
probability distribution, i.e., a (normalized) solution of Ax = 0. When the Markov chain is
ergodic, i.e., when B is irreducible, there exists a unique stationary probability distribution
vector. In this case, the mentioned algorithm produces this (normalized) vector. However,
if the Markov chain is not ergodic, N (A) has dimension greater than one. All stationary
probability distributions can be found by repeated use of the algorithm, with initial vectors
being each column of the identity. This procedure was proposed by Tanabe [44] in the context
of the conjugate gradient method, and by Marek and Szyld [29] using semi-iterativemethods.
In what follows, we present conditions that guarantee that the Block-Jacobi splitting is
a regular splitting, and thus satisfy the hypotheses of our convergence theorems.
Theorem 4.1. Let B be a transition matrix of a nite homogeneous Markov chain.
Consider A = I  B partitioned as in (2) and the Block-Jacobi splitting A = M  N dened
in (4). If each matrix A
``
, 1  `  r, is either strictly or irreducibly column diagonally
dominant, then, the splitting A = M  N is regular.
Proof. Since B is nonnegative and each column sum is 1, if A
``
is strictly column
diagonally dominant then its diagonal entries are positive. Moreover, as A
``
2 Z
nn
from
Lemma 2.6 (a), A
``
is a nonsingular M{matrix.
On the other hand, if A
``
is column diagonally dominant with at least one strict inequality
(12), then A
T
``
(1; 1; : : : ; 1)
T
is a non zero nonnegative vector. Then since A
``
is irreducible,
from Lemma 2.6 (b), A
``
is a nonsingular M{matrix.
Since, in addition, N is always a nonnegative matrix, it follows in both cases that the splitting
A = M  N is regular. 2
It is easy to see that, for any matrix in Z
nn
, the Block Gauss-Seidel splitting is regular
if and only if the Block-Jacobi splitting is. Then, Theorem 4.1 remains valid for the Block
Gauss-Seidel splitting.
We conclude by giving equivalent conditions for the two hypotheses of Theorem 4.1. First,
each matrix A
``
, 1  `  r, is strictly column diagonally dominant if and only if each column
of N has at least one nonzero entry. Second, the matrix A
``
; 1  `  r, is column diagonally
dominant with at least one strict inequality (12) if and only if at least one column for each cor-
responding blocks inN , i.e, each of the matrices
h
 A
T
1`
;    ; A
T
` 1;`
; O
T
; A
T
`+1;`
;    ; A
T
r`
i
T
,
1  `  r, has at least one nonzero entry.
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