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Abstract
A single primary user cognitive radio system with multi-user diversity at the secondary users is
considered where there is an interference constraint between secondary and primary users. The secondary
user with the highest instantaneous SNR is selected for communication from a set of active users which
also satisfies the interference constraint. The active number of secondary users is shown to be binomial,
negative binomial, or Poisson-binomial distributed depending on various modes of operation. Outage
probability in the slow fading scenario is also studied. This is then followed by a derivation of the scaling
law of the ergodic capacity and BER averaged across the fading, and user distribution for a large mean
number of users. The ergodic capacity and average BER under the binomial user distribution is shown
to outperform the negative binomial case with the same mean number of users. Moreover, the Poisson
distribution is used to approximate the user distribution under the non-i.i.d interference scenario, and
compared with binomial and negative binomial distributions in a stochastic ordering sense. Monte-Carlo
simulations are used to supplement our analytical results and compare the performances under different
user distributions.
Index Terms
Cognitive radio, multi-user diversity, stochastic ordering, interference constraint
I. INTRODUCTION
Conventional wireless communication systems face the challenge of scarcity of available
spectrum resources, and cognitive radio is considered as an ideal architecture to address this
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(Email: zengrc@asu.edu, cihan@asu.edu,).
March 23, 2018 DRAFT
2problem [1]. Most cognitive radio paradigms can be categorized into two kinds: overlay and
underlay. The overlay paradigm relies on efficient and accurate sensing algorithms to detect the
idleness of the primary users (PUs) so that secondary users (SUs) only transmit during these
idle times [1]–[5]. In the underlay paradigm, which is the focus of this paper, SUs transmit
simultaneously with PUs, where interference power at the primary receiver is kept below a
certain threshold to satisfy an interference constraint [6]. Capacity for Gaussian multiple-input
multiple-output (MIMO) channels under received-power constraints in underlay cognitive radio
systems is studied in [7].
Multi-user diversity (MUD) has been considered in this context for opportunistic communica-
tions of cognitive SUs [8]. A widely adopted assumption is that SUs’ transmit powers are adjusted
to satisfy a peak interference constraint at the primary receiver. Subject to this constraint, the
SU with the highest instantaneous SNR is selected for communication. Under this assumption,
statistics of the SU transmit SNR in the high power region is studied in [8]. When taking
into account the interference introduced by the PU at the secondary receiver, MUD gain of the
signal-to-noise-plus-interference ratio (SINR) under cognitive multiple-access channel (MAC),
broadcast channel (BC), and parallel-access (PAC) are investigated in [9]. The CDF expressions
of the SINR under MAC, BC [10], and PAC [11] are derived to analyze the BER performance.
Another common assumption in cognitive MUD systems requires that SUs satisfy an average
transmit and interference power constraint at the primary receiver [12]. In this scheme, secondary
link capacity is shown to scale like O(M log logN) as a function of the number of SUs N and
available primary spectra M [13], [14].
In most existing cognitive radio MUD systems, all secondary transmitters scale down their
transmit power to meet the interference constraint if the instantaneous peak transmit power causes
too much interference. After this potentially continuous power adjustment, the user with the best
instantaneous SNR at the secondary receiver is chosen [8], [9], [11]. This scheme requires
accurate continuous feedback of the interference channel. We consider an uplink underlay
cognitive radio system setup with a single PU and multiple SUs, each equipped with a single
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3antenna. All secondary transmissions obey a pre-determined interference constraint at the primary
receiver. The secondary receiver, which is the base station (BS), dynamically updates an index
set which contains a list of SUs that satisfy the interference constraint, which creates a random
number of SUs. This can be realized with the presence of a single-bit feedback channel between
primary receiver and BS [15] to inform users whether they are active or passive.
For the first time in the literature, we consider the effect of having a random number of
active users on the performance analysis of cognitive radio system with MUD. In this paper,
we study the asymptotic behavior of ergodic capacity and BER averaged across the fading
and the user distribution with large mean number of SUs. We also derive non-asymptotic
closed form expressions for average BER under several user distributions. Then we consider
the non-homogeneous interference case. Furthermore, a stochastic ordering approach is adopted
to compare the system performances under different active user distributions.
The rest of the paper is organized as follows. Section II and III present the system model
and some useful mathematical preliminaries. Section IV derives the outage probability under
different user distributions. Section V investigates properties of ergodic capacity under different
user distributions. Section VI derives the closed form expression of average BER under binomial
and negative binomial (NB) user distributions, respectively. Section VII studies the non-i.i.d
interference channels, in which number of users follows a sum of Bernoulli variables with
different parameters, which we term Poisson-binomial (PB) distribution, following [16]. Section
VIII discusses stochastic ordering of different user distributions. Section IX presents numerical
simulations of ergodic capacity and average BER to corroborate our analytical results. Section
X concludes our work.
II. SYSTEM MODEL
We consider an uplink cognitive radio system with multiple SUs, a single PU, and one base
station (BS) which serves as the receiver to the SUs. Both the BS and users are assumed to have
a single antenna.
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4Fig. 1. System Model of Cognitive Radio System
As shown in Figure 1, we consider a cognitive radio system with a total of L SUs where the
MUD scheme is applied to the secondary system. A SU is allowed to share the spectrum with
a primary link as long as the interference power to the primary receiver is less than a threshold
Q. The received signal from the ith SU at the BS can be expressed as,
yi =
√
ρhsixi + wi, i = 1, 2, . . . , L, (1)
where hsi denotes the channel coefficient from the ith SU to the BS, xi is the transmitted symbol,
wi is white Gaussian noise (AWGN). The average received power ρ at the BS is assumed to
be identical across SUs. The channel gain of the ith SU at the secondary BS can be expressed
as γsi = |hsi|2, whereas the interference channel gain of the ith SU at the primary receiver is
γpi = |hpi|2. The channel gain of the selected user is denoted by
γ∗s = max
{i|i∈S}
{|hsi|2}, (2)
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5where S is a subset of the users that respect the interference constraint. Consequently, SUs
either transmit with fixed power ρ, or remain silent, so that a simple transmitter with a fixed
power level and one bit feedback is sufficient. In contrast, previous work [8], [9], [11] assumes
that secondary transmit power is adjusted to Q/γpi if interference constraint is violated, which
requires feedback of instantaneous CSI of the interference channel and a sophisticated transmitter
to support infinite power levels.
The distribution of the cardinality of S will be specified when different SU distributions are
studied. Since all SUs have i.i.d. fading channels to the secondary BS, the subscript i will be
dropped when deriving the cumulative distribution function of γsi . Let N be the cardinality of
S. Conditioned on N = k, the CDF of the channel gain of the chosen user can be obtained
using elementary order statistics as F kγs(x). To obtain the CDF of γ∗s in (2) we have
Fγ∗s (x) = EN
[
FNγs (x)
]
=
∞∑
k=0
Pr [N = k]F kγs(x) = UN (Fγs(x)) (3)
where UN (z) =
∑∞
k=0 Pr [N = k] zk, 0 ≤ z ≤ 1, is the probability generating function (PGF) of
N .
III. MATHEMATICAL PRELIMINARIES
In this section, we introduce some mathematical preliminaries that will be useful throughout
the paper.
A. Completely Monotonic Functions
A non-negative function τ(x) : R+ → R is completely monotonic (c.m.) if its derivatives
alternate in sign [17], i.e.,
(−1)k d
kτ(x)
dxk
≥ 0, ∀x, k = 1, 2, 3, . . . . (4)
We are also interested in positive functions whose first-order derivatives are c.m., which are said
to have a completely monotonic derivative (c.m.d.). Due to a well-known theorem by Bernstein
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6[17, pp. 22], an equivalent definition for c.m. function is that it can be expressed as a positive
mixture of decaying exponentials:
τ(x) =
∫ ∞
0
e−sxdψ(s) (5)
for some non-decreasing function ψ(s).
B. Laplace Transform Ordering
In this section we introduce Laplace transform (LT) ordering, a kind of stochastic ordering, to
compare different user distributions. This stochastic ordering will be useful in comparing error
rate and ergodic capacity averaged across user and channel distributions. LT order is a partial
ordering on non-negative random variables [18, pp. 233].
Let X and Y be non-negative random variables. X is said to be less than Y in the LT order
(written X ≤Lt Y), if E[e−sX ] ≥ E[e−sY ] for all s > 0. An important theorem found in [17], and
[19] is given next:
Theorem 1: Let X and Y be two random variables. If X ≤Lt Y , then, E [ψ(X )] ≥ E [ψ(Y)]
for all c.m. functions ψ(·), provided the expectation exists. Moreover, when X ≤Lt Y , E[ψ(X )] ≤
E[ψ(Y)] holds for any c.m.d. function ψ(·), provided the expectation exists.
We will use an equivalent representation of LT ordering of discrete random variables to order
the user distribution by the ordering of their PGFs. By defining z := e−s, one can rewrite
E
[
e−sX
] ≥ E [e−sY] for z ≥ 0 as E [zX ] ≥ E [zY] for 0 ≤ z ≤ 1, which is the same as
UX (z) ≥ UY(z), 0 ≤ z ≤ 1, where we recall that UX (z) = E[zX ] represents the probability
generating function of the discrete random variable X . This representation will be helpful when
we compare two user distributions in Section VIII.
C. Regular Variation
A function ψ(s) is regularly varying with exponent µ 6= 0 at s =∞ if it can be expressed as
ψ(s) = sµl(s) where l(s) is slowly varying which by definition satisfies lims→∞ l(κs)/l(s) = 1
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7for κ > 0. So, intuitively, regular captures the notion of polynomial-like behavior asymptotically.
Regular (slow) variation of ψ(s) at s = 0 is equivalent to regular (slow) variation of ψ(1/s) at
∞. The Tauberian theorem for Laplace transforms, applies to c.m. functions of the form (5) and
states that τ(x) is regularly varying at x =∞ if and only if ψ(s) is regularly varying at s = 0.
The following theorem is from [20, pp. 73]:
Theorem 2: If a non-decreasing function ψ(s) ≥ 0 defined on R+ has a Laplace transform
τ(x) =
∫∞
0
e−sxdψ(s) for x ≥ 0, then ψ(s) having variation exponent µ at ∞ (or 0) and τ(x)
having variation exponent −µ at 0 (or ∞) imply each other.
D. Schur-Concave Functions and Majorization
In this section we first introduce the notion of majorization and Shur-convex functions. For
any x = (x1, ..., xn) ∈ Rn and y = (y1, ..., yn) ∈ Rn, let x[1] ≥ · · · ≥ x[n] and y[1] ≥ · · · ≥ y[n]
denote the components of x and y in decreasing order. We say x is majorized by vector y,
equivalently x ≺ y to mean ∑ki=1 x[i] ≤∑ki=1 y[i] for all k = 1, . . . , n, and ∑ni=1 x[i] =∑ni=1 y[i].
A Schur-concave function g:Rn → R satisfies g(x) ≥ g(y) whenever x ≺ y. The following
theorem is proved in [21]:
Theorem 3: Let g be a continuous non-negative function defined on an interval I ⊂ R. Then
φ(x) =
n∏
i=1
g(xi), x ∈ In, (6)
is Schur-concave on In if and only if log(g) is concave on I .
E. Bounds of Probability Generating Function
Following theorem has been proved in [22]:
Theorem 4: Let UN (z) be the PGF of a discrete random variable N with non-negative integer
support. If the mean value λ and variance σ2N exist, then the following inequalities hold for all
0 6 z 6 1:
1 + (z − 1)λ 6 UN (z) 6 1 + (z − 1)λ+ (z − 1)
2
2
m(z) (7)
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8where m(z)/(σ2N + λ2 − λ) is another PGF.
F. Asymptotics
We say τ(x) = O(g(x)) as x → ∞ if and only if there is a positive constant M and a real
number x0 such that |f(x)| ≤ M |g(x)| for all x > x0. We say τ(x) = o(g(x)) as x → ∞ that
for every positive integer ǫ there exists a constant x0 such that |f(x)| ≤ ǫ|g(x)| for all x > x0
[23].
IV. OUTAGE PROBABILITY
The randomness of the number of active SUs arise from the selection of a desired SU
according to their interference temperature at the primary receiver. Hence, how rapidly N varies
with time depends on the rapidity fading hpi over the interference channel. When hsi and hpi both
remain constant over the transmission duration of a codeword, the system is experiencing slow
fading. Outage probability is an appropriate metric for slowly varying channels. The expression
of the outage probability at average SNR ρ, and a desired transmit rate R is defined as:
Pout(P,R) := Pr [log(1 + ργ∗s ) < R] , (8)
where γ∗s is defined in (2). Recalling that N = |S|, the cardinality of the active set S, we can
express (8) as:
Pout(P,R) = Pr
[
γ∗s <
2R − 1
ρ
]
= UN
(
Fγs
(
2R − 1
ρ
))
(9)
using (3). It is clear that by comparing (9) for different user distributions, outage probability
Pout(P,R) can be ordered at every value of ρ and R based on comparing their PGFs, also known
as Laplace transform ordering. A similar property will be observed for the ergodic capacity and
average BER metrics in Sections V and VI, by using this LT ordering approach introduced in
Section III-B.
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9V. ERGODIC CAPACITY
When hsi and hpi both vary rapidly over the duration of a codeword, system is in the so-called
fast fading regime. We consider the ergodic capacity of the secondary system averaged over both
fading and user distributions. We then study the asymptotic behavior of ergodic capacity with
large mean number of SUs. The expression of the ergodic capacity of a multi-user system with
deterministic number of users N and average SNR ρ is given by,
C(ρ,N) =
∫ ∞
0
log (1 + ρx) dFNγs (x) = ρ
∫ ∞
0
1− FNγs (x)
1 + ρx
dx. (10)
where C(ρ,N) is the ergodic capacity averaged over the fading channel. For the random number
of users case, N is a realization of a random variable N , which is the number of users respecting
the interference constraint. By using (3) the ergodic capacity averaged across the user distribution
can be expressed as,
EN
[
C(ρ,N )] = Eγ∗s [log(1 + ργ∗s )] = ρ
∫ ∞
0
1− UN (Fγs(x))
1 + ρx
dx. (11)
It can be shown that C(ρ,N) in (10) is a c.m.d. function of N [24]. According to Theorem
1, if two user distributions are LT ordered, so will their ergodic capacities. C(ρ,N) is also a
concave increasing function of N . Applying the Jensen’s inequality and defining λ := E[N ], we
have
EN
[
C(ρ,N )] ≤ C(ρ, λ). (12)
Therefore, randomization of N will always deteriorate the average ergodic capacity of a MUD
system.
A. Scaling Laws of Ergodic Capacity
To study how the number of active number of users N affects the average throughput of the
system, we derive the scaling laws of the ergodic capacity for large average number of users λ.
Reference [24] considers the Poisson distribution for N in a non-cognitive context and derives
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the scaling laws of ergodic capacity as λ → ∞. In this section, we generalize this result to
a large family of user distributions and determine conditions under which similar scaling laws
hold. Under a Rayleigh fading scenario, substituting Fγs(x) = 1 − e−x into (11) and assuming
that mean value λ and variance σ2N of N exist, we have the following theorem:
Theorem 5: The ergodic capacity averaged across the fading and user distribution, denoted
as EN
[
C(ρ,N )], has the following scaling law as λ→∞,
EN
[
C(ρ,N )] = ρ ∫ ∞
0
1− UN (1− e−x)
1 + ρx
dx
= log (1 + ρ log(λ)) +O(1/
√
log(λ)), (13)
provided that (a)Pr [N = 0] = o(1/ log log λ) and (b)σ2N = o(λ2) as λ→∞.
Proof: See Appendix A.
Note that if N is not random (i.e., the number of users is deterministic), then N = λ with
probability one, which satisfies both assumption (a) and (b) in Theorem 5. This implies that
C(ρ, L) = O(log logL), as L → ∞, as also observed in [13, Theorem 5]. Theorem 5 can be
viewed as a generalization of this result.
B. Binomial Distributed N
In our proposed cognitive radio system, one possible mode of operation to select a desired
user can be expressed as follows: choose the user set among L total users which satisfy the
interference constraint S = {j ∈ 1, . . . , L : γpj < Q}. Then choose the user index in S with
the best channel gain γsi . In another words, the user with highest γsi which also satisfies the
interference constraint will be selected. Recall that N = |S|, the cardinality of S, which is the
number of users satisfying the interference constraint, termed as successful users. Users will be
said to be failures if they are not successful. If the interference test of each user is treated as
an independent Bernoulli experiment, N is a binomial random variable. The success probability
p of this binomial random variable can be represented as Fγp(Q), where Fγp(x) is the CDF of
|hp|2 which is i.i.d. across all SUs.
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We use Bin(L,p) to denote the binomial distribution with L trials and success probability
p. Since N users are chosen from L total users subject to an interference threshold Q, the
random variable N follows Bin(L,Fγp(Q)). Consequently, using (3), and the PGF of the binomial
distribution, the CDF of the channel gain of the selected user can be expressed as,
Fγ∗s (x) = [1− Fγp(Q) + Fγp(Q)Fγs(x)]L
= [1− p+ p(1− e−x)]λp
= (1− pe−x)λp (14)
where p := Fγp(Q) and λ := Lp is the mean value of random variable N . It can be verified that
in this case Pr[N = 0] = (L
0
)
p0(1− p)λp and σ2N = λ(1 − p), which implies that (a) and (b) in
Theorem 5 are satisfied. Therefore, (13) holds for the binomial case.
C. Negative Binomial Distributed N
The number of SUs could follow discrete distributions other than binomial if different modes
of operation are adopted. In the binomial case, the primary receiver performs an exhaustive
search to find all active SUs among L total users. When L is large, this approach might require
a long processing time to form the active SUs set S. We term the processing time as system
delay, which is in proportion to the number of SUs which has been checked for interference
constraint. An alternative is to decrease the system delay by selecting the desired user from a
proper subset among all users whose interference are below the threshold.
For example, the BS can form the set S sequentially as follows. The BS selects all the active
users before a predetermined number r failures occurs. In this case, N is NB distributed with
parameter r and p, which is denoted as NB(r,p). There exists a trade-off between the time BS
takes to form the set S and the secondary link performance, which can be balanced by the
parameter r. In this case, system delay is a random variable and its mean value is in proportion
to r.
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CDF of the channel gain of the best user selected from a NB random set of users can be
written as using (3) as:
Fγ∗s (x) =
1
(1 + e−xu)r
, (15)
where u := Fγp(Q)/(1 − Fγp(Q)), r := λ/u. Similar to the binomial N , the conditions of
Theorem 5 are satisfied since Pr[N = 0] = (r−1
0
)
p0(1 − p)r and σ2N = λ/(1 − p), hence (13)
also holds in the NB case.
D. Poisson-Binomial Distribution
In practical systems, SUs might not necessarily suffer an interference probability that is
identical across all users. Therefore, the case where SUs have different Fγpi (Q) is of interest. In
this case, the number of active SUs follows a PB distribution, which is mathematically defined
as the sum of non identically distributed independent Bernoulli random variables Xi so that
Pr [Xi = 1] = pi = 1− Pr [Xi = 0] > 0, i = 1, ..., L. (16)
Let W = ∑Li=1Xi be the number of the active users among total SUs, then W will have a
PB distribution. It is verified in Appendix C that condition (a) and (b) are also satisfied in this
case, so that (13) holds. Furthermore, this user distribution will be studied in Section VII and
approximated by the Poisson distribution when Fγpi (Q) is small and all Xi are independent.
VI. AVERAGE BIT ERROR RATE
Average error rate is another key performance metric. The error rate at average SNR ρ averaged
over the fading and users distribution is given by
EN
[
Pe(ρ,N )
]
= EN
[∫ ∞
0
Pe(ρx)dFNγs (x)
]
(17)
where Pe(ρx) is the instantaneous error rate over an AWGN channel for an instantaneous SNR
ρx of the best user. Pe(ρx) is often approximated to have the form of Pe(ρx) = αe−ηρx, where α
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and η can be chosen to capture different modulation schemes. Other variations such as Pe(ρx) =
αQ(
√
ηρx) is also adopted in literature [25].
To see that Pe(ρ,N) is a c.m. function in N , consider the kth derivative
∂kPe(ρ,N)
∂Nk
= ρ
∫ ∞
0
B(ρx)FNγs (x) [log (Fγs(x))]
k dx, (18)
where we define B(x) = −dPe(x)/dx. Since Pe(ρx) is decreasing in x for any ρ > 0 and
log (Fγs(x)) ≤ 0, the derivative in (18) alternates in sign as k incremented and satisfies the
definition in (4). Consequently, Pe(ρ,N) is a c.m. function of N . In Section VIII, this c.m.
property along with Theorem 1 will be used to show that stochastic order on a pair of user
distributions can be shown to order the average bit error rate under those user distributions. In
particular, Pe(ρ,N) being a c.m. function of N means that (18) is negative for k = 1 and positive
for k = 2, and consequently Pe(ρ,N) is a convex decreasing function of N . For the case that
the number of users in the system is random, by applying Jensen’s inequality, we have,
EN
[
Pe(ρ,N )
] ≥ Pe(ρ, λ), (19)
where λ := E[N ]. Therefore, randomization of the number of users always deteriorates the
average error rate performance of a multiple SUs cognitive radio systems. In Section VII-B we
will show that the Jensen’s inequality in (19) is tight for large λ and Poisson N .
A. Binomial Distributed N
In Section V-B, we derived the CDF of the channel gain of the best user chosen from a
binomial distributed random set of users. Here we take derivative of (3) with respect to x so
that the PDF of the channel gain of the best user in the binomial case can be expressed as:
fγ∗s (x) =
dFγ∗s (x)
dx
= λe−x(1− e−xp)λp−1, x > 0. (20)
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where we recall that p := Fγp(Q). Assuming the instantaneous error rate has the form Pe(ρx) =
αe−ηρx , substituting (20) into (17) we get:
EN
[
Pe(ρ,N )
]
=
∫ ∞
0
αe−ηρxe−x(1− e−xp)λp−1dx
= αp−1−ηρλβ
(
p, 1 + ηρ,
λ
p
)
(21)
where the incomplete beta function is defined as β (x, a, b) =
∫ x
0
ya−1(1−y)b−1dy. Note that when
p = 1 in (21), every SU satisfies the interference constraints, in which case N is deterministic.
In this specific case, (21) equals αλB(1+ηρ, λ), which can be shown as the average BER under
deterministic number of active users. Here B(1 + ηρ, λ) = β (1, 1 + ηρ, λ) is the beta function.
B. Negative Binomial Distributed N
In Section V-C, we derived the CDF of the channel gain of the best user chosen from a NB
distributed set of users. The PDF of the channel gain of the best user in the NB case can be
expressed as:
fγ∗s (x) =
dFγ∗s (x)
dx
= rue−x(1 + ue−x)−1−r, x > 0. (22)
where r is the parameter of the NB distribution and u = p/(1− p). Assuming that the instanta-
neous error rate has the form Pe(ρx) = αe−ηρx, substituting (22) into (17) we can get:
EN
[
Pe(ρ,N )
]
=
∫ ∞
0
αe−ηρxrue−x(1 + ue−x)−1−rdx
=
ruα
1 + ηρ
2F1 (1 + r, 1 + ηρ, 2 + ηρ,−u) (23)
where 2F1 (a, b, c, z) is Gauss’s hyper geometric function. As number of failures r is incremented,
average BER performance improves. However, for increased r, the time BS takes to form set S
will also be increased, so that one can balance the performance and delay trade off by adjusting
the r parameter.
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VII. NON-HOMOGENEOUS INTERFERENCE PROBABILITY AND POISSON APPROXIMATION
We have introduced in Section II that the interference test of each SU is treated as an inde-
pendent Bernoulli experiment with success probability Fγp(Q). In this section, the interference
model will be generalized to the non-i.i.d case, in which the number of active SUs results in a
PB distribution following the definition in Section V-D. Since it is mathematically complicated
to calculate the ergodic capacity and average BER of the SU system in this case, a Poisson
approximation will be utilized to approximate PB distribution.
A. Poisson Approximation
In this section, we will bound the error between the ergodic capacity under Poisson and PB
N to show that as the PB distribution converges to Poisson distribution, the ergodic capacity
EN
[
C(ρ,N )] under PB N also converges to the ergodic capacity at the Poisson case.
Following the definition in Section V-D then W will have a distribution that is approximately
Poisson with mean λ =
∑L
i=1 pi. This approximation will hold if Fγpi (Q) is small and all Xi
are independent. We will now make this rigorous and bound the error between the ergodic
capacity under a PB user distribution W and its corresponding Poisson approximated N [16].
First, consider the following theorem by Le Cam [16]:
Theorem 6: X1, . . . , Xi are independent random variables, each with a Bernoulli distribution
of parameter pi. Pr [Xi = 1] = pi for all i = 1, . . . , L, i.e. W =
∑∞
i=0Xi approximately follows
a PB distribution. We have
∞∑
k=0
∣∣∣∣Pr [W = i]− e−λλii!
∣∣∣∣ ≤ 2
L∑
i=1
pi
2, i = 1, 2, . . . , L (24)
where λ =
∑L
i=1 pi.
Using Theorem 6, we will bound the gap between the ergodic capacity under PB and Poisson
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distributions, which is denoted as ∆C . We have:
∆C =
∣∣EW [C(ρ,W)]− EN [C(ρ,N )]∣∣
=
∣∣∣∣∣
L∑
i=1
C(ρ, i)
(
Pr [W = i]− e
−λλi
i!
)∣∣∣∣∣
≤
L∑
i=1
C(ρ, i)
∣∣∣∣
(
Pr [W = i]− e
−λλi
i!
)∣∣∣∣ .
Since C(ρ, i) is increasing in i, and C(ρ, L) = O (log logL) as we mentioned in Section V-A,
applying (24) we have:
∆C = O
(
log logL
L∑
i=1
p2i
)
(25)
where i = 1, 2, . . . , L. As long as
∑L
i=1 p
2
i = o(1/(log logL)), the error between the capacity
under PB and Poisson distributions goes to zero as L→∞.
For a special case consider pi = λ/L for i = 1, 2, . . . , L, in which all the SUs have i.i.d.
interference channels, W follows a binomial distribution. In this case, we have
∆C = O
(
λ2
L
log logL
)
(26)
Obviously, as L → ∞ and p → 0, ∆C approaches zero. Consequently, the gap between the
binomial and the approximated Poisson capacity is shown to be negligible as total number of
users grows large and the interference probability is sufficiently small. This will be illustrated
numerically in Section IX.
B. Tightness in the Jensen’s Inequality in the Average BER
Since in Section VII we proved that Poisson distribution can be utilized to precisely approx-
imate PB distribution, it is of interest to study the average BER under Poisson N . In Section
VI, we proved that the average BER Pe(ρ,N) is a completely monotonic function of N , which
implies the convexity. Applying the Jensen’s inequality, we have (19).
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We now provide sufficient conditions for Jensen’s inequality involving Pe(ρ,N) to be asymp-
totically tight for large λ. Recall that Pe(ρ,N) is the error rate averaged over the channel
distribution for deterministic number of users N . To this end, we use [26, Theorem 2.2] which
were derived in a networking context for arbitrary c.m. functions.
Theorem 7: Let Pe(ρ,N) be c.m. and regularly varying at N = ∞ and consider the error
rate averaged across the channel and the users EN
[
Pe(ρ,N )
]
, where N is a Poisson distributed
random variable with mean λ. Then,
EN
[
Pe(ρ,N )
]
= Pe(ρ, λ) +O
(
Pe(ρ, λ)/λ
) (27)
as λ→∞.
Equation (27) shows that as λ → ∞, the difference between the error rate averaged across
the user distribution and the error rate evaluated at the average number of users vanishes as λ
tends to ∞. This implies that for sufficiently large λ the performance of the MUD systems with
random number of users will be almost equal to the performance of the MUD systems with a
deterministic number of users with the number of users equal to λ.
To apply Theorem 7 we require Pe(ρ,N) to be c.m. and regularly varying. We have already
shown in Section VI that Pe(ρ,N) is always completely monotonic in N . Next, we provide the
conditions under which Pe(ρ,N) is a regularly varying function of N . Consider
Pe(ρ,N) = ρ
∫ ∞
0
B(ρx)eN logFγs(x)dx (28)
where B(·) is defined as B(x) = −dPe(x)/dx. Now, setting u := − log(Fγs(x)), and integrating
by substitution we have,
Pe(ρ,N) = ρ
∫ ∞
0
B(ρF−1γs (e
−u))e−ue−uNdu
fγs(F
−1
γs (e
−u))
, (29)
where F−1γs (x) is the inverse CDF and fγs(x) is the PDF of γs. We now establish the sufficient
conditions for Pe(ρ,N) to be a regularly varying function of N :
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Theorem 8: If Pe(ρ,N) is c.m. in N , a sufficient condition for it to be regularly varying at
N =∞ is that, t(u) := ρ(B(ρF−1γs (e−u))e−u)/(fγs
(
F−1γs (e
−u)
)
) is regularly varying at u = 0.
Proof: By comparing the representation of Pe(ρ,N) in (29) with the Bernstein’s represen-
tation of c.m. functions discussed after (4), it can be seen that (29) can be represented as the
Laplace transform of t(u). Using Theorem 2, the proof follows.
Theorem 8 shows that for the conclusions of Theorem 7 to hold (i.e., Jensen’s inequality to be
asymptotically tight), the CDF of the single-user channel Fγs(x), and the error rate expression
Pe(ρx) have to jointly satisfy the regular variation condition given in Theorem 8. Next, we
examine whether this condition holds for commonly assumed instantaneous error rates Pe(ρx)
with γs being exponentially distributed. For the case of Pe(ρx) = αe−ηρx, we have t(u) =
αρ(1 − e−u)ηρ−1e−u, which satisfies limu→0 t(κu)/t(u) = κηρ−1, therefore proving the regular
variation of t(u) at 0. By using Theorem 2 this in turn proves regular variation of Pe(ρ,N)
at N = ∞. Therefore Pe(ρ,N) is both a c.m. and a regularly varying function of N for this
case. Consequently, when Pe(ρx) = αe−ηρx and the fading is Rayleigh (i.e. channel gain is
exponential), the difference in error rate performance of a MUD system with a random number
of users averaged over the number of users distribution and of a deterministic number users
approaches zero for sufficiently large λ, as in Theorem 7.
Consider now Pe(ρx) = αQ(
√
ηρx), with γs being exponentially distributed. The error rate
can be expressed as,
Pe(ρ,N) = α
∫ ∞
0
Q (
√
ηρx) dFNγs (x) =
α
√
ηρ
2
√
2π
∫ ∞
0
eN log(1−e
−x)e−ηρx/2√
x
dx, (30)
where the second equality is obtained by integration by parts. Once again, by setting u =
− log(1− e−x) we can rewrite (30) as,
α
√
ηρ
2
√
2π
∫ ∞
0
exp (−Nu) (1− e−u)ηρ/2−1 e
−u√− log(1− e−u)du. (31)
Thus we have t(u) = α√ηρ(1 − e−u)ηρ/2−1e−u/(2√−2π log(1− e−u)) and it can be shown
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that limu→0 t(κu)/t(u) = κηρ/2−1, therefore once again proving that Pe(ρ,N) is both a c.m. and
a regularly varying function of N . Having verified the conditions of Theorem 8 for Pe(ρx) =
αQ(
√
ηρx) with γs being exponentially distributed, we conclude the tightness of Jensen’s in-
equality as suggested by Theorem 7.
VIII. LAPLACE TRANSFORM ORDERING OF USER DISTRIBUTIONS
We know from Jensen’s inequality that a deterministic number of SUs will always outperform
a random number of SUs both for average BER and ergodic capacity. Moreover, different random
SU distributions can also be ordered among themselves. In this section, we introduce Laplace
transform (LT) ordering, a method to compare the effect that different user distributions has on
the average error rate, ergodic capacity, or other metrics that are either c.m. or c.m.d. in the
number of active users. From [24] we know that ergodic capacity is c.m.d. and averaged BER
is c.m.. Consequently, Theorem 1 implies that if the number of users is from a distribution that
can be ordered in the LT sense, then both the average error rate and capacity can be ordered at
every value of SNR ρ.
Theorem 9: Let X denote a Poisson random variable with parameter λ, Y denotes a binomial
random variable with mean value Lp, and Z denote a NB random variable with mean value
rp/(1 − p), and W denote a PB random variable defined in Theorem 6. By assuming equal
mean for all distributions, that is Lp = λ = rp/(1− p) =∑Li=1 pi, we have UZ(z) ≥ UX (z) ≥
UY(z) ≥ UW(z), for 0 ≤ z ≤ 1. In other words
Z ≤Lt X ≤Lt Y ≤Lt W. (32)
Proof: See Appendix B.
It can be observed that for the extreme case that when parameter p = 1, binomial user
distribution converges to the deterministic number of users, which dominates any kind of random
distributions with the same mean value under LT ordering sense. PB user distribution also
subsumes deterministic case when pi are either 1 or 0. Moreover, due to Theorem 1, if the SU
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distributions are ordered in LT sence, any c.m. (c.m.d.) performance metric of N will also be
ordered. Hence, without calculating or deriving the closed form expression, system performance
can be compared after knowing the corresponding user distributions.
IX. SIMULATIONS
An uplink cognitive radio system with multiple SUs where both SUs and BS having a single
antenna is considered. In this section, using Monte-Carlo simulations, ergodic capacity and
averaged BER are simulated to corroborate our analytical results. For all simulations, Rayleigh
fading channels are assumed.
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Fig. 2. Ergodic Capacity Under Different User Distributions.
In Section V-B and V-C, ergodic capacity performances under binomial and NB user distribu-
tions are established. In Figure 2, ergodic capacity is plotted versus λ = E[N ] for different user
distributions. It can be seen that for a given user distribution, the ergodic capacity improves with
average number of users. Also, in Section VIII, these two distributions are compared with the
Poisson distribution in LT ordering sense. In Figure 2, for a given λ, binomial user distribution
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yields better ergodic capacity performance than Poisson, followed by NB user distribution.
Furthermore, NB distribution converges to the Poisson distribution as the trial probability p→ 0
and stopping parameter r →∞, and the binomial distribution also converges towards the Poisson
distribution as the number of trials goes to infinity and the product Lp remains fixed. It can be
seen from Figure 2 that for a fixed λ, when the trial probability p varies from 0.5 to 0.2, ergodic
capacity of binomial and NB cases converge to the Poisson case.
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Fig. 3. Average BER Under Different User Distributions.
In Section VI-A and VI-B, we derived closed form expressions for averaged BER under
binomial and NB user distributions. As we introduced in Section III-B, Pe(ρ,N) is c.m. in N
and if Z ≤Lt X ≤Lt Y , we have EZ
[
Pe(ρ,Z)
] ≥ EX [Pe(ρ,X )] ≥ EY [Pe(ρ,Y)], ∀ρ. As shown
in Figure 3, average BER performances under are plotted against λ = E[Z] = E[X ] = E[Y ].
Here, Z is NB, X is Poisson, and Y is binomial distributed. With same mean number of users,
average BER under binomial Y always outperforms Poisson X and NB Z . Additionally, when
λ is fixed, BER performance under binomial and NB cases converge to Poisson case as p is
decreased from 0.5 to 0.2.
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Fig. 4. Ergodic Capacity of NB N with Different r.
In section V-C, we mentioned that in NB case, the trade-off between performance and system
delay can be balanced by a choice of the parameter r. As shown in Figure 4, for a given average
SNR, ergodic capacity under different values of parameter r are simulated. It can be observed that
as r increases from 8 to 32, the ergodic capacity performance is increased only approximately
20%. However, the average system delay when r = 32 is four times as much as r = 8. Hence
there are diminishing returns in capacity as the delay parameter is increased.
X. CONCLUSIONS
An underlay cognitive radio system with multiple SUs is analyzed when the number of SUs
is random and MUD is used. Outage probability is related directly to the probability generating
function of the number of active users. The scaling laws of the ergodic capacity for large mean
number of users are studied. Closed form non-asymptotic expressions for the averaged bit error
rate under binomial, and NB active users are also derived. A non-homogeneous interference
scenario is also considered where the number of active SUs follows PB distribution. In this case,
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Poisson approximation is applied to study the ergodic capacity performance. Furthermore, outage
probability, ergodic capacity, averaged BER performances for two different user distributions are
shown to be ordered if the user distributions are LT ordered.
APPENDIX A
PROOF OF THEOREM 5
Defining y := e−x and integrating by substitution,
EN
[
C(ρ,N )] = ρ ∫ ∞
0
1− UN (1− e−x)
1 + ρx
dx
=
∫ 1
0
1− UN (1− y)
1− ρ log y
(
ρ
y
)
dy
=
∫ √log λ
λ
0
1− UN (1− y)
1− ρ log y
(
ρ
y
)
dy +
∫ 1
√
log λ
λ
1− UN (1− y)
1− ρ log y
(
ρ
y
)
dy (33)
For the first term after the third equality in (33), we have the following inequalities according
to the lower bound in (7):
0 <
∫ √log λ
λ
0
UN (1− y)
1− ρ log y
(
ρ
y
)
dy <
∫ √log λ
λ
0
λy
1 + ρ log(λ)
(
ρ
y
)
dy (34)
=
ρ
√
log(λ)
1 + ρ log(λ)− (ρ/2) log(log(λ)) (35)
The right hand side in (34) holds because the denominator of the integrand is replaced with its
lower limit. It can be seen that the upper bound after the equality in (35) yields O
(
1/
√
log(λ)
)
and has limit 0 as λ → ∞. This implies that the first term in (33) should have limit 0. The
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second term in (33) has the upper and lower bounds given by,
∫ 1
√
logλ
λ
1− UN
(
1−
√
log(λ)
λ
)
(1− ρ log(y))
(
ρ
y
)
dy
<
∫ 1
√
log λ
λ
1− UN (1− y)
1− ρ log(y)
(
ρ
y
)
dy
<
∫ 1
√
log λ
λ
1− UN (0)
1− ρ log(y)
(
ρ
y
)
dy (36)
in which the lower and upper bounds are obtained by bounding the numerator since UN (1− y)
is a monotonically decreasing function of y. Defining a normalized random variable N ′ = N /λ
which has mean value 1 and variance σ2N ′ = o(1) as λ→∞, using the upper bound in (7) we
have:
UN ′(s) 6 1− (1− s) + σ
2
N ′
2
(1− s)2
= s+
σ2N ′
2
(1− s)2 (37)
and
UN (s) = UN ′(s
λ) 6 sλ +
σ2N ′
2
(1− sλ)2. (38)
Moreover, the numerator of the lower bound in (36) can be further lower bounded as following:
1− UN
(
1−
√
log(λ)
λ
)
> 1−
(
1−
√
log(λ)
λ
)λ
− σ
2
N ′
2

1−
(
1−
√
log(λ)
λ
)λ
2
(39)
Therefore, the upper and lower bounds in (36) turn out to be
(
1− g(λ)− σ
2
N ′
2
(1− g(λ))2
)
log
(
1 + ρ log(λ)− ρ
2
log(log(λ))
)
(40)
and
(1− UN (0)) log
(
1 + ρ log(λ)− ρ
2
log(log(λ))
)
(41)
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respectively, where g(λ) =
(
1−
√
log(λ)
λ
)λ
. In (40), when condition (b) holds,
lim
λ→∞
(
g(λ) +
σ2N ′
2
(1− g(λ))2
)
log(1 + log(λ)) = 0 (42)
and in (41), when condition (a) holds
lim
λ→∞
UN (0) log(1 + ρ log(λ)) = 0. (43)
Hence, both (40) and (41) converge to log (1 + ρ log(λ)− (ρ/2) log(log(λ))) as λ→∞. More-
over,
log
(
1 + ρ log(λ)− ρ
2
log(log(λ))
)
= log
(
(1 + ρ log(λ))
(
1−
ρ log(log(λ))
2
log(1 + ρ log(λ))
))
= log(1 + ρ log(λ)) + log
(
1−
ρ log(log(λ))
2
log(1 + ρ log(λ))
)
= log(1 + ρ log(λ)) +O (log(log(λ))/ log(λ)) (44)
as λ→∞. Therefore, considering the fact that log(log(λ))/ log(λ) decays faster that 1/√log(λ),
(35) and (44) complete the proof.
APPENDIX B
THEOREM 5 HOLDS FOR PB SU DISTRIBUTION
Following the definition in Section V-D, we have
∑L
i=1 pi = λ and σ2W =
∑L
i=1 pi(1 − pi).
Since Pr [W = 0] =∏Li=1(1− pi) = UW(0) and log(1− pi) < −pi, we have
log
(
L∏
i=1
(1− pi)
)
=
L∑
i=1
log(1− pi) <
L∑
i=1
(−pi) = −λ, (45)
equivalently, 0 < Pr [W = 0] < e−λ, which implies that condition a is satisfied. Furthermore, it
is obvious that σ2W <
∑L
i=1 pi = λ, hence condition (b) holds.
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APPENDIX C
PROOF OF THEOREM 9
Z ≤Lt X : to show UZ(z) ≤ UY(z) first we take logarithm to UZ(z) and UY(z) and we get
log(UZ(z))− log(UY(z)) = pr
1− p(z − 1)− r log
(
1− p
1− pz
)
. (46)
By shuffling the terms we rewrite the problem as comparing p
1−p
− log(1−p)+ log(1−pz) with
0. Taking the first derivative with respect to z we get
∂
(
p
1−p − log(1− p) + log(1− pz)
)
∂z
=
p
1− p −
p
1− pz ≥ 0 (47)
for all 0 ≤ z ≤ 1. This implies that (46) is an monotonically increasing function of z with the
maximum value 0 at z = 1.
X ≤Lt Y : to show UX (z) ≥ UY(z) first we take logarithm to UX (z) and UY(z) and we get
log(UX (z))− log(UY(z)) = Lp(z − 1)− L log (1− p+ pz) . (48)
By rearranging the terms we rewrite the problem as comparing s − log(1 + s) with 0, where
s = p(z − 1). Taking the first derivative with respect to s we get
∂ (s− log(1 + s))
∂s
= 1− 1
s+ 1
=
s
1 + s
≤ 0 (49)
for all 0 ≤ z ≤ 1. This implies that (48) is an monotonically decreasing function of z with the
minimum value 0 at z = 1.
Y ≤Lt W: First we express all success probabilities of W , denoted as pi, in vector form so that
p = [p1 p2 . . . pi]. To show that UY(z) ≥ UW(z) we notice that the equality is achieved
when p = [λ/L λ/L . . . λ/L] which is denoted as pbin. By applying Theorem 3 it can be
seen that UW(z) =
∏L
i=1(1 − pi + piz) is a Shur-concave function of p since log(1− pi + piz)
is concave of pi. Second, we assume there exists at least one probability vector of W , denoted
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as w = [w1 w2 . . . wi], and w ≺ pbin. Then we have
w1 = max
i
wi ≤ λ/L, (50)
so that
L∑
i=1
wi ≤
L∑
i=1
w1 ≤ λ (51)
which will violate the condition
∑L
i=1wi = λ unless w = p. This indicates that pbin is majorized
by any other arbitrary probability vector w of W , and UY(z,p) = UW(pz,bin) ≥ UW(z,w) at
every value of z.
Hence, we have UZ(z) ≥ UX (z) ≥ UY(z) ≥ UW(z), equivalently it can be concluded that
Z ≤Lt X ≤Lt Y ≤Lt W , which completes the proof.
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