1. Introduction {#s1}
===============

Proper kidney function is required for blood filtering, maintaining homeostasis, and synthesising hormones. Unfortunately, the kidneys can be afflicted with diseases that alter its ability to function. One such affliction is kidney stone disease, in which hard deposits made of minerals and salts, usually calcium oxalate or calcium phosphate coalesce into granules. Kidney stone disease is associated with an increased risk of end-stage renal failure \[[@C1], [@C2]\], renal cell carcinoma \[[@C3]\], and other life-threatening conditions. Worldwide, there has been an increase in the number of people afflicted by this disease \[[@C4]\]. Also, once an individual has a first kidney stone episode, the likelihood of another kidney stone episode increases \[[@C5]\]. Owing to these phenomena, individuals must be aware that they are at risk to make lifestyle changes such as increasing fluid intake and decreasing salt intake \[[@C6]--[@C8]\]. In addition to lifestyle changes, several different treatment strategies have been developed and approved to reduce the likelihood of future stone development. \[[@C9]\]. Given that these treatments affect different biological pathways \[[@C10]\], the nephrology research community has been looking for biomarkers, which can inform treatment \[[@C9], [@C10]\]. One way to identify those at risk for recurring kidney stones is to assess the incidence of their precursors in the kidney.

There are two precursors or pathways for the formation of calcium-based kidney stones. One precursor is a plug, which is the result of crystal formation and retention within collecting ducts \[[@C11]\]. The other pathway is plaque, which is made up of sub-epithelial apatite crystals found on the surface of the papilla \[[@C11]\]. Identifying these precursors allows for removal before stone formation and identifying individuals at risk for a recurring kidney stone episode or linked conditions \[[@C12]--[@C14]\].

Historically, the primary characterisation of stone precursors has been chemical analysis and histologic analysis. However, there has been progress in the development of intact imaging for precursor characterisation \[[@C15]\]. Micro computed tomography (CT) is an effective tool; however, it requires the extraction of plugs and plaques. It cannot be used *in vivo*. Clinical CT does not provide the resolution required to identify plugs and plaques. Moreover, as demonstrated in \[[@C16], [@C17]\], clinical CT findings do not correlate with precursor burden. One method for detection and characterisation of stone precursors is video endoscopy \[[@C13]\]. In this procedure, the physician uses an endoscopic camera to interrogate each of the poles of a kidney. Images are digitally recorded and analysed offline. Data collection for video characterisation often occurs during the removal of existing stones (see \[[@C9]\] for guidance on minimally invasive removal of stones).

Currently, there are two approaches to assess stone precursors. The first approach is subjective, requiring the surgeon to review the images and score each pole based on the surgeon\'s observations \[[@C13], [@C18]\]. The second approach is quantitative characterisation \[[@C17]\]. This approach was validated against chemical and histologic analysis. Unfortunately, identifying stone precursors from the video images, via manual segmentation, is a tedious process. A trained analyst must scan through the video sequence to video segments, which correspond to the individual poles. Once determined, the analyst identifies a representative image containing the papilla and any precursor deposits. The analysis time varies from patient to patient but cases routinely require 60 min of analyst time to characterise a single subject. Owing to the effort and expertise required, it is prudent to identify alternate segmentation approaches that can be automated to decrease the amount of time to create relevant data and reduce human variability (Fig. [1](#F1){ref-type="fig"}). Fig. 1Representative endoscopic imaging and corresponding object maps*a, c* Frames from an endoscopic video*b, d* Corresponding labelled imaged outlining the papilla, red, the plaque, green, and the plugs blue

Machine learning is one approach for automating video analysis process. It is often used to automate and decrease the amount of time it takes for tasks such as segmentation and classification. Specifically, in the medical field, it has been used for semantic segmentation tasks such as outlining nuclei \[[@C19]\], categorising, segmenting brain tumours \[[@C20]\] etc. Deep learning is a subset of machine learning that has demonstrated superior performance with reduced featuring engineering \[[@C21], [@C22]\]; as such, it does not require a large amount of data preprocessing and feature extraction. Instead, the architecture learns the features from the data.

There are various deep learning architectures. A commonly used architecture is the U-Net, a convolutional neural network. The U-Net\'s popularity is due to its ability to encode and decode. This functionality allows it to steadily decrease spatial dimension via pooling layers, the encoding architecture, and then recover the spatial dimension along with object details, the decoding architecture \[[@C23]\].

The ResNet encoder is a network that uses a skip connection to avoid the vanishing/exploding gradient problem that occurs when the number of layers in a deep learning network is increased. This connection adds an input to its output after several weight layers \[[@C24]\]. Encoders vary in the number of parameters and hidden layers. They also vary in memory size to fit various computing restrictions.

Deep learning is not only common in fields such as cell biology and neurology; it has also been utilised in nephrology. Past studies have applied deep learning for stone detection \[[@C25], [@C26]\], renal cell carcinoma \[[@C27]\] etc. However, publications to date do not describe the use of deep learning algorithms for kidney plug and plaque detection.

Given the clinical demand for renal mapping of stone precursors, there is a need to reduce the time for segmentation and decrease human variability in the analysis pipeline. The goal of this Letter is to use previously developed deep learning architectures to improve the processing pipeline for plug and plaque characterisation. Although there are validated architectures for semantic segmentation of video data, none has been used in this domain. In this Letter, the use of deep learning models to identify the precursors of kidney stones and renal papilla is explored.

2. Method {#s2}
=========

Over 200 endoscopic videos were recorded from patients after they underwent kidney stone removal surgery. As per the institutional review board (IRB) protocol, clinical information was excluded from the image analysis to avoid any bias in the processing. Owing to the focus on the plugs and plaques, video images of the stone were not included in the analysis. These videos were then manually segmented for the papilla, plaque, and plug using Mayo Clinic N (Biomedical Imaging Resource, Rochester, MN), a visualisation and analysis software for medical imaging. A single trained technician processed all videos under the direct supervision of a board-certified urologic surgeon. For each analysis, the technician selected representative images for each pole. The image was loaded into ANALYZE and the papilla, plaques, and plugs were hand traced. The labelled image was stored as an Object Map and an ANALYZE file format for segmented and labelled data. Manual analysis is described in detail in \[[@C17]\].

During the data preparation phase, the manual segmentations were extracted from the video sequences along with the corresponding labelled images. Python 3.7.3 (Anaconda, Inc., Austin, TX) was used for all preprocessing. Each red, green, and blue image was padded and/or resized to 480×1024 px^2^ and saved into an hdf5 file (to facilitate reading batches of images during the training). The labelled image contained the four different objects -- background, papilla, plaque, and plug. Each object was assigned a numeric value and resized to 480×1024 px^2^ to maintain correspondence with the image data.

The deep learning models were created using the segmentation models library, a Python library for image segmentation that is built on the Keras/TF libraries. (<https://github.com/qubvel/segmentation_models>). Several different deep learning architectures were explored. The final model selected was a U-Net. The U-Net model was implemented with a ResNet-34 encoder. The pre-trained ResNet-34 encoder had been previously trained on ImageNet, which is well-suited for video/photographic image analysis. The deep learning algorithm was trained on 1666 normalised images and tested on 185 normalised images with a batch size of 7 for 500 epochs. An activation layer of softmax, upsampling decoder architecture, and batch normalisation in between the convolution and activation layers were used. For the decoder blocks, the convolution layer filters used were 256, 128, 64, 32, and 16. One algorithm had a dropout rate of 0 and the other had a dropout rate of 0.4. The models were compiled with the ADAM optimiser. The metric used for these models is the intersection over union (IOU) score or the Jaccard index, where A and B are sample sets ([1](#M1){ref-type="disp-formula"}). The Jaccard index is a measurement that compares the similarity and variance between sample sets $$\documentclass[12pt]{minimal}
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Focal loss attempts to take into account the probability of observing a given class during the training. In this model, *m* is the number of classes, *c* is the class, and *o* is the observation $$\documentclass[12pt]{minimal}
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3. Results {#s3}
==========

The performances of the models with the Jaccard-cross-entropy (JCE) and focal loss are reported in Table [1](#TB1){ref-type="table"}. The JCE loss model was able to achieve excellent performance on the train dataset but moderate performance on the test dataset. This is highlighted by the test loss value, which is ten times larger than the train loss value and the 22% lower IOU score on the test dataset. This is a typical example of an overfitted model and represents low generalisability. The focal loss model also exhibited overfitting and low generalisability as the test loss value is 100 times larger than the train loss value and had more than a 24% lower IOU score on the test dataset. Table 1Metrics and loss scores of the deep learning algorithms on the training and test datasetsType of lossDatasetLossIOU scoreJCEtrain0.1740.900*f*train0.06790.709JCEtest1.110.679*f*test15.50.469[^1][^2]

When considering the dropout, the models differed in their loss value and Jaccard index for the datasets, as seen when evaluated on the training dataset, the non-dropout model had a lower JCE loss score (0.0575) and a higher IOU score (0.958) than the model with the dropout rate of 0.4 (0.174 and 0.900, respectively). However, the deep learning algorithm with the 0.4 dropout rate outperformed the regular modal for the test dataset.

Figs. [2](#F2){ref-type="fig"} and [3](#F3){ref-type="fig"} provide representative examples of successful and unsuccessful segmentations, respectively. In Fig. [2](#F2){ref-type="fig"}, the papilla (red) is delineated from the surrounding tissue using the dropout model. The papilla segmentation bleeds beyond the border of the papilla in the non-dropout model. In both cases, two plaques were identified. In Fig. [3](#F3){ref-type="fig"}, neither the non-dropout or dropout models were able to delineate the papilla clearly; however, both models appear to be approaching the correct segmentation. The dropout model was able to identify two of the plaques but missed several others. Both models were not able to identify the largest of the plaques. Fig. 2Successful segmentation*a* Input given to the deep learning algorithms after training to compare performance*b* Ground truth of Fig. [2](#F2){ref-type="fig"}*ac* Prediction made by the deep learning algorithm with the dropout rate of 0 based on Fig. [2](#F2){ref-type="fig"}*ad* Prediction made by the deep learning algorithm with the dropout rate of 0.4 based on Fig. [2](#F2){ref-type="fig"}*a* Fig. 3Unsuccessful segmentation*a* Input given to the deep learning algorithms after training to compare performance*b* Ground truth of Fig. [3](#F3){ref-type="fig"}*ac* Prediction made by the deep learning algorithm with the dropout rate of 0 based on Fig. [3](#F3){ref-type="fig"}*ad* Prediction made by the deep learning algorithm with the dropout rate of 0.4 based on Fig. [3](#F3){ref-type="fig"}*a*

4. Conclusion {#s4}
=============

The deep learning algorithm with the dropout rate of 0.4 performed better than the deep learning algorithm without dropout. The initial non-dropout model was able to achieve excellent performance on the training dataset but poor performance on the test dataset. This type of training response is a typical example of an overfitted model. The deep learning algorithm with the dropout of 0.4 exhibited better generalisability. Having a dropout rate reduced overfitting by randomly dropping neurones in the neural network. The generalisability of the model with the higher dropout rate was better because it learnt the defining features of the papilla, plugs, and plaques from the training dataset, rather than just 'memorising' individual images and instances of precursor formations.

The problem of class imbalance is significant in this data, as well. Focal loss was specifically engineered to address the class imbalance problem by attempting to account for the likelihood of seeing a class; however, this method did not perform as well as JCE. JCE is widely used in the community.

Early evaluation of the deep learning architecture is critical to the eventual success of the model. There are many established approaches. For this work, several different architectures were studied. Nearly, all of these architectures performed poorly at this task, except the U-Net architecture. This reinforces the general acceptance of the U-Net model for semantic segmentation.

Although it was determined that one particular implementation was better than the others (i.e. U-Net/ResNet32 with dropout and a JCE loss function), there are ample opportunities to improve the model. One such method would be through data augmentation. Our dataset of 200 + cases is the largest dataset of segmented video endoscopic data of the kidney; however, there is great variability in the images and presentation of the papilla. Data augmentation involves various techniques such as flips, translations, or rotations to alter the current data to artificially increase the amount of usable data.

Gamma correction or colour correction could also be used as a form of data augmentation to normalise the variation in illumination within the dataset \[[@C28]\]. Gamma correction is useful for datasets, where the data collection conditions are not always consistent such as if there are various cameras used, different perspectives of the object obtained, and variation in the amount of light or luminance of image capture. Data augmentation could lead to an increase in accuracy since the deep learning algorithm could learn more with increased exposure to data by allowing the model to learn more about features that define the papilla, plaque, and plug, rather than just overfitting to the training dataset \[[@C29]\]. However, it is important to proceed with caution as the augmented data may contribute to the overfitting or may result in training to unimportant features. This is one of the reasons that a pre-trained encoder was selected; by using a pre-trained model, some generic features will already be accounted for in the model.

Another method would be to decrease the amount of irrelevant data. The original segmentation data used to train the deep learning algorithm was created over 9 years, with multiple month gaps in between segmentations. Owing to the nature of data creation, there was probably human variability introduced to the segmentation data. Also, the accuracy of the manually segmented papilla, plaque, and plug object maps increased over the years. This might implicate that some of the older data may not represent what would be the accepted segmentation if reassessed or manual segmentation was repeated. These circumstances may have decreased the veracity of the object maps and may have negatively impacted the performance of the deep learning algorithms.

The deep learning algorithm could also be improved by exhaustive hyper-parameter tuning. Hyperopt (<https://github.com/hyperopt/hyperopt>) is one such package for hyper-parameter optimisation. Although dropout rate was studied in this Letter, the dropout rate could be increased to a higher rate to address overfitting further and increase generalisability. The algorithm could have also been improved by using a different encoder. As with other approaches to optimised model development, hyper-parameter optimisation should be addressed cautiously since it can lead to bias and overfitting as well \[[@C30]\].

Deep learning is a powerful technique for achieving automated image segmentation. Video endoscopy of the kidney is an application, which should be well-suited for deep learning because several of the deep learning architectures were originally designed and validated based on colour camera images. Unfortunately, deep learning requires large amounts of diverse but representative data to adequately train the model. If insufficient data is available, then the model underperforms and/or becomes overtrained. Owing to the optimistic findings of this Letter, future studies will focus on data augmentation to develop a sufficient database of images for training.
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[^1]: JCE = sum of Jaccard loss and categorical cross-entropy.

[^2]: *F* = focal loss.
