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Abstract 
In this thesis, we consider two recent approaches in analyzing structural equation ‘ 
models with continuous and polytomous variables. These two approaches are the 
Bayesian approach and a two-stage partition approach via the popular softwares: 
PRELIS & LISREL. 
In the Bayesian approach, the observed continuous and polytomous data are 
augmented with the latent factor scores, and the unobserved measurements that 
underlie the polytomous variables. The necessary computations a,re performed 
using Markov chain Monte Carlo (MCMC) simulation method that combines 
Gibbs sampler and the Metropolis-Hasting algorithm. In the two-stage partition 
approach, PRELIS & LISREL are used. In the first stage of the approach, an 
estimate of the covariance matrix is produced by PRELIS which is based on the 
estimates of the polychoric and polyserial correlations of the partitioned bivariate 
distribution. In the second stage, the weighted least square estimates are pro-
duced by LISREL according to the estimated covariance matrix. The comparisons 




(Structural Equation Model)所得出的成效。這兩個方法是貝氏推估法（Bayesian 
Approach)及由廣用電腦軟件PRELIS和LISREL所組成的二階分割法（Two-
stage Partition Approach) ° 
貝氏推估法把所有連續和多類變量的觀察變項，跟潛在變項及構成多類變量的 
分配變項作拼合’然後運用馬可夫鏈蒙地卡羅法(Markov chain Monte Carlo 
simulation method)中的吉柏司樣本法(Gibbs sampler )及梅卓波利斯演算法 
(Metropolis-Hasting algorithm)去直接估計出各參數的估計値。二階分割法是由 
擬合和評估結構方程模型的廣用軟件PRELIS和LISREL所組成。它首先以 
P R E L I S去估計閲値及多序類相關和多列相關的共變異數矩陣。然後則用 
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Structural Equation Modeling (SEM) is an important multivariate analysis 
technique for analyzing the relationship between the latent variables and their 
observable indicators in social, behavioral, medical and educational science. 
Most analysis of structural equation models have been carried out under the . 
framework with the assumption that the observed variables are continuous. How-
ever, many variables are polytomous ordered categorical. Examples of such vari-
ables are attitude items, rating scales and the others. Some typical cases are 
that the respondents are asked to record their attitude on scales like "strongly 
agree", “agree", "no opinion", "disagree" and "strongly disagree". There is an 
increasing uses of a mixture of polytomous and continuous data. Owing to the 
nature of the variables or the design of the questionnaires, it is very common 
that the data are recorded as polytomous variables as well as continuous vari-
ables. For treating these data, a quick and easy approach is to assume normality 
(Wainer and Thisseii, 1976a). Although many statistical methods seem to be 
iii 
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fairly robust against this kind of deviation from the distributional assumption, 
there are some cases that this approach may lead to erroneous results (Olsson, 
1979 and Lee, Poon and Bentler, 1992). The problem is highly related to the es-
timation of correlation and covariance structure of the data. Besides, due to the 
existence of the polytomous variables, the likelihood function consists of the cell 
probabilities of a multivariate normal distribution in terms of multiple integrals. 
Therefore, it is extremely complicated to compute the maximum likelihood (ML) 
estimate directly. To deal with the problem raised and the computational difficul-
ties involved in the analysis, many approaches are proposed so as to estimate the 
parameters. For instances, Olsson (1979), Olsson, Drasgow and Dorans (1982), 
Lee and Poon (1986), and Poon and Lee (1987) are related to the estimation > 
of polychoric and polyserial correlations; Miitheii (1984), Lee, Poon and Bentler , 
(1992, 1995), Robonssin and Liang (1998)，Lee and Zliii (2000) and Shi and Lee i : 
(1998, 2000) are on the analysis of structural equation models with polytomous 
and continuous variables. Moreover, many statistical softwares like LISREL 8, 
EQS, LISCOMP used multiple stage approaches in order to reduce the compu-
tational difficulties mentioned above. 
In this thesis, comparisons are made on the two recent approaches: the 
Bayesian approach and a two-stage partition approach via the popular softwares: 
PRELIS & LISREL. 
In Bayesian approach, the difficulty is solved by the idea of augmentation 
of observed continuous and polytomous data by using the Markov chain Monte 
Carlo (MCMC) simulation method that combines Gibbs sampler and the MH 
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algorithm, which is shown in more detail in chapter 2. On the other hand, the 
Two-stage Partition approach first estimates the polychoric and polyserial corre-
lation estimates and a weight matrix by PRELIS; then estimates the structural 
parameters in the correlation matrix by the weighted least squares procedure in 
LISREL. Details are shown in chapter 3. Comparisons based on simulation stud-
ies and real datasets are given in chapter 4. A concluding discussion is presented 
in section 5. Certain technical details are given in the Appendix. 
Chapter 2 
Bayesian Approach 
In the Bayesian approach, we are targeted to obtain the estimates by posterior 
analysis. However, since the nature of polytoinous variable Z , the posterior 
distribution often involves intractable multiple integrals. To handle this problem, 
the main idea is that the distributional properties of the fundamental factor scores 
are utilized by treating the scores as missing data. The observed continuous 
and polytoinous data will be augmented with these missing data, as well as the 
unobserved measurements that underlie the polytomoiis variables. It would allow 
us to generate a sequence of observations of the structural parameters, factor 
scores, and the threshold parameters via the Gibbs sampler (Gelfand and Smith, 
1990; Tanner, 1993) and the MH algorithm (Metropolis et al., 1953; Hastings 
1970) from the posterior distributions. 
4 
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2.1 Model Description 
Consider the following factor analytic measurement model for the p x 1 manifest 
random vector Ui: 
Ui = iJ,-\- ACi + Ci, i = 1, ...,ri. (2.1) 
where fx is the p x 1 mean vector, A is the p x q factor loading matrix, Ci is a 
g X 1 vector of latent factor scores and e^  is a x 1 vector of error measurements 
with distribution iV(0,屯e)，with 屯e is diagonal and Cj is independent of Ci-
For more complex situations, Ci is partitioned as (tjT, and the latent 
vectors 77- and ( satisfy the following structural equation model: � 
77, = nry, + r ^ , 4- Si, (2.2) 
where 77^  and Ci are qi x 1 and q2 x 1 latent subvectors of Cj； H and r are qi x q^ 
and Qi X q2 matrices of coefficients on rj- and ( respectively in the structural 
relationship. Let A^ ^ = (11, F). 11 has zeros in the diagonal, and (Ig^  —11) is as-
sumed to be non-singular, and 6i are mutually iincorrelated with distributions 
7 V(0， a n d iV(0’ respectively, where 企 and 屯<5 are diagonal. 
Let U i = { X , 1^}, where X = {xi, Xr} is a subset of observed continuous 
variables, Y = {yi, ..., ys} is the remaining subset of corresponding continuous 
imobservable variables, and the information is provided by an observable polyto-
mous random vector Z 二（2!，..., The relationship between the continuous 
vector y and the polytomous vector Z are as follows: 
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ai,zi < 2/1 < 
Z = if ； (2.3) 
_ Zs J <ys < + l 
where Zk is an integer value that belongs to the set {0,1,..., bk} for k = 1, . . . , 
5； It is set that a^fi = —oo, ak,bk+i — oo. Hence, for kth polytomous variable, 
there are categories and a^ — {a^^i, . . . , ak^b^} is the unknown threshold 
parameters that defines the categories. 
2.2 Identification 
The proposed model is not. identifiable if appropriate identification restrictions 
is not imposed. First of all, the identification problem is considered. Let be 
the covariance matrix of Y and P{Z) be the cell probability corresponding to Z. •‘ 
From 2.3, it can be found that 
P{Z) = {-ir E … E ( - 1 ) 〔 “ ⑷ 屯 淋 … ， 〜 ⑷ ; ( 2 . 4 ) 
i(l)=0 t(s)=0 
where v{k) = Zk + i[k�, and …，Qs; Sy) is the cumulative distribution 
function of " ( 0 ’ Ey) evaluated at ( a ! , … ’ a � ) . 
There will be a case that $s(«i’ • . . ’ c^ s; S^)=企s(<^!’ • • •, a*; S*) for any 
diagonal matrix D = diag((iii,...，4s) with d^k > 0, A: = 1, • • •, s, where al = 
akdkk and S* = D H y D . Thus, it can be seen that P{zi) is not identified and 
therefore some appropriate dentification constraints are needed for the parameters 
associated with polytomous variables. 
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To handle this problem, we can impose either of the following two methods: 
First, we can restrict Sy(A;, k) = a^, for some fixed a^, k — 1, ..., s. will be 
restricted to be a correlation matrix if a^ 二 1 for all k. 
The second method, identification method for Bayesian approach, is to impose 
appropriate constraints on the thresholds. For each /c = 1’...，s, we fix any a ^ j , 
say a^.i to be some pre-assigned constant, then it is clear that dkk must be 1 and 
the matrix D will be forced to be an identity matrix. One more threshold, say 
ai^bi will be fixed so as to make the model more stable, which is suggested by Lee 
et al. (1990). This is basically equivalent to picking a measure for the dispersion 
of zi, and the range ai^bi - Q;i’i which can provide a standard for the measure of 
dispersion relating to other variables. 
Since the first method will impose iion-liiiear restrictions on the structural 
parameters, the second method will be more appropriate to be imposed. 
Ill this thesis, the two approaches which are going to be compared will used dif- : 
ficult methods for identification. For more proper comparison, the same method 
of identification should be applied to both methods. 
Besides the identification problem on thresholds, there is another well known 
problem associated with the covariance matrix. Since S = A ^ A ^ + 屯二 
+ where A* = and = Q ^ Q ^ for any non-singular matrix 
Q. Therefore, the covariance matrix is not identified with respect to A and 歪. 
To identify the covariance matrix, some appropriate elements in A and A^； are 
set to be some fixed known values. 
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2.3 Bayesian Analysis of the Model 
2.3.1 Posterior Analysis 
Recall that X = {rci, ..., Xr} is a subset of observed continuous variables, Z 
— ( z i , i s the observable polytomous random vector and Y — {^ i , . . . , 
Us} is the subset of corresponding continuous unobservable variables. Let F = 
(Ci’..•，Cn) and a = {a i , .. .，a^} be the unknown threshold parameters and 6 
be the structural parameter vector that contains all the unknown parameters in 
/X, $，A, A^, ^ s and 屯e. 
Let p(a, 0, F, X , Y, Z) be the joint distribution of all the above random 
variables. This joint distribution can be written by sorno appropriate prior dis-
tributions: 
e, _F，X，Y，Z) 二 p ( a , e)p[F\oc, e)p{X, Y, a , 0). (2.5) 
The above equation (2.5) can be simplified since i) p(a , 9) = p{a.)p{6) for 0 
and cx are assumed to be independent, ii) p{F\(y., 6) = p{F\6) as a and F are 
independent, iii) p{X, Y, Z\F, a , 6) = p{U\F,0)p{Z\Y, a ) where U = (CA’ 
. . . ’ Un) with Ui = {Xi, Yi}. 
Therefore, equation (2.5) can be factorized as: 
F, X，y, z ) = p{cx)p{0)p(F I eMu I e)p{z | (2.6) 
Let 0c be the unknown parameters in fi, A,屯e in the measurement model (2.1) 
and 0 �b e the unknown parameters in A(’ $ and 屯5 in the structural model (2.2). 
Since _ = p(6>,) p(0丄 p(F | = p(F | and p(C/|F,6>) = p{U\F,e,) as it 
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is assumed that Q� is independent of 0 �e q u a t i o n (2.6) can be further factorized: 
p(a，e, F, X , Y , Z) = p{cx)p{eMOc)piF I 明 1 F , e,)p{Z (2.7) 
2.3.2 The Gibbs Sampler 
It is rather difficult to sample from the joint posteriors relating to ( a , 6) and 
Z). To draw a sequence of random observations from the joint posterior 
distribution [a, 6, F, Y\X, Z], the Gibbs sampler is used. 
We use the following steps to implement the Gibbs sampler: 
Step 0] Choose an arbitrary starting points [a(o)’0(o)，_F(o)，yW] and set t = 0. 
Step 1] Generate [a(…）�(*+i), as follows: 
i) Generate from p{F\ a ⑷， 0 ⑷， Y � ,X , Z) 
ii) Generate from p(6>| o ： ⑷ ， Y ⑴ ， X , Z) 
iii) Generate (a:(,+i)’ Y(计”）from p (a , Y\ 6I(�)，F“+i)，X, Z) 丨 
Step 2] Set 亡二力 + 1 and go to step 1. 
It should be noticed that each values generated will be updated in the natural 
order, using the most recent updates of all the other components. The cycle 
requires the generation of j times. As j tends to infinity, the joint distribution 
of ( a � ’ 6>⑴， jP⑴，Y�)has a stationary distribution which is the posterior 
distribution [o：, 6>, F, Y\X, Z . 
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2.3.3 Conditional Distributions 
i) Condit ional Distrubution [F | a,0，l^，J\r,Z^ 
P(F I a , e, Y , X,Z) = f l p(C, I C/ i，oc f [ p(Ui | 0 ) p ( V i 丨 Ci, 0)p(C, I 0) 
i=l i=l 
Based on the definition of the model and assumptions, p(Cj | Ui, 6) is pro-
portional to 
(2.8) 
Here, Ci is estimated by the MH algorithm. 
i i )Conditional Distrubution [6>| a ⑷ ， ⑴ ， : Z 
According to Shi k, Lee (1998) arid Lee & Zhu (2000), Let A^. is a i\i. x 1 vector 
with unknown parameters in the kth row of A,， 
�•/VO^o，So), 
P{'^7k)�Gamma(a�山 A)efc)， 
with the assumption that the hyperparameters Qoca：, Poek, A^ o，AoeA；’ 丑oefc，and Sq 
are given and {ip^k, ^ek), ( f e , Aeh) are independent for k # h. 
Since some elements in A are fixed according to identification, we have to 
omit the parts associated with these elements. Let C = [ckj) be the index matrix 
such that Ckj = 0 if \ k j is known and Ckj = 1 if Xkj is unknown, r^f. = J2i=iCkj', 
Ff, be a submatrix of F such that the j t h row with = 0 is deleted; 
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Let U f = ( i r 山 . . 我 �w i t h 
r 
Uli = Uki - fik-Yl XfcjCji(A - %•), 
j=i 
where Uki is the {k + /i)th element of Ui and fik is the kth element of fi. 
P M U , F, A,屯 J �i V [ ( S o - i + + SoVo) , (SQ—丄 + n 屯力―']， 
(2.9) 
pO/g^il厂’ P，A"0 �G a m m a [ n / 2 + a�山/3efc]， （2.10) 
〜Aq"fc，也fclVI, (2.11) 
where B = — AQ/n, f t , = (ifocU i^fci^D—�八= 
FkUl), P., = p o e k + U U f U： - ulnz'u, + AlkH^ock) with k = 1, 
Consider p(6>I a⑴，F('+i)，Y⑷，X�Z), which is proportional to 
Let jP(i)=(r7i,. • .，_F(2 )=($ i， . . .，�„ ) . It can be shown that the distribution 
of only involves 金之 and p(F(2) | 权c) 二 P(^(2) I 否）• It can be shown that ‘ 
with the assumption that the prior distribution of $ is independent of the prior 
distribution of A丨 and 屯 
From Shi & Lee (1998) and Lee & Zhii (2000), it can be shown that 
P(歪⑵）�/ V 7 [ F ( 2 ) F f 2 ) + 丑0-1’ n + Po, q2\ (2.12) 
where I\V[.,.] is the inverted Wisliart distribution. 
Similarly, Let C^ = (c^^j) be the index matrix associated with H ； Gk be a 
subniatrix of F such that the jth row with c 闲 = 0 is deleted; 
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Let 二[rjl” … , i f � w i t h 
91 91 
Vki 二 mi -兀fcj - - c f^cj), 
j=l j=l 
p{ipJf^\Z,U)�Gamma[n/2 + aosk,M’ (2.13) 
p ( r , l Z , i / ; i , } , n ) �( 2 . 1 4 ) 
where Qsk = G l G f ) ' ' , ^Sk = G ^ F l ) , fe = F * -
+ TI^Hq^Tqu) with k = l,...,qi. 
Let n^t be a g^ r X 1 vector with iiiikiiown parameters in 11，and the prior distrib-
ution ^^tto)- Thus, p{Ilu I .) is proportional to 
e : r : p { - n Z o ^ ; | J p i - n i - | ( n f E U r S ; � i ( n f n “ � ) — | f > � A c C ) T ^ 7 i ( r 7 � A ( C ) } . 
. (2.15) 
Here, n ^ is estimated by the MH algorithm. �‘ 
iii)Conditional Distrubution [a, Y | 0,_F，Z 
To deal with the general situation of little or no information about the values 
of thresholds, the following commonly used non-informative prior distributions 
are considered : 
v{oik) 二 p{otka^.. • oc c, for ak,2 < < <^貼广1，A： = 1，... ’s， 
where c is a constant. 
Let Y f , and Zk be the kth rows of Y and Z, ipyk be the ktli diagonal element 
of 免y�/.Lyk be the kth element of Hk and Ayk be the kth rows pf Ay. 
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By the Bayesian framework, 
p(ctk, Yk I F, Zfc) = I e, F, Zk)p{Yk I a,-, 0, F , Z^) 
It is found that 
i=l 
(2.16) 
PiVfc I 权,F, Z k ) �N i f i y k + AyfcCi, Ajk\ 似 �( j j k i ) (2.17) 
where 否(.）is the standard normal cumulative distribution function, (/>(.) is the 
standard normal density function, /a(2/) is an indicator function which takes 1 if 
y E A and 0 otherwise. 
Therefore, we have 
n 
p(afc，r ,丨 0 ’ F , oc n — ^iyk - A^.Ci] (2.1a) 
i=l 
which can be used to generete observations by the MH algorithm. In deriving 
the conditional distribution associated with the structural parameters in 0, non-
informative prior distribution are suggested to use (Zelliier, 1971). The non-
informative prior distribution is similar with the above conditional distribution 
and it can be obtained by setting the hyperparameters from aoet to —ryfc/2, aosk 
to 一rcfc/2，poek to 0，Posk to 0 , 丑二 to 0 ， H ‘ to 0, R^^ to 0， S p to 0 in the 
appropriate expressions. 
2.4 Bayesian Estimation 
The cycle involved in the Gibbs sampler described in subsection (2.3.2) is repeated 
j times. As j tends to infinity, the joint distribution of ( a � � ’ ⑴）has 
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a stationary distribution which is the posterior distribution [o;, 9, F, Y\X, 
Z]. Therefore, we collect the sample after a sufficiently large iterations, say J 
iterations. 6 > ( 爪 ) ， ) ’ (爪))are collected, where m = J + 1，. • .， J + 
M and M is chosen to given sufficient precision to the empirical distribution. 
As expected, there will be positive correlations between successive observations. 
To generate a more nearly independent sample, ( a ( " , )， 6 > ( '打”， * ) , are 
collected instead, where m* = J + s, J + 2s’ …，J + Ms and s is an integer greater 
than 0. 
As ( a — )，爪 ) ’ , y—)): m = are collected. The Bayesian 
estimates of a , 0 and F can be obtained by the corresponding sample means of 
the generated observations: 
1 M 1 M . 1 M 
d = i . E ’台二 去 E j- E i^ (-). (2.19) 
八m=l M ”口 1 M ,几 
Besides, a consistent estimate of Var(0|X, Z) are obtained as follows: 
— 1 M 
Var{e \X,Z) = E - 一 时. (2.20) 
M - 1 m=l 
Chapter 3 
Two-stage Partition Approach 
PRELIS and LISREL (Joreskog k Sorbom, 1988a; 1988b) are probably the most ‘ 
widely used programs in analyzing structural equation models. The Two-stage • 
Partiton approach is a two-stage procedure that, can be implemented by these 
softwares. In this approach, the thresholds are first estimated by PRELIS and 
all others structural parameters in the model are estimated by LISREL based 
on the weighted least square approach. In first stage, PRELIS is used to obtain 
the polydioric and polyserial correlation matrix and estimated covariance ma-
trix. In second stage of the procedure, we use LISREL to estimate the structure 
parameters by weighted least squares approach. 
3.1 First Stage: PRELIS 
In the first stage, the thresholds, the polychoric and polyserial correlation matrix 
and asymptotic covariance matrix are first estimated by PRELIS. In PRELIS, 
the polytomous variables are treated as ordinal variables. Similar to the Bayesian 
15 
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approach, the ordinal variables Z may be regarded as a crude measurement of an 
underlying unobserved or unobservable continuous variables Y. The relationship 
between the continuous vector Y and the polytomous vector Z are as follows: 
<yi < Oti^Zi+l 
z= ： if : (3.1) 
_ Zs J as^Zs < y s < Ots,Zs+l 
where Zk is an integer value that belongs to the set {0,1,..., b^} for k = 1，...，s; 
It is set that q^ o^ = —oo, af^ b^^ +i = oo. 
It is often assumed that Y has a standard normal distribution, in which 
case the thresholds can be estimated from the inverse of the normal distribution 
function, 
/ V ' 77 A 
‘ 叫 (3.2) 
where 少一i is the inverse standard normal cumulative density function, rij is the 
number of case on the j-th category and N is the total number of observations 
on the ordinal variable. 
PRELIS then gives an estimate of the covariance matrix that involves poly-
/•S 
choric and polyserial correlations, S ; and an estimate of the covariance matrix 
Ay 
of the estimates, cov{T,). In the following, we let s be the lower triangular part 
A. A 
of S , and W be the covariance matrix of s obtained from cov(S). Note that s 
and W will be used at lite second stage. 
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3.2 Second Stage: LISREL 
From the LISREL manual, the ordinal variables Z do not have a metric scale. 
To use such variables in a linear relationship we use the corresponding underlying 
variables Y instead. The polychoric and polyserial correlations are not correla-
tions computed from the actual scores but are rather theoretical correlations of 
the underlying j/-variables. These correlations are estimated from the observed 
pairwise contingency tables of the ordinal variables. 
3.2.1 Model Description 
The full LISREL model is shown as follows: 
y = K'n + Cy, (3.3) 
, ： jc - A^^ + (3.4) 
where A^； and Ay are the x qi and p2 x q2 factor loading matrix of x and y 
respectively, r j and ^ are qi x 1 and x 1 vectors of latent factor scores, and e^ 
and Ey are a x 1 and P2 x 1 vectors of error measurements with iV(0，^^^；) and 
N(Q,少ey)，Gy is independent of 77 and e^： is independent of 
二 n r 7 i + + i = (3 .5) 
This is the same as 2.2 in the Bayesian model. 
3.2.2 Identification 
Similar to Bayesian model, the proposed model is not identified if appropriate 
identification restrictions are not imposed. First, we consider the identification 
CHAPTER 3. TWO-STAGE PARTITION APPROACH 18 
problem for thresholds. For each ordinal variable, it is assumed that there is 
a latent continuous variable that is normally distributed with mean zero and 
unit variance. The thresholds are first estimated from the inverse of the normal 
distribution function by PRELIS. 
The other well known problem is the identification problem for covariance 
matrix. Same as Bayesian approach, some appropriate elements in A and A^ are 
set to be some fixed known values so as to identify the covariance matrix. 
3.2.3 LISREL Analysis, of the Model 
In LISREL, the model can be estimated by seven different methods: instru-
mental variables (IV)，two-stage least squares (TSLS), unweighted least squares 
(ULS), generalized least squares (GLS), maximum likelihood (ML), weighted least 
squares (WLS), and diagonally weighted least squares (DWLS). According to 
LISREL manual, it may be the best to use a sample covariance matrix and ana-
lyze this with WLS, using a correct weight matrix. 
First of all, the estimated values of thresholds, the polychoric and polyserial 
correlations matrix and asymptotic covariance matrix are inputed to LISREL. 
The WLS approach estimates the structural parameter 0 by minimiziiig the 
fit function: 
F(0) = (s-afW-\s-cT) (3.6) 
where s and W are obtained at the first stage. 
Chapter 4 
Comparison 
. In order to compare the performance of the two approaches: Bayesian approach 
and Two-stage Approach, simulation studies and real datasets are used. 
4.1 Simulation Studies 丨 ‘ 
• • • • . 
For simulation studies, two sets of data are generated for comparisons: S E T l 
Dataset with small values of factor loadings and large values of error variance; 
S E T 2 Dataset with large values of factor loadings and small values of error 
variance. 
Since the two approaches use different methods of identification, the method 
of identification should be unified for more appropriate comparisons. 
First of all, we have to fix the problem of different threshold identifications. 
Since LISREL are just able to fix all the values of threshold but are not able to fix 
the pair of (Q人•’j" otk,j2) required, we cannot use the Bayesian method of identifi-
cation for thresholds in both approaches. Consider the method of identification 
19 
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for thresholds of the Two-stage approach, it is assumed that for each ordinal vari-
able there is a latent continuous variable that is normally distributed with mean 
zero and unit variance. The thresholds are first estimated from the inverse of the 
normal distribution function. For unify in Bayesian method, we fix the required 
pair of {akji, Oikjo) to the inverse of the normal distribution function. 
It is known that there are some ordinal variables and we have the normality 
assumption for the latent continuous variable with and unit variance. In order to 
have a better result, the diagonal elements of the above covariance matrix is set 
to be 1 owing to the unit variance assumption. 
Given that the covariance matrix of the observed variables of LISREL model: 
s 二 ( + + 屯ey \ 
—\ A ^ ^ A j + J 
I 
、 ， 
with A — ( / — n)--i . Since the diagonal elements of covariance matrix have been 
set to 1，the fixed parameters in the factor loading matrix are set to 0.7 instead 
of 1 for the two approaches. 
Similarly, due to the assumption of zero mean, all /i in the Bayesian approach 
are fixed to be zero. 
For the problem of different notation of the two approaches, notation of 
Bayesian approach is used in comparisons. In these simulation studies, two 
datasets = 1，...，n} and = 1，. • •，n} were generated from the 
structural equation model defined in equations (2.1) and (2.2) with nine manifest 
variables which are related with three latent factors : rji, and The models 
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are in the following structure: 
/ 0 . 7 A 2 1 A s i 0 0 0 0 0 0 \ 
A 二 0 0 0 0.7 入52 入62 0 0 0 
V 0 0 0 0 0 0 0 . 7 A s s A 9 3 / 
“ “ 1 r = ( 7 i i 7 1 2 ) , n = ( o o j 
/ 0 0 0 0 0 \ 
0 0 0 0 0 
$ = 0 0 少e3 0 0 0 
' - 0 0 0 屯 e4 0 0 
0 0 0 0 0 
V 0 0 0 0 0 ) 
/ 0 0 \ 
屯 5 = 0 屯52 0 
V 0 0 巧 J 
There are three polytomous variables which are transformed from the continuous 
measurements U2“U以 and Usi with the thresholds (ai’ a?，0:3, a4). All the above 
0.7 and 0 are fixed unknown parameters, while 7《力 少 a n d ai are 
unknown parameters. The total unknown is 22. 
In S E T l , the true population values of the unknown parameters are given 
by: Xij 二 0.8 for all z, j specified in A,少u = <^>22 = 0.8, $12 = 0.3, 711 = 7^2 = 
0.5,屯el =少64 = 0.608, =屯e3 二 =少e6 = 0.488, = 0.5835, = 
= 0.456，and (ai , Q 2 , a g , = (-1.0, -0.6, 0.6, 1.0). 
In S E T 2 , the true population values of the unknown parameters are given 
by: A21 = A31 = 0.25, A52 =入62 二 Ats 二 Ass = 0.3333, (I>ii = <1^22 = 0.9, $12 二 
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0.3，7ll 二 712 = 0.5, = = 0.559, = ^eS = = 0 . 9 ， = 
0.559,屯52 = = 0.9437, and (ai,«2，0:3，Oi) = (-1.0，-0.6，0.6, 1.0). 
For these two datasets, Bayesian solutions and Two-stage Partition solutions 
are obtained in 100 replications. For the Bayesian solution, M=2000 observa-
tions are collected with a burn-in phase J = 800 . The Bayesian estimates were 
obtained based on the following prior distribution, [Better prior]: {Aoet, Foi} 
fixed at the true values; Sq = /g, c^Qek = ctm = 10, = Pm = 8, po = 8, R^^ 
二 5屯 and H .^k = i^ oefc = 0.25 I. 
Ill these simulation studies, three factors are considered for comparison: i) 
Accuracy of Parameter Estimation, ii) Precision of Standard Error Estimation, 
and iii) Precision of Distribution of Latent Variables. 
i) Accuracy of Parameter Estimation on different Sample Size � 
In order to compare the accuracy of the parameter estimation between the 
two approaches, the bias (the difference between each estimate and the cor-
responding true value) and the root mean square (RMS) error between each 
estimate and the corresponding true value across 100 replications are com-
puted on sample sizes, n = 150, 250 and 500 for the two different datasets 
SETl and SET2. For SET2, both approaches are also able to provide the 
result for n =100，which will be considered for comparison. It is consid-
ered that different hyperparamters will give different results for Bayesian 
Estimates. Hence, two more sets of Bayesian estimates are calculated with 
different prior distributions: 
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Half prior] : {Aoefc, Foi} fixed at half of the true values; S o ^ I g , Q!oeA:=< o^5i=10, 
Poek=pQ5i=込,Po=S,丑�1=0.25$ and Ho,k=Hoek=0-'25I. 
Twice prior] : {Aoe^, Foi} fixed at twice of the true values; S q ^ / q , 
Poek=Po5i=S, A)=8 , a n d 丑oefc=0-25jr. 
The results are shown at Tables 1，2，3，4，5，6 and 7 in the Appendix. 
It can be found that there is no significant difference between the sets of 
estimations with the same sample size. We use the set of estimation with 
prior distribution given in [Better prior] for comparisons. 
Consider SETl {Small Factor Loadings & Large Error Fariance): 
Since some replications cannot be estimated by either or both approaches, 
more than 100 replications are used in order to get the results for 100 “ 
replications. For n — 500, 115 replications are used to get results of the 
same 100 replications in both approaches. For n = 250，127 replications are 
used. For n = 150, 200 replications are used and results of 112 replications 
are obtained by the Bayesian approach and 97 replications are obtained by 
the Two-stage Partition approach. (PRELIS & LISREL Scripts for n=150 
of SETl are shown in the Appendix) 
From Tables 8, 9, 10 in the Appendix, the bias and RMS of each parameter 
generally increase when sample size decreases in both approaches. It can be 
observed that the two results have no significant difference in bias values as 
well as RMS of each parameter when the sample size is large, say n = 500. 
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However, when the sample size decreases, the differences of the estimate 
values and RMS of each parameter between two approaches become larger. 
It can be seen that the RMS of factor loading estimate (A), matrix coeffi-
cient estimates in SEM (F) and the variance estimates of the factor scores 
( $ ) of Two-stage Partition approach increase in a greater extent than that 
of Bayesian Approach. These increases are serious for Two-stage partition 
approach, which influence the total sum of RMS. 
Consider SET2 {Large Factor Loadings k Small Error Variance): 
The sample size can be reduced to 100 for the estimation in SET2 and 121 
replications are taken in order to get the results of 100 replications for both 
approaches. From Tables 11，12，13, 14 in the Appendix, similar to SETl , 
tlie bias and RMS of each parameter will generally be improved when larger 
sample sizes are available in both approaches. The two approaches show 
similar results in both estimates and RMS when the sample size is large, 
say n = 500. Different from SETl, when the sample size decreases, the 
differences in estimate values as well as RMS of each parameter between 
two approaches are not significant, especially for the total RMS. However, 
the total RMS, of the Two-stage Partition approach is much larger than 
that of Bayesian approach, that is mainly due to comparatively large RMS 
of A and F. 
Comparatively, both approaches give better and more stable estimation in 
SET2. Both bias and RMS associated with different kinds of parameters are 
smaller. The sample size can be reduced to 100 for estimation in SET2 but 
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not SETl . As expected, increasing sample size can improve the accuracy 
of the estimates in both SETl and SET2. 
ii) Precis ion of Standard Error Est imation 
For each parameter, the empirical sampling standard deviation (SD) and the 
mean of the standard error estimates (SE) of the parameter are compared. 
If the ratio of SE to SD equals 1，then the standard error is said to be 
precise. 
Consider SETl {Small Factor Loadings & Large Error Variance): 
The ratios of A 's standard error estimates are greater than 1 in the Two-
stage Partition approach for all sample sizes. When the sample size in-
creases, the situation is more serious and the ratios are even approach 2. 
• i . . .. 
Bayesian approach gives better for factor loadings' standard error estimates. 
However, standard error estimates of F and 屯<5 are not preformed well in 
Bayesian approach. The Two-stage Partition approach preforms well for r 
and 屯 s t a n d a r d error estimates. 
Consider SET2 (Large Factor Loadings & Small Error Variance): 
When sample size is small, say n = 100，150, both ratios of T and ^^ 
standard error estimates are not preformed well. The situation is improved 
when the sample size incerease for the Bayesian approach but not for the 
Two-stage Partition approach. The ratio of standard error estimates in 
Bayesian appproach is much smaller than 1 for all sample sizes. There are 
sudden increase in the ratios of A, T and standard error estimates for 
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the Two-stage Partition approach with sample size n — 100. 
iii) Precision of Distr ibut ion of Latent Variables 
The estimates of latent variables are obtained by using both approaches. 
(PRELIS Script for getting estimates of latent variables for n=150 of SETl 
is shown in the Appendix) The Kolmogorov-Smirnov Test (Chakravart, 
Laha, and Roy, 1967) is applied to test whether there is difference between 
the distributions of the estimates and the simulated values from true model. 
The Kolmogorov-Smirnov test is defined the follows: 
For every real number t, 
Ho： [ F � 二 G⑴，V t] versus Hi： [ F � + G⑴，for at least one t 
I . . 
， For large sample approximation, the Kolmogorov-Siriimov test statistic is 
defined as 
/mn \ 1/2 
L= — ) max {\F{t) - G{t)\} 
\ N J {-oo<t<ocr 
where F(t) and G{t) are the continuous distribution function of the es-
timates and the simulated values from true model respectively and n, m 
are the numbers of estimates of F{t) and G{t) respectively. N is the total 
number of estimates of F{t) and G{t). 
The null hypothesis is rejected if the test statistic, L, is greater than the 
critical value C � o b t a i n e d from table. 
The mean and standard deviation of test statistics of 100 replications are 
calculated. In this thesis, the critical value Ca is 1.45 with level of significant 
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Q = 0.03. 
From Table 15 in the Appendix, the mean values of the three Ls of latent 
variables of the Two-stage Partition approach are much larger than that 
of the Bayesian approach in both SETl and SET2 in all sample sizes. In 
SETl, the mean value of L of rji of the Bayesian approach is below Ca in 
all sample sizes and that of and are not. However, there are some 
replications which are not rejected in the null hypothesis for and h On 
the other hand, none of the mean value of L of rji of the Two-stage Partition 
approach are below the critical value and we can just get very few or no 
replication that is below the critical value. 
In SET2, it can be observed that the mean test statistic values of the three 
L of Bayesian approach are below the critical value but none can be found 
for the Two-stage Partition approach for all sample sizes. Nearly all the 
replications of the three Ls estimated latent variables are not rejected under 
the null hypothesis but just a few or even no replication for the Two-stage 
Partition approach. 
That means in most cases there are no evidence that there are differences 
between the distributions of the simulated values from true model and the 
estimates of Bayesian approach. For Bayesian approach, the estimates of 
SET2 is more accurate than that in SETl. However, there are differences 
between the distributions of the simulated values and the estimates of Two-
stage Partition approach in both SETl and SET2 for all sample sizes. 
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4.2 Real Data Studies 
In order to compare the performance of the two approaches with a real-life ex-
ample, a small portion of the 'ICPSR' dataset from the World Values Survey 
1981 - 1984 and 1990 - 1993 (World Values Study Group, 1994) is selected. The 
whole dataset was collected in 45 societies around the world on broad topics 
such as work, religious belief, the meaning and purpose of life, family like, con-
temporary social issues, etc. In this analysis, only the datasets obtained from 
Canada and Spain were used. Six variables in the original dataset (variables: 
180, 96, 62, 179, 116 and 117; see Appendix) that related to the respondents' 
employment, religious belief and lionielife were taken as manifest variables in U 
.• == • . . ， T h e sample sizes of the Canada and Spain datasets .delet-
ing the cases with missing data are 629 and 153 respectively, (ui, -^2), (1^3,^4) 
and (^5, Uq) are depicted as being determined by life, religious belief and job . 
satisfaction respectively. Variables 113, u^ are polytomous with five categories. 
Other variables with 10-point scale, are treated as continuous variables. There 
are totally 23 unknown parameters. 
Bayesian Approach uses the following hyperparameters for estimation: ^0=16, 
<^oefc=Q;o5i=10，二A)5i=8’ p o = 8 ， J ^ 0 6 f c = 0 . 2 5 I , and 
Aoa;=A^. where 丞 ; a n d A.], are the Bayesian estimates obtained using non-
informative prior distribution. 
Table 16 shows the results of ICPSR data of Canada and Spain for the two 
approaches. For both Canada and Spain ICPSR datasets, it can be observed that 
the two pairs of results of Bayesian and Two-stage Partition approaches have 
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no significant difference. Although there are differences in magnitudes between 
some of the estimates like the gamma (r) and lambda (A) obtained from the 
Canada dataset, and the variance estimates of the factor scores ($) and some 
error variance estimates ( ^ J obtained from the Spain dataset, it is shown that all 
the sign of coefficients are the same. It means that the effects and the covariances 
of the variables are described similarly in both approaches. 
Chapter 5 
Conclusion Discussion 
The main difference between the Bayesian approach and the Two-stage Par-
tition approach is the treatment of the polytoinous variables, Z. In Bayesian 
approach, the latent continuous measurements Y given by Z and the latent vari-
ables, F are treated as missing values and being augmented with the observed 
data [X,Z] in the posterior analysis. On the other hand, the Two-stage Partition 
approach first estimates the thresholds, the polychoric and polyserial correlations 
and one covariance matrix by PRELIS; and then all other structural paxame-
ters in the model are estimated by LISREL based on the weighted least square 
approach. 
Both approaches are easily applicable. In Bayesian approach, it is possible for 
us to derive and compute the conditional distributions that are involved in the 
Gibbs sampler and MH algorithm. The simulation process is straightforward be-
cause the conditional distributions are familiar distributions like normal, gamma 
and inverted Wihart distributions. For the Two-stage Partition approach, it is 
30 
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no doubt that LISREL and PRELIS are easy-to-use softwares. 
The main objective of this thesis is to compare the performance of the two 
approaches. Both approaches give reliable results in estimating the structural 
equation model with polytomous and continuous variables. 
From the results of the simulation studies, we see that decreasing sample 
size has a negative impact on the accuracy of estimates. We find that the Two-
stage Partition approach is more sensitive to the sample size as the bias and 
RMS increase in a great extent when sample size decreases, while the Bayesian 
approach is more stable in this situation. 
It is found that both approaches give good and stable estimation, especially 
in the models with Large Factor Loading & Small Error Variance (SET2). Both 
approaches give reliable results at various sample sizes, even when the sample 
size is reduced to 100. For the models with Small Factor Loading & Large Error 
Variance (SETl), it seems that the Bayesian Approach performs better than the 
Two-stage Partition approach. 
For the precision of standard error estimates, the Two-stage Partition ap-
proach does not provide dependable standard error estimates for the factor load-
ing (A) and the error variance (屯 regardless of how large the sample size is in 
both SETl and SET2. In Bayesian approach, the standard error ratios of error 
variance (屯5) and matrix coefficient estimates in SEM (F) does not perform well 
even the sample size is large. However, SET2 performs better than SETl. 
For precision of distribution of latent variable, the Bayesian approach gives 
accurate estimate of the distribution of latent variables while the Two-stage Par-
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titioii approach does not give reliable estimates of the distribution in all sample 
sizes for both SETl and SET2. 
From all the above results of this thesis, it can be observed that the Bayesian 
approach gives more accurate and stable estimates than the Two-stage Partition 
approach. However, it seems unfair to make a conclusion that Bayesian approach 
is better than the Two-stage Partition approach. To draw such a conclusion, 
more theoretical and empirical comparisons on various aspects of the approaches 
are required. 
For practical purposes, one problem which may have practical importance is 
about the robustness of the approaches. We have assumed that the underlying 
latent variables are normally distributed. So far, in application, this assump-
tion cannot be tested. It may be worthwhile to develop method for testing this 
assumption. 
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Appendix A 
Tables for the Two Approaches 
Table 1: Performance of Bayesian approach with different hyperparameters in 
SETl for n = 500 
Bet terpr ior Hatf^jrior Twiceprior 
Parameter TRUE Estimate Bias SD SE SD/SE RMS EsUmala Bias SD SE SD/SE RMS Estimate Bias SD SE SCVSE RMS 
Cti.i -1.0 -1.005 0.005 0.070 - - 0.070 -1.005 0.005 0.070 • - 0.070 -1.005 0.006 0.070 - - 0.070 
ai ,2 -0.6 -0.601 0.001 0.038 0.042 0.911 0.038 -0.591 -0.009 0.071 0.041 1.754 0.040 -0.604 0.004 0.042 0.042 1.005 0.042 . 
a i ,3 0.6 0.594 0.006 0.042 0 042 1.000 0.042 0.592 0.008 0.072 0.04'. 1.759 0.041 0.586 0.014 0.04? 0.04?. ‘ 1.021 0:045 
a i , 4 1.0 1 .000 O.OOO 0 .068 - - 0 .068 1.000 0 .000 0 .068 - - 0 .068 1 .000 0 .000 0 .068 - - 0 .068 
02.1 -1.0 -1.001 0.001 0.071 - - 0.070 -1.001 0.001 0.071 - - 0.070 -1.001 0.001 0.071 - - 0.070 
02.2 -0.6 -0.606 0.006 0.060 0.041 1.042 0.060 -0.594 -0.006 0.088 0.041 2.154 0.065 -0.603 0.003 0.057 i 0.041 1.367 0.057 
02.3 0.6 0.601 -0.001 0.063 0.042 0.983 0.C63 0.594 0.006 0.085 0.041 2.081 0.060 0.592 0.008 0.059 0.041 1.421 0.059 
02.4 1.0 1.006 -0.006 0.066 - - 0.066 1.006 -0.006 0.066 - - 0.066 1.006 -0.006 0.066 - - 0.066 
03.1 -1.0 -0.991 -0.009 0.063 - - 0.063 -0.991 -0.009 0.063 - - 0.063 -0.991 -0.009 0.063 • - 0.063 
as,2 -0.6 -0.595 -0.005 0.043 0.041 0.897 0.043 -0.598 -0.002 0.073 0.041 1.781 0.041 -0.594 -0.006 0.045 0.041 1.083 0.045 
a3,3 0.6 0.599 0.001 0.041 0.041 1.016 0.041 0.594 0.006 0.073 0.041 1.810 0.043 0.601 -0.001 0.037 0.041 0.898 0.037 
a3.< 1.0 1.001 -0.001 0.070 - - 0.069 1.001 -0.001 0.070 - - 0.069 1.001 -0.001 0.070 - - 0.069 
A21 0.250 0.220 0.030 0.066 0.062 1.063 0.075 0.227 0.023 0.063 0.062 1.003 0.065 0.221 0.029 0.055 0.062 0.885 0.065 
A31 0.250 0.216 0.034 0.052 0.057 0.897 0.065 0.227 0.023 0.064 0.059 1.083 0.066 0.228 0.022 0.052 0.058 0.896 0.061 
A52 0.333 0.378 -0.045 0.087 0.086 1.016 0.101 0.393 -0.060 0.096 0.088 1.096 0.111 0.391 -0.058 0.096 0.089 1.073 0.114 
A«2 0.333 0.385 -0.052 0.080 0.090 0.887 0.098 0.357 -0.024 0.097 0.089 1.089 0.098 0.395 -0.062 0.091 0.094 0.972 0.113 
Aea 0.333 0.384 -0.051 0.103 0.094 1.094 0.117 0.369 -0.036 0.093 O.OSO 1.037 0.096 0.377 -0.044 0.089 0.092 0.970 0.102 
Aga 0.333 0.387 -0.054 0.094 0.090 1.039 0.110 0.376 -0.043 0.086 0.086 1.001 0.092 0.367 -0.034 0.075 0.087 0.865 0.085 
F i i 0.5 0.504 -0.004 0.095 0.132 0.718 0.105 0.479 -0.179 0.100 0.131 0.764 0.100 0.489 0.011 0.091 0.135 0.673 0.103 
0.5 0.536 -0.036 0.097 0.139 0.700 0.108 0.513 0.387 0.118 0.134 0.B86 0.112 0.546 -0.046 0.099 0.13$ 0.728 0.113 
O , , 0.9 0.768 0.132 0.163 0.156 1.042 0.211 0.761 -0.261 0.182 0.162 1.126 0.212 0.742 0.158 0.153 0.16Q 0.958 0.221 
<I)i2 0.3 0.306 -0.006 0,083 0.079 1.060 0.087 0.313 0.187 0.092 0.078 1.178 0.092 0.297 0.003 0.083 0.077 1.074 0.086 
(D22 0.9 0.732 0.168 0.170 0.158 1.079 0.241 0.738 -0.738 0.181 0.156 1.031 0.213 0.752 0.148 0.166 0.157 1.056 0.225 
NPfi, 0.3 0.567 -0.267 0.043 0.102 0.425 0.272 0.553 -0.253 0.075 0.099 0.758 0.264 0.565 -0.265 0.049 0.102 0.484 0.271 
0.5590 0.488 0.071 0.042 0.065 0.664 0.098 0.495 0.064 0.066 0.064 1.028 0.089 0.499 0.060 0.047 0.064 0.742 0,093 
0.9437 0.941 0.003 0.074 0.081 0.917 0.081 0.928 0.016 0.124 0.060 1.551 Q.088 0.948 -0.004 0.081 0.081 1.000 0.088 
0.9437 0.936 0.007 0.053 0.061 0.869 0.072 0.930 0.014 0.113 0.061 1.858 0.078 0.942 0.002 0.056 0.061 0.912 0,073 
0.5590 0.622 -0.063 0,064 0.073 0.874 0.095 0.633 -0.074 0.095 0.076 1.258 0,111 0.645 -0.086 0.062 0.075 0.834 0.112 
0.9000 0.891 0.009 0.063 0.063 1.011 0.072 0.886 0.014 0.112 0.063 1.779 0.075 0.891 0.009 0.058 0.063 0.913 0.066 
0.9000 0.909 -0.009 0.121 0.082 1.464 0.126 0.692 0.008 0.144 0.080 1.808 0.116 0.899 0.002 0.111 0.061 1.368 0.114 
0.5590 0.659 -0.100 0.070 0.076 0.925 0.122 0.630 -0.071 0.095 0.073 1.301 0.105 0.638 -0.078 0.073 0.074 0.977 0.107 
Tea 0.9000 0.889 0.012 0.084 O.OSO 1.044 0.085 0.890 0.010 0.116 0.080 1.450 0.074 0.899 0.001 0.065 0.081 0.800 0.065 
0.9000 0.B91 0.009 0.053 0.063 0.843 0.054 0.881 0.019 0.108 0.062 1.754 0.062 0.896 0.004 0.060 0.062 0.961 0.060 
I R M S  
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Table 2: Performance of Bayesian approach with different hyperparameters in 
SETl for n = 250 
Betterprior Halfprior Twiceprior 
Parametcf TRUE Estimate Bias SD SE SD/SE RMS Estimate Bias SD SE SD/SE RMS Estimate Bias SD SE SD/SE RMS 
tti.i -1.0 -1.018 0.018 0.102 - - 0.017 -1.018 0.018 0.102 - - 0.017 -1.018 0.01 B 0.102 - - 0.017 
ai,2 -0.6 -0.591 -0.009 0.059 0,058 1.015 0.060 -0.598 -0.002 0.083 0.057 1.443 0.057 -0.587 -0.013 0.084 0.061 1.379 0.060 
ai.3 0.6 0.602 -0.002 0.064 0.058 1.114 0.064 0.589 0.011 0.088 0.058 1.516 0.065 0.593 0.007 0.083 0.061 1.364 0.058 
ai.4 1.0 1.001 -0.001 0.091 - - 0.015 1.001 -0.001 0.091 - - 0.015 1.001 -0.001 0.091 . . 0.015 
a2,i •1.0 -0.999 -0.001 0.087 - - 0.014 -0.999 -0.001 0.087 - - 0.014 -0.999 •O.OOl 0.087 - . 0.014 
az2 -0.6 -0.610 0.010 0.082 0.059 1.390 0.082 -0.598 -0.002 0.103 0.058 1.763 0.083 -0.605 0.005 0.115 0,061 1.884 0.098 
a2.3 0.6 0.587 0.014 0.077 0.058 1.310 0.078 0.592 0.008 0.102 0.058 1.765 0.082 0.575 0.025 0.111 0.061 1.829 0.097 
az4 1.0 1.002 -0.002 0.088 - - 0.014 1.002 -0.002 0.088 - - 0.014 1.002 -0.002 0.088 - . 0.014 
03.1 -1.0 -1.009 0.009 0.094 - - 0.015 -1.009 0.009 0.094 • - 0.016 -1.009 0.009 0.094 - - . 0.015 
03.2 -0.6 -0.602 0.002 0.058 0.068 1.009 0.059 -0.586 •0.015 0.077 0.058 1.344 0.051 -0.507 -0.014 0.085 0.061 1.394 0.06t 
as,3 0.6 0.598 0.002 0.059 0.058 1.009 0.059 0.590 0.010 0.084 0.058 1.450 0.058 0.584 0.016 0.060 0.06t 1.325 0.056 
as,4 1.0 0.993 0.007 0.104 - - 0.017 6.993 0.007 0.104 - • 0.017 0.993 0.007 0.104 . . - 0.017 
I ：• • • 
•• A21 0.250 .0.241 0.009 0.094 0.092 1.020 0.097 0.227 0.023 0.092 0.092 1.001 0.094 0.238 0.013 0.084 0.089 0.940 0.085 
A31 0.250 0.224 0.026 0.083 0.066 0.978 0.091 0.216 0.034 0.087 0.087 0.998 0.093 0.220 0.030 0.085 0.084 1.022 0.090 
“As2 0.333 0.432 -0.099 0.106 0.137 0.774 0.148 0.394 -0.061 0.130 0.133 0.977 0.143 0.403 -0.070 0.143 0.139 •1.029 0.159 ' 
: A e 2 0.333 0.388 -0.055 0.135 0.145 0.932 0.148 0.407 -0.074 0.133 0.141 0.945 0.152 0.380 -0.047 0.120 0.142 0.844 0.128 
Asa 0.333 0.400 -0.067 0.144 0.146 0.982 0.160 0.406 -0.073 0.136 0,143 0.955 0.152 0.383 -0.050 0.117 0.133 0.880 0.125 
Aea 0.333 0.419 -0.086 0.133 0.140 0.951 0.160 0.413 -0.080 0.140 0.137 1.023 0.159 0.388 -0.055 0.126 0.127 0.994 0.136 
Fi i 0.5 0.448 0.054 0.114 0.207 0.548 0.145 0.455 0.045 0.126 0.214 0.588 0.141 0.406 0.095 0.120 0.228 0.526 0.166 
[21 0.5 0.541 -0.041 0.120 0.215 0.557 0.131 0.487 0.013 0.123 0.217 0.665 0.119 0.581 -0.081 0.109 0.219 0.500 0.131 
(D11 0.9 0.646 0.254 0.229 0.185 1,238 0.341 0.622 0.278 0.222 0.171 1.298 0.355 0.589 0.311 0.238 0.165 1.444 0.391 
(I)l2 0.3 0.314 -0.014 0.119 0.103 1.149 0.119 0.332 -0.032 0.129 0.101 1.281 0.133 0.364 -0.064 0.122 0,104 1.177 0.137 
<t>22 0.9 0.613 0.287 0.232 0.175 1.323 0.368 0.610 0.290 0.228 0.172 1.325 0.363 0.643 0.257 0.221 0.176 1.257 0.338 
4^ 81 0.3 0.613 -0.313 0.051 0.124 0.409 0.319 0.597 -0.297 0.074 0.119 0.625 0.307 0.597 -0.297 0.075 0.118 0.638 0.308 
0.5590 0.538 0.021 0.046 0.083 0.552 0.076 0.521 0.038 0.075 0.080 0.938 0.083 0.520 0.039 0.069 0.080 0.862 0.079 
0.9437 0.911 0.033 0.098 0.109 0.900 0.109 0.918 0.026 0.134 0.109 1.232 0.105 0,916 0.028 0.130 0.110 1.181 0.100 
0.9437 0.934 0.010 0.080 0.085 0.942 0.103 0.936 0.008 0.122 0.086 1.430 0.099 0.931 0.013 0.118 0.085 1.394 0.102 
0.5590 0.698 -0.139 0.091 0.092 0.982 0.171 0.695 -0.136 0.108 0.089 1.209 0.168 0.721 -0.162 0.127 0.091 1.401 0.201 
少 0 . 9 0 0 0 0.884 0.016 0.064 0.087 0.969 0.095 0.883 0.017 0.117 0.085 1.372 0.065 0.895 0.005 0.131 0.087 1.518 0.102 
0.9000 0.923 -0,023 0,129 0.114 1.125 0.137 0.903 -0.003 0.157 0.112 1.408 0.135 0.893 0.007 0.153 0.109 1.411 0.129 
0.5590 0.695 -0.136 0,092 0.091 1.014 0.164 0.692 -0.133 0.115 0.090 1.286 0.167 0.702 -0.143 0.106 0.091 1.173 0.169 
4^8 0.9000 0.901 -0.001 0.094 0.111 0.854 0.094 0.893 0.007 0.141 0.109 1.294 0.109 0.898 0.002 0.140 0.110 1.280 0.108 
y卢 0.9000 0.900 0.000 0.070 0.087 0.803 0.070 0.889 0.011 0.121 0.086 1.408 0.082 0.896 0.004 0.120 0.086 1.397 0.060 
Z R M S ^ 3.739 ^ 
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Table 3: Performance of Bayesian approach with different hyperparameters in 
SETl for n = 150 
Betterprior Hatfprior Twiceprior 
Parameter TRUE Estlmale Bias SD SE SD/SE RMS Estimate Bias SD SE SD/SE RMS Estimate Bias SD SE SD/SE RMS 
d . i -1.0 -1.000 0.000 0.134 - - 0.133 -1.000 0.000 0.134 - • 0.133 -1.000 0.000 0.134 - - 0.133 
ai.2 -0.8 -0.586 -0.014 0.073 0.075 0.977 0.074 -0.600 0.000 0.081 0.074 1.096 0.080 -0.591 -0.009 0.070 0.075 0.943 0.071 
ai.3 0.6 0.609 -0.009 0.073 0.074 0.995 0.074 0.590 0.010 0.077 0.075 1.032 0.077 0.579 0.021 0.074 0.075 0.985 0.077 
ai.4 1.0 1.006 -0.006 0.127 • - 0.127 1,006 -0.006 0.127 - - 0.127 1.006 -0.006 0.127 - - 0.127 
02.1 -1.0 -1.025 0.025 0.128 - - 0.130 -1.025 0.025 0.128 • - 0.130 .1.025 0.025 0.128 • - 0.130 
02.2 -0.6 -0.588 -0.012 0.122 0.074 1.637 0.122 -0.579 -0.021 0.116 0.074 1.574 0.118 -0.599 -0.001 0.125 0.076 1.650 0.124 
02.3 0.6 0.600 0.000 0.108 0.075 1.450 0.108 0.815 -0.015 0.112 0.075 1.464 0.112 0.558 0.012 0.124 0.075 1.644 0.124 
02.4 1.0 1.005 >0.005 0.115 • - 0.114 1.005 -0.005 0.115 - - 0.114 1.005 -0.005 0.115 - . 0.114 
a3,, -1.0 -1.009 0.009 0.123 - - 0.123 -1.009 0.009 0.123 • - 0.123 -1.009 0,009 0.123 - - 0.123 
； 03.2 -0.6 -0.602 0.002 0.069 0.074 0.925 0.068 -0.587 -0.013 0.078 0.075 1.049 0.079 -0.602 0.002 0.076 0.073 1.031 0.075 
03.3 0.6' 0.591 0.009 0.071 0.074 0.957 0.071. 0.602 -0.002 0.072 0.074 0.974 0.072 0.585 0.015 0.079 0.074 1.066 0.080 
03.4 1.0 1.009 -0.009 0.131 - - 0.131 1.009 -0.009 0.131 - - 0.131 1.009 -0.009 0.131 .• - 0,131 
A2i 0.250 . 0.247 0.003 0.127 0,122 1.044 0.127 0.238 0.012 0.119 0.119 0.996 0.119 0.233 0.017 0.112 0.122 0.924 0.113 
• A31 ；. 0.250 0.230 0.020 0.107 0.114 0.945 0.109 0.229 0.021 0:119 0.113 1.049 0.120 0.248 0.C02 0.111 0.117 0.950 0.110 
A52 0.333 ' 0.396 -0.063 0.163 0.200 0.816 0.174 0.403 -0.070 0.166 0.182 0.915 0.180 0.366 -0.033 0.190 0.187 1.016 0.192 
A«2 0.333 0.389 -0.056 0.178 0.212 0.841 0.186 0.406 ;^075 0.147 0.195 0.756 0.165 0.400 -0.067 0.180 0.197 0.914 0.191 
A« 0.333 0.383 -0.050 0,179 0.194 0.918 0.186 0.390 -0.057 0.173 0.201 0.861 0.181 0.401 -0.068 0.160 0.200 0.803 0.173 
Aea 0.333 0.402 -0.069 0.166 0.185 0.896 0.179 0.404 -0.071 0.177 0.190 0.933 0.190 0.424 -C.091 0.177 0.193 0.916 0.198 
Fii 0.5 0.376 0.124 0.148 0.288 0.513 0.192 0.425 0.075 0.144 0.271 0.530 0.162 0.359 0.141 0.144 0.275 0.522 0.201 
[21 0.5 0.511 -0.011 0.139 0.272 0.511 0.139 0.469 0.031 0.135 0.274 0.494 0.138 0.545 -0.045 0.116 0.287 0.403 0.124 
0.9 0.487 0.413 0.275 0.184 1.680 0.496 0.547 0.353 0.260 0.181 1.437 0.438 0.559 0.341 0.258 0.215 1.197 0.427 
(l)i2 0.3 0.332 -0.032 0.162 0.115 1.408 0.164 0.334 -0.034 0.154 0.118 1.301 0.157 0.346 -0.046 0.167 0.171 0.978 0.173 
<t>22 0.9 0.549 0.351 0.270 0.182 1.482 0.442 0.537 0.363 0.271 0.178 1.526 0.452 0.492 0.408 0.242 0.254 0.953 0.474 
0.3 0.654 -0.354 0.052 0.143 0.364 0.358 0.661 -0.361 0.060 0.145 0.414 0.366 0.668 -0.368 0.060 0.147 0.410 0.372 
0.5590 0.573 -0.014 0.062 0.101 0.617 0.063 0.568 -0.009 0.059 0.100 0.587 0.059 0.571 -0.012 0.055 0.101 0.539 0.056 
4'e2 0.9437 0.920 0.024 0.145 0.138 1.046 0.146 0.912 0.031 0.138 0.136 1.017 0.141 0.910 0.034 0.117 0.135 0.863 0.121 
0.9437 0.938 0.006 0.108 0.109 0.991 0.107 0.928 0.016 0.101 0.108 0.939 0.102 0.943 0.000 0.102 0.110 0.923 0.102 
乎 0 . 5 5 9 0 0.777 -0.218 0.126 0.108 1.168 0.252 0.759 -0.200 0.118 0.109 1.085 0.232 0.752 -0.193 0.105 0.109 0.968 0.220 
TeS 0.9000 0.694 0.006 0.102 0.107 0.961 0.102 0.902 -0.002 0.100 0.109 0.922 0.100 0.907 -0.007 0.114 0.109 1.045 0.114 
Trf, 0.9000 0.927 -0.027 0.181 0.141 1.289 0.182 0.925 -0.025 0.188 0.141 1.333 0.189 0.923 -0.023 0.166 0.141 1.179 0.167 
4^7 0.5590 0.748 -0.189 0.126 0.106 1.181 0.226 0.763 -0.204 0.116 0.109 1.060 0.234 0.789 -0.230 0.110 0.110 1.003 0,255 
0.9000 0.887 0.013 0.116 0.134 0.864 0.116 0.922 -0.022 0.143 0.141 1,017 0.144 0.888 0.012 0.122 0.134 0.916 0.123 
0.9000 0.888 0.012 0.103 0.107 0.971 0.104 0.908 -0.008 0.112 0.109 1.021 0.111 0.918 -0.018 0.095 0.111 0.&53 0.096 
ZRMS ^ 5.310 
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Table 4: Performance of Bayesian approach with different hyperparameters in 
SET2 for n - 500 
Betterprior Haffprior Twiceprior 
Parameter TRUE . Estimate Bias SD SE SCVSE RMS Estimate Bias SD SE SD/SE RMS Estimate Bias SD SE SD/SE RMS 
a i . i -1.0 -1.001 0.001 0.062 - - 0.062 -1.001 0.001 0.062 - - 0.062 -1.001 0.001 0.062 - - 0.062 
a u -0.6 -0.601 0.001 0.039 0.040 0.965 0.039 -0.602 0.002 0.037 0.040 0.929 0.037 -0.598 -0.002 0.046 0.040 1.142 0.046 
ai,3 0.6 0.599 0.001 0,039 0.040 0.978 0.039 0.600 0.000 0.039 0.040 0.985 0.039 0.610 -0.010 0,049 0.040 1.248 0.050 
ai.4 1.0 1.004 -0.004 0.055 • - 0.055 1.004 -1.004 0.055 - - 0.055 1.004 -1.004 0.055 - - 0.055 
02.1 -1.0 -0.993 -0.007 0.067 - - 0.067 -0.993 0.993 0.067 - - 0.067 -0.993 0.993 0.067 . - 0.067 
02.2 -0.6 -0.595 -0.005 0.061 0.M1 1.498 0.061 -0.603 0.003 0.057 0.041 1.407 0.057 -0.595 -0.005 0.055 0.040 1.361 0.055 
02.3 0.6 0.604 -0.004 0.053 0.040 1.313 0.053 0.601 -0.001 0.055 0.041 1.345 0.055 0.599 0.001 0.051 0.040 1.272 0.051 
• az4 1.0 0.998 0.002 0,073 - - 0.072 0.998 -0.998 0.073 - - 0.072 ‘ 0.998 -0.998 0.073 • . . -•. 0.072 
..03,1 -1.0 -1.000 0.000 0.065 - • 0.065 -1.000 1.000 0.065 . • 0.065 -1.000 1.000 0.065 - 0.065 
03.2 -0.6 -0.696 -0.004 0.041 0.040 1.033 0.041 -0.607 0.007 0.034 0.040 0.851 0.035 -0.602 0.002 C.041 0.040 1.027 0.041 
. a3 . 3 ： 0.6 • 0.599 0.001 0.038 0.040 0.935 0.038 0.596 0.004 0.043 0.040 1.072 0.043 0.601 -0.001 0.CH5 0.040 1.128 0.045 
,03.4, 1.0 1.003 -0.003 0.061 • - 0.061 1.003 -1.003 0.061 - - 0.061 1.003 -1.003 0 061 - - 0.061 
A21 • 0.8 0.738 0.062 0.057 0,059 0.966 0.086 • 0.726 0.074 0.068 0.057 0.972 0.094 0.738 0.062 0,056 0.059 _ 0.947 0.086 
. A 3 1 . • 0.8 0.722 0.078 0.051 0.052 0.979 0.096 0.721 0.079 0.048 0.051 0.943 0.094 0.730 0.070 0.049 0.053 0.&33 0.089 
Asa 0.8 0.756 0.044 0.057 0.065 0.874 0.076 0.759 0.041 0.063 0.065 0.960 0.078 0.759 0.041 0.064 0.065 0.974 0.079 
.Aez 0.8 0,760 0.040 0.068 0.071 0.959 0.082 • 0.767 0.033 0.071 0.072 0.989 0.082 0.758 0.042 0.075 0.071 1.061 0.089 
；Ass . 0.8 0.767 0.033 0.071 0.072 0.985 0.081 0.773 0.027 0.067 0.072 0.936 0.075 0.761 0.039 0.069 0.071 0.958 0.082 
A93 0.8 ‘ 0.760 0.040 0.068 0.066 1.024 0.081 0.761 0.039 0.063 0.066 0.965 0.078 0.762 0.039 0.055 0.066 0.832 0.070 
F n 0.5 0.494 0.006 0.067 0.069 0.974 0.078 0.510 -0.010 0.063 0.071 0,878 0.073 0.501 -0.001 0.068 0.069 0.993 0.078 
「21 0.5 0.515 -0.015 0.064 0.071 0.896 0.071 0.507 -0.007 0.065 0.070 0.922 0.070 0,514 -0.014 0.065 0.071 0.909 0.071 
<Dli 0.8 0.870 -0.070 0.122 0.117 1.041 0.144 0.858 -0.058 0.112 0.116 0.967 0.130 0.866 -0.066 0,116 0.116 0.996 0.137 
(Di2 0.3 0.331 -0.031 0.057 0.061 0.936 0.072 0.326 -0.026 0.057 0,060 0.942 0.070 0.330 -0.030 0.055 0.061 0.898 0.069 
O22 0.8 0.844 -0.044 0.124 0.115 1.080 0.135 0.855 -0.055 0.128 0.115 1.108 0.142 0.855 -0.055 0.100 0.116 0.661 0.117 
4^ 51 0.3 0.424 -0,124 0.043 0.057 0.756 0.134 0.429 -0.129 0.042 0.057 0.749 0.138 0.422 -0.122 0.043 0.056 0.769 0.132 
0.5835 0.576 0.008 0.046 0.045 1.013 0.059 0.571 0.013 0.041 0.044 0.928 0.057 0.570 0.013 0.046 0.045 1.020 0.060 
以 0.4560 0.502 -0.046 0.044 0.052 0.854 0.069 0.497 -0.041 0.049 0.051 0.955 0.069 0.497 -0.041 0.049 0.052 0.944 0.069 
中e3 0.4560 0.491 -0.035 0.038 0.042 0.905 0.064 0.486 -0.030 0.038 0.042 0.923 0.062 0.488 -0.032 0.035 0.042 0.842 0.059 
0.6080 0.608 0.000 0.047 0.049 0.965 0.055 0.611 -0.003 0.046 0.049 0.938 0.054 0.604 0.004 0.049 0.048 1.008 0.057 
^di 0.4880 0.524 -0.036 0.038 0,047 0.824 0.060 0.521 -0.033 0.041 0.046 0.879 0.059 0.519 -0.031 0.038 0.046 0.830 0.057 
H'a 0.4880 0.534 -0.046 0.058 0.056 1.045 0.079 0.541 -0.053 0,071 0.057 1.234 0.093 0.537 -0.049 0.055 0.056 0.984 0.078 
4^7 0.6080 0.603 0.005 0.048 0.048 0.983 0.048 0.606 0.002 0.041 0.048 0.855 0.041 0.605 0,003 0.047 0.048 0.963 0.047 
0.4680 0.531 -0.043 0.043 0.055 0.772 0.061 0.542 -0.054 0.049 0.057 0.862 0.073 0.532 -0.044 0.054 0.056 0.973 0.070 
^eB 0.4880 0.526 -0.038 0.043 0.046 0.924 0.057 0.525 -0.037 0.044 0.047 0.938 0.057 0.522 -0.034 0.040 0.047 0.848 0.052 
I R M S 2.318 
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Table 5: Performance of Bayesian approach with different hyperparameters in 
SET2 for n 二 250 
Betterprior Hatfprior Twiceprior 
Parameter TRUE Estimate Bias SD SE SPSE RMS Estimate Bias SD SE SD/SE RMS Estimate Bias SD SE SD/SE RMS 
a i . i -1.0 -1.018 0.018 0.101 • • 0.102 -1.018 0.018 0.101 - - 0.102 -1.018 0.018 0.101 - . 0.102 
a,,2 -0.6 -0.583 -0.017 0.062 0.057 1.097 0.064 -0.604 0.004 0.058 0.056 1.028 0.058 -0.596 -0.004 0.061 0.056 1.087 0.061 
ai.3 0.6 0.596 0.004 0.049 0.057 0.873 0.050 0.604 -0.004 0.056 0.056 1.009 0.056 0.603 -0,003 0.053 0.057 0.938 0.053 
1.0 1.001 -0.001 0.099 . - 0,098 1.001 -0.001 0.099 - • 0.098 1.001 -0.001 0.099 - . o.098 
a2,i -1.0 -0.999 -0.001 0.102 • - 0.101 -0.999 -0.001 0.102 - • 0.101 -0.999 -0,001 0.102 - . 0.101 
02.2 -0.6 -0.608 0.008 0.090 0.058 1.563 0.091 -0.615 0.015 0.086 0.058 1.498 0.088 -0,614 0.014 0.086 0.058 1.491 0.087 
(12,3 0.6 0.598 0.002 0.088 0.057 1.530 0.088 0.602 -0.002 0.086 0.057 1.499 0.086 0.601 -0.001 0.088 0.057 1.537 0.088 
az4 1.0 1.002 -0.002 0.090 - - 0.089 1.002 -0.002 0.090 • - 0.089 1.002 -0.002 0.090 . - 0.089 
aa.i ... -1.0 -1.009 0.009 0,099 - - 0.099 -1.009 0:009 0.099 - • 0.099 -1.009 0.009 0.099 - . 0.099 
03.2 . . -0.6 -0.596 -0.004 0.046 0.057 0.798 0.046 -0.603 0.003 0.Q61 0.066 1.078 0.061 -0.602 0.002 0.055 0.057 0.960 0.055 
03.3 • 0.6 0.602 •0.002 0.063 0.057 1.113 O.OM 0.601 -0.001 0.053 0.056 0.945 0.053 0.593 0.007 0.060 0.057 1.055 0.060 
as,4 1.0 0.993 0.007 0.102 • - 0.102 0.993 0.007 0.102 - - 0.102 0.993 0.007 0.102 . , • 0.102 
A21 0.8 0.689 0.111 0.073 0.077 0.942 0.131； 0.696 0.104 0.084 0.077 0.831 0.125 0.704 0.096 0.089 0.079 • 0.871 0.120 
A31 0.8 0.689 0.111 0.054 0.068 0.799 0.126 0.682 0.118 0.060 0.067 0.8S8 0.134 0.696 ： 0.104 0.C54 0.069 0.790 0.119 
A52 0,8 0.741 , 0.059 0.077 0.089 0.862 0.101 0.736 0.064 0.073 0.088 0.823 0.101 0.738 0.062 0.083 0.089 0.932 0.108 
A® 0.8 0.755 0.045 0.093 0.098 0,951 0.108 0.746 0.054 0.112 0.097 1.156 0.127 0.760 : 0.040 0.095 0.100 0.949 0.107 
A « 0.8 0.737 0.063 0.079 0.097 . 0.820 0.104 0.746 0.054 0.092 0.097 0.951 0.109 0.757 0.043 0.088 0,099 0.890 0.101 
Ag3 0.8 0.735 0.065 0,082 0.088 0.931 0.108 0.739 0:061 0.064 0.088 0.729 0.091 0.743 0.057 0.082 0.089 0.921 0.103 
f i i 0.5 0.501 -0.001 0.083 0.103 0.807 0.092 0.493 0.007 0.086 0.101 0.851 0.095 0.485 -0.185 0.088 0.102 0.867 0.098 
「21 0.5 0.500 0.000 0.078 0.103 0.761 0.085 0.520 -0.020 0.090 0.103 0.872 0.098 0.512 0.288 0.085 0.104 0.814 0.091 
Oil 0.8 0.862 -0.062 0.136 0.160 0.847 0.153 0.880 -0.079 0.132 0.163 0.808 0.158 0.874 -0.374 0.149 0.162 0.922 0.170 
0,2 0.3 0.381 -0.061 0.088 0.090 0.979 0.112 0.352 -0.052 0.086 0.088 0.979 0.107 0.349 0.151 0.077 0.088 0.879 0.098 
<D22 0.8 0.886 -0.088 0.155 0.164 0.940 0.180 0.859 -0.059 0.143 0.158 0.903 0.158 0.853 -0.853 0.147 0.160 0.920 0.160 
0.3 0.494 -0.194 0.051 0.082 0.618 0,203 0,494 -0.194 0.052 0.081 0,637 0.203 0.495 -0.195 0.051 0.081 0.634 0.204 
0.5835 0.566 0.017 0.054 0.062 0.874 0.073 0.584 0.000 0.055 0.063 0.860 0.071 0.569 0.015 0.052 0.062 0.829 0.070 
Te2 0.4560 0.534 -0.078 0.056 0.072 0.775 0.100 0.538 -0.082 0.054 0.073 0.733 0.103 0.543 -0.087 0.052 0.073 0.709 0.106 
中c3 0.4560 0.508 -0.052 0.046 0.058 0.791 0.081 0.507 -0.050 0.046 0.058 0.794 0.079 0.508 -0.052 0.042 0.059 0.713 0.078 
H^ rt 0.6080 0.613 -0.005 0.061 0.067 0.903 0.069 0.609 -0.001 0.054 0.067 0.801 0.065 0.609 -0.001 0.061 0.067 0.907 0.069 
0.4880 0.549 -0.061 0.049 0.064 0.763 0.085 0.551 -0.063 0.050 0.064 0.783 0.087 0.549 -0.061 0.052 0.064 0.816 0,086 
Trf 0.4880 0.579 -0.091 0.077 0.078 0.987 0.124 0.595 -0.107 0.091 0,082 1.115 0.144 0.599 -0.111 0.085 0.082 1.042 0.143 
0.6080 0.617 -0.009 0.063 0.068 0.782 0.054 0,608 0.000 0.063 0.066 0.946 0.063 0.604 0.004 0.052 0.067 0.779 0.052 
0.4680 0.580 -0.092 0.068 0.079 0.856 0.115 0.568 -0.080 0.059 0.077 0.760 0.099 0.577 -0.089 0.062 0.079 0.786 0.108 
0.4880 0.556 -0.068 0.054 0.064 0.836 0.087 0.551 -0.063 0.048 0.064 0.752 0.079 0.547 -0.059 0.051 0.067 0.766 0.078 
£RMS yw ^ 
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Table 6: Performance of Bayesian approach with different hyperparameters in 
SET2 for n 二 150 
Betterprior Halfprior Twiceprior 
Parameter TRUE Estimate Bias SD SE SO/SE RMS Estimate Bias SD SE SDfSE RMS Estimate Bias SD SE SCVSE RMS 
ai,i -1.0 -1.009 0.009 0.129 - - 0.129 -1.009 0.009 0.129 - - 0.129 -1.009 0.009 0.129 . • 0.129 
(Xi_2 -0.6 -0.603 0.003 0.073 0,072 1.004 0.073 -0.614 0.014 0.074 0.072 1.031 0.075 -0.580 -0.020 0.067 0.073 0.928 0.070 
ai,3 0.6 0.595 0.005 0.073 0.073 1.005 0.073 0.596 0.004 0.073 0.073 1.007 0.073 0.612 -0.012 0.066 0.071 0.924 0.067 
ai:4 1.0 1.007 -0.007 0.137 • - 0.137 1.007 -0.007 0.137 • - 0.137 1.007 -0.007 0.137 • - 0.137 
azii -1.0 -1.013 0.013 0.131 - - 0.131 -1.013 0.013 0.131 - - 0.131 -1.013 0.013 0.131 - - 0.131 
az2 -0.6 -0.612 0.012 0.111 0.073 1.521 0.111 -0.606 0.006 0.106 0.073 1.452 0.107 -0.599 -0.001 0.113 0.073 1.547 0.113 
02.3 0.6 0.615 -0.015 0.118 0.073 1.622 0.119 0.598 0.002 0.114 0.073 1.559 0.114 0.602 -0.002 0.108 0.073 1.477 0.108 
02.4 1.0 1.006 -0.006 0.128 - - 0,127 1.006 -0.006 0.128 - - 0.127 1.006 -0.006 0.128 • - 0.127 
a3,i -1.0 -1.020 0.020 0.116 - - 0.117 • -1.020 0.020 0.116 - - 0.117 -1.020 0.020 0.116 - • 0.117 
Ct3:2 -0.6 -0.601 0.001 0.064 0.072 0.883 0.064 -0.616 0.016 0.072 0.072 1.007 0.074 -0.602 0.002 0.076 0.073 1.040 0.076 
：013:3 0.6 0.604 -0.004 0.072 0.071 1.003 0.072 : 0.592 0.008 0.067 0.073 0.923 0.068 0.599 0.001 0.080 0.072 1.104 0.080 
1.0 . 1.021 -0.021 0.153 - • 0.154 “ 1.021 -0.021 0.153 - • 0.164 . 1.021 -0.021 0.153 - - 0.154 
八21 0.8 ‘ 0.679 0.121 0.086 0.097 0.884 0.151 0.675 0；125 0.095 0.097 0.982 0.159 0.683 0.117 0.085 0.098 0.871 0.147 
Aa, . • 0.8 0.658 0.142 0.065 0.083 0.785 0.158 0,643 0.151 0.068 0.081 0.834 0.168 0.665 C.135 0.079 0.083 0.954 0.158 
As2 • ‘‘ 0.8 0.711" 0.089 0.086 0.107 0:804 0.129 0.722 6.079 0.085 0,108 0.790 0.120 . 0.707 0.093 0.084 0.107 0.782 0.130 
A a 0.8 0.721 0.079 0.115 0.119 0.369 0.144 ‘ 0.739 0.061 0.118 0.123 0.962 0.137 0.730 0.070 0.118 0.122 0.969 0.141 
A83 0.8 0.714 0.066 0.093 0.121 0.772 0.129 ‘ 0.704 0.096 0.080 0.117 0.682 0.127 0.738 0.062 0.095 0.124 0.760 0.117 
' Am 0.8 0.714 0.086 0.090 0.110 0.817 0.127 0.707 0.093 0.089 0.105 0.841 0.131 0.720 0.080 0.081 0.110 0.736 0.117 
Fii 0.5 0.476 0.024 0.114 0.134 0.852 0.126 0.483 0.017 0.105 0.133 0.784 0.116 0.471 0.029 0.103 0.135 0.761 0.117 
「21 0.5 0.507 •0.007 0.112 0.140 0.805 0.119 0.493 0.007 0.100 0.132 0.758 0.107 0.526 -0.026 0.103 0.141 0.734 0.113 
Oil 0.8 0.922 -0.122 0.196 0.212 0.923 0.234 0.890 -0.090 0.192 0.205 0.935 0.215 0.919 -0.119 0.190 0.212 0.895 0.227 
(Di2 0.3 0.393 -0.093 0.119 0.121 0.988 0.156 0.389 -0.089 0.116 0.121 0.963 0.152 0.395 -0.095 0.114 0.120 0.952 0.154 
(D22 0.8 0.864 -0.064 0.188 0.200 0.941 0.202 0.927 -0.127 0.164 0.213 0.769 0.210 0.876 -0.076 0.185 0.205 0.904 0.203 
0.3 0.552 -0.252 0.059 0.104 0.561 0.261 0,557 -0.257 0.061 0.105 0.582 0.266 0.560 -0.260 0.059 0.105 0.566 0.268 
0.5835 0.577 0.007 0.059 0.079 0.741 0.078 0.573 0.010 0.058 0.079 0.735 0.078 0.575 0.008 0.057 0.079 0.719 0.078 
0.4560 0.576 -0.120 0.060 0.094 0.638 0.138 0.574 -0.118 0.065 0.094 0.691 0.139 0.576 -0.120 0.069 0.093 0.741 0.142 
v f j 0.4560 0.537 -0.081 0.050 0.074 0.683 0.106 0.539 -0.083 0.060 0.074 0.811 0.113 0.543 -0.087 0.048 0.075 0.633 0.109 
^^ 0.6080 0.622 -0.014 0.070 0.088 0.815 0.081 0.629 -0.021 0.071 0.086 0.824 0.082 0.626 -0.018 0.075 0.087 0.862 0.085 
达 0.4880 0.590 -0.102 0.062 0.082 0.753 0.125 0.578 -0.090 0.055 0.081 0.680 0.111 0.579 -0.091 0.054 0.081 0.662 0.111 
0.4880 0.627 -0.139 0.106 0.103 1.035 0.178 0.628 -0.140 0.102 0.104 0.980 0.177 0.630 -0.142 0.105 0.104 1.010 0.180 
0.6080 0.614 -0.006 0.069 0.084 0.818 0.069 0.620 -0.012 0.072 0.085 0.843 0,073 0.622 -0.014 0.072 0.085 0.852 0.074 
0.4880 0.608 -0.120 0.076 0.099 0.768 0.142 0.609 -0.121 0.065 0.100 0.648 0.137 0.635 -0.147 0.083 0.104 0.802 0.169 
0.4880 0.596 -0.108 0.063 0.082 0.766 0.125 0.587 -0.099 0.050 0.082 0.618 0.111 0.596 -0.108 0.058 0.083 0.703 0.123 
I RMS 4.285 4.235 4.272 
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Table 7: Performance of Bayesian approach with different hyperparameters in 
SET2 for n = 100 
Betterprior Halfprior Twiceprior 
Parameter TRUE Estimate Bias SD SE SEVSE RMS Estimate Bias SD SE SD/SE RMS Estimate Bias SD SE SD/SE RMS 
a i , i -1.0 -0.998 -0.002" 0.148 - - 0.147 -0.998 -0.002 0.148 - - 0.147 -0.998 -0.002 0.148 - - 0.147 
ai,2 -0.6 -0.592 -0.008 0.062 0.088 0.937 0.082 -0.608 0.008 0.093 0.087 1.061 0.110 -0.610 0.010 0.074 0.088 0.835 0.095 
ai,3 0.6 0.595 0.005 0.083 0.089 0.934 0.082 0.594 0.006 0.087 0,088 0.986 0.105 0.600 0.000 0.095 0.088 1.076 0.112 
ai,4 1.0 1.018 -0.018 0.159 - - 0.159 1.018 -0.018 0.159 - “ 0.159 1.018 -0.018 0.159 - - 0.159 
a2,i -1.0 -1.021 0.021 0.161 - - 0,162 -1.021 0.021 0.161 - - 0.162 -1.021 0.021 0.161 - - 0.162 
02.2 -0.6 -0.607 0.007 0.131 0.087 1.495 0.130 -0.597 -0.003 0.130 0.088 1.472 0.141 -0.601 0.001 0,137 0.089 1.543 0.149 
02.3 0.6 0.605 -0.005 0.130 0.088 1.474 0.129 0.602 -0.002 0.123 0.090 1.366 0.136 0.592 0.008 0.122 0.08? 1.362 0.135 
a2,4 1.0 1.024 -0.024 0.143 • - 0.144 1.024 -0.024 0.143 - • 0.144 1.024 -0.024 0.143 - - 0.144 
03,1 -1.0 -1.007 0.007 0.148 - - 0.147 --1.007 0.007 0.148 - ‘ 0.147 -1.007 0.007 0.148 • - 0.147 
013,2 -0.6 -0.585 -0.015 0.090 0.089 1.007 0.090 -0.606 0.006 0.085 0.087 0.S74 0 104 -0.598 -0.002 0.098 0.089 1.095 0.114 
as,3 • 0.6 0.599 0.001 0.089 0.090 0.988 0.088 0.593 0.007 0.091 O.OM 1.028 C.108 0.590 0.010 0.085 0.08? ” 0.961 0.104 
a3.4 1.0 1.001 -0.001 0.158 - - 0.157 1.001 -0,001 0.168 - 0 157 1.001 -0,001 0.158 - 0.157 
八21 0.8 0.649 0.151 0.095 0.115 0.827 0.179 0.661 0.139 G..102 0.116 0.876 0-189 0.673 0.127 0.102 0.120 '0.855 0.181 
‘ ‘ A s i : 0.8 0.639 0.161 0.072 0.098 0.731 0.176 0.632 0.166 0.081 0.097 0.833 0.202 0.638 0.162 0.079 0.099 0.卞96 0.196 
As2 0.8 0.688 0.112 0.082 0.125 0.657 0.139 . 0.679 0.121 0.099 0.127 0.761 0.175 0.674 0.126 0.095 0.128 0.740 0.176 
Affi d.8 0.689 0.111 0.117 0.142 0.825 0.161 • - 0.699 0.101 0.149 0.145 1.027 0.196 0.715 O.OW 0.121 0.147 0.820 0.167 
Asa 0.8 0.717 0.083 0.107 0.146 0.737 0.135 0.696 0,104 0.124 0.147 0.842 0.179 0.716 O.OW 0.096 0.14$ 0.660 0.150 
A33 0.8 0.688 0.112 0.089 0.126 0.704 0.143 ‘ 0,681 0.119 0.089 0.128 0.691 0.167 0.700 0.100 0.102 0.128 0.796 0.163 
r ” 0.5 0.472 0.028 0.115 0.169 0.681 0.118 0.474 0.026 0.094 0.167 0.565 0.109 0.439 0.061 0.113 0.166 0.681 0.137 
「21 0.5 0.498 0.002 0.104 0.171 0.609 0.104 0.491 0.009 0.151 0.171 0.883 0.158 0.532 -0.032 0.109 0.168 0.650 0.123 
0 ,1 0.8 0.931 -0.131 0.215 0.259 0.829 0.250 0,922 -0.122 0.234 0.267 0.910 0.274 0,921 -0.121 0.243 0.258 0.943 0.281 
(Di2 0.3 0.424 -0.124 0.146 0.154 0.951 0.191 0.383 -0.083 0.142 0.148 0.958 0.165 Q.388 -0.088 0.141 0.150 0.936 0.167 
022 0.8 0.906 -0.106 0.222 0.247 0,898 0.245 0.891 -0.091 0.243 0.250 0.972 0.269 0.907 -0.107 0.215 0.252 0.852 0.251 
4^ 81 0.3 0.604 -0.304 0.057 0.127 0.450 0.310 0,615 -0.315 0.057 0.129 0,440 0.319 0.602 -0.302 0,049 0.125 0.397 0,306 
S^tl 0.5835 0.587 -0.004 0.071 0.095 0.750 0.071 0.600 -0.017 0.064 0.097 0.655 0.087 0 586 -0.003 0.069 0.095 0.724 0.090 
0,4560 0.619 -0.163 0.083 0.115 0.724 0.183 0.614 -0.158 0.069 0.115 0.600 0.177 0.645 -0.189 0.085 0.121 0.708 0.211 
0.4560 0.581 -0.125 0.057 0.093 0.614 0.137 0.567 -0.111 0.055 0.090 0.606 0.131 0.582 -0.126 0.064 0.092 0.692 0.147 
0.6080 0.641 -0.033 0.079 0.103 0.761 0.085 0.633 -0,026 0.083 0.103 0.814 0.105 0.632 -0.024 0.074 0.103 0.717 0.098 
0.4680 0.610 -0.122 0.074 0.096 0.756 0.143 0.619 -0.131 0.065 0.099 0.654 0.153 0.632 -0.144 0.071 0.101 0.701 0.166 
0.4880 0.666 -0.178 0.102 0.124 0.822 0,205 0.683 -0.195 0.127 0.129 0.983 0.236 0.682 -0.194 0.125 0.12« 0.968 0.234 
0.6080 0.625 -0.017 0.072 0.100 0.721 0.074 0.634 -0.026 0.078 0.102 0.782 0.101 0.637 -0.029 0.078 0.102 0.762 0.103 
中 0 . 4 8 8 0 0.662 -0.174 0.084 0.126 0,667 0.193 0.658 -0.170 0.099 0,122 0.811 0.201 0.664 -0.176 0.075 0.125 0.603 0.196 
0.4880 0.614 -0.126 0.070 0.098 0.720 0.144 0.614 -0.126 0.066 0.098 0.675 0.149 0.621 -0.133 0.059 0.099 0.598 0.153 
Y R M S 4.903 5.364 5.3^ 
APPENDIX A. TABLES FOR THE TWO APPROACHES 42 
Table 8: Performance of Bayesian and Two-stage Partition approaches in SETl 
for n 二 500 
Bayesian Approach Two-stage Partition Approach 
Parameter T R U E Estimate Bias SD S E SD/SE RMS Estimate Bias SD S E SD/SE RMS 
OCi.i -1.0 -1.005 0.005 0.070 - - 0.070 -1.005 0.005 0.070 - - 0.070 
a i . 2 -0.6 -0.601 0.001 0.038 0.042 0.911 0.038 -0.596 -0.004 0.065 - - 0.066 
ai ,3 0.6 0.594 0.006 0.042 0.042 1.000 0.042 0.603 -0.003 0.059 - - 0.052 
(X1.4 1.0 1.000 0.000 0.068 - - 0.068 1.000 0.000 0.068 - - 0.068 
a2.i -1.0 -1.001 0.001 0.071 - - 0.070 -1.001 0.001 0.071 - - 0.070 
a2.2 -0.6 -0.606 0.006 0.060 0.041 1.042 0.060 -0.597 -0.003 0.059 - - 0.070 
(X2.3 0.6 0.601 -0.001 0.063 0.042 0.983 0.063 0.610 -0.010 0.058 - - 0.069 
012.4 1.0 1.006 -0.006 0 .066 ,- 0.066 1.006 -0.006 0 .066 - - 0 .066 
CX3.1 -1.0 -0.991 -0.009 0.063 - - 0.063 -0.991 -0.009 0.063 - - 0.063 
. 013,2 -0.6 -0.595... .-0.005 0.043 0,041 0.897 0.043 -0.603 0.003 0.058 - - 0.059 
‘.：. 013.3 0.6 0.599 0.001 0.041 0.041 1,016 0.041 0.594 0.006 0.058 - - 0.064 . 
Ct3.4 .1.0 1.001 -0.001 0.070： - - 0.069 1.001 -0.001 0.070 - - 0.069 
A21 0.250 . 0.220 0.030 0.066 0.062 1.063 0.075 0.251 -0.001 0.084 0.070 1.189 0.083 
.. . A31 0.250 0.216 0.034 0.052 0.057 0.897 0.065 0.241 0.009 0.071 0.070 1.020 0.071 
.A52 0.333 0.378 -0.045 0.087 0.086 1.016 0.101 0.352 -0.019 0.101 0.085 1.194 0.103 
八62 . 0.333 ： 0.385 -0.052 0.080 0,p90 0.887 0.098 0.335 -0.002 0.094 0.084 1.117 0.093 
Aaa 0.333 0.384 . -0.051 0.103 0.094 1.094 0.117 - 0.343 -0.010 0.116 0.089 1.300 - 0.115 
八93 0.333 0.387 -0.054 0.094 0.090 1.039 0.110 0.334 -0.001 0.107 0.087 1.225 0.106 
r ” 0.5 0.504 -0.004 0.095 0.132 0.718 0.105 0.522 -0.022 0.177 0.151 1.167 0.177 
r 2 i 0.5 0.536 -0.036 0.097 0.139 0.700 0.108 0.497 0.003 0.166 0.158 1.053 0.165 
011 0.9 0.768 0.132 0.163 0.156 1.042 0.211 0.896 0.004 0.239 0.233 1.023 0.237 
012 0.3 0.306 ,0.006 0 .083 0.079 1.060. 0 .087 0.288 0.012 0 .069 0.080 0 .866 0 .070 
(D22 0.9 0.732 0.168 0.170 0.158 1.079 0.241 0.875 0.025 0.276 0.246 1.119. 0.275 
vpg, 0.3 0.567 -0.267 0.043 0.102 0.425 ‘ 0.272 _ 0.321 -0.021 0.237. 0.236 1.004 0.237 
平si 0.5590 0.488 0.071 0.042 0.065 0.654 0.098 0.557 0.002 0.135 0.133 1.012 0.134 
0.9437 0.941 0.003 0.074 0.081 0.917 0.081 0.941 0.003 0.032 0.052 0.608 0.032 
0.9437 0.936 0.007 0.053 0.061 0.869 0.072 0.948 -0.004 0.025 0.052 0.491 0.026 
0.5590 0.622 -0.063 0.064 0.073 0.874 0.095 0.561 -0.002 0.117 0.123 0.947 0.116 
0.9000 0.891 0.009 0.063 0.063 1.011 0.072 0.893 0.007 0.043 0.059 0.722 0.043 
vp^a 0.9000 0.909 -0.009 0.121 0.082 1.484 0.126 0.902 -0.002 0.041 0.059 0.696 0.041 
0.5590 0.659 -0.100 0.070 0.076 0.925 0.122 0.571 -0.012 0.135 0.130 1.042 0.135 
平t8 0.9000 0.889 0.012 0.084 0.080 1.044 0.085 0.901 -0.001 0.048 0.060 0.803 0.048 
0.9000 0.891 0.009 0.053 0.063 0.843 0.054 0.906 -0.006 0.045 0.058 0.779 0.045 
I RMS 3.089 1140 
I 
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Table 9: Performance of Bayesian and Two-stage Partition approaches in SETl 
for n = 250 
Bayesian Approach Two-stage Partition Approach 
Parameter T R U E Estimate Bias SD S E SD/SE RMS Estimate Bias SD S E SD/SE RMS 
Oti.i -1.0 -1.018 0.018 0.102 - - 0.017 -1.018 0.018 0.102 - . 0.017 
a i , 2 -0.6 -0.591 -0.009 0.059 0.058 1.015 0.060 -0.611 0.011 0.080 - . 0.009 
0ti.3 0.6 0.602 -0.002 0.064 0.058 1.114 0.064 0.589 0.011 0.088 - _ 0.010 
a i . 4 1.0 1.001 -0.001 0.091 - - 0.015 1.001 -0.001 0.091 . . 0.015 
«2.1 -1.0 -0.999 -0.001 0.087 - - 0.014 -0.999 -0.001 0.087 - . 0.014 
CC2.2 -0.6 -0.610 0.010 0.082 0.059 1.390 0.082 -0.613 0.013 0.085 . . 0.010 
CX2.3 0.6 0.587 0.014 0.077 0.058 1.310 0.078 0.594 0.006 0.079 - . 0.009 
0C2.4 1 0 1.002 -0.002 0.088 - 0.014 1.002 -0.002 0.088 - - 0.014 
«3.1 -1.0 -1.009 0.009 0.094 - - 0.015 -1.009 0.009 0.094 - 0.015 
0(3.2 -0.6 -0.602 0.002 ‘ 0.058 0.058 1.009 0.059 -0.602 0.002 0.078 - - 0.008 
‘ «3.3 0.6 0.598 0.002 0.059 0.058 1.009 0.059 0.590 0.010 0.090 - . 0.011 
. ’ 0t3.4 1.0 0.993 0.007 0.104 - - 0.017 0.993 0.007 0.104 - - 0.017 
八21 ‘ 0.250 0.241 0.009 0.094 0.092 1.020 0.097 0.278 -0.028 0.125 0.099 1.257 0.1.31 
1. 八31 0.250 0.224 0.026 0.083 0:085 0.978 0.091 0.270 -0.020 0.123 0.095 1.287 0.128 
八52 0.333 0.432 -0.099 .0.106 0.137 0.774 0.148 0.356 -0.023 0.144 0.125 1.149 0.151 
八62 0.333 0.388 -0.054 0.135 0..145 0.932 0.148 0.387 -0.053 0.235 0.135 1.737 0.242 
A83 0.333 0.400 -0.067 0.144 0.146 0.982 0.160 .. 0.344 -0.011 0.167. 0.123 1.365 0.172 
A93 0.333 0.419 -0.086 0.133 0.140 .0.951 0.160 0.342 -0.009 0.161 0.121 1.337 0.166 
厂11 0.5 0.446 0.054 0.114 0.207 0.548 0.145 0.556 -0.056 0.269 0.223 1.203 0.279 
^2^ 0.5 0.541 -0.041 0.120 0.215 0.557 0.131 0.500 0.000 0.202 0.212 0.953 0.211 
巾 ” 0.9 0.646 0.254 0.229 0.185 1.238 0.341 0.877 0.023 0.431 0.358 1.202 0.445. 
巾 12 0.3 0.314 -0.014 0.119 0.103 1.149 0.119 0.235 0.065 0.135 0.103 1.316 0.154 
<t>22 0.9 0.613 0.287 0.232 0.175 1.323 0.368 . 0.964 -0.064 0.527 0.457 1.153 0.555 
4^ 51 0 .3 0.613 -0.313 0.051 0.124 0.409 0.319 • 0.375 -0.075 0.353 0.340 1.039 0.358 
0.5590 0.538 0.021 0.046 0.083 0.552 0.076 0.540 0.019 0.194 0.190 1.019 0.207 
0.9437 0.911 0.033 0.098 0.109 0.900 0.109 0.927 0.017 0.052 0.076 0.682 0.143 
0.9437 0.934 0.010 0.080 0.085 0.942 0.103 0.931 0.012 0.047 0.075 0.632 0.141 
0.5590 0.698 -0.139 0.091 0.092 0.982 0.171 0.570 -0.011 0.211 0.190 1.113 0.222 
0.9000 0.884 0.016 0.084 0.087 0.969 0.095 0.896 0.004 0.060 0.083 0.724 0.139 
0.9000 0.923 -0.023 0.129 0.114 1.125 0.137 0.887 0.013 0.074 0.087 0.853 0.146 
0.5590 0.695 -0.136 0.092 0.091 1.014 0.164 0.528 0.031 0.258 0.237 1.090 0.268 
中e8 0.9000 0.901 -0.001 0.094 0.111 0.854 0.094 0.898 0.002 0.065 0.084 0.767 0.141 
0.9000 0.900 0.000 0.070 0.087 0.803 0.070 0.898 0.002 0.067 0.082 0.810 0.142 
Z RMS 3.669 4.690 
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Table 10: Performance of Bayesian and Two-stage Partition approaches in SETl 
for n = 150 
Bayesian Approach Two-stage Partition Approach 
Parameter TRUE Estimate Bias SD SE SD/SE RMS Estimate Bias SD S E SD/SE RMS 
a i . i -1.0 -1.000 0.000 0.134 - - 0.133 -0.996 -0.004 0.139 - - 0.138 
ai.2 -0.6 -0.586 -0.014 0.073 0.075 0.977 0.074 -0.608 0.008 0.123 - - 0.123 
«1.3 0.6 0.609 -0.009 0.073 0.074 0.995 0.074 0.594 0.006 0.113 - - 0.113 
«1.4 1.0 1.006 -0.006 0.127 - - 0.127 1.007 -0.007 0.137 - . 0.136 
012.1 - 1 . 0 - 1 . 0 2 5 0 . 0 2 5 0 . 1 2 8 - - 0 . 1 3 0 - 1 . 0 3 0 0 . 0 3 0 0 . 1 3 0 - - 0 . 1 3 3 
012.2 -0.6 -0.588 -0.012 0.122 0.074 1.637 0.122 -0.634 0.034 0.114 - . 0.118 
«2,3 0.6 0.600 0.000 0.108 0.075 1.450 0.108 0.570 0.030 0.116 - - 0.119 
CX2.4 1.0 1.005 -0.005 0.115 - - 0.114 0.976 0.024 0.124 - - 0.126 
CC3.1 -1.0 -1.009 0.009 0.123 - - 0.123 -1.021 0.021 0.122 - 0.123 
013.2 -0.6 -0.602 0.002 0.069 0.074 0.925 0.068 -0.613 0.013 0.106 - - 0.106 
a3.3 0.6 0.591 0.009 0.071 0.074 0.957 0.071 0.604 -0.004 0.099 - - 0.099 
. . CX3.4 1 .0 1 . 0 0 9 - 0 . 0 0 9 0 . 1 3 1 - - 0 . 1 3 1 1 . 0 0 5 - 0 . 0 0 5 0 . 1 2 6 - - 0 . 1 2 6 
A 2 1 0 .250 0 .247 0 . 0 0 3 0 .127 0 . 1 2 2 1 .044 0 .127 0 .302 -0.052 0 .424 0 . 1 9 3 2.200 0 .425 
A31 0.250 0.230 0.020 0.107 0.114 0.945 0.109 0.267 -0.017 0.208 0. 130 1.608 0.208 
., 八52 0.333 0.396 -0.063 0.163 0.200 0.816 0.174 0.349 -0.016 0.233 0.168 1.384 0.232 
A 6 2 0 . 3 3 3 0 . 3 8 9 - 0 . 0 5 5 0 . 1 7 8 0 . 2 1 2 0 . 8 4 1 0 . 1 8 6 0 . 4 2 5 - 0 . 0 9 1 0 . 3 7 3 0 . 2 1 4 1 . 7 3 9 0 . 3 8 2 
A s 3 0 . 3 3 3 0 . 3 8 3 - 0 . 0 5 0 0 . 1 7 9 0 . 1 9 4 0 . 9 1 8 0 . 1 8 5 0 . 4 1 3 - 0 . 0 8 0 0 . 2 7 5 0 . 1 7 6 1 . 5 6 2 0 . 2 8 5 
� A93 0 . 3 3 3 0 . 4 0 2 -0.068 0.166 0 . 1 8 5 0 . 8 9 6 0 . 1 7 9 0 . 3 8 3 - 0 . 0 4 9 0 . 2 3 6 0.171 1.380 0.240 
F n 0 . 5 . 0 .376 0 . 1 2 4 0 . 1 4 8 0 . 2 8 8 0 . 5 1 3 0 . 1 9 2 0 . 4 9 7 0 . 0 0 3 0 . 3 8 2 0 . 3 2 9 1 . 1 6 2 0 . 3 8 0 
[ 2 1 0 . 5 0 . 5 1 1 - 0 . 0 1 1 0 . 1 3 9 0 . 2 7 2 0 . 5 1 1 0 . 1 3 9 0 . 5 3 4 - 0 . 0 3 4 0 . 3 3 6 0 . 3 0 9 1 .087 0 . 3 3 6 
O n 0 . 9 0 . 4 8 7 0 . 4 1 3 0 . 2 7 5 0 . 1 6 4 1 . 6 8 0 0 . 4 9 6 1 . 1 4 0 - 0 . 2 4 0 1 . 7 9 0 1 . 7 9 3 0 . 9 9 9 1 . 7 9 7 
中 12 0.3 0.332 -0.032 0.162 0.115 1.408 0.164 0.257 0.043 0.148 0.125 1.180 0.153 
<I>22 0 . 9 0 . 5 4 9 0 . 3 5 1 0 . 2 7 0 0 . 1 8 2 1 . 4 8 2 0 . 4 4 2 1 . 1 0 3 - 0 . 2 0 3 1 . 8 0 3 2 . 1 8 8 0 . 8 2 4 1 . 8 0 5 
0 . 3 0 . 6 5 4 - 0 . 3 5 4 0 . 0 5 2 0 . 1 4 3 0 . 3 6 4 0 . 3 5 8 0 . 6 5 1 - 0 . 3 5 1 1 . 0 9 8 1 . 4 1 5 0 . 7 7 6 1 . 1 4 7 
中 0 . 5 5 9 0 0.573 -0.014 0.062 0.101 0.617 0.063 0.427 0.132 0.572 0.725 0.789 0.584 
0 . 9 4 3 7 0 . 9 2 0 0 . 0 2 4 0 . 1 4 5 0 . 1 3 8 1 . 0 4 6 0 . 1 4 6 0 . 9 2 1 0 . 0 2 3 0 . 1 0 2 0 . 1 0 7 0 . 9 5 3 0 . 1 0 4 
0 . 9 4 3 7 0 . 9 3 8 0 . 0 0 6 0 . 1 0 8 0 . 1 0 9 0 . 9 9 1 0 . 1 0 7 0 . 9 2 7 0 . 0 1 7 0 . 0 7 1 0 . 0 9 7 0 . 7 2 8 0 . 0 7 2 
0 . 5 5 9 0 0 . 7 7 7 - 0 . 2 1 8 0 . 1 2 6 0 . 1 0 8 1 . 1 6 8 0 . 2 5 2 0 . 4 4 1 0 . 1 1 8 0 . 8 7 9 0 . 8 9 7 0 . 9 7 9 0 . 8 8 2 
0 . 9 0 0 0 0 . 8 9 4 0 . 0 0 6 0 . 1 0 2 0 . 1 0 7 0 . 9 6 1 0 . 1 0 2 0 . 9 0 4 - 0 . 0 0 4 0 . 0 7 5 0 . 1 0 4 0 . 7 1 9 0 . 0 7 4 
4 ^ 6 0 . 9 0 0 0 0 . 9 2 7 - 0 . 0 2 7 0 . 1 8 1 0 . 1 4 1 1 . 2 8 9 0 . 1 8 2 0 . 8 7 8 0 . 0 2 2 0 . 1 0 7 0 . 1 1 7 0 . 9 1 8 0 . 1 0 9 
中c 7 0 . 5 5 9 0 0 . 7 4 8 - 0 . 1 8 9 0 . 1 2 6 0 . 1 0 6 1 .181 0 . 2 2 6 0 . 4 6 0 0 . 0 9 9 0 . 8 8 2 1 . 0 9 4 0 . 8 0 6 0 . 8 8 3 
0.9000 0.887 0.013 0.116 0.134 0.864 0.116 0.865 0.035 0.135 0.115 1.174 0.139 
4"t9 0.9000 0.888 0.012 0.103 0.107 0.971 0.104 0.885 0.015 0.089 0.109 0.815 0.089 
£ R M S 5 . 3 2 5 1 1 ^ 
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Table 11: Performance of Bayesian and Two-stage Partition approaches in SET2 
for n = 500 
Bayesian Approach Two-stage Partition Approach 
Parameter T RU E Estimate Bias SD S E SD/SE RMS Estimate Bias SD S E SD/SE RMS 
Oti.i -1.0 -1.001 0.001 0.062 - - 0.062 -1.001 0.001 0.062 - . 0.062 
CC1.2 -0.6 -0.601 0.001 0.039 0.040 0.965 0.039 -0.602 0.002 0.056 - - 0.056 
cxi,3 0.6 0.599 0.001 0.039 0.040 0.978 0.039 0.602 -0.002 0.053 - - 0.053 
a i , 4 1.0 1.004 -0.004 0.055 - - 0.055 1.004 -0.004 0.055 - - 0.055 
«2.1 -1.0 -0.993 -0.007 0.067 - - 0.067 -0.993 -0.007 0.067 - • 0.067 
CC2.2 -0.6 -0.595 -0.005 0.061 0.041 1.498 0.061 -0.605 0.005 0.058 - - 0.057 
a2.3 0.6 0.604 -0.004 0.053 0.040 1.313 0.053 0.601 -0.001 0.057 - - 0.057 
Ct2,4 1.0 0.998 0.002 0.073 - - 0.072 0.998 0.002 0.073 - . 0.072 
a.3,1 -1.0 -1.000 0.000 0.065 - - 0.065 -1.000 0.000 0.065 - - 0.065 
03,2 -0.6 -0.596 -0.004 0.041 0.040 1.033 0.041 -0.604 0.004 0.057 - - C.057 
CX3.3 0.6 0.599 0.001 0.038 0.040 0.935 0.038 0.595 0.005 0.055 - - 0.056 
0t3.4 1.0 1.003 -0.003 0.061 - - 0.061 1.003 -0.003 0.061 - - 0.O6I 
A 2 1 0.8 0.738 0.062 0.057 0.059 0.966 0.086 0.796 0.004 0 .061 0.073 0.836 0.061 
A 3 1 0.8 0.722 0.078 0.051 0.052 0.97S 0.096 • 0.797 0.003 0.068 0.074 0.920 0 .067 
八52 0.8 0.756 0.044 0.057 0.065 0.874 0.076 0.806 -0.006 0.080 0.091 0.874 0.079 
A62 0.8 0.760 0.040 0.068 0.071 0.959 0.082 0.812 -0.012 0.082 0.037 0.934 0.082 
Aea 0.8 0.767 0.033 0.071 0.072 0.985 0.081 0.813 -0.013 0.072 .0:087 0.828:. 0.073 
A93 0.8 0.760 0.040 0.068 0.066 1.024 0.081 0.800 0.000 0.075 (0.091 0.824 0.075 
r ” 0 .5 0.494 0.006 0.067 0.069 0.974 0.078 0.510 -0.010 0.074 .D:081 0.908 0.074 
『21 0.5 0.515 -0.015 0.064 0.071 0.896 0.071 0.508 -0.008 0.073 0.080 0.911 0.073 
O n 0.8 0.870 -0.070 0.122 0.117 1.041 0.144 0.774 0.026 0.112 0.129 0.867 0.114 
少 12 0.3 0.331 -0.031 0.057 0.061 0.936 0.072 0.301 -0.001 0.059 Q.057 1.035 0.058 
①22 0.8 0.844 -0.044 0.124 0.115 1.080 0.135 0.776 0.024 0.106 Q.I30 0.816 0.108 
中51 0.3 0.424 -0.124 0.043 0.057 0.756 0.134 0.285 0.015 0.061 .0.067 0.899 0.062 .. 
0.5835 0.576 0.008 0.046 0.045 1.013 0.059 0.587 -0.004 0.052 0.075 0.697 0.052 
中c2 0.4560 0.502 -0.046 0.044 0.052 0.854 0.069 0.470 -0.014 0.063 0.085 0.738 0.064 
Te3 0.4560 0.491 -0.035 0.038 0.042 0.905 0.064 0.470 -0.014 0.057 0.083 0.680 0.058 
0.6080 0.608 0.000 0.047 0.049 0.965 0.055 0.621 -0.013 0.055 0.078 0.707 0.056 
0.4880 0.524 -0.036 0.038 0.047 0.824 0.060 0.504 -0.016 0.053 0.088 0.607 0.055 
0.4880 0.534 -0.046 0.058 0.056 1.045 0.079 0.496 -0.008 0.057 0.093 0,621 0.058 
0.6080 0.603 0.005 0.048 0.048 0.983 0.048 0.620 -0.012 0.052 0.078 0.666 0.053 
0.4880 0 .531 -0 .043 0.043 0.055 0 .772 0.061 0.492 -0.004 0.066 0 .093 0.704 0 .065 
4^:9 0.4880 0.526 -0.038 0.043 0.046 0.924 0.057 0.509 -0.021 0.062 0.088 0.701 0.065 
I RMS 2.172 
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Table 12: Performance of Bayesian and Two-stage Partition approaches in SET2 
for n = 250 
Bayesian Approach Two-stage Partition Approach 
Parameter TRUE Estimate Bias SD SE SD/SE RMS Estimate Bias SD SE SD/SE RMS 
a i , i - 1 . 0 - 1 . 0 1 8 0 . 0 1 8 0 .101 - - 0 . 1 0 2 - 1 . 0 1 8 0 .018 0 .101 - - 0 . 1 0 2 
ai ,2 -0.6 -0.583 -0.017 0.062 0.057 1.097 0.064 -0.611 0.011 0.084 - - 0.084 
a i .3 0.6 0.596 0.004 0.049 0.057 0.873 0.050 0.589 0.011 0.089 - . 0.089 
ai .4 1.0 1.001 -0.001 0.099 - - 0.098 1.001 -0.001 0.099 . . 0.098 
062.1 -1.0 -0.999 -0.001 0.102 - - 0.101 -0.999 -0.001 0.102 - . 0.101 
CX2.2 -0.6 -0.608 0.008 0.090 0.058 1.563 0.091 -0.613 0.013 0.083 - . 0.083 
CX2.3 0.6 0.598 0.002 0.088 0.057 1.530 0.088 0.594 0.006 0.077 - - 0.077 
ai,A 1.0 1.002 -0.002 0.090 - - 0.089 1.002 -0.002 0.090 - ' - 0.089 
013.1 -1.0 -1.009 0.009 0.099 - - 0.099 -1.009 0.009 0.099 •• - 0.099 
CX3.2 -0.6 -0.596 -0.004 0.046 0.057 0.798 0.046 -0.602 0.002 0.088 - - 0.088 
CX3.3 0.6 0.602 -0.002 0.063 0.057 1.113 0.063 0.590 0.010 0.088 - - 0.088 
as,4 1.0 0.993 0.007 0.102 .. - - 0.102 0.993 0.007 0.102 - - 0.102 
； A2i 0.8 0.689 0.111 0.073 0.077 0.942 0.135 0.811 -0.011 0.096 0.100 0.960 0.096 
, A 3 1 0.8 0.689 O.T i l 0.054 0.068 0.799 0.126 0.798 0.002 0.094 0.1C0 0.940 0.093 
A52 0.8 0.741 0.059 0.077 0.085 0.862 0.101 0.802 -0.002 0.116 0.124 0.939 0.11R 
Aea 0.8 0.755 0.045 0.093 0.093 0.951 0.108 0.814 -0.014 0.113 0.121 0.938 0.113 
八83 0.8 Q.737 0.063 0.079 0.097 0.820 0.104 0.844 -0.044 0.159 0.130 1.224 0.164 
八93 0.8 0:735 0.065 0.082 0.088 0.931 0.108 0.837 -0.037 0.145 0.135 1.073 0.149 
r ” 0.5 0.501 -0.001 0.083 0.103 0.807 0.092 0.519 -0.019 0.111 0.109 1.019- 0.112 
「21 0.5 0.500 0.000 0.078 0.103 0.761 0.085 0.527 -0.027 0.126 0.114 1.110 0.129 
0>11 0.8 0.862 -0.062 0.136 0.160 0.847 0.153 0.791 0.009 0.167 0.176 0.951 0.166 
O i2 0.3 0.361 -0.061 0.088 0.090 0.979 0.112 0.276 0.024 0.077 0.073 1.046 0.080 • 
O22 0.8 0.886 -0.086 0.155 0.164 0.940 0.180 0.742 0.058 0.175 0.169 1.030 0.183 
SPsi 0.3 0.494 -0.194 0.051 0.082 0.618 0.203 0.278 0.022 0.097 0.092 1.051 0.099 
0.5835 0.566 0.017 0.054 0.062 0.874 0.073 0.587 -0.003 0.078 0.103 0.761 0.078 
0.4560 0.534 -0.078 0.056 0.072 0.775 0.100 0.455 0.001 0.089 0.119 0.750 0.089 
0.4560 0.508 -0.052 0.046 0.058 0.791 0.081 0.475 -0.019 0.067 0.113 0.588 0.069 
0.6080 0.613 -0.005 0.061 0.067 0.903 0.069 0.612 -0.004 0.082 0.107 0.764 0.082 
4^5 0.4880 0.549 -0.061 0.049 0.064 0.763 0.085 0.505 -0.017 0.093 0.120 0.778 0.094 
Tc6 0.4880 0.579 -0.091 0.077 0.078 0.987 0.124 0.489 -0.001 0.099 0.128 0.774 0.098 
4^7 0.6080 0.617 -0.009 0.053 0.068 0.782 0.054 0.636 -0.028 0.086 0.105 0.817 0.090 
0.4880 0.580 -0.092 0.068 0.079 0.856 0.115 0.492 -0.004 0.109 0.130 0.833 0.108 
0 . 4 8 8 0 0 . 5 5 6 - 0 . 0 6 8 0 . 0 5 4 0 . 0 6 4 0 . 8 3 8 0 . 0 8 7 0 . 5 0 2 - 0 . 0 1 4 0 . 0 8 1 0 . 123 0 . 6 5 9 0 . 0 8 2 
£RMS 3.287 3.393 
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Table 13: Performance of Bayesian and Two-stage Partition approaches in SET2 
for n = 150 
Baye s i a n Approach Two-stage Partit ion Approach 
Pa ramete r T R U E Es t imate B i a s S D S E S D / S E R M S Est imate B i a s S D S E S D / S E R M S 
(Xi,i - 1 . 0 - 1 . 0 0 9 0 . 0 0 9 0 . 1 2 9 - - 0 . 1 2 9 - 1 . 0 0 9 0 . 0 0 9 0 . 1 2 9 - - 0 . 1 2 9 
a i . 2 -0 . 6 -0 . 603 0 . 0 0 3 0 . 073 0 . 072 1 .004 0 . 073 -0 .618 0 .018 0 . 106 - - 0 . 107 
Cti.3 0 . 6 0 . 5 9 5 0 . 0 0 5 0 . 073 0 . 073 1 .005 0 .073 0.611 -0 .011 0 . 116 - . 0 . 116 
CXi.4 1 .0 1 . 007 - 0 . 007 0 . 137 - - 0 . 137 1 .007 -0 .007 0 .137 . . 0 . 137 
(X2.1 -1 .0 - 1 . 0 13 0 . 0 1 3 0 .131 - - 0.131 -1 .013 0 . 013 0 .131 - - 0 .131 
(X2.2 - 0 . 6 - 0 . 6 1 2 0 . 0 1 2 0 . 1 1 1 0 . 0 7 3 1 . 5 2 1 0 . 1 1 1 - 0 . 6 0 3 0 . 0 0 3 0 . 1 1 8 - - 0 . 1 1 7 
012,3 0 . 6 0 . 6 1 5 - 0 . 0 1 5 0 . 1 1 8 0 . 0 7 3 1 . 6 2 2 0 . 1 1 9 0 . 6 0 3 - 0 . 0 0 3 0 . 1 1 1 - - 0 . 1 1 1 
a2.4 1.0 1 . 006 -0 . 006 0 . 128 - - 0 .127 1 .006 -0 .006 0 . 128 - - 0 .127 
CX3.1 . - 1 . 0 - 1 . 0 2 0 0 . 0 2 0 0 . 1 1 6 - - 0 . 1 1 7 - 1 . 0 2 0 0 . 0 2 0 0 . 1 1 6 - - 0 . 1 1 7 • 
CX3.2 - 0 . 6 - 0 . 6 0 1 0 . 0 0 1 0 . 0 6 4 0 . 0 7 2 0 . 8 8 3 0 . 0 6 4 - 0 . 6 1 4 0 . 0 1 4 0 . 1 1 2 - - 0 . 1 1 3 . 
(X3 .3 . , 0 . 6 0 . 6 04 -0 . 004 0 . 072 0.071 1 .003 0 .072 0 .598 0 . 002 0 . 128 - - 0 . 128 
a3 ,4 . , 1 .0 1 .021 -0 .021 0 . 1 53 - - . 0 .154 1.021 -0.021 0 . 153 - - 0 .154 
, 八 2 1 � . 0.8 0.679 0.121 0.086 0.097 0.884 0.151 0.823 -0.023 0.129 0.132 0.979 0.130 
• . . ’ . A a i . . . 0 . 8 0 . 6 5 8 0.142； 0 . 0 6 5 0 . 0 8 3 0 . 7 8 5 0 . 1 5 8 0 . 7 9 8 0 . 0 0 2 0 . 1 2 0 0 . 1 2 7 0 . 9 5 0 0 . 1 2 0 
八52 . , . 0.8 0.711 0 . 0 8 9 0.086 0.107 0.804 0.129 0.792 0.008 0.173 0.152 1.138 0.173 
‘ A 6 2 0 . 8 0 . 7 2 1 0 . 0 7 9 . 0 . 1 1 5 0 . 1 1 9 0 . 9 6 9 0 . 1 4 4 0 . 8 2 6 - 0 . 0 2 6 0 . 1 8 4 0 . 1 5 3 1 . 2 0 7 0 . 1 8 5 
A a a 0 . 8 0 . 7 1 4 0 . 0 8 6 0 . 0 9 3 0 . 1 2 1 0 . 7 7 2 0 . 1 2 9 0 . 8 5 0 - 0 . 0 5 0 . 0 , 1 9 8 0 . 1 6 1 1 . 2 3 1 0 . 2 0 3 
A 9 3 0 . 8 0 . 7 1 4 0 . 0 8 6 0 . 0 9 0 0 . 1 1 0 0 . 8 1 7 0 . 1 2 7 0 . 8 2 7 - 0 . 0 2 7 0 . 1 7 7 0 . 1 6 2 1 . 0 9 3 0 . 1 7 8 
r ” 0 . 5 0 . 4 7 6 0 . 0 2 4 0 . 1 1 4 0 . 1 3 4 0 . 8 5 2 0 . 1 2 6 0 . 5 4 3 - 0 . 0 4 3 0 . 1 7 3 0 . 1 4 9 1 . 1 5 8 0 . 1 7 7 
r 2 i 0 . 5 0 . 5 0 7 - 0 . 0 0 7 0 . 1 1 2 0 . 1 4 0 0 . 8 0 5 0 . 1 1 9 0 . 5 0 1 - 0 . 0 0 1 0 . 1 8 1 0 . 1 4 8 1 . 2 2 2 0 . 1 8 0 
O 1 1 0 . 8 0 . 9 2 2 - 0 . 1 2 2 0 . 1 9 6 0 . 2 1 2 0 . 9 2 3 0 . 2 3 4 0 . 7 4 9 0 . 0 5 1 0 . 1 8 8 0 . 2 1 0 0 . 8 9 7 0 . 1 9 4 
0 | 2 0 . 3 0 . 3 9 3 - 0 . 0 9 3 0 . 1 1 9 0 . 1 2 1 0 . 9 8 8 0 . 1 5 6 0 . 2 9 4 0 . 0 0 6 0 . 1 1 4 0 . 0 9 3 1 . 2 2 7 0 . 1 1 3 
O 2 2 0 . 8 0 . 8 6 4 - 0 . 0 6 4 0 . 1 8 8 0 . 2 0 0 0 . 9 4 1 0 . 2 0 2 0 . 7 4 1 0 . 0 5 9 0 . 2 1 5 0 . 2 0 8 1 . 0 3 2 0 . 2 2 1 
4^81 0 . 3 0 . 5 5 2 - 0 . 2 5 2 0 . 0 5 9 0 . 1 0 4 0 . 5 6 1 0 . 2 6 1 0 . 2 4 9 0 . 0 5 1 0 . 1 1 9 0 . 1 1 5 1 . 0 3 6 0 . 1 2 9 
T e l 0 . 5 8 3 5 0 . 5 7 7 0 . 0 0 7 0 . 0 5 9 0 . 0 7 9 0 . 7 4 1 0 . 0 7 8 0 . 6 0 4 - 0 . 0 2 0 0 . 0 9 2 0 . 1 2 9 0 . 7 1 7 0 . 0 9 4 
0 . 4 5 6 0 0 . 5 7 6 - 0 . 1 2 0 0 . 0 6 0 0 . 0 9 4 0 . 6 3 8 0 . 1 3 8 0 . 4 6 6 - 0 . 0 1 0 0 . 1 2 0 0 . 1 4 9 0 . 8 0 7 0 . 1 2 0 
0 . 4 5 6 0 0 . 5 3 7 - 0 . 0 8 1 0 . 0 5 0 0 . 0 7 4 0 . 6 8 3 0 . 1 0 6 0 . 4 9 9 - 0 . 0 4 3 0 . 1 0 1 0 . 1 3 9 0 . 7 3 1 0 . 1 1 0 
0 . 6 0 8 0 0 . 6 2 2 - 0 . 0 1 4 0 . 0 7 0 0 . 0 8 6 0 . 8 1 5 0 . 0 8 1 0 . 6 3 3 - 0 . 0 2 5 0 . 0 9 2 0 . 1 3 2 0 . 6 9 8 0 . 0 9 5 
T c 5 0 . 4 8 8 0 0 . 5 9 0 - 0 . 1 0 2 0 . 0 6 2 0 . 0 8 2 0 . 7 5 3 0 . 1 2 5 0 . 5 4 8 - 0 . 0 6 0 0 . 1 2 5 0 . 1 4 4 0 . 8 6 8 0 . 1 3 8 
中e6 0 . 4 8 8 0 0 . 6 2 7 - 0 . 1 3 9 0 . 1 0 6 0 . 1 0 3 1 . 0 3 5 0 . 1 7 8 0 . 5 0 7 - 0 . 0 1 9 0 . 1 4 1 0 . 1 5 5 0 . 9 0 9 0 . 1 4 2 
0 . 6 0 8 0 0 . 6 1 4 - 0 . 0 0 6 0 . 0 6 9 0 . 0 8 4 0 . 8 1 8 0 . 0 6 9 0 . 6 3 7 - 0 . 0 2 9 0 . 1 0 5 0 . 1 3 1 0 . 8 0 0 0 . 1 0 9 
中 t 8 0 . 4 8 8 0 0 . 6 0 8 - 0 . 1 2 0 0 . 0 7 6 0 . 0 9 9 0 . 7 6 8 0 . 1 4 2 0 . 4 9 2 - 0 . 0 0 4 0 . 1 4 8 0 . 1 6 0 0 . 9 2 2 0 . 1 4 7 
中 0 . 4 8 8 0 0.596 -0.108 0.063 0.082 0.766 0.125 0.523 -0.035 0.112 0.150 0.750 0.117 
S R M S 4.285 4.563 
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Table 14: Performance of Bayesian and Two-stage Partition approaches in SET2 
for n = 100 
Bayesian Approach Two-stage Partition Approach 
Parameter TRUE Estimate Bias SD SE SD/SE RMS Estimate Bias SD S E SD/SE RMS 
a i , i -1.0 -0.998 -0.002 0.148 - - 0.147 -0.998 -0.002 0.148 - - 0.147 
OM.2 -0.6 -0.592 -0.008 0.082 0.088 0.937 0.082 -0.611 0.011 0.139 - - 0.138 
ai.3 0.6 0.595 0.005 0.083 0.089 0.934 0.082 0.614 -0.014 0.129 - - 0.129 
CXi.4 1 . 0 1 . 0 1 8 - 0 . 0 1 8 0 . 1 5 9 - - 0 . 1 5 9 1 . 0 1 8 - 0 . 0 1 8 0 . 1 5 9 - - 0 . 1 5 9 
012.1 -1.0 -1.021 0.021 0.161 - - 0.162 -1.021 0.021 0.161 - - 0.162 
012.2 -0.6 -0.607 0.007 0.131 0.087 1.495 0.130 -0.588 -0.012 0.127 - - 0.127 
a2.3 0.6 0.605 -0.005 0.130 0.088 1.474 0.129 0.612 -0.012 0.137 - - 0.137 
a2.4 1.0 1.024 -0.024 0.143 - - 0.144 1.024 -0.024 0.143 - - 0.144 
013.1 -1.0 -1.007 0.007 0.148 - - 0.147 -1.007 0.007 0.148 _ . - 0.147 
0t3.2 -0.6 -0.585 -0.015 0.090 0.089 1.007 0.090 -0.605 0.005 0.126 • - 0.125 
a3.3 0.6 0.599 0.001 0.089 0.090 0.988 0.088 0.620 -0.020 0.131 - .. - 0.132 
CX3,4 1.0 1.001 -0.001 0.158 - - 0.157 1.001 -0.001 0.158 - - 0.157 
八21 0.8 0.649 0.151 0.095 0.115 0.827 0.179 0.845 -0.045 0.232 0.158 1.471 0.236 
Aai 0.8 0.639 0.161 0.072 0.098 0.731 0.176 0.802 -0.002 0.239 0.150 1.597 0.238 
A52 0.8 0.688 0.112 0.082 0.125 0.657 0.139 0.856 -0.056 0.321 0.214 1.501 0.325 
Aea 0.8 0.689 0.111 0.117 0.142 0.825 0.161 0.867 -0.067 0.252 0.205 1.232 0.260 
Aea 0.8 0.717 0.083 ,0.107 0.146 0.737 0.135 0.918 -0.118 0.429 0.229 1.874 0.443 
A93 0.8 0.688 0 . 1 1 2 0.089 0.126 0.704 0.143 0.864 -0.064 0.274 0.206 1 . 3 3 1 0.280 
r ” 0.5 0.472 0.028 0.115 0.169 0.681 0.118 0.520 -0.020 0.256 0.197 1.298 0.255 
厂21 0.5 0.498 0.002 0.104 0.171 0.609 0.104 0.574 -0.074 0.242 0.204 1.189 .0.252 
O n 0.8 0.931 -0.131 0.215 0.259 0.829 0.250 0.733 0.067 0.286 0.239 1.198 0.293 
0,2 0.3 0.424 -0.124 0.146 0.154 0.951 0.191 0.285 0.015 0.177 0.100 1.777 0.177 
O22 0.8 0.906 -0.106 0.222 0.247 0.898 0.245 0.704 0.096 0.302 0.224 1.347 0.315 
T51 0.3 0.604 -0.304 0.057 0.127 0.450 0.310 0.248 0.052 0.139 0.138 1.007 0.148 
0.5835 0.587 -0.004 0.071 0.095 0.750 0.071 0.601 -0.017 0.132 0.151 0.876 0.133 
中c2 0.4560 0.619 -0.163 0.083 0.115 0.724 0.183 0.454 0.002 0.183 0.175 1.043 0.182 
0.4560 0.581 -0.125 0.057 0.093 0.614 0.137 0.518 -0.062 0.149 0.161 0.921 0.160 
Te4 0.6080 0.641 -0.033 0.079 0.103 0.761 0.085 0.641 -0.033 0.140 0.156 0.900 0.143 
Tr.5 0.4880 0.610 -0.122 0.074 0.098 0.756 0.143 0.532 -0.044 0.158 0.175 0.904 0.164 
0.4880 0.666 -0.178 0.102 0.124 0.822 0.205 0.501 -0.013 0.187 0.192 0.975 0.187 
平t7 0.6080 0.625 -0.017 0.072 0.100 0.721 0.074 0.655 -0.047 0.148 0.150 0.984 0.154 
中《:8 0.4880 0.662 -0.174 0.084 0.126 0.667 0.193 0.484 0.004 0.215 0.193 1.114 0.213 
0.4880 0.614 -0.126 0.070 0.098 0.720 0.144 0.534 -0.046 0.168 0.173 0.973 0.173 
I RMS 4.903 6.435 
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Table 15: Performance of Distribution of Latent Variables of Bayesian and Two-
stage Partition approaches 
S E T 1 Bayesian Two-stage Partitfon 
n = 150 ^ Z S ^ S g 
maximum 1.443 4.734 4.446 8.660 7.101 7.967 
minimum 0.462 0.751 0.520 0.620 0.693 0.982 
no. of replications<Cot 100 34 56 1 1 1 4 q 
mean 0.913 1.901 1.615 3.175 3.202 4.007 
SD 0.213 0.706 0.718 1.697 1.474 1.329 
n = 250 ^ f； S ^ g g 
maximum 1.744 3.712 3.399 10.018 9.615 9.973 
minimum 0.402 0.626 0.716 1.297 0.939 1.207 
no. of replications<Ca 9 6 2 6 30 1 3 i 
mean 0.974 1.847 1.833 4.093 4.147 4.200 
SD 0.245 0.590 0.616 1.486 1.624 1.634 
n = 500 ^ S S ^ g g 
maximum 1.834 3.542 3.099 13.123 9.455 13.882 
minimum 0.474 0.917 0.791 1.202 2.119 1.961 
no. of roplications<Co. 9 1 1 4 18 1 o o 
mean 1.042 2.065 1.953 6.156 4.964 5.289 
SD 0.274 0.501 0.653 1.481 1.267 1.668 
I • • . . . 
SET2 Bayesian Two-stage Partition 
100 Wr ft S ^ S S 
max imum 0 . 9 9 0 1 . 697 1 .909 5 . 7 98 5 . 7 9 8 6 . 0 81 
minimum 0 . 2 8 3 0 . 3 5 4 0 . 3 5 4 1 .202 0 . 9 1 9 1 .061 
no. of repncation3<Ca 9 9 9 8 9 8 4 2 2 
mean 0 . 6 2 3 0 . 7 2 4 0 . 7 4 4 3 . 9 3 6 3 . 9 0 8 3 . 8 8 3 
SD 0.160 0.219 0.246 0.950 0.992 1.079 
n = 150 tfi Cz -Hi C2 
maximum 1.097 1.790 1.443 6.928 6.928 7.159 
minimum 0.346 0.404 0.404 0.635 1.559 2.252 
no. of replications<C„ 100 99 100 1 O O 
mean 0.616 0.732 0.759 4.804 4.833 4.638 
SD 0.157 0.198 0.212 1.092 1.124 1.068 
n = 2 5 0 ill G 斤1 G 
maximum 1 .073 1 . 476 1 . 699 7 . 9 1 6 7 . 6 4 7 8 . 2 2 9 
minimum 0 . 3 5 8 0 . 4 0 2 0 . 4 0 2 4 . 7 4 0 4 . 1 1 4 3 . 7 5 7 
no. of ropl icat ions<C„ 100 9 9 9 9 0 0 0 
Mean 0.619 0.806 0.764 6.222 5.939 5.953 
SD 0.133 0.203 0.229 0.655 0.789 0.883 
" = 600 ^ f^ g ^ £ S 
Maximum 1.297 1.518 1.423 10.088 9.677 10.309 
Minimum 0.379 0.379 0.443 7.178 6.388 6.641 
no. of roplications<Ca 100 98 100 0 0 O 
mean 0.674 0.878 0.902 8.567 8.312 8.434 
SD 0.180 0.251 0.244 0.639 0.703 0.772 
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Table 16: Performance of Bayesian and Two-stage Partition approaches for 
，ICPSR’ datasets of Canada and Spain 
‘ Canada Spain 
Bayesian Two-stage Partition Bayesian Two-stage Partition 
Parameter Estimate SD Estimate SD Estimate SD Estimate SD 
AI. I -0.454 - -0.454 - -0.074 - -0.074 -
AI.2 -0.153 0.036 -0.159 - 0.104 0.046 0.090 -
AI,3 0.348 0.043 0.336 - 0.441 0.063 0.413 -
ai,4 0.861 - 0.861 - 0.880 • 0.880 -
0X2,1 -0.358 - -0.358 - -0.342 - -0.342 -
A2,2 0.492 0.040 0.488 - 0.168 0.054 0.190 -
. . ( X 2 . 3 0.743 0.035 0.739 - 0.368 0.036 0.377 -
A2,4 0.997 : - 0.997 - 0.467 - 0.467 -
• 八 2 1 0.951 0.064 1.345 0.225 0.815 0.095 0.846 0.119 
A42 -0.878 0.122 -0.894 0.227 -0.891 0.171 -1.571 0.499 
ASA 0.640 0.080 0.370 0.146 0.762 0.106 0.595 0.112 
CDII 0.602 0.097 0.607 0.159 0.818 0.296 0.4^2 0.148 
OI2 0.104 0.043 0.064 0.037 0.231 0.097 0.150 0.069 ..、 
O22 0.615 0.082 1.352 0.533 0.674 0.129 0.987 0.191 R.. 
R I I 0.093 0.065 0.214 0.064 -0.026 0.112 -0.015 0.093-
FZI 0.494 0.063 0.143 0.068 0.614 0.122 0.5Q0 0.114-, 
0.453 0.056 0.355 0.082 0.520 0.086 0.527 0 . 1 2 6 . " 
0.434 0.050 0.585 0.103 0.395 0.063 0.228 0.169 
0.461 0.045 0.250 0.152 0.538 0.078 0.447 0.146 
中 0.506 0.073 0.393 0.165 0.530 0.118 0.548 0.169 
0.595 0.084 0.515 0.138 0.618 0.123 0.114 0.374 
0.393 0.052 0.352 0.535 0.404 0.068 0.014 0.208 
0.752 0.059 0.815 0.093 0.625 0.080 0.651 0.132 
Appendix B 
Manifest variables in the ICPSR 
examples 
The number of the variable corresponding to the original data set is given in 
parentheses at the end of each question. 
Ui： Overall, how satisfied are you with your home life? (V180) 
“ U2'. All things considered, how satisfied are you with your life as a whole these 
days? (V96) 
W3： Religious beliefs? (V62) 
How often do you pray? (V179) 
‘ Overall, how satisfied or dissatisfied are you with your job? (VI 1(3) 
uq： HOW free are you to make decisions in your job? (VI17) 
For V96, V116, V180, the attitude 011 scales are from (1.) not satisfied to 
(10.) most satisfied. For V62, the attitude on scales are from (1.) not important 
to (5.) very important. For V179, the respond scales are from (1.) often to (5.) 
never. For VI17, the respond scales are from (1.) none to (10.) a. lot. 
51 
Appendix C 
PRELIS & LISREL Scripts for 
Simulation Studies 
1. Script of First Stage: PRELIS 
DA NI=9 NOBS=150 RP=100 
RAW-DATA-FROM FILE=YO.txt 
LABELS 
Y1 Y2 Y3 XI X2 X3 X4 X5 X6 
CONTINUOUS Y1 Y3 XI X2 X4 X6 
OUTPUT MA=PM AC=150large.ac PM=150large.prn TH=150large.th 
The dataset of 100 replications are saved as YO.txt. 
2. Script of Second Stage: LISREL 
DA NI=9 N0=150 MA=PM RP=100 
LA 
Y1 Y2 Y3 XI X2 X3 X4 X5 X6 
PM FI=150large.pm; AC FI=150large.ac 





VA 0.7 LX 1 1 LX 4 2 LY 1 1 
FR LX 2 1 LX 3 1 LX 5 2 LX 6 2 LY 2 1 LY 3 1 
OU AD=OFF ME=WLS PV=PV.txt SV=SV.TXT 
3. PRELIS Script for getting estimates of Latent variables 
DA NI=9 NOBS=150 MA=PM 
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RA W-DA TA-FR OM FILE: YO.OOl. txt 
LABELS 
Y1 Y2 Y3 XI X2 X3 X4 X5 X6 
CONTINUOUS Y1 Y3 XI X2 X4 X6 
ORDINAL Y2 X3 X5 
FS lisrd-B-l.MSF 
OUTPUT MA=PM 
The dataset of the first replication is saved as YO-001. txt and lisreLBA.MSF 
is the file produced from LISREL in (2). 
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