Introduction
The partition algebras A k (n), for k, n ∈ Z 0 , are a family of algebras defined in the work of Martin and Jones in [Mar] , [Mar1] , [Jo] in connection with the Potts model and higher dimensional statistical mechanics. By [Jo] , the partition algebra A k (n) is in Schur-Weyl duality with the symmetric group S n acting diagonally on the k-fold tensor product V ⊗k of its ndimensional permutation representation V . In [Mar2] , Martin defined the partition algebras A k+ 1 2 (n) as the centralisers of the subgroup S n−1 ⊆ S n acting on V ⊗k . Including the algebras A k+ 1 2 (n) in the tower
allowed for the simultaneous analysis of the whole tower of algebras (1.1) using the Jones Basic construction by Martin [Mar2] and Halverson and Ram [HR] . The partition algebras (1.1) have connections to Deligne's category Rep(S t ) [CO] , and are important examples of cellular algebras [Xi] , [DW] , [GG] .
Halverson and Ram [HR] used Schur-Weyl duality to show that certain diagrammatically defined elements in the partition algebras play an analogous role to the classical Jucys-Murphy elements in the symmetric group. By definition, a seminormal form for A k (n) or A k+ 1 2 (n)is an irreducible matrix representation relative to a basis of eigenvectors for Jucys-Murphy elements.
Classically, the seminormal form appeared in Young's construction [Yo] of irreducible representations for the symmetric group S k (see [Kl] or [VO] for a modern treatment of the subject). Kosuda [Ko1] has used the presentation in [HR] to compute the seminormal representations for the partition algebra A 3 (n). The seminormal representations of the subalgebra of the partition algebra A k (n) that acts as centraliser of G(r, 1, n) on the tensor space V ⊗k , for n k and r > k, have been constructed by Kosuda [Ko] .
In this paper we provide explicit combinatorial formulae for the seminormal representations of the partition algebras A k (n) and A k+ 1 2 (n). The new approach here is to use the presentation for partition algebras in [En] to compute seminormal representations. For the representations of A k (n) and A k+ If k > 0, a partition of k is a non-increasing sequence λ = (λ 1 , λ 2 , . . . ) of integers, λ i 0, such that i 1 λ i = k; otherwise, if k = 0, write λ = ∅ for the empty partition. The fact that λ is a partition of k will be denoted by λ ⊢ k. If λ is a partition, we will also write |λ| = i 1 λ i . The integers {λ i | for i 1} are the parts of λ. If λ ⊢ k, the Young diagram of λ is the set [λ] = {(i, j) | λ i j 1 and i 1 } ⊆ N × N.
The elements of [λ] are the nodes of λ and more generally a node is a pair (i, j) ∈ Z × Z. The diagram [λ] is traditionally represented as an array of boxes with λ i boxes on the i-th row. For example, if λ = (3, 2), then [λ] = . We will usually identify the partition λ with its diagram and write λ in place of [λ] . Let λ be a partition. A node (i, j) is an addable node of λ if (i, j) ∈ λ and µ = λ ∪ {(i, j)} is a partition; in this case (i, j) is also referred to as a removable node of µ. Let A(λ) and R(λ) respectively denote the set of addable nodes and removable nodes of λ.
The dominance on partitions of k is defined as follows: if λ ⊢ k and µ ⊢ k, then λ µ if
We write λ £ µ to mean that λ µ and λ = µ. Let λ ⊢ k. A λ-tableau t from the nodes of the diagram [λ] to the integers {1, 2, . . . , k}. A given λ-tableau t : [λ] → {1, 2, . . . , k} can be represented by labelling the nodes of the diagram [λ] with the integers 1, 2, . . . , k. For example, if k = 6 and λ = (3, 2, 1), t = 1 4 6 2 3 5 (2.1) represents a λ-tableau. If λ ⊢ k, let t λ denote the λ-tableau in which 1, 2, . . . , k are entered in increasing order from left to right along the rows of [λ] . Thus in the previous example where k = 6 and λ = (3, 2, 1),
(2.
2)
The tableau t λ is the row reading tableau of shape λ. The symmetric group S k acts on the set of λ-tableaux on the right by permuting the integer labels of the nodes of [λ] . For example, .
If λ ⊢ k, the Young subgroup S λ is defined to be the row stabiliser of t λ in S k . For instance, when k = 6 and λ = (3, 2, 1), as in (2.2), then S λ = s 1 , s 2 , s 4 .
Partition algebras.
In this section we follow the exposition given by Halverson and Ram in [HR] . For k = 1, 2, . . . , let A k = {set partitions of {1, 2, . . . , k, 1 ′ , 2 ′ , . . . , k ′ }}, and,
= {d ∈ A k | k and k ′ are in the same block of d}.
Any element ρ ∈ A k may be represented as a graph with k vertices in the top row, labelled from left to right, by 1, 2, . . . , k and k vertices in the bottom row, labelled, from left to right by 1 ′ , 2 ′ , . . . , k ′ , with vertex i joined to vertex j if i and j belong to the same block of ρ. The representation of a partition by a diagram is not unique; for example the partition If ρ 1 , ρ 2 ∈ A k , then the composition ρ 1 • ρ 2 is the partition obtained by placing ρ 1 above ρ 2 and identifying each vertex in the bottom row of ρ 1 with the corresponding vertex in the top row of ρ 2 and deleting any components of the resulting diagram which contains only elements from the middle row. The composition product makes A k into an associative monoid with identity
Let z be an indeterminate and R = Z[z]. The partition algebra A k (z) is the R-module freely generated by A k , equipped with the product
where ℓ is the number of blocks removed from the middle row in constructing the composition
. A presentation for A k (z) has been given by Halverson and Ram [HR] and East [Ea] .
Theorem 2.1 (Theorem 1.11 of [HR] ). If k = 1, 2, . . . , then the partition algebra A k (z) is the unital associative R-algebra presented by the generators
and the relations
The following identifications have been made in Theorem 2.1:
We also recall the presentation for A k (z) given in [En] .
Theorem 2.2 (Theorem 4.1 of [En] If t is a path of the form (3.1), we will generally write
and, if r = 0, 1 2 , 1, . . . , j − 1 2 , define the truncation of t to level r to be the path
) , λ (1) , . . . , λ (r) ).
We can now define the Murphy bases for partition algebras. For i = 1, 2, . . . , let For i = 0, 1, . . . , and (λ, ℓ) ∈Â i , let
Define the two sided ideals
where each sum is taken over (µ, m)
and the right A i+
If λ ⊢ (i − 1) and µ ⊢ i, such that µ = λ ∪ {(j, µ j )}, let a j = j r=1 µ j and definē
Generally, we write a
, and, for s = (λ (0) , λ
.
The two statements below are Theorem 5.10 of [En1] 
is an R-basis for A k . Moreover, the following statements hold:
, and p ∈ A k , there exist r u ∈ R, for u ∈Â
is the R-module freely generated by . Moreover, the following statements hold:
, and p ∈ A k+ 1 2
, there exist r u ∈ R, for u ∈Â
is the R-module freely generated by
, and (µ, m) £ (λ, ℓ) .
, and s, t ∈Â
The next statement gives a filtration of the cell modules for A i by A i− ℓ 1 ) , . . . , (λ (t) , ℓ t )} be an indexing of the set
-modules and, for j = 1, . . . , t, the R-linear map
and {(λ (1) , ℓ 1 ), . . . , (λ (t) , ℓ t )} be an indexing of the set
is a filtration by right A i -modules and, for j = 1, . . . , p, the R-linear map
such that t| i = u, is an isomorphism of right A i -modules.
, then there exist r s ∈ R, for s ∈Â
, such that
where r s = 0 unless Shape(s| i ) £ (λ, ℓ).
Proof.
(1) Observe that there exists b
and then use (1) of Proposition 3.4 to see that if p ∈ A i− 1 2 and x
where r s = 0 unless Shape(s| i− 1 2 ) £ (λ, ℓ). The proof of (2) is similar.
The setsÂ
are partially ordered by the following reverse lexicographic order given in §2.7 of [GG1] .
Definition 3.6. Let i ∈ 1 2 Z and s = (s 0 , s 1 2 , . . . , s i ) and t = (t 0 , t 1 2 , . . . , t i ) be two paths inÂ.
We write s t if s = t, or if for the last index j ∈ 1 2 Z such that s (j) = t (j) , we have s j t j in A j . Let s ≻ t denote the fact that s t and s = t; write s j ≻ t if s ≻ t and j ∈ 1 2 Z is the largest index for which s j = t j .
If (λ, ℓ) ∈Â i , let t λ denote the maximal element inÂ under the partial order . We obtain the next statement by induction on k.
ℓ .
If i = 1, 2, . . . , and (λ, ℓ) ∈Â i , then in light of Proposition 3.7, we define
t λ , and write
If , we have 
and (µ, m) ∈Â i , and (λ, ℓ) → (µ, m), define
and
where in (3.7) and (3.8) we have written
, and (λ, ℓ) → (µ, m), let
where in (3.9) and (3.10) we have written
The next statement is verified using the braid relations.
Let i ∈ Z 0 and (λ, ℓ) ∈Â i . By Theorems 3.2 and 3.3, we may write
(1) The set f
and f
, then by (1) of Corollary 3.5, there exist r s ∈ R, for s ∈Â
where r s = 0 unless Shape
, ℓ s ) whenever s > r, and define
t).
By (3.11) and (3.12),
-modules, and, for j = 1, . . . , t, the map
-modules. By induction we may take, for each (λ, ℓ)
. Then, using the map (3.13) to push
onto bases for N j /N j−1 , completes the proof of (1).
(2) Regard (µ, m) as an element ofÂ i+
(3.14)
If p ∈ A i and f
, then by item (2) of Corollary 3.5, there exist r s ∈ R, for s ∈Â
where r s = 0 unless Shape(s| i ) £ (λ, ℓ). Let {λ (j) , ℓ j ) | j = 1, . . . , t} be an indexing of the set
By (3.14) and (3.15),
is a filtration by A i -modules, and, for j = 1, . . . , t, the map
is an isomorphism of A i -modules. Using induction as in (1) above completes the proof of (2).
In Theorems 3.11 and 3.12 the bases (3.3) and (3.4) are expressed relative to the elements f
Theorem 3.11. If i = 1, 2, . . . , then the set
Moreover the following statements hold:
where
, for (λ, ℓ) ∈Â i , is the R-module freely generated by
Theorem 3.12. If i = 1, 2, . . . , then the set
, is the R-module freely generated by
, and i = 1, . . . , k, define
) ∪ {a}, and
and s| k = t, let Proposition 3.13. For (λ, ℓ) ∈Â k , the following statements hold.
as a scalar multiple of the identity by
Proof. We prove (1). For j = 1, 2, . . . , define {L
, and L
is the identity in S k−ℓ , and the above argument also shows that f
This verifies (3.19). The proof of (3.20) is identical.
Writing
and using (1), proves (2) and (3).
The next statement which shows that the family
, now follows by a direct calculation or by Theorem 3.7 of [GG1] .
then the following statements hold.
with u≻t, such that
, for (λ, ℓ) ∈Â k , Corollary 3.14 shows that the family {L i− 1 2 , L i | i = 1, . . . , k} acts triangularly on A k .
A Seminormal Form
In this section, we use the triangular action of the Jucys-Murphy elements {L i , L i+ 1 2 | i = 1, . . . , k} to define a seminormal form for the partition algebras. Let κ denote the field of fractions of R = Z[z], and
denote partition algebras over κ. We write A k = A k (z) and A k+
If (λ, ℓ) ∈Â k , there will be no confusion in letting A , define
and [Mat] , or by direct calculation, we obtain the next statement. , such that
where r s = 0 unless s ≻ t.
(2) The sets , then 
, then
, then -module isomorphism
, define the seminormal matrix entries
The matrix entries of the transposition s i in the seminormal representation of A k+ 1 2 (z) are obtained by the relation
, and i = 1, . . . , k − 1.
In [En2] we have explicitly computed the bilinear form (4.1) with respect to the seminormal basis for A k+ 1 2
. We state the results of these calculations below for reference in Theorem 5.1. Recall that if µ is a partition, then A(µ) is the set of addable nodes of µ and R(µ) is the set of removable nodes of µ. If a = (i, j) and b = (k, ℓ) are nodes, write a < b if k < i, and write a > b if k > i. If µ is a partition and a is a node, write
, (µ, m) ∈Â i , and (λ, ℓ) → (µ, m), define
where in the last case we have written a = (j, λ j ), and
Main Results
Theorems 5.1, 5.2 and 5.3 below give explicit combinatorial formulae for images of generators of the partition algebras in Theorem 2.2 in the seminormal representations. The statement of these results is split into three parts merely to avoid clashes between indices. In Theorem 5.1 we have used the abbreviation f t = f and s = t, and i = 1, 2, . . . , k, then
and,
) = µ and 
(2) If t (i−1) = t (i) and t ) , then
) , and tσ i+ 1 2
does not exist, then
) , and tσ i+ 1 2 exists, then 
∼ t and v
(2) If t (i) = t (i+1) and t ) , then
) and t (i) = t (i+1) , and tσ i+1 does not exist, then
) and t (i) = t (i+1) , and tσ i+1 exists, then ∼ r, a choice of scalarŝ
(r, s) has been made, subject to the constraintŝ respectively bŷ
denote the matrices with entries as determined using (5.4),(5.5) and (5.6) above. Propositions 5.7 and 5.8 imply that, with the above choices, the maps
respect the relations (2)(i), (2)(ii), (3)(i)-(iii) and (4)(i), (4)(ii) in the presentation of Theorem 2.1, and hence yield an algebra homomorphism p i , p i+ 1 2 
and write s
) , for i = 1, . . . , k, and
The next statement is obtained using Theorem 4.1 together with the commutativity relations of Proposition 2.4. 
Using Theorem 4.28 of [HR] , or Schur-Weyl duality (cf. Theorem 3.6 of [HR] and Lemma 3.5 of [Na] ), we obtain the next statement. . Then, for i = 1, . . . , k, the following statements hold:
The next statement provides a counterpart to Corollary 3.7 of [Na] .
. Then, for i = 1, . . . , k, the following equalities hold:
) , then ) so that
over κ, then the Jones basic construction shows that
( 5.10) where ξ t is a central element in
. Using (5.9) and (5.10),
Since F t acts as a matrix unit on A (t, u)e su , which completes the proof of (5.9). The statement (5.10) follows by an appropriate modification of the proof of (5.9).
Proposition 5.8 is a counterpart to Lemma 3.6 of [Na] .
) , then
for all v ∈Â ∼ t},
and the eigenspace for the action of p i on
as required. The proof of (2) is similar.
Lemma 5.9. Let (λ, ℓ) ∈Â k+ . The following statements hold:
(1) If
2 ) + c t (i) = z if and only if either ν = υ and µ = ν, or there exists a node b such that υ = ν ∪ {b} and µ = ν ∪ {b}. The proof of (2) is similar. (3) Since the Jucys-Murphy elements act diagonally on the seminormal basis, we obtain
while, item (11) of Proposition 2.4 gives
The last statement is in contradiction to item (1) if f (4) is similar.
The next statement is obtained using Theorem 4.1 together with the commutativity relations of Proposition 2.4. . For i = 1, . . . , k, the following statements hold:
, then the following statements hold:
) and the nodes t (i−1) ⊖ t ≃ t and
(2) If t Proof.
(1) There is no loss of generality in proving the statement for i = k. We have two cases to consider.
) ) = (µ, ν, λ, λ), where ν = µ \ {α} = λ \ {β} and α, β are neither in the same row nor in the same column, then υ = µ ∪ {β} = λ ∪ {α} is a partition. Thus
, given by
satisfies the required properties. By symmetry, we may write t = sσ k+
) ) = (µ, ν, ν, λ), where ν = µ \ {α} = λ ∪ {β} and α, β are neither in the same row nor in the same column, then υ = µ \ {β} = λ ∪ {α} is a partition. Now define s ∈Â
to obtain the path inÂ with the required properties.
(2) There is no loss of generality supposing that t ∈ A λ k+1 and proving the statement for i = k. Again we have two cases to consider.
) , t (k+1) ) = (µ, ν, λ, λ), where ν = µ ∪ {α} = λ ∪ {β} and α, β are neither in the same row nor in the same column, then υ = µ \ {β} = λ \ {α} is a partition. Thus
satisfies the required properties. By symmetry, we may define
, where ν = µ ∪ {α} = λ \ {β} and α, β are neither in the same row nor in the same column, then υ = µ ∪ {β} = λ \ {α} is a partition. Thus
satisfies the required properties.
2 ) = 1, and p
w r+j,r for r = 1, 2, . . . .
= 1, by induction we obtain
Thus, as σ k−ℓ+ ℓ , we have
, and a (k+
, the statement follows.
Proof of Theorem 5.1. The given formulae for the diagonal entries of the matrix representations p i and p i+ 1 2 follow from Proposition 6.2 and the expressions (6.19) and (6.18) respectively.
. We prove our formula for the off-diagonal entry p i (s, t). If p i (t, t) = 0, then
, and the first equality in (5.1) clearly holds. Otherwise, by the contravariance of the bilinear form (4.1), we have
By Proposition 5.7, we have
, and 
, which gives the formula for σ i+ 1 2 (s, t). Next, ) . Using item (2) of Proposition 2.5 and Lemma 5.9,
which gives the formula for σ i+ 1 2 (s, t) when s = v. Next, ) and that tσ i+ 1 2 does not exist. By item (2) of Proposition 2.5 and Lemma 5.9,
as required.
(4) Suppose that t (i−1) = t (i) and t
) , and that tσ i+ }. Thus, by Lemma 5.9,
where s = tσ i+ 1 2
We now determine σ i+ 1 2 (t, t). Lemma 5.9 and the assumptions on t imply that
Thus item (2) of Proposition 2.5 yields
(t, t) = 1, which gives the required expression for σ i+ 1 2 (t, t). Next, we show that if s = tσ i+ 1 2 and t ≻ s, then σ i+ 1 2 (s, t) = 1. Since
where r u ∈ κ, for u ∈Â
, it suffices to show that 11) and that there exist r u ∈ κ, for u ∈Â
(5.12)
To prove (5.11), suppose that u ≻ t. Then
for r ∈Â ≃ s, so u ∈ {t, s}, which leads to a contradiction if u ≻ t ≻ s. Thus (5.11) holds. Now we verify (5.12) assuming, without any loss of generality, that i = k. There are two cases to consider here.
(a) Suppose that t
) . Let
2 ) = 1 and p
2 ) →s (k) = w α j ,k , and p
2 ) = 1, where
Therefore,
is given by
2 ) = 1. Thus, by Proposition 5.12,
There are two further cases to consider here. (i) If j < j ′ , then, by the braid relation, the right hand side of the last expression is
(ii) If j ′ < j, then using the fact that in this case a j = α j and a j ′ = α j ′ ,
where µ λ and µ \ λ are neither in the same row, nor in the same column. The observe that, as in (3) of Theorem 5.3, f
k+1 . Let us suppose that s = tσ k+ 1 2 , where t ≻ s. Since
where a u = 0 unless u ≻ t, it suffices to show that
k+1 and u ≻ t, and f
For the first equality in (5.14), observe that if s k (u, s) = 0, then u (k−1) = s (k−1) which, together with u (k+1) = s (k+1) , implies that u ) . Thus u ∈ {s, t}, which is impossible under the assumption that u ≻ t ≻ s.
For the second equality in (5.14), we define s ∈Â
2 ) →t (k−1) , and
and j < j ′ , so that s = tσ k+
2 ) →s (k+1) = w ℓ,k+1 , and p
2 ) →s (k) = w ℓ−2,k , and
By the braid relation,
s i s i−1 s i+1 s i . Considering the right hand side of (5.15), the braid relation gives
which completes the proof of (5.15). This verifies (5.12) and establishes that σ k+ , the formula for σ i+1 (v, t) follows.
(2) Suppose that t (i) = t (i+1) and t ) . By item (1) of Proposition 2.5, and Lemma 5.9,
which gives the formula for σ i+1 (s, t) when s = v. Next, ) and t (i) = t (i+1) and that tσ i+1 does not exist. By item (1) of Proposition 2.5 and Lemma 5.9, on the right completes the proof (5.17) and establishes that σ i+1 (s, t) = 1 if s = tσ i+1 and t ≻ s. Finally, using the above calculations together with the fact that σ 2 i+1 = 1, we can verify the formula for σ i+1 (s, t) when s = tσ i+ 1 2 and s ≻ t by observing that c s (i) = c t (i + 1) and c s (i + 1) = c t (i).
Central Element Recursions
In this section we obtain partition algebra analogues of the central element recursions obtained by Nazarov [Na] for the Brauer algebras and Beliakova and Blanchet [BB] for the BMW algebras, and explain the relationship between these central element recursions and the seminormal representations of the partition algebras.
We renormalise the Jucys-Murphy elements (2.3) and (2.5) by defining elements 
