Abstract. Historically, high performance systems use schedulers and intelligent resource managers in order to optimize system usage and application performance. Most of the times, applications just issue requests of resources to the central system. This centralized approach is an unnecessary constraint for a class of potentially flexible applications, whose resource usage may be modulated as a function of the system status. In this paper we propose a tool which, in a way essentially transparent to final users, lets the application to self-tune in function of the status of the target execution environment. The approach hinges on the use of the MetaPL/HeSSE methodology, i.e., on the use of simulation to predict execution times and skeletal descriptions of the application to describe run-time resource usage.
Introduction
The presence of geographically distributed software systems is pervasive in current computing applications. In commercial and business environments, the majority of time-critical applications has moved from mainframe platforms to distributed systems. In academic and research fields, the advances in high-speed networks and improved microprocessor performance have made clusters or networks of workstations and Computational GRIDs an appealing vehicle for costeffective parallel computing.
However, the systematic use of distributed systems can be frustrating, due to difficulties in resource usage optimization and development of applications with good performance. Usually high performance systems, such as clusters or NOWs (Network of Workstations), adopt resource allocation systems and schedulers (e.g., Nimrod [1] , MOAB [2] or MAUI [3] , or the GRAM [4] component in Globus [5] ). Following this approach, applications act as resource requesters: when the application starts, they request the needed resource. GRID environments, such as Globus, offer languages to describe the resources an application needs (RSL [6] ). When the resources are actually available, the application is started. The main limit of this approach is that application requests are "static", i.e., the total amount of resources needed by an application cannot vary in function of the
MetaPL/HeSSE Methodology
HeSSE is a simulation tool that allows the user to simulate the performance behavior of a wide range of distributed systems for a given application, under different computing and network load conditions.
The HeSSE compositional modeling approach makes it possible to describe Distributed Heterogeneous Systems by interconnecting simple components. Each component reproduces the performance behavior of a section of the complete system at a given level of detail. A HeSSE component is basically an object, hard-coded with the performance behavior of a section of the whole system. More detailed, each component has to reproduce both the functional and temporal behavior of the subsystem it represents. In HeSSE the functional behavior of a component is the service set exported to the other components. So connected components can ask other components for services. The temporal behavior of a component describes the time spent servicing.
System modeling is performed primarily at the logical architecture level. For example, physical-level performance, such as the one resulting from a given processor architecture, is generally modeled with simple analytical models or by integral, and not punctual, behavioral simulation. In other words, the use of a processor to execute instructions is modeled as the total time spent computing, without considering the per-instruction behavior.
HeSSE uses traces to describe applications. A trace is a file that records all the actions of a program that are relevant for simulation. For example, the trace for an MPI application is a sequence of CPU burst and requests to the runtime environment. Each trace is the representation of a specific execution of the parallel program.
Trace files are simulation-oriented application descriptions, typically obtained through application instrumentation. When the application is not available, e.g., it is still being developed, they can be generated using prototypal languages. In the past years the HeSSE framework was provided with an XML-based metalanguage for parallel programs description, MetaPL [16, 15, 18] . MetaPL is language independent, and can support different programming paradigms or communication libraries. The core MetaPL notation can be extended through Language Extensions (XML DTDs), which introduce new constructs into the language. Starting from a MetaPL program description, a set of (extensible) filters makes it possible to produce different program views, among which are trace files that can be used to feed the HeSSE simulation engine. The detailed description of the MetaPL approach to program description, and of the trace generation process, is out of the scope of this paper and can be found in [15, 18] .
The simulation and analysis process of a given application can be represented graphically as in Fig. 1 The application description step consists essentially of the development of MetaPL prototypes, which make it possible to generate the trace files needed to drive the simulation execution. The system architecture model definition consists of the choice (or development, if needed) of the HeSSE components useful for simulation, which are successively composed through a configuration file. At the end of this step, it is possible to reproduce the system evolution. The last step consists of running benchmarks on the target system, in order to fill the simulator and the MetaPL description with parameters (typically) related to timing information.
Among the extensions currently available for MetaPL, there is one that enables the description of application developed using MPI. Figure 2 shows an example of description exploiting only the Core of the MetaPL language. It is a description of a simple task containing a loop. Figure 3 describes an MPI application that performs just an AllGather primitive; the Mapping element contains information useful to define the execution conditions, such as the number of processes involved.
Simulation-Based Autonomic Applications: MHStarter
MetaPL and HeSSE help users to predict the performance of a given system configuration for the execution of a target application. In this paper we propose their integration in a new tool, MHstarter, which automatically uses them to optimize the execution of MPI applications.
From a user perspective, the tool is a sort of application launcher, just like mpirun, even if it needs to be suitably configured before the application is started. The user should declare a new project, and provide the tool with the application executable and its MetaPL description. It should be noted that, according to the MetaPL/HeSSE methodology, application descriptions are generated in an integrated way with the final application code, thus making it possible to evaluate the performance tied to the design choices in a proactive way. MHstarter creates a project, in which it stores both the executable and the corresponding MetaPL description. Then the tool analyzes the MetaPL description, and, using a suitable MetaPL filter, it defines the configurations and the traces used to run the simulator for each configuration chosen. For any given problem dimension the user has to "prepare" the application launch, so that the tool is able to reduce the overhead for application starting. Once the project is created, the application can be started, just giving to the tool the reference to the project, whose name is the same of the executable code.
Every time that the user asks the starter to launch the application, the tool performs one or more simulations, retrieves results of previous simulations, automatically analyzes this information and chooses the optimal configurations for the application. Finally, the application is started on the chosen nodes with optimal parameters. Figure 4 summarizes the tool architecture. The main component of the proposed solution is the starter (in the following we will call MHstarter both the complete tool and the starter component). It is the executable used by final users to launch the applications. Its performance affects the application startup time. Along with the starter, the tool provides two simple programs, create and prepare that create a new project, and prepare the program for execution, respectively. Creation and Preparation components are useful to reduce the amount of time spent in choosing the optimal configurations, at application startup.
In addition to the starter, the tool provides a data collector, which acts as a local daemon; at regular time intervals, the collector queries the available nodes, collecting such data as the computational workload on each node or network load. The collector stores all the information collected in a file representing the system status. MHstarter uses the file to update, off-line, the simulator configuration files. The collector works independently of user requests, so it does not affect the performance of the application.
On the bad side, the proposed approach has the effect to make application latency grow. In fact, the tool needs to perform several simulations to choose the optimal hardware/software configuration, and this affects the application execution time. As anticipated, in order to reduce the time spent to launch the applications, a large set of information is collected off-line (i.e. during project creation and application preparation), thus reducing the number of simulations performed when the application starts. The idea is that when the final user creates a new project and prepares it for startup (choosing the application parameters such as problem dimension), a set of simulations takes place, collecting results about possible useful configurations. When the user starts the application, most of this information is available.
Configuration Choice
In order to choose the optimal configuration, the tool has to evaluate: -the system status, i.e., the current availability of compute nodes; -the application-manageable parameters, i.e. the parameters available for optimization.
In this paper we use as optimization parameters the number of processes making up the application and several different allocation policies. The target system considered is a generic SMP cluster, with N nodes and m processors per node. For simplicity's sake, we will assume that the processors are not hyperthreaded.
The system status is modeled simply as the mean load on every processor of the target environment. We represent the status by means of a Workload Matrix (W M ), whose rows represents nodes, and columns processors. In other words, the element W M ij is the mean CPU usage of the j-th processor of the i-th node. The data collector component, acting as a daemon, updates continuously the system status. In the existing implementation, the collector simply reports the actual status of the processors. Future versions of the tool might provide an extrapolation based on CPU usage history and current requests.
Under the assumptions mentioned above, the MHstarter has to evaluate the optimal system configuration, and hence how many process to launch and on which processors. We represent a process allocation configuration by means of an Allocation Matrix (AM). Element AM ij of the matrix is 1 if a process of the target application will be started on the j-th CPU of the i-th node, 0 otherwise. The MHstarter is able to convert this representation into HeSSE configuration files tuned on the target environment whenever necessary. It should be noted that the number of possible configurations grows with cluster dimension, and this may lead to an excessive time spent in simulation.
A few considerations make it possible to limit the number of configurations useful for analysis: -A process which shares its CPU with another task may be a bottleneck, i.e.
sometimes it is better to does not use a processor, if the application shares it with another task. -In a SMP cluster, a node may be a bottleneck, even if it has a free processor, if there is CPU load external to the application on one of node CPUs. In other words, sometimes it is better to have four CPUs on two biprocessor nodes, than five CPUs on three biprocessor nodes. -It is possible to simulate the time spent in execution on the system without load external to the application, before the user asks to start the application.
In order to reduce the application startup latency, the user has to ask off-line to the tool to prepare application executions for the given problem dimension. The tool performs a set of simulation and collects the estimated time, so that when the application will start, it is already known teh variation of the application execution times as a function of the number and distribution of available processors. Note that usually the user starts the application multiple times with the same problem dimensions (even if with different data).
So, given a system status wm, we can define two allocation matrices: am = P (wm, t) where am ij = 1 ⇔ wm ij < t, i.e., we start a process on the processors whose usage is under the given threshold. am = N (wm, t) where am ij = 1 ⇔ (∀j, wm ij < t), i.e., we start a process only on nodes whose CPUs has all usages under the given threshold.
Due to these considerations, MHstarter simulates at project startup all the possible application configurations with CPUs without load external to the application, and stores the results. When the application starts the tool, it:
-simulates the application behavior using all available processors and the actual system status; -retrieves the results of the simulations (already done) for the allocated matrix, given by P (wm, 0), N (wm, 0); -It compares the results, chooses the best configuration, generates a suitable MPI machine file, and starts the application.
Using this approach, only one simulation is performed before the application, even if simulation results of many other configurations are already available, is started, and it is extremely likely that optimal configuration is one of the proposed. The only drawback of this approach is that the user has to request explicitly a new project set-up when he is interested to a different problem dimension.
A Case Study
The proposed technique is able to optimize the performance behavior of a configurable application, even if it introduces an overhead due to the time spent for simulation. In order to judge the validity of the approach, we present here a description of the technique, as applied on a real system running an application developed by MetaPL/HeSSE. In particular, the case study is an implementation of the Jacobi method for resolving iteratively linear equations systems. We firstly modeled and developed the proposed algorithm. Then, we used the MHstarter to launch the application. The launcher chooses the optimal application parameters, using the simulation environment to predict the optimal execution conditions, and starts the application.
The Case Study Application
The application chosen to show the validity of the approach is an implementation of the Jacobi method for solving iteratively linear systems of equations. This numerical method is based on the computation, at each step, of the new values of the unknowns using those calculated at the previous step. At the first step, a set of random values is chosen. It works under the assumption that the coefficient matrix is a dominating-diagonal one [19] . Due to the particular method chosen, parallelization is very simple. In fact, each task calculates only a subset of all the unknowns and gathers from the other tasks the rest of the unknowns vector after a given number of steps. Figure 5 shows a partial MetaPL description of the above described application (in order to improve readability, some XML tags not useful for code understanding have been omitted).
This application is particularly suitable for our case study, because its decomposition can be easily altered, making it possible to run it on a larger/smaller number of processors, or even to choose uneven work sharing strategies. Note that in this paper the only parameter used for optimization will be the number < MetaPL > <Code > < Task name =" Jacobi " >< Block > < CodeBlock coderegion =" MPI_Init " time =" 10 " / > < CodeBlock coderegion =" Init " time =" 10 " /> < Loop iteration = " 10 " variable =" nstep " > < Block > < CodeBlock coderegion =" Calc " time =" 10 " / > < MPIAllGather dim =" 6720 " / > </ Block > </ Loop > ... </ Block > </ Task > </ Code > </ MetaPL > Fig. 5 . Jacobi MetaPL description of processes into which the application is decomposed. Of course, this affects the duration of CPU bursts, i.e., of the times spent in Calc code regions. The study of the effect of uneven decompositions will be the object of our future research.
The execution environment is Orion, a cluster of the PARSEC laboratory at the 2nd University of Naples. Orion is an IBM Blade cluster with an X345 Front-End. Its seven nodes are SMP double-Pentium Xeon 2.3 GHz, 1GB RAM memory, over GigaEthernet. The system is managed through Rocks [20] , which currently includes Red Hat ES 3 and well known administration tools, such as PBS, MAUI and Ganglia. A Pentium Xeon 2.6 GHz, 1GB RAM, is adopted as front-end.
Results
We used a synthetic workload to model different working conditions of the computing cluster. In practice, the synthetic workload was injected on a variable number of nodes, in order to model different global workload status of the target machine. Our objective was to model the presence of other running applications or services. In each status, the application was started using both the standard mpirun launcher, and the newly proposed one. Then, the performance figures were compared. The objective was to prove that MHstarter can react to the presence of an uneven additional workload, finding out automatically a decomposition of the application tuned to the CPU cycles available in each node, and taking suitably into account the difference between intra-node and extra-node communications. In any case, our expectation was that the more uneven the CPU cycles available (due to the workload injected), the more significant should be the performance increase due to the adoption of the self-optimizing launcher.
In the following, we will show for brevity's sake the system behavior in a simple working condition, evaluating the tool performance as compared to the absence of control (use of mpirun). Then, we will present a more systematic test of the effects of the synthetic workloads.
The system status first considered is the following: in two of the seven available nodes of the system is present a synthetic load. The workload is injected asymmetrically in only one of the two CPUs available per node. The collector component updates the system status file, so that, when the application starts, the workload matrix and the allocation matrices are: Table 1 shows the application response times, both the simulated and the actually measured one, together with the resulting prediction error. In the first column of the table, W is the trivial configuration (use of all nodes and of all CPUs, independently of the presence of the workload), whereas P and N are the configurations described in section 3.
The results show that the best configuration is P, which gets an execution time 20% lower (13 sec less, in absolute time). The application execution time with MHstarter (including the starting overhead) is t = 54.5s, whereas with mpirun is t = 65.7s. This means a 16.8% performance increase due to the use of our technique.
The above-shown example is a single case in which the approach is advantageous. In order to show that it can be effective (i.e., it improves application performance) in almost all the relevant cases, we measured the application response time using MHstarter and mpirun in different system status, injecting, as mentioned before, synthetic workload in a variable number of nodes (once again, asymmetrically in only one CPU per node). Figure 6 shows the application response time using both launchers, varying the number of nodes into which the extraneous workload was injected. mpirun uses always the trivial application decomposition (even decomposition over all the CPUs of all nodes), while MHstarter uses a different configuration each time, the one found by proactive simulation. Figure 7 shows the performance increase obtained using MHstarter in the seven proposed conditions. Note that on the right side of the diagram (where workload is injected in 5, 6 and 7 nodes) the standard launcher performs better. This is due to the number of available CPU cycles becoming more and more even as the number of nodes into which the synthetic workload is injected rises. After all, in these conditions MHstarter chooses as optimized one the "trivial" configuration, just as mpirun, but introduces a It is important to point out that the overhead is almost independent of the execution time of the application. Hence, if the problem dimension grows, the effect of overhead tends to become negligible. On the other hand, Figure 7 also shows that the use of MHstarter is extremely advantageous when the available CPU cycles are unevenly distributed, and can lead to performance improvements up to 15%. This result confirms our expectations, and shows the validity of the approach.
Conclusions
In this paper we have proposed an innovative approach to application selfoptimization. The proposed tool, in a way transparent to the final user, simulates a set of possible target system configurations and chooses the one that optimizes the application response time. The tool limits the number of simulations, collecting a large set of results off-line, in order to reduce the overhead linked to application starting. The approach has been tested on a real case study, an implementation of the Jacobi algorithm running on an SMP cluster. The results of the tests show the substantial validity of the technique. Future work will extend the tool, in order to optimize the prediction of the system status, by finding the expected load on the basis of the history and of current user requests. The next releases of the tool will also take into account for optimization other application-dependent parameters, automatically chosen from the MetaPL description.
