After investment, exports and imports are the most volatile components of aggregate demand within countries. Moreover, the volatility of growth and the volatility of trade flows tend to move together; they declined from the 1990s until 2009, followed by an increase since 2009. This paper explores the drivers of such movements in trade-flow volatility. The analysis decomposes trade growth into six components to study their contribution to the overall volatility of trade flows, and presents three findings. First, trade volatility is mostly explained by a factor common to all countries, country-specific factors, and changes in the gravity-related characteristics of a country's trading partners. Product composition and the identity of trading partners appear to be less important in explaining volatility. Second, the pre-2009 decline in volatility and the post-2009 increase in volatility appear to be driven by different factors. The former is mostly explained by a steady decline in the variance of countryspecific factors. In contrast, the latter appears to be driven mainly by an increase in the volatility of factors common to all countries. Third, trade diversification is a likely force behind the steady decline in trade volatility driven by country-specific factors, especially in developing countries.
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Introduction
Volatility is regarded as an important determinant of many economic outcomes. A variety of studies identify a link between volatility and variables such as economic growth (Ramey and Ramey, 1995 and Hnatkovska and Loayza, 2004) , poverty and inequality (Gavin and Hausmann, 1998; Laursen and Mahajan, 2005) , and welfare (see Loayza et al, 2005 , and references therein). Moreover, economic volatility, which was previously thought of as a malady of developing economies (Loayza et al, 2005 and Koren and Tenreyro, 2007) , now affects rich and poor economies alike. This has brought renewed attention to the study of volatility and its determinants.
One potential cause of volatility is international trade, with three empirical regularities backing this claim. Moreover, the rapid expansion of trade over the last 25 years relative to GDP has translated into stronger and broader trade linkages across the board (de la Torre et al., 2015) . A consequence of this denser global trade network is a higher degree of business cycle synchronization around the world (Calderón, Chong and Stein, 2007) .
The above discussion suggests that understanding the factors affecting the volatility of international trade flows is of paramount importance for understanding GDP volatility, both within countries and globally.
With this objective in mind, this paper provides a decomposition of trade growth volatility into various elements. More specifically, it follows the methodology in Koren and Tenreyro (2007) , which allows us to decompose trade volatility into six factors which have received attention in the literature-a common term, a country-specific term, a partner term, a sectoral term, a resistance term and an error term. 4 
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The results of the empirical exercise presented in this paper are threefold. First, a decomposition of trade volatility over the past 20 years points to two main drivers of trade growth volatility over that period. The largest contribution to trade growth volatility can be attributed to the volatility of the common factor and the resistance term. When the two are taken together (that is, when their correlation is taken into account), they account for close to 70 percent and 60 percent of the overall volatility of exports and imports, respectively. The second largest contribution comes from the country-specific and the error terms, which taken together account for close to 30 percent and 40 percent of the overall volatility of exports and imports, respectively. In contrast, the product and partner effects do not appear to add significantly to trade volatility, beyond the effect captured by the common factor. Second, the volatility decomposition presented in this paper provides a useful methodology to understand the evolution over time of the six components of volatility. In particular, the paper performs additional decompositions using 10-year rolling windows to study changes over time of the elements of interest. The results of this exercise highlight two important trends among the factors contributing to trade volatility. On the one hand, the common effect and the product effect experienced a sharp increase in volatility since 2009, after years of relatively flat volatility profiles. In contrast, the country-specific and the error terms show a steady downward trend throughout the period of analysis, especially until 2008. Hence, the results suggest that the decline in trade volatility observed prior to 2009 was mainly driven by a gradual decline in country-specific risk. Moreover, the lower incidence of the country-specific effect and the error was not reversed after the global financial crisis, suggesting that on average countries were able to maintain lower variances of the country-specific term relative to the early periods even as total trade volatility increased since 2008. In contrast, the post-2009 spike in trade volatility appears to be driven mainly by a sudden rise in the volatility of common factors, and to a lesser extent, in sectoral volatility.
Finally, the paper explores one potential force driving the decline in the volatility of the country-specific term described above-trade diversification. We do so by pursuing three alternative exercises. First, the paper shows that the variance of the country-specific term is negatively correlated with the initial number of product-partner pairs of a country. Moreover, we show that this negative correlation is not driven by other variables that are linked to both diversification and volatility, such GDP per capita or population.
Second, we use a fixed effects approach to highlight that as countries become more diversified they experience a significant reduction in the variance of the country-specific term. Lastly, we study the effect of trade diversification on country-specific trade volatility by exploiting differences in the timing of trade liberalization. Kose, Prasad and Terrones (2005) and Cadot, Carrère and Strauss-Khan (2011) provide evidence of an increase in the degree of diversification following periods of trade liberalization. This implies that countries that liberalized trade more recently should have had bigger gains in terms of 4 diversification compared to those that liberalized earlier, and, as a result, experienced greater reductions in the volatility of the country-specific term. We test this hypothesis by analyzing the evolution of the volatility of the country-specific term in two groups of countries: i) countries that liberalized trade prior to 1985 (early liberalizers) and ii) countries that liberalized trade between 1985 and 1998 (recent liberalizers) . The results show significant differences between the two sets of countries. Regarding the initial levels of volatility, countries with recently liberalized trade regimes have higher levels of volatility in the countryspecific term compared to countries with more established liberalized trade regimes. However, the difference in volatility between the two groups has fallen significantly over time as the former experienced more marked reductions in country-specific variance over time relative to the latter. This paper is related to a large literature studying volatility and its determinants. From a methodological standpoint, this paper is closely related to Koren and Tenreyro (2007) who decomposed the volatility of GDP growth into country-specific, sectoral and idiosyncratic terms. In this sense, the use of trade data allows us to analyze additional dimensions and questions that could not be studied in Koren and Tenreyro (2007) . This paper is also related to di Giovanni and Levchenko (2009) who study the relation between trade openness and volatility. Relative to both these studies, this paper contributes to the debate by studying changes over time in the factors affecting volatility as well as emphasizing the effect of trade liberalization on volatility.
Similar to this paper, Di Giovanni and Levchenko (2012) study the risk content of exports across countries, with an interest in the contribution of export products. In particular, the authors compute a trade weighted measure of volatility associated with the sectoral composition of trade by using the sectoral volatilities calculated by Koren and Tenreyro (2007) . Jansen, Lennon, and Piermartini (2016) apply a portfolio theory approach to assess the contribution of trading partners GDP volatility on a country's GDP volatility. In contrast to both these papers the methodology used here allows us to study factors that go beyond the individual contributions on a country's volatility profile of the sectoral composition of trade or trading partners. This paper is also related to a number of studies looking at the role of globalization and trade linkages in affecting business cycle synchronization, and potentially volatility, across countries. For instance, Calderón, Chong and Stein (2007) find that countries with stronger trade linkages have greater business cycle synchronization. Yet, Kose, Prasad and Terrones (2003) find limited evidence of a link between broad-based globalization and business cycle synchronization. In contrast, our results show a significant role of a common effect in explaining trade volatility. Part of the differences in the findings of Kose, Prasad and Terrones (2003) and the ones presented in this paper may be due to the time period studied. In effect, 5 and as was discussed earlier, the results in this paper highlight the sharp increase in the common effect after 2009, an event that occurs outside of the timeframe studied in Kose, Prasad and Terrones (2003) .
The rest of this paper is organized as follows. Section 2 characterizes three broad trends in international trade over the past 20 years and highlights three questions emerging from them which are at the heart of this paper. Section 3 presents the methodology used to address the main questions of this paper. Section 4 presents the main results of the paper and relates these with the question motivating it. Section 5 presents a number of robustness checks. Section 6 concludes. The great moderation and the following period of volatility also saw important, and likely inter-related, developments on the side of international trade. Indeed, a cursory look at the data shows three broad trends in international trade flows: i) a steady reduction in the volatility of trade growth, especially in the mid2000s, followed by a sharp increase since 2008, ii) a gradual deceleration of trade growth in the years from 1990 until 2008, followed by a more marked deceleration of trade growth after 2008, and iii) a sustained increase in the relative weight of trade flows on GDP.
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These three broad trends are depicted in Figure 1 . The figure presents the average growth rate and the standard deviation of the growth rate of both export and import flows, as well as the average ratio of trade over GDP, all calculated over 10-year rolling windows. In addition to plotting the evolution of these statistics for the average country, Figure 1 also presents the evolution for the median, the 25 th percentile 6 and 75 th percentile of each the distributions of these variables. 6 The evidence in the graph shows that the three trends described above are not specific to the average country-they are also evident in countries located at the 25 th , 50 th , and 75 th percentiles of the distribution of each variable. In this sense, the trends characterized in Figure 1 cut across a broad set of countries of different levels of income and openness.
Alongside these three trends, there have been two additional, and possibly inter-connected, changes in the global trade landscape since the 1990s. The first is the rapid increase in the share of countries adopting liberalized trade regimes since the 1990s, going from approximately 30 percent of the countries in the world in the late 1980s to close to 75 percent by the early 2000s (Wacziarg and Welch , 2008) . The second change is a steady and widespread process of trade diversification observed since the 1990s (see Lederman, Pienknagura, and Rojas, 2015 , and references therein).
The discussion above puts three questions on the table that are at the heart of the discussion of this paper:
1) What factors drove trade volatility over the past 20 years: global factors, country-specific factors, the composition of trading partners, the composition of export products or other factors?
2) How has the influence of each of these factors over volatility evolved over time?
3) What role has the process of trade liberalization and diversification played in explaining the influence of the factors affecting trade volatility?
In order to answer these questions, the paper follows the methodology proposed by Koren and Tenreyro (2007) and decomposes trade volatility into different sources. The next section describes in detail the methodology used to decompose the volatility of trade flows. Then, Section 4 presents the results of the decomposition and addresses the three questions posed above.
Methodology and Data
Broadly speaking, the discussion over trade and, more generally, GDP volatility has focused around four potential forces. First, there is a conventional wisdom view that emphasizes the role of growing trade and financial globalization as a cause of volatility and business cycle synchronization. To be sure, the evidence prior to the global financial crisis of 2008-2009 provided limited support to the idea that globalization leads to business cycle synchronization (Kose, Prasad and Terrones, 2005 ). Yet, the great degree of co-movement observed since the global financial crisis brought the attention back to globalization as a potential source 7 of volatility. Underlying this conventional view is the idea that there are shocks that are common across countries and sectors of the economy.
A second source of volatility identified in the literature is related to country-specific shocks. For instance, Koren and Tenreyro (2007) argue that country-specific risks, which they interpret as domestic policy risks, explain a large share of GDP volatility. Relatedly, Raddatz (2007) shows through a VAR exercise that internal factors (as opposed to external factors like commodity prices) are the main source of fluctuations in low income countries. In these papers, country-specific shocks cut across all sectors in the economy.
A third source of volatility is related to trade connections and the identity of trading partners of a given economy. More specifically, the literature has stressed the role of trade linkages as a channel through which shocks are propagated (Frankel and Rose, 1998 , Calderón, Chong and Stein, 2007 , and Jansen, Lennon, and Piermartini, 2016 . This suggests that deeper trade linkages increase a country's exposure to shocks emanating from their partners. However, the extent to which trade linkages are an important driver of volatility is related to the magnitude of these shocks. Hence, the intensity of a country's trade linkages and the identity of the partners with whom these linkages are established may be important drivers of volatility.
Finally, the literature has emphasized the role of product composition as a factor affecting volatility. In particular, Imbs and Wacziarg (2003) and Lederman (2004, 2006) find that poorer countries, which tend to display higher GDP and export volatility, have more concentrated production and export baskets. In addition, Koren and Tenreyro (2007) find that poorer countries are concentrated in sectors that are more volatile.
Product composition may also affect trade volatility, and ultimately GDP volatility, through an additional channel. Berthelon and Freund (2008) find that 25 percent of trade goods have experienced an increase in their elasticity with respect to distance, and that differentiated goods have a lower distance elasticity than homogeneous goods. This suggests that changes in search and transportation costs driven from technological change may favor some products more than others. As a result, countries with export baskets concentrated in goods experiencing more drastic changes in their distance elasticities are more prone to experience volatility stemming from this channel.
Methodology
The emphasis put by the literature in these sources of volatility motivates the empirical exercise pursued in these paper. In particular, we break down a country's export (import) growth into the sum of the growth rates of each destination (origin)-product pair, each of which can have different intrinsic volatilities.
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Formally, the growth of exports (imports) in country i ( ) can be written as the weighted sum of the trade weighted growth rates of each exporter-importer-product triad:
where is the weight in year t-1 that the exports (imports) of products in sector k from (to) country i to (from) country j carry in country i's total exports (imports), and is the growth rate of exports of goods in sector k from (to) country i to (from) country j in year t. The objective of this paper is to understand the factors affecting the volatility of , and the role they play in explaining the volatility of .
To separate the incidence of each of the forces discussed above in explaining trade volatility, we proceed by breaking further each of the exporter-importer-sector growth rates as follows. First, for each year we estimate the following gravity equation:
where ln is the logarithm of sectorial bilateral real export flows 9 of goods in sector (in the set of industries traded from to denoted as ) from country , ∈ to importer (in the set of 's trade partners ) in year t. Focusing on country 's exports, the first component in (2), , is a global effect, common to all exporters, importers and sectors for a given year. This captures shocks to trade flows that affects all sectors and countries in the same magnitude. The second component is a country-specific component that captures shocks to country 's exports that impact all destinations and sectors equally. This, for example, captures economy-wide macroeconomic policies. Analogously, is an importer-specific effect that captures shocks common to all origins and sectors. This, for instance, captures changes in the 7 The estimation results of equation (2) are presented in Appendix B. 8 The trade literature has proposed several specifications and estimation techniques to estimate the gravity equation. The early gravity papers used a specification and methodology similar to the one used here. A more recently strand of the literature has highlighted the limitations of estimating the log of trade flows in datasets with a large presence of zero flows (see Santos Silva and Tenreyro, 2006) . While the latter is a more robust estimation method, we choose the former for two reasons. First, we restrict our sample in such a way to minimize the presence of zeroes. In fact, this restriction is necessary for the right interpretation of the methodology pursued in this paper (see Koren and Tenreyro, 2007) . Second, estimating the log of trade flows is more appropriate as its first difference is easily interpretable as a growth rate and, consequently, so are each of the elements in equations (2). 9 In the description of (2) we focus on exports for illustrative purposes. In the next section, where the main results of the paper are presented, we discuss results for exports and imports.
income level of the importer that affects the demand of all goods from all origins. The fourth component is the sectorial effect and captures shocks to trade in sector k common to all origins and destinations.
Importantly, the exporter, importer, and sectoral effects are normalized such that the sum of all these effects across origins, destinations and sectors, respectively, sum to zero each period. 10 In this sense, the exporter, importer and product effects capture movements along these dimensions that are not captured by the common effect (that is, that do not cut across origins, destinations, and products). The fifth component represents the sum of the bilateral resistance effect common in the gravity trade literature. This term explains the fraction of trade from exporter and importer that is explained by distance, a shared border, a common legal system, colonial ties, a common language and the presence of free trade agreements between the pair at time . The remaining term , referred to as the error effect, is the part of exports that is unexplained by the previous components.
Having estimated (2), one can easily approximate aggregate trade growth for country in period as 11 :
Replacing (2) into (1) leads to:
(4) where and are the trade shares of partner and sector k over 's total exports respectively. Equation (4) states that country 's aggregate trade growth can be approximated as the sum of the growth of a global effect, country 's exporter effect and the trade-weighted sum of the partners' effects, sector effects, resistance effects and idiosyncratic effects. The restrictions imposed to each set of fixed effects is arbitrary. For example, Koren and Tenreyro (2007) perform a similar empirical exercise as the one presented but impose a zero sum restriction on the country-specific effect. The restrictions chosen in the empirical exercise in this paper are more fitted for the questions which are at the heart of it. 11 This stems from the identity ∑ ∑ and the approximations ≅ ln ln and ≅ ln ln 12 For more details of the exact calculation of each of these effects see Appendix A.
There are two important things to mention with regards to equation (4). First, all of the elements in (4) can be potentially correlated between each other. This is true statistically, but is also economically plausible.
For instance, macroeconomic policies, which affect country-specific shocks, can respond to shocks in sectors that are economically relevant in the country. Also, equation (4) is an accounting identity since the error term captures everything that is not explained by the other effects and because we do not place any restrictions on the covariances across elements. As such, while being a convenient way to partition the data, the elements in (4) cannot be matched directly to a specific theory.
From equation (4) it is straightforward to decompose trade growth volatility. In particular, trade growth volatility can be written as:
where Var(.) is the variance operator and COV is (twice) the sum of all the covariances of the element in (4). The variances and covariances are calculated across the T years in the sample. In particular, for each pair of variables x and y we calculate variances and covariances as
Notice that the measure of volatility used in this paper is by construction capturing deviations around the simple average over the period. This measure is a good proxy of fluctuations derived from short-term shocks to the extent that trade flows grow at a relatively constant growth rate over the period of study. However, for period of trade accelerations, such as the ones observed in periods of liberalization (see Kose, Prasad, and Terrones, 2005) , the variance may confound acceleration with volatility. For this reason, we also perform a volatility exercise where we modify the variance and covariance calculations in the following way:
with ∑ This alternative formulation allows to capture deviations around a local (moving) average around an arbitrary window (t1, t2), which can be appropriate in periods of trade growth accelerations.
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The variance decomposition presented above is a useful partition of the data that allows us to answer the three questions brought forward in Section 2. Each of these questions will be addressed in turn in the next section. But first we briefly describe the data used to perform the empirical exercise described above.
Data
Annual 4-digit SITC Rev. 2 data on bilateral trade flows-drawn upon from NBER-UN and described in Feenstra et al. (2005)-were used both in the bilateral trade flows estimations, as well as in the estimation using sectoral disaggregation. This dataset is merged with UN COMTRADE 4-digit SITC Rev. 2 data to add more recent years.
Parts of the paper group countries based on whether they have liberalized trade regimes using the classification proposed by Sachs and Warner (1995) and updated by Wacziarg and Welch (2008) . While all data sources named above cover a wide set of countries and years, this paper uses a more limited set of these. In particular the sample consists of a core set of countries that reports positive bilateral trade flows with each country in the set for all years from 2001 onwards. The decomposition exercise is performed for the period ranging from 1990 to 2011. This sample captures most of world trade and for each country they capture a large percentage of the country's exports and imports (the minimum share is 67 percent for exports and 64 percent for imports). The algorithm used to select the countries in the sample is described in Appendix C. Section 5 studies the robustness of the results to the inclusion of a broader set of countries by using aggregated sector level trade flows.
14 The choice of this limited set of countries is convenient for two reasons. First, it allows us to estimate the gravity equation in logs used to obtain the fixed effects without worrying about the zeros in the data. 15 As mentioned earlier, the log estimation used here provides a straightforward interpretation of the first differences of the fixed effects as growth rates. Second, the choice of years is suited to minimize missreporting of data. As argued in Berthelon and Freund (2008) the quality of trade data prior to 1980 is very 13 The exercise was performed for t1=4 and t2=4. As will be discussed in the next section the main conclusions of the decomposition are not affected by this alternative decomposition. 14 An additional, more restrictive sample was constructed using only countries that report bilateral trade flows for all year from 1990 until 2011. The results that are presented in Section 4 are unaffected by the use of this alternative sample. 15 The number of zeroes, even when using the sector data, is less than 10 percent of the observations in each year.
poor, with only a handful of countries reporting in the 1970s. In contrast, data coverage expands dramatically in the mid-1980s. Having changes in coverage is particularly problematic in the context of this paper, where the ultimate objective is decomposing growth volatility, since zeroes impede the calculation of growth rates.
The presence of zeroes also constrains the definition of sectors used in this paper. Ideally one would like to identify the set of economically meaningful sectors for the set of countries analyzed in the paper. However, the problem of zeroes discussed above becomes more salient as we move to more disaggregated sectorlevel data. For this reason we restrict our analysis to four broad sectoral categories using Leamer's (1995) industry clusters. 16 In particular, the paper groups Leamer's industry clusters into four broad sectors: 
Results
Thus far this paper has presented two ideas that motivate the exercises that follow:
1) There was a systematic decline in trade volatility since the 1990s until 2008, followed by an increase in volatility after the global financial crisis.
2) There are five factors to which the literature has attributed these shifts in volatility.
In what follows, the paper explores (1) the interplay between these factors, (2) their changes over time and how they relate to the overall trends in trade growth volatility, and (3) their potential correlates. The rest of this section is organized around three subsections, each corresponding to the points above. 17 In each subsection we present results for exports and imports.
16 Leamer (1995) proposes a set of 10 industrial clusters. The distinguishing feature of each of these clusters is that the products included in each of them tend to be exported by countries that are similar in terms of their endowments of labor, land and natural resources. The ten broad clusters are: petroleum; raw materials; forest products; tropical agriculture; animal products; cereals; labor intensive goods; capital intensive goods; machinery; and chemicals. 17 Results with the alternative sample describe in footnote 15 are qualitatively similar to the ones presented here and are available upon request.
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Growth volatility decomposition: 1990-2011
Figure 2 presents the results of the volatility decomposition for the period 1990-2011, for both exports and imports. The figure presents the mean and the median value of 8 of the 21 components (6 variances and 2 covariances) of the decomposition. The other 13 covariances are relatively small in magnitude (individually and as a sum) and are excluded from the analysis that follows.
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The results of the decomposition exercise highlight the dominant role played by common factors in explaining export and import growth volatility. The volatility of the common component in equation (4)) contributed more to overall variance than any other component. Moreover, the magnitude of its contribution is more than two times as large in absolute value as all but one component in the case of exports, and all but two components in the case of imports. The overall contribution of the common effect, To be sure, the negative correlation between both the global effect and the resistance effect and the countryspecific term and the error term are expected from an economic and statistical point of view. From a statistical point of view, these negative correlations capture the fact that when the elements of the growth decomposition that have a more aggregate nature (be it the global component or the country-specific) vary along its mean, the variables that are specific to the trade relation (country pair-product) will tend to move in the opposite direction. From an economic point of view, periods of rapid growth of the global component will typically result in more trade with distant countries, hence reducing the elasticity of trade with respect to distance. This mechanism would yield a negative correlation between the two components. Similarly, periods of rapid growth of a country's exports or imports across the board, will reduce the importance of relationship specific shocks captured in the error term.
The other two elements of equation (4) that are studied in the next subsections are the variances of the partners and products terms. While these two components are small in magnitude relative to the others, once we control for common effects, studying them is of interest given the discussion highlighted in the previous section. We will return to their analysis in the next two subsections.
Importantly, the balance across the factors driving volatility does not appear to be driven by the use of simple variances. As was highlighted in Section 2, one limitation of using simple variances as a proxy of volatility is the fact that in periods of growth accelerations they may confound these accelerations with volatility. To tackle this concern, the decomposition proposed in Section 2 was performed calculating deviations around moving averages instead of simple averages. 19 The results in Figure 3 suggest that the way we approximate volatility does not affect the balance of each of the factors affecting it.
How has the balance across elements changed over time?
So far this paper has explored the relative contribution to trade volatility over the past two decades of different factors highlighted in the literature. However, one might expect the relative balance across these elements to change over time. The results in Figure 4 highlight an important shift in the relative contribution of each of the factors analyzed here. In particular, there are three patterns that can be detected when looking at the variance of each of the 15 elements in equation (4). The first pattern that emerges from the exercise presented in Figure 4 is the steady decline in the variance of the country-specific and the partner effect both for exports and imports. There is also a decline in the variance of the error term, especially in the case of imports. Clearly, the decline in the variance of the partner effect of one flow is related to the decline in the country-specific effect of the other flow. After all, the partner effect of each flow is the trade weighted sum of the country-specific effects calculated for the other flow. The second pattern that emerges is the relatively flat profile over time of the variance of the resistance effect.
Finally, the third pattern that emerges is the sharp increase in the variance of the common and the sectoral effects since 2009. To be sure, there are some differences in the evolution of the volatility of these two components before and after the global financial crisis. The common effect was relatively constant prior to spike in trade volatility appears to be driven mainly by a sudden rise in the volatility of common factors, and to a lesser extent, in sectoral volatility.
To be sure, the overall effect of each of the factors affecting the variance depends also on how they correlate with other terms. As was discussed earlier, once correlations are taken into account the common effect and 
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A superficial interpretation of the results analyzed in this section may suggest that understanding the determinants of country-specific factors becomes less important as common effects gain prominence in explaining total variance. However, there are three important reasons for which this might not be the case.
First, by construction part of the common effect is capturing country-specific factors-the country-specific effect identified in the exercise presented in this paper should be interpreted as an idiosyncratic, countryspecific, deviation from the shocks observed in other countries. In addition, the evidence observed for the pre-2009 period suggests that these country-specific deviations from the common effect played an important role in the steady reduction in trade volatility observed over that period. Finally, as opposed to the common factor, the partner and the product effects, or the resistance term, the country-specific effect is arguably the term in the variance decomposition that is affected the most by domestic policies, which means that it is the term that policy makers have a larger control of. Hence, understanding the factors potentially affecting the country-specific variance term can provide guidance of the mechanisms that can help countries reduce their trade volatility profile.
The next subsection turns its attention to the response of the country-specific effect to one specific policy:
trade liberalization. As will be shown, countries that liberalized their trade regimes in the 1990s saw sharp reductions in their country-specific variance term. In particular, these countries converged to the countryspecific volatility levels observed in countries that displayed liberalized trade regimes prior to 1985. The analysis then shows one potential channel through which trade liberalization may have induced a reduction in country-specific volatility, namely trade diversification.
Country-specific volatility, trade liberalization and diversification
The literature has highlighted a number of variables that could affect cross country volatility differences.
First, a strand of the literature has emphasized the positive correlation observed between volatility and GDP per capita. Koren and Tenreyro (2007) , for instance, show that poorer countries display more volatile growth profiles than richer countries. Moreover, the portion of overall GDP volatility that is explained by country-specific factors is typically larger in poorer countries than in richer ones. A strand of the literature has also found a positive correlation between trade openness and volatility (see di Giovanni and Levchenko (2009) ).
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A mechanism through which both GDP per capita and openness may affect volatility is the extent to which these two variables affect a country's degree of diversification. In effect, Acemoglu and Zilibotti (1997) present a model where underdevelopment, captured in lower levels of GDP per capita, affects a country's ability to diversify its production set, which ends up affecting its ability to cope with sector specific shocks.
The positive correlation between diversification and GDP per capita has also been documented by Imbs and Wacziarg (2003) and Lederman (2004, 2006) . More recently, Haddad et al. (2013) and Lederman, Pienknagura and Rojas (2015) find that the statistical significance of openness and GDP per capita in explaining volatility is substantially reduced once diversification is taken into account. In light of the previous discussion, the rest of this section explores in greater detail the link between the fraction of trade volatility attributable to country-specific forces and the timing of trade liberalization and diversification. In particular, the analysis starts by linking the evolution of the country-specific component of trade growth volatility to differences in the process of diversification observed among countries that had established liberalized trade regimes prior to 1990 and those that embarked in trade liberalization post-1990. As was highlighted earlier, one of the important outcomes of the process of liberalization was a larger degree of trade diversification among countries experiencing changes in their trade regime. Thus, the rest of the subsection explore the link between trade diversification and country-specific volatility.
To be sure, the literature stresses that trade liberalization and diversification may be linked to variables such as GDP per capita and openness that could directly affect trade volatility. This makes it hard to credibly establish a causal link between the trade liberalization and diversification and volatility. For this reason, the evidence presented above should be interpreted as correlations. This limitation notwithstanding, the evidence presented in what follows can still shed some light in understanding the forces behind the patterns of trade volatility observed over the past two decades.
We start the discussion of the correlates of volatility by studying differences in volatility across countries with different timing of liberalization. In particular we start by emphasizing differences in volatility profiles between countries with established liberalized trade regimes and countries with recent liberalized trade regimes. To do so, we break the sample of countries studies in the paper into two groups-countries that liberalized their trade prior to 1985 according to Wacziarg and Welch (2008) First, the results in Table 1 confirm what was highlighted in Figures 4A and 4B -there has been a downward, statistically significant, trend in the country-specific portion of trade volatility for the average country in our sample. Moreover, as shown in Figure 5 , in the case of exports, the interaction term in column
(1) of Table 1 is negative and significant, suggesting that the reduction over time in the variance of trade attributable to the country-specific term is more marked for recently liberalized countries (i.e., those that saw their trade regimes liberalized after 1985). In the case of imports (column (2)), the interaction term is negative but it is not statistically significant which suggests that from a statistical point one cannot reject the hypothesis of parallel trends between the two groups of countries.
The results shown for the variance of the country-specific effect are also evident when considering the broader definition country-specific term (i.e., one that also includes the error term). There is a negative and statistically significant trend in the (log) variance of the broad country-specific term for exports, albeit less significant than in the exercise that considers the variance of the country-specific term alone (Table 1, column (3)). In the case of imports, the interaction term is positive but is not significantly different from zero from a statistical point of view (Table 1 , column (4)).
The results presented in Figure 5 and Table 1 suggest that countries that liberalized their trade regimes more recently experienced more marked declines in the part of their trade volatility attributable to countryspecific factors relative to countries with established liberalized trade regimes, especially for exports. A question that emerges in light of this result is-what factors explain differences in the levels and the evolution of trade volatility attributable to country-specific factors between the two groups of countries described above? The rest of this section explores a potential answer to this question. In particular it highlights the marked process of diversification experienced by recently liberalized countries since the 1990s, which in turn, we argue, contributed to the reduction in country-specific volatility.
The evidence presented above seems, at first glance, inconsistent with the strand of the literature that has found a positive association between openness and GDP volatility. After all, the period of trade liberalization of the 1990s was accompanied by a rise in the incidence of trade over GDP for the average country in the world (which arguably was led by countries experimenting the reform). Yet, the two results can be easily reconciled once one takes into account the process of diversification that was triggered by trade liberalization. In other words, the common wisdom result that trade openness increases volatility is 20 true if one abstracts from the potential link between openness and diversification. In fact, Haddad et al. (2013) show that trade openness reduces volatility to the extent that countries are well diversified. And, as documented by Kose, Prasad and Terrones (2005) and Cadot, Carrère and Strauss-Khan (2011), there is evidence that the trade liberalization induces trade diversification.
The link between trade liberalization and trade diversification can be further explored with two exercises.
First, Table 2A and 2B presents the results of a regression of two measures of trade diversification (log of the number of products traded in a year and log of the number of partners in a year) against a dummy taking value one for the years after the Wacziarg and Welch (2008) trade liberalization date, for both imports and exports. The exercise is performed for a wide sample including all countries with trade data in every year.
Hence, this regression captures changes in the degree of trade diversification after periods of trade liberalization.
The results in column (1) and (2) of Tables 2A and 2B show that, on average, the (log) number of products and partners increases in the years following an episode of trade liberalization. Interestingly, the results suggest that, for both measures of diversification and both samples, trade liberalization has a bigger impact on exports than it does on imports. This observation, together with the link between diversification and volatility that will be discussed in what follows, can explain why the trend in the variance of the countryspecific term is significantly steeper for recently liberalized countries relative to countries that liberalized earlier in the case of exports, while in the case of imports there is a parallel trend.
One possible explanation for the results on Tables 2A and 2B is that technological change has led countries to diversify regardless of their trade regime. For instance, reductions in trade costs or the penetration of IT technologies worldwide may allow countries to expand the number of products and partners with which they trade. Another explanation is that countries with intrinsically higher levels of diversification, due for example to large size or high income level, may be driving the results described earlier. To address these concerns, columns (3) to (8) present the results for three alternative specifications of the regression described above: one which includes country fixed effects, one with year fixed effects, and one with both year and country fixed effects.
The results from the specifications that include fixed effects suggest that part of the positive effect of liberalization on diversification documented in columns (1) and (2) Given the results presented in Tables 2A and 2B, While the effect of trade liberalization on imports may be expected a priori given the reduction in import tariffs, the observed effect of liberalization on export diversification could be unexpected for some. After all, under certain conditions, trade openness is predicted to foster specialization, which in turn would translate into less diversification. One explanation for the result of trade liberalization on exports is Lerner's symmetry-de facto, restrictive import policies act as a tax on exports. In this sense, closed trade regimes introduce an anti-export bias in the economy. Tokarick (2007) quantifies the extent to which import tariffs introduce a de facto tax on exports and finds substantial anti-export biases introduced by import tariffs in many developing countries. 25 Hence, liberalization, by reducing import tariffs, appears to be reducing the anti-export bias in previously closed economies and, as a result, fostering export diversification.
What does trade liberalization and the resulting process of diversification imply for the volatility of the country-specific term in our exercise? There are a number of channels highlighted in the literature through which diversification can dampen supply (demand) volatility, which in our exercise is associated with the country-specific term when looking at the problem of the exporter (importer). First, trade liberalization can help domestic producers, including exporters, gain access to a more stable supply of inputs. This would be the case, for example, if the supply of intermediate goods by domestic producers is more volatile than that of foreign suppliers. In this case, trade liberalization can dampen (and in the extreme eliminate) the transmission of volatility from domestic producers of intermediate inputs to exporters. Moreover, the evidence above suggests that trade liberalization not only allows exporters to hedge against volatility stemming from domestic producers of intermediates through access to international producers, but also across international sources, since liberalization is associated with an expansion in the set of origins. All this would translate into a reduction in supply volatility in the country that liberalizes.
25 Kehoe (1995) also provides evidence of an anti-export bias in Mexico prior to the liberalization of the 1980s.
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A second channel is sheer volatility reduction from diversification. As highlighted in Acemoglu and Zilibotti (1997) , the incidence on aggregate supply of idiosyncratic shocks to firms becomes smaller as countries become more diversified. A similar logic should apply for exports and imports. As the number of exporters, which can be roughly approximated by the number of product-destinations, increases, the incidence of idiosyncratic shocks to individual exporters on total exporters is expected to decline, resulting in more stable aggregate exports. Similarly, the incidence of idiosyncratic shocks to the demand for imports of a specific product or destination on total demand for imported goods is smaller as the import basket becomes well diversified.
The two channels highlighted above imply that the volatility of exports and imports attributable to the country-specific term should decrease with diversification. As a first pass in testing this hypothesis, we regress the log of the variance of the country-specific term of exports and imports against the number of product-partner pairs in logs that each country has in 1990. For instance, GDP per capita can affect both volatility (Acemoglu and Zilibotti, 1997) and diversification Lederman, 2004 and . For this reason, Panels C and D of Figure 7 show the results of a regression similar to the one described above but including also the log level of GDP per capita in 1990 and the log of the size of the population in 1990. As shown there, the partial correlation between countryspecific volatility and diversification remains significant even after controlling other variables potentially affecting the degree of trade diversification of these economies. All this suggests that differences in countryspecific variance do appear to be related to diversification as suggested by the two channels discussed
above.
An implication of the channels discussed above and the results in Figure 7 , Panels A-D, is that as countries become more diversified, for example because of liberalizing trade, they should experience reductions in their country-specific variance. This is already hinted in Figure 5 , since countries that liberalized after 1985
should have experienced a more marked process of diversification. To further test this prediction, we use the results of the rolling-window exercise to run a regression of the year by year country-specific variance against the level of diversification in a country in year t (captured by the log of the number of productpartner pairs in that year) and a country fixed effect. Hence, the coefficient of the regression captures the 23 elasticity of the country-specific variance to changes in diversification around the country mean. The results presented in Figure 7 , Panels E and F, reaffirm the role played by diversification in explaining the reduction in the country-specific variance over the period 1990-2011-countries that experienced larger increases in diversification saw larger reductions in country specific variance.
Extensions
The results presented in previous sections centered the analysis on a sample that includes approximately forty countries. That sample, which excludes small and low income countries, is used for reasons that are discussed above. However, the exclusion of these countries may taint the conclusions presented so far for a number of reasons.
First, as argued in Koren and Tenreyro (2007) , an analysis of GDP volatility shows that poorer countries typically have higher country-specific volatility compared to higher-income countries. Second, Koren and Tenreyro (2007) also find an association between a country's income level and its pattern of specialization, whereby poorer countries typically specialize in goods with a higher variance. Also, poorer countries may have a bias to trade among themselves due to geographic clustering (i.e. gravity forces at play) or similarity of preferences (i.e. Linder's hypothesis), among other potential explanations. All this implies that the inclusion a broader set of countries may result in changes in the relative incidence of the variance attributable to each of the factors included in our decomposition.
To tackle this concern this section presents the results of a variant of the exercise presented earlier in the paper. For simplicity we focus exclusively on exports. In particular, we run the following regression:
where ln is the logarithm of sectorial real exports from country , ∈ in a given year , in sector (in the set of industries traded from to denoted as ). The first component in (6), , is a global effect, common to all exporters and sectors for a given year. This captures shocks to trade flows that affect all sectors and countries in the same magnitude. The second component is a country-specific component and captures shocks to country 's exports that impact all destinations and sectors equally. This, for example, captures economy-wide macroeconomic policies, and is interpreted as a supply (demand shock). Clearly, the use of aggregate trade flows (as opposed to bilateral flows) limits the ability of the exercise to disentangle between supply and demand effects. To mitigate this problem, we include the trade 24 weighted GDP of all destinations with which country i trades in year t. This allows to partially disentangle between supply and demand forces. However, the omission of geography related variables could mean that our proxy of demand shocks is also capturing changes in shocks associated with the resistance term ( . in equation 4 . The fourth component is the sectorial effect and captures shocks to trade in sector k common to all origins and destinations. The final term , referred to as the error effect, is the residual unexplained trade by the previous components. After estimating equation (6), we follow the same steps as above to arrive at a variance decomposition similar to the one in (4).
The use of aggregate trade data allows us to double the sample of countries used in the exercise, most of which are middle-income and low income countries. We added countries that have non-zero trade flows for all years from 1990 until 2011 in all of the sectors considered in the exercise. We use two sectoral classifications-a broader classification that uses the same four sectors described above and narrower classification that uses the ten sectoral clusters defined in Leamer (1995) . (Figure 2 ), the balance between the different terms in the variance decomposition is now tilted towards the country-specific term. This is especially evident when looking at the average country-the variance of the country-specific term is almost four times as large as the variance of the common term. To some extent this result was foreseeable. As argued above, the incidence of the country-specific variance is expected to decrease with income, which implies that the inclusion of poorer countries increases the average variance of that term. In fact, Figure 8 , Panel B, shows the results of this alternative decomposition for the set of countries used in the baseline result and as was the case in Figure 2 , the common effect is larger than any of the average values for the other elements.
Turning back to the full sample, the dominance of the country-specific term is somewhat reduced when looking at the median value. In this case, the variance of the country-specific term is still the largest, but now the difference with the common effect, which has the second largest variance among all the components of the variance of exports, is significantly reduced.
The results of this alternative exercise in Figure 8 suggest that the conclusions regarding the average and median weight carried by each of the terms in the volatility decomposition are sensitive to the sample of countries included in the analysis. Are the rest of the conclusions of this paper also sensitive to alternative samples and methodologies? The results that are presented below suggest they are not.
First, Figure 9 presents the results of the export volatility decomposition of a 10 year rolling-window sample, focusing on the variance of the common term and the country-specific term. Similar to Figure 3, the variance of the common term was relatively stable when using data prior to 2008, jumps in 2008, and remains relatively stable at a new high level thereafter. In contrast, the variance of the country-specific term for the average country falls steadily until 2008, increases temporarily during the recovery of the global financial crisis, and the drops back thereafter. A similar pattern emerges when studying the evolution of the variance of the country-specific term for the median country. Moreover, the downward trend of the variance of the country-specific term is statistically significant.
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Next we turn to the link between the variance of the country-specific effect and diversification. Section 4
showcased the strong negative correlation between the variance of the country-specific term and the degree of diversification of a country. Moreover, this relation holds even after controlling for variables such as GDP per capita and population. Figure 10 shows that the strong negative correlation between the variance of the country-specific term and the level of diversification is still present in this broader sample of countries.
Hence, despite differences in the relative contribution to total export variance of each of its elements, the trends and the negative correlation between the variance of the country-specific term and the level of diversification highlighted in the benchmark exercise remain in the alternative decomposition using a broader sample. This suggests that while the conclusions about the salience of each of the terms contributing to the variance of exports may be sensitive to the data used, conclusions about the evolution over time and changes in the relative weight of each of the terms are not subject to this caveat. Moreover, both the benchmark and alternative exercise provide evidence of the role of diversification as a driver of stability.
Concluding remarks
This paper presents the results of a volatility decomposition exercise for trade flows. The exercise sheds light on the forces shaping the volatility of trade flows over the past two decades. In particular, the exercise suggests that, for the countries included in the sample used in this paper, trade growth volatility is largely attributable to a factor common to all countries. Country-specific factors also appear to have a large incidence in overall trade volatility, albeit smaller than the common factor. In contrast, products and partners effects appear to have a negligible effect on aggregate trade volatility.
The paper also documents significant differences in the behavior of the variance of the country-specific term and that of the common term. The former declined steadily over the course of the 2000s for the average country in the sample, while the latter experienced a sharp increase after the global financial crisis. The paper provides some evidence that the process of trade diversification in developing countries triggered by trade liberalization may be an important force behind the steady decline in the variance of the countryspecific term.
This paper opens the door to further research on the determinants and implications of trade volatility. The volatility decomposition presented here is performed over a limited sample of countries and broad sectoral categories, which allows us to overcome some problems in estimating the gravity equation. However, these choices come at a cost, as they prevent the empirical exercise from giving robust predictions on a number of issues. First, the broad sectoral aggregation is likely to attenuate the incidence of sectoral volatility.
Moreover, it precludes the paper from understanding the impact of trade on intermediates, and value chains on trade volatility. Second, our choice of data may affect the generality of some of the results in the paper.
For instance, we show that the results from an alternate methodology that allows for the inclusion of a broader set of countries suggests a larger incidence of the country-specific term at the expense of the common factor in comparison to the benchmark results. Future research could aim at tackling these limitations, for instance by adapting the volatility decomposition to alternative estimation techniques that are better suited for samples with a large share of zeroes, and as a byproduct a larger set of countries.
APPENDIX A: Estimation and Methodological Details
The main empirical exercise performed in this paper follows from the decomposition presented in equation (4). More specifically, the exercise follows from the following approximation of trade growth:
Where the interpretation of each of the components is presented in the main text, and the "hat" notation refers to first differences.
Equation (4) states that the aggregate trade growth of country 's exports can be expressed as the sum of the growth of the world effect, country 's exporter effect and the trade-weighted sum of its partners' effects, sectorial effects, resistance effects and idiosyncratic effects.
Redefining, for each exporter , ln as and the trade-weighted sum of the importer, sectorial, resistance and idiosyncratic effects as , , and respectively and taking the variance over time we obtain:
Where is exporter 's total trade growth variance, is the variance of 's exporter effect and , , and are the variances of the weighted sums of 's partner's, sectorial, resistance and idiosyncratic effects.
Estimating the model
To quantify the different components of the trade variance we follow a three-step method, where the exporter-importer pair specific resistance effects are extracted from a cross-section fixed effects regression followed by the calculation of the world effect, later used to compute exporter, importer and sectorial effects via the solution of simultaneous equations. Finally the idiosyncratic effect is calculated as the residual.
For each period 1, … , we run the regression:
, and are exporter, importer, and sectorial fixed effects; is the distance bilateral distance between exporter and importer ; , ,
, and are time-invariant pair specific dummies; and is a binary variable indicating the existence of at least one free trade agreement between exporter and importer in period .
From each regression we recover the resistance effect as:
Which allows the calculation of the world effect:
The importer, exporter, and sectorial effects are obtained from the solution of the following simultaneous equations:
Finally, the idiosyncratic effect is calculated as the residual effect:
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APPENDIX B: Gravity Estimation Results
The following 2. Count number of destinations for each exporter.
3. If the minimum number of destinations is equal to the total number of potential trading partners, go to step 5.
4. Remove countries that have the minimum number of destinations. Go to step 2.
5. Recover the last set of removed countries. If the set of recovered countries contains one element, stop.
6. For each element of the power set of the recovered set of countries:
a. Remove countries contained in the selected element.
b. Count number of destinations for each exporter.
c. If the minimum number of destinations is equal to the total number of potential trading partners, save solution.
7. Among the set of saved solutions keep those that contain the maximum number of countries.
The algorithm outputs a set of country lists, each with an equal number of countries. All countries have non zero bilateral trade among each other in every year of the selected time period.
The final criteria we use to define the selected sample is choose the solution that contains the most countries from the Latin America and Caribbean region. 29 Note that the algorithm does not render a unique solution.
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The algorithm is employed with two different time periods for robustness checks. Sources: Authors'calculations using data from NBER-UN and described in Feenstra et al. (2005) Authors' calculation using data from NBER-UN and described in Feenstra et al. (2005) merged with UN COMTRADE 4-digit SITC Rev. 2 Note: ***p<0.01, **p<0.05, *p<0.1. Liberalized is a dummy variable taking value 1 for years after the trade liberalization year identfied in Wacziarg and Welch (2008) and zero otherwise. Number of partners and number of products is the count of partners and products that each country has each year, respectively. For more details see the main text. 
