Abstract. In the market of global logistics, agents need to decide upon whether to accept jobs sequentially offered to them. These jobs, which need to be executed in the near future, have different payments and time constraints. In the offering process we study here, an agent (with limited capacity) needs to make an immediate acceptance decision with little knowledge about future jobs. The goal of the agent is to maximize its profit in such a dynamic environment. We therefore study the online decision problem of acceptance of unit length jobs with time constraints. We consider the problem as a repeated take-it-or-leave-it game which involves online scheduling; we design strategies for when to accept an offered job. Specifically, we present theoretically optimal strategies for a fundamental case, and develop heuristic strategies in combination with an evolutionary algorithm for more general and complex cases. We show experimentally that in the fundamental case the performance of our heuristic solutions is almost the same as that of the theoretical solutions. In various settings, we compare the results achieved by our online solutions to those generated by the optimal offline solutions; the average-case performance ratios are about 1.1. We also analyze the impact of the ratio between the number of slots and the number of jobs on the difficulty of decisions and the performance of our solutions. Although we use a relatively simple scheduling problem to illustrate our approach, we show that it generalizes to online acceptance of jobs in more complex scheduling scenarios as well.
Introduction
Consider a market of global logistics in which a large number of jobs are dispatched day and night to many logistics companies. During a period of time, each company gets sequential offers of jobs from the market. Given its limited capacity and time resources, usually, a company can only accept part of the offers. Because of the competition in the market, we suppose the selection decisions are immediate and irrevocable. The company's target is to maximize its profit through selecting (and executing) jobs. This is an online decision problem, as the company makes the decision on each job offer without prior knowledge of future jobs. To solve it, we make an agent-based model for simulating the decision process of the company (an agent) in the market and design acceptance strategies (algorithms) for the agent's optimal decisions.
We first introduce our problem briefly. When job offers arrive one at a time, each job is characterized by a time window for scheduling and a payment. The agent needs to make a take-it-or-leave-it decision immediately. The agent must schedule and execute every accepted job within its time window so as to get its payment. The utility (profit) that the agent would get is the sum of the payments of all accepted jobs. In our analysis, we assume all jobs have the same processing time, i.e. one time slot, and the agent can execute only one job in each time slot. In this work, we focus on the selection decisions, so we make the scheduling part relatively easy, in which all jobs are assumed to be future activities and no execution happens during the whole offering process.
Our problem may be categorized as a variant of online admission control for interval scheduling [9, 7, 6] . In such problems, the interval between a job's release time and deadline equals the time window in our problem. The authors emphasize the immediate notification of whether to schedule each job at its arrival, which is similar to our selection decision. The decisions in our problem, however, are made at the jobs' offering time, which is not their release time, i.e. the earliest available time for execution. Hence, an accepted job can be rescheduled (within its time window) during the whole offering process. This point distinguishes our problem from almost all online interval scheduling/selection problems in previous work, in which decisions are made at the jobs' release time. Because no job will be executed during the decisions of the jobs that followed, the scheduling part of our problem is more flexible, which increases the complexity of selection. The reason is that with such flexibility in scheduling, the agent has higher expectations of future jobs, but these can also cause him to reject current jobs with good payments that he would otherwise accept.
The agent makes the decision on each job offer in two steps, i) whether this job can be feasibly scheduled together with all previously accepted jobs, and ii) when one or more feasible schedules exist, whether this job is worthy of taking. The focus of this work is on the acceptance strategies rather than the scheduling algorithms. We analyze theoretical solutions in a fundamental case and develop heuristic solutions in general and complex cases. We also present a general idea of using a theoretical analysis of a simple case to determine which are the most important parameters, and then using a machine learning method to find the optimal values of the parameters also in more complex settings. The approach presented in this work can be used to support online decisions in e-commerce applications related to logistics.
Typically, an online solution is evaluated by comparison with an optimal offline solution that knows the entire sequence of jobs in advance. In our experimental analysis, we use an average-case performance ratio, which is defined as the ratio between the average result generated by the optimal offline solution and the average result achieved by the online solution on a large number of instances. Our (theoretical and heuristic) solutions generate performance ratios around 1.1 in experiments with various settings. In the fundamental case, the performance of the heuristics is very close to that of the theoretically optimal online solutions. We also analyze the impact of the ratio between the number of slots and the number of jobs. The decision is most difficult when there are two to three times as many jobs as time slots.
The rest of this paper is organized as follows. We first present the problem model in Section 2 and then propose the solutions and acceptance strategies in Section 3. Following the descriptions, in Section 4, the performance of the strategies is evaluated and compared through experiments. Next, we give a brief summary of related work. Finally, conclusion and future work are given.
Problem Model
Suppose an agent is offered a finite set N of n ∈ N independent jobs sequentially. Each job j ∈ N is characterized by a time window [x j , y j ] (x j , y j ∈ N) and a payment z j ∈ [0, 1], which are independent of each other. Notice that the approach proposed by us works for any given range of payments, but we use the normalized values for ease of presentation. Every job's processing time is one time slot; it must be executed within the given time window. The agent has a set T of t ∈ N time slots available for all jobs in N . We let L denote the maximum length of all time windows where 1 ≤ L ≤ t, so all jobs' time windows are in T . Given any subset of jobs A ⊆ N , we let S(A, T ) = 1 denote the existence of one (or more) feasible schedule such that every job j ∈ A can be uniquely paired with a slot i ∈ T where x j ≤ i ≤ y j . When a new job j is offered, the agent needs to judge whether the set of jobs A j ∪{j} can be feasibly scheduled first, where A j denotes the set of jobs previously accepted before job j and S(A j , T ) = 1. If S(A j ∪ {j}, T ) = 1, then the agent needs to make a decision to accept it or not, otherwise the agent can only reject it. Given the set of all accepted jobs A ⊆ N (with S(A, T ) = 1), the utility U that the agent would get equals the sum of the payments of all accepted jobs, i.e. U = j∈A z j .
Acceptance Strategies
A solution to the problem above is composed of two parts: a scheduling algorithm and an acceptance strategy. For each new job j ∈ N , we consider the scheduling problem of A j ∪ {j} as a variant of the Bipartite Matching Problem. All slots T are on one side and all jobs in A j ∪ {j} are on the other side; each job only connects to the slots of its time window. A feasible schedule is an one-sided matching in which every job is matched with one slot connected to it. We use the Ford-Fulkerson algorithm [5] to find this kind of matching between jobs in A j ∪ {j} and slots in T . If S(A j ∪ {j}) = 1, the agent then decides whether to take job j by using acceptance strategies.
We first present two theoretical strategies for a fundamental case in which all jobs have unit time windows; we analyze how to calculate the optimal values of strategy parameters, which maximize the agent's expected utility. Next, we study a general case in which the maximum length of time windows is larger than one: it is very difficult to give analytic solutions for such a setting. Therefore, we develop heuristic strategies for the general case. At last, we give extensions of our strategies for a more complex case in which the precise number of jobs is unknown.
Notice that in the rest of this paper, when we discuss the acceptance decision on a new job j, this is always based on the premise that job j can be feasibly scheduled together with previously accepted jobs in A j .
Theoretical Strategies for Unit Time Windows
In this section, we study a fundamental case of the problem, in which every job j's time window is a single slot denoted by x j . For theoretical analysis, we assume that the positions of all unit time windows are uniformly distributed on all slots T . We also assume that all jobs' payments are uniformly distributed on the range of [0, 1].
Single Threshold Perhaps the simplest acceptance strategy is setting a single threshold for the payments. If the new job j's payment is no less than a threshold α ∈ [0, 1], the agent will accept it. We let D j = 1 and D j = 0 denote the agent's acceptance and rejection of job j respectively. The single threshold strategy is given by
We call this the Theoretical Single Threshold strategy (T 1T ). Next, we present how to determine the theoretically optimal value of α, given the uniform distributions.
We let E i denote the initially expected utility that the agent would get on each slot i ∈ T ; the expected utility on all t slots is E = t·E i . Because t is a constant, the optimal value of α maximizing E i also maximizes E. As we know, only if at least one job j with (x j = i) ∧ (z j ≥ α) exists, slot i will finally be occupied by a job; the expected payment of the slot (and the job) is (1 + α)/2. The probability of the existence of such job j equals 1 minus the probability that no job has a time window including slot i and a payment of at least α. Reasoning in this way, E i is given by
We can get the optimal value of α by solving formula
In our experiments presented later, we solve it in an approximate way by searching α in [0, 1] with step size of 0.001.
n Thresholds During the whole offering process, the agents may need to make a total of (at most) n decisions: one for each job. In this section, we present a strategy with n thresholds instead of a single threshold for all jobs. If the new job j's payment is no less than the j th threshold α j ∈ [0, 1], the agent will accept it. The strategy is given by
We call this the Theoretical n Thresholds strategy (T nT ). Notice that the j th threshold α j is independent of the j th job exactly offered. We let E i j denote the expected utility that the agent would get on an available slot i when the j th job is offered. There are three possibilities. If job j's slot is slot i and its payment is no less than α j , which happens with probability 1/t · (1 − α j ), the agent will accept it and get an expected payment (1 + α j )/2. Otherwise, if job j's payment is less than α j (happening with probability 1/t · α j ) or its slot is not slot i (happening Table 1 . Simple example
with probability (t − 1)/t), the agent will reject it in the expectation of slot i for the next job j + 1. Therefore, the expected utility E i j is given by
We calculate the optimal value of α j by solving formula
. So if job j's payment is no less than the agent's expectation of job j +1, given any available slot, the agent will accept it. Otherwise, the agent should leave the slot to job j + 1 to get a possibly higher payment. As the expectation of job n + 1 is zero, α n = 0. Replacing E i j and E i j+1 with α j−1 and α j in Eq. (4) respectively, we get a recursive function f (j, n, t) to calculate threshold α j where 1 ≤ j ≤ n.
Given a fixed t and a sequence of n, we find that i) for each setting of t and n, threshold α j is non-linear decreasing; ii) the smaller the n is, the faster the decreasing is; iii) the smaller the n is, the lower the first threshold α 1 is. These match with the intuition that given the same number of slots, the expectations and thus the thresholds decline faster when there are less (future) jobs.
Simple Example Given their definitions, strategy T 1T is theoretically optimal (in expectation) among single-threshold strategies and strategy T nT is theoretically optimal (in expectation) among n-threshold strategies in the fundamental case. We use a simple example with five jobs and three slots to illustrate the differences. In Table 1 , the pairs of (x j , z j ) in the first row represent the jobs in order of arrival (from left to right) where 1 ≤ j ≤ 5. In the subsequent rows, the decisions are followed by the thresholds for both of the strategies. Although T nT loses some utility on the fourth job by accepting the third one, the advantage of the adaptive thresholds of T nT shows in accepting the last job in spite of its relatively low payment.
Heuristic Strategies
In the fundamental case above, once a job is accepted, its schedule is fixed. However, the length of time windows is generally not unit. The flexibility of (re)scheduling benefits applicability while increasing the difficulty of decisions. In this general case, even if all distributions are sill uniform, it is hard to get the optimal values of thresholds in the above way, given the multiple possibilities of time windows and tremendous possibilities of (re)scheduling. Hence, it is necessary to consider approximate solutions. In this section, we therefore develop heuristic strategies. The basic idea is using multiple parameters to define a decision function; their optimal values are learned by an evolutionary algorithm (EA) [3] through a large number of training sessions.
Single Threshold The first heuristic strategy proposed by us is similar to the theoretical single threshold strategy defined by Eq. (1) except that the optimal value of α ∈ [0, 1] is determined by the EA. We call this the Heuristic Single Threshold strategy (H1T ); its performance is expected to be very close to that of T 1T in the fundamental case.
n Thresholds Analogously, we also try a heuristic strategy of a different threshold for each job similar to the theoretical one defined by Eq. (3), but let the EA search the optimal combination of the values of those n thresholds α j ∈ [0, 1] where 1 ≤ j ≤ n. We call this the Heuristic n Thresholds strategy (HnT ).
Three Thresholds This strategy divides the whole offering process into three stages by using two parameters β 1 , β 2 ∈ [0, 1] (β 1 < β 2 ) and sets a single threshold α k ∈ [0, 1] (1 ≤ k ≤ 3) for jobs' payments per stage. The agent will accept job j which is offered in the k th stage only if its payment is no less than α k . The whole strategy is given by
We call this the Heuristic 3 Thresholds strategy (H3T ).
Linear Function
To be more precise than the strategies with one or three thresholds for payments, we propose heuristic strategies based on Piecewise Linear Functions (PLF). As they have fewer parameters to be learned by the EA, it will be easier and faster to find the optimal solutions than the n threshold strategies. The simplest one is a linear function (P LF 1). We set one parameter α as the slope of the linear function which generates the thresholds for payments, and also set a parameter γ to determine the constant. The agent will accept job j, if its payment is no less than the threshold given by function p(j). The whole strategy is defined by
To find the global optimum of parameters α and γ for the PLF-based heuristics, we use the EA to learn these within a reasonable range. Any threshold is only reasonable within the range of [0, 1], so γ ∈ [0, 1]. Next, given that j ∈ N and z j ∈ [0, 1], we can derive the range for α as follows.
Two-piece Piecewise Linear Function The second PLF-based strategy is a two-piece piecewise linear function (P LF 2). One parameter β ∈ [0, 1] cuts the whole offering process into two stages. The slopes of these two pieces are α 1 , α 2 ∈ [−1, 1] and the constant of the first piece is γ ∈ [0, 1]. The agent will accept job j, if its payment is no less than the threshold given by function p(j). The strategy is defined by
Three-piece Piecewise Linear Function The last one is a three-piece piecewise linear function (P LF 3). The whole process is divided into three stages by two parameters
The slopes of the three pieces are
The constant of the first piece is γ ∈ [0, 1]. Similarly, the thresholds are still given by function p(j) and the strategy is defined by
Dealing with Uncertainty over the Number of Jobs
For the strategies presented above, the number of jobs n is required as an input. We extend the model to a more general case where the total number of jobs is unknown until the whole offering process finishes. Instead of the precise number of jobs n, the agent is only given a range of [n min , n max ] and a random distribution. In this work, we assume that n is always uniformly distributed on the range. For the theoretical strategy T 1T , it is straightforward to use the expected value of n to calculate the optimal value of the single threshold. This variant of T 1T is still theoretically optimal. However, we cannot immediately use the expected value of n in the theoretical strategy T nT , because the expected value changes after job j > n min .
We propose an approximate solution based on T nT . We letn denote the initially expected value of n, i.e.n = (n min + n max )/2, which is consistent with the offering process until job n min is offered. The agent can calculate threshold α j by Eq. (5) with inputn until j = n min . After that j > n min , the agent's expectation of n is changed by each new offer. We treat the distributions on the range of [j, n max ] approximately as uniform distributions. We letn denote the average of j and n max , i.e.n = (j + n max )/2. For jobs still coming after job n min , the agent calculates α j based onn instead ofn. The formal definition is given by D(j) = 1 if z j ≥ α j and S(A j ∪ {j}) = 1 0 otherwise where
where f (j, n, t) is defined in Eq. (5).
To ensure that the heuristics define a threshold for any possible time slot, we replace n by n max in their definitions. By using a representative training set for the EA, the found parameters then incorporate the distribution of n over the range of [n min , n max ].
Experiments
In the previous sections, we presented two theoretical strategies: T 1T , T nT and six heuristic strategies: H1T , HnT , H3T , P LF 1, P LF 2 and P LF 3. In order to evaluate and compare their performance, we set up various experiments. The experimental setting includes the number of jobs n, the number of slots t, the maximum length of time windows L, the random distribution of the starts of time windows x j , the random distribution of the length of time windows, and the random distribution of payments z j where j ∈ N . The length of all jobs' time windows is uniformly distributed on the range of [1, L], unless the randomly generated start of the time window plus the maximum length exceeds the slots, i.e. x j + L − 1 > t. In this case, the range is reduced to [1, t − x j + 1] and the length is uniformly distributed on this new range. The variable settings will be specified when we present the experiments one by one below.
Typically, the performance of online solutions is evaluated by the comparison with the problem's optimal offline solutions. The offline version of our problem is a variant of the Rectangular Assignment Problem, which can be solved by the Hungarian Algorithm [12] . In this work, we use an implementation in MATLAB [4] . Figure 1 illustrates the experimental flow that we follow for each experiment in this work. For instance, given an experimental setting, a theoretical strategy and a heuristic strategy, the experiment will be performed in two stages. First, for the heuristic strategy, use the EA to search the optimal combination of the values of its parameters, given 100 sets of n jobs. Each evaluation of the EA includes 100 simulations based on the 100 instances and the evaluation fitness is defined by the average of the 100 simulation outcomes. As the result, we get an optimal combination of the parameters' values. The heuristic strategy and the optimal values of its parameters form a heuristic solution. Repeat this part 10 times with different sets of 100 instances; 10 heuristic solutions are achieved. Second, cross-evaluate the 10 heuristic solutions by simulations with new 2000 sets of n jobs. The theoretical strategy is also evaluated on the same 2000 instances. To generate benchmarks, we also let the optimal offline solution work on the same 2000 instances in this step.
In this way, for each setting, we get 2000 results of each theoretical strategy and 10 × 2000 results of every heuristic strategy. We define the performance of a theoretical strategy by the average of the 2000 results. We also have 2000 results of the optimal offline solution. We define the ratio between the average of the 2000 results achieved by the optimal offline solution and the performance of an online strategy to be the average-case performance ratio, which is no less than 1. The smaller the performance ratio is, the better the online solution performs. A guideline for the EA's population size is given as at least 17 + 3 · m 1.5 where m is the number of parameters [3] . The number of parameters of HnT is the same as the number of jobs; the maximum n that we plan to experiment is 110. The numbers of parameters of all the other heuristics are constants: the maximum one is 6. Therefore, we set the population size as 3000 for HnT and set it as 1000 for other heuristics, which are quite sufficient. We also set the EA's evaluation limit as one million. These settings guarantee that the convergence happens before the evaluation limit is reached, so the (near) optimal results can be found.
Known Number of Jobs
First, we evaluate all strategies in two cases, unit time windows (L = 1) and general time windows (L ≥ 1), under the environment that the number of jobs n is known. Both cases use the same 7 settings (Table 2) ; all distributions are uniform distributions.
Unit Time Windows
We first compare these strategies in the case of unit time windows, in which strategies T 1T and T nT are theoretically optimal. Besides them, the n thresholds strategy is regarded as a more precise one. Therefore, we expect that strategies T nT and HnT will perform best in this case. Figure 2 (left) illustrates the experimental results. As we expected, the performance of T nT is best in all settings. All PLF-based strategies perform very close to the benchmarks of the online solutions set by T nT ; the three-piece one, i.e. P LF 3, is the best among them. As the three thresholds of H3T are constants, its performance is slightly worse than that of the PLF-based strategies. Because of the n thresholds, the performance of HnT was expected to be close to that of T nT , but it actually performs worse than the PLF-based strategies and H3T here. One reason is that the size of training sets, i.e. 100 instances per evaluation, is sufficient for other heuristics but is not big enough to prevent over-fitting of the n parameters of HnT . Hence, the results are not optimal in general. By increasing the size of training sets for HnT , the problem can be resolved but the searching time will be significantly extended. The two single threshold strategies perform worst but the largest performance ratio is still small. When the single parameter of heuristic H1T is learned by the EA sufficiently, its performance is almost the same as that of the theoretical strategy T 1T .
In Figure 2 (left), we notice that the worst performance of all strategies is generated at the point of t/n = 0.33; the performance at its right point t/n = 0.4 is also low. On one side, when ratio t/n is very close to 1, as the distribution of positions is uniform, each slot is expected to assign one job. The agent's decisions are relatively easy without considering future jobs too much. On the other side, when ratio t/n is very close to 0, each slot is expected to assign many jobs. Because of the uniform distribution of payments, the decisions are also relatively easy: the agent only accepts jobs with very high payments. When the decision problem is easier, the performance of all strategies will be better. The middle area is the most difficult part, in which the agent is indeed in a dilemma between the current job and the expectation/uncertainty of future jobs. Even in this part, however, T nT and P LF 3 can still generate performance ratios around 1.14. General Time Windows We extend to the case of general time windows. This increases the flexibility of scheduling and also the difficulty of decisions. As our theoretical strategies are derived from the case of unit time windows, their threshold values are no longer optimal in this general case. We still evaluate them here to show the change. Figure 2 (right) illustrates the experimental results. We notice that when ratio t/n ≥ 0.6, the performance ratios of all strategies are very close. The reason is, as we mentioned, the decision problem becomes easier in this part as the agent knows that there is a little choice on every slot. On the side of t/n < 0.6, the performance of strategies is clearly distinguished. Compared to T 1T , we find that H1T performs much better, although both of them use a single threshold. This indicates the advantage of the heuristic. By using the EA, the strategy can learn to find the good solutions in various settings. Compared to the results of unit time windows shown in Figure 2 (left), we find that the performance ratios are decreased (so the results are better). We will study the impact of the length of time windows on the performance of the heuristics in our future work. As we expected, the theoretical strategies (derived from the case of unit time windows) perform significantly worse than other heuristics here, because they cannot adapt to the change of the length of time windows.
Unknown Number of Jobs
The previous experiments evaluated the strategies where the number of jobs n is known. Next, we study the performance of our solutions where n is unknown but uniformly distributed over a given range . Table 3 shows a new set of 7 settings. The expectations of n in all settings correspond to the values of n in Table 2 . Although strategy HnT provides good solutions in previous experiments, we omit it in the following experiments with consideration of the cost of experimental time.
Unit Time Windows
We compare the strategies under settings with unit time windows and unknown n. As we described, when we use the expectation of n instead of n for T 1T , the resulting α is still theoretically optimal. Although the approximate variant of T nT is no longer strictly optimal in the theoretical analysis, we think the difference between the approximate solution and the theoretical solution is very small. Figure 3 (left) illustrates the experimental results. Apparently, T nT still performs best as we expected. The value of the threshold of T 1T is still theoretically optimal and the performance of H1T is very close to that of T 1T . Totally, the performance ratios of all strategies in this case are very similar to those generated in the same settings (except for the issue of n) shown in Figure 2 (left). Considering the increased complexity of the problem, our solutions are robust under dynamic environments. General Time Windows Analogously, we also evaluate the strategies in the case of general time windows and unknown n. Figure 3 (right) illustrates the experimental results, which are quite similar to those shown in Figure 2 (right), except for the results where t/n = 0.2. This indicates the robust and adaptive properties of our approach of defining key parameters and using the EA to learn their optimal values.
Non-uniform Distributions
Further, we evaluate the strategies in more general and complex settings where the random distributions of the starts of time windows and the payments are non-uniform distributions. We experiment various settings, e.g. all payments being exponentially distributed or all starts being normally distributed around a slot close to one end of T ; the resulting average-case performance ratios are between 1.09 to 1.22.
Related Work
Our problem relates to the online weighted bipartite matching problem, which is to assign each of sequentially arriving requests to one of the servers given in advance to maximize/minimize the total weight of the matching being produced [10, 11] . Instead of accepting all requests, we focus on selecting a subset of requests to maximize the utility. Thus, our problem is also similar to the multiple secretary problem, which is to select the best m items out of the total n > m items in an online fashion [1] . Instead of the ordinal criterion, Babaioff et al. present generalized secretary problems as a framework for online auctions which defines the objective in terms of the numerical values of items [2] . Different from these models, the selection problem studied by us involves a special assignment, i.e. interval scheduling [8] ; this combination is also known as an online problem of admission control [9, 6] . Given that jobs arrive online, a scheduler needs to choose whether to schedule each job to maximize the gain. An acceptance notification can either be given when the job really starts or be given once it can be feasibly scheduled. The latter is the same as the requirement of our problem, but our model permits all accepted jobs to be rescheduled. The scheduling part in our work may be relatively easy, but the online acceptance decision becomes more complex. The reason is that the decision on the current job may influence the decisions about all future jobs in our problem rather than the next few jobs in the problem of interval scheduling.
The problem in [7] is more similar to our work, but the goal is different. They use greedy algorithms, e.g. accepting any job which can be feasibly scheduled (with commitment), and analyze competitive-ratios of these algorithms. We focus on the development of acceptance strategies to maximize the profit rather than the server's utilization and provide exact solutions. Their algorithm called GREEDY can indeed be used for our problem as well and is actually very similar to our single-threshold strategy with a low value. Comparing the resulting average-case performance ratios, on average our other threshold-algorithms perform much better than the GREEDY algorithm. Summarizing, our model's uniqueness lies in the combination of scheduling and selection, which are influenced by each other during the whole decision process. Our approach also provides a new direction of solving this kind of online decision problem and we evaluate the performance of online solutions by the average-case performance ratio instead of the worst-case competitive ratio.
Conclusion and Future Work
In this paper, we have introduced and studied an online decision problem which requires an agent to make acceptance decisions on sequential job offers. The objective is to maximize the utility, the sum of the payments of all accepted jobs. During the whole offering process, the agent's concern is the limited time resources and the expectation of high-payment jobs in the future.
We have presented both theoretical and heuristic solutions. In a fundamental case with unit time windows and uniform distributions, when it is necessary to use the simplest one, our theoretical single threshold strategy T 1T can provide the optimal value of the threshold. Our theoretical n threshold strategy T nT can generate the theoretically optimal outcomes in expectation when the number of jobs n is known and still has the best performance amongst all proposed strategies when n is unknown. From fundamental settings to complex settings, compared to the optimal offline solutions, the average-case performance ratios achieved by our online solutions are around 1.1. Overall, the strategy of three-piece piecewise linear function P LF 3 performs very close to the theoretically optimal online solution in the fundamental case and shows the best performance in all complex settings. As it only has 6 parameters determined by the EA, we say it is a high performance solution which can be specified in a short time. Other heuristics, e.g. H1T, H3T, P LF, P LF 2, are also very good online solutions requiring even less EA searching time. Even without sufficient training, strategy HnT also generates good results and its performance can be improved if time permits.
Through the experimental analysis, we have pointed out the impact of one key factor, i.e. the ratio between the number of slots and the number of jobs t/n, on the strategy performance. When t/n is at the middle part of [0, 1], the online decision is most difficult. Although the performance of our solutions is a little lower in this part, the performance ratios between 1.09 and 1.22 illustrate the advantage of our solutions for this dynamic problem. Given various settings, in which it is difficult to find any analytical clue, our solutions show their generality, robustness and adaptivity. Although we make an assumption of unit processing time for all jobs, this work provides an approach that also applies to more generic problems involving both acceptance decisions and complex scheduling. For instance, the heuristic strategies proposed by us could be used in settings with arbitrary length jobs.
Through this work, we have learned that EAs can be used to tune the relevant parameters for settings that are hard to analyze theoretically; this thus gives a general approach, which also works for new settings (although we don't know how good it is in new settings). We answered questions such as i) how to deal with acceptance decisions and scheduling separately, ii) how to find good acceptance strategies, even if it is very hard or impossible to derive an optimal strategy (in expectation) analytically, and iii) which heuristic strategy works best (PLF3), and why (a good balance between accuracy and number of parameters).
In our future work, we would like to derive theoretically optimal solutions for general time windows in addition to our heuristic solutions. Another interesting topic is to extend the problem to a model where the processing time of jobs can vary. We may still use the approach presented in this work but need to add other key factors especially related to scheduling to achieve good results in complex environments. Analysis of competitive-ratios of our algorithms will also be included in our next work.
