Abstract-Estimating the number of signals is a fundamental problem in many scientific and engineering fields. As a well-known estimator based on random matrix theory (RMT), the RMT estimator estimates the number of signals via sequentially testing the likelihood of an eigenvalue as arising from a signal or from noise. However, the RMT estimator does not consider the interaction term among eigenvalues, so it tends to down-estimate the number of signals as some signals will be buried in this interaction term. In order to overcome this problem, in this paper we focus on developing novel RMT estimators by incorporating the Lawley's theory into random matrix theory. Firstly, we derive a novel decision statistics for signal number estimation by incorporating the Lawley's theory into random matrix theory, and then propose a signal-search RMT estimator for signal number estimation. Secondly, we analyze the effect of the interaction term among eigenvalues on the estimation performance of the signal-search RMT estimator and the RMT estimator. It shows that the signal-search RMT estimator has better detection performance than the RMT estimator when some signals are buried in the interaction term among eigenvalues, but has larger over-estimation probability than the RMT estimator when there are no signals or when all signals are strong enough to be detected by the RMT estimator. Thirdly, in order to overcome the individual drawbacks of these two estimators, we derive analytical formulas for the over-estimation probability of the signal-search RMT estimator and the down-estimation probability of the RMT estimator, and propose a signal-noise search RMT estimator which can adaptively select its decision criterion between the RMT estimator and the signal-search RMT estimator. Finally, simulation results show that the signal-noise search RMT estimator significantly outperforms the existing estimators including the RMT estimator, the classic AIC and MDL estimators, and the modified AIC estimator.
I. INTRODUCTION
STIMATING the number of signals in a linear mixture model is a fundamental problem in statistical signal processing and array signal processing [1] - [6] . In the signal processing literature, two most common estimators for this problem are the Akaike information criterion (AIC) and minimum description length (MDL) [7] - [8] which are based on the eigenvalues of the sample covariance matrix, both derived from information theoretic considerations [7] . As noted in [24] - [25] , though the MDL estimator is consistent as sample size ∞ → n , it fails to detect signals at low signal-to-noise ratio (SNR). In contrast, while the AIC estimator is able to detect low SNR signals, it is inconsistent as ∞ → n , having a non-neglible probability to overestimate the number of signals for 1 >> n . Moreover, neither of MDL and AIC estimators performs well when the system size is comparable to the sample size. In addition, neither of MDL and AIC is applicable to large aperture arrays with a large number of sensors larger than the number of samples.
The large random matrix theory [10] - [11] has become a powerful tool to deal with the case when the sample size is of the same order of the system size. The random matrix theory concerns both the distribution of noise eigenvalues and of the signal eigenvalues in the large-system-size large-sample-size asymptotic region [12] - [22] . As is justified by these works, the random matrix theory provides a more precise approximation for the distribution of the sample eigenvalues in finite sample size settings than the classical multivariate statistical theory. In recent years, the use of random matrix theory in estimating the number of signals or weak signal detection has attracted much attention [5] , [23] - [28] . In these methods, results on the spectral behavior of random matrices are applied to the problem of detecting the number of signals in a noisy linear mixture. As shown in [12] - [15] , the fluctuation of the largest noise eigenvalue of the sample covariance matrix can be modeled by the celebrated Tracy-Widom distribution under the assumption of Gaussian data. Based on this result, the authors in [24] proposed a RMT estimator to estimate the number of signals via detecting the largest noise eigenvalues. In this estimator, a Signal-noise search RMT estimator with adaptive decision criterion for estimating the number of signals based on random matrix theory Huiyue Yi, Member, IEEE method is proposed to estimate the noise level, and the Tracy-Widom distribution is utilized to construct the thresholds for the sequential tests. In the sequential tests, the thresholds are designed to control the overestimation probability. In [5] , a two-step test procedure based on random matrix theory is proposed for source enumeration. In this method, the second step is based on a likelihood ratio test to reduce the underestimation occurred in its first-step test. As illustrated in [5] , this second-step test is suboptimal because only the marginal pdfs are utilized to compute the likelihood ratio, and it is not easy to derive an explicit expression for the test threshold.
In [25] , the authors analyze the detection performance of the AIC estimator from the random matrix theory point, and propose a modified AIC estimator with a small increase in the penalty term. This modified AIC estimator has a better detection performance than the MDL with a negligible overestimation probability, but is inferior to the RMT estimator. Moreover, finding the optimal penalty term is still an open question. As were analyzed in [24] - [28] , a shortcoming of the sample-eigenvalue-based detection scheme is that it just might not be possible to detect low-level or closely spaced signals when there are too few samples available. In other words, if the signals are not strong enough and not spaced far enough part, then not only will the RMT estimator consistently down-estimate the number of signals but so will any other sample-eigenvalue-based detectors. As proved in [29] - [31] , there exists interaction among eigenvalues when the number of samples is limited. However, as illustrated in [24] , the RMT estimator does not consider the interaction term among eigenvalues when the sample size is limited. Since weak signals will be buried in the interaction term among eigenvalues, the RMT estimator tends to down-estimate the number of signals when there are weak signals for limited sample size. In order to overcome this problem, in this paper we propose a signal-noise search RMT estimator by utilizing the results regarding the asymptotically norm distribution of the sample signal eigenvaleues [18] - [21] and its expectations [29] - [31] , which reflects the interaction among eigenvalues for limited sample size and system size. The main contributions of this work are summarized as follows:
(1) In Section Ⅲ. A, we firstly derive a novel decision statistics for signal number estimation by utilizing the results regarding the asymptotic distribution of the sample signal eigenvalues [18] - [21] and its expectations (i.e., Lawley's theory) for limited sample size [29] - [30] . Moreover, we derive the distribution of this decision statistics using the results form random matrix theory.
(2) In Section Ⅲ. B, based on this novel decision statistics, we propose a signal-search RMT estimator, which estimates the number of signals via sequentially testing whether this decision statistics is above a threshold to determine whether an eigenvalue is from a signal or from noise. In this sequential test, the threshold is designed to control the miss-detection probability of the signal-search RMT estimator.
(3) In Section Ⅲ. C, we analyze the effect of the interaction term among eigenvalues on the estimation performance of the RMT estimator and the signal-search RMT estimator. It shows that the signal-search RMT estimator has better detection performance than the RMT estimator for the case when some signals are buried in the interaction term among eigenvalues, but has larger over-estimation probability than the RMT estimator for the cases when there are no signals or when the signals are strong enough to be detected by the RMT estimator. (4) In order to overcome the drawbacks of the RMT estimator and the signal-search RMT estimator, in Section Ⅲ. D we firstly derive analytical formulas for the over-estimation probability of the signal-search RMT estimator and the down-estimation probability of the RMT estimator. Based on this, we propose a signal-noise search RMT estimator which can adaptively select its decision criterion between the RMT estimator and the signal-search RMT estimator to successfully avoid both the large over-estimation probability of the signal-search RMT estimator and the large down-estimation probability of the RMT estimator. Consequently, the signal-noise search RMT estimator can detect weak signals buried in the interaction term among eigenvalues.
Finally, extensive simulations are presented to compare the detection performance of the proposed signal-noise search RMT estimator to the existing methods including the RMT estimator [24] , the classic AIC and MDL estimator [7] - [8] , and the modified AIC estimator [25] . Simulation results show that the proposed signal-noise search RMT estimator significantly outperforms the existing estimators. This paper is organized as follows. In Section Ⅱ, we present the problem formulation, the mathematical preliminaries from the random matrix theory and the prior works. In Section Ⅲ, we firstly present the signal-search RMT estimator. Then, we analyze the effect of the interaction term among eigenvalues on the estimation performance of the RMT estimator and the signal-search RMT estimator, and describe the signal-noise search RMT estimator. Simulation results that illustrate the superior estimation performance of the proposed signal-noise search RMT estimator over the existing methods are presented in Section Ⅳ. Finally, conclusions are drawn in Section Ⅴ.
II. PROBLEM FORMULATION, RANDOM MATRIX THEORY AND PRIOR WORKS
In this section, we firstly introduce the data model and problem formulation. Then, we provide the mathematical preliminaries from the random matrix theory and the Lawley's theory. Finally, we describe the RMT estimator in [24] , which will be utilized in the development of our signal-noise search RMT estimator In Section Ⅲ.
A. Data Model and Problem Formulation
In many signal processing applications, the observation vector can be modeled as a superposition of finite number of signals embedded in additive noise. As in [24] , we consider the following standard linear p -dimensional linear mixture model for signals impinging on an array with p sensors. Let 
Then, if the true covariance matrix Σ was known, the dimension of the signal dimensions can be determined from the smallest eigenvalues of Σ. In practice, the problem is that we can only get finite samples of observations and thus the true covariance matrix Σ is unknown. As a result, the problem is to determine the number q of signal components from n finite i.i.d. noisy samples
complex Gaussian snapshot vectors in (1).
We denote by n S the sample covariance matrix of the n
Let the sample eigenvalus of n S be
Estimating the number of signals q from finite samples is a model order selection problem for which there are many approaches. In the nonparametric setting, most methods are based on the eigenvalus of the sample covariance matrix. In particular, two well-known classical AIC and MDL estimators [7] - [8] are based on the fact that the sample covariance approximates the population covariance matrix well when sample size is large. However, this does not hold for the case when
The random matrix theory is a powerful tool to characterize the distribution of the sample eigenvalues for the case when [22] . Nevertheless, the random matrix theory has been used for signal detection and estimation [5] - [6] , [23] - [28] , and these methods have superior detection performance over the classical methods. In this paper, we will further consider inferring the unknown number q of signals from the n samples
under the nonparametric setting in the large-system-size large-sample-size region from the viewpoint of random matrix theory.
B. Mathematical preliminaries from random matrix theory
In most cases, the number of sources is much smaller than the system size, i.e., p q << , which means that the
is a low rank perturbation of an identity matrix. Such a population covariance matrix is called as the spiked covariance model [16] - [22] , where all eigenvalues of the population covariance matrix are equal except for a small fixed number of distinct "spike eigenvalues". As the key goal in nonparametric estimation of the number of sources is to distinguish between noise and signal eigenvalues, in this subsection we will review some related results under this spiked covariance model regarding the asymptotic distribution of the eigenvalues of the sample covariance matrix n S . These results will be utilized in the development of our signal-noise search RMT estimator described in next Section.
The first result describes the asymptotic distribution of the largest eigenvalue of a pure noise matrix [12] - [15] . µ and p n, σ , respectively, are functions of n and p only [12] - [15] . For real valued noise, the following formulas provide ) (
convergence rate in (4), see [14] 2 ,
The second result describes the phase transition phenomenon for the signal eigenvalues in the spiked covariance model [16] - [20] . If the signal strength is not larger than a certain threshold, the corresponding signal eigenvalue converges to the upper limit of the support of the Marcenko-Pastur density, otherwise it is pulled up to a higher limit. Suppose that the fourth moment of the entries of n S exists. Then, in the joint This detection threshold captures the fundamental limit of the sample eigenvalue-based source number estimation methods in [5] , [23] - [28] , which means that the asymptotically detectable signal must have signal strength larger than γ σ λ 
While asymptotically there are no signal-signal interactions among signal eigenvalues, we need to take into account the interaction among eigenvalues for finite p and n . In [29] - [31] , a more accurate expression for the expectation value of the sample eigenvelue (12), the sample eigenvalues are highly affected by a bias, which is caused by the interaction among the eigenvalues. Moreover, the interaction term are non-negligible for finite values of p and n .
C. Prior works
As stated in (4) Based on this observation, a RMT estimator was proposed in [24] to estimate the number of signals via detecting the largest noise eigenvalues. The RMT estimator is based on a sequence of hypothesis tests, for
For each value of k , the noise level
l correspond to noise using the noise estimator introduced in [24] , and test the likelihood of the k th eigenvalue k l as arising from a signal or from noise, as follows:
For this test to have a false alarm with asymptotic
The value of ) (α s can be calculated by inverting the Tracy-Widom (TW) distribution, and this inversion can be computed numerically by using the software package 1 . If (14) is satisfied 0 H is accepted and k is increased by one.
Otherwise, 
As can be seen from (12), there exists interaction term among eigenvalues when the number of samples n is limited.
However, the RMT estimator given by (16) does not consider this interaction among eigenvalues. Consequently, the interaction among eigenvalues will affect the detection performance of the RMT estimator for finite p and n . As will be analyzed in Section Ⅲ .C, the RMT estimator tends to down-estimate the number of signals for the cases when some signals are buried in the interaction term among eigenvalues, In order to overcome this problem, in next Section we will develop a signal-noise search RMT estimator by utilizing the results regarding the asymptotically norm distribution of the sample signal eigenvalues given by (9) and the expectation value of the sample eigenvelues given by (12) .
III. SIGNAL-NOISE SEARCH RMT ESTIMATOR WITH ADAPTIVE DECISION CRITERION
In this Section, we firstly derive a novel decision statistics for signal number estimation using the results from (9) and (12), and derive its distribution. Then, based on the distribution of this decision statistics, we propose the signal-search RMT estimator for signal number estimation via sequentially testing the likelihood of an eigenvalue as arising from a signal or from noise. Moreover, we analyze the effect of the interaction term among eigenvalues on the detection performance of the proposed signal-search RMT estimator. Finally, we propose a signal-noise search RMT estimator by making use of the benefits of both the RMT estimator and the signal-search RMT estimator while avoiding their individual drawbacks.
A. Novel decision statistics for signal number estimation
In this subsection, we derive a novel decision statistics for signal number estimation using the results from (9) and (12) . For simplifying the notations, we firstly define:
Then, we introduce the following decision statistics 2 / ) (
Since the sample eigenvalue i l is of the normal distribution given by (9) , it is easy to derive that i z follows the normal distribution:
From the mean and variance of i l given by (10) and (11), we can easily obtain the mean and standard deviation of i z as follows: 
B. Signal-search RMT estimator
In order to utilize (23) for signal number estimation, it requires to know the noise level 2 σ and the signal strength i λ .
For this purpose, we can utilize the approximately self-consistent method introduced in [24] to jointly estimate the sample signal strength and the noise level via solutions of the following non-linear system of equations:
This system is solved iteratively starting from an initial 
Then, the decision criterion (23) becomes
Based on (28), our signal-search RMT estimator is based on a sequence of hypothesis tests, for 
H is accepted and k is increased by one. Otherwise, the number of signals is estimated as
As can be seen from (19) , the interaction term i ν among eigenvalues will affect the detection performance of the signal-search RMT estimator given by (32) for finite p and n , which will be analyzed in next subsection.
C. Performance analysis
As were discussed in previous Sections, the RMT estimator in (16) is designed to control its over-detection probability, while the signal-search RMT estimator in (32) is designed to control its miss-detection probability. However, the interaction term in (12) among eigenvalues has a non-negligible effect on the detection performance of both the RMT estimator and the signal-search RMT estimator for finite values of p and n .
Therefore, we propose to use the expectations in (12) from Lawley's theory and the results from random matrix theory to analyze the performance of these two estimators.
Denote by q H the hypothesis that the true number of sources is q . Then, the probability of estimating the number of signals incorrectly (i.e., misdetection probability) is defined as f m q e P P HP P
where the probability of underestimation m P and the probability of overestimation f P are, respectively, given by
Then, we analyze the performance of the RMT estimator and the signal-search RMT estimator in the following two cases:
(1) Firstly, it is assumed that q λ has multiplicity one and
, so that the main source of error is the miss-detection of the th q sample eigenvalue.
From (17), we obtain
, and it tends to increase q z in (19) .
As a result, the term q ν increases the detection probability of the signal-search RMT estimator given by (32), and thus decreases its miss-detection probability. In order to derive this miss-detection probability, from (19) and (23) we can obtain
(37) For notational simplicity, we denote the right hand side (RHS) of (37) as q ξ :
Then, the miss-detection probability of the signal-search RMT estimator when considering q ν is given by
On the other hand, the term q ν tends to decrease the eigenvalue q l . As a result, it will increase the miss-detection probability of the RMT estimator in (16) . For simplifying the notation, we denote
Then, the miss-detection probability Then, the over-detection probability will decrease the over-detection probability of the RMT estimator given by (16) . Based on above discussions, the signal-search RMT estimator has larger over-detection probability than the RMT estimator in this case.
In summary, the signal-search RMT estimator has better detection performance than the RMT estimator for the cases when some signals are buried in the interaction term among eigenvalues, but has larger over-detection probability than the RMT estimator for the cases when there are no signals or when the signals are strong enough to be detected by the RMT estimator. This observation motivates us to develop a signal-noise search RMT estimator with adaptive decision criterion which can make the benefits of these two estimators while avoiding their individual drawbacks in next sub-section.
D. Signal-noise search RMT estimator with adaptive decision criterion
In order to test the likelihood of the k th eigenvalue k l as arising from a signal or from noise, the signal-noise search RMT estimator is based on a sequence of hypothesis tests, for
From the analysis in Section Ⅲ.C, the signal-search RMT estimator tends to overestimate the number of signals as compared with the RMT estimator when there are only strong signals but has better detection performance than the RMT estimator when there are weak signals. In order to make benefits of both the signal-search RMT estimator in (32) and the RMT estimator in (16) while avoiding their individual drawbacks, the signal-noise search RMT estimator can adaptively selecting its decision criterion between (14) and (31) according to the following two steps:
Step 1:
In order to overcome the down-estimation probability of the RMT estimator for the cases when there are weak signals, we derive the misdetection probability of the signal-search RMT estimator with/without considering k ν ′ , and the misdetection probability of the RMT estimator with/without considering k ν ′ under the assumption that the eigenvalue k l is arising from a signal. For this purpose, we begin with obtaining the decision thresholds of the RMT estimator and the signal-search RMT estimator when assuming that the eigenvalue k l is arising from a signal. According to (14) , the decision threshold of the RMT estimator is given by
According to (41), the decision threshold of the signal-search RMT estimator is given by
Firstly, we derive the down-estimation probability of the RMT estimator when assuming that k l is arising from a signal.
According to (40) and (44), the miss-detection probability and over-detection probability of the RMT estimator with considering k ν ′ are, respectively, given by
Then, the down-estimation probability
(50) Secondly, we derive the misdetection probability of the RMT estimator without considering k ν ′ . According to (40) and (44), the miss-detection probability and over-detection probability of the RMT estimator without considering k ν ′ are, respectively, calculated as
Then, the misdetection probability (53) Thirdly, we compute the misdetection probability of the signal-search RMT estimator with considering k ν ′ . According to (39) and (43), the miss-detection probability and over-detection probability of the signal-search RMT estimator when considering k ν ′ are, respectively, calculated as . In order to test whether the k th eigenvalue k l is arising from a signal, the signal-noise search RMT estimator adaptively selects its decision criterion in the following way:
, we can conclude that k l may be arising from noise. As a result, the decision criterion in (14) should be selected to test the likelihood of the k th eigenvalue k l as arising from a signal or from noise. . In this case, we firstly derive the misdetection probability of the RMT estimator when assuming that k l is arising from a signal.
Then, the misdetection probability 
In order to test whether the k th eigenvalue k l is arising from a signal, the signal-noise search RMT estimator adaptively selects its decision criterion in the following way: (14) while k l is actually arising from a signal in this case. In order to overcome the higher over-estimation probability of the signal-search RMT estimator and higher down-estimation probability of the RMT estimator, we should proceed to step 2 to further determine whether k l is arising from a weak signal or from noise when
Step 2:
In this step, we should derive the over-estimation probability of the signal-search RMT estimator and the down-estimation probability of the RMT estimator. To this aim, the decision threshold of the RMT estimator should be determined under the assumption that k l is arising from noise, while the decision threshold of the signal-search RMT estimator should be determined under the assumption that k l is arising from a signal.
When assuming that k l is arising from noise, the decision thresholds of the RMT estimator corresponding to the eigenvalue k l is given by ( )
When assuming that k l is arising from a signal, the decision threshold of the signal-search RMT estimator is given by
(64) Firstly, we compute the misdetection probability of the RMT estimator when assuming that k l is arising from a signal.
According to (40) and (44), the miss-detection probability and over-detection probability of the RMT estimator when not considering k ν ′ are, respectively, given by
Then, the misdetection probability
RMT estimator when assuming that k l is arising from a signal is given by
(67) Secondly, we compute the misdetection probability of the RMT estimator. According to (40) and (44), the miss-detection probability and over-detection probability of the RMT estimator are, respectively, calculated as
Then, the misdetection probability (43), the miss-detection probability and over-detection probability of the signal search RMT estimator when considering k ν ′ are, respectively, calculated as
Fourthly, we compute the misdetection probability of the signal-search RMT estimator without considering k ν ′ .
According to (39) and (43), the miss-detection probability and over-detection probability of the signal-search RMT estimator when not considering k ν ′ are, respectively, given by
, the signal-search RMT estimator tends to over-estimate the number of signals. Consequently, k l may be arising from noise or a strong signal. As a result, the signal-noise search RMT estimator selects its decision criterion in the following way:
, we can conclude that k ν ′ should be considered in testing the likelihood of the k th eigenvalue k l as arising from a signal or from noise. Therefore, the decision criterion in (31) should be selected to test the likelihood of the k th eigenvalue k l as arising from a signal or from noise.
Then,
is satisfied, and k is increased by one. Otherwise, the number of signals is estimated as
, we can conclude that k ν ′ should not be considered in testing the likelihood of the k th eigenvalue k l as arising from a signal or from noise. As a result, the decision criterion in (14) should be selected to test the likelihood of the k th eigenvalue k l as arising from a signal or from noise.
To summarize, through adaptively selecting its decision criterion between (14) and (31), the signal-noise search RMT estimator achieves the following two objectives: (a) When there are no signals or only strong signals, the signal-noise search RMT estimator selects the decision criterion in (14) to test the likelihood of the k th eigenvalue k l as arising from a signal or from noise. Therefore, the signal-noise search RMT estimator has the same over-estimation probability as the RMT estimator, and avoids the higher over-estimation probability of the signal-search RMT estimator. (b) When there are weak signals, the signal-noise search RMT estimator selects the decision criterion in (31) to test the likelihood of the k th eigenvalue k l as arising from a signal or from noise. Consequently, the signal-noise search RMT estimator successfully detect the weak signals buried in the inter-action term k ν ′ . As a result, it has the same detection probability as the signal-search RMT estimator, and successfully avoids the higher down-estimation probability of the RMT estimator. As will be evaluated by intensive simulations in next section, the signal-noise search RMT estimator will outperforms the RMT estimator and the signal-search RMT estimator.
IV. SIMULATIONS AND DISCUSSIONS
In this section, we examine the performance of the proposed signal-search RMT estimator in (32) and the signal-noise search RMT estimator in Section Ⅲ.D, and compare them to the standard MDL and AIC estimators [7] - [8] , modified AIC estimator [25] . In this simulation, we consider three cases: (a) the case without signals; (b) the case with one strong signal, and (c) the case with multiple strong signals. In these cases, the misdetection probability is mainly the over-estimation probability. Fig. 1 shows the over-estimation probability of the signal-search RMT estimator and signal-noise search RMT estimator as a function of the As was predicted by the theoretical analysis, it can be seen from Fig. 1, Fig. 2 and Fig. 3 that the signal-noise search RMT estimator has the same over-estimation probability as the RMT estimator, and overcomes the higher over-estimation probability of the signal-search RMT estimator. In addition, the conventional AIC estimator has non-negligible over-estimation probability. Though the MDL estimator and the modified AIC estimator has zero over-estimation probability, but they will have much larger down-estimation probability when there are weak signals, which will be illustrated in later simulations. . As can be seen from Fig. 4 , the signal-noise search RMT estimator has better detection performance (with an improvement up to 16%) than the RMT estimator for relatively small system size, and it will have the same misdetection probability as the RMT estimator as the system size becomes large. Moreover, the signal-noise search RMT estimator overcomes the large over-estimation probability of the signal-search RMT estimator when the system size becomes large. In addition, it seems that the MDL estimator and the modified AIC estimator do not work properly in this case. Though the AIC estimator has better detection performance than the signal-noise search RMT estimator and the RMT estimator, it has non-negligible over-estimation probability for the cases when there are no signals and when there are only strong signals, as shown in Fig.  1, Fig. 2 and Fig. 3 .
In summary, the signal-noise search RMT estimator avoids both the large over-estimation probability of the signal-search RMT estimator and the down-estimation probability of the RMT estimator while making use of their individual benefits. . In this simulation, we consider two cases: (a) the case without signals; and (b) the case with one strong signal. In these cases, the misdetection probability is mainly the over-estimation probability. As was predicted by the theoretical analysis, it can be seen from Fig. 5, Fig. 6 and Fig. 7 that the signal-noise search RMT estimator has the same over-estimation probability as the RMT estimator, and overcomes the higher over-estimation probability of the signal-search RMT estimator. In addition, it seems that the MDL estimator, the AIC estimator and the modified AIC estimator do not work properly in this case. As can be seen from Fig. 8 , the signal-noise search RMT estimator has better detection performance (with an improvement up to 28%) than the RMT estimator for relatively small system size, and it will have the same misdetection probability as the RMT estimator as the system size becomes large. Moreover, the signal-noise search RMT estimator overcomes the large over-estimation probability of the signal-search RMT estimator when the system size becomes large. In addition, it seems that the MDL estimator, the AIC estimator and the modified AIC estimator do not work properly when 
C. Performance comparison of the proposed estimator for various sample size when the system size is fixed
Firstly, we examine the over-estimation probability of the proposed signal-noise search RMT estimator when the system size p is fixed. In the following simulations, the system size will be set as 60 = p . Fig. 9 shows the over-estimation probability of the signal-noise search RMT estimator as a function of the sample size n for the case of no signal with As was predicted by the theoretical analysis, it can be seen from Fig. 9, Fig. 10 and Fig. 11 that the signal-search RMT estimator has much larger over-estimation probability than the RMT estimator. However, the signal-noise search RMT estimator overcomes the high over-estimation probability of the signal-search RMT estimator, and has the same over-estimation probability as the RMT estimator for all sample size n in these cases.
In addition, the conventional AIC estimator has non-negligible over-estimation probability. Though the MDL estimator and the modified AIC estimator has zero over-estimation probability when there are no signals or when there is one strong signal, but they will have much larger down-estimation probability than the signal-noise search RMT estimator when there are weak signals, which will be illustrated in later simulations as shown in Fig. 12 . Fig. 12 , the signal-noise search RMT estimator has much better detection performance (with an improvement up to 27%) than the RMT estimator for small to moderate sample size, but has the same detection performance as the RMT estimator when the sample size becomes large. Moreover, the signal-noise search RMT estimator avoids the high over-estimation probability of the signal-search RMT estimator when the sample size becomes larger.
In addition, the signal-noise search RMT estimator significantly outperforms the modified AIC estimator and the MDL estimator in this case. Again, though the AIC estimator has better detection performance than the signal-noise search RMT estimator for small sample size, it has non-negligible over-estimation probability when the sample size becomes larger. To summarize from the above simulations, the signal-noise search RMT estimator avoids both the large over-estimation probability of the signal-search RMT estimator and the down-estimation probability of the RMT estimator while making use of their individual benefits. Moreover, the signal-noise search RMT estimator has better detection performance than the existing estimators including the RMT estimator, the classic AIC and MDL estimators, and the modified AIC estimator.
V. CONCLUSIONS
As a well-known estimator based on the random matrix theory, the RMT estimator estimates the number of signals via sequentially testing the likelihood of the k th eigenvalue k l as arising from a signal or from noise. However, the RMT estimator tends to down-estimate the number of signals when there are weak signals because it does not consider the interaction among the eigenvalues when the system size and sample size are finite. In order to overcome the drawback of the RMT estimator, we have derived a novel decision statistics for signal number estimation by utilizing the asymptotic distribution of the sample signal eigenvalues, and derived the distribution of this decision statistics. Moreover, based on this decision statistics, a signal-search RMT estimator is proposed to detect the signals via sequentially testing whether the decision statistics is above a threshold. In the development of this signal-search RMT estimator given by (32), the utilized key quantity was the novel decision statistics given in (19) . This decision statistics can be seen as an estimate for the population signal strength, which especially facilitates the detection of weak signals.
Moreover, in the analysis of the proposed signal-search RMT estimator as well as the RMT estimator, the utilized key quantities were the terms (17) which reflect the interaction among eigenvalues when the number of samples is limited. As can be seen from our analysis, the signal-search RMT estimator has better detection performance than the RMT estimator for the case when some signals are buried in the interaction term among eigenvalues, but has larger over-estimation probability than the RMT estimator for the cases when there are no signals or when the signals are strong enough to be detected by the RMT estimator. In order to overcome the drawbacks of the proposed signal-search RMT estimator, we have proposed a signal-noise search RMT estimator by making use of the benefits of both the RMT estimator and the proposed signal-search RMT estimator while avoiding their individual drawbacks. In this signal-noise search RMT estimator, the utilized features is that the proposed signal-noise search RMT estimator can adaptively select its decision criterion between (14) and (31) . In this way, the signal-noise search RMT estimator successfully avoids both the over-estimation probability of the signal-search RMT and the under-estimation probability of the RMT estimator. Moreover, it avoids solving the open problem of finding the optimal penalty term in the AIC or MDL estimator. Finally, we have shown by simulations that the signal-noise search RMT estimator has much better detection performance than the existing estimators including the RMT estimator, the classic AIC and MDL estimators, and the modified AIC estimator.
