Two basic analytic functions A(Z) and p(z) dcfncd in domains depending on the location of the zeros of a complex polynomial P(z) are given by PI/Pn/(z -2) and P = (z 8)". Th ese functions are studied with respect to their growth and their Laurent expansion coefkients.
INTRODIJCTION
Associated with an nth-degree manic polynomial P(z) = P -l a,.z"-' -/-... ) a,,+,z + a, .--f (z -q.)
(1) t. .I are two functions, referred to as the coincidence functions X(Z) and P(z) which satisfy the relations and P(z) (z -/3(a))~l.
These functions arc quite basic in the theory of' the location of zeros of various functions of P(z) and its derivative and have been introduced by Walsh [3, 41 and studied further and applied, for example, in [I, 2, 5, 61 . In these studies a relatively simple case was considcrcd, namely, the case where a gap appears in the expansion of a(.~) and /3(z). No general formula for the coefficients of these functions was obtained and no relations that exist between the coefficients of U(E), ,8(z) and th osc of P(.z) were applied. It is the purpose of this note to close somewhat this gap. In Section 2 a general formula for the cocfhcicnts of t!lc expansion of .~(a) is obtained in terms of the power sums of Thz zeros of l'(z). Also a recursive relation !wtwcen theac cocrfciecrs and the coef5cicnts of P(z) is indicated. These basic relations arc applied to obtain growth estimates for the function a(:) in its domain of analyticity and its i,aurcnt expansion coefficients. Also one t>-pica1 zero location result is indicated.
In Section 3 a similar study is made of the function $(z) defined bp (3) and corresponding results arc obtained. In Section 4 an application of the previous results is made to the cast of polynomials with one fixed zero.
In Section 5 the particular case of a trinomial is considcrcd. ;Is an application of the general theory a necessary and sufficient condition is obtained for a trinomial to have ali its zeros in the closed interior or in the closed exterior of the unit disk.
This condition is cxpresscd as an analytical inequality and dif?ers from the classical conditions involving determinanta! inequalities or iterative calculations. Throughout this note it will be assumed for simplicity that all the zk , k : 1, 2,...> n, lie in tllc closed unit disc and the coefficients a,. in (1) will be defmcd also for k > n as uk = 0. In tilis cast it is kno\yn that the functions Z(Z) and P(Z) can bc defined as analytic functions in z for all a satisfying , z > 1, and such that a(~")1 < 1 and ' B(Z) :$ 1 there. I'\:e shall also denote by 1, , p : 1, 2 ,..., the sums 
Kow (6) is established by induction. One verifies directly that ca =z t,/n. Assuming (6) for all negative integers not exceeding K, and applying (7), WC deduce
This last relation is equivalent to (6) . 0 nc also notes that the number of terms multiplying l/n'.-* in cI; is (y). For instance,
where aj =.
-0 for j > ?z allow one to express the ck: in terms of the coefficients ak of P(z). Sometimes it is advantageous to use a direct relation between the ak and the clc . Although no simple direct formula, similar to (6), seems to exist, it is ASALYTIC FCSCTIOSS WITH POL\i~OSIIAL~ 467
possible to obtain a recursive relation similar to (7). 'I'his relation obtained from (2) 
where the conwntion .with regards to the coe$cients aj indicated hefore applies jor and throughout this note.
ConoLI.mY 2. Set #I, -1 max,GkG, t,: ' , tken
Yc.! ' ), +:(I kz)" forj=O,I ,..., p-1.
The upper hound is attained by p(x) :=: 1 +-z -'-.'. -1 zn, t, = cA : -(l/n)
(1 -+ l/n)" for k =-0, I ,..., n -1.
Proof. By (6) Concerning the growth of a(z) we have
Set a(2) be given by (2) , where all the zI; , k == 1, 2 ,..., 71 lie in tile closed unit disc. Then for p = 1, 2 ,... Proof. If x is a zero of P(z) -c which lies outside the closed unit disc, then by (3), p(x) = z -P for some choice of cl/n. By (13), Corollaries 5 and 6
Hence by Schwartz's lemma and the inequality 1 /I(x)/ < I for 1 z I > 1 we have
for I z ; > 1. Substituting the value of p(z) we obtain the desired result. We remark that (18) can be written as with f(z) =-: a"-r(,z -cl/n) and A -= pa,/(n(p -I)). This is generally better than the known result (2) and (3) 
Relation (10) with p = I combined with (21) and (23) implies Corollary 8.
THE CASE OF A TRINOMIAL
The case of a trinomial is particularly interesting since WC can explicitly evaluate all the coefficients. fndecd applying (9) to the irreducible trinomial p(z) = z'* + a#-D -r a,, , n ;t jp, we obtain 
Proof.
The function a(z) in our case satisfies by (2) and (10) 'I'hc necessary condition a,t I.; 1 follows from (24) since if u,, --1, Then the left-hand side of (24) exceeds a,, -(II -. p),p :: 0, while the right-h.md side is negative. Obvious!y the assumption a,, >a 0 in Theorem 2 does not iimit its gcncrality because a preliminary transformation of the form e'XI'(z~") will reduce P(,z) to the dcsircd form. Jf 21, < n, Theorem 2 can then be applied to the polynomial z'lP( l/z). lncqualit~-(24) will then give a necessary and sufiicicnt condition for the zeros and lie in the closed exterior of tl:c unit disc.
In the particular case of a quadratic equation arg a .I, nnc obtains the following neccssar); and sufficient condition for both zeros to lit in the closed unit disc.
It is possibic to pro\:c this inequality also directly 5ut not as convcnicntly.
\I'e conclude with a few remarks about the maximum .%I of the left-hand side of (24) which is attained , say for tl -. P. It is easy to see that 0' satisfies the cquation a, sin((72 --p) 0" f arg a,) :-sin(PIp) 0.
'rhese relations can be used for numerical calcula:ions.
