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We give a short self-contained proof of the disjoint unions theorem of Graham 
and Rothschild and of the non-repeating sums theorem of Rado, Foikman, and 
Sanders. The proof yields an iterated exponential upper bound for the functions 
involved in these results. 
1. INTRODUCTION 
Our concern here will be with the following two rather well-known 
theorems from the field of finite Ramsey theory. 
NON-REPEATING SUMS THEOREM. For each pair ofpositive integers r 
and k there is a positive integer n so that if { I,..., n) is partitioned into k 
pieces, then there is a set XC {I,..., n) of size r so that all non-repeating 
sums of elements of X lie in the same piece of the partition. 
DISJOINT UNIONS THEOREM. For each pair of positive integers r and k 
there is a positive integer m so that if the non-empty subsets of ( l,..., m) are 
partitioned into k pieces, then there is a set Y consisting of r pairwise disjoint 
non-empty subsets of {l,..., ml so that all non-empty unions of elements of Y 
lie in the same piece of the partition. 
The non-repeating sums theorem is generally attributed to Rado [4,5], 
Folkman (unpublished) and Sanders [6]; the disjoint unions theorem first 
appears in [2], where Graham and Rothschild derive it as a consequence of 
their very general partition theorem for n-parameter sets. It is not hard to see 
that the non-repeating sums theorem is an easy consequence of the disjoint 
unions theorem. One such derivation simply notes that if we define a 
functionf:Y({O ,..., n-l})-+{0 ,..., 2”-1) byf((i ,,..., i,,,})=2’1+...+2~m, 
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then f(s U t) = f(s) Uf(t) whenever s and t are disjoint subsets of 
P,..., n- 1). 
For positive integers r and k, let S(r, k) denote the least integer n having 
the property stated in the non-repeating sums theorem and let U(r, k) denote 
the least integer m having the property stated in the disjoint unions theorem. 
In Section 2 we give a short, self-contained proof of the disjoint unions 
theorem (and thus of the non-repeating sums theorem also), and in Section 3 
we use this proof to obtain an iterated exponential upper bound for S(r, k) 
and U(r, k). 
2. PROOF OF THE DISJOINT UNIONS THEOREM 
Before beginning the proof we will briefly comment on our notation and 
point of view. If T is a collection of pairwise disjoint non-empty sets, then 
NU(T) will denote the set of non-empty unions of elements of T. Notice that 
if T and D are both collections of pairwise disjoint non-empty sets and D C 
NU(T) then NU(D) G NU(T). As to our point of view, we will generally 
speak in terms of equivalence relations on a set s having k equivalence 
classes as opposed to partitions of Z into k pieces (or cells) or functions 
mapping ZQ” to a k element set. The reader who prefers one of these latter 
approaches will have no difficulty in appropriately recasting our proofs. 
The disjoint unions theorem is an easy consequence of the following two 
lemmas, the first of which uses the same basic idea found in the original 
proof of the Hales-Jewett theorem [ 3 1. 
LEMMA 2.1. For each pair of positive integers r and k, there is a (least) 
positive integer b = b(r, k) so that if V = (vl ,..., vb} is a pairwise disjoint 
collection of non-empty sets and z is an equivalence relation on NU(V) with 
at most k equivalence classes, then there exists a pairwise disjoint collection 
D = {d, ,..., d,} 5 NU(V) so that d, rz d, U s for every s E NU(D). 
ProoJ We proceed by induction on r, starting with the trivial obser- 
vation that b( 1, k) = 1 for every k. For r > 1, we claim that 
b(r, k) < (k + 1) + b(r - 1, $(k2 + k3)). (1) 
For the proof of (l), suppose that b = (k + 1) + b(r - 1, f(k2 + k3)), V = 
IV I,***, va} is a pairwise disjoint collection of non-empty sets, and z is an 
equivalence relation on NU(V) with equivalence classes A i ,..., A,. For each 
t E NU({v,+,,..., vb}) choose a triple f(t) = (I), q, i) so that 1 Q p < q < 
k + 1, 1 < i < k, and so that both U (vi ,..., up} U t and U {v, ,..., vq} U t are 
in Ai. Now define a new equivalence relation = on NU({vk+*,..., vb}) by 
THE DISJOINT UNIONS THEOREM 341 
t, = t, iff f(ti) = f(t2). Since the number of equivalence classes with respect 
to E is at most (“z ‘) . k = i(k* + k3), our choice of b yields a pairwise 
disjoint collection T = (t, ,..,, t,- I } c NU( ( uk+ z ,..., vb}) of r - 1 non-empty 
sets so that t, z t, Us’ for every s’ E NU(T). This yields a pair p and q with 
1 < p < q < k + 1 so that for every s’ E NU(T), 
u {u,,***, v,p.Jt,Us’dJ {u I’..‘, v,}Ut, 
z u {v, )...) v,} u t, z u {v, )...) vq} u t, Us’. (2) 
Finally, let D = (d,, d, ,..., d,- [, d,}, where 
di = U {v, ,...) up) U t, if i=l 
di = ti if i = 2,..., r - 1 (3) 
di=U {v p+lY-, vql if i = r. 
It remains only to show that d , z d, Us for every s E NV(D). Given s E 
NU(D), let s’ = s - lJ {vi ,..., vk+, ). Then s’ E NU(T). If s’ does not contain 
d,, then it follows from the first part of (2) and (3) that 
d,Us= U {v, ,..., v,}Ut,Us’z iJ (v ,,..., v,}Ut, =d,. (4) 
On the other hand, ifs’ contains d,, then (2) and (3) again yield 
d, = U {v ,,..., up} u t, z U {v, ,..., vq} u t, 
z u Iv, ,a*-, u,}Ut,Us’=d,Us. I (5) 
LEMMA 2.2. For each pair of positive integers r and k, there is a (least) 
positive integer c = c(r, k) so that if V = (v, ,..., v,} is a pairwise disjoint 
collection of non-empty sets and z is an equivalence relation on NU(V) with 
at most k equivalence classes, then there exists a pairwise disjoint collection 
E = {e, ,..., e,) c NU(V) so that for each i = l,..., r we have that ei z ei U s 
whenever s E NU( { ei,..., e,)). 
ProoJ: The proof is by induction on r, again starting with the trivial 
observation that ~(1, k) = 1 for every k. For r > 1, we claim that 
c(r, k) < b(l + c(r - 1, k), k). (6) 
For the proof of (6), suppose that c = b(1 + c(r - 1, k), k), V = {v, ,..., vC} is 
a pairwise disjoint collection of non-empty sets and z is an equivalence 
relation on NU(V) with at most k equivalence classes. By Lemma 2.1 and 
our choice of c we get a pairwise disjoint collection D = 
(e,,d,,...,d,,,-,,,,} GNU(V) so that e, x e, Us for every s E NU(D). But 
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now if we apply the inductive hypothesis to W = {d, ,..., dCcl- I ,kI} we get a 
pairwise disjoint collection E’ = { e2 ,..., e,} c NU( IV) z NU( v) so that for 
each i = 2,..., r we have that e, z ei U s whenever s E NU( ( ei,..., e,}). It 
follows that E = {e,, e2 ,..., e,} has the desired property. i 
The disjoint unions theorem now follows easily. In fact, we claim that 
U(r,k)<c(rk-k+ 1,k). (7) 
To see that (7) holds, suppose n = c(rk - k + 1, k) and that A, ,..., A, is a 
partition of the non-empty subsets of {I,..., n}. Let V= {{l},..., {n)} and let 
z be the equivalence relation on MY(V) given by s z f iff for some i E 
{ l,..., k} we have s E Ai and t E Ai. Let E = {e, ,..., erkmk+ ,} E NU(V) be as 
guaranteed to exist by Lemma 2.2. Since z has only k equivalence classes 
and we have (r - 1)k + 1 e’s, it follows that we can find D = (e,,,..., e,,} c E 
so that eiD z e, for every p, 4 < r. But now we clearly have NJ(D) s A i for 
some i = l,..., i and this completes the proof. 
3. UPPER BOUNDS 
Recall that U(r, k) and S(r, k) are the functions associated with (respec- 
tively) the disjoint unions theorem and the non-repeating sums theorem. The 
derivation of the latter theorem from the former that we sketched in the 
Introduction shows that 
S(r, k) < 2”(r*k). (8) 
Our goal in this section is to show that the following is a consequence of the 
proof given in Section 2. 
THEOREM 3.1. 
Prooj Let b(r, k) and c(r, k) be the functions given in (respectively) 
Lemmas 2.1 and 2.2. We begin by obtaining bounds for these. 
LEMMA 3.2. b(r, k) < 2(r-2’k(3r-” < kC3” for r, k > 2. 
Proof: The second inequality is trivial; we prove the first by induction 
on r. From the proof of Lemma 2.1 we know that b( 1, k) = 1 for every k and 
that for r > 1, b(r, k) < (k + 1) + b(r - 1, f(k2 + k3)). Hence, if r = 2 and 
k > 2 we see that 
b(2, k) < (k + 1) + b(1, j(k2 + k3)) = k + 1 + 1 = k + 2 < k3 = 2’kC3”. 
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The inductive step requires the observation that we have b(r, k) > k for r > 2 
(i.e., let z be defined on NU( ( { 1 },..., {k}}) by s z t iff s and t have the same 
number of elements). In particular then, if r, k > 2 we have b(r, k3) > k3 > 
k + 1. Given this, we have for r > 3 and k > 2 that 
b(r, k) < (k + 1) + b(r - 1, f(k2 + k3)) < 2b(r - 1, k3) 
< 2 . 2”-3’(k ) 3 (3’-*) _ 2*-2k(3.3’-‘) = 2(r-Z)k(3’-‘). - 
LEMMA 3.3. 
c(r, k) < k”” 12cr-l) for r, k > 2. 
Prooj We proceed by induction on r, using the fact (from the proof of 
Lemma 2.2) that c(r, k) < b( 1 + c(r - 1, k), k). For r = 2 we need to observe 
that in the proof of the previous lemma we actually showed that b(2, k) < k3. 
Using this and the fact that ~(1, k) = 1 we get 
~(2, k) < 6(1 + ~(1, k), k) = b(2, k) < k3 and 2 = 2(2 - 1). 
Now, for r > 2 the desired result follows easily using Lemma 2.2. That is, 
c(r, k) < b(1 + c(r - 1, k), k) < b(m, k), where m = k3k ...3]21r-*,; 
and 
.3 2 
qm, k) < ,&“’ )}2(r-2) = ,+ }z(r+ 
Theorem 3.1 follows immediately from Lemma 3.3 and our proof in 
Section 2 that U(r, k) < c(rk - k + 1, k). That is, the height of the “stack” 
for U(r,k)is2(rk-k+l-1)=2(rk-k)=2k(r-1). 
There is a notation for iterated exponentials, but one that is apparently not 
too common. That is, for positive integers m and n we define “m inductively 
as 
‘m=m, 
(n+ urn = m’“m’. 
Thus “m is an exponential stack of m’s of height n. In terms of this notation, 
we obtain the following. 
COROLLARY 3.4. U(r, 2) < (4r-4)3 and S(r, 2) < (4r-3)3. 
Using the probabilistic method as described in the monograph [ 1 ] of 
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Erdos and Spencer, it is not difficult to show that for r > 4 one has U(r, 2) > 
2’/log(2r), and hence that for any c < 1 one has U(r, 2) > 2” for all 
sufficiently large r. Spencer has recently pointed out that a probabilistic 
argument will also yield an exponential lower bound for the function S(r, 2) 
arising from the non-repeating sums theorem. 
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