Second-order necessary conditions are developed for an abstract nonsmooth control problem with mixed state-control equality and inequality constraints as well as a constraint of the form G(x, u) e T, where T is a closed convex set of a Banach space with nonempty interior. The inequality constraints g{s, x, u) < 0 depend on a parameter 5 belonging to a compact metric space S. The equality constraints are split into two sets of equations K(x, u) = 0 and H(x, u) = 0 , where the first equation is an abstract control equation, and H is assumed to have a full rank property in u . The objective function is maxteT f(t, x, u) where T is a compact metric space, / is upper semicontinuous in t and Lipschitz in (x, u). The results are in terms of a function a that disappears when the parameter spaces T and S are discrete. We apply these results to control problems governed by ordinary differential equations and having pure state inequality constraints and control state equality and inequality constraints. Thus we obtain a generalization and extension of the existing results on this problem.
Introduction
Second-order necessary conditions for infinite dimensional optimization problems is the main focus of several papers. One ultimate goal is to obtain results for the optimal control setting by applying the theory for the abstract optimization problem. Another route in accomplishing this goal is to directly study the second variation of the optimal control problem with the given constraints (see e.g., [25] , [24] ). In the literature, one can find second-order conditions for optimization problems with various types of constraints: equality, inequality, or set valued (e.g., [1] , [7] , [20] ). On the other hand, there are second-order necessary conditions for optimal control problems with equality or inequality mixed state-control constraints (see [19] , [21] , [24] ), or for the pure control inequality constraints (see [25] ). However, none of these results include the pure-state inequality constraint g(t, x(t)) < 0, where /-dependence of g is only upper semicontinuous. In fact, all the known versions would require that, for the active constraints, gu at the solution be of full rank, which is not the case of a pure state constraint.
The main goal of this paper is to show how this major difficulty can be overcome. First, in Section 4, we derive second-order conditions for an abstract control problem with the following constraints: (1) mixed state-control equations: K(x, u) = 0, H(x, u) = 0 (where Hu(x, u) is of full rank, Kx(x, u) and Ku(x, it) are Fredholm and compact operators, resp.), (2) constraints of the form G(x, u) £ F (where T is a closed convex set with nonempty interior), and (3) g(s, x, u) < 0, (s £ S) (where S is a compact metric space). The objective function is F(x, u) = supt€Tf(t, x, u) where T is a compact metric space. The results generalize that in [20] . The proofs are based on some properties of Fredholm and compact operators and on an earlier work by the authors [22] , where a more general problem is considered (see Section 2) .
Then, in Section 5, we apply the results of Section 4 to a control problem with ordinary differential equations, mixed equality constraints H(t, x(t), u(t)) = 0, pure state and "endpoints" inequalities constraints that depend on a parameter, "endpoints" equality constraints, and constraints of the form G(t, x(t), u(t)) £ F. The objective function is of a general nature:
F(x,u)= max sup f(tx, ... , t^, x(tx), ... , x(td.)).
!<'<« (t,,...,ts.)eT,
A certain rank property is imposed on Gu(t) and Hu(t) to insure that the multipliers associated v/ithG(t, x(t), u(t)) £ F and H(t, x(t), u(t)) = 0 are integrable functions. In the last section, we apply these results to an optimal control problem in Mayer's form with pure state inequality constraints g(t, x(t)) < 0, mixed equality and inequality constraints H(t, x(t), u(t)) = 0 and G(t, x(t), u(t)) < 0 and with endpoints inequality and equality constraints. The obtained necessary conditions generalize those in [21] and [24] to the case where pure state inequality constraints are present.
The Lagrange multiplier rule
In this section we recall the multiplier rule established in our previous paper [22] . The general problem to be considered here is the following:
Assume that Z and Y are Banach spaces (over R The problem (3s) is to minimize F(z) subject to z£D:g(s, z)<0, (s£S), z£Q, H(z) = 0.
A point z £ D is called an admissible point for this problem (3s) if g(s, z) < 0, (s £ S), z £ Q, and H(z) = 0. A point z £ D is a local solution for (9s) if it is an admissible point and there exists a neighbourhood U of z such that F(z) > F(z) holds for all admissible points z £ U. The multiplier rule below gives first-and second-order necessary conditions on z in order that z were a local solution for (3s).
To formulate the rule, we shall need some regularity assumptions on the data of (3s). We have to recall first some concepts on differentiability.
If T is a compact metric space and D c Z is an open set then £F(T, D) consists of those functions /: T x D -> R that satisfy the following two conditions:
• / is an upper semicontinuous function in the first variable, i.e., t ■-► f(t,z) is upper semicontinuous for each fixed z £ D.
• / is uniformly locally Lipschitzian at z in the second variable, i.e., there exists e > 0 and K £ R such that \\f(t, z') -f(t, z")\\ < K\\z' -z"\\ if ||z' -z\\<e and ||z" -z\\ < e. One can observe that these conditions imply the upper semicontinuity of (t,z)^ f(t, z). Clearly, ffa is a real valued function and f°fi is an extended real valued function. The notion of ffa is an extension of Clarke's generalized derivative to the case when the function depends also on a parameter. If / is Frechet difFerentiable (in the second variable) and (t, z) h-» f'(t, z) is continuous on T x D, then ffjX(t, z;
The most important properties of ffa and fij, are summarized in Lemma 5 of [22] . For fixed t and z, the functional d h+ ffT](t, z; d) is sublinear; therefore, the Hahn-Banach theorem yields the existence of continuous linear functionals z* £ Z* such that z*(d) < f^t, z; d) for all d £ Z. The set of these linear functionals will be denoted by b\r\f(t, z). Clearly, this set is convex and weak* compact. One can also see that if tn -> to, z* -► zj$ as n -► oo and z* € dyr^f^n, z), then z* e d[T]f(t0, z), i.e., t >-* d[rxf(t, z) is an upper semicontinuous set valued function. This function is called the Clarke's subgradient (see [6] ). We introduce the following notation: If ^ is a condition for the points of r,then7V denotes the set of those points of T where W is satisfied, e.g., Tf>0 denotes the set {t £ T\f(t) > 0}, where /:T-»R is an arbitrary function. If R is a subset of T, then dR stands for the boundary of R.
If a, b: T -► R are arbitrary functions then define oay.
. 0, otherwise.
As is stated in the Key Lemma of [22] , if a and b are upper semicontinuous functions, then aaj, is a lower semicontinuous function and T0a b<o is nowhere dense in T. Therefore, if T is discrete, then aa > b turns out to be identically zero. This function will play a significant role in the description of second-order conditions for inequality constraints. The above concepts were necessary to describe our regularity assumptions concerning the objective function and the inequality constraint. In what follows we summarize what is necessary to assume for the equality constraints.
The function H: D -> Y is called strictly Frechet differentiable at z, if there exists a bounded linear operator H'(z): Z -> Y such that Ve > 0, 33(e) > 0 with \\H(z') -H(z") -H'(z)(z' -z")\\ < e\\z' -z"\\ whenever z' and z" satisfy ||z' -z\\ < 3(e) and ||z" -z\\ < 3(e).
If H is strictly Frechet differentiable at z and d £ Z , then we introduce the second-order weak directional derivative of H by the formula
In other words, using the concept of the upper set-limit of [3] ,
This set is possibly empty. If it is not empty, then we say that H is twice weakly directionally differentiable at z in the direction d. If the above relations hold with "limsup" and "Liminf', respectively, then we speak about strong directional differentiability. In that case H"(z;d) clearly consists of one point. When H is g'2 near z then one can see that H"(z; d) = {H"(z)(d, d)} . If Q c Z is a convex set, then we shall use the following notations. The symbol r5*(-; Q) denotes the support function of Q defined by <T(z*;<2):=sup{z*(z):ze<2}, z*£Z*.
The set Q°(z, d), when z e Q, d £ Z , is defined by Q°(z,d):=\J f| \±(Q-z-ed) + w .
£>0 £<£_ IMI<£ This set turns out to be important in the description of the second-order necessary condition for problem (3s). It was introduced in [22] and proved that its closure is the set investigated and invented by Kawasaki [15] , [16] (cf. Ioffe [12] , [13] , Cominetti [7] ). Its nonemptyness is an important fact; one can show (see [22] ), that it is necessary that d £ cone(Q -z), where "cone" and "cone" stand for the closed conical and conical hull in the sequel. Now we are able to formulate our regularity assumptions on the above optimum problem (3s).
A point z £ D is called regular for the objective function, inequality constraint, and equality constraint of problem (3s), respectively, if the following conditions are met: A direction d is regular at z for (^) if all of the above conditions are satisfied. A direction d is called critical for the objective function, inequality constraint, equality constraint, and the convex set Q at z, if, respectively,
• f°T](t ,z;d)<0 whenever f(t, z) = F(z);
• (^(s, z; d) < 0 whenever g(s, z) = 0;
. H'(z;d) = 0; • 6? € cone((2 -z).
The direction d is critical for (^) at z if it is critical for all of the constraints and the objective function. One can check that 0 is always a regular and critical direction at z for (3s). Denote by J!(T) and J[(S) the set of bounded nonnegative Borel regular measures on T and S, respectively. The Lagrange multiplier rule is stated in the following. f a(t)(z) dp(t) + f B(s)(z) dv(s) + y*(H'(z)z) + z*(z) > 0 for all z £ Z . The proof of this statement is a consequence of the Strassen disintegration theorem (see, e.g., [10] ): Lemma 1. Let (SI, X) be a measure space and let X be a subcone of Z . Let p: SI x Z -> R be a function with the following properties: (i) co ^ p(co, z) is integrable for each z £ Z ; (ii) z i-» p((o, z) is sublinear for each co £ SI. Furthermore, assume that / p(to, x)dA(co) > q(x) Ja holds for x £ X, where -q: Z -► R is a sublinear function. Then there exists a function P: Six Z -» R such that co *-> P(co, z) is integrable for each z £ Z, z i-> P(co, z) is linear for each co £ SI, P(co, z) < p(co, z) for all (co, z) £ Six Z and I P(co,x)dk(co)>q(x) Jo. for x £ X.
Roughly speaking, this disintegration theorem states that integral of sublinear terms in inequalities can be decreased to linear ones. This idea will also be applied later, when we deal with control problems concerning ordinary differential equations.
Using this result twice, taking X as the conical hull of Q -z, (Q, A) := (T, p) and (Si, X) := (S,v); furthermore, p(t, z) := ffr^t, z; z) and p(t, z)
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use := g^is, z; z), respectively, the above rewritten form of (2) can be obtained. This form of (2) often turns out to be an equation.
Fredholm and compact operators
In this section we briefly summarize what we shall need about bounded linear operators, especially Fredholm and compact ones. The regularity assumption on equality constraints requires the closed range property of a Frechet derivative. In the applications this derivative is expressed in terms of Fredholm, compact, and other linear operators that come from the integral equation Since S is surjective, therefore lmA = W, which is obviously closed. Now observe that the kernel of A can be expressed in the form
Therefore,
Using Lemma 2 and Lemma 3, one can see that F :-F -KRA is a Fredholm operator, therefore its image is closed and is of finite codimension. Thus the sum ImF + X0 is always closed, where Xo is an arbitrary subspace of X. The proof is therefore complete. □
Abstract control problems with constraints
In this section we are going to deal with abstract control problems of the following form: The admissibility and optimality of a pair (x, u) £ D is defined similarly to that of problem (3s).
The second constraint G(x,' u) £ F is able to handle Banach space valued inequalities and control set constraint as well. For instance, if F is a closed convex cone with nonempty interior, then introducing the ordering <r in F by x <ry ■& x-y £F, one can see that our second constraint can be rewritten as G(x, u) <r 0. On the other hand the constraints u £ Q or x £ Q, where Q is a convex set with nonempty interior, are obviously a particular case of (ii). In this case the problem (3s)* specializes to the mixed problem dealt with in [14, Section 1.1.3, p. 70]. However, both the regularity assumptions and the results are of different nature in our case.
At this stage one cannot make any difference between the mixed state-control equality and control system constraints. However, the difference becomes clear when evoking the regularity conditions stated below.
A pair (x, it) £ D is called regular for the problem (3s)*, if the following conditions are satisfied:
• f £ SF(T, D) for some neighbourhood D c D of (x, ii); • g £ SF(S, D) for some neighbourhood D c D of (x, u); • G is strictly Frechet differentiable at (x, u); • H is strictly Frechet differentiable at (x, u) and the partial Frechet derivative Hu(x, it): U -> W has the full rank property, that is it has a bounded right inverse; • K is strictly Frechet differentiable at (x, it) and the equation is an abstract control system at (x, u), i.e., the partial derivative Kx(x, u) is a Fredholm operator and Ku(x, u) is compact.
We note that when K fulfills the above assumption at each point of D, then the equation K = 0 will be called a (global) control system. It is worth observing that if K is continuously Frechet differentiable on D, Kx is a Fredholm operator and D is a connected set, then ind Kx is constant on D and hence, the index of a control system could be defined.
We indicate by $ the evaluation of the function O at (x, u). Let (x, it) be a regular admissible pair for the problem (3s)*. . r°(G,G^ + (ju//)^0.
The third assumption here always guarantees that the second-order directional derivative of G, H, and K in the direction (£, 17) is a singleton, i.e., it is uniquely determined. These derivatives are denoted by G"(t;, n), H"(^, n), and K"(£, n), respectively. A direction (<!;, n) is called critical for ( One can check that (£, 17) = (0, 0) is always a regular and critical direction at (x, it) for (3s)*. ," f f[T](t; 0, u)dp(t) + [ g°{S](s;0,u)dv(s) (7) Jt Js + v*(Guu) + w*(Huu)+y*(Kuu) >0 for u £ U, and (8) [(/[T] -2o[f])(t;Z, *)dp(t) + f(g$ -2d{g])(s;i, n)dv(s) (7) plays an important role in the formulation of the strong full rank property, which is explained after the proof of the theorem. 3. Consider the case treated in [20] , that is when T is a singleton, / is twice Frechet differentiable, F is a cone, and g = H = K = 0. In this case Theorem 3 generalizes Theorems 3.1, 3.2, and 3.3 in [20] to the case where relation (2.3) of that paper is not satisfied. The notions of admissibility, optimality, and critical directions are similar to those defined for problem (3s)*. First-and second-order necessary conditions for this problem can be derived by applying Theorem 3 using the following data. , u) ,..., Gy(x, u)), F :=FX x ■■■ xFy, and K(x, u) :-(K(x, u), kx(x, u), ... , kK(x, u)).
Note that, using Lemma 5, K(x, u) = 0 is also an abstract control equation.
In the special case when the sets Tx, ... ,Ta and Sx, ... , Sp are singletons, the function a disappears from the second-order necessary condition.
Proof of Theorem 3. Introduce the following notations:
for z = (x, u, v) £ D and t £ T, s £ S. Then our problem (3s)* is equivalent to the optimization problem (3s), which is obtained from (3s) if one replaces Y, D, /, g, and H by Y, D, f,g, and H, respectively. Clearly, (x, it) is an optimal solution of (3s)* if and only if z := (x, u, v) := (x, it, G(x, ii)) solves (3s). We still have to check that if (x, it) is a regular solution for (3s)*, then z is also a regular solution for (3s). We are going to show only the closed range property of H'(z), the other regularity assumptions concerning differentiability are trivially satisfied.
We have (Gx Gu -I\ ft\ (10) H'(Z,n,Q = H'{z)(Z,ri,C)= \Hx Hu 0 U . for all x, u, v , and Uflh ~ 2d[f])(t; £, n)dp(t) + [\g$ -2alg]){s;£, n)du(s) Using this representation of z*, (11) reduces to the first inequality of (5), and the substitutions u = 0, v = 0 and x = 0, v = 0 in (12) yield (6) and (7), respectively. As we have noted in Remark 2 to Theorem 1, the necessary conditions of Theorem 1 imply z*(d) = 0 there. Applying this relation to d = (£, n, Q we get the second equality of (5).
To complete the proof of the theorem, observe that ft'(Z,n,C) = H"(z)(Z,r,,Q = (G"(i, n), H"(£, n), K"(i, n)).
and Q°((x, u,v),(Z,n,0) = XxUx F°(G, Gxi + Gun).
Then one can see that (13) is equivalent to inequality (8) of the theorem, a
Remark. Having proved the theorem, we are able to formulate the strong full rank property: The functions G and H of the above problem (3s)* are said to have this property if the operator S: U x V -► V x W (defined in the proof of the above theorem) has a bounded right inverse 31 with the property Irn^ c U x A(r-). It turns out that if (7) is satisfied with equality (for instance, when / and g are differentiable with respect to the w-variable), then (7) and the above relation (9) completely determine the linear functionals v* and w* as functions of the other multipliers. This fact is especially important when V and W are spaces of bounded measurable functions. In that case, the dual spaces are too large and there is no nice representation of their linear functionals without additional conditions. However, when the above strong full rank property is imposed (see Section 6), then it will always turn out that the multipliers v* and w* can be expressed in terms of integrable functions.
Control problems for ordinary differential equations with constraints
The aim of this section is to apply Theorem 3 to control problems governed by ordinary differential equations. The problem (3s) we deal with is the following: Minimize Â n arc (x, it) is called a (local) solution for (3s) if it is admissible and there exists e > 0 such that F(x, it) < F(x, u) whenever (x, u) is admissible and (14) \x(t) -x(t)\ < e, \u(t) -u(t)\ < e hold for a.e. t £ [a, b].
For practical reasons, we introduce the following notations. If T is a subset of [a, b]d and t = (tx, ... , td) £ T, then x(t) means the fi-tuple (x(tx), ... , x(td)), which can also be interpreted as an element of Rnxd , the space of the n x fif-matrices. Thus the objective function can be rewritten as F(x, u) = max sup f(t, x(t)).
!<<'<" t€T,
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The dual space of Rnxd will be identified with Rdxn, the duality pairing is then defined by When T = {t} is a singleton, then {w: (t, w) £ 37(w; {t})} will be denoted by ^E(w(t)).
Denote by J? the class of Lebesgue measurable subsets in [a, b], and by 3$ the class of Borel measurable subsets in a metric space.
An arc (x, ii) is regular for (3s) if there exists an e > 0 such that the following conditions are satisfied:
• f is defined in 37(x; T7), the mapping t -* f(t, x) is upper semicontinuous on {t £ Tj\x £ 37(x(t))} for fixed x e R"***; furthermore, there exists a constant C such that \f(t, x') -f(t, x")\ < C\x' -x"\, whenever (t, x'), (t, x") £ 37(x ;Ti), (i = I, ... , a); • gi is defined in 37(x; Si), the mapping s -* gj(s, x) is upper semicontinuous on {s £ Sj\x £ 777(x(s))} for fixed x £ Rnxn'; furthermore, there exists a constant C such that \gi(s, x') -gi(s, x")\ < C\x' -x"\, whenever (s, x'), (s, x") e %(x ;St), (i = 1,... , B); • G and H are Sf x 38 x ^"-measurable functions defined in &~(x, u;[a, b]); for a.e. t £ [a, b], the map (x, u) i-y L(t, x, u) := (G(t, x, u), H(t, x, u)) is strictly Frechet differentiable at (x(t), u(t)); moreover, V e > 0 33 > 0 such that, for a.e. t,
if |z, -(x(t), u(t))\ < 3 , (i = 1,2). Furthermore, it is also assumed that the functions G, Gx, Gu, H, Hx , and Hu are bounded;
• Let T be the set of those Lebesgue measurable functions v £ L7°°\a, b] that satisfy v(t) £ F for a.e. t £ [a, b], and T-be the closed cone cone(r-C7). Furthermore, let A(r-) := r^n(-r^). We assume that G if |z, -(x(t), it(t))\ < 3 , (i = 1, 2). Furthermore, it is also assumed that K, Kx, and Ku are integrable functions; • ki is defined in 37(x(rj)); furthermore, it is strictly Frechet differentiable at x(r,-) for (i = 1, ... , k) .
Having the Lipschitz property of f, g,, the Clarke's generalized derivatives f\T{X and g°i[Si] also exist. The functional x i-> f°[T^(t;x) is sublinear on R"*"5'; Therefore, by the Hahn-Banach theorem, the set of matrices a, e R®<x" such that (at, x) = tr(a, • x) < f°[Ti](t; x) for x € R"xd'
is nonempty compact and convex. We shall denote this set by b\T,]fi(t). One can see that this set can also be obtained in the following way:
x')) ,<,<", £ R»'x" :*>-»/ and x> -x(t)\ ,
where the limit is taken for those sequences for which the derivatives exist (cf.
[6]).
In a similar way, d[s,]gi(s) can also be defined. Let (x, it) be a regular admissible arc for problem (3s). Then we shall also . G£ + Gur,eYd;
.
Hx(tK(t) + Hu(t)n(t) = 0 for a.e. t£[a,b]; • Z'(t) = Kx(t)Z(t) + ku(t)n(t) for a.e. t £ [a, b];
• k'fi{ri) = 0 for i = 1,...,ic. 
L(t, x(t) + e£(t), u(t) + en(t)) -L(t) -eL'(t)(Z(t), 17(f)) e2
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K(t, x(t) + et't), u(t) + en(t)) -K(t) -ek'(t)(c;(t), n(t))
t H-» ---e2 goes to K"(t; £(f), 17 (1) 
PT(b~)=Y X{b)(t)ai(t)dpi(t) + Y, X{b}(s)Pi(s)dvi(s)
i=i Jt< i=\ Js'
5. In the applications of Theorem 4 the determination of the sets Tg and r°(<5, Gx£, + Gun) is a crucial point. There is no general method to solve this problem. In the next section we shall deal with the case F = ] -oo, Of and describe these two sets exactly. The right-hand side of (20) is always nonpositive for all v£r°(G,GxZ + Gun); therefore, the optimal case is when it is zero. This happens when v = 0 e F°(G, Gx£ + Gun). However, in most of the cases this is not so; therefore, the above term in (20) is essential. In the case r = ] -oo, 0]y we shall point out that the optimal value 0 is attained. 6. As we shall see in the proof, the multipliers cp and ip are uniquely determined by p, and as a consequence of this, they are essentially bounded measurable functions whenever ku is bounded.
Proof of Theorem 4. We introduce the following Banach spaces: 
.,B, G(x, u)(t) := G(t, x(t), u(t)), H(x, u)(t) := H(t, x(t), u(t)),
K(x,u)(t):= j K(x,x(x), u(x))dx -x(t) + x(a), Ja k,(x, u) := fc,(x(r,)) for i = I, ... , k.
Then T is a closed convex subset of V with nonempty interior. One can observe that if (x, u) is an arc and x'(t) = K(t, x(t), u(t)) holds for a.e. f, then fa K(x, x(x), u(x)) dx-x(t)+x(a) = 0 is also valid for all f. Conversely, if (x, u) £ D and the integral equation holds, then (x, u) is an arc (i.e.,
x is not only continuous, but it is absolutely continuous) and the differential equation is satisfied as well. Therefore, our problem (3s) is equivalent to (3s) if f, gi, Gx, H, K, k, Fx, and y there are replaced by f,, g,, G, H, K, k, T and 1, respectively. To obtain the regularity of (x, it), we only need that G, H, K, and k, be strictly Frechet differentiable, K* and KM be Fredholm and compact operators, respectively, and H" obey the full rank property.
The strict Frechet differentiability of G, H, K is a result of the regularity assumptions concerning G, H, K. Therefore, we have the following relations:
G'(x, u)(t) = Gx(t)x(t) + Gu(t)u(t), H'(x, u)(t) = Hx(t)x(t) + Hu(t)u(t) and
Since Ku is a Volterra integral operator, then it is compact (see [26] ). On the other hand, operator Kx is the sum of a compact (Volterra integral) operator and the operator F: X -» Y defined by Fx(t) :--x(t) + x(a), which is clearly a Fredholm operator. Therefore, by Lemma 3, Kx is also a Fredholm. Analogously, we have k;(x, u) = k'tx(ri) for i = 1, ... ,k.
To prove the full rank property of Hu , we construct a continuous right inverse. As If (£ ,17) is a regular critical arc for (3s), then it is also a regular and critical direction for the modified problem (3s). After a simple computation, one yields G"(£, n)(t) = G"(t; £(f), 77(f)), H"(£, n)(t) = H"(t; £(f), n(t)), K"(£, n)(t)= f k"(x;H(x),n(?))dx, / \f LT(x)dx\ dC(t)= f pT(t)L(t)dt.
Ja LJ a J Ja (This can be checked by using the Fubini theorem.) Therefore, we get (25) 
Ja Ja (26) y*(Kuu)= f pT(t)Ku(t)u(t)dt, Ja (27) y*(K"(c: ,n))= f pT(t)K"(t; £(f), n(t)) dt.
Ja
Our next aim is to prove that, as a consequence of the strong full rank property, v* and w* can be expressed in terms of integrable functions.
We show first that A(r~) c V is a modulus over the ring of bounded real valued measurable functions on Vj(t) -G(t)) = v(t) for a.e. f £ [a, b] . Definê := \\c+\\x, and Vt(t) := ^|«/(0 + (l " J^) G(t).
Then, since T is convex, we have v~j £ F for all i'eN, On the other hand lim Xi(Ui(t) -G(t)) = c+(t) lim rt(vt(t) -G(t)) = c+(t)v(t) for a. e. f e [a, b] . Therefore, c+v £ T-. A similar argument shows that c-(-v) £ T-also holds (since -v £ T~). Thus we obtain cv = c+v-C-V £ T~. Repeating the above argument with -v instead of v , we get that cv £ -Tg, and hence cv £ A(T^). This completes the proof of the modulus property of A(i».
As a consequence of (21) In (23) we may write equality instead of inequality, since the left-hand side is a linear functional of u. Adding (23) to (28) Thus the first inequality of (16) is also proved. The domain of the latter inequality can be extended to the larger set r~ = cone(r -G(t)). On the other hand, the relation Gx£, + Gur\ £ T-yields Gx(t)Z(t) + Gu(t)n(t)£Fd{t)
for a.e. t £ [a, b] . Therefore, we have <pT(t)(Gx(tK(t) + Gu(t)n(t))<0
for a.e. f. The second relation in (21) says that the integral of the left-hand side of this inequality is zero, hence the inequality sign here can be replaced by equality almost everywhere. Thus the second part of (16) is also proved. The inequality stated in (20) follows from (24) if one makes use of (27) and (29) and the definition of the support function 3*.
In the last part of the proof we have to interpret the inequality (22) . Using (25) and ( 
for all x £ X. The right-hand side of (32) is a linear functional x ; therefore, the inequality sign can be replaced by equality here. Substituting Si = {a}, (33) leads to (17) . Here one should also use the continuity of p at the endpoint t = a, whence rb / xT(t)dC(t) = [p(a)-p(a+)]Tx = 0 and pT(a)x(a) = pT(a)x.
Thus we arrive at (17) . Therefore, the proof is complete. D
Remarks. 1. As we have seen in the proof, the multipliers cp and y/ are completely determined by p in the form cpT(t) :--pT(t)Ku(t)A(t) and y/T(t) := -pT(t)Ku(t)B(t), where A and B are submatrices of the right inverse R of J. This property is essential, when one has to find the solutions of problem (3s). In order that w could be chosen in T it is necessary and sufficient that the function on the left-hand side be nonpositive. Thus the first statement of the lemma is verified. To see that (35) and (36) is already sufficient, choose e > 0 arbitrarily. We have to construct X such that (34) This condition obviously implies (36), but not conversely; therefore, the conditions (35) and (36) describe a cone bigger than cone(T -u) and smaller than cone(T -u). As we shall see below, (36) plays an essential role in determining those directions v for which r°(u, v) is not empty. The condition (35) alone does not describe Fu, the set defined by (35) is much bigger than T" . Assume T°(u, v) ^ 0, then there exists a bounded measurable function u; such that, for some e, w(t) < Wj(t) holds almost everywhere. Then we have -\\w\\ < Wg(t) a.e. Thus, the set of those points f where u(t) -0 and v(t) > 0 is of measure 0. Furthermore, for almost all f, 4(e-\\w\\)<v2(t)/u(t)<0 ifu(t)<0,v(t)>0, and 2u(t) + ev(t) > 0.
On the other hand, -2v(t)/e<v2(t)/u(t)<0 ifu(t)<0,v(t)>0, and2u(t)+ ev(t) <0.
Hence (35) and (36) hold true.
Conversely, assume now that (35) and (36) are satisfied. Then, for all positive e, the function Wj is essentially bounded. Thus, Wj £ F° (u,v) for all e. Therefore, r°(u,v) is obviously not empty. To show the last assertion of the lemma, note that for any w in r° (u, v) there exists e such that pb fb rb I tp(t)w(t)dt< tp(t)We(t)dt = -ecp(t)dt<0. Ja Ja J a
Thus the left-hand side of (37) however, the analogue of (37) is not valid in this case. The reason is that the members of the optimizing sequence w^ found in the above proof are not continuous functions. Therefore they cannot be used to approach the supremum. In fact, for any w £ F°(u, v) the relation w(t) < ou,v(t) can be proved; therefore, the right-hand side of (37) should be replaced by /* cp(t)ou<v(t)dt in this case.
• . fcW), «(*)) = <>;
. Hx(t)Z(t) + Hu(t)t](t) = 0 and ?(t) = £*«£« + Ku(t)n(t) hold for a.e. f e [a, fb]. An arc (£,, 17) is regular for (<^ ^) at (x, ii) if 
Gi(t)
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use is essentially bounded on {t\Gj(t) < 0 and G't(t; £, n) > 0} for i, ... ,2. The result given in Theorem 5 is a generalization of all existing results that deal with first and/or second variation for the optimal control problem with constraints. For instance, Theorem 5.2.1 of [6] is the maximum principle for the problem (cf W), where (ii) and (iii) are absent and g in (i) is unilateral. Thus Theorem 5 generalizes that result to a more general setting and provides the second variation of the problem. In [24] and [21 ] Since (x, ti) is regular for (cf W), then it is regular for (3s) if we can show that the rank property of (3s) is satisfied. For, it suffices to show that the bounded measurable functions One can also see that a regular critical direction (£,, n) for (cf W) is also a regular critical direction for (3s). Therefore, we are able to apply Theorem 4. for i = 1,..., y, whence we get the conclusion that the right-hand side of (51) is zero. Therefore (51) is equivalent to (45). The nontriviality of the multipliers follows from that of Theorem 4. □
