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A multi-moment scheme for the two dimensional Maxwell’s
equations.
Kazufumi Ito ∗ Tomoya Takeuchi †
Abstract
We develop a numerical scheme for solving time-domain Maxwell’s equation. The method
is motivated by CIP method which uses function values and its derivatives as unknown
variables. The proposed scheme is developed by using the Poisson formula for the wave
equation. It is fully explicit space and time integration method with higher order accuracy
and CFL number being one. The bi-cubic interpolation is used for the solution profile to
attain the resolution. It preserves sharp profiles very accurately without any smearing and
distortion due to the exact time integration and high resolution approximation. The stability
and numerical accuracy are investigated.
1 Introduction
Multi-moment methods for time dependent differential equations aim to increase the accuracy
of the numerical solution, and to lower the dispersive and dissipative errors in the numerical
solution. The most distinguishing characteristic of the method is that more than one moment
per grid point or per cell, such as function value, its derivatives and the integral over the cell
etc, are considered as unknown variables, and they are simultaneously updated by coupling the
differential equation and derived differential equations for the derivatives. A Hermite polynomial
is usually defined on each cell using such quantities to interpolate the numerical solution, and
is used to update the solutions. Such polynomial interpolation, being defined on each cell
individually, reduces the numerical stencil width. The compactness of the stencil makes it
feasible to handle the boundary condition and the interface condition numerically.
Such schemes were first proposed for one dimensional hyperbolic equations by Van-Leer [9] in
a framework of a finite difference method, and by Takewaki, Nishiguchi and Yabe [15] on the basis
of the characteristic equation for the first order PDE. The latter method is referred to as CIP
method. Their works triggered off development of multi moment methods, and it is increasingly
becoming an active area of research and have even been applied to various equations. There is
a vast literature developing CIP methods and the following is a partial list of papers: nonlinear
hyperbolic equations [17], multi dimensional hyperbolic equations [16, 18], a multi-dimensional
the Maxwell’s equations [13], a numerical simulation for solid, liquid and gas [12, 19, 20], a new
mesh system applicable to non-orthogonal coordinate system [21], a variant of CIP method [2].
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CIP method uses the cubic interpolation constructed via solution values and its derivative
at two end points of a cell to approximate the solution in the cell. Explicit time integration
formulas for both the exact solution and its derivative of a one dimensional transport equation
with the constant velocity field are coupled with the cubic interpolation to obtain an explicit
time integration numerical scheme (CIP scheme). In [8] we have developed and analyzed a CIP
scheme for one dimensional hyperbolic equations with variable and discontinuous coefficients.
Most of the proposed CIP methods so far, when it is applied to higher dimensional equations,
relies on the Strang splitting technique: It reduces the equation of higher dimension to a sequence
of simpler one dimensional equations, repeatedly applies a CIP method for the reduced one
dimensional equations.
In this paper we develop a multi-moment method for two dimensional Maxwell’s equations,
which does not employ the directional splitting technique at all. We apply the exact integration
method in time by the Poisson formula and use the bi-cubic interpolation. We refer [3] [10]
[7],[14], [1] for numerical integration methods for the Maxwell and acoustic wave equations
in general. The original second order Yee scheme using the time and space staggered grid is
developed in [22] and a fourth order time and space variant of Yee scheme is developed in [4, 6].
Our contributions are as follows. The bi-cubic interpolation is combined with the Poisson
formula to develop a fully explicit time and space numerical method for Maxwell, acoustic wave
equations as well as the second order wave equation. We analyze the von-Neumann stability
of the proposed method and we establish CFL number is one for the proposed method. The
one step of the method involves updating four moments at each grid point and the symbolic
formulation and the symmetry of the update is used to reduce operation counts. The method
offers highly efficient to attain the desired accuracy due to the relaxed CFL number limitation
and accurate space resolution by the bi-cubic profile. The method is compared with the fourth
order time-space Yee’s scheme in terms of numerical accuracy at nodes and required operation
counts given accuracy. The numerical convergence rate test shows the method is nearly fourth
order and the operation counts are comparable with those for the fourth order Yee’s scheme
in conventional computing. With distributed computing implementation the method becomes
much efficient. Also, the method has the build-in bi-cubic interpolation and thus provides sub-
grid resolutions at each cell.
If we use the method with CFL= 1, as shown in Section 4 the method preserves sharp
profiles in the solution very accurately without any smearing and distortion. The stability and
numerical accuracy are analyzed. Also, the method computes directly the physical quantities
e.g., current and electric field gradient, very accurately. The building block of our method is
the exact integration rule for the Poisson formula against the polynomials. Thus, one can use
various polynomial approximations locally, including the one using the solution values only. In
the paper we only implement the methods for the periodic boundary condition but it can be
extended to the various boundary conditions and class of absorbing boundary conditions.
Also, we can also extend the interface treatment in [11] for piecewise cubic interpolation at
the material discontinuity and develop the immersed interface method for discontinuous media.
An outline of our presentation is: in Section 2 a CIP scheme is proposed, in Section 3 the
stability and error analysis is presented. Finally in Section 4 we present our numerical tests and
numerical convergent rate.
2
2 Derivation of the multi-moment scheme
Consider the two dimensional (TE) Maxwell’s equation for magnetic field H = (0, 0, Hz) and
electric field E = (Ex, Ey, 0):
∂Ex
∂t
=
1
ε
∂Hz
∂y
,
∂Ey
∂t
= −1
ε
∂Hz
∂x
,
∂Hz
∂t
=
1
µ
(
∂Ex
∂y
− ∂Ey
∂x
)
(1)
where the material coefficients , µ are constants. Let c = 1√εµ be the speed of light. Our
method uses the fact that (1) is equivalent to second order wave equations:
∂2tH − c2∆Hz = 0, ∂2tEx − c2∆Ex = 0, ∂2tEy − c2∆Ey = 0. (2)
under the assumption that div(Ex, Ey) = 0. Similarly, the two dimensional acoustic wave
equation for pressure p and velocity v = (vx, vy):
ρ
∂vx
∂t
=
∂p
∂x
, ρ
∂vy
∂t
=
∂p
∂y
,
∂p
∂t
= K
(
∂vx
∂x
+
∂vy
∂y
)
,
can be treated in exactly the same manner.
2.1 Poisson’s formula and the multi-moment scheme
Let u(t, x1, x2) be a solution of the wave equation:
∂2t u− c2∆u = 0, with u(0) = g, ut(0) = h.
By the Poisson’s formula [5], we have
u(t, x) =
1
2pict
∫
B(x,ct)
g(ξ) +∇g(ξ) · (ξ − x) + th(ξ)
((ct)2 − |ξ − x|2) 12
dξ
Using change of variable ξ − x to ξ, the solution u(t+ ∆t, x) is
u(t+ ∆t, x) =
1
2pic∆t
∫
B
u(t, x+ ξ) + ξ · ∇u(t, x+ ξ)
((c∆t)2 − |ξ|2) 12 dξdη +
1
2pic
∫
B
∂tu(t, x+ ξ)
((c∆t)2 − |ξ|2) 12 dξ,
= L((1 + ξ · ∇)u(t, x+ ·)|B) + ∆tL(∂tu(t, x+ ·))|B),
where B = B(0, c∆) and
L[u(t, ·)|B] = 1
2pic∆t
∫
B
u(t, ξ)
((c∆t)2 − |ξ|2) 12
dξ,
for a function u(t, ξ) and ξ = (ξ1, ξ2).
The derivatives ∂αxu(t, x), α = (α1, α2), α1, α2 ∈ N, also satisfy the wave equation
∂2t (∂
α
xu)− c2∆(∂αxu) = 0,
3
as long as the solution is smooth, and thus the higher order derivatives of the solution is advanced
via
∂αxu(t+ ∆t, x) = L[(1 + ξ · ∇)∂αξ u(t, x+ ·)|B] + ∆tL[∂αξ ∂tu(t, x+ ·)|B].
We obtain the exact integration formula for the solutions and its derivatives of Hz(t, x), Ex(t, x)
and Ey(t, x) at x = 0: For α = (0, 0) and α ∈ N2,
∂αxHz(t+ ∆t, x) = L[(1 + ξ · ∇)∂αξ Hz(t, x+ ·)|B] + ∆tL[∂αξ ∂tHz(t, x+ ·)|B]
= L[(1 + ξ · ∇)∂αξ Hz(t, x+ ·)|B] + ∆tµ L[∂αξ (∂ξ2Ex(t, x+ ·)− ∂ξ1Ey(t, x+ ·))|B],
∂αxEx(t+ ∆t, x) = L[(1 + ξ · ∇)∂αξ Ex(t, x+ ·)|B] + ∆tε L[∂ξ2∂αξ Hz(t, x+ ·)|B],
∂αxEy(t+ ∆t, x) = L[(1 + ξ · ∇)∂αξ Ey(x+ ·)|B]− ∆tε L[∂ξ1∂αξ Hz(t, x+ ·)|B].
(3)
Here we use (2) to exchange the time derivative and spatial derivatives.
Let us define a grid of points in the (t, x) space. Let ∆t and ∆x be positive numbers. The
grid is the set of points (tn, xij) = (n∆t, i∆, j∆) for arbitrary integers (n, i, j). We let ∂
α
xHz
n
ij ,
∂αxEx
n
ij and ∂
α
xEy
n
ij stand respectively for the approximation to the solution ∂
α
xHz(tn, xi, yj),
∂αxEx(tn, xi, yj) and ∂
α
xEy(tn, xi, yj) for α ∈ (0, 0) ∪ N.
The basis idea of the multi-moment scheme is to define a higher order polynomials P (x, y)
on each cell [xi, xi+1] × [yj , yj+1] using grid values including spatial derivatives at four corners
of the cell, and substitute them to the exact time integration formula (3): We evaluate the
integrals of the polynomials over the ball B(0, c∆t). Henceforth we assume that c∆t ≤ ∆x, and
thus the four polynomials are involved in the integration over the ball, and thus the method
uses variables at 9 nearest grid points.
We can derive various multi-moment schemes on the basis of (3). The resulted scheme de-
pends on the number of unknown variables we employ at each grid and the order of interpolation
polynomials; for instance, if we take the grid values, the firs-order derivatives and their second
order mixed derivatives as unknown variables, we use the bi-cubic Hermite interpolation, known
as Boger-Fox-Schmit element in finite element methods,
3∑
k=0
3∑
`=0
ck,`x
ky`.
The coefficients of the polynomial are defined by the usual interpolation condition. The resulted
scheme is written in terms of the bi-cubic polynomial. Let Hz,ij , Ex,ij and Ey,ij denote the
bi-cubic polynomials defined in the cell [xi, xi+1]× [yj , yj+1] by the interpolation condition:
∂αxHz,ij(x`m) = ∂
α
xHz
n
,`m, ∂
α
xEx,ij(x`m) = ∂
α
xEx
n
,`m, ∂
α
xEy,ij(x`m) = ∂
α
xEy
n
,`m,
for α ∈ {(0, 0), (1, 0), (0, 1), (1, 1)} and x`m ∈ {xij , xi−1,j , xi−1,j−1, xi,j−1}. Let us number four
cells surrounding a gird xij counter clockwise; C1 = [xi, xi+1] × [yj , yj+1], C2 = [xi−1, xi] ×
[yj , yj+1], C3 = [xi−1, xi] × [yj−1, yj ] and C4 = [xi, xi+1] × [yj−1, yj ]. We also number the
polynomial defined on each cell accordingly, i.e., Hz,ij = Hz,1, etc. We let Bk stand for
B1 = B(0, c∆t) ∩ {x ≥ 0} ∩ {y ≥ 0}, B2 = B(0, c∆t) ∩ {x ≤ 0} ∩ {y ≥ 0},
B3 = B(0, c∆t) ∩ {x ≤ 0} ∩ {y ≤ 0}, B4 = B(0, c∆t) ∩ {x ≥ 0} ∩ {y ≤ 0}.
4
With these notation, we obtain the CIP scheme:
∂αxHz
n+1
ij =
∑4
k=1 L[(1 + ξ · ∇)∂αξ Hz,k(xij + ·)|Bk]
+∆tµ
∑4
k=1 L[∂
α
ξ (∂ξ2Ex,k(xij + ·)− ∂ξ1Ey,k(xij + ·))|Bk],
∂αxEx
n+1
ij =
∑4
k=1 L[(1 + ξ · ∇)∂αξ Ex,k(xij + ·)|Bk] + ∆tε
∑4
k=1 L[∂ξ2∂
α
ξ Hz,k(xij + ·)|Bk],
∂αxEy
n+1
ij =
∑4
k=1 L[(1 + ξ · ∇)∂αξ Ey,k(xij + ·)|Bk]− ∆tε
∑4
k=1 L[∂ξ1∂
α
ξ Hz,k(xij + ·)|Bk],
(4)
for α = (0, 0) (function value update), α = (1, 0) (x1 derivative update), α = (0, 1) (x2
derivative update) and α = (1, 1) (x1, x2 second order mixed derivative update). As detailed
in the following sections, (4) develops the moments update at time step tn+1 based on the 9
nearest grid moments at time step tn, i.e., update (10).
One can reduce the number of unknowns at a grid point; for example, one uses the grid
values, the firs-order derivatives as unknowns. The number of unknowns to be determined at
each grid point becomes 9: each component Hz, Ex, Ey has 3 unknowns at a grid point. Possible
choices for the interpolation are
3∑
k=0
k∑
`=0
ck,`x
k−`yk + c3,4x2y3 + c4,3x3y2, or
3∑
k=0
k∑
`=0
ck,`x
k−`yk + c4,1x3y + c1,4xy3.
The coefficients ck,` are determined by using the grid values, the firs-order derivatives at the
four corners of a cell. The second mixed derivatives being not used, the resulted schemes have
less complexity than the bi-cubic Hermite polynomial based scheme, however, they produce less
accurate numerical solution, and the CFL number is less than 1. As for the other choice, we
consider the bi-liner interpolation:
c0,0 + c1,0x+ c0,1y + c1,1xy.
We then obtain a derivative free nine point scheme.
2.2 Bi-cubic interpolation and the integration
In this section, we examine the details for computing the integrals in (4) when the bi-cubic
interpolation is used for the interpolation, i.e., the number of unknowns for Hz, Ex and Ey is 4
respectively at a grid point; the grid value, the firs-order derivatives and the second order mixed
derivative.
2.2.1 Notation
Let us introduce some notation. For the numerical quantities fi,j , ∂x1fi,j , ∂x2fi,j and ∂
2
x1x2fi,j
given at the node xij , we define a 4× 1 vector (a multi-moment vector):
fi,j =
[
fi,j , ∂x1fi,j , ∂x2fi,j , ∂
2
x1,x2fi,j
]> ∈ R4,
Let f i,j denote a vector composed of the multi-moment vector assigned at the four corner of the
cell Ci,j = [xi, xi+1]× [yj , yj+1]:
f i,j =
[
f>i,j , f
>
i+1,j , f
>
i+1,j+1, f
>
i,j+1,
]> ∈ R16.
5
Denote
x−xij
dij
:=
(
x1−x1,i
d1,i
,
x2−x2,i
d2,j
)
where d1,i = x1,i+1 − x1,i and d2,j = x2,j+1 − x2,j . We
construct a bi-cubic polynomial
Fi,j(x) =
3∑
k=0
3∑
`=0
qk,`
(
x1 − x1,i
d1,i
)k (x2 − x2,j
d2,j
)`
= e
(
x− xij
dij
)
qi,j ,
on the cell Ci,j , where the coefficient vector q
i,j are ordered as
qi,j := (q0,0, q0,1, q0,2, q0,3, q1,0, q1,1, q1,2, q1,3, q2,0, q2,1, q2,2, q2,3, q3,0, q3,1, q3,2, q3,3)
>. (5)
and e(x) denotes 1× 16 row vectors
e(x) =
[
1, x1, x
2
1, x
3
1
]⊗ [1, x2, x22, x32] ,
i.e., the components of e(x) are
e`,m(x1, x2) = x
`
1x
m
2 ,
and are ordered as in (5).
The coefficient qi,j of the bi-cubic polynomial Fi,j is determined by 16 interpolation conditions
at four corners xi,j , xi+1,j , xi,j+1 and xi+1,j+1 of the cell:
Fi,j(xi,j)=fi,j , ∂x1Fi,j(xi,j)=∂x1fi,j , ∂x2Fi,j(xi,j)=∂x2fi,j , ∂
2
x1x2
Fi,j(xi,j)=∂
2
x1x2
fi,j ,
Fi,j(xi+1,j)=fi+1,j , ∂x1Fi,j(xi+1,j)=∂x1fi+1,j , ∂x2Fi,j(xi+1,j)=∂x2fi+1,j , ∂
2
x1x2
Fi,j(xi+1,j)=∂
2
x1x2
fi+1,j ,
Fi,j(xi+1,j+1)=fi+1,j+1, ∂x1Fi,j(xi+1,j+1)=∂x1fi+1,j+1, ∂x2Fi,j(xi+1,j+1)=∂x2fi+1,j+1, ∂
2
x1x2
Fi,j(xi+1,j+1)=∂
2
x1x2
fi+1,j+1,
Fi,j(xi,j+1)=fi,j+1, ∂x1Fi,j(xi,j+1)=∂x1fi,j+1, ∂x2Fi,j(xi,j+1)=∂x2fi,j+1, ∂
2
x1x2
Fi,j(xi,j+1)=∂
2
x1x2
fi,j+1.
We obtain then the coefficients qi,j of Fi,j :
qi,j = QRijf
i,j ,
where Q = [Q1, Q2, Q3, Q4] is the interpolation matrix:
Q1 =

1 0 0 0
0 0 1 0−3 0 −2 0
2 0 1 0
0 1 0 0
0 0 0 1
0 −3 0 −2
0 2 0 1−3 −2 0 0
0 0 −3 −2
9 6 6 4−6 −4 −3 −2
2 1 0 0
0 0 2 1−6 −3 −4 −2
4 2 2 1

, Q2 =

0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
3 −1 0 0
0 0 3 −1
−9 3 −6 2
6 −2 3 −1
−2 1 0 0
0 0 −2 1
6 −3 4 −2
−4 2 −2 1

, Q3 =

0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
9 −3 −3 1
−6 2 3 −1
0 0 0 0
0 0 0 0−6 3 2 −1
4 −2 −2 1

, Q4 =

0 0 0 0
0 0 0 0
3 0 −1 0
−2 0 1 0
0 0 0 0
0 0 0 0
0 3 0 −1
0 −2 0 1
0 0 0 0
0 0 0 0−9 −6 3 2
6 4 −3 −2
0 0 0 0
0 0 0 0
6 3 −2 −1
−4 −2 2 1

.
And Rij is a tensor product of the 4 by 4 identity matrix I and the diagonal matrix with the
diagonal entries [1,∆x1,i,∆x2,j ,∆x1,i∆x2,j ]:
Rij = I ⊗

1
d1,i
d2,j
d1,id2,j
 .
6
Thus we obtain the bi-cubic polynomial:
Fi,j(x) = e
(
x− xij
dij
)
QRijf
i,j = e
(
x− xij
dij
)
Q1Ri,jfi,j + e
(
x− xij
dij
)
Q2Rijfi+1,j
+ e
(
x− xij
dij
)
Q3Rijfi+1,j+1 + e
(
x− xij
dij
)
Q4Rijfi,j+1.
Next, let us introduce some matrices for basic operations. For a cubic polynomial p(x) = e0(x)a
for x ∈ R, where e0(x) = (1, x, x2, x3) and a = (a0, a1, a2, a3)>, we have
d
dx
p(x) = e0(x)Da, x
d
dx
p(x) = e0(x)MxDa, p(αx) = e0(x)Dαa, p(x− s) = e0(x)Tsa,
where
D =

0 1 0 0
0 0 2 0
0 0 0 3
0 0 0 0
 , M =

0 0 0 0
1 0 0 0
0 1 0 0
0 0 1 0
 , Dα =

1 0 0 0
0 α 0 0
0 0 α2 0
0 0 0 α3
 , Tx =

1 −x x2 −x3
0 1 −2x 3x2
0 0 1 −3x
0 0 0 1
 .
Below, we will use the commutative properties:
DDα = αDαD, MDα = α
−1DαM, TsDα = DαTs. (6)
2.2.2 Computation of L
Now we express the integral in (4) in terms of the grid values. We compute the integrals
L(AFk(xi,j + ·)|Bk),
for k = 1, 2, 3, 4, where A denotes one of the operators
(1 + ξ · ∇)∂α1ξ1 ∂
α2
ξ2
, ∂ξ1∂
α1
ξ1
∂α2ξ2 , ∂ξ2∂
α1
ξ1
∂α2ξ2 ,
for α1 = 0, 1, α2 = 0, 1, and we renumber the polynomial; F1 = Fi,j , F2 = Fi−1,j , F3 = Fi−1,j−1,
and F4 = Fi,j−1. Let us denote the corresponding matrix representation for A by TA, i.e.,
T(1+ξ·∇)∂α1ξ1 ∂
α2
ξ2
= (I ⊗ I +MD ⊗ I + I ⊗MD)(Dα1 ⊗Dα2),
T∂ξ1∂
α1
ξ1
∂
α2
ξ2
= (D ⊗ I)(Dα1 ⊗Dα2), T∂ξ2∂α1ξ1 ∂α2ξ2 = (I ⊗D)(D
α1 ⊗Dα2).
For the compact expression, we also number the multi-moment vector accordingly, i.e., f1 = f i,j ,
f2 = f i−1,j , f3 = f i−1,j−1, and f4 = f i,j−1. Then from the representations
F1(xi,j + ξ) = e
(
ξ + xi,j − xi,j
dij
)
QRi,jf
1 = e(ξ)
(
D 1
d1,i
⊗D 1
d2,j
)
QRi,jf
1,
F2(xi,j + ξ) = e(ξ)
(
D 1
d1,i−1
⊗D 1
d2,j
)
(T−1 ⊗ I)QRi−1,jf2,
F3(xi,j + ξ) = e(ξ)
(
D 1
d1,i−1
⊗D 1
d2,j−1
)
(T−1 ⊗ T−1)QRi−1,j−1f3,
F4(xi,j + ξ) = e(ξ)
(
D 1
d1,i
⊗D 1
d2,j−1
)
(I ⊗ T−1)QRi,j−1f4,
7
and hence we have
L(AF1(xi,j + ·)|B1) = L(e|B1)TA
(
D 1
d1,i
⊗D 1
d2,j
)
QRi,jf
1,
L(AF2(xi,j + ·)|B2) = L(e|B2)TA
(
D 1
d1,i−1
⊗D 1
d2,j
)
(T−1 ⊗ I)QRi−1,jf2
L(AF3(xi,j + ·)|B3) = L(e|B3)TA
(
D 1
d1,i−1
⊗D 1
d2,j−1
)
(T−1 ⊗ T−1)QRi−1,j−1f3
L(AF4(xi,j + ·)|B4) = L(e|B4)TA
(
D 1
d1,i
⊗D 1
d2,j−1
)
(I ⊗ T−1)QRi,j−1f4.
Thus the computation of the integrals is reduced to the computations of
L(e`,m|Bi) = 1
2pic∆t
∫
Bi
e`,m(ξ)
((c∆t)2 − |ξ|2) 12
dξ.
Using change of variable ξ = (ξ1, ξ2) = c∆t r (cos θ, sin θ), the integrals are evaluated as the
function of dc := c∆t:
d1,c := L(e|B1) =
[
1
4
,
dc
8
,
dc
2
12
,
dc
3
16
,
dc
8
,
dc
2
6pi
,
dc
3
32
,
dc
4
15pi
,
dc
2
12
,
dc
3
32
,
dc
4
60
,
dc
5
96
,
dc
3
16
,
dc
4
15pi
,
dc
5
96
,
2dc
6
105pi
]
,
d2,c := L(e|B2) =
[
1
4
,
dc
8
,
dc
2
12
,
dc
3
16
,−dc
8
,−dc
2
6pi
,−dc
3
32
,− dc
4
15pi
,
dc
2
12
,
dc
3
32
,
dc
4
60
,
dc
5
96
,−dc
3
16
,− dc
4
15pi
,−dc
5
96
,− 2dc
6
105pi
]
,
d3,c := L(e|B3) =
[
1
4
,−dc
8
,
dc
2
12
,−dc
3
16
,−dc
8
,
dc
2
6pi
,−dc
3
32
,
dc
4
15pi
,
dc
2
12
,−dc
3
32
,
dc
4
60
,−dc
5
96
,−dc
3
16
,
dc
4
15pi
,−dc
5
96
,
2dc
6
105pi
]
,
d4,c := L(e|B4) =
[
1
4
,−dc
8
,
dc
2
12
,−dc
3
16
,
dc
8
,−dc
2
6pi
,
dc
3
32
,− dc
4
15pi
,
dc
2
12
,−dc
3
32
,
dc
4
60
,−dc
5
96
,
dc
3
16
,− dc
4
15pi
,
dc
5
96
,− 2dc
6
105pi
]
.
Using these vectors, the integrations are expressed in terms of the vectors and the matrices,
i.e., we obtain
L(AF1(xi,j + ·)|B1) = d1,c TA
(
D 1
d1,i
⊗D 1
d2,j
)
QRi,jf
1,
L(AF2(xi,j + ·)|B2) = d2,c TA
(
D 1
d1,i−1
⊗D 1
d2,j
)
(T−1 ⊗ I)QRi−1,jf2
L(AF3(xi,j + ·)|B3) = d3,c TA
(
D 1
d1,i−1
⊗D 1
d2,j−1
)
(T−1 ⊗ T−1)QRi−1,j−1f3
L(AF4(xi,j + ·)|B4) = d4,c TA
(
D 1
d1,i
⊗D 1
d2,j−1
)
(I ⊗ T−1)QRi,j−1f4.
From (6), we have for d1, d2 > 0
T(1+ξ·∇)∂α1ξ1 ∂
α2
ξ2
(Dd−11
⊗Dd−12 ) =
1
dα11 d
α2
2
(Dd−11
⊗Dd−12 )T(1+ξ·∇)∂α1ξ1 ∂α2ξ2
T∂ξ1∂
α1
ξ1
∂
α2
ξ2
(Dd−11
⊗Dd−12 ) =
1
dα11 d
α2
2
1
d1
(Dd−11
⊗Dd−12 )T∂ξ1∂α1ξ1 ∂α2ξ2 ,
T∂ξ2∂
α1
ξ1
∂
α2
ξ2
(Dd−11
⊗Dd−12 ) =
1
dα11 d
α2
2
1
d2
(Dd−11
⊗Dd−12 )T∂ξ2∂α1ξ1 ∂α2ξ2 .
We compute
d1,c
(
D 1
d1,i
⊗D 1
d2,j
)
=
[
1
4
,
µ
8
,
µ2
12
,
µ3
16
,
λ
8
,
λµ
6pi
,
λµ2
32
,
λµ3
15pi
,
λ2
12
,
λ2µ
32
,
λ2µ2
60
,
λ2µ3
96
,
λ3
16
,
λ3µ
15pi
,
λ3µ2
96
,
2λ3µ3
105pi
]
,
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where λ = c∆td1,i and µ =
c∆t
d2,j
. We denote the right hand side by Λ(λ, µ), i.e.,
Λ(λ, µ) =
[
1
4
,
µ
8
,
µ2
12
,
µ3
16
,
λ
8
,
λµ
6pi
,
λµ2
32
,
λµ3
15pi
,
λ2
12
,
λ2µ
32
,
λ2µ2
60
,
λ2µ3
96
,
λ3
16
,
λ3µ
15pi
,
λ3µ2
96
,
2λ3µ3
105pi
]
.
Let λ1 = λ4 =
c∆t
d1,i
, λ2 = λ3 =
c∆t
d1,i−1 , µ1 = µ2 =
c∆t
d2,j
and µ3 = µ4 =
c∆t
d2,j−1 . Then
d1,c
(
D 1
d1,i
⊗D 1
d2,j
)
= Λ(λ1, µ1), d2,c
(
D 1
d1,i−1
⊗D 1
d2,j
)
= Λ(−λ2, µ2),
d3,c
(
D 1
d1,i−1
⊗D 1
d2,j−1
)
= Λ(−λ3,−µ3), d4,c
(
D 1
d1,i
⊗D 1
d2,j−1
)
= Λ(λ4,−µ4)
Therefore we have for A = (1 + ξ · ∇)∂α1ξ1 ∂
α2
ξ2
,
4∑
k=1
L(AFk(xi,j + ·)|Bk) = Λ(λ1, µ1)
dα11,id
α2
2,j
TAQRi,jf
1 +
Λ(λ2, µ2)
dα11,i−1d
α2
2,j
TA(T−1 ⊗ I)QRi−1,jf2
+
Λ(λ3, µ3)
dα11,i−1d
α2
2,j−1
TA(T−1 ⊗ T−1)QRi−1,j−1f3 + Λ(λ4, µ4)
dα11,id
α2
2,j−1
TA(I ⊗ T−1)QRi,j−1f4. (7)
Let us define 16 by 16 matrices A1, A2, A3, A4:
A1 =

Λ(λ1, µ1)TAQRi,j
Λ(λ1,µ1)
d1,i
TAQRi,j
Λ(λ1,µ1)
d2,j
TAQRi,j
Λ(λ1,µ1)
d1,id2,j
TAQRi,j
 , A2 =

Λ(λ2, µ2)TAQRi,j
Λ(λ2,µ2)
d1,i−1
TA(T−1 ⊗ I)QRi−1,j
Λ(λ2,µ2)
d2,j
TA(T−1 ⊗ I)QRi−1,j
Λ(λ2,µ2)
d1,i−1d2,j
TA(T−1 ⊗ I)QRi−1,j
 ,
A3 =

Λ(λ3, µ3)TA(T−1 ⊗ T−1)QRi−1,j−1
Λ(λ3,µ3)
d1,i−1
TA(T−1 ⊗ T−1)QRi−1,j−1
Λ(λ3,µ3)
d2,j−1
TA(T−1 ⊗ T−1)QRi−1,j−1
Λ(λ3,µ3)
d1,i−1d2,j−1
TA(T−1 ⊗ T−1)QRi−1,j−1
 , A4 =

Λ(λ4, µ4)TA(I ⊗ T−1)QRi,j−1
Λ(λ4,µ4)
d1,i
TA(I ⊗ T−1)QRi,j−1
Λ(λ4,µ4)
d2,j−1
TA(I ⊗ T−1)QRi,j−1
Λ(λ4,µ4)
d
α1
1,id
α2
2,j−1
TA(I ⊗ T−1)QRi,j−1
 ,
and let us define 4 by 4 matrices ai,jk , k = 1, . . . , 9:
t1 = 1 : 4, t2 = 5 : 8, t3 = 9 : 12, t4 = 13 : 16,
ai,j1 = A3(:, t1), a
i,j
2 = A3(:, t2) +A4(:, t1), a
i,j
3 = A4(:, t2), a
i,j
4 = A3(:, t4) +A2(:, t1),
ai,j5 = A1(:, t1) +A2(:, t2) +A3(:, t3) +A4(:, t4),
ai,j6 = A1(:, t2) +A4(:, t3), a
i,j
7 = A2(:, t4), a
i,j
8 = A1(:, t4) +A2(:, t3), a
i,j
9 = A1(:, t3).
Here we use the Matlab notation to express a sub matrix of a given matrix, for instance, for 4
by 16 matrix A and the index t1 = 1 : 4, we denote by A(:, t1) the sub matrix [Ai,j ], i = 1, . . . , 4,
j = 1, . . . , 4 of the matrix A.
Let us label the multi-moment vectors at nearest nine grid points:
f1 = fi−1,j−1, f2 = fi,j−1, f3 = fi+1,j−1, f4 = fi−1,j , f5 = fi,j , f6 = fi+1,j , f7 = fi−1,j+1, f8 = fi,j+1, f9 = fi+1,j+1,
Then the left hand side of (7) for (α1, α2) = (0, 0), (1, 0), (0, 1), (1, 1) are expressed using the
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nine vectors and the matrices ai,jk :
4∑
k=1
L((1 + ξ · ∇)Fk(xi,j + ·)|Bk)
4∑
k=1
L((1 + ξ · ∇)∂ξ1Fk(xi,j + ·)|Bk)
4∑
k=1
L((1 + ξ · ∇)∂ξ2Fk(xi,j + ·)|Bk)
4∑
k=1
L((1 + ξ · ∇)∂2ξ,ξ2Fk(xi,j + ·)|Bk)

=
9∑
k=1
ai,jk fk. (8)
As for A = ∂ξ1∂
α1
ξ1
∂α2ξ2 and A = ∂ξ2∂
α1
ξ1
∂α2ξ2 , we obtain
c∆t
4∑
k=1
L(AFk(xi,j + ·)|Bk)
=
λ1Λ(λ1, µ1)
dα11,id
α2
2,j
TAQRi,jf
1 +
λ2Λ(λ2, µ2)
dα11,i−1d
α2
2,j
TA(T−1 ⊗ I)QRi−1,jf2
+
λ3Λ(λ3, µ3)
dα11,i−1d
α2
2,j−1
TA(T−1 ⊗ T−1)QRi−1,j−1f3 + λ4Λ(λ4, µ4)
dα11,id
α2
2,j−1
TA(I ⊗ T−1)QRi,j−1f4,
and
c∆t
4∑
k=1
L(AFk(xi,j + ·)|Bk)
=
µ1Λ(λ1, µ1)
dα11,id
α2
2,j
TAQRi,jf
1 +
µ2Λ(λ2, µ2)
dα11,i−1d
α2
2,j
TA(T−1 ⊗ I)QRi−1,jf2
+
µ3Λ(λ3, µ3)
dα11,i−1d
α2
2,j−1
TA(T−1 ⊗ T−1)QRi−1,j−1f3 + µ4Λ(λ4, µ4)
dα11,id
α2
2,j−1
TA(I ⊗ T−1)QRi,j−1f4.
Similarly, one has
c∆t

4∑
k=1
L(∂ξ1Fk(xi,j + ·)|Bk)
4∑
k=1
L(∂ξ1∂ξ1Fk(xi,j + ·)|Bk)
4∑
k=1
L(∂ξ1∂ξ2Fk(xi,j + ·)|Bk)
4∑
k=1
L(∂ξ1∂
2
ξ,ξ2Fk(xi,j + ·)|Bk)

=
9∑
k=1
bi,jk fk, c∆t

4∑
k=1
L(∂ξ2Fk(xi,j + ·)|Bk)
4∑
k=1
L(∂ξ2∂ξ1Fk(xi,j + ·)|Bk)
4∑
k=1
L(∂ξ2∂ξ2Fk(xi,j + ·)|Bk)
4∑
k=1
L(∂ξ2∂
2
ξ,ξ2Fk(xi,j + ·)|Bk)

=
9∑
k=1
ci,jk fk,
(9)
with 4 by 4 matrices bi,jk , c
i,j
k , k = 1, . . . , 9 which are defined in the same manner.
2.3 The multi-moment scheme
Suppose the numerical approximations to the exact solutions Hnz (xi,j) and its first derivatives
∂x1H
n
z (xi,j) and ∂x2H
n
z (xi,j), and the second derivative ∂
2
x1x2H
n
z (xi,j) are known at all grid
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points xi,j = (xi, yj) at time step tn, which we denote by
hnij , ∂xh
n
ij , ∂yh
n
ij , ∂
2
x,yh
n
ij .
Similarly, for numerical approximations to Ex and Ey and the derivatives, we use symbols e
n
x,i,j
and eny,i,j . Let h
n
i,j , ex
n
i,j and ey
n
i,j denote the multi moment vectors at grid;
hnij = [h
n
ij , ∂x1h
n
ij , ∂x2h
n
ij , ∂
2
x1x2h
n
ij ]
>,
ex
n
ij = [ex
n
ij , ∂x1ex
n
ij , ∂x2ex
n
ij , ∂
2
x1x2ex
n
ij ]
>,
ey
n
ij = [ey
n
ij , ∂x1ey
n
ij , ∂x2ey
n
ij , ∂
2
x1x2ey
n
ij ]
>.
We number the numerical solutions in the way as above. Based on the exact integration formula
(3), and (8),(9), we arrive at the multi-moment scheme for the Maxwell’s equations:
hn+15 =
∑9
k=1 a
i,j
k h
n
k +
1
cµc
i,j
k ex
n
k − 1cµbi,jk eynk ,
ex
n+1
5 =
∑9
k=1
1
cc
i,j
k h
n
k + a
i,j
k ex
n
k ,
ey
n+1
5 =
∑9
k=1− 1cbi,jk hnk +ai,jk eynk ,
(10)
Thus, the method uses 9 nearest neighbor points for 12 components (4 moments) for Hz, Ex,
and Ey. Each 4 × 36 matrices [ai,j1 , . . . , ai,j9 ], [bi,j1 , . . . , bi,j9 ] and [ci,j1 , . . . , ci,j9 ] has 100 nonzero
entries. Hence the total cost for the update (10) amounts to 700.
We would like to emphasis that the multi-moment scheme provides with the first and the
second derivatives as we as the function value at each grid. When displaying the numerical
solution, one can construct the bi-cubic polynomial and can evaluate any spacial point with
using the interpolation.
3 Stability
We analyze the stability of the multi-moment scheme. For simplicity, we assume that the grid
length is uniform, i.e.,
∆x := xi − xi−1 = yj − yj−1
for all i, j. In this case, the 4 by 4 matrices ai,jk , b
i,j
k and c
i,j
k in (10) remain the same throughout
of (i, j), and thus we omit the subscript. Suppose that f = {f`,j}`,j is N periodic with respect
to `, j, i.e.,
f0,j = fN,j , f`,0 = f`,N ,
for all 0 ≤ `, j ≤M . Let us consider the discrete Fourier transform:
f̂ [k] :=
N∑
i=0
N∑
j=0
fi,je
−2piik·xi,j =
N∑
i=0
N∑
j=0
[
fi,j , ∂x1fi,j , ∂x2fi,j , ∂
2
x1x2fi,j
]>
e−2piik·xi,j ,
where k · xi,j = (k1, k2) · (xi, yj) = k1xi + k2yj . The discrete Fourier transform of the sequence
Fi,j := a1fi−1,j−1+a2fi,j−1+a3fi+1,j−1+a4fi−1,j+a5fi,j+a6fi+1,j+a7fi−1,j+1+a8fi,j+1+a9fi+1,j+1
becomes:
N∑
`=0
N∑
j=0
Fi,je
−2piik·x`,j = g({ak}, 2pik1∆x, 2pik2∆x)f̂ [k], (11)
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where g({ak}, 2pik1∆x, 2pik2∆x) is 4× 4 matrix depending on λ, k1∆x and k2∆x:
g({ak}, 2pik1∆x, 2pik2∆x) = e2pii(−k1−k2)∆xa1 + e−2piik2∆xa2 + e2pii(k1−k2)∆xa3
+ e−2piik1∆xa4 + a5 + e2piik1∆xa6 + e2pii(−k1+k2)∆xa7 + e2piik2∆xa8 + e2pii(k1+k2)∆xa9.
Now let us assume (Hz, Ex, Ey) is periodic. Let h
n = {hni,j}i,j , exn = {exni,j}i,j and eyn =
{eyni,j}i,j . From (10) and (11), the amplification factor Φ(λ, 2pik1∆x, 2pik2∆x) (12 by 12 matrix)
of the proposed scheme is given by
Φ(λ, θ1, θ2) =
 g({ak}, θ1, θ2) 1cµg({ck}, θ1, θ2) − 1cµg({bk}, θ1, θ2)1
cεg({ck}, θ1, θ2) g({ak}, θ1, θ2) O
− 1cεg({bk}, θ1, θ2) O g({ak}, θ1, θ2)
 , (12)
where θ1 = 2pik1∆x, θ2 = 2pik2∆x, i.e., Φ(λ, 2pik1∆x, 2pik2∆x) maps (ĥn, êxn, êyn) to the next
step (ĥn+1, êxn+1, êyn+1).
Let ρ(λ, θ1, θ2) denote the set of eigenvalues of Φ(λ, θ1, θ2) ( 9 eigenvalues). Figure 1 shows the
maximum absolute value of the eigenvalues, max{|ρ(λ, θ1, θ2)|}, against [θ1, θ2] ∈ [−pi, 0]×[−pi, 0]
for λ = 0.2, λ = 0.5 and λ = 1, respectively. Numerically we find that all eigenvalues have the
magnitude equal to or less than 1 for arbitrary (θ1, θ2). The magnitude is close to 1 in a wide
range of [θ1, θ2], which indicates that the numerical scheme is less dissipative.
4 Numerical test
In this section, we show the numerical performance of the multi-moment scheme through some
numerical tests.
Example 1. Plane waves.
In this example, we compute the numerical solutions for plane waves. We compare the numerical
solutions with those produced by the fourth order in time and space FDTD (Yee’s scheme). The
Yee’s scheme computes E field and H field at different time level, and thus one must provide
the exact initial condition at time t = −∆t2 for E field and t = 0 for H field to obtain an
accurate numerical solution. The plane wave solution is suitable to avoid the issue with the
initial condition since the exact solution is easily obtained.
Let fσ(x, y) = exp(−x2σ2 ) for σ > 0. Let fσ also denote its periodic extension to x direction
with periodicity L, i.e., fσ(x+ L, y) = fσ(x, y) for all (x, y) ∈ R2. We rotate the function with
the angle θ with respect to the origin (0, 0) to construct the one way propagating plane wave
solution for Maxwell’s equation:
Hz(t, x, y) = fσ(x cos θ−y sin θ−t), Ex(t, x, y) = Hz(t, x, y) sin θ, Ey(t, x, y) = Hz(t, x, y) cos θ.
If we set L = cos θ with θ = tan−1m for m ∈ N, they are the periodic solution of the Maxwell’s
equation for  = µ = 1 in the domain Ω = [−12 , 12 ]× [−12 , 12 ]. In this numerical test we consider
the solutions
Hz(t, x, y) =
3∑
m=0
fσ(x cos θm − y sin θm − t),
Ex(t, x, y) =
3∑
m=0
Hz(t, x, y) sin θm, Ey(t, x, y) =
3∑
m=0
Hz(t, x, y) cos θm,
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where θm = tan
−1m. We test the case σ−2 = 500, 1500. Figure 1 shows the initial profile of
Hz(0, x, y), and the four plane waves at t = 0, fσ(x cos θm − y sin θm) for m = 0, 1, 2, 3, with
σ−2 = 500, in the domain. The arrow in each plot shows the direction of wave propagation.
We report the accuracy of the multi moment scheme. The time step size is fixed to be
∆t = λ∆x for each mesh size ∆x = N−1, N ∈ {50, 100, 150, 200}. We report the numerical
solutions for λ = 1 and λ = 1√
2
. The numerical solutions at time T = 1 are produced by the
multi moment scheme and compared to the exact solution. The number of iteration is N for
λ = 1, and 1.4N for λ = 1√
2
where the numerical solution approximates the solution at time
T = 1.4√
2
∼ 0.98995.
The initial value for h0i,j is provided by the exact solution:
h0i,j = Hz(0, xi, yj), ∂xh
0
i,j = ∂xHz(0, xi, yj), ∂yh
0
i,j = ∂yHz(0, xi, yj), ∂
2
x,yh
0
i,j = ∂
2
x,yHz(0, xi, yj).
Similarly, ex
0
i,j and ey
0
i,j are given by the exact solution. In a practical situation, the initial
condition in function form may not be available, and we only have the function value at each
grid point. In that case we employ finite difference of the initial grid function to provide the
initial condition for derivatives.
For each mesh size 1N , the error in the numerical solutions is measured by `
∞ norm:
1 = max
i,j
{|hni,j −Hz(T, xi,j)|, |(ex)ni,j − Ex(T, xi,j)|, |(ey)ni,j − Ey(T, xi,j)|}
The multi-moment scheme computes the first derivatives and the second mix derivative as
numerical solutions. We report the relative error in the first derivatives:
2 = max
i,j,α
{ |∂αh
n
i,j − ∂αHz(T, xi,j)|
|∂αHz(T, xi,j)| ,
|(∂αex)ni,j − ∂αEx(T, xi,j)|
|∂αEx(T, xi,j)| ,
|(∂αey)ni,j − ∂αEy(T, xi,j)|
|∂αEy(T, xi,j)| },
where α = x, y.
For comparison, we also report the numerical solution produced by fourth-order in time and
space FDTD (see [4]). In the FDTD numerical simulation, we employ the CFL number to be
1√
2
with which the FDTD method provides the best performance, i.e., FDTD with CFL= 1√
2
produces most accurate numerical solutions among the other CFL. In this test, the initial values
for h0i,j , ex
− 1
2
i,j and ey
− 1
2
i,j are given exactly:
h0i,j = Hz(0, xi, yj), (ex)
− 1
2
i,j = Ex(−∆t2 , xi, yj), (ey)
− 1
2
i,j = Ey(−∆t2 , xi, yj).
When the analytic solutions are not available, one must solve the Maxwell’s equations backward
in time to provide an accurate initial condition for Ex(−∆t2 , xi, yj) and Ey(−∆t2 , xi, yj) to start
the FDTD scheme, by employing another time marching method such as Runge-Kutta schemes.
We compute the error in the numerical solution:
1 = max
i,j
{|hni,j −Hz(T, xi,j)|, |(ex)ni,j − Ex(T, xi,j)|, |(ey)ni,j − Ey(T, xi,j)|},
2 = max
i,j,α∈x,y
{ |∂αh
n
i,j − ∂αHz(T, xi,j)|
|∂αHz(T, xi,j)| ,
|(∂αex)ni,j − ∂αEx(T, xi,j)|
|∂αEx(T, xi,j)| ,
|(∂αey)ni,j − ∂αEy(T, xi,j)|
|∂αEy(T, xi,j)| },
where ∂αh
n
i,j , (∂αex)
n
i,j and (∂αey)
n
i,j are computed by employing third order finite difference
which is used in the fourth order FDTD scheme.
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Figure 3 shows the error 1 and 2 of the solutions generated by the multi moment method
with λ = 1 and λ = 1√
2
, and the fourth order FDTD with λ = 1√
2
for the initial profile with
σ−2 = 500 against the grid number N . The order of accuracy of the numerical solutions for each
method is shown in Table 1. And Figure 4 and Table 2 are numerical results when σ−2 = 1500.
Let us consider the total computational cost in the multi-moment scheme to obtain the
numerical solution at T = 1. For each time step, 300N2 operation is required to update Hz, and
200N2 for each Ex and Ey. Since the number of time integration in the multi-moment scheme
with λ = 1 is 1∆t , the total cost (operation count) amounts to 700N
2 ×N = 700N3.
Let us focus on the numerical solutions by the multi-moment scheme and Yee’s scheme when
N = 50. Figure 3 shows that the error in the numerical solution produced by the multi-moment
scheme with λ = 1 is 10−2 while the error by FDTD is 10−1. So, the multi-moment scheme is
10 times more accurate than the FDTD with λ = 1√
2
for this mesh size. To obtain the same
accurate numerical solution by FDTD, we must take the half mesh size 1/(2N) = 1/100. For
the fourth order Yee’s scheme, the cost for the one step map is 51 and the number of time
integration is 1∆t = 2
√
2N , thus the total cost for the numerical solution at T = 1 amounts to
2
√
2N × 51(2N)2 ∼ 577N3.
Example 2. Sharp profile.
Next we solve (1) with  = µ = 1. The initial condition is
H(0, x, y) =
{
1, x ∈ D,
0, x ∈ D{. , Ex(0, x, y) = Ey(0, x, y) = 0,
where D = [0.25, 0.75]× [0.25, 0.75]. The mesh size is 0.01. The initial condition is approximated
by bi-cubic polynomial with the first and second derivatives being 0. We do not use any other
techniques to approximate the initial discontinuous profile. We use our algorithm (10) with
CFL= 1. The initial condition and the numerical solution for H at time T = 0.15 and T = 0.25
are displayed in Figure 5. No oscillation is observed in the numerical solution. We also employed
the fourth order FDTD with the same initial condition. Numerical oscillations were found near
the sharp profile.
Example 3. Hidden resolution
We solve (1) with  = µ = 1 with the initial condition is
H(0, x, y) = exp
(
− x
2
1000
)
, Ex(0, x, y) = Ey(0, x, y) = 0.
The mesh size is 140 and CFL= 1, and so ∆t =
1
40 . We compute the numerical solutions
at t = 10∆t. We denote the numerical solutions by {h10z ,i,j}i,j , {∂xh10z ,i,j},i,j , {∂yh10z ,i,j}i,j ,
{∂2x,yh10z i,j}i,j . When visualizing the numerical solutions, we usually construct the bi-linear
interpolation in each cell using the numerical solution at the grid. For instance, for the vi-
sualization of the solution {h10z ,i,j}i,j , we plot the bi-linear interpolation constructed by using
the gird value {h10z ,i,j}i,j , and for visualizing the numerical solution {∂xh10z ,i,j}i,j , we plot the
bi-linear interpolation constructed by the gird value {∂xh10z ,i,j}i,j . These two bi-linear interpola-
tions are unrelated. In the left column in Figure 6, we plot the piece wise bi-linear interpolation
for {h10z i,j}i,j (top) and the one for {∂xh10z i,j}i,j (bottom). One can observe the spiky peaks and
dips in the plots.
As have been mentioned repeatedly, the multi-moment scheme produces the derivatives as
well as the function value at each grid. This is equivalent to state that the multi-moment scheme
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computes the bi-cubic polynomial in each cell as a numerical solution. So when plotting the
numerical solution, we should use the computed bi-cubic interpolation instead of bi-linear inter-
polation. Let us construct the bi-cubic polynomial hz,i,j(x, y) in each cell [xi−1, xi] × [yj−1, yj ]
using the numerical solutions, and let hz(x, y) denote the piece wise bi-cubic polynomial defined
in the domain [−0.5,−0.5]× [−0.5,−0.5], i.e.,
hz(x, y) = hz,i,j(x, y), (x, y) ∈ [xi−1, xi]× [yj−1, yj ]. (13)
In the right column of Figure 6, we show the surface plot of the bi-cubic interpolations hz(x, y)
(top) and ∂xhz(x, y) (bottom). The numerical solutions are depicted as smooth functions.
Derivative free method
We have also implemented the method using the bi-linear interpolation at each cell Ci,j :
F (x, y) = F (0, 0)(1− x)(1− y) + F (∆x, 0)x(1− y) + F (0,∆x)(1− x)y + F (∆x,∆x)xy
In this way we obtain a derivative free nine point scheme: hn+1i,j(ex)n+1i,j
(ey)
n+1
i,j
 =
 L1 1cµL2 − 1cµL31
cεL2 L1 0− 1cεL3 0 L1
 {hni,j}{(ex)ni,j}
{(ey)ni,j}
 ,
where
L1 =
[
λ2
2pi
,
(pi − 2λ)λ
2pi
,
λ2
2pi
,
(pi − 2λ)λ
2pi
, 1− 2λ+ 2λ
2
pi
,
(pi − 2λ)λ
2pi
,
λ2
2pi
,
(pi − 2λ)λ
2pi
,
λ2
2pi
]
,
L2 =
[
−λ
8
,−2− λ
4
,−λ
8
, 0, 0, 0,
λ
8
,
2− λ
4
,
λ
8
]
, L3 =
[
−λ
8
, 0,
λ
8
,−2− λ
4
, 0,
2− λ
4
,−λ
8
, 0,
λ
8
]
.
This method is also stable with CFL = 1 but is second order accurate. Our numerical tests
show that if we let λ = 1, (CFL= 1) then there is no significant dissipation but λ = 0.5 it has
30% dissipation at T = 1 with speed one. For oblique plane waves there is no significant phase
error with CFL = 1. An advantage of this method is that it is simple to be implemented and
to be extended to the three dimension case.
5 Conclusion
We developed a numerical method for solving time-domain Maxwell’s equation. It is fully explicit
space and time integration method with higher order accuracy and CFL number being one. The
bi-cubic interpolation is used for the solution profile to attain the resolution. It preserves sharp
profiles very accurately without any smearing and distortion due to the exact time integration
and high resolution approximation. The stability of the method were analyzed, and the nearly
forth order accuracy were observed.
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Figure 1: The maximum absolute value of the eigenvalues of the amplification matrix (12)
against (θ1, θ2). λ = 0.2 (left), λ = 0.5 (center), λ = 1, (right).
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Figure 2: Initial profiles Hz(0, x, y) =
∑3
m=0 fσ(x cos θm − y sin θm) (left) and fσ(x cos θm −
y sin θm) for m = 0, 1, 2, 3. The inverse of the variance σ
−2 is 500. The arrow in each plot shows
the direction of wave propagation.
Table 1: Numerical errors 1 and 2 and the order of convergence. σ in the initial profile is
σ−2 = 500.
Multi moment (λ = 1) Multi moment (λ = 1√
2
) FDTD (λ = 1√
2
)
N 50 100 150 200 50 100 150 200 50 100 150 200
1 9.86e-3 8.93e-4 1.88e-4 6.06e-5 1.07e-1 1.72e-2 5.45e-3 2.32e-3 1.04e-1 7.15e-3 1.37e-3 4.39e-4
order 3.46 3.84 3.93 2.63 2.84 2.97 3.86 4.06 3.96
2 1.72e-2 1.50e-3 3.20e-4 1.04e-4 1.30e-1 2.20e-2 6.86e-3 2.95e-3 1.29e-1 1.07e-2 2.32e-3 7.33e-4
order 3.51 3.81 3.90 2.56 2.87 2.92 3.58 3.78 4.00
17
50 60 70 80 90 100 120 150 180200
10−5
10−4
10−3
10−2
10−1
100
N
Er
ro
r
 
 
Multi moment (λ=1)
Multi moment (λ=1/√2)
Fourth order FDTD  (λ=1/√2)
50 60 70 80 90 100 120 150 180200
10−5
10−4
10−3
10−2
10−1
100
N
R
el
at
iv
e 
Er
ro
r i
n 
th
e 
fir
st
 d
er
iva
tiv
es
 
 
Multi moment (λ=1)
Multi moment (λ=1/√2)
Fourth order FDTD  (λ=1/√2)
Figure 3: Numerical error 1 (left) and 2 (right) in the numerical solutions for the initial
condition σ−2 = 500. The order of accuracy is shown in Table 1
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Figure 4: Numerical error 1 (left) and 2 (right) in the numerical solutions for the initial
condition σ−2 = 1500. The order of accuracy is shown in Table 2
Table 2: Numerical errors 1 and 2 and the order of convergence. σ in the initial profile is
σ−2 = 1500.
Multi moment (λ = 1) Multi moment (λ = 1√
2
) FDTD (λ = 1√
2
)
N 50 100 150 200 50 100 150 200 50 100 150 200
1 8.80e-2 1.08e-2 2.70e-3 9.10e-4 3.65e-1 1.12e-1 4.04e-2 1.84e-2 5.23e-1 9.20e-2 1.96e-2 6.46e-3
order 3.02 3.41 3.79 1.69 2.52 2.72 2.50 3.80 3.86
2 1.63e-1 2.21e-2 5.35e-3 1.89e-3 6.33e-1 1.51e-1 5.54e-2 2.47e-2 5.19e-1 1.43e-1 3.50e-2 1.09e-2
order 2.87 3.50 3.60 2.06 2.47 2.80 1.85 3.47 4.03
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Figure 5: The initial condition for H (the first column) and the numerical solution for H at
time T = 0.15 (the second column) and T = 0.25 (the third column).
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Figure 6: Left column: 2D surface plot of {h10z i,j}i,j(top) and {∂xh10z i,j}i,j(bottom). Right
column: The bi-cubic interpolation (13) hz(x, y) (top) and ∂xhz(x, y) (bottom).
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