The principal aims of this project were to exploit and extend existing computer-aided assessments (CAA) in elementary discrete mathematics (sets, logic and graph theory) that form part of the Mathletics system. These questions were written in an extended form of Question Mark's Perception version 3 (P3) and exploit random parameters throughout, including very full feedback and diagrams, thereby generating thousands of rich questions that form an effective learning resource.
Background
The justification for this project is two-fold. First, graph theory typically appears within the curricula offered to most first or second year undergraduates in mathematics, computer science and electrical engineering. We are therefore talking about a large and increasing cohort (about 25,000 UCAS acceptance applicants in 2009).
Second, graph theory is often a completely new topic to most students, unless they have taken the D1 and possibly D2 modules within their A level maths optional modules. These modules are far less popular than statistics, or even mechanics, and are not even offered at many schools.
Given the above, it is highly desirable to be able to offer students computer-aided assessments in graph theory with the associated benefits of repeated practice, immediate feedback, no need for human marking, graphical presentation (very necessary in elementary graph theory), linking to other web resources etc. However, few CAA systems have much content in this area, preferring to focus on the perhaps more pressing needs of elementary numeracy, algebra and calculus.
Mathletics [1] does have at least some coverage of the basics and these are heavily used at Brunel University by our maths, foundations and electrical engineering students. It needed further development and this has now taken place.
Another justification is that, as they are rich questions employing MathML (for equations) and SVG (for diagrams) embedded within versatile JavaScript coding of algorithms and question display functionality, the graph theory questions offered a challenging test case for translation from Perception 3 to a more widely-adoptable system. Originally this was to have been Perception 5 but this proved difficult and too expensive for individual lecturers to adopt (the software licence was £5000 plus an annual fee of almost £3000).
Over and above that, it is important to consider the inhibitors to wider adoption by other institutions, despite the fact that the content itself is free and at least half UK institutions already have a Perception licence.
One of the reasons may be the prevalence of VLEs that often form an essential part of the institutions high-level teaching strategies. However the quiz engines in such VLEs are not sufficient to develop sound mathematics question styles that utilise not only random parameters within all parts of the question but also algorithms programmed behind the scenes that can respond sensibly with a variety of student inputs and offer targeted, and not just generic, feedback.
Another problem is that academics currently have to decide which system to use; this decision and setting up any of the systems requires effort and may be beyond the skills of many teachers/lecturers, especially if the CAA is required only for occasional or casual use.
We therefore decided to abandon translation into P5 in favour of our own web application, MathsE.G. that was being developed under a separate project (JISC/HEA's DeSTRESS project [2] on Statistics for Social Sciences). The graph theory questions formed a challenging test case for the later translation of most of the rest of Mathletics.
Implementation
Both of the items detailed above as justifications for the project have been addressed, although, as always, further work is possible and indeed, desirable.
The editing and development of the graph theory questions has been achieved by Zaczek. In particular she has prepared some 22 questions in total, comprising roughly equal numbers of questions from the following topics: vertex and edge sets, vertex degree, adjacency matrices and spanning trees (both Prim's and Kruskal's algorithms). All questions are very graphical. The spanning tree questions are completely new and offer very rich feedback, mimicking what a teacher would draw on the board at each step of the algorithm.
The other questions were edited where needed based on student feedback from 3 years' usage and analysis of the hundreds of CAA answer files produced and their exam scripts, see below. The new questions were trialed on the Brunel network with foundations and electrical engineering students this year and few problems were encountered. They will be supplemented by at least as many questions again in the above topics and related graph theory topics in November/December.
The second part of the project was to make the questions available more widely. In this the project was greatly assisted by the above-mentioned MathsE.G. development by Kamavi that effectively wraps the question content within a web application that manages delivery and provides supporting functions to the questions. This is quite technical. Suffice to say here that this new system was able to take the underlying question coding without much editing at all and present the questions in a Perception-independent application. All that the user requires is a PC or Mac using any browser (Internet Explorer, Chrome, Mozilla, Safari etc). This work was reported at the CETL-MSOR Conference 2011.
There were problems with the SVG components that are handled differently in Mozilla, but these were resolved using a different application: this is invisible to the user since the application will know what browser the user is using when the application is called. The Mathletics accessibility features (altering fonts/colours in text, equations and diagrams) have been preserved.
Obviously MathsE.G. is able to include the entire database of Mathletics questions/feedback screens that span GCSE to A level to undergraduate maths and stats (some 2000 questions in all, each giving thousands or millions of realizations). The graph theory questions provided a stringent test case for the new technology.
The issue of mobile devices is as yet unresolved; the problem is that mobile browsers do not support Java Runtime Environment (JRE) and hence cannot handle the applet we have been using to display equations. This may not be a problem in the future, given that many users are discussing this on web fora. In the meantime, a workaround is being sought. However, it is likely that future editing will use a browser-native system such as MathJax or JSMath that does not require applets.
Evaluation
We have not yet evaluated the new MathsE.G. interface, apart from (generally positive) informal feedback on the trial web application 1 . Naturally further evaluation will take place once the full version (that includes search facilities and student and teacher interfaces) is mounted in autumn 2011.
In contrast, the evaluation of the graph theory question developed as part of this project has been carried out rather fully, as part of Zaczek's PhD studies. The objectives here are to understand students perceptions of their learning (as evidenced by their committee reports -see below) and how this compares with the actuality of their learning (as Committee reports comprising all students (these replace traditional student feedback questionnaires for all FoIT modules and are a Study Skills module exercise in running committees and producing minutes on the students' views of all their modules):
A simple textual analysis of the minutes was carried out. Students acknowledged that feedback is being provided by the CAA and that it provided good practice for examtype questions. No negative comments applied to the CAA itself, but two committees mentioned the spacing of the deadlines as being a problem.
Analysis of answer files (all students):
A detailed analysis of the answer files comprising over 300 tests delivering about 1900 question is beyond the scope of this report. However it is worth mentioning that the discrimination of all questions was satisfactory indicating that the questions were free from errors and clear enough for students to understand unambiguously what was required. Only 7 questions could be considered as being too hard (none were too easy), and these were either multi-step questions or required students to master precise mathematical definitions; so they were valid questions.
Analysis of exam scripts (all students):
Zaczek and Greenhow [3] show exam average marks for each of the 5 topics comprising the FoIT Discrete Maths module and this is extended to the current year below. That paper also discusses topic indicators for several of the topics but none have been identified or used for Graph Theory; an issue for future studies.
The analysis of exam scripts also showed that the least popular topics often had the best average marks; this seems to be due to the chronology of the teaching schedule. Graph theory was taught at the end of the module and it is arguable that only good students were still engaged then. This is interesting but impacts only obliquely on the question of the efficacy of the CAA component of this topic.
Outcomes
Key findings are:
Given a sufficiently rich graphical CAA system, effective graph theory questions can be written and delivered
Evaluation techniques used as part of Zaczek's PhD studies can be applied to the graph theory questions MathsE.G. forms an excellent delivery mechanism for the graph theory questions, despite their complexity and rich content including MathML and SVG. This will be launched in autumn 2011.
Goals achieved:
The goal of developing graph theory questions has been met in full
Supporting functions for these questions have been written
The goal of translating and delivering them via a flexible interface has been met in full
The subsidiary goal of delivery via mobile devices has hit a problem and is not yet resolved, but the precise nature of the problem is now known.
Further development and sustainability:
Future development will naturally expand to provide CAA for other topics within elementary Graph Theory e.g. Dijkstra's algorithm. Other areas of discrete mathematics certainly should include work on Sets, as indicated in Fig 1  where it is a persistently difficult topic for students.
Sustainability will be assured by the development and dissemination of MathsE.G. Indeed we are planning not only to include all of the Mathletics questions in this interface, but also questions from other systems such as UWE's Dewis [4] and Newcastle's Numbas [5].
Dissemination will not happen automatically but since Maths E.G. will be hosted by MathCentre it will therefore reach other HE institutions. However, much of the material Development and integration of computer-aided assessment of discrete mathematics -Martin Greenhow, Kinga Zaczek and Abdulrahman Kamavi is also pertinent to FE, schools and in-service training for e.g. health professionals who may take up the numeracy and basic algebra parts of the database. Another target group might be PGCE students who all must pass a national numeracy test. The beauty of MathsE.G. is its flexibility; students may select what they want, and staff will be able to tailor assessments as they wish for their own students. Beyond that we anticipate that the very full feedback screens will form an effective learning resource for students and staff, who might use them as examples on which to base lecture notes or assessments (including exams).
Maths E.G. can be accessed through mathcentre via http://www.mathcentre.ac.uk:8081/mathseg/
