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a b s t r a c t
The present paper proves necessary and sufficient conditions for both lexicographic
products and arbitrary graphs to be unretractive. The paper also proves that the
automorphism group of a lexicographic product of graphs is isomorphic to a wreath
product of a monoid with a small category.
© 2009 Published by Elsevier B.V.
1. Introduction
Harary has introduced the lexicographic product of graphs in [9]. His work was inspired by the success in many
combinatorical applications of the wreath product of groups that was pioneered by Polya, [29]. Harary based the definition
of the lexicographic product on earlier work of Frucht, [6], and Zykov, [35]. These authors had used special cases of the
lexicographic product namely Kn[H] and K2[H] respectively. In these cases the automorphism group of the product graph
turned out to be a wreath product that involved the automorphism group of the graph H . Harary’s objective was, for a pair
(G,H) of graphs G,H , to provide a definition of a product G[H] the automorphism group Aut G[H] of which would be the
wreath product Aut G o Aut H of the automorphism groups Aut G and Aut H . As it turned out that equation does not hold for
certain graphs. A characterization of those pairs (G,H) of graphs G,H for which that equation holds was given by Sabidussi
in [30] and then generalized to a larger class of pairs of graphs by Hemminger in [13,14]. Hemminger also extended that
work so that it covered the lexicographic product of a graph with a family of graphs, also known as join, [15].
Studying wreath products, according to [17, p. 5], in special cases goes back into the 19th century to the work of Cauchy,
Jordan, and Netto. In the 1930s according to that source Polya and Sperber, among others came to consider wreath products
of permutation groups. According to [21, p. 165] that draws from [33] the earliest representative of that group of researchers
is Loewy [27]. In an attempt to provide a graph product thatwould accomplish the initial objectiveHarary and Frucht studied
the Corona (see for example the discussion in [10, pp. 167-8]) G◦H of graphs G andH . The necessary and sufficient condition
for Aut G◦H = Aut GoAut H appears to be a littlemore general than the one given by Sabidussi for the lexicographic product.
However, also for the corona there are graphs for which the automorphism group is not the wreath product of the factors.
A possible interpretation of that situation is that the wreath product used is not the right one. In fact it will be shown in this
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paper that Aut G[H] always is a wreath product of a monoid with a small category. That construction is a little more general
than the wreath product of monoids. A brief discussion of wreath products is provided below.
Hell introduced into the category of graphs [11]. Graph morphisms later were then further researched for example in
[8,12]. Notable contributions were also made by Knauer and various of his co-authors or colleagues, [22,26,23], see also
[19,28,34]. Knauer et al. have in particular introduced a number of different kinds of graph morphisms and attempted
characterizing graphs by endospectra, i.e. six-tuples of constraints of endmorphism sets ranging from automorphisms to
endomorphisms, [1,24,25].
One of the obvious problems to be solved in the area of lexicographic products of finite graphs was a characterization of
their unretractivity, i.e., the condition for a graph of being isomorphic to all its retracts. Because that condition is equivalent
to all endomorphisms being automorphisms the mentioned problem is intimately related to the task originally put on
the agenda by Harary. It will be shown below that the unretractivity of a lexicographic product of graphs involves its
endomorphism monoid to be a wreath product. In a forthcoming paper a characterization of that condition is provided.
2. Preliminaries
In the sequel the cardinality and the power set of a finite set S will be denoted |S| andP (S) respectively. The smallest in
a finite non-empty set S of integers is denoted as min S. For sets S, T the set of mappings from S to T is denoted as F (S, T ).
For a relation R ⊆ S × T the set {t ∈ T | (s, t) ∈ R} is denoted as R(s). The identity mapping on S is denoted 1S .
Lemma 1 ([33]). For each element s of a finite semigroup S a positive integer n exists such that sn is idempotent, i.e., snsn = sn.
In this paper only finite, undirected, loop-less graphs without multiple edges are considered. A graph G can thus be
considered as a pair (VG, EG) of a finite vertex set and an edge set respectively. Each edge e ∈ EG is a twin subset of VG.
Rather than {g, g ′} ∈ EG we are going to write gg ′ ∈ EG. Much of the standard concepts and notation will be used below
roughly as in [7, ch. 1]. The set of neighbors of vertex g is denoted asN (g). A vertex g of graph G is called common neighbor
of a set S of vertices of G if g ∈ ∩s∈S N (s). If G is a graph with | VG |= n then it is denoted as Kn,Dn, Pn, and Cn, if it is
complete, discrete, a path, or a cycle respectively. A K3 is also called triangle. The complement of G is denoted as G. The
distance between g, g ′ ∈ VG is denoted as d(g, g ′).
The relations RG = {(g, g ′) ∈ VG× VG | N (g) = N (g ′)} and SG = RG are equivalence relations on VG. It is easy to show
that (g, g ′) ∈ SG iffN (g)∪ {g} = N (g ′)∪ {g ′}. The relation DG = {(g, g ′) ∈ VG× VG | d(g, x) = d(g ′, x),∀x ∈ VG \ {g, g ′}}
will be used below as well. For any equivalence relation γ on VG the factor graph F = G/γ is the graph with the vertex
set VF = VG/γ and the edge set EF = {{ξ, ξ ′} ⊆ VF | ξ 6= ξ ′, ∃g ∈ ξ, g ′ ∈ ξ ′, such that {g, g ′} ∈ EG}. An equivalence
relation c on VG is called congruence ofG if {g, g ′} ∈ EG for all c-equivalent but different vertices g, g ′ ∈ VG. An equivalence
relation d is called refinement of an equivalence relation c if each class X of d is a subset of a class YX of c. In this case one
also says that d refines c and writes d ≤ c .
The subgraph< H >G of a graph G that is induced by the subgraph H of G is the graph (VH, {{g, g ′} ∈ EG | g, g ′ ∈ VH})
and is also denoted as< VH >G. A set C ⊆ VG is called cut set of G if G− C =< VG \ C >G has more connected components
than G has. A subgraph H of G is called Rees subgraph of G or simply Rees ifN (h) \ VH = N (h′) \ VH , for any vertices h, h′
of H . Obviously the subgraphs induced by the classes of the relations RG, SG are Rees subgraphs of a graph G. A set V ⊆ VG
is called Rees if < V >G is a Rees subgraph of G. Rees sets are in [16] called externally related. Let c be a congruence or
an equivalence of a graph G. Then c is called Rees congruence or Rees equivalence respectively, if all c-classes are Rees.
Furthermore c is called co-Rees congruence if for all classes X ∈ VG/c there exists a vertex gX ∈ X such that gXgY ∈ EG
if there are vertices x ∈ X , and y ∈ Y such that xy ∈ EG holds. Such a set {gX | X ∈ VG/c } is called co-central system
of representatives of c. A subset S of VG is called an independent set or a clique of G if < S>G is discrete or complete
respectively. A vertex g of G is called central or isolated ifN (g) = VG \ {g} orN (g) = ∅ respectively. A vertex g is central
or isolated in a graph G iff VG \ {g} is Rees.
Lemma 2. For each graph G the following assertions hold1:
(i) R ∪ R′ is Rees for all Rees subgraphs R, R′ of G, if R ∩ R′ 6= ∅.
(ii) C ∪ C ′ is a Rees clique or Rees independent set for all Rees cliques or Rees independent sets C, C ′ of G respectively, if
C ∩ C ′ 6= ∅.
(iii) The SG-classes of G are exactly the maximal Rees cliques of G.
(iv) The RG-classes of G are exactly the maximal Rees independent sets of G.
(v) DG = RG ∪ SG.
(vi) DG(g) = RG(g) ∪ SG(g), for all g ∈ VG.
(vii) For all g ∈ VG and X ∈ {RG, SG} holds X(g) = DG(g), if | X(g) |6= 1, and RG(g) = DG(g) = SG(g), if
| RG(g) |= 1 =| SG(g) |.
(viii) DG is an equivalence relation.
1 The results and arguments concerning DG are taken from [2].
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Proof. (i) & (ii). This is [16, Lemma 6.2].
(iii) We show that SG-classes are maximal Rees cliques. Let for this be S ∈ VG/SG and C a Rees clique such that S ⊆ C
holds. Assume C \ S 6= ∅. Then there is an element c ∈ C \ S. Let be s ∈ S. We have to showN (c)∪ {c} = N (s)∪ {s}. Since
C is Rees we haveN (c) \ C = N (s) \ C . This impliesN (c)∪{c} = N (s)∪{s}. Therefore we have (c, s) ∈ SG and thus c ∈ S,
i.e. C = S contrary to the assumption. Therefore S is a maximal Rees clique. We show now that maximal Rees cliques are
SG-classes. Let for this be C a maximal Rees clique and c, c ′ ∈ C . ThenN (c)∪ {c} = N (c ′)∪ {c ′}, which implies (c, c ′) ∈ SG.
Therefore there is an SG-class S such that C ⊆ S. Since S is a Rees clique and C is a maximal Rees clique this implies that
C = S, which had to be shown.
(iv) This follows from assertion (iii) together with the observations that (1) the cliques of G are exactly the independent
sets of G, and (2)< S>G is Rees in G iff< S>G is Rees in G, for all vertex sets S ⊆ VG.
(v) Because of RG, SG ⊆ DG, which holds trivially, only DG ⊆ RG ∪ SG needs to be shown. Let for that be (g, g ′) ∈ DG.
Presuppose (g, g ′) 6∈ RG then N (g) 6= N (g ′). Because of d(g, x) = d(g ′, x), for all x ∈ VG \ {g, g ′} we have gg ′ ∈ EG and
thus (g, g ′) ∈ SG.
(vi) By definition of DG we have RG(g), SG(g) ⊆ DG(g) and DG(g) ⊆ RG(g) ∪ SG(g) holds trivially.
(vii) Consider g ∈ VG. The case | RG(g) |= 1 =| SG(g) | follows immediately from assertion (vi). Presuppose first
| RG(g) |6= 1. Assume DG(g) 6= RG(g). Then x ∈ RG(g) \ {g} ⊆ DG(g) and y ∈ DG(g) \ RG(g) exist. Consequently
d(x, g) = d(y, g) contradicting yg ∈ EG. Therefore DG(g) = RG(g). The case | SG(g) |6= 1 can be dealt with analogously.
(viii) It suffices to show the transitivity of DG, which, however, follows from assertions (vi) and (vii). 
Let G,H be graphs. A graph morphism r : G → H is an edge preserving vertex mapping. We are going to use the
standard concepts of kernel ker(r) and image im(r). The set of graph morphisms from G into H is denoted as Hom(G,H)
and Hom(G,G) is denoted as End G. Obviously 1VG ∈ End G. We are going to denote 1VG as 1G. The chromatic number χ(G)
is known to be equal to min {n | Hom(G, Kn) 6= ∅}. Various kinds of concepts of graph morphism have been studied, [22,
26,23,1]. A graph morphism φ : G → H is called locally strong ([1]) if for every hh′ ∈ EH with h, h′ ∈ im(φ) and for
every g ∈ φ−1(h) there exists a g ′ ∈ φ−1(h′) with gg ′ ∈ EG. Morphisms c ∈ Hom(G,H), r ∈ Hom(H,G) with rc = 1G
are called co-retraction and retraction respectively. In that situation are G and H called retract of Hand co-retract of G
respectively. c : G → H is called isomorphism if it is a retraction and a co-retraction. Isomorphisms are exactly those
bijective graph morphisms the inverse of which is a morphism. If there is an isomorphism between two graphs then these
are said to be isomorphic to each other. As usual Aut(G) = {i ∈ End G | i is isomorphism} and each element of this set is
called an automorphism. Aut(G) and End(G)with the canonical composition is a group and a monoid respectively. A graph
is called unretractive if it is isomorphic to each of its retracts [18].
3. Lexicographic products
Let G be a graph and H = {Hg}g∈VG be a family of graphs. Then the lexicographic product of G with H is the graph
L = (VL, EL)with VL = {(g, h) | g ∈ VG, h ∈ VHg} and EL = {{(g, h), (g ′, h′)} | {g, g ′} ∈ EG, or g = g ′, and {h, h′} ∈ EHg}.
L is denoted as G[H], G[Hg | g ∈ VG], or even G[H1, . . . ,Hn] if | VG |= n and an obvious enumeration of VG can be
presupposed. L is often called the G-join or the generalized lexicographic product. It was introduced by Sabidussi in [31]. It
is well-known that the lexicographic product G[H] can be obtained from the G-join by considering Hg = H , for all g ∈ VG.
For all g ∈ VG the graph< {(g, h) | h ∈ VHg}>L is denoted as g[Hg ]. It often is called g-layer in L. K2[H,H ′] is often denoted
as H + H ′ and called the sum of H and H ′.
LetG,M be graphs, let {Hg}g∈VG, {Nm}m∈VM be families of graphs. Let L1 = G[Hg | g ∈ VG] and L2 = M[Nm | m ∈ VM]. For
φ ∈ Hom(L1, L2)wedefine themappingΣ(φ) : G→ P (VM), g 7→ {m ∈ VM | ∃h ∈ VHg , n ∈ VNm, withφ(g, h) = (m, n)}
it associates to each g ∈ VG the verticesm ∈ VM them-layers ofwhich intersect the image ofφ.We recall a few basic results:
Remark 3 ([18]). G[Hg | g ∈ VG] = G[Hg | g ∈ VG], for each graph G and each family {Hg}g∈VG of graphs.
Remark 4 (Folklore Knowledge). The complement G of a graph G is disconnected iff G is isomorphic to Kn[G1, . . . ,Gn], where
n > 1 is the number of connected components of G.
Proposition 5 ([18]). For graphs G,H, K the following assertions hold:
(i) If r : G→ H and s : H → G are surjective morphisms then they are isomorphisms.
(ii) If K is a retract of H and H is a retract of G then K is a retract of G.
(iii) H is a retract of G iff there exists an idempotent endomorphism φ = φ2 ∈ End(G) such that H is isomorphic to< im(φ)>G.
(iv) G is unretractive iff End G = Aut G.
(v) Unretractive retracts U,U ′ of G are isomorphic.
(vi) H is a retract of G iff there exists a subgraph U of G and a family {Du}u∈VU of discrete graphs such that there exists an injective
morphism i : G→ U[Du | u ∈ VU], with i(u) ∈ u[Du], for all u ∈ VU.
Proof. We only prove assertion (iv) and mention that for proving assertion (v) one can make use of it. Let first G be
unretractive. It is sufficient to show that all endomorphisms of G are automorphisms. Let thus be φ ∈ End G. Because of
Lemma 1 there exists a positive integer n, such that φnφn = φn. According to assertion (iii) < im(φn)>G is a retract of G.
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Hence it is isomorphic to G and thus< im(φn)>G = Gwhich implies that φn = 1G. Consequently φ is a bijection, its inverse
is a morphism, and thus φ is an automorphism. Let now be End G = Aut G and X be a retract of G. Then there are graph
morphisms ι : X → G, and pi : G→ X , such that piι = 1X . Consequently ιpi is an idempotent endomorphism of G and thus
equals 1G. Thus pi is injective and so is a bijection and ι its inverse. 
Note that Proposition 5(iv) in [22] was used for defining unretractivity. Due to the assertion (v) the unretractive retract
of a graph G up to isomorphism is uniquely determined. Following [8] instances of this class of graphs are denoted as G• and
called core of G. To express that a graph G is isomorphic to its core one writes G = G•, which clearly is equivalent to G being
unretractive. Furthermore G•[H•] is unretractive iff G[H]• = G•[H•].
Lemma 6. Let G,M be graphs and let {Hg}g∈VG, {Nm}m∈VM be families of graphs. For L1 = G[Hg | g ∈ VG], L2 = M[Nm | m ∈
VM], φ ∈ Hom(L1, L2) and p = Σ(φ) holds:
(i) m1 = m2 or m1m2 ∈ EM, for all edges g1g2 ∈ EG and all m1 ∈ p(g1), m2 ∈ p(g2).
(ii) If g is not an isolated vertex in G then< p(g)>M has a central vertex or a common neighbor.
(iii) If p(g1) = {m} and Hg1 = Nm = H, then for every edge g1g2 ∈ EG we have p(g1) ∩ p(g2) = ∅ whenever H = Hg2 = Nm′
for all m′ ∈ p(g2).
Proof. (i) Presuppose g1, g2 ∈ VG, i ∈ {1, 2}, mi ∈ p(gi), and m1 6= m2. Then there are vertices hi ∈ Hgi and ni ∈ Nmi such
that φ(gi, hi) = (mi, ni). Now (g2, h2)(g1, h1) ∈ EL1 implies (m2, n2)(m1, n1) ∈ EL2 and thusm2m1 ∈ EM .
(ii) Let g ∈ VG be such that N (g) 6= ∅. Then g has a neighbor g ′ in G. If < p(g)>M has no central vertex then
p(g) ∩ p(g ′) = ∅ because of assertion (i). But then for the same reason p(g) has a common neighbor.
(iii) Presuppose g1g2 ∈ EG, i ∈ {1, 2}, Pi = p(gi) and P1 = {m}. Let a graph H exist such that Hg1 = H = Hg2
and Nm = H = Nm′ hold for all m′ ∈ p(g2). Assume P1 ⊆ P2. Then there is a non-empty subgraph H ′ of H such that
φ(g1[H] + g2[H ′]) ⊆ m[H]. But this is a contradiction to χ(g1[H] + g2[H ′]) > χ(H) = χ(m[H]). 
Lemma 7. Let G,M be graphs and let {Hg}g∈VG, {Nm}m∈VM be families of graphs. For L1 = G[Hg | g ∈ VG], L2 = M[Nm | m ∈
VM], and a surjective and locally strong φ ∈ Hom(L1, L2) with p = Σ(φ) holds:
(i) < p(g)>M is Rees in M.
(ii) Let g ∈ VG be such that |p(g)| > 1 and that there exists m ∈ p(g)withm[Nm]\φ(g[Hg ]) 6= ∅. Then the following assertions
are equivalent:
(a) m is not an isolated vertex in< p(g)>M .
(b) m is a central vertex in< p(g)>M .
(c) m[Nm] =< m[Nm] \ φ(g[Hg ])>M + < m[Nm] ∩ φ(g[Hg ])>M .
(d) There is an edge n1n2 ∈ ENm, such that (m, n1) ∈ φ(g[Hg ]) and (m, n2) 6∈ φ(g[Hg ]).
(iii) Let g ∈ VG be such that | p(g) |> 1 and that Hg is connected. If for all m ∈ p(g) holds m[Nm] \ φ(g[Hg ]) 6= ∅ then p(g) is
a clique in M.
Proof. (i) Presuppose g ∈ VG, m1,m2 ∈ p(g), m1 6= m2, as well as i ∈ {1, 2}. Then there are vertices hi ∈ VHg and
ni ∈ VNmi such that φ(g, hi) = (mi, ni) holds. It is sufficient to show that N (m1) \ p(g) ⊆ N (m2) \ p(g). Let for this be
m∗ ∈ N (m1) \ p(g). This implies φ−1(m∗[Nm∗ ]) ∩ g[Hg ] = ∅. Choose n∗ ∈ VNm∗ , then (m∗, n∗) ∈ N (m1, n1). Since φ is
surjective and locally strong the existence of a vertex (g∗, h∗) ∈ φ−1(m∗, n∗) ∩ N (g, h1) is implied. Obviously g∗ 6= g and
thus g∗g ∈ EG, which implies (g∗, h∗) ∈ N (g, h2). Thus (m∗, n∗) ∈ N (m2, n2) and thereforem∗ ∈ N (m2), which had to be
shown.
(a)⇒ (b). Let for thism be a non-isolated vertex in< p(g)>M . Then there is a neighborm′ ofm in this graph and there
are vertices n′ ∈ Nm′ and h′ ∈ Hg such that φ(g, h′) = (m′, n′). According to the hypothesis there is a vertex n∗ ∈ Nm such
that (m, n∗) 6∈ φ(g[Hg ]). Because of (m, n∗) ∈ N (m′, n′) there is a vertex (g∗, h∗) ∈ φ−1(m, n∗)∩N (g, h′) as φ is surjective
and locally strong. Since φ−1(m, n∗)∩ g[Hg ] = ∅we have g∗g ∈ EG. Let now bem′′ ∈ p(g) \ {m}. Then there is an n′′ ∈ Nm′′
such that (m′′, n′′) ∈ φ(g[Hg ]) and so there is h′′ ∈ Hg such that φ(g, h′′) = (m′′, n′′). Because of g∗g ∈ EG we see that
(g, h′′) is a neighbor of (g∗, h∗) and therefore (m′′, n′′) a neighbor of (m, n∗). This implies that m′′m ∈ EM and that m is a
central vertex in< p(g)>M .
(b)⇒ (c). Letm be a central vertex in< p(g)>M and (m, n1) ∈ φ(g[Hg ]) but (m, n2) 6∈ φ(g[Hg ]). Letm′ ∈ p(g),m′ 6= m,
and n′ ∈ Nm′ be such that there is a vertex h′ ∈ Hg withφ(g, h′) = (m′, n′). Sinceφ is locally strong and (m, n2)(m′, n′) ∈ EL2
holds there is a vertex (g2, h2) ∈ φ−1(m, n2) ∩ N (g, h′). Due to the choice of (m, n2) we know g2 6= g and thus g2g ∈ EG.
Let (g, h1) ∈ φ−1(m, n1). Then (g2, h2)(g, h1) ∈ EL1 and thus (m, n2)(m, n1) ∈ EL2 and assertion (c) is implied.
(c)⇒ (d). This holds trivially.
(d)⇒ (a). Let (d) be true. Then there is a vertex h1 ∈ VHg such that φ(g, h1) = (m, n1). Consequently there is a vertex
(g2, h2) ∈ φ−1(m, n2) ∩ N (g, h1), and since g2 6= g we have g2g ∈ EG. Choose m′ ∈ p(g) \ {m}. Then there are vertices
n′ ∈ VNm′ and h′ ∈ VHg such that φ(g, h′) = (m′, n′). Because of g2g ∈ EG we have (g2, h2)(g, h′) ∈ EL1. Therefore
(m, n2) ∈ N (m′, n′) andm′ ∈ N (m). This shows thatm is central in< p(g)>M .
(iii) LetHg be connected. Then p(g) is connected and thus has no isolated vertex. Assertion (ii) implies thus that all vertices
of p(g) are central, i.e., p(g) is a clique. 
5374 R. Kaschek / Discrete Mathematics 309 (2009) 5370–5380
Lemma 6 and the assertions (i) and (ii) of Lemma 7 were proven in [18]. Similar results regarding automorphisms of
lexicographic products of graphs are published in [16, p. 187,188].
Lemma 8. Let G,M be graphs and {Hg}g∈VG, {Nm}m∈VM be families of graphs. Denote G[Hg | g ∈ VG], M[Nm | m ∈ VM] as
L1, L2 respectively. Let φ ∈ Hom(L1, L2) be surjective and locally strong, and p = Σ(φ). Let furthermore g ∈ VG be such that
| p(g) |> 1 and m[Nm] \ φ(g[Hg ]) 6= ∅, for all m ∈ p(g). Then the following assertions hold:
(i) p(g) is a clique iff m[Nm] = m[Nm] \ φ(g[Hg ])+m[Nm] ∩ φ(g[Hg ]), for all m ∈ p(g).
(ii) p(g) is independent iff no edge in m[Nm] connects m[Nm] \ φ(g[Hg ]) and m[Nm] ∩ φ(g[Hg ]), for all m ∈ p(g).
(iii) Let H be a graph such that H = Hg = Nm, for all m ∈ p(g) then p(g) is either an independent subset of an RM-class, or a
clique in an SM-class.
Proof. (i) p(g) is a clique iff all its elements are central in< p(g)>M . Lemma 7(ii) thus proves assertion (i).
(ii) p(g) is independent iff all its vertices are isolated. Assertion (ii) of Lemma 7 thus proves assertion (ii).
(iii) Let p(g) be not independent. Then there is a non-isolated vertex m in < p(g)>M . Assertion (ii) of Lemma 7 then
implies that H is connected. From (iii) of Lemma 7 it follows then that p(g) is a clique. Lemmas 2 and 7 imply that p(g) is
contained in an RM-class or an SM-class if p(g) is independent or a clique respectively. 
4. Wreath products
LetM be a monoid, 1M be its one, and O : M × S → S be a mapping. Then S is calledM-act if for all s ∈ S,m, n ∈ M the
equations O(1M , s) = s and O(m,O(n, s)) = O(mn, s) hold. If there is no danger of confusion O(m, s) is denoted asms, for all
m ∈ M , s ∈ S. If S is anM-act then one also says thatM acts or operates on S and denotes the mapping O as OM . Obviously
End G and Aut G of a graph G act on its vertex set VG. Let S and U both be an M-act, and let f : S → U be a mapping. Then
f is called act-morphism from S to U if for all m ∈ M and s ∈ S the equation f (ms) = mf (s) holds. The M-acts together
with theM-act-morphisms constitute a category. Regarding this category and categories in general see, for example, [21,32]
respectively. A category is called small or concrete if its object class is a set or all its objects are sets and all its morphisms
are mappings between such sets respectively.
Remark 9 (A General Wreath Product Construction). Initially, such as in [29], wreath products where studied for groups. The
construction was then generalized to semigroups (see, e.g., [21] for more detail). It was generalized by Fleischer in [3] to
wreath products of monoids with small categories, see also [4,5]. In [21, Proposition 7.5, p. 176] it was shown that each
wreath product of monoids is isomorphic to a wreath product of amonoid with a small category. In the context of this paper
that proposition is of some interest, as it suggests looking into whether or not the automorphism group of a lexicographic
product of graphs is awreath product of amonoidwith a small category. The constructionwe are going to discuss generalizes
both these forms of wreath product. Let M be a monoid and S be an M-act. A pair X = (T ,A) of families is called M-
extension of S if the following conditions hold:
(i) T andA are families of sets {Ts}s∈S and {As,ms}s∈S,m∈M respectively. Each set Ts, As,ms is called support set or arrow set
respectively.
(ii) For A = ∪s∈S,m∈M{s} × {ms} × As,ms a partial mapping ◦ : A × A→ A exists with dom(◦) = {((s′′, s′′′, a′), (s, s′, a)) ∈
A× A | s′ = s′′} and ◦({s′}× {s′′}× As′,s′′ , {s}× {s′}× As,s′) ⊆ {s}× {s′′}× As,s′′ . Note that the infix notation for ◦ is used
below and that in general the operation symbol will be omitted.
(iii) a1(a2a3) = (a1a2)a3, for all a1, a2, a3 ∈ A for which both terms are defined.
Define W = {(m, f ) ∈ M × F (S, A) | f (s) ∈ {s} × {ms} × As,ms,∀s ∈ S}. Consider (m, f ), (n, g) ∈ W and define
fng : S → A, s 7→ f (ns)g(s). Then fng(s) ∈ {s} × {mns} × As,mns and one can define (m, f )(n, g) := (mn, fng) ∈ W .
Obviously fno(goh) = (fng)oh, for all (m, f ), (n, g), (o, h) ∈ W and thus (m, f )((n, g)(o, h)) = ((m, f )(n, g))(o, h) andW is
a semigroup.W is calledwreath product ofM withX over S. It is denoted as (M oX | S). We call its semigroup operation
wreath multiplication. If for all s ∈ S an element 1s ∈ As,s exists such that a(s, s, 1s) = a and (s, s, 1s)a′ = a′, for all
a, a′ ∈ A, whenever these terms are defined, thenW is even a monoid having the one (1M , c1), with c1 : S → A, s 7→ 1s.
Let F be equal to ∪s∈S,m∈M F (Ts, Tms),˜be a mapping˜ : A→ F , a 7→ a˜ ∈ F (Ts, Tms) for a ∈ As,ms such that a˜a′ = a˜a˜′
and ˜(s, s, 1s) = 1Ts thenW operates on T ∗ = ∪s∈S{s}×Ts according toOW : W×T ∗ → T ∗, ((m, f ), (s, t)) 7→ (ms, f˜ (s)(t)). It
is trivial to verify (1m, c1)t∗ = t∗, and ((m, f )(n, g))t∗ = (m, f )((n, g)t∗), for all t∗ ∈ T ∗ and (m, f ), (n, g) ∈ W . Presuppose
that for all s ∈ S exists a distinguished support element ts ∈ Ts such that for all m ∈ M distinguished arrows as,ms ∈ As,ms
exist with ˜(s,ms, as,ms)(ts) = tms. Define furthermore the following mappings: ιS : S → T ∗, s 7→ (s, ts); piS : T ∗ → S,
(s, t) 7→ s; ιM : M → W , m 7→ (m, f ), with f (s) = (s,ms, as,ms), for all s ∈ S; and piM : W → M , (m, f ) 7→ m. Then the
following assertions hold:
(i) OW (ιM × ιS) = ιSOM ,
(ii) piSOW = OM(piM × piS), and
(iii) piS ιS = 1S , piM ιM = 1M .
In these equations the following conventions have been used ιM × ιS : M × S → W × T ∗, (m, s) 7→ ((m, f ), (s, ts)), and
piM × piS : W × T ∗ → M × S, ((m, f ), (s, t)) 7→ (m, s). The verification of the above equations is a simple matter and thus
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skipped here. One can paraphrase and summarize these equations roughly by saying that under the presupposition made
the operation of (M oX | S) on T ∗ is a co-retract of the operation ofM on S.
Remark 10 (The Wreath Product of Monoids). Let M,N be monoids and S,U be an M-act and an N-act respectively. Define
Ts = U , for all s ∈ S and As,ms = N , for all s ∈ S,m ∈ M . Then X = (T ,A) is an M-extension of S if one (1) defines
T = {Ts}s∈S , A = {As,ms}s∈S,m∈M ; (2) uses the multiplication of N for defining the composition of arrows; and (3) defines
˜(s,ms, a) : U → U , u 7→ au. One can choose 1N as the distinguished arrow as,ms and any ts = u ∈ U as the distinguished
support element, for all s ∈ S. This wreath product is denoted as (M o N | S) or (M o N) and is called wreath product of M
with N over S. It operates on T ∗ = S × U , which, with this operation, is known as wreath product of acts. With choices as
above the operation ofW on T ∗ is a co-retract of the operation of M on S. ObviouslyW is a group iff M,N are a group and
(m, f )−1 = (m−1, g)with g(s) = f (m−1s)−1, for all s ∈ S and (m, f ) ∈ W .
Remark 11 (The Wreath Product of a Monoid with a Small Category). LetM be a monoid,K be a concrete and small category,
and the object set S of K be an M-act. Denote for all s ∈ S,m ∈ M the set of K-morphisms from s to ms as As,ms. Let be
Ts = {s}, for all s ∈ S. Then with T = {Ts}s∈S and A = {As,ms}s∈S,m∈M ,X = (T ,A) is an M-extension of S if one chooses
the composition of K-morphisms for defining the composition of arrows and defines a˜ = α, for all a = (s,ms, α) ∈ A.
(M oX | S) is denoted as (M oK) and called wreath product of M withK . We have restricted ourselves here to concrete
categories because for these a definition ofmappings associated to arrows is obvious and only such categories are considered
below.
Remark 12 (Lexicographic Products as Act-extensions). Consider a graph G and denote End G as M . Consider furthermore a
familyH = {Hg}g∈VG. LetK be the small category with object set S = {Hg | g ∈ VG} andmorphism set As,ms = Hom(s,ms),
for all s ∈ S,m ∈ M , whereM is supposed to operate on S in the canonical way. Define T = {Ts}s∈S ,A = {As,ms}s∈S,m∈M with
Ts = Vs, for all s ∈ S. Then W = (M o K) operates on T ∗ = ∪s∈S{s} × Ts. Therefore W operates on ∪g∈VG{g} × VHg .
Consider now the lexicographic product L = G[H]. Due to construction the operation of W on VL is compatible with
the edges on VL and therefore W is a submonoid of End L. For H = Hg , for all g ∈ VG, one obtains L = G[H] and
(End G o K) = (End G o End H | VG). Below in general we refer to that sumbmoid of End L as End G o End H . Obviously
End G[H] = End G o End H iff | Σ(φ)(g) |= 1, for all φ ∈ End G[H], and g ∈ VG.
A well-known result linking lexicographic products and wreath products is:
Theorem 13 (Sabidussi, [30]). Let G,H be graphs then Aut G[H] = Aut G o Aut H iff the following assertions hold:
(i) If RG 6= ∆ then is H connected.
(ii) If SG 6= ∆ then is H connected.
Proof. The necessity of the condition can be shown as in the proof of [16, Theorem 6.13]. To show their sufficiency let the
assertions (i), (ii) be true. Assume φ ∈ Aut G[H] \ Aut G o Aut H and consider p = Σ(φ). Then there is a g ∈ VG such that
| p(g) |> 1. If p(g) is independent then assertion (ii) of Lemma 8 implies that RG 6= ∆ and H is disconnected. But this
contradicts assertion (i). Assertion (iii) of Lemma 8 implies that p(g) is a clique and that SG 6= ∆. Assertion (i) of Lemma 8
implies that then H is disconnected. This contradicts (ii). 
A first consequence regarding unretractive graphs can already be drawn from Lemma 6. We recall a result from [18,
Corollary II.2.14] and give a new proof for it. Under the stricter hypothesis that G is connected and triangle-free the corollary
occurs as [8, Proposition 5.34].
Corollary 14. Let G be a triangle free graph and H be a connected graph. Then G[H] is unretractive iff G and H both are
unretractive.
Proof. The case G = K1 is trivial. It suffices to show the condition’s sufficiency. Denote G[H] as L and let G and H be
unretractive. Let φ ∈ End L be idempotent and p = Σ(φ). Consider first the case G = K2 with VG = {a, b} and EG = {{a, b}}.
Assume b ∈ p(a) then there exist vertices h, h′ ∈ VH such that φ(a, h) = (b, h′). Then φ(b, h′) = (b, h′) and φ does not
preserve the edge {(a, h), (b, h′)}. Therefore φ(a[H]) ⊆ a[H] and likewise φ(b[H]) ⊆ b[H]. Therefore φ induces idempotent
endomorphisms on a[H] and b[H] and is the identity on L because H is unretractive and both a[H] and b[H] are isomorphic
to H . We can thus in the sequel presuppose that K1 6= G 6= K2. Then G has no bipartite component. Assume that there exists
a vertex g ∈ VGwith | p(g) |> 1. For all γ ∈ VG the graph< p(γ )>G is connected since H is connected. Lemma 6(i) implies
p(g ′) ⊆ p(g) for all neighbors g ′ of g because otherwise Gwould contain a triangle. Lemma 6(iii) implies thus | p(g ′) |> 1.
Since G is triangle free Lemma 6(i) implies that p(g) = p(g ′) has cardinality two. Applying this argument in succession to
vertices of G with larger but finite distance to g shows that φ(C[H]) = K2[H], if C is the component of G containing g . As
is well known this implies that C does not contain an odd cycle and so is bipartite. This contradiction implies that p(g) is a
singleton set for all g ∈ VG. Consequently φ ∈ End G o End H , which is a group since G and H are unretractive. Thus φ = 1L
and L is unretractive. 
Example 1. Corollary 14 does not extend to the case of trivial S-relation.
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Fig. 1. A vertex labeling ofM ′ indicating a six-coloring ofM ′[K2].
Proof. Fig. 1 shows the vertex labeled graphM ′ thatwas derived from the so-calledMycielski or Grötzsch graphM by adding
one vertex to form a triangle at the bottom-edge of the C5 inM . In the figure all vertices ofM ′ are labeled with a pair i, j of
positive integers between 1 and 6. These can be used to define amorphism fromM ′[K2] onto K6. SinceM ′ contains a triangle
the graph M ′[K2] contains a K6 and thus is retractive. It is known that M is triangle-free and 4-critical, i.e. χ(M) = 4 and
χ(N) < 4, for all proper subgraphs N of M . Criticality implies unretractivity [8, Exercise 2.23]. Thus M is unretractive and
so isM ′, as there is no subgraph ofM onto which the triangle could be mapped andM cannot be mapped onto the triangle.
It is easy to see that SM ′ = ∆. The example thus shows that Corollary 14 does not extend to the case of a trivial S-relation.
Note that Corollary 14 implies for connected graphs H that M[H] is unretractive iff H is unretractive. Note also that using
M ′ simplifies a suggestion by Arno Dählmann that was used in [18]. 
5. Unretractivity of lexicographic products
Lemma 15. Consider L = G[H], φ ∈ Aut L, and p = Σ(φ) for any graphs G,H. Then the following assertions hold:
(i) If H is connected then (γ , γ ′) ∈ SG, for all g, g ′ ∈ VG, with (g, g ′) ∈ SG, γ ∈ p(g), γ ′ ∈ p(g ′).
(ii) If H is connected then (γ , γ ′) ∈ RG, for all g, g ′ ∈ VG, with (g, g ′) ∈ RG, γ ∈ p(g), γ ′ ∈ p(g ′).
(iii) If H and H are connected then (γ , γ ′) ∈ DG, for all g, g ′ ∈ VG, with (g, g ′) ∈ DG, γ ∈ p(g), γ ′ ∈ p(g ′).
Proof. (ii) & (iii). Assertion (ii) follows from assertion (i) with Remark 3, Aut L = Aut L and RG = SG. Due to Remark 4 one of
H,H is connected. Lemma 2 together with assertions (i), (ii) implies thus assertion (iii).
(i) Let H be connected. The assertion follows in case g = g ′ from Lemma 7 assertions (i) and (iii). For showing that
assertion (i) holds true in case g 6= g ′ consider g, g ′ ∈ VG, g 6= g ′, (g, g ′) ∈ SG, γ ∈ p(g), and γ ′ ∈ p(g ′).
Assume (γ , γ ′) 6∈ SG. Then N (γ ) ∪ {γ } 6= N (γ ′) ∪ {γ ′}. Without loss of generality it is sufficient to consider the case
(N (γ ) ∪ {γ }) \ (N (γ ′) ∪ {γ ′}) 6= ∅. Then either γ 6∈ N (γ ′), and γ 6= γ ′, or ∃γ ∗ ∈ N (γ ) \ N (γ ′), and γ ∗ 6= γ ′. Now,
the first case cannot be true due to Lemma 6(i). Therefore the second case must hold. Let thus be γ ∗ ∈ N (γ ) \ N (γ ′), and
γ ∗ 6= γ ′. Then for all h∗, h, h′ ∈ VH we have (γ ∗, h∗)(γ , h) ∈ EL, and (γ ∗, h∗)(γ ′, h′) 6∈ EL. Since φ is an automorphism
there exist vertices g∗ ∈ VG, h∗−, h−, h′− ∈ VH , such that φ(g∗, h∗−) = (γ ∗, h∗), φ(g, h−) = (γ , h), and φ(g ′, h′−) = (γ ′, h′).
Thus (g∗, h∗−)(g, h) ∈ EL, and (g∗, h∗−)(g ′, h′−) 6∈ EL.
We show now g∗g ∈ EG. For doing so we assume that g∗ = g . This implies g∗g ′ ∈ EG and thus φ(g∗, h∗−)φ(g ′, h′−) ∈ EL
which implies (γ ∗, h∗)(γ ′, h′) ∈ EL, a contradiction. Therefore g∗ 6= g and so g∗g ∈ EG. Consequently g∗ ∈ N (g) ∪ {g} =
N (g ′) ∪ {g ′}. Assume g∗ ∈ N (g ′). Then (g∗, h∗−)(g ′, h′−) ∈ EL and so (γ ∗, h∗)(γ ′, h′) ∈ EL. Due to the choice of γ ∗ we
have γ ∗ 6= γ ′. This implies γ ∗ ∈ N (γ ′) in contradiction to the choice of γ ∗. Therefore g∗ 6∈ N (g ′) and so g∗ = g ′. This
implies γ ∗ ∈ p(g ′) which therefore is not a singleton set. Consequently, x[H] \ φ(g ′[H]) 6= ∅, for all x ∈ p(g ′). Now, since
H is connected due to assertion Lemma 7(ii) implies that γ ∗ is a central vertex in < p(g ′)>G. Consequently γ ∗ ∈ N (γ ′)
contradicting the choice of γ ∗. Therefore (γ , γ ′) ∈ SG. 
Theorem 16. For graphs G,H, L = G[H], R := G/RG[< R>G[H] | R ∈ VG/RG], and S := G/SG[< S>G[H] | S ∈ VG/SG]
holds:
(i) The mappings ρ : L→ R, (g, h) 7→ (RG(g), (g, h)), and σ : L→ S, (g, h) 7→ (SG(g), (g, h)) are isomorphisms.
(ii) If H is connected then Aut S = Aut G/SG oKSG[H].
(iii) If H is connected then Aut R = Aut G/RG oKRG[H].
(iv) If H and H are connected then Aut L = Aut G/DG oKDG[H].
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The small categories specified in the assertions (ii), (iii), (iv) have the object sets {< S>G[H] | S ∈ VG/SG}, {< R>G[H] | R ∈
VG/RG}, and {< D>G[H] | D ∈ VG/DG} respectively and morphisms that exactly are the graph isomorphisms on their objects
that are induced by automorphisms of L.
Proof. (i) Consider ρ and let (g, h)(g ′, h′) ∈ EL. Then either g = g ′ and hh′ ∈ EH , or gg ′ ∈ EG. In the first case
RG(g) = RG(g ′) and (g, h)(g ′, h′) ∈ ERG(g)[H]. Therefore ρ(g, h)ρ(g ′, h′) ∈ ER. In the second case RG(g)RG(g ′) ∈ EG/RG
and so ρ(g, h)ρ(g ′, h′) ∈ ER. Which implies that ρ in fact is a morphism. Obviously ρ is bijective. It is therefore left to
show that the inverse of ρ is a morphism as well. Let for this be (RG(g), (γ , h))(RG(g ′), (γ ′, h′)) ∈ ER. We again have to
consider two cases. First, RG(g) = RG(g ′) and (γ , h)(γ ′, h′) ∈ ERG(g)[H], and secondly RG(g)RG(g ′) ∈ EG/RG. In the first
case we either have γ γ ′ ∈ ERG(g) or γ = γ ′ and hh′ ∈ EH . Since the RG-classes are discrete we have γ = γ ′ and hh′ ∈ EH .
Consequently ρ−1(RG(g), (γ , h)) and ρ−1(RG(g ′), (γ ′, h′)) are connected. In the second case we have RG(g)RG(g ′) ∈ EG/RG.
Then these classes are not the same and there are x ∈ RG(g) and x′ ∈ RG(g ′), such that xx′ ∈ EG. Now the RG-classes are
Rees and so γ γ ′ ∈ EG. Therefore ρ−1(RG(g), (γ , h))ρ−1(RG(g ′), (γ ′, h′)) ∈ EL. Similar reasoning can be conducted for σ .
This shows that assertion (i) holds.
(ii) The conjugation Aut L→ Aut S,φ 7→ σφσ−1 is a group isomorphism. It thus suffices to consider automorphisms of L.
We show that they preserve the Rees-subgraphs S[H], for S ∈ G/SG. Let for this end be φ ∈ Aut L. First of all we note that due
to Lemma 15 we can define a mapping p∗ : G/SG → G/SG, SG(g) 7→ SG(γ ), where γ ∈ p(g). Then we observe that p∗ must
be bijective because otherwise the inverse φ−1 of φ could not induce a mapping on G/SG. We need to show now that p∗ is a
morphism. Let for this be S, S ′ ∈ VG/SG such that SS ′ ∈ EG/SG. Since the SG-classes are Rees and disjoint this implies gg ′ ∈ EG,
for all g ∈ S and g ′ ∈ S ′. Again by Lemma 15 we see that γ γ ′ ∈ EG, for all γ ∈ p(g), g ∈ S, and γ ′ ∈ p(g ′), g ′ ∈ S ′. Because
of ∪g∈S p(g) ⊆ p∗(S) and ∪g ′∈S′ p(g ′) ⊆ p∗(S ′) this implies p∗(S)p∗(S ′) ∈ EG/SG and p∗ is an endomorphism and thus an
automorphism. The representation of Aut L as a wreath product involving the specified small category follows from this.
(iii) The proof works like the one for assertion (ii).
(iv) From Lemma 15 it follows that the automorphisms of L respect the subgraphs < D>G[H] of L, for all D ∈ VG/DG.
Due to finiteness of G each automorphism of L therefore induces a bijection on G/DG. Obviously each of these preserves
adjacency and thus is an automorphism. Since the wreath product trivially is a subgroup of Aut L the assertion holds. 
Remark 17. Theorem16(iv) shows that lexicographic products andwreath products aremore strongly related to each other
than one might expect only considering Theorem 13. Clearly, Aut G[H] = Aut G o Aut H , cannot expected to always hold,
as the automorphisms of G[H] do not distinguish between the elements ofKDG[H] induced by isomorphic DG-classes. The
example of G = K2 = H shows that dropping the presupposition of Theorem 16(iv) would invalidate that assertion.
Proposition 18 ([23]). Let n be a positive integer and H1, . . . ,Hn be a family of graphs. Then Kn[H1, . . . ,Hn] is unretractive iff
all the graphs Hi are unretractive.
Theorem 19. Let G,H be graphs. Then L = G[H] is unretractive iff the following assertions hold:
(i) G,H are unretractive.
(ii) If H is connected then End G[H] = End G o End H.
(iii) If H is disconnected then
(a) End G[H] = End G/SG oKSG[H], and
(b) for each p2 = p ∈ End G/SG with p 6= 1G/SG there exists S ∈ G/SG such that | S |>| p(S) |.
Proof. ⇓ . Let L be unretractive. Retractions of G and H respectively extend to retractions of L. This implies assertion (i).
Assertion (ii) is implied by assertion (iii) of Theorem 16 and RG = ∆ due to the unretractivity of G. Let H be disconnected.
ThenH is connected and assertion (a) follows from assertion (ii) of Theorem16. To show that assertion (b) holds true assume
the existence of a p2 = p ∈ End G/SG, p 6= 1G/SG such that for all S ∈ G/SG the inequality | S |≤| p(S) | holds. Then for
all S ∈ G/SG a graph morphism fS : S[H] → p(S)[H] exists. Define φ : VL → VL, (g, h) 7→ fS(g, h). It is easy to show
that φ ∈ End L. However, φ is not injective since p is not the identity. This contradicts the unretractivity of L and thus the
assertions are shown to be necessary for unretractivity of L.
⇑ . Let now conversely the assertions (i) to (iii) be true. If H is connected then L is unretractive due to assertion (iv)
of Proposition 5. If H is disconnected we consider φ2 = φ ∈ End L. Then according to assertion (a) there is an element
(p, f ) ∈ (G/SG oKS[H]) such that φ = (p, f ). Thus p2 = p and fpf = f . According to Proposition 18 this implies f (pS) = 1pS ,
for all S ∈ VG/SG. Assume now p 6= 1G/SG then (p, f ) 6∈ (G/SG oKS[H]) according to (b). Therefore p = 1G/SG and (p, f ) is the
one in the wreath product. Therefore φ is the one in End L and L is unretractive. 
Remark 20. In assertion (iii) of the theorem one can replace all occurrences of SG by DG, as due to the unretractivity of G the
equation RG = ∆G holds and thus SG = DG. Furthermore the asymmetry of the theorem in terms of SG vs. RG is less strong
than it might appear on the first glance. Due to the unretractivity of G one can reformulate assertion (ii) as follows: If H is
connected then (a) End G[H] = End G/RG oKRG[H], and (b) For each p2 = p ∈ End G/RG with p 6= 1G/RG there exists R ∈ G/RG
such that | R |>| p(R) |.
Corollary 21. Let G,H be graphs with SG = ∆. Then L = G[H] is unretractive iff G and H are unretractive and End L =
End G o End H holds.
Proof. We only need to show the necessity of the condition. But this is a trivial consequence of the theorem. 
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Fig. 2. An illustration of the condition of Theorem 23.
Corollary 22. Let G,H be graphs. Then G[H]• = G•[H•] iff the following assertions hold:
(i) If H• is connected then End G•[H•] = End G• o End H•.
(ii) If H• is disconnected then:
(a) End G•[H•] = End G•/SG• oKSG• [H].
(b) For all p2 = p ∈ End G•/SG• with p 6= 1 there is a class S ∈ G•/SG• such that | S |>| p(S) |.
Proof. Obviously G[H]• = G•[H•] iff the latter is unretractive. The rest follows from the theorem. 
6. Unretractivity of graphs
Since Theorem 19 involves conditions using the wreath products one might consider it as immature. The following
theorem, however, shows that unrectractivity of graphs is not a local property that for examples could be characterized
by ruling out certain substructures.
Theorem 23. A graph G is unretractive iff the following assertions hold:
(i) Hom(H,H ′) = ∅, for any connected components H,H ′ of G with H 6= H ′.
(ii) For each connected component H of G, cut set C of H, any two connected components X, Y of G − C, and φ ∈ Hom(X, Y )
exist c ∈ C, x ∈ X ∩N (c) with φ(x) 6∈ N (c).
Proof. ⇓ . Let G be unretractive then (i) holds trivially. Assume that a connected component H of G exists that has a cut set
C and two connected components X, Y of H − C , a morphism φ ∈ Hom(X, Y ) such that for all c ∈ C, x ∈ X ∩ N (c) holds
φ(x) ∈ N (c). Define
ψ : VH → VH, h 7→
{
φ(h), if h ∈ X
h, else.
For showing that ψ ∈ End H holds consider hh′ ∈ EH . There are four cases that need to be considered: (i) h, h′ ∈ X; (ii)
h, h′ 6∈ X; (iii) h ∈ X, h′ 6∈ X; and (iv) h 6∈ X, h′ ∈ X . It suffices to consider only the third case. Let thus be h ∈ X, h′ 6∈ X . Then
h′ ∈ C and ψ(h) = φ(h) ∈ N (h′) and since ψ(h′) = h′ holds ψ ∈ End H . Since im(ψ) 6= VH it follows that H is retractive.
Therefore the assumption is false and (ii) holds.
⇑ . Let (i) and (ii) be true. It suffices obviously to show that all components H of G are unretractive. Assume that one
such connected component H of G is retractive. Then φ2 = φ ∈ End H \ {1H} exists. Define VX = VH \ im(φ) 6= ∅,
VY = {c ∈ im(φ) | N (c) ⊆ im(φ)}. Then VY 6= im(φ) because otherwise H would be disconnected. Define C = im(φ)\VY
then C 6= ∅ is a cut set ofH and since φ is idempotent φ(x) ∈ N (c), for all c ∈ C, x ∈ VX∩N (c). ThereforeH is unretractive.

See Fig. 2 for a visualization of the condition in the theorem. A retraction of a C6 is indicated by arrows and the vertex set
of the graph is partitioned in VX, C, VY .
Proposition 24. Let G be a graph and c an equivalence relation on VG. Then the following assertions are equivalent:
(i) c is co-Rees.
(ii) There exists φ2 = φ ∈ End G with ker(φ) = c.
Proof. Let assertion (i) be true. Chose a co-central system of representatives {gX | X ∈ VG/c }. The mapping φ : VG→ VG,
g 7→ gX , if g ∈ X ∈ VG/c can easily be shown to be an idempotent endomorphism of G. Let now assertion (ii) be true.
Because of φ2 = φ we have im(φ) ∩ X = {gX }, for each class X ∈ VG/c. Obviously {gX | X ∈ VG/c } is co-central system of
representatives of c . Trivially the classes of ker(φ) are discrete. This implies that c is co-Rees. 
Theorem 25. A connected graph G is unretractive iff the following assertions hold:
(i) Each equivalence relation refining a co-Rees congruence is a co-Rees congruence.
(ii) ∩g∈N (s)N (g) = {s}, ∀S ∈ G/SG with S = {s}.
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Proof. ⇓ . Let G be unretractive. Then assertion (i) follows trivially from End G = Aut G, and from Proposition 24 because
the only co-Rees congruence of G is∆. Assume that assertion (ii) is false, i.e., ∃S = {s} ∈ VG/SG, g∗ ∈ (∩g∈N (s)N (g)) \ {s}.
Then define
φ : VG→ VG, g 7→
{
g∗, if g = s
g, else.
Then φ is a nontrivial idempotent endomorphism and G is retractive.
⇑ . Let now both assertions be true and φ2 = φ ∈ End G. Then k = ker(φ) is co-Rees. Assume φ 6= 1G. Then one of the
classes of k contains at least two different vertices. Let K be such a class and σ , σ ′ ∈ K , with σ 6= σ ′. Let k′ be the equivalence
relation that induces the vertex partition {{g}|g ∈ VG\ {σ , σ ′}}∪{{σ , σ ′}}. Then k′ is a refinement of k and thus is a co-Rees
congruence. Let thus ψ2 = ψ ∈ End G be such that k′ = ker ψ . We can assume σ ′ = ψ(σ).
Consider now the lexicographic product L = G/SG[< S>G | S ∈ G/SG]which is isomorphic to G. Let be σ = (g, s), σ ′ =
(g ′, s′) ∈ VL and ψL the graph morphism induced on L by ψ . Then ψL(g, s) = (g ′, s′), and ψL(g ′, s′) = (g ′, s′). Now g 6= g ′
because otherwise s, s′ ∈ g and thus ss′ ∈ EG and ψL could not map (g, s) onto (g ′, s′). Assume | g |> 1 then there is
a vertex s∗ ∈ g such that ss∗ ∈ EG. Now gg ′ 6∈ EG/SG because otherwise ψL could not map (g, s) onto (g ′, s′). But then
(g ′, s′)(g, s∗) 6∈ EL and ψL is not a graph morphism. Thus g is the singleton SG-class {s}. But then assertion (ii) shows that ψ
cannot map σ onto another vertex in Gwhile leaving all other vertices of G fixed. Consequently φ = 1G and with Lemma 1
we see that G is unretractive. 
Example 2. None of the assertions in Theorem 25 implies the other.
Proof. Consider first a path P = ({a, b, c}, {{a, b}, {b, c}}). This path obviously has exactly two congruences c1, c2 with the
decompositions d1, d2 of VP into equivalence classes as {{a, c}, {b}} and {{a}, {b}, {c}} respectively. Obviously assertion (i) of
Theorem 25 is true with respect to P while assertion (ii) of that theorem is not. Let C be a cycle with vertices ({a, b, c, d, e, f }
and edges {{a, b}, {b, c}, {c, d}, {d, e}, {e, f }, {f , a}}). Obviously with respect to C assertion (ii) of Theorem 25 is true.
However, C has a co-Rees congruence c that induces the partition p = {{a}, {b, f }, {c, e}, {d}}. A system of co-central
representatives of c is {a, b, c, d}. Let p′ = {{a}, {b, f }, {c}, {d}, {e}}. Then p′ is a refinement of p. Let c ′ be the equivalence
relation inducing the partition p′. Obviously c ′ is not co-Rees and so assertion (i) is not true with respect to C . 
Further characterizations of unretractive graphs in terms of their congruences have been published recently in [20].
7. Outlook
A necessary and sufficient condition for End G[H] = End G oEnd H has been obtained andwill be published soon. It would
be interesting to additionally consider the cases of (1) G[H] rather than G[H]; (2) directed graphs (a problem suggested by
Wilfried Imrich); and (3) infinite graphs. Furthermore the problems addressed here should be studied for other classes of
morphisms such as strong or locally strong ones.
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