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Abstract—In this paper, we propose an extraction method
of HOG (histograms-of-oriented-gradients) features from
encryption-then-compression (EtC) images for privacy-
preserving machine learning, where EtC images are images
encrypted by a block-based encryption method proposed for
EtC systems with JPEG compression, and HOG is a feature
descriptor used in computer vision for the purpose of object
detection and image classification. Recently, cloud computing
and machine learning have been spreading in many fields.
However, the cloud computing has serious privacy issues for
end users, due to unreliability of providers and some accidents.
Accordingly, we propose a novel block-based extraction method
of HOG features, and the proposed method enables us to carry
out any machine learning algorithms without any influence,
under some conditions. In an experiment, the proposed method
is applied to a face image recognition problem under the use of
two kinds of classifiers: linear support vector machine (SVM),
gaussian SVM, to demonstrate the effectiveness.
Index Terms—encryption-then-compression block-based en-
cryption, histgram of oriented gradients
I. INTRODUCTION
In recent years, cloud computing and edge computing that
use resourses of providers are rapidly spreading in many
fields. However, there are some security concerns such as
unauthorized use and leak of data, and privacy compromise
[1]. For solving these privacy concerns for end-users, many
researches has been conducted [2]–[5].
In this paper, we propose a scheme of histgram-of-oriented-
gradients (HOG) feature extraction from encryption-then-
compression (EtC) images, where HOG features are well-
known features used mainly in computer vision [6], and EtC
images are images encrypted by a block-based encryption
method [7]–[13]. EtC images have been applied to privacy
preserving machine learning algorithms, but HOG features are
not extracted yet from EtC ones [14].
In the proposed method, we encrypt both training and test
images by using the same key, then extract HOG features from
the encrypted images and apply these features to machine
learning algorithms. HOG feature extracted by using the
proposed method is exact the same as those extracted from
unencrypted images. In other words, the encryption gives no
influence to the performance of machine learning algorithms
with HOG features, while protecting visual information of im-
ages. In an experiment, the proposed method is experimentally
demonstraded to be effective for a face image recognition
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Fig. 2. HOG cell separation.
problem with a machine learning algorithm such as SVM
algorithms.
II. ETC IMAGES
We focus on EtC images which have been proposed for
encryption-then-compression systems with JPEG compression
[11], [12]. EtC images have not only almost the same com-
pression performance as that of unencrypted images, but
also enough robustness against various ciphertext-only attacks
including jigsaw puzzle solver attacks [11].
The procedure of generating EtC images is summarized
here.
1) Divide an image L with X×Y pixels into blocks Bm,m =
1, 2, . . . ,M with E × E pixels, and permute randomly the
divided blocks using a random integer generated by a secret
key K1, where M is the number of blocks in image L.
2) Rotate and invert randomly each block using a random
integer generated by a key K2.
3) Apply the negative-positive transformation to each block
using a random binary integer generated by a key K3. In this
step, a transformed pixel value in ith block, p′ is computed
by {
p′ = p (r(i) = 0)
p′ = 255− p (r(i) = 1) , (1)
where r(i) is a random binary integer generated by K3 under
the probability P (r(i)) = 0.5 and p is the pixel value of an
original image with 8 bit per pixels (see Fig.1).
III. PROPOSED METHOD
In accordance with the procedure in Sec. II, image L is
encrypted to generate an EtC image Lˆ which consists of M
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Fig. 3. HOG block. ⊕ indicates the concatenation of vectors.
encrypted blocks Bˆm. Next, HOG features are extracted from
the EtC image Lˆ as follows.
Step1. Differential Images: Lˆ is devided into M ′ small
grids Bˆ
′
m,m = 1, 2, . . . ,M
′ with E′ ×E′ pixels. A horizon-
tal differentiating function [·]H and a vertical differentiating
function [·]V are respectively defined. Then, a horizontal
differential image [Bˆ
′
m]H and a vertical differential image
[Bˆ
′
m]V are calculated from each EtC block Bˆ
′
m respectively
as
[Bˆ′m]H(x, y) =
Bˆ′m(x+ 1, y)− Bˆ′m(x− 1, y) (2 ≤ x ≤ E′ − 1)
Bˆ′m(2, y)− Bˆ′m(1, y) (x = 1)
Bˆ′m(E
′, y)− Bˆ′m(E′ − 1, y) (x = E′) ,
(2)
[Bˆ′m]V(x, y) =
Bˆ′m(x, y + 1)− Bˆ′m(x, y − 1) (2 ≤ y ≤ E′ − 1)
Bˆ′m(x, 2)− Bˆ′m(x, 1) (y = 1)
Bˆ′m(x,E
′)− Bˆ′m(x,E′ − 1) (y = E′) ,
(3)
where [Bˆ′m]H(x, y), [Bˆ
′
m]V(x, y) and Bˆ
′
m(x, y) are pixel val-
ues of [Bˆ
′
m]H, [Bˆ
′
m]V and Bˆ
′
m respectively at a coord
(x, y), x ∈ {1, 2, . . . , E′}, y ∈ {1, 2, . . . , E′}.
Step2. Gradient Direction and Strength Maps: A gradient
direction map θm and a gradient strength map Im are com-
puted from the [Bˆm]H and [Bˆm]V, respectively, according to
the equations
Im(x, y) =
√
[Bˆm]2H(x, y) + [Bˆm]
2
V(x, y) (4)
θm(x, y) = tan
−1 [Bˆm]V(x, y)
[Bˆm]H(x, y)
, (0 < θm(x, y) ≤ pi) , (5)
where Im(x, y) and θm(x, y) are pixel values of Im and θm
respectively at a coord (x, y). {Im} are combined into one
gradient strength map I with X × Y pixels. {θm} are also
combined into θ.
Step3. Gradient Histograms: As shown in Fig.2, maps I
and θ are commonly divided into small grids called ”HOG
cells” with NC × NC pixels, where the parameter NC is
reffered to as ”HOG cell size”. First, θ(x, y) is quantized
to angles pi2N ,
3pi
2N ,
5pi
2N , . . . ,
(2N−1)pi
2N , where N is the quan-
tization level of θ. Then, a gradient histogram Hi,j , i =
1, 2, . . . , XNC , j = 1, 2, . . . ,
Y
NC
, which is a histogram of
θ(x, y) in a cell, is made up. The votes are weighted by I(x, y).
(a) (b)
(c) (d)
Fig. 4. Examples of images from the dataset and the EtC ones.
Step4. HOG Blocks: Let us define HOG block HB,i,j
as a group of one or multiple HOG cells (see Fig.3). Hi,j ⊕
Hi,j+1 in Fig.3 means the concatenation of Hi,j and Hi,j+1.
Each HOG block consists of NB ×NB HOG cells, where the
parameter NB is reffered to as “HOG block size”, and HOG
blocks may have the overlap with NO cells each other.
HB,i,j has N ×N2B elements as
HB,i,j =[HB,i,j(1), HB,i,j(2), . . . , HB,i,j(N ·N2B)] , (6)
where HB,i,j(n) is the n-th element of HB,i,j .
Step5. Block Normalization: Each element of HB,i,j is
normalized as
HB,i,j(n) =
HB,i,j(n)
‖HB,i,j‖+ ε
n = 1, 2, . . . , N ·N2B , (7)
where ε is a small constant. The HOG feature of image Lˆ
is the vector produced by concanating all normalized HOG
blocks.
If HOG features are extracted from EtC images under the
conditions of E′ = NC = E, NB = 1, and NO = 0, the
features are the same as these extracted from unencrypted ones
as demonstrated in Sec.IV.
IV. EXPERIMENT
A face image classification experiment was carried out
under the use of linear SVM and gaussian SVM respectively.
We used the Extended Yale Face Database B [15], which
consists of 2432 frontal facial images with 168×192 pixels
for 38 person. 64 images for each person were divided into
half randomly for training data samples and queries. All the
images are encrypted with block size E = 8. Figure 4 (a) and
(c) show example images from the dataset, and Fig.(b) and (d)
are the EtC images.
Figure 5 shows experiment results, where HOG feature
extraction was carried out under two parameter conditions
as shown in (a) and (b). To evaluate the effectiveness of the
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Fig. 5. Experiment results (E′ = NC = E = 8, N = 10).
proposed method, equal error rate (EER), which is the point
at which false reject rate (FRR) is equal to false accept rate
(FAR), was used. EER is acquired by changing the threshold
of classification score. A lower EER value means the classifier
has a better performance.
Figure 5 (a) indicates that the encryption did not give any
effect to the performance of SVM algorithms under condition
(a). Fig.5 (b) indicates the performance of SVM algorithms
depends on parameter conditions such as NB and NO. Note
that the figure also shows the good selection of NB and NO
can improve the classification performance even when the
encryption is carried out.
V. CONCRUSION
In this paper, we proposed an extraction method of HOG
features from images encrypted by a block-based encryp-
tion method for privacy-preserving machine learning. We
experimentally showed that the encryption did not give any
effect to the performance of machine learning algorithms with
HOG features extracted by the proposed method under some
conditions exprained in this paper.
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