The analysis of local changes in sequence data is of interest for various applications such as the segmentation of DNA and other genetic sequences, or financial data sequences. Patterns of change that can be characterized as local jump change or slope change are of special interest. We propose simple graphical tools to visualize such patterns of local change. The concept of mode trees, developed for the visualization of local patterns in densities (Minnotte and Scott, 1993) , is adapted to visualize patterns of local change in dependency on a threshold parameter by means of a Change Tree. The simultaneous visualization of scale effects, in analogy to SiZer (Chaudhuri and Marron, 1999, 2000) motivates another graphical device, the Mutagram. We illustrate these concepts with several sets of sequence data.
INTRODUCTION
The statistical analysis of abrupt changes in the mean or slope of a regression function has been widely studied. The location where such a sudden change occurs is referred to as a change-point. Changepoints have been studied in linear models (Kim, 1994; Bhattacharya, 1994; Jandhyala and MacNeill, 1997) , non-linear models (Jandhyala and Al-Saleh, 1997; Rukhin and Vajda, 1997) , generalized linear models (Braun, Braun and Müller, 2000) and non-parametric models (Hall and Titterington, 1992; Müller, 1992; Hall, Gijbels, and Kneip, 1999; Darkhovski, 1994; Antoniadis, Gijbels and MacGibbon, 2000) . For an overview on some earlier developments in theory and application, we refer to the monograph on Change-point Problems edited by Carlstein, Müller and Siegmund (1994) .
In this paper we propose several tools for the graphical detection and display of change-points, based on local quasi-likelihood comparisons. The proposed methods are model free and graphical in nature. A key graph is the Change Tree. Change Trees are constructed by obtaining local quasilikelihood fits with and without change-points at a set of potential locations. The locations are then ranked by evaluating the magnitude of the differences of quasi-deviances between fits with and without a change-point at each location. The resulting ranked change-point locations are then represented in a tree graph. The root sizes indicate the size of the observed difference in quasi-likelihood between the two fits. The longest roots of the tree correspond to locations with the largest change in deviance, corresponding to the difference in quasi-likelihood, the next longest roots indicate points with the next largest changes in deviance, and so on.
A second key graph is the Mutagram which supplements Change Trees. It displays the effects of an entire range of window sizes, referring to the window within which the local quasi-likelihoods are computed. The variation in window widths or scaling has an influence on the quasi-likelihood differences. By graphing quasi-likelihood deviance differences simultaneously across a multitude of scales or different bandwidths, the mutagram reveals the dependency of deviance differences on scale and helps to pinpoint scale-independent or "robust" change-point locations. Thus mutagrams help in sorting out deviance differences that occur across many scales, pointing to actual changes, from those that appear only for a few, often the smallest, bandwidths and are more likely to be caused by noise configurations. Mutagrams are constructed in such a way that evidence pointing to a jump change is combined with evidence for a slope change. They are related in spirit to mode trees (Minnotte and Scott, 1993) and the mode forest (Minnotte, Marchette and Wegman, 1998) . Mutagrams are also closely related to the SiZer idea of Marron (1999, 2000) . While mutagrams are constructed for the analysis of change across various scales, the focus of SiZer is on the effect of scale on smoothing.
These graphical ideas will be developed and illustrated in the following with various sequence data.
ONE-SIDED QUASI-LIKELIHOOD
The notion of deviance that is associated with local quasi-likelihood fitting plays a central role for our deliberations. A version of local quasi-likelihood was proposed in Fan, Heckman and Wand (1995) , extending the concept of local likelihood (Staniswalis, 1989) . Let (x 1 , y 1 ), (x 2 , y 2 ), . . . , (x n , y n ) be a sequence of independent random pairs, where Quasi-likelihood, first proposed by Wedderburn (1974) , is popular in statistical inference as it avoids full specification of a distribution family such as the exponential family that is required in conventional likelihood methods. For quasi-likelihood modelling, it is enough to choose a link function g(·) and a variance function V (·). More precisely, one assumes that the observations (x i , y i ) of predictors x i ∈ R r , r ≥ 1 and of responses y i ∈ R are related by a regression function µ(x) = E(Y |X = x) (McCullagh and Nelder, 1989 ). The single index assumption then corresponds to
where β = (β 0 , . . . , β p ) T ∈ R p+1 is a parameter vector and x = (1, x T ) T is the vector of predictor values, augmented by a 1. The conditional variance is assumed to depend solely on the conditional
Specification of conditional mean and conditional variance lead to a quasi-likelihood for the obser-
dt (Wedderburn, 1974) . Defining quasi-devianceD = −2σ 2Q (µ; y i ), the sample deviance is theñ
(µ; y i ). (Fan and Gijbels, 1996) . Localizing quasi-likelihood using local polynomial fitting, we obtain the local quasi-likelihood estimates
where (Braun and Müller, 1998) . This simply means that the quasi-likelihood is applied only in a small window around the target location x. Here K is a nonnegative kernel function and h is a bandwidth defining the size of the window, while the w i denote case weights. Usually we will choose w i = 1, i = 1, . . . , n, but in some cases, for instance when the data are averages formed from unequal numbers of observations, case weights may be included. The order of the local polynomial p is usually chosen as p = 0 (locally constant) or p = 1 (locally linear).
Then we setμ(x) = g(β 0 (x)), where both link function g(·) and variance function V (·) are assumed to be known. The identity link function, g ≡ id, often is a feasible choice for local quasi-likelihood.
We extend the concept of local quasi-likelihood to one-sided local quasi-likelihood, where only data on the left or on the right of the target location enter the quasi-likelihood. Related ideas were considered in Müller (1998) and Loader (1999) ; for more recent discussion of such approaches compare Gregoire and Hamrouni (2002) and Huh and Carriere (2002) . In the following, we are using Formally, the one-sided quasi-likelihood estimates to the right and to the left are defined as
and
We then define the maximizers for local and one-sided local quasi-likelihoods,
along with the corresponding fitted values,μ(
The corresponding quasi-deviances
measure the deviance of the fitted model. Note that quasi-deviance does not depend on σ 2 , as the factor 1 σ 2 appearing in the quasi-likelihood is cancelled. For the three most common types of data the quasi-deviances are as follows (see, e.g., McCullagh and Nelder, 1989) 
LOCAL CHANGE-POINT STATISTICS
Two basic change-point models are useful to describe rapid changes that are observed in data. On one hand, a change can be so abrupt that it is best modelled by assuming a discontinuity. On the other hand, in many cases one observes a rapid change in a trend that is best modelled as a slope change or discontinuity in the first derivative. We note that in our applications the identity link generally performed well, and we use this link in our examples. Other link functions could be equally chosen.
Local Jump Model:
The polynomial that is fitted locally is a constant with
andμ =ȳ. Fitting constants in the one-sided windows [x − h, x] and [x, x + h] provides a local approximation to a discontinuity at x, and the resulting fit is compared with fitting a constant over the entire window, i.e., the local fit without change-point at x.
Local Slope Change Model:
A slope change is approximated by a function corresponding to a twostick regression line, with a change-point located at the midpoint x, given by
, where x i1 = x i and x i2 = 1 {x i >x} . The quasi-likelihood in this case equals
This model reflects a slope change occurring at x, while the function itself is continuous. This model fit is compared with a fit that is obtained for an unbroken line fitted to the data over the entire window,
i.e., the local linear fit without change-point.
We fit these models with local and local one-sided quasi-likelihood as described above. A comparative illustration of jump and slope change models is provided in Fig. 1 , using the Dow Jones Industrial
Average data and the Bacteriophage λ data (n = 485) series of binned DNA base frequencies from Skalka et al. (1968) . The Dow Jones Industrial Average data is a record of the log-transformed weekly closings of the Dow Jones Industrial Average from 1970 to 1999, and for this analysis we use the quasinormal deviance. The Bacteriophage λ data correspond to Guanine and Cytosine (G+C) proportions which have been aggregated into bins from the DNA sequence of this phage, and accordingly, the quasi-binomial deviance is used for these data. Fig. 1 demonstrates that while for the Bacteriophage λ data the jump model is seemingly more appropriate, the slope change model appears to provide a better fit for the Dow Jones data, especially when choosing large bandwidths.
Using locally weighted maximum quasi-likelihood estimation, we obtain deviances
and D(x, y; h) of locally one-sided and local model fits. We then define the evidence function ∆(x, h) for the local jump model as
For the local slope change model, we define analogously
where D * is defined as above and is the deviance for the model with slope change, fitted to the data in the entire window, while D * is the deviance for an unbroken line without slope change fitted to the data in the entire window,
Note that functions ∆, ∆ * depend on a bandwidth h and quantify the degree of evidence that separate left-and right-sided local models provide a better fit than an overall two-sided local fit. The improvement is measured as the amount of decline in the deviance that one observes for the more flexible one-sided fits. In the case of fitting constants (Local Jump Model), we compare the deviances between a model that allows for separately fitted constants in left and right half-windows with a model that fits one global constant to the data in the entire window by maximum quasi-likelihood.
We note that local statistical evidence can be provided for the local changes in deviance by selecting a level α, then testing at level α for a change at each location x for a grid of locations. Since the models are nested within each other, testing for no change at x in the local jump model corresponds to testing H 0 : β 0+ = β 0− , and in the local slope change model to testing H 0 : β 2 = 0. We assume that the local approximation to the change that actually occurs which is provided by a local jump model or local slope change model is sufficiently accurate under suitable regularity conditions (compare Müller and Song, 1997, and Gijbels et al., 1999 , for a detailed discussion of examples for such conditions).
Then an approximate asymptotic p-value and inference at level α can be obtained for each location
x by referring to the asymptotic χ 2 1 -distribution of the test statistic under the null hypothesis H 0 as shown above.
The relevant test statistic is the quasi-likelihood ratio which corresponds to the deviance difference between the models with and without change-point at x and is given by ∆(x, h) for the jump change model and ∆ * (x, h) for the slope change model. The asymptotic χ 2 1 -distribution of these test statistics under the null hypothesis follows from basic properties of quasi-likelihood (Wedderburn, 1974) .
Simultaneous inference procedures are needed if one were to formally test for the presence of changepoints with unknown location x. While such a formal test is not within the scope of our proposed procedure, we demonstrate below that in some cases the construction of mutagrams for very small levels α provides evidence for overall significance of observed changes, simply by applying a Bonferroni correction.
CHANGE TREES
A change tree is a graph that provides a visual summary of the location of possible change-points in a data sequence. It is related in spirit to the mode tree (Minnotte and Scott, 1993; Marchette and Wegman, 1997) . For a fixed point x, the evidence that a change-point is located at x is based on the evidence functions ∆(x, h), ∆ * (x, h) defined above. These evidence functions depend on a bandwidth, bandwidth, link function, variance function and, last not least, linear predictor function -in our case local constants, local two-stick regressions or local linear regressions.
In order to construct change trees for given bandwidth h, we obtain the functions ∆, ∆ * on a grid of n points in the domain [0, T ] of the predictor variable, 0 < x 1 < x 2 < . . . < x n < T , which correspond to the support points of the sequence where measurements are available, for example gene location in the DNA sequence examples. We then find the concomitant locations of the ordered maxima of functions ∆, ∆ * over this finite grid of points. For a small h 0 h,
where τ j = argmax x∈S j−1 ∆(x, h) for j = 1, 2, . . . , n. Depending on the choice of h 0 , reflecting an assumed minimum distance between two change-points, the sequence of maxima will include a number of M ≤ n such maxima after which no further maxima can be found. to the associated values of observed change, ∆(τ j , h). Horizontal segments join a vertical segment to the nearest vertical segment with a higher evidence value for change. That is, we join the vertical segment of τ j with that of τ j+1 and τ j+2 for j = 1 to M − 2. Thereby we construct a change tree in analogy to the construction of the mode tree of Minnotte and Scott (1993) .
The values of ∆ can also be thresholded in order to "vertically" prune the tree, in the sense that a location where ∆(τ j , h) < ∆ 0 for a threshold ∆ 0 is discarded from further consideration. As a rule of thumb, we choose ∆ 0 = 0.1max 1≤j≤M ∆(τ j , h), and h 0 (see definition of S 0 at the end of the previous chapter), which governs "horizontal pruning", was chosen as h 0 = 0.04n. For change trees in the jump model, locations whereβ 0+ >β 0− , i.e., where changes from lower to larger level are observed, are indicated by a solid red vertical line, whereas locations whereβ 0+ <β 0− are denoted by a dotted red vertical line. In change trees for the slope change model, locations where the slope increases are indicated with a solid blue line, and locations where it decreases, with a dashed blue vertical line.
As an example, consider a biological sequence, the Bacteriophage λ sequence (Skalka et al. 1968 ; n = 485) that is shown in Fig. 1 . The data correspond to Guanine and Cytosine (G+C) proportions which have been aggregated from the DNA sequence of this bacteriophage. Braun and Müller (1998) used split local polynomial fits for the Bacteriophage λ data and provided evidence for a changepoint at 22.6Kbp and 33.2Kbp (kilo base pairs). A global step function fit with quasi-likelihood was described in Braun, Braun and Müller (2000) and applied to these data, confirming the same changepoint locations. Global segmentation methods are numerically tedious and local methods such as those considered here provide far more flexibility and faster computation.
The jump and slope change trees for these data ( 
MUTAGRAMS
Change trees are scale-dependent and are affected by the specific bandwidth choice that is made. By viewing one tree one cannot fully appreciate the effect that different bandwidths and scaling might have on sequence segmentation. A graphical approach to address the scaling issue is to display a whole range of deviance changes simultaneously for different bandwidths, for each support point x.
This leads to a graphical device that we call Mutagram (inspired by the Latin mutare, to change).
The idea of the mutagram is related to the mode forest (Minnotte, Marchette and Wegman, 1998) .
It is essentially a graphical representation of a 2-dimensional matrix. For given coordinate points x and h, define M xh = ∆(x, h) (analogously for ∆ * ), with evidence functions ∆, ∆ * as defined in Section 3. The matrix entries are based on a grid of log-equidistant bandwidths log(h i ) (in descending order), i = 1, . . . , m, where we choose m = 20, and locations x j , j = 1, . . . , n. The functions ∆(x, h) and ∆ * (x, h) for both jump and slope change model are calculated and the significance of a jump or slope change at x is determined according to a pre-specified level α (see section 3).
Areas in the graph that are associated with significant upwards change are colored red, and areas associated with a significant decrease are colored blue. The color is chosen as more intense in areas where both jump and slope change model indicate a significant change in the same direction, and darker or lighter where only one of the models is significant. Significance is with respect to a prespecified level α. Areas that have no significant changes for the given level α or for which jump and slope changes point to different directions of change are indicated with shades of purple. Details regarding the color scheme that is used for displaying the mutagrams can be found in the legend of We note that the same major change occurring at 22Kbp is identified in both mutagrams in Fig.   3 , and this location has been identified as a major change-point in previous analyses of this sequence.
Additional changes occur to the right of this major change-point. The presence of such additional change-points is consistent with the earlier analysis of these data of Braun et al. (2000) .
Mutagrams enable the simultaneous study of the effects of location and bandwidth or scale. For a in-depth discussion of scale effects and their significance, we refer to SiZer Marron, 1999, 2000) . Mutagrams highlight change-points, narrowly pin-pointing them at small scales and broadening their footprint at larger scales for major change-points. This is due to the fact that a major change-point will exercise its impact more at large scales as compared to small scales, leading to increased visibility in the mutagrams in the areas of larger bandwidths. At small scales, random noise configurations can cause the corresponding change configurations to fluctuate wildly (similar small scale fluctuations are observed in SiZer). Large scale significance is thus useful to corroborate the existence, significance and impact of change-points on the sequence, while analysis at smaller scales is better suited to pinpoint locations. Mutagrams therefore are a useful complement to change trees and a valuable tool to assess the nature of changes that occur in sequence data simultaneously over many scales.
As another illustration, we consider the S. Cerevisiae III (n = 526) sequence of brewer's yeast gene III. The data correspond to binned relative frequencies of the Guanine and Cytosine (G+C)
proportion in the DNA sequence (Oliver et al., 1992) . The data set is available at the Genbank database (http://www.ncbi.nlm.nih.gov/Genbank/). DNA segmentation for these data has been studied by Braun et al. (2000) , Chechetkin and Lobzin (1998) and Liö et al. (1996) . The Binomial quasilikelihood is used in our analysis, as the G+C proportion is a binary outcome. The change trees for both local jump model as well as local slope change model and when using different bandwidths are remarkably similar (Fig. 4) , indicating a satisfactory level of stability. The major change occurs at around 344 Kbp where the G+P proportion rapidly rises above previous levels.
The corresponding mutagram constructed for a small level α of α = 10 −8 in Fig. 5 pinpoints essentially the same locations as the two change trees, and also identifies the change at 344Kbp as a major change, attaching significance to it. The number of individual locations (due to the aggregation into 526 bins) and scales (20 bandwidth levels) combined is small enough so that local significance as indicated by the mutagram translates into global significance at the usual 5% level, when applying the conservative Bonferroni correction.
CONCLUSIONS
Change trees and mutagrams are simple graphical tools that are useful to enhance the detection, description and visualization of changes in sequence data. Such data originate from diverse fields. As the local likelihoods are determined using quasi-deviance, these methods easily adapt to data with nonnormal distributions and only require specification of the variance-mean relationship. Change trees are basic graphical representations of local evidence for changes in a given sequence. Both change trees and mutagrams are flexible graphical devices that can easily be adapted to various local change-point statistics that depend on location and scale, and their construction is not limited to the specific local change-point statistics that we propose in Section 3.
In our illustrations, mutagrams enable the user to gauge the stability of a "change feature" across different scales, taking into account a whole range of scales and window widths simultaneously. Local and to some extent also global inference for the presence of a change-point at a fixed location is a consequence. The two local change models that are simultaneously included in this graph, the local jump model and the local slope change model, complement each other. Their combined evidence that results in the mutagram is especially useful. Mutagrams are close in spirit to the philosophy of SiZer and also show similar characteristics. They combine information on jump changes, slope changes and inference, all in dependence on location and scale. For a single graphical device, they convey a wealth of complex information in an informative manner.
Questions that might be addressed in future investigations are specific asymptotic considerations that might allow for improved simultaneous inference. Theoretical investigations of the behavior of the change statistics over the entire range of scale factors would also be of interest, for example through the investigation of the properties of a stochastic process that is defined as a random function of the scale parameter. Finally, the extension to models which allow the explicit incorporation of dependency structure in observed sequences is also a topic for further research. 
