
























































































































































































































































































































































































































































































































































































































































Northwest   single  15  1  0.41  0.92  3.93 
  multi    12  0.83  0.38  1.45 
  VSfM      2.28  2.51  22.70 
  PS      8.79  6.99  23.26 
  PS­ICP      79.40  10.19  52.96 
West  single  26  1  0.99  0.69  3.27 
  multi    7  3.94  0.76  3.33 
  VSfM      1.81  0.53  1.96 
  PS      1.67  1.16  3.32 
  PS­ICP      20.02  1.97  20.25 
Northeast   single  22  1  0.49  0.68  2.11 
  multi    3  1.04  1.08  4.14 
  VSfM      1.23  1.34  3.54 
  PS      1.21  1.14  3.12 
  PS­ICP      6.22  9.08  17.65 
Basement   single  10  1  0.00  0.00  0.53 
  multi    9  0.49  0.11  0.77 
  VSfM      137.90  8.15  45.61 
  PS      12.45  1.56  8.22 










single  0.47  0.57  2.46 
multi  1.57  0.58  2.44 
VSfM  35.80  3.13  18.45 
PS  6.03  2.71  9.48 
PS­ICP  27.23  5.70  25.13 
delta  ­1.10  ­0.01  0.03 
 
Comparison of results between the five different algorithms. Mean rotational error was 
measured in degrees, mean translational error is in meters, and mean reprojection error 
is measured in percentage of image width. Delta is the difference between the 
mesh­assisted SfM using a single anchor image vs multiple anchor images, which was 
small but slightly in favor of using a single anchor image.   
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Figure 5.1: Dataset ­ Northwest 
 
 
Northwest was a construction site which had a filled in foundation, and columns were 
beginning to be put in. There were many easily identifiable pillars and corners, and few 
obstructions. 
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Figure 5.2: Dataset ­ West 
 
 
West features a building which had approximately two levels finished. There were many 
inconsistencies between the mesh and the scene, such as scaffolding, railings, and an 
entire room right in front of most of the cameras which was not yet finished. 
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Figure 5.3: Dataset ­ Northeast 
 
 
Northeast was of a basement area still under construction. The model was sparse, and 
had many inconsistencies with the scene, while the images had few identifiable features 
that could easily be matched to the model. 
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Figure 5.4: Dataset ­ Basement 
 
 
Basement was more images of the basement area, after support structures began to be 
put in. At this point, the scene structure was more identifiable. The dataset itself was 
very small, containing only 10 images. 
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Figure 5.5: Explanation of registration rates 
 
When a single image is used as an anchor camera, many additional images will 
need to be registered during execution. 
Using the modified algorithm, multiple images are selected. Depending on how 
many anchor images are selected, some number of additional images will need to be 
manually registered. The more anchor cameras there are at the start, the fewer 
additional will need to be registered. 
The ideal set of anchor images would be sufficient for registering every other 
image. However, identifying the minimal subset necessary is not doable without actually 
running the entire pipeline. As a result, the only way to guarantee no additional images 
need to be registered is to use every image as an anchor image. 
Using more anchor cameras will generally increase the total number of cameras 
that need to be registered, instead of keeping it constant. One way to understand why is 
to consider the case in which there are some number of cameras which absolutely must 
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be registered, and some number of other cameras which may be registered based on 
the necessary cameras. If the anchor image selection process only chose the 
necessary images, the total number of registered cameras would be constant, because 
no unnecessary images were registered. However, every unnecessary image that is 
registered will raise the number of registered images by one. Thus, because we do not 
know which images are necessary without actually running the pipeline, we can not 
guarantee that no unnecessary images are registered, which means that every 
additional image will, on average, raise the number of images registered by some 
amount. The total number of registered images will be reduced if we can accurately 
predict necessary images, and minimized if we only pick no unnecessary images. 
The reason why it is preferable to have fewer or no images be manually 
registered during execution is because it allows for more of the algorithm to be run 
automatically. Every time execution halts to accept user input, the algorithm needs to 
wait for the user to finish before continuing, which results in wasted execution time. 
Additionally, it is preferable from a user perspective to not need to attend to the pipeline 
while it executes. It is the best user experience when it is only necessary to perform 
input at the start of the pipeline, and to walk away entirely while the pipeline is 
executing. 
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CHAPTER 6 
CONCLUSION AND FUTURE WORK 
The modified mesh­assisted SfM algorithm did not perform very well. The 
reconstructions were slightly less accurate, and more images needed to be manually 
registered total. The only way in which using additional anchor images consistently 
improved performance was in reducing the number of cameras which needed to be 
registered during execution. Because the pipeline was identical for both algorithms 
other than using a different number of anchor images, this suggests that using more 
anchor images will have a small but negative effect on the pipeline’s accuracy. 
However, another statistic to consider is that for the two datasets which were 
almost entirely registered manually by the modified pipeline (Northwest and Basement), 
the errors were very low ­ only one of the four pipelines run with a single anchor image 
performed better than the pipeline which had almost entirely manually registered. This 
suggests that using many anchor images may be a valid strategy, and that manual 
registrations can be very accurate. So, the question to answer is: why did using more 
registrations work in some cases, and not others? Similarly, what can be done to make 
using additional anchor cameras a superior strategy? 
The most likely reason for the decreased performance of the modified pipeline 
compared to the unmodified pipeline is human error when registering the mesh to the 
anchor images. For people, registering 2D points to 3D points is not a particularly 
difficult task. Humans are capable of building a mental model of a scene and matching 
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the 2D points to 3D points without too much difficulty. However, this task becomes 
significantly more difficult when the model is inaccurate. 
Several types of model inaccuracies made point registration more difficult. The 
most significant cause of error was lack of model detail. In general, the mesh that is 
being used will not have an exact correspondence with the scene presented in the 
images. Either the mesh will have features which are not yet constructed, or the images 
will have additional obstacles such as scaffolding or people which are not present in the 
mesh. Both of these errors lead to a difficulty in determining which features in the image 
correspond to which features in the model. This process is simplified when a model is 
accurate, but becomes significantly more difficult the less accurate the model is. For 
example, the dataset Northwest was very accurate, and thus had relatively low error 
rates for manual registration. On the other hand the mesh for dataset West had many 
image features which were not present or occluded in the mesh and vice­versa, and 
thus could not easily be registered. 
Another source of error is localization errors. For a human, it is very difficult to 
estimate distances. As a result, corners are fairly simple to identify and match between 
the model and the image. However, straight lines are much more difficult to measure. 
As a result, if a line in a model is longer or shorter than its corresponding line in the 
image, it is difficult to determine where exactly the end of the line ought to be. This 
source of error was most pronounced for Northeast, which had relatively few identifiable 
features in the images. 
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If the primary cause of the increased error in the modified pipeline compared to 
the unmodified pipeline were human error, this would actually explain why the 
Northwest dataset had better performance. The Northwest dataset likely had better 
performance with more anchor images for two reasons. Firstly, it was highly detailed. 
There was a strong correspondence between the features present in the image and the 
features present in the mesh, and there were many easily identifiable points and 
corners to use as keypoints. For the other models, there was more noise. Either there 
were extraneous features in the mesh which were not present in the.images, or there 
were additional occlusions in the image which were not present in the mesh, or there 
was a general lack of identifiable features which could be easily localized. The 
Basement dataset also had the property of having clearly identifiable features, which 
may be why it performed well when everything was manually registered. 
The second possible reason why the Northwest dataset had better performance 
with more anchor images is because it was the dataset for which all testing of the 
pipeline was performed on. As a result, the person performing manual registrations on 
the anchor images had significantly more practice performing those registrations, and 
thus was able to register them more accurately. When manual registrations are more 
accurate than a registration calculated using a homography transform, using more 
manual registrations will result in better performance. 
Overall, this suggests that using more anchor images may be a valid strategy if 
the provided mesh is very accurate, because when the mesh is an accurate 
representation of the pictured scene, manual registrations will be more accurate. When 
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the mesh is easy to register, it is possible to register more images accurately. On the 
other hand, if the mesh is a poor representation of the scene, it is preferable to register 
whichever single image is the easiest, and perform the remainder of the pipeline 
automatically. The ideal rule for choosing anchor cameras may be to register as many 
anchor images as possible as may be registered accurately, and register all difficult 
images using homographies. 
For future work, it would be worthwhile experimenting with different heuristics for 
selecting anchor cameras. It is possible that some other rule for selecting anchor 
images would perform better, such as using a different similarity threshold, or using a 
different rule for selecting which image should represent an image cluster. Another 
feature which could be added would be an improved user interface. If there were 
additional tools to assist in camera alignment and feature localization, that would make 
it easier for users the manually register images, which would result in more accurate 
camera matrices. This is especially relevant when many images need to be registered, 
which can be the case for large datasets. 
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