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a b s t r a c t
In this paper, a modified delayed predator–prey system with stage structure for predator
is proposed and studied, which generalizes and incorporates as special cases some
known models. With the help of continuation theorem based on the Gaines and Mawhin
coincidence degree theory, we investigate the existence of periodic solutions for the
proposed delayed predator–prey system with stage-structured predator and two kinds
of functional responses (called Holling III functional response and Beddington–DeAngelis
functional response) on time scales. In particular, when the time scale is chosen as the
set of the real numbers or the integers, the existence of the periodic solutions of the
corresponding continuous-time and discrete-time models follows.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
The predator–prey interactions play the most important role in the functioning of ecosystems. There are many different
kinds of predator–prey models in the literature. To name a few, see [1–10]. However, all of these works ignore the stage
structure of the species. The description of the age structure of the population in the life history is also an interesting
problem in population dynamics. Since in the natural world, almost all animals have the stage structure of immature and
mature. Starting from this point, in recent years, some authors have studied the stage-structure predator–prey systemwith
or without time delay [11–17].
Thoughmuchprogress has been seen in predator–prey systemswith stage-structured predator, such systems are notwell
studied yet in the sense that almost all existing results are based on the following common assumptions [18,14–17]: only
the mature predator can capture the prey, and all the metabolic energy the mature predator obtains from its food directly
enhances reproductive effort. However, these assumptions are not natural to some animals. In fact, the immature predator
may own the predation ability (partially inherited from its parents) and the metabolic energy the mature predator obtains
can be used to maintain the physiological growth. To this end, we assume that both immature and mature predators can
capture the prey, while consume the prey with different functional responses due to different digestive systems. Moreover,
we assume that, in the predator–prey system, all the metabolic energy the mature predator obtains is used to physiological
maintenance. Thus, the predator–prey system with stage-structured predator and functional responses can be depicted as
follows:
x˙1 = x1(r − ax1)− b1x
2
1x2
m2x22 + x21
− b2x1x3
α + βx1 + γ x3 ,
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x˙2 = x2

c1x21
m2x22 + x21
− d1 − f

, (1.1)
x˙3 = fx2 + x3

c2x1
α + βx1 + γ x3 − d2

,
where x1, x2 and x3 denote the densities of prey, immature and mature predators, respectively. All the parameters are
positive constants. r is the prey intrinsic growth rate, f stands for the transformation of juveniles to adults, and m is half
capturing saturation. r/a determines the carrying capacity of the prey. bi, ci and di, i = 1, 2 represent capture rate, the
conversion rate and death rate of the immature and mature predators, respectively. The term γ x3 measures the mutual
interference betweenmature predators. The immature predator consumes the preywith functional response b1x
2
1x2
m2x22+x21
, which
is called Holling III functional response, and contributes to its growth rate c1x
2
1x2
m2x22+x21
. Moreover, themature predator consumes
the prey with functional response b2x1x3
α+βx1+γ x3 , known as Beddington–DeAngelis response and contributes to its physiological
maintenance c2x1x3
α+βx1+γ x3 . In accordance with our assumptions, in system (1.1), all the metabolic energy the mature predator
obtains from its food goes into physiologicalmaintenance rather than into enhancing reproductive effort. In otherwords, the
metabolic energy decreases the death rate of mature predator rather than increases the birth rate of the immature predator.
In reality, we often observe that population tends to fluctuate. There are three typical approaches for modeling such
behavior [19]: (i) introduces more species into the model, and consider higher dimensional systems; (ii) assumes that the
per capita growth function is time dependent and periodic in time; (iii) takes into account the time delay effect in the
population dynamics. To model the oscillatory behavior of observed population densities, more realistic and interesting
models of population interactions should take into account both the seasonality of the changing environment and effects of
time delay. Therefore, system (1.1) can be reconstructed as follows:
x˙1(t) = x1(t)(r(t)− a(t)x1(t − τ(t)))− b1(t)x
2
1(t)x2(t)
m2(t)x22(t)+ x21(t)
− b2(t)x1(t)x3(t)
α(t)+ β(t)x1(t)+ γ (t)x3(t) ,
x˙2(t) = x2(t)

c1(t)x21(t − τ(t))
m2(t)x22(t − τ(t))+ x21(t − τ(t))
− d1(t)− f (t)

,
x˙3(t) = f (t)x2(t)+ x3(t)

c2(t)x1(t − τ(t))
α(t)+ β(t)x1(t − τ(t))+ γ (t)x3(t − τ(t)) − d2(t)

,
(1.2)
where τ(t) ∈ C(R,R) and the other variables and parameters have the same biological meaning as in system (1.1) except
that the parameters are now time dependent.
On the other hand, many authors have argued that the discrete-time models governed by difference equations are more
appropriate than the continuous-time ones when the populations have nonoverlapping generations [20–22]. Discrete-time
models can also provide efficient computational models of continuous-time models for numerical simulations. Thanks to
differential equations with piecewise constant arguments [23], we can obtain a discrete-time analogue of system (1.2)
x1(t + 1) = x1(t) exp

r(t)− a(t)x1(t − τ(t))− b1(t)x1(t)x2(t)m2(t)x22(t)+ x21(t)
− b2(t)x3(t)
α(t)+ β(t)x1(t)+ γ (t)x3(t)

,
x2(t + 1) = x2(t) exp

c1(t)x21(t − τ(t))
m2(t)x22(t − τ(t))+ x21(t − τ(t))
− d1(t)− f (t)

,
x3(t + 1) = x3(t) exp

f (t)
x2(t)
x3(t)
+ c2(t)x1(t − τ(t))
α(t)+ β(t)x1(t − τ(t))+ γ (t)x3(t − τ(t)) − d2(t)

, (1.3)
where t ∈ Z, τ (t) ∈ Z.
In the previous works (for example, [24,5,6,25]), one always deals with the existence of periodic solutions to differential
equations or difference equations in a separate way. However, some results concerning differential equations carry over
quite easily to corresponding results for difference equations. To avoid proving results twice it is natural to ask whether we
can explore such an existence problem in a unified way. The theory of time scales can be adopted to attack the problem
successfully. By choosing a time scale to be a set of real number, general results can be applied to ordinary differential
equations, and by choosing the time scale to be set of integers, similar results can be derived for difference equations.
Up to now, on time scales, nowork has been done for delayed predator–preymodel, especially for delayed predator–prey
model with stage-structured predator. This paper attempts to fill the gap. Therefore, in the present paper, by employing the
coincidence degree theory, we aim to investigate the periodicity of the following delayed predator–prey model with age
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structure and functional responses
z∆1 (t) = r(t)− a(t)ez1(t−τ(t)) −
b1(t)ez1(t)+z2(t)
m2(t)e2z2(t) + e2z1(t) −
b2(t)ez3(t)
α(t)+ β(t)ez1(t) + γ (t)ez3(t) ,
z∆2 (t) =
c1(t)e2z1(t−τ(t))
m2(t)e2z2(t−τ(t)) + e2z1(t−τ(t)) − d1(t)− f (t),
z∆3 (t) = f (t)ez2(t)−z3(t) +
c2(t)ez1(t−τ(t))
α(t)+ β(t)ez1(t−τ(t)) + γ (t)ez3(t−τ(t)) − d2(t),
(1.4)
where all the parameters are rd-continuous positive ω-periodic functions. Clearly, if we set xi(t) = exp{zi(t)}, i = 1, 2, 3
and choose T = R and T = Z, then system (1.4) reduces to (1.2) and (1.3).
An outline of this paper is given as follows. In the next section, we present some preliminaries including some basic
knowledge for dynamic systems on time scales and the famous Gaines and Mawhin continuation theorem of coincidence
degree theory. In Section 3, by using the coincidence degree theory, we will establish some sufficient conditions for the
existence of positive periodic solutions of system (1.4). In Section 4, an example and numerical simulations are given to
verify and support the theoretical findings. Finally, we close this paper by some conclusions.
2. Preliminaries
In this section, we list some preliminaries for our following analysis.
First, we present some definitions and notations on time scales, which can be found in [26,27].
Definition 2.1. A time scale is an arbitrary nonempty closed subset T ofR, the real numbers. The set T inherits the standard
topology of R.
Definition 2.2. The forward jump operator σ : T → T, the backward jump operator ρ : T → T, and the graininess
µ : T→ R+ = [0,+∞) are defined, respectively, by
σ(t) = inf{s ∈ T : s > t}, ρ(t) = sup{s ∈ T : s < t}, µ(t) = σ(t)− t for t ∈ T.
If σ(t) = t , then t is called right-dense (otherwise: right-scattered), and ifρ(t) = t , then t is called left-dense (otherwise:
left-scattered).
Definition 2.3. A function f : T → R is said to be rd-continuous if it is continuous at right-dense points in T and its
left-sided limits exists (finite) at left-dense point in T. The set of rd-continuous function f : T → R will be denoted
by Crd(T).
Definition 2.4. Assume f : T → R is a function and let t ∈ T. Then we define f ∆(t) to be the number (provided it exists)
with the property that given any ε > 0, there is a neighborhood U of t such that
|f (σ (t))− f (s)− f ∆(t)(σ (t)− s)| ≤ ε|σ(t)− s| for all s ∈ U .
In this case, f ∆(t) is called the delta (or Hilger) derivative of f at t . Moreover, f is said to be delta or Hilger differentiable on
T if f ∆(t) exists for all t ∈ T. The set of functions f : T → R that are delta differentiable and whose delta derivative are
rd-continuous functions is denoted by C1rd = C1rd(T) = C1rd(T,R).
Definition 2.5. A function F : T→ R is called a antiderivative of f : T→ R provided F∆(t) = f (t) for all t ∈ T. Then we
write ∫ s
r
f (t)1t = F(s)− F(r) for r, s ∈ T.
Lemma 2.1. Every rd-continuous function has an antiderivative and every continuous function is rd-continuous.
In what follows, for simplicity, let T be ω-periodic, that is t ∈ T implies t + ω ∈ T, and denote
κ = min{R+ ∩ T}, Iω = [κ, κ + ω] ∩ T, g l = inf
t∈T g(t), g
u = sup
t∈T
g(t)
and
g¯ = 1
ω
∫
Iω
g(s)1s = 1
ω
∫ κ+ω
κ
g(s)1s,
where g ∈ Crd(T) is an ω-periodic real function, i.e., g(t + ω) = g(t) for all t ∈ T.
Next, we will introduce the famous Gaines and Mawhin continuation theorem of coincidence degree theory [28], which
turns out to be very effective in dealing with the existence of periodic solutions.
Let Ω ∈ Rn be an open bounded set with closure Ω¯ and f ∈ C1(Ω,Rn) ∩ C(Ω¯,Rn). For x ∈ Ω , let Jf (x) denote the
Jacobian determinant of f at x and Sf be the set of all critical points of f , i.e., Sf = {x ∈ Ω : Jf (x) = 0}.
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For y ∈ Rn \ f (∂Ω ∪ Sf ), i.e., y is a regular point of f , the degree of f at y is defined as
deg{f ,Ω, y} =
−
x∈f−1(y)
signJf (x).
Let X and Z be two Banach spaces. Consider the operator equation
Lx = λNx, λ ∈ (0, 1),
where L : Dom L ∩ X → Z is a linear operator and λ is a parameter. Let P and Q denote two projectors such that
P : X ∩ Dom L → Ker L and Q : Z → Z/Ker L.
Let Coker L = Z/Im L be the quotient space of Z under the equivalence relation z ∼ z ′ ⇔ z − z ′ ∈ Im L. Thus,
Coker L = {z + Im L : z ∈ Z}. So, dim Coker L = codim Im L.
A linear mapping L with Ker L = L−1(0) and Im L = L(Dom L), will be called a Fredholm mapping if the following two
conditions hold
(i) Ker L has a finite dimension,
(ii) Im L is closed and has a finite codimension.
When L is a Fredholm mapping, its index is defined by Ind L = dim Ker L− codim L. If Ind L = 0, then L is called a Fredholm
mapping of index zero.
If L is a Fredholm mapping of index zero, then there exist continuous projections P and Q such that
Im P = Ker L and Im L = Ker Q = Im (I − Q ).
Define LP : Dom L ∩ Ker P → Im L as the restriction LDom L∩Ker P of L to Dom L ∩ Ker P . Then LP is an isomorphism. Define
KP : Im L → Dom L by KP = L−1P . Then it is easy to see
(i) KP is one-to-one and PKP = 0,
(ii) On Im L, LKP = I ,
(iii) On Dom L, KPL = I − P .
LetN : X → Z be a continuousmapping.N will be called L-compact on Ω¯ if QN(Ω¯) is bounded and KP(I−Q )N : Ω¯ → X
is compact. Since Im Q is isomorphic to Ker L, there exists an isomorphism J : Im Q → Ker L.
Lemma 2.2. Let L be a Fredholm mapping of index zero and let N be L-compact on Ω¯ . Suppose
(i) For each λ ∈ (0, 1), every solution x of Lx = λNx is such that x ∉ ∂Ω;
(ii) QNx ≠ 0 for each x ∈ ∂Ω ∩ Ker L and
deg{JQN,Ω ∩ Ker L, 0} ≠ 0.
Then the equation Lx = Nx has at least one solution lying in Dom L ∩ Ω¯ .
3. Existence of periodic solutions
In this section, we will utilize the coincidence degree theory given in the previous section to establish some sufficient
criteria for the existence of periodic solutions.
The following two lemmas will be used in the proof of our main results. The proofs can be found in [29,30], respectively.
Lemma 3.1. Let t1, t2 ∈ Iω and t ∈ T. If g : T→ R is ω-periodic, then
g(t) ≤ g(t1)+
∫ κ+ω
κ
|g∆(s)|1s and g(t) ≥ g(t2)−
∫ κ+ω
κ
|g∆(s)|1s. (3.1)
Lemma 3.2. Let a, b ∈ T. For rd-continuous functions, f , g : [a, b] → R, we have∫ b
a
|f (t)g(t)|1t
2
≤
∫ b
a
|f (t)|21t
∫ b
a
|g(t)|21t.
Lemma 3.3. If system (1.4) has one positive ω-periodic solution, then c¯1 > (d1 + f ).
Proof. Assume that (z1, z2, z3) is an ω-periodic solution of system (1.4). Then from the second equation of system (1.4), we
have
(d1 + f )ω =
∫ κ+ω
κ
c1(t)e2z1(t−τ(t))
m2(t)e2z2(t−τ(t)) + e2z1(t−τ(t))1t < c¯1ω.
This completes the proof. 
3302 Z. Zeng / Computers and Mathematics with Applications 61 (2011) 3298–3311
Lemma 3.4. Assume that c¯1 > (d1 + f ). Then the system of algebraic equations
r¯ − a¯ exp{z1} = 0,
−(d1 + f )+ 1
ω
∫ κ+ω
κ
c1(t) exp{2z1}
m2(t) exp{2z2} + exp{2z1}1t = 0,−d¯2 + f¯ exp{z2 − z3} = 0.
(3.2)
has a unique solution in R3.
Proof. By the first equation of (3.2), it is easy to see z1 = ln
 r¯
a¯

. Let u = exp{2(z2 − z1)}, we consider the function
F(u) = −(d1 + f )+ 1
ω
∫ κ+ω
κ
c1(t)
m2(t)u+ 11t, u > 0.
Then we can see that F(u) is decreasing with u and
lim
u→0 F(u) = c¯1 − (d1 + f ) > 0, limu→+∞ F(u) = −(d1 + f ) < 0.
It follows that there exists a unique positive u∗ such that F(u∗) = 0, that is
z2 = 12 ln u
∗ + z1 = 12 ln u
∗ + ln

r¯
a¯

.
Substituting the expression into the third equation of (3.2), we claim there is a unique z3 such that (z1, z2, z3) ∈ R3 is the
unique solution of the algebraic equations. This completes the proof. 
Theorem 3.1. Assume that the following conditions hold
(A1) r¯ >

b1
2m

+

b2
γ

,
(A2) c¯1 > (d1 + f ),
(A3) d¯2 >

c2
β

.
Then system (1.4) has at least one ω-periodic solution.
Proof. In order to apply Lemma 2.2 to system (1.4), let
X = Z = {(z1(t), z2(t), z3(t))T ∈ Crd(T,R3)|zi(t + ω) = zi(t), i = 1, 2, 3 for all t ∈ T},
and
‖(z1(t), z2(t), z3(t))T‖ =
3−
i=1
max
t∈Iω
|zi(t)|, (z1, z2, z3)T ∈ X(or Z).
Then X and Z are Banach spaces equipped with the norm ‖ · ‖. Denote
L
z1(t)
z2(t)
z3(t)

=
z∆1 (t)z∆2 (t)
z∆3 (t)
 ,
where Dom L = {z = (z1, z2, z3)T ∈ X |zi ∈ C1rd, i = 1, 2, 3}. For (z1, z2, z3)T ∈ X , we define
N
z1(t)
z2(t)
z3(t)

:=
N1(t)
N2(t)
N3(t)

=

r(t)− a(t)ez1(t−τ(t)) − b1(t)e
z1(t)+z2(t)
m2(t)e2z2(t) + e2z1(t) −
b2(t)ez3(t)
α(t)+ β(t)ez1(t) + γ (t)ez3(t)
c1(t)e2z1(t−τ(t))
m2(t)e2z2(t−τ(t)) + e2z1(t−τ(t)) − d1(t)− f (t)
f (t)ez2(t)−z3(t) + c2(t)e
z1(t−τ(t))
α(t)+ β(t)ez1(t−τ(t)) + γ (t)ez3(t−τ(t)) − d2(t)

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and define projectors P and Q by
P
z1(t)
z2(t)
z3(t)

= Q
z1(t)
z2(t)
z3(t)

=

1
ω
∫ κ+ω
κ
z1(t)1t
1
ω
∫ κ+ω
κ
z2(t)1t
1
ω
∫ κ+ω
κ
z3(t)1t
 =
z¯1
z¯2
z¯3

.
Then it follows that
Ker L = {(z1, z2, z3)T ∈ X |(z1(t), z2(t), z3(t))T = (h1, h2, h3)T ∈ R3 for t ∈ T},
Im L = {(z1, z2, z3)T ∈ Z |z¯1 = z¯2 = z¯3 = 0},
and
dim Ker L = 3 = codim Im L.
Since Im L is closed in Z , then L is a Fredholm operator of index zero. Clearly, P,Q are continuous projectors by the above
definition such that
Im P = Ker L, Im L = Ker Q = Im(I − Q ).
Furthermore, the generalized inverse (to L) KP : Im L → Dom L ∩ Ker P exists and is given by
KP
z1(t)
z2(t)
z3(t)

=

∫ t
κ
z1(s)1s− 1
ω
∫ κ+ω
κ
∫ t
κ
z1(s)1s1t∫ t
κ
z2(s)1s− 1
ω
∫ κ+ω
κ
∫ t
κ
z2(s)1s1t∫ t
κ
z3(s)1s− 1
ω
∫ κ+ω
κ
∫ t
κ
z3(s)1s1t
 .
Therefore,
QN
z1(t)
z2(t)
z3(t)

=

1
ω
∫ κ+ω
κ
N1(s)1s
1
ω
∫ κ+ω
κ
N2(s)1s
1
ω
∫ κ+ω
κ
N3(s)1s
 ,
and
Kp(I − Q )N
z1(t)
z2(t)
z3(t)

=

∫ t
κ
N1(s)1s− 1
ω
∫ κ+ω
κ
∫ t
κ
N1(s)1s1t −

t − κ − 1
ω
∫ κ+ω
κ
(t − κ)1t

N1∫ t
κ
N2(s)1s− 1
ω
∫ κ+ω
κ
∫ t
κ
N2(s)1s1t −

t − κ − 1
ω
∫ κ+ω
κ
(t − κ)1t

N2∫ t
κ
N3(s)1s− 1
ω
∫ κ+ω
κ
∫ t
κ
N3(s)1s1t −

t − κ − 1
ω
∫ κ+ω
κ
(t − κ)1t

N3
 .
Obviously,QN and KP(I−Q )N are continuous. By using Arzela–Ascoli theorem, it is not difficult to show that KP(I − Q )N(Ω¯)
is compact for any open bounded setΩ ⊂ X . Moreover,QN(Ω¯) is bounded. Thus,N is L-compact on Ω¯ for any open bounded
setΩ ⊂ X .
Now,we reach the pointwherewe search for appropriate open bounded subsetsΩ for the application of the continuation
theorem.
For λ ∈ (0, 1), we consider the following system
z∆1 (t) = λ
[
r(t)− a(t)ez1(t−τ(t)) − b1(t)e
z1(t)+z2(t)
m2(t)e2z2(t) + e2z1(t) −
b2(t)ez3(t)
α(t)+ β(t)ez1(t) + γ (t)ez3(t)
]
,
z∆2 (t) = λ
[
c1(t)e2z1(t−τ(t))
m2(t)e2z2(t−τ(t)) + e2z1(t−τ(t)) − d1(t)− f (t)
]
,
z∆3 (t) = λ
[
f (t)ez2(t)−z3(t) + c2(t)e
z1(t−τ(t))
α(t)+ β(t)ez1(t−τ(t)) + γ (t)ez3(t−τ(t)) − d2(t)
]
.
(3.3)
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Suppose that (z1(t), z2(t), z3(t))T is an arbitrary ω-periodic solution of system (3.3) for a certain λ ∈ (0, 1). Integrating
on both sides of (3.3) over interval [κ, κ + ω], leads to
r¯ω =
∫ κ+ω
κ
a(t) exp{z1(t − τ(t))}1t +
∫ κ+ω
κ
b1(t) exp{z1(t)+ z2(t)}
m2(t) exp{2z2(t)} + exp{2z1(t)}1t
+
∫ κ+ω
κ
b2(t) exp{z3(t)}
α(t)+ β(t) exp{z1(t)} + γ (t) exp{z3(t)}1t, (3.4)
(d1 + f )ω =
∫ κ+ω
κ
c1(t) exp{2z1(t − τ(t))}
m2(t) exp{2z2(t − τ(t))} + exp{2z1(t − τ(t))}1t, (3.5)
and
d¯2ω =
∫ κ+ω
κ
exp{z2(t)− z3(t)}1t +
∫ κ+ω
κ
c2(t) exp{z1(t − τ(t))}
α(t)+ β(t) exp{z1(t − τ(t))} + γ (t) exp{z3(t − τ(t))}1t. (3.6)
From (3.3)–(3.6), we obtain∫ κ+ω
κ
|z∆1 (t)|1t < r¯ω +
∫ κ+ω
κ
a(t) exp{z1(t − τ(t))}1t +
∫ κ+ω
κ
b1(t) exp{z1(t)+ z2(t)}
m2(t) exp{2z2(t)} + exp{2z1(t)}1t
+
∫ κ+ω
κ
b2(t) exp{z3(t)}
α(t)+ β(t) exp{z1(t)} + γ (t) exp{z3(t)}1t= 2r¯ω, (3.7)∫ κ+ω
κ
|z∆2 (t)|1t < (d1 + f )ω +
∫ κ+ω
κ
c2(t) exp{z1(t − τ(t))}
α(t)+ β(t) exp{z1(t − τ(t))} + γ (t) exp{z3(t − τ(t))}1t
= 2(d1 + f )ω, (3.8)∫ κ+ω
κ
|z∆3 (t)|1t < d¯2ω +
∫ κ+ω
κ
exp{z2(t)− z3(t)}1t
+
∫ κ+ω
κ
c2(t) exp{z1(t − τ(t))}
α(t)+ β(t) exp{z1(t − τ(t))} + γ (t) exp{z3(t − τ(t))}1t
= 2d¯2ω. (3.9)
Since (z1, z2, z3)T ∈ X , there exist ξi, ηi ∈ Iω, i = 1, 2, 3 such that
zi(ξi) = min
t∈Iω
{zi(t)}, zi(ηi) = max
t∈Iω
{zi(t)}. (3.10)
From (3.4) and (3.10), we obtain
r¯ω >
∫ κ+ω
κ
a(t) exp{z1(ξ1)}1t = exp{z1(ξ1)}a¯ω,
which reduces to
z1(ξ1) < ln

r¯
a¯

:= ϱ1.
This, combined with the first inequality of (3.1), leads to
z1(t) ≤ z1(ξ1)+
∫ κ+ω
κ
|z∆1 (t)|1t < ln

r¯
a¯

+ 2r¯ω := δ1. (3.11)
Note that
m2(t) exp{2z2(t)} + exp{2z1(t)} ≥ 2m(t) exp{z1(t)+ z2(t)},
then from (3.4) and (3.10) we have
r¯ω ≤
∫ κ+ω
κ
a(t) exp{z1(η1)}1t +

b1
2m

ω +

b2
γ

ω,
which reduces to
z1(η1) ≥ ln

r¯ −

b1
2m

−

b2
γ

− ln{a¯} := ϱ2.
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By considering Lemma 3.1 and (3.7), we get
z1(t) ≥ z1(η1)−
∫ κ+ω
κ
|z∆1 (t)|1t ≥ ln

r¯ −

b1
2m

−

b2
γ

− ln{a¯} − 2r¯ω := δ2. (3.12)
Therefore, from (3.11) and (3.12), we derive
max
t∈Iω
|z1(t)| ≤ max{|δ1|, |δ2|} := H1. (3.13)
From (3.5), (3.10) and (3.13), we obtain
(d1 + f )ω ≤
∫ κ+ω
κ
c1(t) exp{2H1}
m2(t) exp{2z2(ξ2)}1t ≤
c¯1ω exp{2H1}
(ml)2 exp{2z2(ξ2)} ,
which reduces to
z2(ξ2) ≤ 12 ln

c¯1
(ml)2(d1 + f )

+ H1 := ϱ3.
Combining (3.8) with the first inequality of (3.1), one has
z2(t) ≤ z2(ξ2)+
∫ κ+ω
κ
|z∆2 (t)|1t ≤
1
2
ln

c¯1
(ml)2(d1 + f )

+ H1 + 2(d1 + f )ω := δ3. (3.14)
Moreover, noting that xx+y is increasing with x increasing, from (3.5), (3.10) and (3.13), we also have
(d1 + f )ω ≥
∫ κ+ω
κ
c1(t) exp{−2H1}
(mu)2 exp{2z2(η2)} + exp{−2H1}1t,
which reduces to
z2(η2) ≥ 12 ln

c¯1 − (d1 + f )
(mu)2(d1 + f )

− H1 := ϱ4.
Combining (3.8) with the second inequality of (3.1), we have
z2(t) ≥ z2(η2)−
∫ κ+ω
κ
|z∆2 (t)|1t ≥
1
2
ln

c¯1 − (d1 + f )
(mu)2(d1 + f )

− H1 − 2(d1 + f ) := δ4. (3.15)
Consequently, (3.14) and (3.15) imply that
max
t∈Iω
|z2(t)| ≤ max{|δ3|, |δ4|} := H2. (3.16)
From (3.6), (3.10) and (3.16), one gets
d¯2ω ≥
∫ κ+ω
κ
f (t) exp{z2(ξ2)− z3(η3)}1t ≥ f¯ω exp{−H2} exp{−z3(η3)},
which implies
z3(η3) ≥ ln

f¯
d¯2

− H2 := ϱ6.
Combining (3.9) and the second inequality of (3.1), we derive
z3(t) ≥ z3(η3)−
∫ κ+ω
κ
|z∆3 (t)|1t ≥ ln

f¯
d¯2

− H2 − 2d¯2ω := δ6. (3.17)
On the other hand, From (3.6), (3.10) and (3.16), we also obtain
d¯2ω ≤
∫ κ+ω
κ
f (t) exp{H2 − z3(ξ3)}1t +

c2
β

ω,
which follows that
z3(ξ3) ≤ ln

f¯
d¯2 − (c2/β)

+ H2 := ϱ5.
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Combining (3.9) and the first inequality of (3.1), we have
z3(t) ≤ z3(ξ3)+
∫ κ+ω
κ
|z∆3 (t)|1t ≤ ln

f¯
d¯2 − (c2/β)

+ H2 + 2d¯2ω := δ5. (3.18)
So, (3.17) and (3.18) produce
max
t∈Iω
|z3(t)| ≤ max{|δ5|, |δ6|} := H3. (3.19)
Clearly, H1,H2,H3 are independent of λ. Denote H = H1 + H2 + H3 + H0, where H0 is taken sufficiently large such that
H0 ≥∑6i=1 |ϱi|.
Next, we consider the following algebraic equations
r¯ − a¯ez1 − 1
ω
∫ κ+ω
κ
µb1(t)ez1+z2
m2(t)e2z2 + e2z1 1t −
1
ω
∫ κ+ω
κ
µb2(t)ez3
α(t)+ β(t)ez1 + γ (t)ez3 1t = 0,
−(d1 + f )+ 1
ω
∫ κ+ω
κ
c1(t)e2z1
m2(t)e2z2 + e2z1 1t = 0,
−d¯2 + f¯ ez2−z3 + 1
ω
∫ κ+ω
κ
µc2(t)ez1
α(t)+ β(t)ez1 + γ (t)ez3 1t = 0,
(3.20)
for (z1, z2, z3) ∈ R3, where µ ∈ [0, 1] is a parameter. By carrying out similar arguments as above, it is easy to show that,
any solution (z∗1 , z
∗
2 , z
∗
3 ) of (3.20) restricted on Ker L = R3, with µ ∈ [0, 1] satisfies
ϱ2 ≤ z∗1 ≤ ϱ2, ϱ4 ≤ z∗2 ≤ ϱ3, ϱ6 ≤ z∗3 ≤ ϱ5. (3.21)
Nowwe defineΩ = {(z1, z2, z3) ∈ X : ‖(z1, z2, z3)‖ < H}. Then it is clear thatΩ verifies the requirement (i) of Lemma 2.2.
When (z1, z2, z3)T ∈ ∂Ω ∩ Ker L = ∂Ω ∩ R3 and (z1, z2, z3)T is a constant vector in R3 with ‖(z1, z2, z3)T‖ =
|z1| + |z2| + |z3| = H , then
QN
z1
z2
z3

=

r¯ − a¯ez1 − 1
ω
∫ κ+ω
κ
b1(t)ez1+z2
m2(t)e2z2 + e2z1 1t −
1
ω
∫ κ+ω
κ
b2(t)ez3
α(t)+ β(t)ez1 + γ (t)ez3 1t
−(d1 + f )+ 1
ω
∫ κ+ω
κ
c1(t)e2z1
m2(t)e2z2 + e2z1 1t
−d¯2 + f¯ ez2−z3 + 1
ω
∫ κ+ω
κ
c2(t)ez1
α(t)+ β(t)ez1 + γ (t)ez3 1t
 ≠ 0.
Moreover, note that J = I since Im Q = Ker L. In order to compute the Brouwer degree, let us consider the homotopy
φµ(z1, z2, z3) = µQN(z1, z2, z3)+ (1− µ)G(z1, z2, z3) for µ ∈ [0, 1],
where
G
z1
z2
z3

=

r¯ − a¯ exp{z1}
−(d1 + f )+ 1
ω
∫ κ+ω
κ
c1(t) exp{2z1}
m2(t) exp{2z2} + exp{2z1}1t−d¯2 + f¯ exp{z2 − z3}
 .
From (3.21), we know that 0 ∉ φµ(∂Ω ∩ Ker L) for µ ∈ [0, 1]. In addition, in view of Lemma 3.4, it is easy to see that under
the condition (A2) the algebraic equation G(z1, z2, z3) = 0 has a unique solution in R3. Thus the invariance of homotopy
produces
deg(JQN,Ω ∩ Ker L, 0) = deg(QN,Ω ∩ Ker L, 0) = deg(G,Ω ∩ Ker L, 0) ≠ 0,
where deg(·) is the Brouwer degree. By nowwehave verified thatΩ fulfills all requirements of Lemma2.2. Therefore, system
(1.4) has at least one ω-periodic solution in Dom L ∩ Ω¯ . This completes the proof.
In the following, we give some more criteria for the existence of periodic solutions of system (1.4). 
Theorem 3.2. Assume that (A1), (A2) hold. Moreover,
(A4) d¯2 >
r¯ c¯2
a¯αl
exp{2r¯ω}.
Then system (1.4) has at least one ω-periodic solution.
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Proof. From (3.6), (3.10), (3.11) and (3.16), we obtain
d¯2ω ≤
∫ κ+ω
κ
f (t) exp{H2 − z3(ξ3)}1t +
∫ κ+ω
κ
c2(t) exp{δ1}
αl
1t,
which reduces to
z3(ξ3) ≤ ln

f¯
d¯2 − (r¯ c¯2/(a¯αl)) exp{2r¯ω}

+ H2 := ϱ5.
Combining (3.9) and the first inequality of (3.1), we have
z3(t) ≤ z3(ξ3)+
∫ κ+ω
κ
|z∆3 (t)|1t ≤ ϱ6 + 2d¯2ω := δ5. (3.22)
So, (3.17) and (3.22) produce
max
t∈Iω
|z3(t)| ≤ max{|δ5|, |δ6|} := H3. (3.23)
By using ϱ5, δ5,H3 as in the proof of Theorem 3.1, the theorem is proven. 
Theorem 3.3. Assume that (A1), (A2) hold. In addition,
(A5) (c¯2 − d¯2βu)

r¯ −

b1
2m

−

b2
γ

exp{−2r¯ω} > a¯d¯2αu.
Then system (1.4) has at least one ω-periodic solution.
Proof. From (3.6), (3.10) and (3.12), we have
d¯2ω ≥
∫ κ+ω
κ
c2(t) exp{δ2}
αu + βu exp{δ2} + γ u exp{z3(η3)}1t,
which reduces to
z3(η3) ≥ ln

(c¯2 − d¯2βu)

r¯ −

b1
2m

−

b2
γ

exp{−2r¯ω} − a¯d¯2αu

− ln{a¯d¯2γ u} := ϱ6.
Combining (3.9) and the second inequality of (3.1), we derive
z3(t) ≥ z3(η3)−
∫ κ+ω
κ
|z∆3 (t)|1t ≥ ϱ6 − 2d¯2ω := δ6. (3.24)
Furthermore, from (3.10), (3.13) and (3.16), one has
d¯2ω ≤
∫ κ+ω
κ
f (t) exp{H2 − z3(ξ3)}1t +
∫ κ+ω
κ
c2(t) exp{H1}
γ l exp{z3(ξ3)}1t,
which leads to
z3(ξ3) ≤ ln

f¯ γ l exp{H2} + c¯2 exp{H1}
d¯2γ l

:= ϱ5.
Combining (3.9) and the first inequality of (3.1), we have
z3(t) ≤ z3(ξ3)+
∫ κ+ω
κ
|z∆3 (t)|1t ≤ ϱ5 + 2d¯2ω := δ5. (3.25)
So, (3.24) and (3.25) follow that
max
t∈Iω
|z3(t)| ≤ max{|δ5|, |δ6|} := H3. (3.26)
By considering ϱ5, ϱ6, δ5, δ6,H3 as in the proof of Theorem 3.1, the proof is completed. 
Remark 3.1. When the stage structure for predator is neglected and all the predators are mature predators, that is,
z2(t) ≡ 0, b1(t) = c1(t) = d1(t) = f (t) ≡ 0, then system (1.4) reduces to the predator–prey systems on time scales
with Beddington–DeAngelis functional response studied in [29] by eliminating the time delay and the positivity of the prey
intrinsic growth rate r(t). Therefore, Theorem 3.3 can be reduced to the corresponding Theorem 3.1 in [29].
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Theorem 3.4. Assume that (A1), (A2) hold. In addition,
(A6)

1− d¯2

β
c2

r¯ −

b1
2m

−

b2
γ

exp{−2r¯ω} > a¯d¯2

α
c2

.
Then system (1.4) has at least one ω-periodic solution.
Proof. From (3.6), (3.10) and (3.12), we have
d¯2ω ≥
∫ κ+ω
κ
exp{δ2}
α(t)/c2(t)+ β(t)/c2(t) exp{δ2} + γ (t)/c2(t) exp{z3(η3)}1t. (3.27)
By utilizing Lemma 3.2, for an rd-continuous and positive function g we have∫ κ+ω
κ
1
g(t)
1t ≥ ω
2 κ+ω
κ
g(t)1t
.
This inequality along with (3.27) produces
d¯2 ≥ exp{δ2}
(α/c2)+ (β/c2) exp{δ2} + (γ /c2) exp{z3(η3)}
,
which reduces to
z3(η3) ≥ ln

1− d¯2

β
c2

r¯ −

b1
2m

−

b2
γ

exp{−2r¯ω} − a¯d¯2

α
c2

− ln

a¯d¯2

γ
c2

:= ϱ6.
Combining (3.9) and the second inequality of (3.1), we derive
z3(t) ≥ z3(η3)−
∫ κ+ω
κ
|z∆3 (t)|1t ≥ ϱ6 − 2d¯2ω := δ6. (3.28)
Moreover, from (3.10), (3.13) and (3.16), we get
d¯2ω ≤
∫ κ+ω
κ
f (t) exp{H2 − z3(ξ3)}1t +
∫ κ+ω
κ
c2(t) exp{H1}
γ l exp{z3(ξ3)}1t,
which leads to
z3(ξ3) ≤ ln

f¯ γ l exp{H2} + c¯2 exp{H1}
d¯2γ l

:= ϱ5.
Combining (3.9) and the first inequality of (3.1), we have
z3(t) ≤ z3(ξ3)+
∫ κ+ω
κ
|z∆3 (t)|1t ≤ ϱ5 + 2d¯2ω := δ5. (3.29)
So, (3.28) and (3.29) lead to
max
t∈Iω
|z3(t)| ≤ max{|δ5|, |δ6|} := H3. (3.30)
By considering ϱ5, ϱ6, δ5, δ6,H3 as in the proof of Theorem 3.1, the proof is completed. 
Corollary 3.1. Assume that (A1), (A2) and one of the following conditions
(A3), (A4), (A5), (A6)
hold, then both systems (1.2) and (1.3) have at least one positive ω-periodic solution.
Remark 3.2. From the proofs of Theorems 3.1–3.4, we can find that the time delays have no effects on the existence of
periodic solutions. Therefore, Theorems 3.1 and 3.2 and Corollary 3.1 remain valid if the finite time-dependent delay is
replaced by infinite time-dependent delay or state-dependent delay.
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Fig. 1. Existence of periodic solutions of continuous system (1.2) with delays τ(t) ≡ 0.01 and τ(t) ≡ 1.5, and initial values satisfy ϕ1(0) = 20, ϕ2(0) =
8, ϕ3(0) = 10.
4. Simulations
In this section, we give an example and numerical simulations to verify and support the previous theoretical findings.
Consider system (1.4) with the following parameters
r(t) = 1+ 0.2 sin π t
2
, a(t) = 0.008+ 0.002 sin π t
2
, b1(t) = 0.5+ 0.4 cos π t2 ,
b2(t) = 0.5+ 0.2 cos π t2 ,
c1(t) = 0.4+ 0.1 cos π t2 , c2(t) = 0.6+ 0.2 cos
π t
2
, d1(t) = 0.2+ 0.005 sin π t2 ,
m(t) = β(t) = γ (t) ≡ 1,
d2(t) = 0.8+ 0.1 sin π t2 , f (t) = 0.02− 0.005 sin
π t
2
, α(t) = 0.2+ 0.1 sin π t
2
,
τ (t) ≡ constant ∈ T.
(4.1)
Clearly, all the parameters are 4-periodic functions. Moreover, by direct calculations, we have
r¯ = 1, c¯1 = 0.4, d¯2 = 0.8, (d1 + f ) = 0.22,

b1
2m

= 0.25,

b2
γ

= 0.25,

c2
β

= 0.3,
which satisfy
r¯ >

b1
2m

+

b2
γ

, c¯1 > (d1 + f ), d¯2 >

c2
β

.
Let xi(t) = exp{zi(t)}, i = 1, 2, 3. If T = R (or Z), then system (1.4) reduces to the continuous system (1.2) (or discrete-
time system (1.3)). Therefore, by Corollary 3.1, we can easily obtain the following results.
Corollary 4.1. Consider continuous-time model (1.2) with initial xi(s) = ϕi(s) ≥ 0, s ∈ [−τ u, 0], ϕi(0) > 0, i = 1, 2, 3. If all
the parameters of (1.2) satisfy (4.3), then (1.2) has at least one positive 4-periodic solution. (See Fig. 1.)
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Fig. 2. Existence of periodic solutions of discrete-time system (1.3) with or without delay, and initial values satisfy ϕ1(0) = 20, ϕ2(0) = 8, ϕ3(0) = 10.
From Fig. 1, it can be seen the solutions of system (1.2) with different delays tend to the 4-periodic solutions, which
shows that the time delays have no effects on the existence of periodic solution, and supports Corollary 3.1 and Remark 3.2.
However, the time delays influence the oscillatory behavior, which implies that the time delay is one of dominating force
behind the oscillatory behavior.
Corollary 4.2. Consider discrete-time model (1.3) with initial xi(s) = ϕi(s) ≥ 0, s ∈ [−τ u, 0] = {−τ u, . . . ,−2,−1, 0}, ϕi(0)
> 0, i = 1, 2, 3. If all the parameters of (1.3) satisfy (4.3), then (1.3) has at least one positive 4-periodic solution. (See Fig. 2.)
Similarly, numerical simulations of solutions for system (1.3) with or without delays verify that the time delays do not
affect the existence of periodic solutions, but affect the oscillatory behavior.
5. Conclusion
In this paper, we have investigated the existence of periodic solutions for a delayed predator–prey system with
stage-structured predator and two kinds of functional responses, known as Holling III functional response and
Beddington–DeAngelis functional response. We have explored the periodicity on time scales. Specially, when the time scale
T is chosen asR orZ, the existence of the periodic solutions of the corresponding continuous-time and discrete-timemodels
follows. By employing the effective and powerful Gaines and Mawhin continuation theorem of coincidence degree theory,
some unified sufficient criteria have been obtained for the existence of positive periodic solutions of continuous-timemodel
and the corresponding discrete-time model.
In ourmodel, we only consider the stage structure of immature andmature of the predator, and do not consider the stage
structure of the prey. In fact, more realistic model of population interactions should take into account the stage structure
for both prey and predator. We leave it for future work.
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