The embedded discontinuous Galerkin (EDG) method by Cockburn, Gopalakrishnan and Lazarov [B. Cockburn, J. Gopalakrishnan and R. Lazarov, Unified hybridization of discontinuous Galerkin, mixed, and continuous Galerkin methods for second-order elliptic problems, SIAM J. Numer. Anal. 47 (2009Anal. 47 ( ), no. 2, 1319Anal. 47 ( -1365 is obtained from the hybridizable discontinuous Galerkin method by changing the space of the Lagrangian multiplier from discontinuous functions to continuous ones, and adopts piecewise polynomials of equal degrees on simplex meshes for all variables. In this paper, we analyze a new EDG method for secondorder elliptic problems on polygonal/polyhedral meshes. By using piecewise polynomials of degrees k + 1, k + 1, k (k ≥ 0) to approximate the potential, numerical trace and flux, respectively, the new method is shown to yield optimal convergence rates for both the potential and flux approximations. Numerical experiments are provided to confirm the theoretical results.
Introduction
Let Ω ⊂ ℝ d (d = 2, 3) be a polyhedral domain with boundary ∂Ω. We consider the following second-order elliptic problem: Find the potential u and the flux σ such that where the diffusion-dispersion tensor c ∈ [L 2 (Ω)] d×d is a matrix-valued function that is symmetric and uniformly positive definite on Ω, f ∈ L 2 (Ω) and g ∈ L 2 (∂Ω).
In [4] , Cockburn, Gopalakrishnan and Lazarov first proposed a unifying framework for hybridization of finite element methods for second-order elliptic problems. The unifying framework includes as particular cases hybridized versions of mixed methods [1] [2] [3] , the continuous Galerkin (CG) method [6] and a wide class of hybridizable discontinuous Galerkin (HDG) methods. In the HDG framework, the constraint of function continuity on the inter-element boundaries is relaxed by introducing numerical traces (Lagrange multipliers) defined on the inter-element boundaries, thus allowing for piecewise-independent approximation to the potential or flux solution. By local elimination of the unknowns defined in the interior of elements, the HDG methods finally lead to symmetric and positive definite (SPD) systems where the unknowns are only the globally coupled degrees of freedom describing the numerical traces. We refer to [5, 8, 12] for some relevant analyses for the HDG methods.
The EDG methods were first proposed in [11] for linear shell problems, and then were further studied in [7] for second-order elliptic problems. The methods are obtained from the HDG methods by simply reducing the space of the numerical traces, from piecewise-independent to continuous on the whole inter-element boundaries. Since the only degrees of freedom that are globally coupled are precisely those of the numerical traces, such a reduction leads to smaller computational cost of an EDG method than that of the corresponding HDG method. Recently, the EDG methods have been extended to solving several types of fluid flow problems [9, 13, 14] .
However, as shown in [7] , the EDG methods using piecewise polynomials of degree k (k ≥ 1) to approximate all kinds of variables results in the loss of convergence rate for the approximation of flux. On the other hand, so far all the EDG methods [7, 9, 11, 13, 14] are based on simplex meshes, and there is no such work on general polygonal/polyhedral meshes. The classical analysis of HDG methods on simplex meshes [4, 5] is hard to extend to polygonal meshes, and the key reason is that one has to construct HDG projection operators which completely depend on the shape of elements; one can see [8] for more details. Instead of using such HDG projection operators, in this paper we mainly use L 2 orthogonal projection operators which can be constructed on more flexible meshes, i.e. general polygonal/polyhedral meshes.
In this paper, we shall develop a class of new EDG methods for the model problem (1.1) on polygonal/polyhedral meshes. Compared with the original EDG methods in [7] , our methods have the following features:
• The new methods use piecewise polynomials of degrees k + 1, k + 1, k (k ≥ 0) to approximate the potential, numerical trace and flux, respectively. • Optimal error estimates are derived for both the potential and flux approximations.
• Our analysis is based on polygonal/polyhedral meshes. The analysis technique here is due to [12] , where a family of HDG methods for (1.1) on simplex meshes were analyzed under the minimal regularity condition.
The rest of this paper is organized as follows: In Section 2 we introduce notation. Section 3 describes the EDG scheme. Section 4 is devoted to the error estimation of the proposed EDG methods. Finally, Section 5 provides some numerical results to verify the theoretical analysis.
Notation
For an arbitrary open set D ⊂ ℝ d , we denote by H 1 (D) the Sobolev space of scalar functions on D whose derivatives up to order 1 are square integrable, with the norm ‖ ⋅ ‖ 1,D . The notation | ⋅ | 1,D denotes the seminorm derived from the partial derivatives of order equal to 1. The space H 1 0 (D) denotes the closure in H 1 (D) of the set of infinitely differentiable functions with compact supports in D. We use ( ⋅ , ⋅ ) D and ⟨ ⋅ , ⋅ ⟩ ∂D to denote the L 2 -inner products on the square integrable function spaces L 2 (D) and L 2 (∂D), respectively, with ‖ ⋅ ‖ D and ‖ ⋅ ‖ ∂D representing the corresponding induced L 2 -norms. Let P k (D) denote the set of polynomials of degree ≤ k defined on D.
Let T h = ⋃{T} be a conforming and shape regular subdivision of Ω into convex polygons (d = 2) or polyhedrons (d = 3), with h T being the diameter of T and h := max T∈T h {h T }. Here "shape regular" is in the sense that the following two assumptions hold [10] : (M1) (Star-shaped elements). There exists a positive constant θ * such that the following holds: for each element T ∈ T h , there exists a point M T ∈ T such that T is star-shaped with respect to every point in the circle (or sphere) of center M T and radius θ * h T . (M2) (Edges or faces). There exists a positive constant l * such that for every element T ∈ T h the distance between any two vertexes is no less than l * h T .
The regularity parameter of T h is defined by ρ := max T∈T h {h d T /|T|}, where |T| is the d-dimension Lebesgue measure of T. Let F h denote the set of all edges/faces of T h , and set ∂T h := {∂T : T ∈ T h }.
Based on the subdivision T h , we introduce an auxiliary simplicial mesh T * h as follows: • When d = 2, for any T ∈ T h , we connect M T and all vertexes of T to divide T into a set of triangles, denoted by w(T). • When d = 3, for any T, T ∈ T h and every face F ⊂ ∂T ∩ ∂T , we choose any vertex A on F and connect A to the rest of vertexes of F to get a set of triangles v(F), and if F ∩ ∂Ω ̸ = 0, we can get a set of triangles v(F) in the same way. Finally, we connect M T and every v(F) to get a set of tetrahedrons w(T).
• We set T * h := ⋃ T∈T h w(T) for d = 2, 3. For each T ∈ w(T) and each edge/face e ⊂ T with its length or area h e of e, there exist constants C 1 , C 2 which only depend on θ * and l * such that C 1 h T ≤ h e ≤ C 2 h T due to (M1) and (M2). Therefore, T * h is shape regular. For any T ∈ T h , set ∂T * := ⋃ T ∈w(T) {∂T ∩ ∂T}, and define
Notice that when d = 2 or T h is a tetrahedron mesh for d = 3,
holds. And when d = 3 and T ∈ T h is a polyhedron (not a tetrahedron), by subdividing each face F ⊂ ∂T into triangles, we easily know that ∂T * consists of these triangles, and then F * h is a set of triangles. In this case, the numerical trace space will be defined on F * h , which consists of continuous piecewise polynomials of degree no more than k + 1 for k ≥ 0 (cf. (3.1), (3.5) and the scheme (3.2)-(3.4) for the implementation).
We also need the broken Sobolev space
with the norm ‖ ⋅ ‖ s,T h defined by
The broken Sobolev space H s (T * h ) is defined similarly. Throughout this paper, x ≲ y (x ≳ y) means x≤ Cy (x ≥ Cy), where C denotes a positive constant that only depends on d, k, Ω, the regularity parameter ρ, and the coefficient matrix c. The notation x ∼ y abbreviates x ≲ y ≲ x.
EDG Method
where Π ∂ h is a continuous interpolation operator from L 2 (∂Ω) to C 0 (∂Ω) ∩ P k+1 (F * h ∩ ∂Ω), which will be defined in (4.2) and (4.3).
Then the variational formulations of the EDG method are given as follows: seek
In this paper, we choose the local spaces V(T), M(F), W(T) and the penalty parameter α T as follows: for an integer k ≥ 0,
We have the following existence and uniqueness result:
Proof. It suffices to prove the uniqueness, or equivalently, to show that the system has the trivial solution when f = g = 0.
In
, and summing up all equations, one can obtain
Since c is uniformly positive and α T is nonnegative, the above equation implies σ h = 0 and u h =λ h on ∂T * for all T ∈ T h . Then taking τ h = ∇u h in (3.2) yields
This means ∇u h = 0 on each T ∈ T h , i.e. u h is piecewise constant. Recalling that u h =λ h on F * h andλ h = 0 on ∂Ω, we finally obtain u h = 0 andλ h = 0.
In order to obtain a reduced system that only contains unknowns of numerical trace λ h , we need to eliminate σ h and u h at the element level. To this end, we introduce the following two local problems:
After the local elimination of unknowns u h and σ h , the EDG method leads to the following reduced system:
Following [4] , we can define an HDG method:
Here,
Remark 3.3. We can see that the EDG method is a modification of the corresponding HDG method by simply replacing the discontinuous numerical trace spaceM h (g) with the continuous trace spaceM h (g). In particular, when d = 2 or T h is a tetrahedron mesh,M h (g) is much smaller thanM h (g). In such cases, the EDG method leads to a smaller system than the corresponding HDG method.
Remark 3.4.
There is another method called virtual element method (VEM) [16] which also uses continuous trace approximation. The main idea of VEM is to define approximated discrete bilinear forms by only using the degrees of freedom but without specified basis polynomials. The difference between our EDG method and VEM in [16] is twofold. Firstly, our EDG method is applied on mixed formulations, while VEM is applied on primal formulations. Secondly, the numerical trace spaceM h and the potential approximation space V h are defined independently in EDG, while they are defined together as a whole in VEM.
Error Analysis
This section is devoted to the estimation of the flux error σ − σ h and the potential error u − u h for the EDG scheme (3.2)-(3.4). In Sections 4.1 and 4.2, we carry out the analysis for the flux and potential approximations, respectively, on 2D/3D polygon meshes.
Estimation for Flux Approximation
This subsection is dedicated to the error estimation of the flux approximation σ h for the EDG scheme 
(4.1)
For any d-simplex element T ∈ T h with vertexes a j = (x 1j , x 2j , . . . , x dj ) T (1 ≤ j ≤ d + 1), denote by
the set of nodes of T, and by S T h := ⋃ T∈T h S T the set of nodes of T h . Note that S T is the set of nodes for the C 0 Lagrange finite element of order k + 1. We let a i,T be a node of the Lagrange finite element of S T and a i,F ∈ S T h , which lays on some edge/face F ∈ F h . 
Following [15, Chapter 3], we introduce the projection mean operator Π P h : L 2 (Ω) → V h ∩ H 1 (Ω), defined as follows: for any T ∈ T h and u ∈ L 2 (Ω), the operator Π P h u| T ∈ V(T) satisfies
for any a i,T in the interior of T,
When T h is a polygonal/polyhedral subdivision, we can first define the projection mean operator Π P h * on the auxiliary mesh T * h whose elements are simplexes. Then we define Π P h as follows:
From [15] we have the following approximation result. With the above projection operators, we set
Then we have the following error equations.
Lemma 4.3. For all
Proof. In light of (1.1) and the definitions of L 2 -orthogonal projection operators, for all
By subtracting the above two equations from (3.2) and (3.3), respectively, we then obtain (4.5) and (4.6). Finally, equation (4.7) follows from (3.4) and the relation
as desired.
Introduce a seminorm ||| ⋅ ||| :
Then we easily get the following lemma.
Lemma 4.4. It holds that
Proof. We first show In fact, taking τ h = e σ h in (4.5), v h = e u h in (4.6),μ h = eλ h in (4.7), and adding up the resultant three equations, we obtain
which, together with Lemma 4.3, yields (4.10).
In view of the Cauchy-Schwarz inequality and the trace inequality, it is easy to get
|||(e u h , eλ h , e σ h )|||,
|||(e u h , eλ h , e σ h )|||.
Finally, the desired estimate (4.9) follows from (4.10) and the above three inequalities.
Based on the above lemmas, we easily derive the following error estimate for the flux approximation. 
Estimation for Potential Approximation
Based on the error estimation for the flux approximation σ h in the previous subsection, we shall use the Aubin-Nitsche technique of duality argument to derive the estimation for the potential approximation u h . First, we introduce the following auxiliary problem:
in Ω,
where, as defined in (4.4), e u h = P V u − u h . In addition, we assume the following regularity property holds:
We have the following equality.
Lemma 4.6. It holds that
where δ Φ := Φ − P W Φ, δ Ψ := Ψ − P V Ψ, δΨ := Ψ − Π P h Ψ, and e σ h , δ σ and eλ h are defined in (4.4).
Proof. By taking τ h = −P W Φ, v h = P V Ψ andμ h = Π P h Ψ in the error equations (4.5)-(4.7), we can get
Integration by parts gives
Similarly, we can get
Inserting the two equations above into (4.13) and (4.14), we have
and
Adding up equations (4.15), (4.16) and (4.17), and using the facts that Φ − ∇Ψ = 0 and ⟨eλ h , Φ ⋅ n⟩ ∂T h * = 0, we obtain
which yields the desired conclusion.
In light of Lemma 4.6, we further have the following estimate. 
In view of Lemmas 4.1 and 4.2, the assumption (4.12) and the Cauchy-Schwarz inequality, we obtain
The thing left is to estimate Π 2 , and we have
Finally, combining all the estimates of Π j (j = 1, . . . , 7) indicates the conclusion. 
Proposition 4.9. It holds that
Proof. From the triangle inequality, the trace inequality and the inverse inequality we have
which, together with the properties (4.1), Theorem 4.5 and Theorem 4.8, yields the desired conclusion.
Numerical Results
In this section, we use a two-dimensional numerical example to verify the theoretical results. We take Ω = [0, 1] × [0, 1], and let the exact solution to (1.1) be u(x, y) = sin(πx) sin(πy) with the coefficient matrix
We consider two types of meshes: triangular meshes and quadrilateral meshes with uniform refinement (see Figure 1 ). For the implementation, we first use the local problem (3.6)-(3.9) to do the elimination and form the reduced system (3.10) which only contains unknowns of the numerical trace. Then we solve the reduced system (3.10) to obtainλ h . Finally, we substituteλ h into the local problem (3.6)-(3.7) to compute u h and σ h element by element.
Numerical results of the flux and potential approximations are listed in Tables 1 and 2 for the proposed EDG methods and the corresponding HDG methods with k = 0, 1, 2. We can see that both the HDG and EDG methods converge with the optimal rates. Table 3 shows the numbers of unknowns of the reduced system (3.11) with k = 0, 1, 2, which contains the degrees of freedom of the numerical traces on inter-element boundary as the only unknowns. In this example, the EDG method always leads to smaller systems than the corresponding HDG method.
Conclusion
In this paper, we have proposed an embedded discontinuous Galerkin method for the second-order elliptic problem (1.1) on general polygonal/polyhedral meshes. Through a special matching of polynomial degrees for different local spaces, the proposed EDG methods converge with optimal rates, and have less degrees of freedom than the corresponding HDG methods. Numerical experiments verify the theoretical results. 
