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Bai et al. recently proposed an efﬁcient parameterized Uzawa
method for solving the nonsingular saddle point problems; see
[Z.-Z. Bai, B.N. Parlett, Z.-Q.Wang,Ongeneralized successive overre-
laxation methods for augmented linear systems, Numer. Math. 102
(2005) 1–38]. In this paper, we further prove the semi-convergence
of this method when it is applied to solve the singular saddle
point problems under suitable restrictions on the involved iteration
parameters. The optimal iteration parameters and the correspond-
ing optimal semi-convergence factor for the parameterized Uzawa
method are determined. In addition, numerical experiments are
used to show the feasibility and effectiveness of the parameterized
Uzawa method for solving singular saddle point problems.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Consider the saddle point problems of the form
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(
A B
−BT 0
)(
x
y
)
=
(
p
−q
)
, (1.1)
where A ∈ Rm×m is a symmetric positive deﬁnite matrix, B ∈ Rm×n is a rectangular matrix, and
p ∈ Rm and q ∈ Rn are given vectors, withm n.
The saddle point problem (1.1) arises in a wide variety of scientiﬁc and engineering applications
such as computational ﬂuid dynamics, mixed ﬁnite element approximation of elliptic partial differen-
tial equations, optimization, optimal control, weighted least-squares problems, electronic networks,
computer graphics andothers; see [19,14,12,11,17,2]. The systemof linear equations (1.1) is also termed
as a Karush–Kuhn–Tucker (KKT) system, or an augmented system, or an equilibrium system [20,15,19].
Frequently, the matrices A and B are large and sparse. So iterative methods becomemore attractive
than direct methods for solving the saddle point problem (1.1), although the direct methods play an
important role in the form of preconditioners embedded in an iterative framework. In the case of A
is symmetric positive deﬁnite and B is of full column rank, many efﬁcient iterative methods as well
as their numerical properties have been studied in the literature; see [16,13,22] and the references
therein. More related works can be found in [4,6,9,3]. Recently, Bai et al. [7] presented an efﬁcient
parameterizedUzawamethod, also termed as the generalized successive overrelaxation (GSOR)method,
which includes the classical Uzawa method [1], the preconditioned Uzawa method [16] and the SOR-
like method [22] as special cases. Theoretical analysis and numerical experiments have shown that
the parameterized Uzawa method is feasible and effective for solving the large sparse saddle point
problem (1.1) when the matrix block B is of full column rank.
Though most often the matrix B occurs in the form of full column rank, but not always. If B is rank-
deﬁcient, we call the linear system (1.1) a singular saddle point problem, since its coefﬁcient matrix
is singular. So, how to effectively solve the singular saddle point problem (1.1) is important in both
scientiﬁc computingandengineeringapplications. Recently, apreconditionedminimumresidual (PMIN-
RES) and a preconditioned conjugate gradient (PCG) methods were proposed in [18,24], respectively,
for solving the rank-deﬁcient saddle point problems. However, there are some drawbacks in these
methods. The PMINRES method needs a Cholesky decomposition with respect to the preconditioning
matrix and the PCGmethod needs a QR decomposition or a direct projectionmethod to determine the
linearly independent rows of B before solving the saddle point problem (1.1). This may increase the
computational costs in actual implementations. In addition, the QR decomposition is stable but very
costly, while the direct projectionmethod is cheap but not stable. To overcome such shortcomings, we
desire to present a cheap and stable iterative method for solving the singular saddle point problem
(1.1). The afore-mentioned parameterized Uzawa method may be such a good choice.
In this paper, we will show that the parameterized Uzawa method proposed in [7] can be used to
solve the singular saddle point problem (1.1), and it is semi-convergent when B is rank-deﬁcient and
the linear system (1.1) is consistent. It is easily known that the linear system (1.1) is consistent if and
only if q ∈ R(BT ), the range of BT . Hence in the subsequent discussion, we always assume that the
condition q ∈ R(BT ) is satisﬁed.
This paper is organized as follows. In Section 2 we give the semi-convergence concept for an
iterative scheme and list two useful lemmas. In Section 3, we demonstrate the semi-convergence of
the parameterized Uzawa method. The optimal iteration parameters and the corresponding optimal
semi-convergence factor are determined in Section 4, and numerical examples are used to examine
the feasibility and effectiveness of the parameterized Uzawa method in Section 5.
2. Basic concepts and lemmas
We use σ(A) and ρ(A) to denote the spectral set and the spectral radius of a square matrix A,
respectively.
For amatrixA ∈ Cn×n,wecallA = M − N a splitting ifM isnonsingular. LetH = M−1N, c = M−1b,
and consider the iterative scheme
xk+1 = Hxk + c. (2.1)
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Then,whenA is nonsingular, for any initial vector x0 the iteration scheme (2.1) converges to x = A−1b,
the exact solution of the systemof linear equations Ax = b, if and only ifρ(H) < 1.When A is singular,
the semi-convergence about the iteration scheme (2.1) is precisely described in the following lemma;
see [10,8].
Lemma 2.1 [10,8]. Let A = M − N with M nonsingular. Denote by H = M−1N and c = M−1b. Then for
any initial vector x0 the iterative scheme (2.1) is semi-convergent to a solution x of the system of linear
equations Ax = b if and only if the matrix H is semi-convergent. Moreover, it holds that
x = (I − H)Dc + (I − E)x0, with E = (I − H)(I − H)D,
where I is the identity matrix and (I − H)D denotes the Drazin inverse of I − H.
Lemma 2.2. Let H ∈ C1×1 be any square matrix, and I ∈ C2×2 be the identity matrix,with 1 and 2
being two positive integers. Then the partitioned matrix
T =
(
H 0
L I
)
is semi-convergent if and only if either of the following conditions holds true:
(1) L = 0 and H is semi-convergent;
(2) ρ(H) < 1.
Proof. We can easily verify that
Tk =
⎛⎜⎝ H
k 0
L
k−1∑
j=0
Hj I
⎞⎟⎠ , k = 1, 2, . . .
Hence, limk→∞ Tk exists (i.e., T is semi-convergent) if and only if the following two conditions are
satisﬁed:
(a) H is semi-convergent; and
(b) limk→∞
(
L
∑k−1
j=0 Hj
)
exists.
Notice that limk→∞
(
L
∑k−1
j=0 Hj
)
exists if and only if either L = 0 or the matrix series ∑∞k=0 Hk is
convergent. Hence, the condition (b) is equivalent to the condition that either L = 0 or ρ(H) < 1. A
combination of (b) with (a) immediately results the conclusion of this lemma. 
3. The semi-convergence of the parameterized Uzawa method
The parameterized Uzawa method presented in [7] for solving the saddle point problem (1.1) can
be algorithmically described as follows.
Method 3.1 ([7] The Parameterized Uzawa Method).
Let Q ∈ Rn×n be a nonsingular and symmetric matrix. Given initial vectors x0 ∈ Rm and y0 ∈ Rn,
and two relaxation factors ω, τ /= 0. For k = 0, 1, 2, . . . until the iteration sequence
{(
xTk , y
T
k
)T}
is
convergent, compute{
xk+1 = (1 − ω)xk + ωA−1(p − Byk),
yk+1 = yk + τQ−1(BTxk+1 − q).
Here Q is an approximate matrix to the Schur complement BTA−1B.
Method 3.1 can be equivalently written as
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(
xk+1
yk+1
)
= H(ω, τ)
(
xk
yk
)
+ M(ω, τ)−1
(
p
−q
)
, (3.1)
where
H(ω, τ) =
(
(1 − ω)I −ωA−1B
(1 − ω)τQ−1BT I − ωτQ−1BTA−1B
)
(3.2)
is the corresponding iteration matrix induced from the splitting
A = M(ω, τ) − N (ω, τ),
with
A =
(
A B
−BT 0
)
and M(ω, τ) =
(
1
ω
A 0
−BT 1
τ
Q
)
,
where A ∈ R(m+n)×(m+n) is the coefﬁcient matrix of the saddle point problem (1.1).
When thematrixB is of full column rank, the coefﬁcientmatrixAof the saddle point problem (1.1) is
nonsingular and, hence, has a unique solution. For this case, Bai et al. studied the convergence property
and determined the optimal relaxation factors as well as the corresponding optimal convergence rate
in [7]. Theoretical analysis and numerical results in [7] showed that Method 3.1 is more efﬁcient than
the SOR-like method proposed in [22].
When the matrix B is rank-deﬁcient, the coefﬁcient matrix A of the saddle point problem (1.1)
is singular and, hence, has inﬁnitely many solutions; see [23]. The following theorem describes the
semi-convergence property about Method 3.1 for this case.
Theorem 3.1. Let A ∈ Rm×m and Q ∈ Rn×n be symmetric positive deﬁnite matrices. Assume that B ∈
Rm×n is rank-deﬁcient. Denote by μmax the largest eigenvalue of the matrix Q−1BTA−1B. Then, for any
initial vector
(
xT0 , y
T
0
)T ∈ Rm+n, the parameterized Uzawa method is semi-convergent to a solution x of
the singular saddle point problem (1.1) if ω satisﬁes 0 < ω < 2 and τ satisﬁes
0 < τ <
2(2 − ω)
ωμmax
.
Proof. By Lemma 2.1, we only need to demonstrate the semi-convergence of the iteration matrix
H(ω, τ) of Method 3.1 deﬁned in (3.2).
Assume that the column rank of B is r, i.e., r = rank(B). Let B = U(B10)V∗ be the singular value
decomposition of B, where B1 = (Σr , 0)T ∈ Rm×r , with
Σr = diag(σ1, σ2, . . . , σr);
see [21]. Then
P =
(
U 0
0 V
)
is an (m + n)-by-(m + n) unitary matrix, and the iteration matrix H(ω, τ) is unitarily similar to the
matrix Ĥ(ω, τ):=P∗H(ω, τ)P . Hence, we only need to demonstrate the semi-convergence of the
matrix Ĥ(ω, τ). Here, we have used (·)∗ to denote the conjugate transpose of the corresponding
complex matrix.
Deﬁne matrices
Â = U∗AU, B̂ = U∗BV and Q̂ = V∗QV .
Then it holds that B̂ = (B10) and
Q̂−1 =
(
V∗1Q−1V1 V∗1Q−1V2
V∗2Q−1V1 V∗2Q−1V2
)
,
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where we have partitioned the unitary matrix V into the block form V = (V1V2) conﬁrmly to the
partition of the matrix B. Through direct operations, we have
Ĥ(ω, τ) =
(Ĥ1(ω, τ) 0
L̂(ω, τ) In−r
)
,
where
Ĥ1(ω, τ) =
(
(1 − ω)Im −ωÂ−1B1
(1 − ω)τ(V∗1Q−1V1)BT1 Ir − ωτ(V∗1Q−1V1)BT1 Â−1B1
)
and
L̂(ω, τ) =
(
(1 − ω)τ(V∗2Q−1V1)BT1 −ωτ(V∗2Q−1V1)BT1 Â−1B1
)
.
As B1 is of full column rank, L̂(ω, τ) /= 0 holds in general. FromLemma2.2we know that thematrix
Ĥ(ω, τ) is semi-convergent if and only if ρ(Ĥ1(ω, τ)) < 1.
Note that Ĥ1(ω, τ) is the iteration matrix about the parameterized Uzawa method applied to the
nonsingular saddle point problem(
Â B1
BT1 0
) (̂
x
ŷ
)
=
(
p̂
q̂
)
, (3.3)
with the preconditioning matrix Q̂1 :=(V∗1Q−1V1)−1, where ŷ, q̂ ∈ Rr . Hence, by making use of The-
orem 2.1 in [7], we know that ρ(Ĥ1(ω, τ)) < 1 if
0 < ω < 2 and 0 < τ <
2(2 − ω)
ωμmax
,
where μmax is the largest eigenvalue of the nonsingular matrix Q̂
−1
1 B
T
1 Â
−1B1.
Since
V∗(Q−1BTA−1B)V = (V∗Q−1V)(V∗BTU)(U∗A−1U)(U∗BV)
=
(
V∗1Q−1V1 V∗1Q−1V2
V∗2Q−1V1 V∗2Q−1V2
)(
BT1 Â
−1B1 0
0 0
)
=
(
Q̂
−1
1 B
T
1 Â
−1B1 0
V∗2Q−1V1BT1 Â−1B1 0
)
,
μmax is also the largest eigenvalue of the matrix Q
−1BTA−1B. This completes our proof. 
We remark that when Q is negative deﬁnite, all of the eigenvalues μ of the matrix Q−1BTA−1B are
non-positive. In this situation,we can analogously prove thatH(ω, τ) is semi-convergent if 0 < ω < 2
and
2(2 − ω)
ωμmin
< τ < 0,
where μmin is the smallest nonzero eigenvalue of the matrix Q
−1BTA−1B.
When ω = τ /= 0, the parameterized Uzawa method naturally reduces to the SOR-like method in
[22]. Based on Theorem 3.1, we can straightforwardly obtain its semi-convergence theorem.
4. The optimal iteration parameters
In this section, we are going to calculate the optimal iteration parameters and the corresponding
optimal semi-convergence factor for the parameterized Uzawa method. To this end, we denote by
μk , k = 1, 2, . . . , n, the eigenvalues of the matrix Q−1BTA−1B, and by μmin and μmax its smallest and
largest nonzero eigenvalues, respectively, i.e.,
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μmin = min
1 k n
{μk | μk /= 0} and μmax = max
1 k n
{μk | μk /= 0}.
Then μmin and μmax are also the smallest and the largest eigenvalues of the nonsingular matrix
(V∗1Q−1V1)BT1 Â−1B1.
According to the proof of Theorem 3.1, the iteration matrixH(ω, τ) of Method 3.1 is similar to the
block 2-by-2 lower-triangular matrix Ĥ(ω, τ) having the diagonal blocks Ĥ1(ω, τ) and In−r , which
is the iteration matrix of the parameterized Uzawa method applied to the nonsingular saddle point
problem (3.3), with Q̂1 = (V∗1Q−1V1)−1 being the corresponding preconditioning matrix. Therefore,
by making use of Theorem 4.1 in [7], we immediately obtain the following results about the optimal
iteration parameters and the corresponding optimal semi-convergence factor for Method 3.1.
Theorem 4.1. Consider the parameterized Uzawa method (i.e., Method 3.1) used for solving the singular
saddle point problem (1.1). Let A ∈ Rm×m be symmetric positive deﬁnite, B ∈ Rm×n be rank-deﬁcient, and
Q ∈ Rn×n be symmetric positive deﬁnite. Denote the smallest and the largest nonzero eigenvalues of the
matrix Q−1BTA−1B by μmin and μmax, respectively. Then
(i) when τ  1√
μminμmax
, it holds that
ρ(Ĥ1(ω, τ)) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
√
1 − ω, for 0 < ω < ω−(τ ),
1
2
(
2 − ω − τωμmin +
√
(2 − ω − τωμmin)2 − 4(1 − ω)
)
,
for ω−(τ )ωωo(τ ),
1
2
(
τωμmax + ω − 2 +
√
(τωμmax + ω − 2)2 − 4(1 − ω)
)
,
for ωo(τ ) < ω < 2;
(ii) when 1√
μminμmax
< τ < 2(2−ω)
ωμmax
, it holds that
ρ(Ĥ1(ω, τ)) =
⎧⎪⎪⎨⎪⎪⎩
√
1 − ω, for 0 < ω < ω+(τ ),
1
2
(
τωμmax + ω − 2 +
√
(τωμmax + ω − 2)2 − 4(1 − ω)
)
,
for ω+(τ )ω < 2.
Moreover, the optimal iteration parameters ωopt and τopt are given by
ωopt = 4
√
μminμmax(√
μmin + √μmax
)2 and τopt = 1√μminμmax
and the corresponding optimal semi-convergence factor of the parameterized Uzawa method is
ρ
(
Ĥ1(ωopt, τopt)
) = √μmax − √μmin√
μmax + √μmin .
Here,
ω−(τ ) = 4τμmin
(1 + τμmin)2 , ω+(τ ) =
4τμmax
(1 + τμmax)2 , ωo(τ ) =
4
τ(μmin + μmax) + 2 .
The case that the preconditioningmatrix Q is symmetric negative deﬁnite can be treated by simply
changing the signs of all eigenvalues of the matrix Q−1BTA−1B in an analogous fashion to Theorem
4.2 in [7].
5. Numerical results
We consider the singular saddle point problem (1.1) with coefﬁcient matrix of the matrix blocks
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Table 1
Choices of the matrix Q , with Q̂ = Diag
(
B̂T Â−1B̂, B˜T B˜
)
.
Case no. Matrix Q Description
I Q̂ Â = tridiag(A)
II Q̂ Â = diag(A)
III tridiag(Q̂) Â = tridiag(A)
IV tridiag(Q̂) Â = A
A =
(
I ⊗ T + T ⊗ I 0
0 I ⊗ T + T ⊗ I
)
∈ R22×22
and
B = (̂B B˜) ≡ (̂B b1 b2) ∈ R22×(2+2),
where
T = 1
h2
· tridiag(−1, 2,−1) ∈ R×, B̂ =
(
I ⊗ F
F ⊗ I
)
∈ R22×2
and
b1 = B̂
(
1
0
)
, b2 = B̂
(
0
1
)
, 1 = (1, 1, . . . , 1)T ∈ R2/2,
with
F = 1
h
· tridiag(−1, 1, 0) ∈ R×
being a tridiagonalmatrix.Note thatm = 22 andn = 2 + 2. This problem is a technicalmodiﬁcation
of Example 4.1 in [5]; see also [7, Example 5.1]. Here, thematrix block B is an augmentation of the full-
rank matrix B̂ with two linearly independent vectors b1 and b2. As b1 and b2 are linear combinations
of the columns of the matrix B̂, B is a rank-deﬁcient matrix.
In actual computations, we choose the right-hand-side vector (pT , qT )T ∈ Rm+n such that an exact
solution of the singular saddle point problem (1.1) is (xT, y
T
)
T = (1, 1, . . . , 1)T ∈ Rm+n. The iteration
schemes are started from the zero vector and terminated if the current iterations satisfy ERR  10−6,
where
ERR =
√
‖p − Axk − Byk‖22 + ‖q − BTxk‖22√
‖p − Ax0 − By0‖22 + ‖q − BTx0‖22
.
In addition, all codes are run in MATLAB (version 7.4.0.336 (R2007a)) with machine precision 10−16,
and all experiments are implemented on a personal computer with 2.66 GHz central processing unit
(Intel(R) Core(TM) Duo E6750), 1.97G memory and Linux operating system (2.6.23.9-85.fc8).
The parameterized Uzawa (PU) method is compared with the MINRES method with or without
preconditioning, where the preconditioning matrix P is taken as the block-diagonal matrix
P := Diag(̂A,Q),
with Q , also used in the parameterized Uzawa method, being chosen as in Table 1.
With respect to different sizes of the coefﬁcient matrix, we list the number of iteration steps
(denoted as IT) and the norm of the residual (denoted as RES) about the PU, the MINRES and the
PMINRES methods in Table 2, where
RES =
√
‖p − Axk − Byk‖22 + ‖q − BTxk‖22.
From the numerical results, we see that for Cases I–III the PU method outperforms both MINRES and
PMINRES methods, as it requires much less iteration steps to achieve the stopping criterion. For Case
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Table 2
Numerical results.
m 128 512 1152 2048
n 66 258 578 1026
m + n 194 770 1730 3074
Case I PU IT 31 60 89 119
RES 7.15e−4 3.45e−3 8.99e−3 1.59e−2
MINRES IT 72 147 214 295
RES 7.74e−4 2.60e−3 7.66e−3 1.73e−2
PMINRES IT 51 89 124 155
RES 6.87e−04 3.57e−03 8.26e−03 1.73e−02
Case II PU IT 45 88 130 173
RES 7.61e−4 3.19e−3 9.16e−3 1.78e−2
MINRES IT 72 147 214 295
RES 7.74e−4 2.60e−3 7.66e−3 1.73e−2
PMINRES IT 49 92 137 181
RES 6.13e−04 2.60e−03 8.20e−03 1.57e−02
Case III PU IT 23 35 43 51
RES 5.75e−4 2.27e−3 8.83e−3 1.48e−2
MINRES IT 72 147 214 295
RES 7.74e−4 2.60e−3 7.66e−3 1.73e−2
PMINRES IT 67 146 230 314
RES 6.25e−04 2.80e−03 8.84e−03 1.57e−02
Case IV PU IT 20 29 36 42
RES 4.90e−4 2.87e−3 2.87e−3 1.66e−2
MINRES IT 72 147 214 295
RES 7.74e−4 2.60e−3 7.65e−3 1.73e−2
PMINRES IT 18 22 24 25
RES 4.58e−04 2.11e−03 4.96e−03 1.27e−02
IV, the number of iteration steps of the PU method is larger than that of the PMINRES method, but is
less than the MINRES method. Note that the magnitudes of the iteration steps about the PU method
and the PMINRESmethod are roughly comparable for Case IV. In addition, it is evident that for all cases
the preconditioning can considerably improve the convergence behaviour of the MINRES method.
To further compare the numerical behaviours of the PU method with the PMINRES method and
the modiﬁed Gram–Schmidt-based conjugate gradient (MGSCG) method [24], we consider the singular
saddle point problem (1.1) deﬁned as follows: Take the same (1, 1)-block matrix A ∈ R22×22 and the
sub-matrix B̂ ∈ R22×2 as above. Deﬁne the (1, 2)-block matrix B ∈ R22×2 to be B = B̂Bˇ, where
Bˇ = I ⊗
(
1 −1
−1 1
)
∈ R2×2 .
Note that nowm = 22 and n = 2. As Bˇ is singular, the matrix block B is rank-deﬁcient.
By making use of the same right-hand-side vector, starting vector, and stopping criterion as above,
we have implemented the PU, the PMINRES and the MGSCG methods and obtained the numerical
results listed in Table 4, with the choices of the matrix Q given in Table 3.
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Table 3
Choices of the matrix Q .
Case no. Matrix Q Description
I B̂T Â−1B̂ Â = tridiag(A)
II B̂T Â−1B̂ Â = diag(A)
III tridiag(̂BT Â−1B̂) Â = tridiag(A)
IV tridiag(̂BT Â−1B̂) Â = A
Table 4
Numerical results.
m 128 512 1152 2048
n 64 256 576 1024
m + n 192 768 1728 3072
MGSCG IT 79 383 910 1678
ERR 4.13e−07 1.54e−07 3.31e−07 5.20e−07
CPU 0.050 0.717 3.874 13.970
Case I PU IT 11 12 12 12
ERR 9.90e−7 9.89e−7 9.99e−7 9.98e−7
CPU 0.005 0.030 0.140 0.437
PMINRES IT 51 91 117 134
ERR 7.29e−07 9.07e−07 9.88e−07 9.91e−07
CPU 0.024 0.084 0.292 0.754
Case II PU IT 13 14 15 15
ERR 9.99e−7 9.97e−7 9.91e−7 9.89e−7
CPU 0.004 0.023 0.114 0.342
PMINRES IT 75 147 195 226
ERR 9.01e−07 9.67e−07 9.97e−07 9.50e−07
CPU 0.025 0.110 0.345 0.808
Case III PU IT 5 5 5 5
ERR 9.95e−7 9.99e−7 9.93e−7 9.98e−7
CPU 0.003 0.024 0.124 0.402
PMINRES IT 59 106 135 154
ERR 8.48e−07 9.96e−07 9.74e−07 9.37e−07
CPU 0.020 0.086 0.271 0.680
Case IV PU IT 4 4 4 4
ERR 9.97e−7 9.93e−7 9.99e−7 9.95e−7
CPU 0.003 0.032 0.177 0.537
PMINRES IT 10 10 10 9
ERR 5.15e−08 4.42e−08 3.88e−08 9.00e−07
CPU 0.006 0.040 0.197 0.581
From Table 4 we see that for all cases the PU method outperforms both PMINRES and MGSCG
methods, as it requiresmuch less iteration steps and computing times to achieve the stopping criterion.
Note that the PMINRES method is superior to the MGSCG method, too.
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