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Harvesting System with Look-Ahead: Bernoulli
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Ali Zibaeenejad, Member, IEEE, and Jun Chen
Abstract—We study power control for an energy harvesting
communication system with independent and identically dis-
tributed Bernoulli energy arrivals. It is assumed that the trans-
mitter is equipped with a finite-sized rechargeable battery and is
able to look ahead to observe a fixed number of future arrivals.
A complete characterization is provided for the optimal power
control policy that achieves the maximum long-term average
throughput over an additive white Gaussian noise channel.
I. INTRODUCTION
Supplying required energy of a communication system
by energy harvesting (EH) from natural energy resources
is not only beneficial from the environmental perspective,
but also essential for long-lasting self-sustainable affordable
telecommunication which can be employed in places with no
electricity infrastructure. On the other hand, the EH systems
require to handle related challenges, such as varying nature of
green energy resources and limited battery storage capacity.
Consider an EH communication system with a transmitter
(TX) and a receiver (RX), connected by an additive white
Gaussian noise (AWGN) channel. The TX is equipped with
a rechargeable battery of a given storage size, and is capable
of harvesting the energy arrivals, which are assumed to be
independent and identically distributed (i.i.d.). The commu-
nication session consists of T (discrete) time slots, and the
instantaneous rate achieved at each time slot is a function
of its allocated energy. A power control policy specifies the
energy assignment across the time slots according to the initial
battery energy level, the harvested energy sequence thus far,
and the knowledge of future harvested energy arrivals. The
reward associated with each policy is the average throughput
over T−horizon. The average throughput optimization (ATO)
problem aims to determine the optimal policy that achieves
the maximum average throughput.
In the seminal paper [1], the authors studied the ATO
problem over a finite horizon for the offline model, where the
energy arrivals are non-causally known at the TX, and they
derived the optimal policy for this model based on [2]. The
analyses of the offline model for more general channels can
be found in [3]–[7] (and the references therein). In general,
the optimal policies for the offline model strive to allocate the
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energy across the time horizon as uniformly as possible while
trying to avoid energy loss due to the battery overflow.
In landmark paper [8], the authors studied the ATO problem
over an infinite horizon for the online model, where the energy
arrivals are causally known at the TX. They determined the
optimal policy for Bernoulli energy arrivals and established the
approximate optimality of the fixed fraction policy for general
energy arrivals. Similar results were derived in [9], [10] for a
general concave and monotonically increasing utility function.
In papers [11], [12], the authors studied the same problem
with unlimited size battery and developed three simple online
optimal policies which are optimal for the offline case as well.
In this paper, we study the setup where the TX is able to
look ahead to observe a window of size w of future energy
arrivals. In fact, the online model and offline model correspond
to the extreme cases w = 0 and w = ∞, respectively.
Therefore, our formulation provides a link between these two
models, which have been largely studied in isolation. From
the practical perspective, the TX often has a good estimation
of the amount of available energy in near future, because such
energy is already harvested but not yet converted to a usable
form. We investigate the ATO problem over an infinite horizon
for this new setup. Specifically, we focus on Bernoulli energy
arrivals and characterize the corresponding optimal policy. The
main difference between this optimal policy and that of [8]–
[10] is as follows. For the new policy, if no energy arrival is
seen in the look-ahead window, the battery always keeps some
energy for future and spends a portion of available energy in
the current time slot. In contrast, for the policy in [8]–[10],
the energy is only allocated to a fixed number of time slots
after each battery charge and no energy is expended beyond
that as the battery becomes depleted.
The organization of this paper is as follows. In Section II, we
introduce the model and problem. In Section III, we develop
the structure of an optimal policy and justify the problem
solving strategy. In Section IV, we establish the main results
and completely characterize the optimal policy. In Section V,
we finally conclude this paper.
II. PROBLEM DEFINITIONS
The notations of this paper are as follows. N and R+
represent the set of natural numbers and set of positive
real numbers, respectively. Random variables are denoted by
capital letters and their realizations are written in lower case
letters. The functions are denoted by calligraphic font. E is
reserved for the expectation. The logarithms are in base 2.
Consider a point-to-point AWGN quasi-static fading chan-
nel from a TX to an RX, where the channel gain is a
constant γ ∈ R+ for the entire communication session. The
communication is discrete time with time slot τ ∈ N as
formulated by Yτ =
√
γXτ + Zτ , where Xτ and Yτ are
the transmitted signal and the received signal, respectively;
Zτ is the Gaussian noise with zero mean and unit variance.
The TX is capable of harvesting energy from the environment
and is equipped with a rechargeable battery with finite size
B > 0. The exogenous (harvested) energy arrivals are assumed
to be i.i.d. process with known marginal distribution PE . In
this work, unless specified otherwise, we assume that PE is
Bernoulli(p)-{0, B}, where 0 < p < 1, defined as
PE(e) =
{
p : e = B,
1− p : e = 0. (1)
Denote the energy level stored in the battery by random
process {Bτ , τ ∈ N} with initial level, B1 = β, where
0 ≤ β ≤ B. If the energy arrives at some time instant τ ∈ N,
Eτ = B, and the battery is fully charged to Bτ = B. In this
case, any remained energy in the battery is overflowed and
wasted away. If no energy arrives, Eτ = 0, and the battery
energy level is not escalated at time slot τ .
In this paper, we assume that the TX is able to look ahead
with a fixed window size w ∈ N: the realization of the energy
arrival sequence {Et}τ+wt=1 is known to the TX at time τ .
The TX sends energy Aτ as an action at time slot τ , where
the energy is determined by a (randomized) action function
Aτ = Aτ ((Et)τ+wt=1 , B1) ,
subject to Aτ ≤ Bτ (2)
and gain throughputRτ (Aτ ) = 12 log(1+γAτ), as the reward
of time τ . Then, the battery energy level becomes
Bτ = min{Bτ−1 −Aτ−1 + Eτ , B} . (3)
A look-ahead policy π(w) is characterized by sequence of
action functions {Aτ}∞τ=1. For a fixed communication session
time T ∈ N, π(w) gains the average (expected) throughput
over T -horizon
Γ
pi(w)
T ,
1
T
E
(
T∑
τ=1
1
2
log(1 + γAτ ((Et)τ+wt=1 , B1))
)
, (4)
as its associated reward, where the expectation is over all
energy arrival sequences {et}Tt=1.
Definition 1. The largest average reward (channel throughput)
over infinite horizon (long term) is defined as
Γ∗B1 , sup
pi(w)
lim inf
T→∞
Γ
pi(w)
T . (5)
If Γ∗B1 is attainable by a policy π
∗(w), it is called optimal.
Remark 1. It can be shown [8, Appendix B] that Γ∗B1 does not
depend on B1. Hence, we can drop the subscript B1 in (5),
and assume B1 = B without loss of generality (WLOG).
In this paper, we seek Γ∗ and the corresponding optimal
policy π∗(w) according to Definition 1.
III. PROBLEM SOLVING STRATEGY
First, assume that the distribution of the harvested energy,
PE , is arbitrary. In general, Aτ depends on (B1, {Et}τ+wt=1 ).
According to [13], [14], there is no loss of optimality in (5) if
the supremum is taken over deterministic Markovian stationary
policies which only rely on system state
Sτ = (Bτ , Eτ+1, Eτ+2, . . . , Eτ+w) . (6)
Indeed, (5) is attainable by an optimal stationary policy π∗(w).
Given Sτ with finite length w + 1, knowing energy arrivals
{Et}τt=1 does not enhance Γ∗. Note that the action Aτ is not
only determined by the current energy level Bτ , but also it
can be affected by the observed future energy arrivals within
the look ahead window. As the optimal policy is Markovian
and stationary, the action function (2) can be simplified to the
time-invariant function
Aτ = A(Sτ ) .
subject to Aτ ≤ Bτ (7)
Now, focus on Bernoulli distribution as defined in (1). In
this case, the state (6) can be simplified as follows. Let random
variable Dτ be the time distance of the earliest energy arrival
located inside the look-ahead window. Specifically, define
Dτ ,
{
0 : if Eτ+t = 0 for all t ∈ {1, . . . , w},
min{t : 1 ≤ t ≤ w,Et+τ = B} : O.W. .
For any given energy arrival sequence {et}τ+wt=1 and battery
level bτ at time τ ∈ N, if an energy arrival is observed
at time τ , i.e., dτ > 0, then the optimal policy uniformly
assigns instant battery energy bτ to the following dτ time
spots. This is due to the concavity of the reward function (4).
Otherwise, A(bτ , 0, · · · , 0) is the action at time τ , which will
be determined in the sequel. Therefore, the action function (7)
of the stationary optimal policy π∗(w) is given by
aτ = A(bτ , eτ+1, . . . , eτ+w) =
{
bτ
dτ
: dτ 6= 0 ,
A(bτ , 0, · · · , 0) : O.W. .
(8)
From (8), we conclude that aτ (and so the associated reward)
can be uniquely determined by (bτ , dτ ). Hence, the system
state for Bernoulli energy arrival can be reduced to
Sτ = (Bτ , Dτ ) . (9)
A non-negative sequence {xj}Nj=1 with length N ∈ N is
called admissible, if
∑N
j=1 xj ≤ B. Let b1 = B. Define
admissible sequence {ξ∗j }∞j=1 associated with π∗(w) by
ξ∗j , A(bj , 0, · · · , 0) : j ∈ N, (10)
where bj+1 = bj − ξ∗j . Due to (8), if the battery is charged up
at some time τ = τ1, (bτ1 = B), but no arrival occurs later,
(eτ = 0 : τ > τ1), π∗(w) sends aτ = ξ∗τ−τ1+1 for τ ≥ τ1. In
the sequel, {ξ∗i }∞i=1 and its properties are investigated. Once
{ξ∗i }∞i=1 is determined, π∗(w) follows Algorithm 1.
The times in interval [τ1, τ2) with property Eτ1 = Eτ2 = B
and Et = 0 for τ1 < t < τ2 is called a cycle with start time τ1.
Let define random variable L = τ2− τ1 as the (duration) time
Algorithm 1 Optimal policy π∗(w) for Bernoulli Arrivals
Input: Window size w, battery capacity B, arrival energy
sequence {Et}τ+wt=1 at any time τ , and sequence {ξ∗j }∞j=1.
Output: The optimal assigned energy (action) a∗τ at time τ .
Initialize:
Set time τ ← 1, next observation distance d ← 0, battery
level b← B, counter i← 1, and counter j ← 1.
repeat ⊲ No observation (d = 0) by default
while (d = 0 and i ≤ w) do
if (ei+τ = B) then ⊲ Finds earliest arrival distance
d← i; j ← 1; i← 1
end if
i← i+ 1
end while
if (d 6= 0) then ⊲ If an arrival is observed
aτ ← bd ; d← d− 1
else ⊲ If no arrival is observed
aτ ← ξ∗j ; j ← j + 1; i← w
end if
b← min{b− aτ + eτ+1, B} ⊲ Battery level is updated
τ ← τ + 1
until
of the cycle. Due to (1), the distribution of L is Geometric,
i.e., Pr{L = k} = p(1− p)k−1 for k ∈ N, with mean
E(L) =
1
p
. (11)
If a stationary policy is employed, the processes of
{Bτ , τ ∈ N}, {Sτ , τ ∈ N}, and {Aτ , τ ∈ N} are non-
delayed regenerative processes [15, Section 7.5] with cycles
of time L: when the battery charges up to B at some cycle
start time τ1, memories of the processes are reset. Conse-
quently, {(Bt, St, At)}∞t=τ1 does not statistically depend on
({Bt}τ1−1t=1 , {St}τ1−1t=1 , {At}τ1−1t=1 ) and time τ1.
As E(L) in (11) and |Rτ (Aτ )| are bounded and {Aτ , τ ∈
N} is a non-delayed regenerative process, the “renewal reward
theorem” [15, Section 7.4] can be utilized to simplify the long-
term average throughput achieved by a policy π(w).
lim inf
T→∞
Γ
pi(w)
T =
E
(∑L
t=1
1
2 log(1 + γAt)
)
E(L)
=
p
2
(
∞∑
k=1
k∑
j=1
log(1 + γQj)Pr{L = k}),(12)
where (12) is due to (11) and Qj is the energy assigned to
time jth of a cycle conditioned on k.The following definition
is helpful to calculate (12).
Definition 2. Let {xj}∞j=1 be an admissible sequence. Define
T∞({xj}∞i=1) ,
w∑
k=1
p2(1− p)k−1 k
2
log(1 + γ
B
k
)
+
∞∑
j=1
p(1− p)j+w−1 1
2
log(1 + γxj)
+
∞∑
k=1
p2(1− p)k+w−1w
2
log(1 + γ
B −∑kj=1 xj
w
) .
(13)
Lemma 1. The long-term average throughput (4) of optimal
policy π∗(w) with associated sequence {ξ∗i }∞i=1 satisfies
Γ∗ = T∞({ξ∗i }∞i=1) . (14)
Proof. The proof follows from Definition (1), (12) and Def-
inition 2. First, energy assignments Qj in (12) for π∗(w) is
determined in the following. Assume a new cycle is started at
time τ = τ1 and so the battery energy level is B. Given the
cycle time L = k, the following two cases can be considered.
a. Case k ≤ w: In this case, Dτ = k as the arrival is observed
in the window. Hence, according to (8), we have
Qj =
B
k
for j ∈ {1, . . . , k}. (15)
b. Case k > w: In this case, the TX allocates {ξ∗j }k−wj=1
to the first k − w time slots of each cycle; then, it
uniformly distributes the remained energy of the battery
(B−∑k−wi=1 Qi) into time slots k−w+1, . . . , k due to (8),
as soon as the arrival is observable (look-ahead window
covers time k).
Qj =
{
ξ∗j : j ∈ {1, . . . , k − w},
B−
∑k−w
j=1 ξ
∗
j
w
: j ∈ {k − w + 1, . . . , w} . (16)
Finally, the proof can be concluded from the following
calculation of (12) for π∗(w) based on (15) and (16).
Γ∗ = p
w∑
k=1
p(1− p)k−1 k
2
log(1 + γ
B
k
)
+p
∞∑
k=w+1
p(1− p)k−1[
k−w∑
j=1
1
2
log(1 + γξ∗j )
+
w
2
log(1 + γ
B −∑k−wj=1 ξ∗j
w
)]
=
w∑
k=1
p2(1− p)k−1 k
2
log(1 + γ
B
k
)
+
∞∑
j=1
1
2
log(1 + γξ∗j )(
∞∑
k=j+w
p2(1− p)k−1)
+
∞∑
k=w+1
p2(1− p)k−1w
2
log(1 + γ
B −∑k−wj=1 ξ∗j
w
) .
=
w∑
k=1
p2(1− p)k−1 k
2
log(1 + γ
B
k
)
+
∞∑
j=1
p(1− p)j+w−1 1
2
log(1 + γξ∗j )
+
∞∑
k=1
p2(1 − p)k+w−1w
2
log(1 + γ
B −∑kj=1 ξ∗j
w
) .
(17)
IV. PROPERTIES OF THE OPTIMAL POLICY
In this section, we characterize the energy sequence {ξ∗j }∞j=1
and its properties. The main result of this paper is as follows.
Theorem 1. Define T ∗
∞
= sup T∞(x1, x2, · · · ), where the
supremum is over all admissible sequences {xj}∞j=1. Then,
the maximum long-term average reward (channel throughput)
of the look-ahead model is given by
Γ∗ = T ∗
∞
. (18)
Moreover, {ξ∗j }∞j=1 induced by the optimal policy is the unique
maximizer of T∞ and is the unique sequence satisfying
1− p
1 + γξ∗j+1
=
1
1 + γξ∗j
− p
1 + γ
w
(B −∑ji=1 ξ∗i ) , (19a)
∞∑
j=1
ξ∗j = B . (19b)
It is also a strictly decreasing positive sequence with property
ξ∗j <
B −∑ji=1 ξ∗i
w
. (20)
Remark 2. The optimal average throughput of the studied
model coincides with the optimal average throughput of the
non-causal model if w = ∞ is set in (17). In this case the
optimal average throughput is given by
Γ∗ =
∞∑
k=1
p2(1 − p)k−1 k
2
log(1 + γ
B
k
) .
In Fig. 1, we illustrate the (long-term) average throughput
Γ∗ as a function of window size w using (18) for the given
system parameters. Although the optimal throughput rate is
an increasing function of w, if the window size w ≥ 5
in Fig. 1, this communication system achieves the optimal
average throughput corresponds to w = ∞ within a gap
smaller than 0.5%. The rest of this section is devoted to the
proof of theorem 1.
The proof of (18) is as follows. As mentioned, there exists
a stationary policy π∗(w) which attains Γ∗ [13], [14]. That
policy also satisfies (14) in which {ξ∗j }∞j=1 is associated with
π∗(w). As π∗(w) is optimal, {ξ∗j }∞j=1 must maximize T∞ in
(14) over all admissible sequences. As T∞ is a strictly concave
function, the maximizing sequence is unique. The unique max-
imizer {ξ∗j }∞j=1 indeed achieves T ∗∞. Hence, (18) is justified.
To investigate sequence {ξ∗j }∞j=1 as the unique maximizer of
T∞, we need to define the corresponding N−dimensional
optimization problem in the following subsection to employ
Karush-Kuhn-Tucker (KKT) conditions. Then, we investigate
the relation between the finite dimensional optimization prob-
lem and the infinite dimensional optimization problem.
A. N−Dimensional Optimization Problem.
Let define the followingN−dimensional optimization prob-
lem based on Definition 2.
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Fig. 1. Average throughput Γ∗ versus look-ahead window size w for fixed
channel parameters p = 0.3 and γ = 0.5 and battery size B = 100.
Definition 3. Fix N ∈ N. Recall Definition 2, and set xj = ξj
for j ∈ {1, . . . , N} and xj = 0 for j > N . Define
TN (ξ1, · · · , ξN ) , T∞(ξ1, · · · , ξN , 0, 0, · · · )
=
w∑
k=1
p2(1− p)k−1 k
2
log(1 + γ
B
k
)
+
N∑
j=1
p(1− p)j+w−1 1
2
log(1 + γξj)
+
N∑
k=1
p2(1− p)k+w−1w
2
log(1 + γ
B −∑kj=1 ξj
w
)
+ p(1− p)w+N w
2
log(1 + γ
B −∑Nj=1 ξj
w
) .
The N−dimensional optimization problem is defined as
T ∗N = supTN (ξ(N)1 , · · · , ξ(N)N ) , (21)
where the supremum is over all sequences {ξ(N)j }Nj=1 subject
to
ξ
(N)
j ≥ 0 , (22a)
N∑
j=1
ξ
(N)
j ≤ B . (22b)
The maximizer of TN , if exists, is denoted by {ξ(N)∗j }Nj=1.
Lemma 2. The following statements are valid for T ∗N .
(a). There exists a unique maximizer {ξ(N)∗j }Nj=1 of TN .
(b). T ∗N is an increasing function of N .
(c). lim
N→∞
T ∗N = T ∗∞ and it is finite.
Proof. (a) follows the fact that function TN is a continuous
bounded concave function defined on a compact set. (b) is due
to the fact that domain of TN is a subset of domain of TN+1.
(c) follows from the fact that TN is a continuous bounded
function and is increasing, i.e., T ∗N ≤ T ∗∞, and thus lim
N→∞
T ∗N
exists and it is finite. Indeed, the following inequality proves
that this limit is T ∗
∞
due to the squeeze theorem.
T ∗N (ξ(N)∗1 , · · · , ξ(N)∗N )
≥ TN (ξ∗1 , · · · , ξ∗N )
= T ∗
∞
(ξ∗1 , · · · , ξ∗∞)−
∞∑
j=N+1
p(1− p)j+w−1
2
log(1 + γξ∗j )
−
∞∑
k=N+1
p2(1 − p)k+w−1w
2
log(1 +
γ
w
(B −
k∑
j=1
ξ∗j ))
+ p(1− p)w+N w
2
log(1 + γ
B −∑Nj=1 ξ∗j
w
)
≥ T ∗
∞
−
∞∑
j=N+1
p(1− p)j+w−1
2
log(1 + γB)
−
∞∑
k=N
p2(1 − p)k+w−1w
2
log(1 +
γ
w
B)
= T ∗
∞
− (1− p)
w+N
2
[
log(1 + γB) + pw log(1 +
γ
w
B)
]
= T ∗
∞
− ǫN , (23)
where ǫN ,
(1−p)w+N
2
[
log(1 + γB) + pw log(1 + γ
w
B)
]
is a
positive number with property lim
N→∞
ǫN = 0.
In Corollary 2 in the sequel, we will prove that T ∗N is indeed
a strictly increasing function, which is stronger than Lemma 2-
part(B).
The N -dimensional optimization problem can be solved by
the KKT method. A necessary and sufficient condition for
sequence {ξ(N)∗j }Nj=1 to attain T ∗N is to satisfy
p(1− p)w+j−1 γ
2(1 + γξ
(N)∗
j )
−
N−1∑
k=j
p2(1 − p)k+w−1
γ
2
1 + γ
B−
∑
k
i=1 ξ
(N)∗
i
w
− p(1− p)w+N−1
γ
2
1 + γ
B−
∑
N
i=1 ξ
(N)∗
i
w
− λ(N) + µ(N)j = 0 ,
(24a)
µ
(N)
j ξ
(N)∗
j = 0 , (24b)
λ(N)(B −
N∑
i=1
ξ
(N)∗
i ) = 0 , (24c)
where j ∈ {1, 2, · · · , N}, and λ(N), {µ(N)i }Ni=1 are non-
negative real numbers.
B. Properties of Sequence {ξ(N)∗j }Nj=1.
In this subsection, we investigate the properties of the
sequence {ξ(N)∗j }Nj=1 which achieves T ∗N based on the KKT
conditions (24).
Definition 4. The effective length of an admissible energy
sequence is the largest (time) index beyond which the rest of
the sequence vanishes. Specifically,Neff is called the effective
length of {ξ(N)∗j }Nj=1 if
ξNeff > 0 (25)
ξ
(N)∗
j = 0 for all j > Neff . (26)
Lemma 3. The effective length of sequence {ξ(N)∗j }Nj=1 is N .
Proof. First, we show that there exists at least one non-zero
elements in the sequence of {ξ(N)∗j }Nj=1. Assume that this
claim is not valid, and an all zero sequence is the optimal
solution which satisfies the KKT conditions (24). Thus,
ξ
(N)∗
j = 0 for j ∈ {1, · · · , N} (27)
N∑
i=1
ξ
(N)∗
i = 0 (28)
Hence, λ(N) = 0 due to (24c). From λ(N) = 0, µN ≥ 0,
(24a) (when j = N is set) and (28), we should have
p(1− p)w+N−1 γ
2(1 + γξ
(N)∗
N )
− p(1 − p)w+N−1
γ
2
1 + γ B
w
≤ 0
(29)
However, this equation is only valid when ξN ≥ γwB > 0 due
to B > 0. This inequality contradicts with (27). Consequently,
the largest (time) index of the non-zero element (J) exists with
property (25).
Second, we prove that J < N is not valid in the following.
Suppose J < N . Define B′ =
∑J
j=1 ξ
(N)∗
j . Note that we have
λ(N) ≥ 0 (30)
µ
(N)
J = 0 (31)
where the second inequality is due to ξ(N)∗J > 0 and (24b).
First, assume B = B′; Setting j = J in (24a) gives
λ(N) = −p(1− p)w+J−1 γ
2ξ
(N)∗
J
2(1 + γξ
(N)∗
J )
,
which is contradictory with the fact that λ(N) ≥ 0. Next
consider the case B′ < B. In this case, λ(N) = 0. Setting
j = J + 1 in (24a) gives
[p(1− p)w+J γ
2
− p(1− p)w+J
γ
2
1 + γ B−B
′
w
] + µJ+1 = 0.
(32)
However, in (32), the bracket is strictly positive. Hence, the
left hand side of (32) is strictly positive. This lead to a
contradiction. Therefore, J = N always holds.
Corollary 1. The last element of the optimal sequence
{ξ(N)∗i }Ni=1 is always non-zero, i.e., ξ(N)∗N > 0 and coefficient
µ
(N)
N = 0.
Proof. Due to Lemma 3, the largest non-zero element is the
N th element of the sequence. µ(N)N = 0 is due to (24b).
Corollary 2. T ∗N is a strictly increasing function of N .
Proof.
T ∗N (ξ(N)∗1 , · · · , ξ(N)∗N ) = TN+1(ξ(N)∗1 , · · · , ξ(N)∗N , 0)
< T ∗N+1(ξ(N+1)∗1 , · · · , ξ(N+1)∗N , ξ(N+1)∗N+1 )
where the last inequality is due to the fact that
(ξ
(N)∗
1 , · · · , ξ(N)∗N , 0) can not be the unique maximizer
of TN+1, because ξ(N+1)∗N+1 > 0 due to Corollary 1.
Lemma 4. For any j ∈ {1, 2, · · · , N − 1}, we have
ξ
(N)∗
j ≤
B −∑ji=1 ξ(N)∗i
w
, (33)
where inequality holds in the strict sense for j < N .
Proof. If ξ(N)∗j = 0, the inequality holds because∑j
i=1 ξ
(N)∗
i < B according to (22b) and Corollary 1 when
j < N . Otherwise, if ξ(N)∗j > 0, then µ
(N)
j = 0 due to
(24b). Hence, we can derive the expressions (34)-(37) at the
bottom of this page, where (34) is due to (24a) and λ(N) ≥ 0,
(35) follows from B −∑k−wi=1 ξ(N)∗i ≤ B −∑ji=1 ξ(N)∗i , for
k = w+j+1, · · · , w+N−1, due to (22b), (36) holds strictly
only if j < N , because B −∑Ni=1 ξ(N)∗i < B −∑ji=1 ξ(N)∗i
due to Corollary 1 for j < N . Therefore, the lemma is
concluded from (37).
For any fixed N , let define parameter
B(N) = B −
N∑
i=1
ξ
(N)∗
i .
From Corollary 1 and Lemma 4, we conclude that
B(N) > 0 . (38)
Also, from (24c) and (38), we conclude that
λ(N) = 0 . (39)
In the following lemma, we investigate the behaviour of
sequence {ξ(N)∗j }Nj=1 as a function of time index j when N
is fixed.
Lemma 5. {ξ(N)∗j }Nj=1 is a strictly decreasing positive se-
quence.
Proof. From (24a), for two successive terms j < N and j+1,
we have
p(1− p)w+j−1(γ2 )
1 + γξ
(N)∗
j
−
N−1∑
k=j
p2(1− p)w+k−1(γ2 )
1 + γ
B−
∑
k
i=1 ξ
(N)∗
i
w
− p(1− p)
w+N−1(γ2 )
1 + γ
B−
∑
N
i=1 ξ
(N)∗
i
w
− λ(N) + µ(N)j = 0
and
p(1− p)w+j(γ2 )
1 + γξ
(N)∗
j+1
−
N−1∑
k=j+1
p2(1− p)w+k−1(γ2 )
1 + γ
B−
∑
k
i=1 ξ
(N)∗
i
w
− p(1− p)
w+N−1(γ2 )
1 + γ
B−
∑
N
i=1 ξ
(N)∗
i
w
− λ(N) + µ(N)j+1 = 0
respectively. Subtracting the first equation from the second
one, we obtain
p(1− p)w+j(γ2 )
1 + γξ
(N)∗
j+1
=
p(1− p)w+j−1(γ2 )
1 + γξ
(N)∗
j
−p
2(1− p)w+j−1(γ2 )
1 + γ
B−
∑j
i=1 ξ
(N)∗
i
w
− µ(N)j+1 + µ(N)j
(40)
From Lemma 4 (for case j < N ), we have
γ
2
1+γ
B−
∑j
i=1
ξ
(N)∗
i
w
<
γ
2
1+γξ
(N)∗
j
. Hence, (40) can be simplified into
p(1− p)w+j(γ2 )
1 + γξ
(N)∗
j+1
>
p(1− p)w+j(γ2 )
1 + γξ
(N)∗
j
− µ(N)j+1 + µ(N)j (41)
First, note that ξ(N)∗N > 0 due to Corollary 1. Second, start
with j = N − 1. In this case µ(N)j ≥ 0 and µ(N)j+1 = 0 due
to Corollary 1. Hence, from (41), we conclude that ξ(N)∗j+1 <
p(1− p)w+j−1
γ
2
1 + γξ
(N)∗
j
≥
N−1∑
k=j
p2(1 − p)k+w−1
γ
2
1 + γ
B−
∑
k
i=1 ξ
(N)∗
i
w
+ p(1− p)w+N−1
γ
2
1 + γ
B−
∑
N
i=1 ξ
(N)∗
i
w
(34)
≥
N−1∑
k=j
p2(1 − p)k+w−1
γ
2
1 + γ
B−
∑j
i=1 ξ
(N)∗
i
w
+ p(1− p)w+N−1
γ
2
1 + γ
B−
∑
N
i=1 ξ
(N)∗
i
w
(35)
= p(1− p)w+j−1(1 − (1− p)(N−j))
γ
2
1 + γ
B−
∑j
i=1 ξ
(N)∗
i
w
+ p(1− p)w+N−1
γ
2
1 + γ
B−
∑
N
i=1 ξ
(N)∗
i
w
≥ p(1− p)w+j−1(1 − (1− p)(N−j))
γ
2
1 + γ
B−
∑j
i=1 ξ
(N)∗
i
w
+ p(1− p)w+N−1
γ
2
1 + γ
B−
∑j
i=1 ξ
(N)∗
i
w
(36)
= p(1− p)w+j−1
γ
2
1 + γ
B−
∑j
i=1 ξ
(N)∗
i
w
, (37)
ξ
(N)∗
j . Therefore, ξ
(N)∗
j > 0 due to Corollary 1, and thus
µ
(N)
j = 0 due to (24b). Then, repeat this justification for j =
N − 2, N − 3, . . . , 1 in the descending order to establish this
lemma for all j ∈ {1, · · · , N − 1}.
Remark 3. Note that Lemma 5 is different from Lemma 3
regarding positivity property of each element. This lemma only
guarantees that a finite number of zero elements in sequence
{ξ(N)∗j }Nj=1 exists, while Lemma 5 guarantees no zero element
exists and thus it is stronger. As a result of Lemma 5, it can
be concluded that
µ
(N)
j = 0 (42)
holds for any j ∈ {1, 2, . . . , N} in (24b).
In the following lemma, we establish a recursive expression
to simplify the KKT conditions and to obtain energy sequence
{ξ(N)∗j }Nj=1, recursively.
Lemma 6. The following identities hold for energy sequence
{ξ(N)∗j }Nj=1, which satisfies the KKT conditions (24).
ξ
(N)∗
N =
B(N)
w
. (43a)
1− p
1 + γξ
(N)∗
j+1
=
1
1 + γξ
(N)∗
j
− p
1 + γ
w
(B −∑ji=1 ξ(N)∗i )
(43b)
for j ∈ {1, 2, . . . , N − 1}.
Proof. The KKT condition (24a) can be simplified due to (39)
and (42). For j = N , we have
p(1− p)w+N−1(γ2 )
1 + γξ
(N)∗
N
=
p(1− p)w+N−1(γ2 )
1 + γ
B−
∑
N
i=1 ξ
(N)∗
i
w
from which (43a) is derived. For j ∈ {1, 2, . . . , N − 1}, (43b)
is derived from (40) and (42).
Remark 4. From Lemma 6, we conclude that the equality
in (4) for j = N always holds.
In the following lemma, we investigate the behaviour of
sequence {ξ(N)∗j }∞N=j as a function of N for a fixed time
instant j.
Lemma 7. Consider sequence {ξ(N)∗j }∞N=j for a given fixed
j ∈ N. Then, {ξ(N)∗j }∞N=j is a strictly decreasing function of
N .
Proof. Let consider two different assumptions for ξ(N)∗1 and
ξ
(N+1)∗
1 . First, assume that ξ
(N+1)∗
1 ≥ ξ(N)∗1 . If this is the
case, from (43b), we can deduce
ξ
(N+1)∗
j ≥ ξ(N)∗j for any j ∈ {1, 2, · · · , N}. (44)
However, this conclusion contradicts the following inequality
for j = N .
ξ
(N+1)∗
N <
B −∑Ni=1 ξ(N+1)∗i
w
(45)
≤ B −
∑N
i=1 ξ
(N)∗
i
w
(46)
= ξ
(N)∗
N (47)
(48)
where (45) follows from (33) (of Lemma 4), (46) follows
from (44), and (47) follows from (43a). Hence, the assumption
ξ
(N+1)∗
1 < ξ
(N)∗
1 is correct. Therefore, from (43b), we can
deduce
ξ
(N+1)∗
j < ξ
(N)∗
j for any j ∈ {1, 2, · · · , N}.
Lemma 8. Sequence {B(N)}∞N=1 is a strictly decreasing
function of N .
Proof. From Lemma 7, we conclude that ξ(N+1)∗N < ξ
(N)∗
N .
On the other hand, from Lemma 5, we conclude that
ξ
(N+1)∗
N+1 < ξ
(N+1)∗
N . Hence, inequality ξ
(N+1)∗
N+1 < ξ
(N)∗
N leads
to inequality B(N+1) < B(N) due to (43a).
Corollary 3. The limit of sequence {B(N)}∞N=1 exists as
follows.
lim
N→∞
B(N) = 0 .
Proof. Sequence {B(N)}∞N=1 is a strictly decreasing function
of N , due to Lemma 8, and positive due to (38). Hence, it
converges to a non-negative real number. To find the limit, we
can bound B(N) as follows.
B(N) = wξ
(N)∗
N (49)
<
w
N
(
N∑
i=1
ξ
(N)∗
i ) (50)
≤ w
N
B , (51)
where (49) follows from (43a), (50) follows from Lemma 5,
and (51) follows from energy constraint (22b). The limit is
concluded from (51).
C. Properties of sequence {ξ∗j }∞j=1.
Lemma 9. The limits of sequence {ξ(N)∗j }∞N=j for any j ∈ N,
where j is fixed, exists as follows.
ξ∗j = lim
N→∞
ξ
(N)∗
j for j ∈ {1, . . . , N}, (52)
where ξ∗j is element j
th of the maximizing sequence of T∞.
Proof. Sequence {ξ(N)∗j }∞N=j , for any fixed j ∈ N, consists
of positive elements due to Lemma (5) and it strictly descends
as a function of N due to Lemma 7. Hence, for each j ∈ N,
there exits a finite number αj such that
αj = lim
N→∞
ξ
(N)∗
j . (53)
In the following, we prove that {αj}∞j=1 is the unique maxi-
mizer of T∞. For any fixed N0, we have
T∞(α1, α2, · · · ) = lim
N→∞
TN (ξ(N)∗1 , ξ(N)∗2 , · · · , ξ(N)∗N )(54)
≥ T ∗N0(ξ
(N0)∗
1 , ξ
(N0)∗
2 , · · · , ξ(N0)∗N0 ) (55)
≥ T ∗
∞
(ξ∗1 , ξ
∗
2 , · · · )− ǫN0 (56)
where (54) follows from Lemma 2-(part C) and (53), 55
follows from Lemma 2-(part B), (56) follows from (23).
Now, if N0 → ∞, then ǫN0 → 0 due to (23), and thus
(56) contradicts with Lemma 2-(part A) unless αj = ξ∗j , or
equivalently,
ξ∗j = lim
N→∞
ξ
(N)∗
j . (57)
Eventually, in Theorem 1, (19a) follows directly from (43b)
(of Lemma 6) and (57) (of Lemma 9). Also, the energy
constraint (19b) follows from Corollary 3 and (57). Also, (20)
follows from Lemma 4 and (57). The fact that {ξ∗j }Nj=1 is a
strictly decreasing sequence follows from
1− p
1 + γξ∗j
=
1
1 + γξ∗j−1
− p
1 + γ
w
(B −∑j−1i=1 ξ∗i ) (58)
>
1
1 + γξ∗j−1
− p
1 + γξ∗j−1
(59)
=
1− p
1 + γξ∗j−1
,
where (58) follows from (19a), and (59) follows from (20).
This monotone property also approves the positivity of
sequence {ξ∗j }Nj=1.
In Fig. 2, {ξ(N)∗j }Nj=1 (following by trailing zeros) is
sketched over time for different values of N , when the
parameters of the system are as given. This figure numerically
illustrates the results of this section.
Remark 5. After an energy arrival, the optimal policy π∗(w)
assigns a strictly positive energy sequence {ξ∗j }∞j=1 to time
slots according to Algorithm 1 until an arrival is observed in
the window. That is, as long as no energy arrival is observed
in the window, the TX always sends a positive portion of
the battery energy at each time slot, but it never exhausts the
battery energy. However, the online optimal policies [8]–[10]
allocate positive energy only to a fixed number of time slots
after any energy arrival and then the battery becomes depleted.
V. CONCLUSIONS
In this paper, we have introduced a new EH system model,
where the TX has the knowledge of future energy arrivals in a
look-ahead window. This model provides a bridge between
the online model and the offline model, which have been
previously studied in isolation. A complete characterization of
the optimal power control policy is obtained for the new model
with Bernoulli energy arrivals, which has notable differences
with its counterpart for the online model.
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Fig. 2. Sequence ξ
(N)∗
j versus time j (1 ≤ j ≤ 20) for model parameters
p = 0.3, γ = 0.5, battery size B = 100, and window size w = 4.
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