We give a randomized algorithm that finds a shortest simple cycle through a given set of k vertices or edges in an n-vertex undirected graph in time 2 k n O(1) .
Introduction
In 1898 Lewis Carroll challenged the puzzle-minded readers of Vanity Fair to find a "word chain" turning tears into smile like this:
tears − sears − stars − stare − stale − stile − smile .
In the following weeks the readers were asked to change black into white, grass into green, furies into barrel, etc. -according to Gardner, the competition became quite the craze. Today, arbitrary instances of Carroll's game of Doublets, while pleasantly taxing to the unassisted and idle human mind, are easily solved by anyone endowed with a word list, a computing machine, and basic knowledge of graph algorithms, "no more than a step above dynamiting a trout stream."
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A puzzle more suitable to the algorithmic age festoons the border of this page: turning tears into smile, but passing through the intervening emotions of dread, gloom, guilt, pride, shame, spite, and worry, without reusing any word along the chain. The underlying graph is the Stanford Graph Base list of 5757 words of 5 letters described in [13] . To the best knowledge of the authors, no efficient algorithm for this problem was known, so the digital computer has had no qualitative advantage over the readership of Vanity Fair.
K. The existence of such cycles through given elements has been a central topic of graph theory since the 1960s, see [11] for some references.
We present a randomized algorithm for this problem: Theorem 1. A shortest simple cycle through k given vertices or edges in an undirected n-vertex graph can be found by a randomized algorithm in time 2 k n O(1) with one-sided error of exponentially small probability in n.
In particular, we can detect if a K-cycle exists at all. For this decision problem, the previous best time dependency on k was doubly exponential in k 10 . For the optimization problem of determining the length of the shortest K-cycle, no efficient algorithm was known for k > 3, to the best of our knowledge. (In the language of parameterized complexity, the optimisation problem was not known to be fixed-parameter tractable.)
We stress that our algorithm is an improvement not only in the theoretical sense. Previous algorithms would outperform the brute force solution only for inputs of galactic size. A straightforward implementation of our algorithm is able to find cycles through several specified elements in a graph with thousands of vertices. Also, our algorithm is short and conceptually simple, using nothing more complicated than dynamic programming. Our correctness argument is a bit more subtle, but except for the DeMillo-Lipton-Schwartz-Zippel lemma, the presentation is self-contained.
The error in our randomized algorithm is one-sided in the sense that it never reports a false positive. The error probability is made exponentially small by repeating the algorithm a polynomial number of times.
Related work
Cycle through given vertices. For k = 1, the problem is solved by breadth first search, and for k = 2 it corresponds to finding a flow of size 2 between two vertices. For k = 3, it can be solved in linear time by a dedicated algorithm [8, 18] . It follows from the work of Robertson and Seymour on the disjoint path problem [19] that the problem can be solved in polynomial time for constant k. Kawarabayashi [11] finds a cycle through k specified vertices in polynomial time provided k = O((log log n) 1/10 ). This remains the best known deterministic algorithm. The arguments needed to establish the correctness of previous algorithms for k ≥ 3 are not easy. The k = 3 algorithm by [18] requires extensive case analysis partially omitted from the journal version and appearing only in [17] . The other algorithms rely on combinatorial results, in the extreme case of Robertson and Seymour's algorithm [19] the correctness proof requires hundreds of pages.
For the optimization version of finding a shortest K-cycle, little was known. Dean's list of open questions from a 1991 conference on graph minors [4] asks if the problems can be solved in polynomial time for fixed k; in modern terms, if the problem is fixed parameter tractable. For k = 2, the problem is a special case of minimum-cost network flow and solvable by textbook algorithms; see [20] for some early results. According to [4] , the case k = 3 is solved by Fleischner and Woeginger in [8] , though this is not made explicit. An algorithm for fixed k > 3 does not follow from Robertson-Seymour techniques, and to the best of our knowledge, the question has remained open.
For directed graphs, the case k = 1 are solved as for undirected graphs, but already the detection problem for k = 2 is NP-hard [7] .
Related problems. Kawarabayashi, Li, and Reed [12] give an algorithm for detecting a K-cycle whose length has a given parity; for fixed k, the running is polynomial in n, but the dependency on k is unspecified. Kobayashi and Kawarabayashi [14] give an algorithm for detecting if an induced K-cycle in a planar graph in time O(poly(w w )n 2 ), where w = k 2/3 , in particular their algorithm runs in polynomial time for k = o((log n/ log log n) 2/3 ).
Long paths. The brute-force way to find a K-cycle of length l is of course to consider all n l candidate vertex subsets in G and see if they describe a Kcycle. Algorithms for long paths whose running time is exponential in the path length are known, and it is easy to change these algorithm to consider only such paths that visit K. For example, the algorithm in [3] can be modified to detect a K-cycle of length l in time 1.66 l n O (1) . While this may be competitive with previous algorithms for K-cycle for k > 3, it would be time-consuming to find the solution on the title page, which has l = 58. Moreover, it seems difficult to modify these algorithms to be able to detect the absence of a K-cycle in time subexponential in n.
Techniques. Our algorithm associates a polynomial over a finite field with the structure we want to find, an idea whose algorithmic importance was recognized with Edmonds's method for detecting a matching [6] . The present paper uses an idea involving cancellation of monomials, which was introduced by Koutis [15] to find long paths in graphs, with other papers exploring the same idea [2, 3, 16, 22] . Compared to these recent papers, our construction is quite simple, but the analysis is delicate.
One can view the determinant summation technique of [2] as detecting a cycle through specified vertices. The running time is exponential in the number of vertices between the specified ones. In the present paper the situation is reversed: the specified vertices are exponentially expensive, and the vertices in-between are cheap.
Algorithm
An easy observation is that we can restrict our attention to the case where K contains only vertices. Indeed, a specified edge uv can be replaced by adding a fresh vertex w to K and V and adding the edges uw and wv to E. This increases n by at most k.
Terminology. We let N (v) denote the set of neighbours of v. A walk of length l is a sequence of vertices v 0 , v 1 , . . . , v l with v i v i+1 ∈ E for 0 ≤ i < l. (Our graphs are simple, so a walk is uniquely defined by its sequence of vertices.) For a walk W we let V (W ) and E(W ) denote its set of vertices and edges, respectively. The walk's internal vertices are v 1 , . . . , v l−1 . A walk is closed
For vertex subset S, an S-walk is a walk that includes every vertex from S exactly once. A digon is a walk of the form u, v, u. A K-digon is a digon u, v, u where v ∈ K.
Closed walks. Fix an arbitrary 'starting' vertex a ∈ K and an arbitrary total order ≺ of the vertices in the neighbourhood N (a). For given length l (2 ≤ l ≤ n), define the set C l of closed walks W = (v 0 , v 1 , . . . , v l−1 , v 0 ) with the following properties:
P4 (no K-digons) every internal vertex on W that belongs to K has different predecessors and successors on W ; formally, if v i ∈ K with 1 ≤ i < l then
This set includes the K-cycles of length l, but can contain other, self-intersecting closed walks as well.
Property P3 is used to ensure that a cycle and its reversal are considered only once; we arbitrarily decide to consider the cycle's direction that goes from a to the lower-ordered neighbour. Property P4 is more technical.
A function on sets of walks. With foresight, we will work in F q with q = 2 1+ log 2 l , a finite field of characteristic 2 and size q ≥ 2l . Associate values f (e 1 ), . . . , f (e m ) ∈ F q with the edges of G. Extend the definition of f to walks by
and to sets W of walks by
Algorithm. We are ready to present our main algorithm.
Essentially, we define f by choosing f (e 1 ), . . . , f (e m ) at random and then check if f (C l ) is nonzero for increasing l.
Algorithm M (Find the length of a shortest K-cycle.). The input is an undirected, simple graph G = (V, E) and a vertex subset K ⊆ V .
M1. [Initialize.] Choose f (e) ∈ F q for each e ∈ E uniformly at random. Choose a starting vertex a ∈ K and an ordering of N (a) arbitrarily. Set l = |K|.
M2.
[Iterate over all lengths.] Compute f (C l ) using dynamic programming (algorithm F in the next section). If f (C l ) = 0 answer that G contains a Kcycle of length l. Otherwise increase l and repeat step M2 until l = |V | + 1.
M3.
[Admit defeat.] Answer that no K-cycle was found.
This algorithm establishes theorem 1. The proof of correctness is in section 3.
Dynamic programming for sequencing problems. The values f (C l ) in step M2 can be computed using dynamic programming over the subsets of K and the length of the walk's prefix; this is a standard application of dynamic programming to sequencing problems [1, 9] . We only need to maintain some extra information about the last two vertices on a walk's prefix (in order to avoid building an K-digon) and the second vertex (in order to determine the orientation of the final closed walk).
For
where the sum is taken over all walks W = v 0 , . . . , v r with the properties S1 (start and end) v 0 = a, v 1 = b, v r−1 = y, and v r = z, S2 (S-walk) every vertex in S appears exactly once on W ,
The values T (S, r, b, y, z) can be computed for all arguments by dynamic programming in time O(2 k n 5 ); the details are given below.
The input is an undirected, simple graph G = (V, E), a vertex subset K ⊆ V with a ∈ K a fixed start vertex, an integer l (2 ≤ l = n), and values f (e) for each e ∈ E. property S3 is satisfied.) All other T (S, r, b, y, z) remain at 0. Increment r and repeat F3 until r = l.
F3. [Add relevant contributions.] Return
Implementation details. The dynamic programming solution above is presented without attention to efficiency. Thus, the polynomial factor is prohibitive. The program can be sped up considerably, for example by iterating over x ∈ N (y) instead of x ∈ V , or by treating outgoing and incoming edges around N (a) differently to break symmetry. Our implementation runs in O(2 k n 2 l). For finding a cycle, rather than merely reporting its existence, we search through v ∈ N (a) with binary search to detect a simple K-walk from v to a of length l, then through N (v) for a simple K-walk of length l − 1, etc. This increases the running time by a factor l log n.
The space requirement of algorithm F is exponential in k. Using inclusion-exclusion in the style of [10] instead of dynamic programming, the space requirement can be reduced to polynomial in n and k.
Correctness
To see that algorithm M is correct, it is useful to view the value of f (C l ) as a function in the m choices of values f (e 1 ), . . . , f (e m ). To be precise, we will consider the polynomial p l ∈ F q [x 1 , . . . , x m ] defined for a given graph G = (V, E) and K ⊆ V by
. From the definition, it is clear that p l is a polynomial in m variables of total degree l.
The following result implies correctness of algorithm M. Lemma 1. Let G = (V, E) be an undirected, simple graph with K ⊆ V , and let p l ∈ F q [x 1 , . . . , x m ] be defined as in (3.2) . If G has no K-cycle of length at most l − 1, then it has a K-cycle of length l if and only if p l is nonzero.
We break this lemma into lemma 3 and lemma 4 below.
Since algorithm M chooses the values f (e 1 ), . . . , f (e m ) at random, we can view its behaviour as evaluating p l (x 1 , . . . , x m ) at a random point in F m q . If p l = 0, then algorithm M never reports a nonzero value. Conversely, the probability of a false negative, that is, reporting 0 when p l = 0, is bounded by the following lemma from [5, 21] .
. . , f m ∈ F q selected independently and uniformly at random,
It remains to establish lemma 1.
Lemma 3. If G has a shortest K-cycle of length l, then p l is nonzero.
Proof. A K-cycle C ∈ C l contributes the term
to p l . This term depends only on the set of edges on C.
With properties P3 and P1, the simple cycle C can be recovered from E(C), so the contribution of C is unique.
We now argue that all walks in C l must pair up and cancel whenever G has no K-cycle of length at most l. To show this, we define a fixed-point-free involution on C l , that is, a mapping φ : C l → C l such that φ(φ(W )) = W and φ(W ) = W for all W ∈ C l . Such a mapping partitions C l into pairs of walks {W, φ(W )}.
Lemma 4.
If G has no K-cycle of length at most l, then there is a fixed-point-free involution φ :
The basic idea of the proof is to define φ like so: Every walk in C l that is not a K-cycle must contain a repeated internal vertex. For example, the closed walk 123567541 contains the repeated internal vertex 5. We want to map this walk to the walk 123 ←−− 567541 = 123576541 obtained from reversing the cycle between the first and last occurrence of 5. The resulting closed walk is different, yet corresponds to the same monomial since it contains the same edges. For this idea to work for general closed walks, we need to be careful about internal palindromes (123 ← −− − 5676541) and how to choose the internal vertex. Let G be a graph without K-cycles of length at most l. We define the mapping φ : C l → C l as follows. Given a walk W ∈ C l , let v be the output from the following procedure:
R1. Let i = 0 and W 0 = W .
R2. Let v be the first critical vertex in
palindromic, set W i+1 = XvZ, increment i, and go to R2. To see that φ is well-defined, we need to show that algorithm R gives a critical vertex v on input W ∈ C l . We first show that algorithm R satisfies the following invariant:
By the input requirement, we have W 0 ∈ C l . Suppose that W i−1 ∈ C m for some m ≤ l. Note that W i is obtained from W i−1 by contracting a nontrivial palindromic subwalk, which maps closed walks to (shorter) closed walks. Moreover, a vertex w ∈ K can never appear in a nontrivial palindrome [uW i−1 u], for as W i−1 satisfies property P4, w cannot be the middle vertex in [uW i−1 u], and as W i−1 satisfies property P2, w cannot be any of the other vertices of [uW i−1 u], because these are necessarily critical. Thus, W i must contain every vertex in K that is present in W i−1 , so properties P1 (since a ∈ K) and P2 will remain satisfied in W i . Also P3 remains satisfied, for the given total order of vertices in N (a) is unaffected by contractions. As for property P4, note that if the jth node v j on W i−1 is removed in W i , then v j−1 and v j+1 must be critical in W i−1 , so (again by P2) v j−1 , v j+1 / ∈ K. This means that neighbours on W i−1 of any vertex in K are preserved in W i , so no K-digon will appear in W i , and property P4 remains satisfied. We conclude that W i ∈ C m for some m ≤ m ≤ l.
It follows that algorithm R must terminate; otherwise, W i would eventually have no critical vertex, and by I1 be a K-cycle in G of length m ≤ l. Also, the output vertex v must be critical in the input walk W , because
To see that φ is an involution on C l , write
We first note that algorithm R outputs v on input φ(W ). This follows as W and φ(W ) share the same prefix X, so algorithm R will perform the same contractions until it reaches v. It then terminates, returning v, since We can handle both cases at once with the notational convention that u = uP u for the empty palindrome P . As v is the first critical vertex in W i , the critical vertex u does not appear in the prefix X. If u also does not appear in the suffix Z, then W i+1 = XvZ contains no copy of u, so [uW i+1 u] is the empty walk, pathologically a palindrome. The final, and interesting, case is when u appears on the suffix Z. (An example is u = 4 in W 0 of equation (3.4) .) Pictorially,
Since uW i u is a palindrome, and the suffix Z does not contain v, it must be that Z = Y uP uZ . Thus, after the contraction in step R3, we have W i+1 = XvZ = XvY uP uZ . As neither X, Y nor Z contain u, this gives [uW i+1 u] = uP u, a palindrome.
