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ABSTRACT 
While there are a lot of precision agriculture data acquisition systems in the market today, 
not many are equipped with the power of cloud computing. There are a lot of shortcomings of the 
on-premises solutions, some of which are 1) unavailability of live data globally; 2) unreliable and 
insecure data management system; 3) lack of scalability due to limited storage availability. 
Merging cloud computing with the existing Internet of Things(IoT) solutions will not just resolve 
the above issues but also allow clients to use cloud-hosted applications that will enable them to 
manage and monitor their system from anywhere in the world.  
In this project, we are proposing a cloud infrastructure for data acquisition systems to move 
the database from on-prem to the cloud and add a plethora of advantages that cloud computing 
offers. The proposed architecture is based on Message Queue Telemetry Transport (MQTT) 
protocol and is hosted on Amazon. The key components of this architecture include an MQTT 
Client, MQTT Broker, MQTT Rules Engine, Cloud-based Database, Server to host client 
applications, and Client applications (Website and Android). The MQTT Client is the data 
aggregator sensor node that collects all the information from the field. The MQTT Broker is the 
bridge between the IoT clients and the cloud and is responsible for routing messages to and from 
the clients. The MQTT Rules Engine routes these messages to the appropriate destination and takes 
subsequent actions accordingly. As data is key in any IoT application, all the data is maintained in 
a centralized Dynamo DB hosted on the cloud. This data is then utilized by the client applications 
for 1) providing the user with visualization of the information being gathered by the data 
acquisition system; 2) managing the entities of the system; 3) monitoring the system by setting 
alerts. For hosting the above applications, we have utilized Amazon’s Elastic Compute Cloud 
Amazon EC2).  
ix 
For testing the cloud-infrastructure and the client applications, a virtual Linux machine was 
set up that emulated the behavior of a CSR-DAQ data aggregator node. This data aggregator node 
pushed sensor data on the AWS cloud, where it was stored in a DynamoDB table. The consequent 
test values pushed from the node were reflected in the table in the order they were sent. This 
confirmed that the cloud infrastructure worked seamlessly and allowed the user to obtain the 
current status of the soil. The alert mechanism was also validated, and it generated Email and SMS 
notifications when the soil moisture was not within the user-defined soil moisture limits. Thus, 
this cloud infrastructure provides a cost-effective solution for data acquisition systems and allows 
the farmer to access and manage the data from their fields at any point. The solution provided here 
is for a service provider that can support multiple users. The solution’s cost per user decreases as 
the number of users in the system increase. This impact of the no. of users on the overall cost of 
the system is also discussed in section 4.5. 
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CHAPTER 1.      INTRODUCTION TO PRECISION AGRICULTURE  
 
Nowadays the agriculture sector is facing more challenges than ever. There is a need for 
increasing productivity and improving product quality. Due to this emerging requirement in 
agriculture, there has been an increased interest in the field of precision agriculture. Precision 
agriculture is a merger of traditional farming methodologies and the latest technologies like farm 
bots [1] and drones for spraying pesticides, GPS tracking systems for field monitoring, etc. These 
technologies empower the farmers to increase crop yields and profitability while lowering the 
levels of traditional inputs needed to grow crops (land, water, fertilizer, herbicides, and 
insecticides). These systems mainly rely on huge amounts of data that is gathered from the fields 
using different types of sensors [2]. This data is further interpreted by intelligent systems and based 
on these further actions are taken. With the introduction of cloud infrastructure in the above 
systems, the farmers can access all the data from their field reliably anywhere and at any time. The 
defining pillars of precision agriculture are the Internet of Things and Cloud Computing, which 
are discussed in detail in the following sections. 
 
1.1 Internet Of Things 
The IoT is a giant network of connected things and people – all of which collect and share 
data about the way they are used and about the environment around them. A thing on the internet 
of things can be either a smart car sending diagnostic information on the cloud, a person wearing 
a Fitbit or as per this project, sensors on an agriculture field sending field data to a cloud-
based database. 
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1.1.1 IoT in Precision Agriculture 
An IoT system consists of web-enabled smart devices that use embedded systems, such as 
processors, sensors, and communication hardware [3]. These devices gather information from their 
environment and send to a cloud platform or store it locally. The data is then analyzed at these 
platforms and subsequent actions are taken based on the analysis. This has a range of diverse 
applications for farming systems: 
• Monitor and analyze soil conditions and other changing parameters to optimize crop yields. 
• Develop tracking solutions that allow farmers to monitor livestock, vehicles, and other 
farming resources in remote areas. 
• Use connected devices to detect water and nutrient deficits for timely interventions. 
 
Figure 1.1   Workflow of the proposed architecture 
This project proposes a cloud-based IoT architecture that is applicable in different precision 
agriculture applications. The proposed architecture is composed of three layers: a hardware layer 
that collects the information from the agricultural fields; a cloud layer that receives data from the 
fields and stores it, and a front-end layer in which the stored data is displayed for the user to take 
further action. A prototype of the proposed architecture is built and tested to illustrate its 
performance. 
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1.1.4 IoT Data Protocols 
IoT protocols enable the hardware to exchange data in a structured and meaningful way [4]. 
The three key IoT data protocols are: 1) MQTT; 2) CoAP; 3) WebSocket. 
● MQTT: MQTT is a publish/subscribe messaging protocol used to pass data between 
devices in an environment with low network bandwidth. There are two types of devices on 
an MQTT network: publishers and message brokers. A message broker manages 
subscription topics and the devices that are described to those types of messages. It then 
publishes updates to subscribers when new information is published on a topic.  
● CoAP: CoAP is a web transfer protocol built on top of UDP, which is an alternative 
transport protocol to TCP. CoAP is designed to allow REST programming interfaces 
between IoT devices and servers.  
● WebSocket: WebSocket is a protocol that allows bi-directional communication between 
clients (devices and servers) over a single connection, allowing faster communication than 
alternatives like HTTP.  
This project uses MQTT protocol because unlike other protocols MQTT is lightweight and 
hence has better performance when dealing with low bandwidth devices, which in this project 
pertains to the data aggregator nodes installed in the fields. It also is useful for dealing with high 
amounts of lag or latency and unstable connections, things that can be very common in the 
precision agriculture project scenario.  
 
1.2 Cloud Computing 
From the numerous sensors in the IoT system, there is a lot of data that is generated, the 
more the data the more will be the need for storage. This in turn puts a huge strain on the Internet 
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Infrastructure. A solution for this problem is cloud computing which has entered the mainstream 
of information technology, providing scalability in delivery of enterprise applications and 
Software as a Service (SaaS). The cloud effectively serves as the brain to improve decision-making 
and optimized internet-based interactions. This merger has raised new challenges too. The critical 
concerns during integration are quality of service (QoS) and quality of experience (QoE), as well 
as data security, privacy, and reliability. Cloud computing offers a practical utility-based model 
that will enable businesses and users to access applications on-demand anytime and from anywhere 
[5]. 
 
1.3 Project Objectives 
The advanced measuring tools existing in small to medium scale farming are mostly data-
loggers with on-board storage. The current solution requires the user to be in proximity to measure 
and retrieve the data. This is executed by the user to set up a connection either via a wired 
connectivity or a short-range wireless setup. The solution: 
An economical, scalable, and secure data acquisition system that collects data and uploads it to 
the Cloud Database which can then be accessed via client-side applications that allow the user 
to scrutinize the data anytime from anywhere. 
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CHAPTER 2.      LITERATURE REVIEW  
 
This chapter focuses on the detailed comparison of the various papers published on IoT 
and its application in precision agriculture. Further, it also discusses the different IoT platforms 
available. All popular solutions for managing and analyzing cloud data are analyzed. While one 
platform might be secure and scalable they might be costly, or on the other hand, a cost-effective 
platform might not have a lot of efficient features to offer. During this process, various works 
presented in the literature are covered that improve precision agriculture. The goal of reviewing 
all the popular platforms was to find a good balance between their overall pros and cons concerning 
their implementation in precision agriculture. 
 
2.1 Literature Review 
Many survey articles have been published over the past few years in the IoT domain and 
its application in precision agriculture. In the survey “The Internet of Things: A survey on 
Computer Networks” [6] the enabling technologies along with applications, and open issues faced 
in the field of IoT have been discussed. A wider overview of IoT and the factors for its integration 
in various technologies have been discussed in “A survey on Internet of Things” [7]. Additionally, 
this paper talks about the key technologies involved in the implementation of IoT and its major 
application domain.  
A classification of generic IoT platforms is presented in “Framework and case studies of 
intelligence monitoring platform in facility agriculture ecosystem” [8] , this also discussed a high-
level IoT architecture suited for smart city applications including precision agriculture. Paper 
“Cloud IoT Based greenhouse Monitoring System” [9] proposed a greenhouse monitoring System 
based on agriculture IoT with a cloud infrastructure. In a greenhouse system, the user can monitor 
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different environmental parameters effectively using sensor devices such as light sensor, 
temperature sensor, relative humidity sensor, and soil moisture sensor. Periodically the sensors are 
collecting information about the agriculture field area and are being logged and stored online using 
cloud computing and Internet of Things. The authors have discussed the various layers required in 
the cloud architecture and their importance. Though it is not specific to any particular cloud 
platform, yet it gives an understanding of the basic skeleton of the cloud infrastructure.  
Although there aren’t many papers available that concentrate on client applications, there 
were a few on android applications for cloud-based systems. Paper “A Survey On Smart Drip 
Irrigation” [10] proposed a smart drip irrigation system. In this, an Android mobile application is 
used to reduce the involvement of humans and it is used to control and monitor the crop area 
remotely. The information on the moisture content on the field is transferred to the android app 
via the base station. User features such as spatial views, custom charts, real-time data access, 
remote access, irrigation control, alerts, and plant models help to create a smart irrigation system 
that is user-centric. The papers [11] [12] have discussed the framework for cloud-based back-end 
where data from sensors is processed and analyzed and also briefly talk about the front-end 
applications that can be used for data visualization. However, all such related works lack actual 
implementations details about how the cloud infrastructure was implemented using a specific IoT 
platform for precision agriculture application. 
 
2.2 IoT Platforms 
Many companies like Amazon, Google, IBM, etc provide platforms to users to build and 
integrate efficient IoT systems on the cloud. These platforms are very popular and widely used. 
Different applications have different priorities and hence one might be preferred over the other. 
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● Amazon IoT Platform 
○ Features: 
■ Device management 
■ Secure gateway for devices 
■ Authentication and encryption 
■ Device shadow 
○ Pros 
■ Good integration with Laas(Logging as a service) offering. 
■ Price dropped over the last six years 
■ Open and flexible 
○ Cons 
■ A big learning curve for AWS 
■ Not secure for hosting critical enterprise applications 
● Microsoft Azure IoT Suite 
○ Features: 
■ Easy Device Registry. 
■ Rich Integration with SAP, Salesforce, Oracle, WebSphere, etc 
■ Dashboards and visualization 
■ Real-time streaming 
○ Pros: 
■ Offers third-party services 
■ Secure and scalable 
■ High availability 
○ Cons: 
■ Requires management 
■ Expensive 
■ No support for bugs 
● Google Cloud Platform 
○ Features: 
■ Provides huge storage 
■ Cuts cost for server maintenance 
■ Business through a fully protected, intelligent, and responsive IoT data 
■ Efficient and scalable 
■ Analyze big data 
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○ Pros: 
■ Fastest input/output 
■ Lesser access time 
■ Provides integration with other Google services 
○ Cons: 
■ Most of the components are Google technologies 
■ Limited programming language choices 
● IBM Watson 
○ Features: 
■ Real-time data exchange 
■ Secure Communication 
■ Cognitive systems 
■ Recently added data sensor and weather data service 
○ Pros 
■ Process untapped data 
■ Handle huge quantities of data 
■ Improve customer services 
○ Cons 
■ Needs a lot of maintenance. 
■ Take time for Watson integration 
■ High switching cost. 
 
The platforms comparison is further summarized as shown below [13]: 
 
 
Table 2.1   IoT platforms comparison 
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2.3 IoT Platform Selection 
 Amazon IoT platform was selected to implement this project. AWS IoT is the only cloud 
vendor to bring together data management and rich analytics in easy to use services designed for 
noisy IoT data. AWS brings AI and IoT together to make devices more intelligent. Creating models 
in the cloud and deploying them to devices is easier and runs 2x faster compared to other offerings. 
Moreover, there is a lot of support APIs using the AWS IoT platform, hence the functionality is 
more extensible. AWS IoT offers services for all layers of security, including preventive security 
mechanisms, like encryption and access control to device data, and service to continuously monitor 
and audit configurations. 
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CHAPTER 3.     PROPOSED IOT ARCHITECTURE 
 
The motivation for the project stemmed from the need to have a scalable and cost-effective 
IoT solution that can support dynamic addition and deletion of sensor nodes, handling the large 
amount of data that these nodes send, and allow for easy visualization methods for the data 
available. There has been an ever-increasing interest in the field of precision agriculture due to the 
rising need to produce more from fewer inputs for a growing population. Today there are many 
solutions for smart agriculture available in the market but most of them support an on-prem 
infrastructure which is not scalable for growing businesses. This project targets these problems.  
 
3.1 Design Goals 
This section will provide a brief overview of the high-level considerations that were given 
before arriving at the proposed solution. Design goals such as the ones considered form the salient 
features of the proposed solution. 
• Scalability: The solutions should be able to support multiple users, location, area, sensor 
types, and so on. Any additional information should not cause any issues in the future. 
• Security: The data transmitted should be secure and should be as stable and reliable as 
possible. 
• Visibility: The collected data by the solution should be processed and be helpful to the 
end-users to make decisions. 
• Cost-effectiveness: The modules designed should be able to t into the budget of the end-
user. 
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3.2 Proposed Cloud-based IoT Architecture 
The cloud architecture for the CSR-DAQ project uses Amazon Web Services as the IoT 
platform. It is based on the Message Queue Telemetry Transport (MQTT) protocol. The key 
components of this architecture include an MQTT Client, MQTT Broker, MQTT Rules Engine, 
Cloud-based DataBase, Server to host client applications, and Client applications (Website and 
Android) [14].  
 
Figure 3.1    Proposed IoT Architecture 
3.2.1 MQTT Client 
An MQTT client is any device (from a microcontroller up to a full-edged server) that runs 
an MQTT library and connects to an MQTT broker over a network. The MQTT client in this 
architecture is the data aggregator and its main function is to collect the radio messages actively 
and record the data transmitted serially. This is a Raspberry pi 3B node with an RJ45 Ethernet 
connector for internet connectivity. The network upload using the MQTT allows for secure 
transmission to the digital channel. The data from this channel is used by different subscribers for 
subsequent actions. Each data aggregator is represented as a unique thing on the AWS IoT Platform 
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(Figure 3.2). AWS generates security certificates that are unique for each thing, these authenticate 
all communication between the MQTT client and the cloud.  
 
Figure 3.2   IoT Things configured for the project 
3.2.2 MQTT Broker 
An MQTT broker is a server that receives all messages from the clients and then routes the 
messages to the appropriate destination clients. This project uses the MQTT broker for the AWS 
IoT Platform called AWS IoT Core. All information that is exchanged between MQTT clients 
(data aggregator nodes) and AWS IoT Core is organized in a hierarchy of topics. The data 
aggregator node collects sensor data from all sensor nodes and sends it to AWS IoT Core using a 
python script which in turn uses paho library package. Paho is an MQTT Python client library that 
allows clients to publish or subscribe to topics on MQTT brokers. 
3.2.3 MQTT Topics 
For this project, two topics were configured on AWS IoT core, namely 
csr_daq/data_aggregator and csr_daq/data_analyze. The first topic i.e. csr_daq/data_aggregator 
captures the raw data coming directly from the data aggregator sensor nodes. A sample payload of 
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one sensor data point coming from the data aggregator node can be seen in Figure 3.3. The data is 
in a format that AWS IoT can understand, good old JSON. 
 
Figure 3.3   MQTT data aggregator Topic message payload in JSON 
 
The data from csr_daq/data_aggregator is then redirected to another topic 
csr_daq/data_analyze where volumetric water content is calculated from the raw sensor data 
values. This reduces the computation overhead at data aggregator nodes. An SQL query was used 
for redirection and computation on the AWS IoT core (Figure 3.4). A JSON schema of a redirected 
data point can be seen in Figure 3.5. 
 
Figure 3.4   MQTT Rule query statement 
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Figure 3.5   MQTT data analyze Topic message payload in JSON 
 
3.2.4 MQTT Messages 
The data aggregator sends information to AWS IoT Core in a JSON message. This message 
contains the sensor values from all sensor nodes and their types. It also sends the timestamp at 
which the data was collected, this helps in maintaining data in the correct time order in the 
database. Each node and the user has a unique identifier, this is also sent as a part of the message. 
This helps in maintaining data uniquely for each user in the DB. 
15 
 
Figure 3.6   Transmitted JSON Message from Data Aggregator Node 
 
 3.2.5 Authentication and Authorization 
AWS IoT Core provides mutual authentication and encryption at all points of connection 
so that data is never exchanged between devices and AWS IoT Core without a proven identity. 
AWS IoT Core supports the AWS method of authentication (called ‘SigV4’), X.509 certificate-
based authentication, and customer-created token-based authentication [13]. For this project, 
unique certificates for the data aggregator node that was registered on AWS IoT Core were 
generated. These authenticate the device and only those devices that have these certificates can 
publish and subscribe to topics. This authentication adds a layer of security to the IoT solution. 
 
Figure 3.7   AWS Certificates 
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3.2.6 MQTT Rules Engine 
Rule engine of the MQTT Broker helps you analyze the data and create actions and send 
appropriate messages to another device based on the received data. Rules use MQTT messages 
that pass through the publish/subscribe Message broker for AWS IoT. An AWS IoT rule consists 
of an SQL SELECT statement, a topic filter, and a rule action [15]. For this project following rules 
were configured on the rules engine (Figure 3.6): 
1. CsrDaqAnalyze: This rules process the raw data received from the data aggregator and 
calculate volumetric water content (VWC). This is the base rule and the data from this rule 
is further used for all the other rules. 
2. CsrDaqDataBase: This rule pulls the data from the CsrDaqAnalyze rule and makes an 
entry in the DynamoDB table. 
3. CsrDaqHighMoistureContentNotification: This rule checks the last entry in the DB and 
if the volumetric moisture content value is more than the set limit(57%, VWC>=0.57) then 
an email notification and a message notification is sent to the configured user to stop the 
water pump in the field. 
4. CsrDaqLowMoistureContentNotification: This rule checks the last entry in the DB and if 
the volumetric moisture content value is less than the set limit(0%, VWC<=0.0) then an 
email notification and a message notification is sent to the configured user to start the water 
pump. 
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Figure 3.8   MQTT Rules 
 
3.2.7 Amazon Dynamo DataBase 
Amazon DynamoDB is a fully managed NoSQL database service that provides fast and 
predictable performance with seamless scalability [16]. It can be used to create a database table 
that can store and retrieve any amount of data, and serve any level of request traffic. The DB 
schema for the project can be seen in the following Figure 3.7. This table has 3 columns “NodeId” 
which is the primary key and represents the unique data aggregator node transmitting the data, 
“Timestamp” representing the time when data was sent from node to cloud. This helps in getting 
the correct data from the table and “payload” which holds the data coming from the data 
aggregator. VWC1, VWC2, VWC3, and VWC4 are the payload fields that are displayed to the 
user in the client applications. They are calculated using the following formula in the 
CsrDaqAnalyze rule: 
((3.78 * 10-7 * (sensor_value * 0.1875) * (sensor_value * 0.1875)) - (8.99 * 10-5 * 
sensor_value * 0.1875) - 3.03 * 10-2) 
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Figure 3.9   DynamoDB schema 
 
3.2.8 Amazon Simple Notification Service 
Amazon Simple Notification Service (SNS) is a pub/sub messaging service that enables 
you to decouple microservices, distributed systems, and serverless applications [17].  
In this project, Amazon SNS sends near real-time notifications in response to changes in 
the field’s moisture content reported by the sensors. Two SNS topics were configured. These topics 
send notifications to the user’s email and contact number when the respective rule is triggered on 
the AWS IoT rule engine. The configurations for both the topics can be seen in Figures 3.8 and 
3.9 respectively. 
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Figure 3.10   SNS Topic (high moisture) configuration 
 
 
Figure 3.11   SNS Topic (low moisture) configuration 
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3.2.8 Pros and Cons of Proposed Architecture Over Existing On-prem Solution 
The proposed cloud architecture was compared with the existing on-prem solution 
implemented in the thesis “Cloud-based multi-sensor remote data acquisition system for precision 
agriculture (CSR-DAQ)” []. This thesis implemented a local DB storage that is now moved to 
cloud and client applications have been added to visualize data as a part of the solution. The pros 
of the proposed architecture are: 
• The data can be access anywhere at any time on any device; 
• The sensors can be managed remotely; 
• The solution can support multiple users, location, area, and sensor types; 
• Each device that is transmitting data is now authenticated. This adds an extra layer of 
security and the data received by the user is more reliable; 
The drawbacks of the proposed architecture are: 
• If there is a bug in the system, every connected device will likely become corrupted. 
• Since there is no international standard of compatibility for IoT, it is difficult for devices 
from different manufacturers to communicate with each other. 
 
3.3 Building Blocks of Proposed Client Applications 
As a part of this project, a web application and an android application were developed. 
Using these applications the user can visualize the data directly from the field remotely at any time. 
The architectures for each of these applications have been discussed in detail in the following 
sections. 
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3.3.1 Proposed Web Application Architecture 
 
Figure 3.12   Proposed web application architecture 
 
Components of Web Application Architecture 
AWS Cognito: Amazon Cognito provides authentication, authorization, and user management for 
web and mobile apps [17]. Both the client applications in this project manage users in the same 
pool. Only when the user’s login is validated, they can view the data linked to their account. The 
users created for this project can be viewed at https://console.aws.amazon.com/cognito/ under 
Manage User pools.  
 
Figure 3.13   User pool configured for client applications 
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AWS EC2 Beanstalk Container: Elastic Beanstalk gives the functionality to quickly deploy and 
manage applications in the AWS Cloud without having to learn about the infrastructure that runs 
those applications [18]. For the proposed architecture a t1.micro EC2 instance has been used as 
the server to deploy the web application. This is maintained using the Elastic Beanstalk 
environment (Csrdaqwebapp-env): 
 
Figure 3.14   Health status of the deployed application on elastic beanstalk 
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Figure 3.15   Environment configuration for the deployed client application 
 
Along with this the environment also provides monitoring functionality through which the network 
and CPU utilization can be monitored in real-time. 
 
Figure 3.16   CPU and network utilization for deployed client application 
Application Development Platform 
1. The application was developed in python using the Flask framework. 
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2. To interact with AWS services python package boto3 was used. This package helps in 
querying data from cloud DB. 
3. Plotly was used to plot graphs for historical data. 
4. JSON Web Tokens (JWT) was used to integrate AWS Cognito authentication for user 
identification. 
 
3.3.2 Proposed Android Application Architecture 
The application is developed in Java and the framework used is Android Studio 3.6.2. The 
different components of the application are discussed in detail in the following sections. 
 
Figure 3.17   Proposed android application architecture 
Components of Android Application Architecture: 
1. AWS Amplify: AWS Amplify is a development platform for building secure, scalable 
mobile, and web applications. Some of its features include 1) easy user authentication; 2) 
secure data storage and user metadata; 3) authorize selective access to data; 4)  integrate 
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machine learning; 5) analyze application metrics; 6) execute server-side code. Figure 3.13 
shows the AWS Amplify and related libraries used in the project. 
 
Figure 3.18   AWS Amplify 
2. Amazon Cognito: This component is described in the previous section. 
3. AWS AppSync: AWS AppSync is an application development service hosted in the 
Amazon Web Services public cloud that synchronizes data for mobile and web apps in 
real-time [18]. In the current project, the Amazon DynamoDB tables are queried according 
to the GraphQL schema defined. 
4. GraphQL: GraphQL is a query language for API, and a server-side runtime for executing 
queries by using a type system you define for your data [19]. The GraphQL schema used 
to define the structure of the required data required is as follows: 
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Figure 3.19   GraphQL Schema 
 
The overall procedure of Android Application [20]: 
1. A customer starts your app on a mobile device. The app asks the user to sign in. 
a. New user registers through Create new Account. 
b. After registration, the user receives an email with the verification code required to 
be entered in the application. 
2. The app uses Login with Amazon resources to accept the user's credentials. 
3. The app uses Cognito API operations to exchange the Login with Amazon ID token for a 
Cognito token. 
4. A temporary security key is returned, using which the app can access other AWS resources. 
5. Using this security key, the application accesses the dynamo DB using Graphql and 
Amazon CLI and the current data is displayed to the user.  
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CHAPTER 4.     TESTING AND EVALUATION 
 
For testing all the components of the cloud infrastructure a virtual Linux data aggregator 
node was set up. This node emulated the behavior of a real CSR-DAQ node and sent periodic 
messages of soil moisture values to the cloud (Figure 4.1). Entries for all these values were made 
in AWS DynamoDB with appropriate timestamps in the table. An end-to-end test case scenario 
was explored where the entire flow on the AWS IoT platform was validated. Further, the 
authenticity of the collected data was verified at each cloud component level. 
 
Figure 4.1   Data transfer from node to DynamoDB 
 
4.1 Amazon DynamoDB Testing 
The DynamoDB catches any update that the sensor makes on the relevant topic on AWS 
IoT Core. It was verified that the data pushed from the data aggregator matched the data in the 
DynamoDB table (Figure 4.2). 
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Figure 4.2   Data received in DynamoDB 
 
4.2 Amazon Simple Notification Service Testing 
Mock sensor values for low moisture content and saturated moisture content were pushed 
from the data aggregator node to the cloud and it was validated that the user received email and 
SMS notifications indicating the user to start and stop the water pump respectively. Figure 4.3. 
shows the email notifications and figure 4.4 shows the SMS notifications for the above two 
scenarios. 
 
Figure 4.3   SNS email notifications 
29 
  
Figure 4.4   SNS Message Notification 
 
4.3 UI/Testing of Web Application 
 Various components of the web application are tested and verified in detail in the following 
sections. 
 
4.3.1 Testing New User Creation 
 For registering/signing up a new user the details need to be filled as shown in the diagram 
below, after which a verification code is sent to the email id used for signing up. Upon entering 
the valid code, the user is allowed access to the web application. The new user can be seen at 
“manage user pools” on the Amazon account. 
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Figure 4.5   Web application login 
 
4.3.2 Testing Data Visualization 
 
Figure 4.6    Web application welcome page 
When a user logs into their account they see an info page of CSR DAQ project (Figure 
4.6). Here the user can navigate the menu to access other pages of the application. 
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Figure 4.7    Web application current sensor values 
The next tab on the application will display the latest data entries for all the sensors pulled 
from the DynamoDB (Figure 4.7). These values are updated at run-time. 
 
Figure 4.8   Web application historical soil moisture level graph 
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The data on the Graphs tab (Figure 4.8) displays historical data of the last 10 entries from 
the database for all sensors. The values displayed on the webpage were verified with the ones on 
the cloud. All the changes to data (adding a new entry, deleting a row in DB) on the cloud were 
reflected in the application data.  
 
4.3.3 Deliverables of Web Application 
 The web app is deployed on Elastic Beanstalk at http://csrdaqwebapp-env.eba-t63dfj45.us-
west-2.elasticbeanstalk.com/. AWS Elastic Beanstalk is an easy-to-use service for deploying and 
scaling web applications and services. To use Elastic Beanstalk, you create an application, upload 
an application version in the form of an application source bundle (for example, a Java .war file) 
to Elastic Beanstalk, and then provide some information about the application. Elastic Beanstalk 
automatically launches an environment and creates and configures the AWS resources needed to 
run your code. After your environment is launched, you can then manage your environment and 
deploy new application versions. 
 
4.4 UI/Testing of Android Application 
 The various components of the android application are tested and verified in the following 
sections. 
 
4.4.1 Testing New User Creation 
When a user creates a new account, after the registration a verification code is sent to the 
email id used for registration. Upon entering the valid code, the user is allowed access to the 
33 
application. The status of the user’s account can be checked at the “manage user pools” on the 
Amazon account. (Figure 4.9) 
       
Figure 4.9    Android application login 
 
4.4.2 Testing Data Visualization 
The data displayed on the first tab was compared with the data on the cloud (DynamoDB) 
and it was verified that the latest data was displayed. The data on the second tab comprises 
historical data of the last 10 entries to the database. The values displayed in the app were verified 
with the ones on the cloud. All the changes to data (adding a new entry, deleting a row in DB) on 
the cloud were reflected in the application data. (Figure 4.10) 
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Figure 4.10   Android application current and historical sensor data 
 
4.4.3 Deliverables of Android Application 
The deliverable of this android application is an apk file that can be installed on a mobile 
device and used. 
 
4.5 Cost Evaluation 
The proposed solution must be cost-effective so that it can be easily adopted by the growing 
businesses. Amazon Web Services is a popular choice among budding businesses as it provides 
affordable cloud services. For the course of this project, and the AWS free-tier account was used 
so the cost of the project was 0$. But the duration of the free-tier services is only 12-months, so 
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the following table 1.2 is an estimate of the cost of the cloud solution per month. This estimate is 
for the service provider and not the users themselves. For this scenario with 50 users and 100 
sensor nodes on each field, the cost calculations are as follows: 
Cost of IoT Core = $1.944 
• Rules Triggered = 500 devices * 48 rules triggered/device-day * 30 days = 720,000 rules 
triggered 
• Actions Executed = 720,000 rules triggered * 1 action executed/rule triggered = 720,000 
actions executed 
• Rules Charges = 720,000 rules triggered * $0.15/1,000,000 rules triggered = $0.108 
• Actions Charges = 720,000 actions executed * $0.15/1,000,000 actions executed = $0.108 
• Minutes of connection = 500 connections * 60 minutes/hour * 24 hours/day * 30 days = 
21,600,000 minutes of connection 
• Total Connectivity Charges = 21,600,000 minutes of connection * $0.08/1,000,000 
minutes of connection = $1.728 
Cost of DynamoDB = $56.25 
• Amount of data stored per user per month = 1 GB 
• No. of write requests per user per month (sending data every 30 mins) = 144000 
• No. of read requests per user per month (user views data 10 times a day) = 60000 
• Total cost of storage (for 50 users) = 25*0.25 = $6.25 (first 25 GB is free) 
• Total cost for read and write requests = $50 
Cost of EC2 Instance = $97.71 
• Specifications: r6g.xlarge, 4 vCPU, 32 GiB memory, 50 GB storage 
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Cost per user = $3.29 
Cloud Service Cost per month 
AWS IoT core $1.944 
Amazon DynamoDB $56.25 
AWS EC2 instance(for Beanstalk application 
environment) 
$97.71 
Amazon Cognito(considering 50 active users) $2.50 
Amazon SNS for email and SMS notification $0.00 
Amazon AppSync $4.30 
Amazon GraphQL $2.00 
Total $164.704 
 
Table 4.1   Cloud service cost estimation 
The proposed architecture with support for web and android applications will cost the 
service provider $164.704 per month for 50 user accounts [21]. 
The same calculation was done for more users and has been shown in the graph in fig 4.11. 
 
Figure 4.11:   Cost of solution vs No. of active users 
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CHAPTER 5.     CONCLUSION 
5.1 Summary 
We proposed a cloud infrastructure for CSR-DAQ and developed client applications to 
achieve that goal. The applications provide a cost-effective, scalable, and easily accessible solution 
for viewing and managing data. We conducted multiple tests to verify different components of the 
applications, like data transfer from nodes to dynamo DB, user authentication, processing of the 
MQTT rules, and visualization of data on the applications. We observed that the data from nodes 
reached the dynamo DB without any lag and any value missing. This was visually confirmed in 
Figure 4.1 and Figure 4.2. The web application not only lets the user see the moisture levels in the 
fields but also sets up custom alerts that alert the user whenever the moisture level drops below or 
rises above the set / desired value, which was verified in Figure 4.3. This lets the user switch the 
pump on or off depending on the moisture level. MQTT Topics and MQTT Rules Engine are used 
to achieve this goal. A device can subscribe to several topics, each of which is linked to one or 
more rules. The web application also generates a graph for the user showing historical data that 
can be utilized to assess the moisture level pattern in their fields. This information can be seen in 
Figure 4.7. The solution will allow the user to manage the irrigation system (water pump in this 
case) in an outdoor environment, improve the quality and quantity of the crops by proper resource 
management and achieve economic efficiency. This system can also be used for an in-depth study 
of how the water level affects soil quality. When used on a large scale, by calibrating more sensors, 
we can replace the current industrial irrigation solutions by this more efficient and cost-effective 
solution. 
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5.2 Future Work 
The following are the areas that can be improved on in the project: 
1) Testing with real hardware: Due to the Covid-19 shutdown, the testing of the client 
applications was done with a data aggregator emulator node, which is a Linux Virtual 
machine. Ideally, the system should have been tested in an open field with real hardware. 
2) Testing with multiple data aggregators: The testing was done with one node in the 
system. In real business applications, there will be more than one node. Once more 
hardware nodes are available this application should be tested in that scenario.   
3) Include support for remotely controlling sensor devices 
4) Include support for secure website 
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