: A user wears a glasses-shaped facial expression classification device which consists of photo-reflective sensors. We tried to classify spontaneous and posed smiles using this device.
INTRODUCTION
As a means of interpersonal communication except language information, it is important to express emotions and intention by using facial expressions and body language. In our daily life, human reveals various emotions and intention either consciously or unconsciously, and sometimes as a receiver, not only understand language information but also read other's feelings and intention from information such as facial expressions, voice, a character of a speaker, a context of a conversation, a current situation. Especially smile is one of the expressions most frequently observed every day and it is generally recognized as a signal generated from positive emotions such as joy, enjoyment, and funniness. On the other hand, there are not only spontaneous smiles expressed from positive emotion but also intentional smiles expressed to make the good atmosphere and conceal other negative emotion, and they play important roles as social interaction tools for communicating fluently with other people [18] .
According to a previous research [10] , people are sensitive to the differences between enjoyment and non-enjoyment smiles. Krumhuber [8] investigated the effects of smile displays on impressions and decisions made in a simulated job interview, and proved that spontaneous smile generally leads to a more favorable job and getting a higher evaluation from interviewer than posed smiles and neutral expressions. For social interaction analysis, it is necessary to distinguish spontaneous expressions from the posed ones.
If a computer can understand human emotions by analyzing facial expressions, it is possible to interact naturally with humans. If the computer has the function to distinguish between spontaneous and posed expressions, especially focusing on smiles which are represented most frequently and important, it is expected that we can objectively analyze smiles occurring every day and examine the effects on communication and physical and mental health in detail and multifaceted. Furthermore, if the computer gives feedback to users, they can train to smile and communicate with others with better expression.
Spontaneous and posed smile classification technology can be used to reduce false positive in interactive systems that use facial expressions as gestures for input. For example, in order to control a wheelchair, a smile proposed as one of the input gestures [15] . However if a user smiles unintentionally and the smile is recognized as an input command, that might cause a dangerous accident. Therefore, it is important to classify whether the user makes a smile intentionally or smiles spontaneously for the gesture recognition system using a smile as an input.
In this paper, for the purpose of classifying the types of a smile in daily life, we develop the classification system by wearable device embedded with photo-reflective sensors and evaluate its accuracy. If we consider analyzing smile occurring in daily life, the device should be wireless and track the user's face all the time. Glasses shaped device is wearable and makes it possible to observe facial changes around eyes. Additionally, photo-reflective sensors are compact, lightweight, and consume low power, so they can be easily attached to glasses shaped device.
RELATED WORK Camera Based Smile Classification
Computer Vision based method is the most common way to analyze facial expression. Automatic posed and spontaneous smile classifier was presented [6] [5] . In this method, amplitude, duration, speed and acceleration of eyelid, cheek and lip corner movements were used for classification. The researcher also presented the large spontaneous and posed smile database [4] which has smiles of 400 subjects, and this was widely used in studies which try to classify smiles using the computer vision technology. Yang and Wang [14] proposed a dynamic model to capture represented the temporal patterns of posed and spontaneous smiles using existing smile databases.
According to research analyzing smiles from image information [17] [3] [7] , smile can be divided into three phases which are onset, peak and offset, and especially in the onset phase, the smiles differ in amplitude and velocity of expression change. Schmidt [17] proposed the onset phase of spontaneous smiles constitutes an a characteristic facial signal. The researcher also suggested that eyebrow in deliberate smiles raises higher amplitude and maximum speed in shorter duration than the onset in spontaneous smile [16] . Cohn and Schmit [3] investigated the relation between amplitude and duration of smile onset in spontaneous and deliberate smiles using automatic feature tracking technique and found two kinds of smiles could be distinguished from differences in the timing of smile onset.
Camera based method is used in many researches to analyze and classify the types of smiles. However, considering smile classification system in daily life, since cameras have to be always located in a proper place to keep whole face within the frame, it is not suitable because the user may move or rotate the head. Additionally, privacy problems may happen in the camera based method.
Smile Classification with Wearable Device
To use electromyography (EMG) sensors is one of remarkable methods that can capture facial muscle activities [12] . As a result of comparison between EMG and a camera based method [11] , the EMG based device distinguished posed and spontaneous smiles with higher accuracy. However it is necessary to paste the electrodes directly on face and sensor values are sensitive for conductance changes due to the contact situation and skin condition. Also, users need to wear the specialized EMG device dedicated to smile classification on their face during measurement.
Smart Eyewear Based Facial Expression Classification
Eyewears are often used to compensate optical parameters of our vision. By integrating an intelligent measurement system with an eyewear, it is possible to expect that the measurement system can be used in various daily scenes. The wearable glasses-shaped device with photo reflective sensor array called Affective Wear [9] can classify basic facial expressions. Facial muscle movement transforms facial skin surface when facial expression changes. Since each facial expression has own geometric features on face, the spatial distribution of reflection intensity between sensors on eyeglasses frame and skin surface are different. Thus, it is possible to acquire dataset corresponding to each facial expression by the eyewear. By applying a machine learning technique, the system was able to to classify 8 basic facial expressions. Asano [1] [2] conducted an experiment to estimate marker positions of the motion capture system by multivariate analysis using data obtained from this wearable device. As a result, they showed that the facial geometry was estimated with high accuracy. Such eyeglasses type devices show excellence in wearability and suitable for daily use because glasses can be used for a long time. In this study, we also use glasses-shaped wearable device to acquire sensor information around eyes and examine the possibility of smile classification.
IMPLEMENTATION
In this study, we use the glasses-shaped device [9] . This device includes 16 small photo-reflective sensors composed of an IR LED and IR photo transistor. Other components embedded on the device are also small, therefore this device does not disturb user's appearance and the user can wear it easily like general glasses. The sensor information can be measured without physical contacts between the sensors and facial skin of users. Figure 2b shows the positions of 16 photo-reflective sensors attached to the grasses frame. After A/D conversion of sensor data, the device sends acquired sensor values to laptop computer through ESP-WROOM-32 Bluetooth Module for wireless communication. We use serial communication to connect with an application for experiment at a speed of 115200 bits per second. In the application, the values are asked to send once per 33 ms, so as a result, we acquire sensor data at approximately 30Hz.
EXPERIMENT
We conducted an experiment to verify whether it is possible to distinguish between spontaneous and posed smile by a smart eyewear device equipped with photo-reflective sensors which can classify basic facial expressions. The experiment consists of three sessions, which were for calibration, posed smile and spontaneous smile. In the beginning and the end of the whole experiment, the calibration session were conducted. Between the calibration sessions, the experiment of posed smile were carried out and then spontaneous smiles. We repeated these two sessions twice.
12 students who were between 21-25 years old participated in this experiment and it was conducted separately for each participant in a small meeting room. Prior to the experiment, the experimenter explained the experiment method and the use of personal information such as the face image obtained in the experiment, and asked the participants to sign a written consent. This research is approved by Ethical committee in Keio University. During the experiment, the participants were asked to wear the device and not to take it off. Figure 3 showed the experiment environment in this research. At the top of loptop PC in front of the participant, there was a camera capturing his/her face. Images and sensor values were acquired at about 30 Hz and synchronized by timestamp.
Normalization
Photo-reflective sensor has higher resolution as the distance to skin is closer. The sensor value, which depends on the distance between skin surface and the sensor, changes depending on the user's face shape and where it is measured on the face. In order to investigate the range of change in each sensor value of each participant, in this session, participants were asked to move their face freely as much as possible. The maximum and minimum values of each sensor were obtained and used for normalization.
Experiment Design of Posed Smiles
In the posed smile session, the participants were instructed to smile as if the photo of them was being taken when the word 'smile' was shown on the display of laptop PC in front of them. A duration for making each smile was 10 seconds and participants could stop smiling anytime they like within 10 seconds. The set including ten times of this trial was repeated twice as a whole experiment.
Experiment Design of Spontaneous Smiles
To elicit spontaneous smile, funny videos were showed and the reaction of participants were recorded. This way is used to make participants smile spontaneously in previous study of smile [4] [12] [13] . The participants with wearing the eyewear device were instructed to watch funny videos of TV show featuring popular Japanese comedians. The two videos prepared by experimenter were 7 and 5 minutes respectively. The participant was left alone in the room to focus on the video while watching them. The facial expression of participants during watching the videos was captured by the Papers Session 1: Make it Personal TEI '20, February 9-12, 2020, Sydney, NSW, Australia camera and after the whole experiment, participants' smile timing was annotated by the experimenter.
Annotation / Smile Extraction
After the whole experiment, we extracted the timing when participants were smiling and sensor values at that time. This dataset includes 20 spontaneous smiles and 20 posed smiles for each of 12 participants. For posed smiles, which were expressed by instruction of display on the computer, we picked up the sensor values with the label of the time when participants were instructed to smile.
As the means of acquiring spontaneous smiles, the experimenter observed the image of the face captured during the experiment and extracted the period from just before the participant's smile starts(neutral facial expression) to the end of their smiling. First 10 times of smiles were collected for each video, so as a result, 20 times of spontaneous smiles were collected for each participant.
ANALYSIS
In this study, we tried to distinguish spontaneous smiles and posed smiles in aspect of geometric feature and temporal one. As a geometric feature, we used the displacement of each values of the 16 sensor during the onset, which is defined as from the beginning to the peak of the smile explained in section5. On the other hand, the temporal feature was defined as the time interval of smile onset period.
First, the sensor values were normalized using the maximum and minimum values for each sensor acquired in the calibration (Section 4). After normalization, low pass filter was applied in order to reduce the influence of noise on the photo-reflective sensor. Specifically, we used a simple moving average of 10 samples.
Onset Phase Detection
The time-series sensor data of smile has onset, peak and offset phase. We used onset phase in this research because in the posed session participants could stop smiling whenever they like, but there was still a limit of 10 seconds. Therefore peak and offset phase might be influenced by external factors beyond personal intentions at some extent.
Firstly, principal component analysis (PCA) was performed on 16 sensor values and the first principal component was used to extract onset phase. The extracted data was approximated to the twentieth-degree polynomial by the least squares method and the determination coefficient of the approximate curve were 0.9 or more on average for all participants. The obtained approximate curve was differentiated to find the time of maximum and minimum.
By calculating the increase of each minimum value and its subsequent maximum sensor value, and finding the largest of them, we specified from which time the sensor value starts to increase, and at which time it peaks. As onset phase we defined the period between the start and peak. In other Papers Session 1: Make it Personal TEI '20, February 9-12, 2020, Sydney, NSW, Australia The features were extracted from this graph by the process described in section5 Figure 5 : Onset phase detection. This is an example of a graph representing the first principal component of 16 sensors values, its fitting curve, and the minimum and maximum point that were automatically detected. We defined the largest change in the graph as the onset.
word, the timing of selected minimum value was defined the timing when sensor value starts to increase. Also the timing of selected maximum value is the timing when sensor value get to peak, which means the end of onset phase.
Features Extraction
In this study, we used two types of features which were geometric feature and temporal feature. They were respectively extracted from displacement of sensor value and the time axis direction of the graph of sensor values. Figure 7 shows the example of 3D distribution of feature data for participant.
Geometric Feature. We used displacement of each value of 16 sensors in onset phase defined in Section 5 as geometric feature. For each sensor, the sensor value at start point was subtracted from the sensor value at the end. Therefore geometric feature has 16 dimensions.
Temporal Feature. To get a time interval of onset phase, we calculated the duration between the timing of start and end of onset phase specified from the procedure in section 5 for each sensor. For each participant, the data set including collected this duration of all smiles was standardized so as to have average 0 and variance 1, and then used for classification. Figure 6 show the average length of temporal features for each participant. 
Classification
We used a support vector machine (SVM) which is supervised machine learning method, with a linear kernel. The best hyper parameter set was chosen automatically by a grid search function of scikit-learn in Python (C, дamma = 10 −4 , 10 −3 , 10 −2 , 10 −1 , 1, 10, 10 2 ). The data set of each participant was evaluated by stratified 5 fold Cross Validation. In addition, for grid search another cross validation was performed using 80% of the data set, using two thirds of them as training data and the remaining one third as verification data.
RESULTS
Table1 show the result of the classification for each participant when using only geometric feature as dataset and the results when using both geometric and temporal features. The mean accuracy of the classification using only geometric feature was 93.8% (SD = 3.8%). On the other hand, it was 94.6% (SD= 4.4%) with both geometric and temporal features. The classification accuracy improved slightly with the addition of the temporal feature data set, compared to the case of considering only the geometric features that are 16 dimensional dataset. Figure 8 is the confusion matrix of each participant showing the results of the classification when we used both geometric and temporal features.
DISCUSSION
The average scores for all participants were over 90% with both datasets which includes only geometric feature dataset, and geometric and temporal features. From this result we can assume that the method using photo-reflective sensors in the proposed system can distinguish spontaneous smile and posed smile with high accuracy because of the geometrical difference of facial expression and the temporal difference when we smile. As seen in the graphs in Figure 4 which show examples of how sensor values change in each smiles, in posed smile sensor value at the peak(geometrical feature) tended to be higher and the onset duration(temporal feature) tended to be shorter than spontaneous ones. This means the speed of making posed smile is faster than spontaneous. In all participants except E and F, the classification accuracy when both geometric and temporal features were used was higher than when only geometric feature were used. In participant L, the accuracy increased by 7.5% when the data set of temporal features was added. According to Figure  7 , it can be confirmed that the density of the distribution of posed smile in participant L is getting higher by adding temporal feature data. Also in participant A whose accuracy was increased by 2.5%, we can clearly distinguish between the two distributions of spontaneous smile and posed smile when using both features, compared to using only geometric features. Therefore, it can be said that the duration from the beginning of the change of expression to the peak is different from posed smile and spontaneous smile. However as an exception, in participant E and F the classification accuracy became lower by 2.5% and 5.0% respectively when we used temporal features. According to confusion matrix of participant F in Figure 8 , 5 out of 20 natural smiles were classified as posed smile. Also in Figure 7 , it can be seen that the distribution of spontaneous smile overlap with posed ones when the temporal feature data set was added. This is because onset duration is similar value for spontaneous and posed smiles of participant E and F as shown in Figure 6 .
Not only as we can see apparently in figure 7 but also for all participants, distributions of posed smile are more concentrated at one point than spontaneous smile. Therefore we can assume that posed smiles are uniform in terms of what kind of expression is made and how face is changed. We guess that the experiment condition is the the reason why posed smile has a similar expression every time. While posed smile is made only by instruction, for spontaneous smiles, how much and how long the participants laugh vary depending on the degree and length of the jokes that trigger smiles. So, it is considered that smile can be used as an input gesture in an interactive system since people can make a smile always in same way only by the simple instruction and it can be distinguished from a spontaneous smile.
During the data collection, the participants knew that this experiment is related to smile because they were explained about their tasks before experiment and asked to make smiles in the posed smile session. Therefore, participants might make smile intentionally or be careful to make smiles during collecting the spontaneous smiles. The result might be better if we carry spontaneous smile session first and after that posed one with participants who don't know about this study at all.
During the experiment, some participants tended to move their upper body and head when they were making smiles spontaneously while watching the video. The sensor values might be affected if the position of the glasses shifts because of intense movement.
LIMITATION AND FUTURE WORK
This system is user-dependent and requires model training for each user in advance. Though photo-reflective sensors attached the wearable device measures the distance between the the glasses flame and facial skin surface, that distance can vary depending on the shape of use's face and the position of wearing the glasses-shaped device. Therefore calibration is required for each user and also when user puts the device back on.
This problem is also related to the difficulty of preparing dataset. This system needs sensor data of both spontaneous and posed smile for training SVM model, but it is difficult to collect spontaneous smiles in advance. In order to solve this problem, it is necessary to consider how to share model among users. Sharing models can eliminate the need for training for new users.
Furthermore, according to previous study [19] , head movement is also an important factor to distinguish between posed and spontaneous smiles because each smile has a different movement. Unlike camera-based method, wearable device can follow the head movement and get sensor values but that values might affect the head movement because the position of the device and the distance between the device and skin can change if user move his/her head. We should investigate the effect of head movement and it may be useful features to classify the types of smiles. Also, the sensor works based on IR photo reflection. However, sun light also contains IR light, so this device have to be used the place where it is not exposed to sunlight directly. The experiment was conducted in a closed room in this study. We will develop a filter to reduce influence of environmental light.
According to previous researches [7] , there are also differences not only around eyes but also around a mouth. Lip corner movement may affect sensor values of the device because the movement of the mouth and the movement of the cheek are linked, but we still have to investigate how much movement can be detected by sensors attached the device.
As mentioned in Section 7, the types of smiles we determined in this experiment are limited. We will also apply this system to smiles that occur during communication with others such as conversation and greetings in the future.
Finally, in this study we only tried to classify the types of smile, but automatic smile detection is also needed to collect smiles occurring in daily life. Future study should explore the smile detection system using this device.
CONCLUSION
In this study, we tried to distinguish between spontaneous smile and posed smile using a glasses-shaped facial expression identification device equipped with 16 photo-reflective sensors. We conducted experiments to acquire sensor data corresponding two types of smiles and defined the displacement of sensor value at the onset which is from start to smile to peak as geometric feature and time interval as temporal feature. As the result of classification by SVM, the mean accuracy of 12 participants was 93.8% when we used only geometric feature and 94.6% when we used both geometric and temporal features and our system could distinguish between spontaneous and posed smile. Further work should be explore different kinds of smiles. Since the device is wearable, it is not necessary to always adjust the position of the device to follow the movement of a human face like a camera, so it is considered to be suitable for observing smiles that occurs in communication in daily life.
