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This dissertation will present models for societal consequences of natural hazards which 
are often neglected in traditional risk analysis.  The impact of natural hazards is far-reaching and 
evident based on past disasters such as Hurricane Katrina (2005) and Superstorm Sandy (2012).  
The vulnerability of the nation’s infrastructure can lead to significant physical damage which can 
translate into significant societal suffering.  This societal suffering often outweighs the physical 
damage to infrastructure. However, traditional definitions of consequences are narrow and often 
limited to monetary loss.  Since natural hazards are low frequency, high impact events, decision 
makers are reliant on engineering models to simulate disaster impacts.  To mitigate these impacts, 
realistic models must be developed which can properly translate physical damage to infrastructure 
systems into societal consequences. Additionally, insufficient or missing data has traditionally 
forced researchers to develop simple models often applied to overly simplistic scenarios. The 
growth in data sharing and model complexity provides researchers with an opportunity to improve 
and expand existing models. This dissertation will integrate data analytics into predictive models 
to overcome data implications. The dissertation will also introduce metrics for the evaluation of 
societal consequences with particular focus towards the concepts of community resilience and 
sustainability.   
 
The dissertation will first introduce a Capability Approach (CA) for conceptualizing and 
quantifying societal impacts.  Capabilities are the genuine opportunities that individuals have to 
achieve valuable doings and beings.  Additionally, the dissertation discusses the CA from the 
perspective of groups since the CA is traditionally defined from the perspective of the individual. 
Groups are especially salient in the context of natural hazards since vulnerable groups may 
experience disproportionate hazard impacts. The creation of community resilience and 
sustainability goals to promote hazard mitigation is also discussed.  Quantification metrics are 
presented using the example of the failure of transportation infrastructure in a real community 
subject to a hypothetical earthquake hazard. 
 
 
 iii  
Technological advances and the growth of data sharing has influenced research in a 
multitude of applications and researchers have been presented with an opportunity to improve, 
enhance, and expand existing research fields.  The emergence of big data, or data which is large 
in size or complexity, has led to new challenges as well.  These data, although useful, are difficult 
to analyze and often cannot be handled using traditional systems. New algorithms are constantly 
developed to try to manage these data systems.  In the context of hazard management, where we 
are often dealing with low frequency events, data is usually a limiting factor for research.  This 
dissertation discusses the opportunities and considerations for integrating these technological 
advances and new algorithms into risk analysis for natural hazards.  As an example, data analytics 
are used to construct a dataset and prediction model for household income which is important for 
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CHAPTER 1: INTRODUCTION 
1.1 Motivation 
 
The impact of natural hazards is far-reaching and evident based on past disasters such as 
Hurricane Katrina (2005) and Superstorm Sandy (2012).  The vulnerability of the nation’s 
infrastructure can lead to catastrophic damage which can translate to immense societal suffering.  
Since disasters are low frequency, high impact events, decision makers are reliant on engineering 
models to simulate disaster impacts.  To mitigate these impacts, realistic models must be developed 
which can properly translate physical damage to infrastructure systems into societal consequences.  
The goal of this work is to develop a framework for conceptualizing and quantifying the societal 
consequences of natural hazards. 
 Modeling the societal impact requires three main parts: 1) modeling of the hazard, 2) 
modeling of the direct damage to infrastructure networks, and 3) modeling the societal impact.  
Since modern society is reliant on multiple infrastructure networks, it is important to have accurate 
estimations of the hazard and its direct damage to these infrastructure networks. Although 
contributions are made to the third part, I will briefly discuss modeling techniques for the hazard 
and infrastructure damage since both are needed for an accurate simulation of societal impacts.  
Much research has focused on accurately modeling low frequency, high impact hazards such as 
hurricanes or earthquakes.  For example, physics-based models can be used to simulate hurricane 
occurrences and ultimately find quantities of interest such as maximum wind speed or storm surge 
(Lin et al. 2014, Contento et al. 2018).  For earthquakes, ground motion prediction equations can 
be used to find quantities of interest such as peak ground acceleration or spectral acceleration 
(Boore and Atkinson 2008).  Once the hazard has been properly modeled, direct damage to 
infrastructure components can then be estimated using fragility curves for point elements, such as 
buildings or bridges, and repair rate curves for linear elements such as pipelines (Gardoni 2002 
and 2003, Norcera et al. 2018, Iannacone and Gardoni 2018).  Finally, network metrics can be 
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used to assess the functionality of infrastructure systems accounting for damage to various 
components (Guidotti et al. 2016). 
Damage to infrastructure networks can be translated into societal consequences (or impacts).  
The first step is identifying a methodology for deciding which consequences should be examined 
for possible mitigation.  Current approaches to define consequences are narrowly defined and 
limited to deaths or direct economic damage to infrastructure.  However, societal consequences 
from natural hazards are wide reaching and impact multiple dimensions of well-being.  Therefore, 
a methodology to conceptualize these wide-reaching consequences is needed.  Past research has 
identified the Capability Approach (CA) as a rational tool for evaluating hazard consequences.  
This dissertation will provide more details on how to operationalize such an approach.  Moreover, 
accurately modeling societal consequences requires accurate models of community characteristics 
and ultimately community metrics of sustainability and resilience.  Although much work has been 
dedicated to modeling infrastructure characteristics, the modeling of community characteristics is 
not as studied in the literature.  This dissertation aims to provide guidance in modeling important 
community characteristics and coupling those with infrastructure characteristics (which are well 
studied.)  Moreover, limitations in data availability have historically limited prediction models for 
natural hazards.  This dissertation will overcome this limitation by integrating data analytic tools 
into societal hazard modeling.  
 
1.2 Literature Review 
 
This dissertation aims to add contributions from multiple disciplines in order to produce 
models for the societal impact following natural hazards.  This section serves to provide an 
overview of the work that has been done in the following areas: a Capability Approach (CA) for 
natural hazards, the concepts of sustainability and resiliency, and integrating data analytics to 
enable research on natural hazards.  
 
1.2.1 Capability Approach  
 
The capability approach offers a conception of some of the constitutive components of 
well-being and was developed first by Amartya Sen (1989, 1992, 1993, 1999a, 1999b) and Martha 
Nussbaum (2000a, 2000b, 2001) in the context of development economics and policy to address 
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the limitations of the utilitarian approach.  The main limitation of a utilitarian approach is its 
reliance subjective measurements such as happiness or desires.  Such metrics are insensitive to 
adaptive preference where people’s judgement can be biased based on their circumstances 
(Nussbaum 2000b). The key to understanding the capability approach’s conception of well-being 
is recognizing two definitions: functionings and capabilities.  Functionings are the things that 
people can do and be that are of some value.  For example, “Being Mobile” or “Being Educated” 
are functionings that a person may attribute some value to.  Capabilities are the set of functionings 
that individuals can choose to achieve given their resources (e.g., social or political standing.)  This 
distinction is important because it shifts the focus away from personal preferences (by instead 
focusing on what an individual can achieve instead of their individual accomplishments.)  It is 
important that in the application of the CA, the focus is on the capabilities and not the achieved 
functionings of individuals (Murphy and Gardoni 2010).   Murphy and Gardoni (2006) argue that 
the impact of a natural hazard can then be measured by the effect the hazard has on the 
opportunities people have to live valuable lives (or capabilities.)   
 The steps needed to implement a CA for risk assessment are: 1) selection of capabilities, 
2) selection of indicators, 3) development of probabilistic predictive models, and 4) development 
of an aggregate measure of achievement (Boakye et al. 2019).  This section discusses these steps 
in detail. 
 Since the CA does not provide an exhaustive list of capabilities, the first step of 
implementation is to select which capabilities to examine for a given application.  The criterion 
for the selection of capabilities is generally unique to each application.  Since capabilities are 
theoretical and not directly quantifiable, indicators (i.e., metrics which can be easily measured) are 
used as proxies (Raworth and Stewart 2003).  Indicators should be easily measured or modeled 
before, during, and after a natural hazard in order to be used in a CA framework for natural hazards.  
Indicators can either be real-valued or categorical.  Additionally, ideal indicators should be chosen 
based on data availability and seasonality (Boakye et al. 2018).  These conditions allow for the 
flexibility needed for the implementation of a CA while still maintaining the consistency of 
examining the same capability.  For example, consider the capability of having access to water.  
For a developing country, an appropriate indicator may be the water source for individuals (e.g., 
piped into a dwelling, bottled, well, etc.) as identified in a study conducted by Wang et al. (2016) 
for Nigeria.  For a developed country, where most of the water is pumped into a dwelling, we may 
 
 4  
consider modeling the damage and recovery of the water network.  To advance the modeling of 
hazard impacts, it is necessary to develop predictive models for indicators.  Additionally, these 
indicators should be able to include factors from both the built and social environments to account 
for the vulnerability of infrastructure and widely recognized social vulnerability factors.  Tabandeh 
et al. (2017) proposed predictive models for both real valued and categorical indicators based on 
linear and logistic regression respectively.   These predictive models for indicators are based on 
regressors which represent both the built and social environments. 
To define the state of well-being, the indicators need to be combined to create an aggregate 
measure of achievement.  Because the capabilities are incommensurable, the well-being for each 
individual can be seen as a series system where each capability (and the corresponding indicator) 
is a component of the system (Tabandeh et al. 2017).  Following a system reliability approach 
(Gardoni 2017), the system fails if any component fails to reach a desired level. 
 
1.2.2 Resilience and Sustainability 
 
Two important concepts in natural hazard management and analysis are resilience and 
sustainability.  These concepts are often thought of as characteristics of infrastructure, however, 
they are also important to consider for risk evaluation (Gardoni and Murphy 2018).  This section 
defines and contextualizes the work that has been done on sustainability and resilience in the 
context of hazards, infrastructure, and social systems. 
The United States National Research Council (2012) defines resilience as “[t]he ability to 
prepare and plan for, absorb, recover from, or more successfully adapt to actual or potential adverse 
events”.  In the study of resilience in the context of natural hazards, researchers have tried to 
identify and quantify resilience of both infrastructural and social systems.  In terms of 
infrastructure, resilience is often quantified through a resilience curve where a system state 
indicator is plotted against time.  Researchers who have focused on community resilience 
(separately from the resilience of infrastructure) identified societal factors or situations which can 
help the community quickly adapt and recover from shocks.  For example, Cannon (2008) notes 
that communities with a strong livelihood, meaning that a person’s income generating activities 
are robust and adaptive in the face of natural hazards, are more resilient than others.  Although 
these qualitative studies can be informative, engineers rely on quantification metrics to make 
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important decisions.  The difficulty is in identifying or defining these metrics. The usefulness of a 
metric is dependent on practical implementation and comprehension. 
While resilience is concerned with the time component of recovery, sustainability is used 
to determine if a given recovery is just or not.  According to Gardoni and Murphy (2008, 2018), 
there are three recognized considerations related to sustainability: (1) environmental justice; (2) 
global (or distributive) justice; and (3) intergenerational justice.  Environmental justice captures 
the assumption that the state of the environment is important both directly and indirectly to the 
state of well-being.  Many have argued that the condition of a healthy environment is/should be a 
direct consideration for well-being (e.g. Guite et al., 2006).  Gardoni and Murphy (2018) argue for 
an explicit consideration of the environment in the selection of capabilities.  In addition to being 
considered for its own sake, regressors related to the environment may be included in models for 
indicators.  For example, the air quality may affect the physical health of community members.  In 
the case of a natural hazard like an earthquake, debris may lower the air quality thus further 
affecting individuals’ breathing conditions.  Global (distributive) justice is concerned with the 
geographical fairness within and across communities.  This is especially salient in the context of 
natural hazards because socially vulnerable people (or communities) have often been plagued by 
harsher impacts and slower recoveries (Olshansky and Johnson 2010).  Finally, intergenerational 
justice is concerned with equities in distributions across time.  This consideration is often difficult 
to address since it requires forecasting unknown consequences.  In the case of infrastructure 
systems, this is done through life-cycle assessment where the effects of intergenerational 
consequences such as climate change, population growth, and service life are examined (Rackitz 
et al. 2005, Ellingwood and Lee 2016).  For social vulnerability and social systems, it is necessary 
to try to model things like adaptation and the changes in human behavior.  Since both global and 
intergenerational justice are concerned with fairness across distributions, modeling the recovery 
of infrastructure systems (and the affected community) is critical because of the possible 
exacerbation of inequalities that a natural hazard (and its subsequent) recovery may bring. 
 
1.2.3 Data Analytics and Natural Hazards 
 
Technological advances and the growth of data sharing has influenced research in a 
multitude of applications and researchers have been presented with an opportunity to improve, 
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enhance, and expand existing research fields.  The emergence of big data, or data which is large 
in size or complexity, has led to new challenges as well.  These data, although useful, are difficult 
to analyze and often cannot be handled using traditional systems. New algorithms are constantly 
developed to try to manage these data systems.  In the context of hazard management, where we 
are often dealing with low frequency events, data is usually a limiting factor for research. 
Therefore, a lot of researchers have recognized the opportunity that big data holds in providing 
researchers with more data that can be used to enhance and/or discover predictive models.  In 
addition to acquiring new data, machine learning algorithms have been used in multiple hazard 
studies.           
There has been a popularity in the topic of machine learning.  In its simplest form, the goal 
of machine learning is to minimize the loss for predictive models.  This loss, or error, is the 
difference between the true outcome and the predicted outcome (or response) from a model.  
Machine learning algorithms can be generally split into two categories: supervised and 
unsupervised.  Supervised algorithms are used when the response is known (i.e., labeled data is 
available) and unsupervised algorithms are used when the response is unknown (i.e., unlabeled 
data).   Examples of machine learning algorithms including random forests and boosting (Hastie 
et al. 2009).  Both supervised and unsupervised methods have been used to inform engineering 
models.  For example, Asencio-Cortés et al. (2018) compared different learning algorithms to see 
which one performed best for the prediction of earthquake magnitude in California using a 1 GB 
catalog of ground motions. Marjanović et al. (2011) compared the performance of three common 
machine learning algorithms for classification (support vector machines, decision trees, and 
logistic regression) to predict the susceptibility of landslide in a given region.  Since machine 
learning algorithms can be easily automated and are capable of processing large data, they are used 
in a multitude of applications.  
 
1.3 Research goals 
 
The work aims to present a probabilistic formulation for accurately modeling the societal 
impacts of natural hazards.  In particular, the work will be conducted with the expectation that it 
can be integrated with a CA.  The proposed work will model the societal impacts probabilistically 
and account for the relevant uncertainties and spatial variabilities that exist in the natural, social 
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and built environments.  Particular focus will be given to the selection of metrics which can be 
used in the future for decision making and ultimately mitigation efforts.  Recent developments in 
data sharing have presented opportunities for more informed prediction models and metrics.  The 
proposed work will illustrate how concepts from big data analytics and machine learning can be 
integrated into the approach to inform and improve the chosen metrics. 
 The first research goal of the dissertation is to present a finite list of consequences to 
consider for a natural hazard.  After identifying the CA as the appropriate framework for 
constructing such a list, the dissertation will present a list that is meant to provide a list of 
capabilities to consider following a future natural hazard or a past disaster.  The list is meant to be 
general and can be used by researchers and engineers who are concerned with societal impacts 
(i.e., it is not limited to only those using a CA.)  
 The second research goal of the dissertation is to create quantification metrics for the 
community resilience and sustainability of communities following a natural hazard.  Current 
literature are focused quantification metrics for infrastructure resilience and only discuss societal 
factors which may influence community resilience.  This dissertation will create probabilistic 
quantification metrics based on both the resilience of infrastructure and the salient community 
characteristics.  Moreover, the dissertation will introduce resilience and sustainability goals for 
communities as a tool for hazard mitigation and management.  Finally, probabilistic quantification 
metrics will be introduced for global or distributive justice.  The metrics will be illustrated through 
a case study of a real community subject to a hypothetical hazard. 
 The third and final research goal of the dissertation is to integrate tools from data analytics 
into natural hazard modeling. Technological advances and the growth of data sharing has 
influenced research in a multitude of applications and researchers have been presented with an 
opportunity to improve, enhance, and expand existing research fields.  The emergence of big data, 
or data which is large in size or complexity, has led to new challenges as well.  These data, although 
useful, are difficult to analyze and often cannot be handled using traditional systems. New 
algorithms are constantly developed to try to manage these data systems.  In the context of hazard 
management, where we are often dealing with low frequency events, data is usually a limiting 
factor for research.  This dissertation discusses the opportunities and considerations for integrating 
these technological advances and new algorithms into risk analysis for natural hazards.  As an 
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example, data analytics are used to construct a dataset and prediction model for household income 
which is important for hazard modeling.        
1.4 Organization of the work 
 
This dissertation is organized in the following chapters. Chapter 2 (with reference to 
Boakye et al. 2020b) introduces the finite list of consequences to consider following a natural 
event.  Chapter 3 (with reference to Boakye et al. 2018) introduces resilience and sustainability as 
two important concepts for communities following natural hazards.  Applications to the CA and 
the creation of resilience and sustainability goals are discussed.  Chapter 4 (with reference to 
Boakye et al. 2020a) presents the creation of probabilistic quantification metrics for communities 
following the failure of transportation infrastructure due to a natural hazard.  Chapter 5 (with 
reference to Boakye et al. 2019) introduces big data analytics as a tool for hazard modeling and 
discusses the salient opportunities and considerations.  Chapter 6 (with reference to Boakye et al. 
2021) introduces a dataset and machine learning models for household income as an application 
of some of the concepts discussed in Chapter 5.  Finally, Chapter 7 presents the conclusions of the 
dissertation. The results of the dissertation aim to provide tools to engineers and planners who are 
concerned with predictive modeling for a natural hazard as a tool for hazard mitigation and 









CHAPTER 2: FRAMEWORK FOR SOCIETAL CONSEQUENCES 
2.1 Introduction 
 
Extreme natural events cause societal consequences that often outweigh the physical 
damage to infrastructure systems and components.  These consequences are multi-faceted and 
ultimately affect individual well-being. Based on empirical evidence, several researchers have 
started to consider dimensions of societal impact that go beyond the consequences traditionally 
considered such as physical damage and downtime to infrastructure.  Such new dimensions (1) 
offer a more nuanced characterization of the physical impact, for example, considering the loss or 
reduction of functionality of structures and infrastructure going beyond the physical damage 
(Guidotti et al. 2019), (2) include impacts on socio-economic systems and the service they provide 
(including healthcare, financial, business, education and governance systems) (Nocera and 
Gardoni 2019, Lavelle et al. 2020), (3) require considerations on the characteristics and 
vulnerability of individuals, and socio-economic systems, and (4) are considered both in the 
immediate aftermath of an event and during the recovery process (Rosenheim et al. 2019, 
Cleveland et al. 2007). 
Such attempts to expand the list of consequences can be formalized as a Capability 
Approach (CA) for natural events which was first introduced by Murphy and Gardoni as a 
Capability Approach (CA). The CA provides the theoretical justification for considering 
consequences that go beyond physical damage.  Upon the recognition that most attempts to 
consider the societal impact of extreme natural events fall under the framework of a CA, one can 
use the CA to develop theoretical arguments for what a comprehensive list of consequences should 
include for a risk analysis.  Risk analysis provides the estimates of the likelihood of consequences 
associated with a hazardous scenario or past event.  However, a first step to properly implement a 
risk analysis is the identification of consequences to measure or predict. Any risk analysis of 
natural hazards requires a selection of consequences which needs to be considered.   Any risk 
analysis of natural events will make a choice on which consequences need to be considered.  
However, this selection is not always made explicit.  This can lead to two limitations.  First, the 
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consequences may be narrow in scope by focusing on only one aspect such as injuries or death. 
The list of consequences needs to be holistic to properly gauge the societal impact of different 
events.  Second, implicitly choosing consequences for a risk analysis can lead to a lack of 
transparent value judgments.  Additionally, explicit value judgments can motivate public scrutiny.  
Public scrutiny is especially important when using a risk analysis for decisions that ultimately 
affect communities.  Research has proven that mitigation strategies that engage the public are more 
likely to succeed (Pearce 2003).        
 To overcome the limitations, I present a list of consequences that should be examined in 
risk analysis for natural events.  The defined consequences are directly tied to individual well-
being using a CA.  I argue that a CA is best suited for this task by examining other competing 
theories that can be used to describe individual well-being.  I expect that our list of consequences 
is beneficial for anybody interested in the societal impacts of natural events.  Although some may 
disagree with my choice of a CA framework, the need for a list of consequences to consider for a 
comprehensive analysis is clear.   
 The rest of the chapter is organized as follows.  Following this introduction, Section 2.2 
presents the argument for a CA, Section 2.3 addresses some considerations for an implementation 
of a CA for natural events, Section 2.4 presents a finite list of capabilities, and Section 2.5 
concludes the chapter.  
 
2.2 Why do I use a CA? 
 
The consequences of natural events affect well-being.  Quantifying well-being is a complex 
task and multiple theoretical frameworks have been proposed.  I will discuss three popular theories 
and justify my choice of a CA to quantify well-being in the context of natural events. 
 One popular way of examining the well-being of individuals is to use utilities.  Utility 
theory is widely used in economics and across multiple disciplines.  An individual’s utility is based 
on preference satisfaction.  The general idea of utilitarianism is to maximize individuals’ utility.   
In the context of a risk analysis of natural events, this is typically achieved through surveying 
affected individuals and learning their preferences (Odermatt and Stutzer 2017).  Mitigation 
policies would then be based on optimizing the utility of the surveyed individuals.  In the absence 
of surveys, individuals’ preferences are assumed and maximized (e.g., Masiero and Maggi 2012, 
Godschalk et al. 2009). 
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 Relying on individuals’ preferences to form standards can be viewed positively because it 
necessitates public participation.  However, relying only on individual preferences faces the 
problem of adaptive preferences.  Sen (1999a) argues that people adjust or adapt their expectations 
based on their life experiences.  People who are living in poverty or other adverse conditions will 
have low expectations. If you measure well-being in terms of preference satisfaction, then 
preferences could be satisfied but still objective deprivation exist.   Conversely, opulent individuals 
can have lavish expectations.  Therefore, their preference metric will not accurately reflect their 
level of deprivation.  This large variation in preferences is ignored in standard utility theory which 
simply sums individuals’ utilities.  A metric based on the sum of utilities may inaccurately 
represent deprivation because of individuals’ preferences.  Adaptive preferences are especially 
salient in risk analysis because it is well documented that vulnerable populations experience 
harsher impacts and slower recoveries following a natural event (Peacock et al. 1997, Fothergill et 
al. 1999).   Therefore, we are most concerned with metrics that accurately assess the well-being of 
already vulnerable individuals after the events.  Metrics should accurately and describe the impact 
and recovery from natural events.  Moreover, if utilities are based only on the affected individuals, 
the sample would be skewed toward vulnerable populations which may underestimate event 
impacts. 
 Another method of looking at well-being draws from philosopher John Rawls’ theory of 
justice: primary goods.  Primary goods are a general set of resources that are tools that enable 
individuals to achieve well-being.  Examples of primary goods include basic liberties, income, and 
the social bases of self-respect (Rawls 1971). An important part of Rawls’ theory is that what is 
defined as good is left up to the individual.  Rawls (1997) notes, “that their particular conceptions 
of the good, however distinct their final ends and loyalties, require for their advancement roughly 
the same primary goods, for example the same rights, liberties and opportunities, as well as certain 
all-purpose means such as income and wealth”.  The general idea of primary goods is that all 
individuals need primary goods and thus comparative measures of well-being can be created based 
on primary goods alone.  Primary goods focus directly on the resources that individuals need to 
form valuable ends.  This allows for personal freedom as each individual can use their resources 
as they see fit.  Additionally, the theory of primary goods allows for personal freedom.  However, 
there are two main limitations of primary goods.  First, Sen (1999b) notes that different individuals 
will need different amounts of primary goods.  For example, the amount of income or wealth that 
an individual needs is dependent on their personal circumstances.  A disabled person may need 
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additional goods or resources when compared to an able-bodied person pursuing the same set of 
goals or functioning-abilities in society.  For example, a disabled person may need additional 
income for home or vehicle accommodations. Because of this, how to deal with interpersonal 
variations in the amount of required primary goods is not clear.  Second, by focusing on means, 
primary goods are not a useful metric for determining who is better or worse off.  These 
comparative metrics must be focused on valuable ends or the goods that people value such as 
having shelter or being adequately nourished.   
 In response to the limitations with utilities and primary goods, the CA offers a third 
conception of well-being.  The CA was first developed by Nobel prize-winning economist 
Amartya Sen and philosopher Martha Nussbaum (e.g., Sen, 1989, 1999a; Nussbaum, 2001a, b).  
Capabilities are the genuine opportunities that individuals have to achieve valuable doings and 
beings. Such doings and beings are known as functionings. Whether or not an opportunity is 
genuine is dependent on what individuals have and what they can do with what they have (Wolff 
and de-Shalit 2007).  For example, consider employment: whether or not an individual can be 
employed may depend on whether or not an individual has received an adequate education, if their 
societal norms equally promote the education of both men and women, and if there are salient 
employers located nearby.  Since capabilities are not directly quantifiable, indicators are chosen 
as proxies (Raworth and Stewart 2003).  Indicators are either in the form of predictive models 
(e.g., Tabandeh et al., 2017) or available statistics (e.g., Anand and Sen, 1994).  The choice of 
indicators is based on factors such as data availability, seasonality, and scale (Boakye et al. 2018).    
When looking at capabilities for natural events, it is important to note that some singular 
factors from the perspective of a primary resource or utilitarian approach may affect multiple 
capabilities or none.  For example, a utilitarian approach may only focus on financial losses to 
individuals.  From a capability perspective, this financial loss may need to be further examined to 
see if it from a loss of employment for example which may affect the capability of Earning Income 
or it may force children to drop out of school which affects the capability of Being Educated.  The 
threshold of financial losses would be different across different individuals and groups.  Therefore, 
analyzing the financial loss through a capability perspective could lead to different outcomes.  This 
level of analysis requires additional information (when compared to a utilitarian approach) but it 
provides a better evaluation of the effect of a natural event on individuals’ well-being.          
Assessing capabilities in practice can be difficult because data about individuals and 
communities is often in the form of achieved functions (or what specific functionings people have 
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chosen to do.)  Some studies using the CA assess only achieved functionings instead of capabilities 
(e.g., Gardoni and Murphy 2009, Ryan et al. 2015).  Generally, using data which only relates to 
achieved functionings may not give an accurate representation of all the options that individuals 
have the freedom to achieve.  However, there are some exceptions.  Wolff and de-Shalit (2007) 
argue that achieved functionings are adequate when trying to determine some basic capabilities, 
such as, being adequately nourished.  It is clear that most people would choose to be adequately 
nourished.  Therefore, achieved functionings can generally be used to assess basic capabilities.  
This is salient for a risk analysis of natural events when the focus is the emergency phase where 
the relevant capabilities (i.e., being sheltered, being adequately nourished) are basic.  However, 
assessing capabilities instead of achieved functionings is needed when the goal is to measure the 
medium- and long-term effects of events.  These effects may affect non-basic functionings or non-
basic capabilities.  We cannot reasonably assume that individuals would choose to achieve non-
basic functionings if given the genuine opportunity.  For example, consider the capability of 
owning property: some individuals may choose not to own property despite having the genuine 
opportunity to do so.  Therefore, using only achieved functionings could not give us accurate 
representation of individuals’ capabilities.  This could lead to an inaccurate representation of event 
impacts for a risk analysis of natural events (Murphy and Gardoni 2010). 
 Moreover, functionings are interdependent and the choice of one functioning may 
influence an individual’s ability to choose another.  Robeyns (2006b) notes, “Two spouses may 
each individually have the capability of holding demanding jobs which are incompatible with large 
caring responsibilities, but if these spouses also have small children or other relatives with 
extensive caring needs, then at best only one of them may effectively realize that capability.”  
Mathematically capturing all of these possibilities is challenging.  To resolve this, Murphy and 
Gardoni (2010) propose examining vectors of functionings that provide a realistic assessment of 
individuals’ capabilities.  A vector of functionings represents the set of possible functionings that 
an individual can choose to achieve.  This vector can contain functionings from multiple 
capabilities to account for the interdependency between capabilities.  
 To broaden the traditional definition of consequences that are focused on infrastructure, I 
propose defining consequences as a direct impact on individuals’ well-being.  The CA avoids the 
problem of adaptive preferences since it does not rely on personal preferences.  Instead, the focus 
is on defining genuine opportunities.  Additionally, the focus on genuine opportunities allows for 
individual freedoms.  Defining a threshold of capabilities can be used to define a measure of 
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fairness across societies and communities.   Murphy and Gardoni (2008) introduce acceptability 
and tolerability thresholds for the case of natural events.  An acceptable threshold which describes 
the minimum level of attainment for which individuals should ideally never fall below.  In practice, 
some individuals may fall below the acceptable threshold given that it is temporary and reversible.  
Therefore, a second tolerability threshold which represents the absolute minimum level of 
capability for all individuals.  Moreover, the CA focuses directly on the valuable doings and beings 
of individuals instead of focusing on resources which do not account for interpersonal conversion 
rates. 
 Some additional benefits of a CA for risk analysis proposed by Murphy and Gardoni 2006 
are as follows: 
1)   Natural events present communities with a chance to rebuild to better standards following 
a particularly damaging event.  The CA approach allows for the formation of metrics that can 
represent both the positive and negative impacts on individuals’ well-being because the effect on 
capabilities can be positive or negative.  For example, an affected area may rebuild infrastructure 
which is more accessible.  This in turn will allow more individuals the genuine opportunity to be 
mobile.   
2) The CA naturally accounts for many influencing factors that affect a person’s capabilities.  
In terms of natural events, these influencing factors can come from both the built environment 
(through infrastructure which supports individuals’ capabilities) and the social environment 
(through social vulnerability factors which may limit individuals’ capabilities based on societal 
norms).  These two factors are often cited as especially salient to predicting event impacts.  
3) The CA is adaptable and scalable.  In addition to risk assessment, the CA has been used a 
multitude of applications including risk evaluation (e.g., Gardoni and Murphy 2018, Murphy and 
Gardoni 2008), theories of justice (e.g., Doorn et al. 2019, Nahmias-Biran et al. 2015), and food 
security (e.g., Burchi and De Muro 2016).  The use of the CA in many fields not only demonstrates 
its adaptability and scalability but promotes interdisciplinary work and facilitates corporation and 
understanding across many fields.  For natural events specifically, many of these fields are 
correlated so adopting a similar framework is especially helpful.  For example, food security can 
be especially threatened when a natural event damages salient supporting infrastructure as 
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2.3 Considerations for an implementation of a CA for natural events 
 
Much work has been done to transition the CA from theory to practice.  In this section, we 
will discuss two implementation factors that are especially salient for our application of the 
approach for risk analysis of natural events.  First, the selection of capabilities for a given 
application must be further defined.  Second, the CA is framed from the perspective of the 
individual.  However, many applications are relevant to communities and important community 
sub-groups. 
 A first step in a CA is to define the list of capabilities to consider.  There are two possible 
ways to do this.  First, capability theorists may endorse a finite list.  Theoretically, this list may be 
relevant for all domains or serve as a basis for all analyses.  The second way is that theorists may 
define their own capabilities to consider within their relevant domains.  The two pioneers of the 
CA do not disagree on the need for a finite list.  For creating a list for the risk analysis for natural 
events, we will follow the first approach. I will endorse Nussbaum’s list as a basis for our selection 
of capabilities.  I will make amendments to this list following our selection criteria defined in 
Section 2.4. 
 The argument against a finite list of capabilities is led by Amartya Sen.  It is important to 
note that Sen is not against the selection of capabilities for a specific application, but against the 
idea of one fixed list.  As Sen puts it, “I have nothing against the listing of capabilities but must 
stand up against a grand mausoleum to one fixed and final list of capabilities” (Sen 2004).  Sen 
himself has been involved with listing capabilities for specific through his work United Nations 
Development Report (UNDP).  Through the UNDP, Sen has shifted the UN’s focus on 
development from utility-based metrics (i.e., GNP and GDP) to capability metrics involving 
dimensions such as health and education (Anand and Sen 1995).  Sen has three arguments against 
a finite list.  First, Sen argues that the choice of capabilities must be dependent on the purpose or 
application.  For example, relevant capabilities for evaluating poverty may be different than 
relevant capabilities for specifying basic human rights.  Second, Sen argues that a finite list made 
by theorists would be separate from the public and doesn’t allow for public participation.  Sen 
argues, “To insist on a fixed forever list of capabilities would deny the possibility of progress in 
social understanding and also go against the productive role of public discussion, social agitation, 
and open debates” (Sen 2004). Third, Sen argues that a finite list would “freeze” in time and not 
allow for improvements over time.  As an example, Sen describes the example of poverty in India 
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to motivate the idea that communication was not as important as elementary education and basic 
health in 1947.  However, as the country developed as an independent nation, the importance of 
the Internet and communication has become more important and should be valued as an important 
capability.  Having a finite list would not allow for such modifications.  Sen and Nussbaum agree 
on two important conditions.  First, they acknowledge that a list of capabilities should not be static 
and instead allow for the modifications with time.  Nussbaum notes that her central list of 
capabilities to indicate that it may go through changes.  I will also denote my final list as a working 
list to allow for modifications over time.  Second, they both agree that public input is important.  
Nussbaum (2003) notes that her list has gone through modifications as a result of public consensus 
and discourse.  I also agree that public consensus and discourse is important.  I encourage input by 
putting forward both my working list and selection procedure.  The argument of whether there 
should be a finite list or not has not stopped users of the CA to select dimensions of capabilities 
for their applications.  Instead, the selection of capabilities has been done on an ad hoc basis and 
in some cases, researchers have not provided any justification for their choices (Alkaire 2008). 
 Martha Nussbaum argues that a central list of capabilities is needed for implementation.    
She argues that a list is necessary for quality-of-life comparisons and the formulation of basic 
political principles (Nussbaum 2003).  Endorsing a finite list gives a basis for which governments 
can focus their efforts in issues of equality and justice.  Her conception of a CA begins with the 
conception of human dignity.  This led her to a list of ten central capabilities that are requirements 
of a life with dignity.  She goes on to argue that this list can be used for quality of life 
measurements, political principles, and social justice requirements.  She argues this about her 
central capabilities, “all are part of a minimum account of social justice: a society that does not 
guarantee these to all its citizens, at some appropriate threshold level, falls short of being a fully 
just society, whatever its level of opulence” (Nussbaum 2003).  Like Sen, Nussbaum does not 
endorse a list which “freezes” in time.  Instead, she calls her list of ten central capabilities a 
working list that is open to modifications.  The list of central human capabilities from Nussbaum 
(2003) is restated below 
1)   Life: Being able to live to the end of a human life of normal length; not dying prematurely, 
or before one’s life is so reduced as to be not worth living.    
2) Bodily Health: Being able to have good health, including reproductive health; to be 
adequately nourished; to have adequate shelter. 
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3) Bodily Integrity: Being able to move freely from place to place; to be secure against violent 
assault, including sexual assault and domestic violence; having opportunities for sexual 
satisfaction and for choice in matters of reproduction. 
4) Senses, Imagination, and Thought: Being able to use the senses, to imagine, think, and 
reason – and to do these things in a ‘‘truly human’’ way, a way informed and cultivated by an 
adequate education, including, but by no means limited to, literacy and basic mathematical and 
scientific training. Being able to use imagination and thought in connection with experiencing and 
producing works and events of one’s own choice, religious, literary, musical, and so forth. Being 
able to use one’s mind in ways protected by guarantees of freedom of expression with respect to 
both political and artistic speech, and freedom of religious exercise. Being able to have pleasurable 
experiences and to avoid non-beneficial pain. 
5) Emotions: Being able to have attachments to things and people outside ourselves; to love 
those who love and care for us, to grieve at their absence; in general, to love, to grieve, to 
experience longing, gratitude, and justified anger. Not having one’s emotional development 
blighted by fear and anxiety. (Supporting this capability means supporting forms of human 
association that can be shown to be crucial in their development.) 
6) Practical Reason: Being able to form a conception of the good and to engage in critical 
reflection about the planning of one’s life. (This entails protection for the liberty of conscience and 
religious observance.) 
7) Affiliation: 
a. Being able to live with and toward others, to recognize and show concern for other human 
beings, to engage in various forms of social interaction; to be able to imagine the situation of 
another. (Protecting this capability means protecting institutions that constitute and nourish such 
forms of affiliation, and also protecting the freedom of assembly and political speech.) 
b. Having the social bases of self-respect and non-humiliation; being able to be treated as a 
dignified being whose worth is equal to that of others. This entails provisions of nondiscrimination 
on the basis of race, sex, sexual orientation, ethnicity, caste, religion, national origin. 
8) Other Species: Being able to live with concern for and in relation to animals, plants, and 
the world of nature. 
9) Play: Being able to laugh, to play, to enjoy recreational activities. 
10) Control Over One’s Environment: 
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a. Political: Being able to participate effectively in political choices that govern one’s life; 
having the right of political participation, protections of free speech and association. 
b. Material. Being able to hold property (both land and movable goods) and having property 
rights on an equal basis with others; having the right to seek employment on an equal basis with 
others; having the freedom from unwarranted search and seizure. In work, being able to work as a 
human being, exercising practical reason, and entering into meaningful relationships of mutual 
recognition with other workers.  
 The CA is formed from the perspective of the individual.  Therefore, some may question 
if the CA has the conceptual resources to adequately address groups. Group capabilities can be 
defined as the average of the individual capabilities of all the individuals in the selected group 
(Robeyns 2017, Stewart 2005). Robeyns (2017) further elaborates on this by examining both the 
strong and weak claims that the CA may not adequately address groups.  The strong claim argues 
that is impossible for the capability approach to pay attention to groups.  She disputes this claim 
by pointing to examples where the capability approach has been used to analyze the capabilities 
of one group over another.  For example, the CA has been used to analyze gendered differences 
(e.g., Kynch and Sen 1983, Robeyns 2006a).  The weaker claim is that the CA does not sufficiently 
pay attention to groups.  She argues here that CA scholars have taken into account social norms 
and group-based processes.  For example, much work on the CA has been used to assess the 
difference in genuine opportunities salient sub-groups such as men, women, and the poor (e.g., 
Nussbaum 2001a, Alkaire 2005).   
 Since the CA can sufficiently address groups, the question then becomes how groups affect 
individual capabilities and more general, individual well-being.  Stewart (2005) has argued that 
groups affect well-being both directly and indirectly.  Group membership or affiliation is generally 
accepted as an important part of well-being.  Group membership gives people a sense of belonging 
which can enhance their well-being.  Additionally, individuals often associate their well-being 
with the relative performance of their groups.  Groups can indirectly affect well-being in two ways.  
The first is that mobilization within groups can be instrumental for determining resource shares.  
Stewart (2005) notes, “This is illustrated by the success of the trade union movement and 
subsequently political parties representing the working class in bringing about improvements in 
working conditions in the 19th century and the first half of the twentieth century in Europe.” 
Second, groups influence people’s preferences and value judgments.  The influence of groups on 
preferences may not need to be considered explicitly in CA since the focus is not on achieved 
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functionings.  However, the importance of groups on individual capabilities has led Stewart to 
argue that scholars need to consider group capabilities to accurately measure the well-being of 
individuals. Moreover, the study of group capabilities can be useful for issues of justice and 
identifying vulnerable subgroups that are experiencing disproportionate capability deprivation.  
This deprivation may be considered an outlier within the total population; however, it may be 
prevalent within a sub-group.       
  
2.4 Working list of capabilities for risk analysis of natural hazards 
 
This section presents my list of capabilities.  I have argued that a CA is well-suited for risk 
analysis of natural events. I will conceptualize the consequences of a natural event as the effect on 
individuals’ capabilities following Murphy and Gardoni (2006). 
  I will start from Nussbaum’s central capabilities and modify her list based on selection 
criteria identified in Gardoni and Murphy (2009, 2010).  Nussbaum’s central capabilities are 
dimensions as they contain multiple capabilities.  Therefore, I will modify Nussbaum’s dimensions 
based on our criteria and then form a list of capabilities stemming from the selected dimensions.  
There are three criteria identified: importance, relevance, and influencability.  I will discuss each 
of these criteria in detail below.  Moreover, I will discuss some considerations for the practical 
implementation of our working list of capabilities. 
 
Importance 
According to the importance criterion, a selected capability should capture a significant 
aspect of a dimension of individual well-being (Sen 1993; Nussbaum 2001a; Robeyns 2002; 
Gardoni and Murphy 2009). Dimensions of well-being are the basic ends of human life that are 
incommensurable, irreducible, and non-hierarchical (Alkire and Black 1997; Alkire 2002; 
Nussbaum 2001a).  Incommensurability means that each dimension captures a distinct and non-
comparable aspect of well-being.  Irreducibility implies that the dimensions cannot be further 
simplified.  Non-hierarchy entails that all dimensions are equally important for well-being.  The 
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Relevance    
While importance is a necessary criterion, it is not sufficient to select a capability.  Only 
those capabilities that provide some information about the impact of a phenomenon of concern on 
well-being should be considered in a given application (Sen 1993; Robeyns 2002).  Additionally, 
the selected capabilities must be collectively exhaustive.  That is, not only the selected capabilities 
need to be important but collectively they should also represent all the dimensions of well-being 
that are likely to be impacted.    A capability satisfies the relevance criterion only if there is a 
theoretical justification or empirical evidence that the capability is vulnerable to the specific 
phenomenon (Gardoni and Murphy 2009).   
 To further illustrate this aspect of the relevance criterion, I present an analysis of three lists 
of capabilities shown in Table 2.1.  The lists contain capabilities suggested by different authors for 
three different applications namely assessing gender inequality in western societies by Robeyns 
(2002), assessing the well-being of children in Afganisthan by Biggeri and Mehrotra (2011) and 
assessing human development by Anand and Sen (1994) for the Human Development Index (HDI) 
of the United Nations. 
 
Table 2.1.  List of capabilities developed for other applications 
Gender Inequality (Robeyns, 
2002) 
Child well-being (Biggeri and 
Mehrotra, 2011) 
HDI (Anand and Sen, 1994) 
Life and physical health Life and physical health Life 
Mental well-being Mental well-being  Knowledge 
Political empowerment Love and care Standard of living 
Education and knowledge Education  
Bodily integrity and safety Bodily integrity and safety  
Social relations Social relations  
Social reproduction and 
nonmarket care 
Participation/Information  
Paid work and other projects Freedom from economic and non-
economic exploitation 
 
Shelter and environment Shelter and environment  




Table 2.1 cont. 
Leisure activities Leisure activities  
Time autonomy Personal autonomy  
Respect Respect  
Religion Religion and identity  
  
In comparing the three lists, I can see that the main list between the lists by Robeyns (2002) 
and Biggeri and Mehrotra (2011) is that Robeyns (20002) includes political empowerment while 
Biggeri replaces it with love and care.  The list created by Sen and Anand (1994) only contains 
three capabilities: life, knowledge, and standard of living.  I explain these differences using the 
relevancy criterion in the next two paragraphs. 
 Political empowerment is a relevant capability for gender equality and not for assessing 
child well-being.  One of the goals of gender equality is to have equal resources and opportunities 
for all men and women.  This requires participation in formal political structures and processes 
where decisions about resources and procedures are made.  However, women are often excluded 
from such political processes and are often underrepresented in government (Bari 2005).  The 
exclusion of the capability of political empowerment for assessing the well-being of children can 
be explained by their inability to vote or directly participate in politics.  Similarly, love and care is 
relevant for assessing children’s well-being while it is not relevant to gender equality.  The 
capability of love and care describes the ability to love and be loved by those who care and the 
ability to be protected (Biggeri and Mehrota 2011).  These qualities are instrumental to a child’s 
emotional and physical development as adults are needed to care for and protect them until they 
mature.  However, love and care are less relevant in assessing gender inequality. 
 In the development of the Human Development Index (HDI), only three capabilities are 
included.  Sen and Anand (1994) note that the purpose of the HDI is to assess inequality among 
nations using readily available statistics.  Therefore, their choice of capabilities is narrow based on 
data availability across nations.  It is noted that more indicators can be included for countries which 
have more data (Sen and Anand 1994).  Despite this, the authors note that the initial choice of 
capabilities are chosen by examining development from the viewpoint of human well-being.  
Therefore, I can conclude that the authors chose these three capabilities because they are relevant 
assessing human development across nations. 
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Influenceability  
Influenceability takes into consideration the practical purpose behind preparing a list of 
capabilities, i.e. we should be able to protect and/or enhance the selected capabilities through our 
actions and specifically public policy.  This criterion requires selected capabilities to be such that 
we can influence their attainment.  In the context of natural events, we should be able to reduce 
the negative impact of an event on selected capabilities through mitigation efforts and recovery 
planning.  The working list of capabilities can help us prioritize what mitigation and recovery 
efforts can best facilitate well-being (Boakye et al. 2020). 
 
Practical Implementation 
It should be possible to acquire (predicted for hypothetical events and measured for past 
events) the data related to the listed capabilities considering time, cost, and social considerations.  
However, natural events occur rarely.  Much work in risk analysis has cited the lack of data 
availability as a limiting factor (Boakye et al. 2019).  Therefore, an ideal list of capabilities would 
be parsimonious to limit the amount of data that needs to be collected.  We check parsimony by 
ensuring that the chosen capabilities represent a unique component of well-being.  Moreover, this 
paper is focusing only on the working list of capabilities.  Additional consideration for practical 
implementation may have to be made when choosing indicators.  Capabilities themselves are not 
directly quantifiable so indicators are selected as proxies (Gardoni and Murphy 2018).  Moreover, 
some capabilities may be neglected for a given application due to a lack of data.  However, 
researchers should still put forward a full list of capabilities to motivate better data collection for 




I propose amending Nussbaum’s list of capabilities based on our selection criteria above.  
I first start with importance and propose three changes to Nussbaum’s list.  First, the dimension of 
“Bodily Health” is not irreducible since it touches on two distinct dimensions of well-being: health 
and shelter.  For example, it is possible to have access to a shelter without adequate food or water.  
Second, Nussbaum has already split “Control of One’s Environment” into Political and Material 
categories.  Given the importance of these dimensions, we directly include “Political” and 
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“Material” as two separate dimensions to consider for the risk analysis of natural events.  Third, 
we propose changing “Other Species” to environment.  The dimension of environment more 
clearly describes nature and other biological creatures which seem to be the motivating factors 
behind this dimension for purposes of risk analysis of natural events. 
  Next, I make three changes to Nussbaum’s list based on the relevancy criteria.  First, the 
most relevant aspect of “Bodily Integrity” is mobility.  The relevancy of mobility to natural events 
is well-documented (e.g., Elliot 2015).  Second, “Emotion” does not seem to be relevant.  
Nussbaum does mention that supporting this dimension means supporting forms of human 
association.  However, this aspect is accounted for in the affiliation dimension.  Third, the most 
relevant part of “Senses, Imagination, and Thought” for natural events seems to be using the senses 
in a way that is cultivated by education.  We propose changing this dimension to Education since 
education is the main driver of this. 
  I propose nine dimensions summarized in Table 2.2 below based on the modifications 
described above. All these dimensions meet the importance criteria as they are deemed necessary 
conditions for a dignified life (Nussbaum 2003).  From these dimensions, I create 11 associated 
capabilities.  I discuss each of these dimensions (and associated capabilities) in detail below. 
 I split some of Nussbaum’s dimensions based on my importance criterion.  It is important 
to note that I do not view this as double counting capabilities which would violate the condition 
that each capability is equally important to individual well-being.  Rather, the dimensions that 
Nussbaum had in her original list were not irreducible when evaluating them in the context of 
evaluating the consequences of a natural event. For example, it is possible that an earthquake may 
damage pipes which a family uses for their potable water.  However, the earthquake may not 
damage a family’s house.  Therefore, that family may have access to shelter but not access to 
water.  Even though both dimensions are included in Nussbaum’s Bodily Health, they should be 
analyzed separately from a hazard perspective.    
 
Table 2.2.  Working List of Capabilities 
Proposed Dimensions Associated Capabilities  
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Table 2.2 cont. 
Health Meeting physiological needs  
 Being mentally healthy  
Shelter Being sheltered  
Mobility  Being mobile 
Education Being educated 
Affiliation  Being socially connected  
Play Being able to enjoy recreational 
activities 
Environment  Being able to live in a flourishing 
environment 
Political  Being able to participate in politics  
Material  Earning income 
 Owning property 
  
Life  
I select the capability of “Being able to live to the normal end of life” to represent the 
dimension of life.   This is the capability to protect one’s body from physical harm. This capability 
meets the relevance criterion because injuries and deaths are one of the most widely observed 
consequences of natural events (e.g., May 2006).  It also meets the influenceability condition 
because fatalities can be reduced through enhanced building codes and adequate emergency 
services.  For example, hospitals in California are designed to be functional following a seismic 
hazard (Alesch and Petak 2004).  This capability also serves as a necessary condition for many of 




I select two capabilities to represent this dimension: “Meeting physiological needs” and 
“Being mentally healthy”.  “Meeting physiological needs” captures the need for food and water.  
This capability is relevant since both the food and water infrastructure systems are vulnerable 
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during natural events (e.g., Cutter 2017, Guidotti et al. 2019) and satisfies the influenceability 
condition because proper maintenance of infrastructure can limit these vulnerabilities.  “Being 
mentally healthy” is also relevant because natural events have been shown to correlate with 
negative mental health outcomes and satisfies the influenceability condition because creating 
strong social connections have been shown to mitigate these effects (Wind et al. 2011). 
 
Shelter 
I select the capability of “Being Sheltered” to represent the dimension of shelter. Shelter is 
especially relevant since many residential structures are vulnerable to damage during a natural 
event and influenceable through mitigation such as the placement of temporary shelters (Boakye 
et al. 2019, Boakye et al. 2020). 
 
Mobility 
I select the capability of “Being Mobile” to represent the Mobility dimension.  This 
capability captures the opportunity of individuals to move freely.  The capability of “Being 
Mobile” is heavily dependent on transportation infrastructure which is vulnerable to damage 
during natural events (Boakye et al. 2020).  It meets the influenceability condition because proper 
mitigation can reduce the expected damage to supporting the supporting infrastructure. 
 
Education 
I select the capability of “Being Educated” to represent the Education dimension.  This is 
the capability to learn, formally or informally, as per one’s choice in his field of interest.  The 
capability to be educated meets the relevance criterion because natural events like earthquakes and 
hurricanes damage school and college buildings, displace populations, and seriously affect public 
infrastructure that supports the educational system.  This capability meets the influencability 




I select the capability of “Being socially connected” to represent the Affiliation dimension.  
This is the capability to join groups of interest and be connected to family and friends.  This 
connection supported by the communication and transportation sectors which can be vulnerable to 
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I select the capability of “Being able to enjoy recreational activities” to represent the Play 
dimension. This is the capability to visit places of recreation such as parks, and cinema theatres, 
to engage in sports and playful activities, and to hold festivals and have celebrations.  This 
capability is relevant and influenceable because natural events can damage recreational facilities.  
  
Environment 
I select the capability of “Being able to live in a flourishing environment” to represent the 
Environment dimension.  This is the capability to live with other species and nature in a way that 
promotes well-being.  This capability is relevant because natural events can create unsafe 
environmental conditions or exacerbate sustainability concerns.  For example, Davitashvili (2009) 
using numerical modelling to show that flooding can lead to water pollution in Georgia.   
Moreover, this capability is influenceable through mitigation programs that promote sustainability 
can reduce these effects. 
 
Politics 
I select the capability of “Being able to participate in politics” to represent the politics 
dimension.  This is the capability to participate and engage with governments.  This capability is 
especially relevant for natural events because public participation in mitigation plans has been 
shown to be effective.  Moreover, citizens are often viewed as stakeholders in natural event 
mitigation and their participation can help advance mitigation plans and practices (Prater and 
Lindell 2000).  Governments and policy makers can influence this capability by actively seeking 
out public input from community members. 
 
Material 
I select two capabilities to represent this dimension: “Earning Income” and “Owning 
Property”.  Earning Income captures the opportunity of individuals to practice their chosen 
professions while owning property captures the opportunity of individuals to own materials of 
interest such as houses or cars.  Both are relevant as job loss and property damage are two widely 
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recognized consequences of natural events (e.g., May 2006, Boakye et al. 2020).  Additionally, 
many studies have documented the vulnerability of renters to event impacts (e.g., Burby et al. 
2003).  These dimensions are influenceable through mitigation of supporting infrastructure such 
as transportation and building infrastructure.  Moreover, public policies directed toward home 




There is widespread recognition among engineers that existing metrics for assessing the 
impact of disasters and predicting the impact of hazards are inadequate.  Some engineers are 
attempting to expand the impacts guided by an intuitive sense of what might be missing (e.g., 
Lavelle et al. 2020).  While such efforts might be productive, they lack a theoretical foundation 
that explains why the intuitive impacts they are including matter.  This theoretical framework 
(which would explain why the intuitive impacts matter) is important for the purposes of risk 
communication, hazard mitigation, and public policy.  I argue that a CA is well-suited as a 
conception of well-being as opposed to two alterative theories of well-being: utilities and primary 
goods.  The consequences of a natural event can then be measured by examining the effect the 
event has on individuals’ capabilities.  The first step in implementing a CA is to select the 
capabilities of interest.  In this chapter, I propose a list of capabilities for assessing the impact of 
natural hazards using the capability approach.  I modify Nussbaum’s central list of capabilities to 




CHAPTER 3: FRAMEWORK FOR COMMUNITY CONSEQUENCES  
3.1 Introduction 
 
Communities can experience significant impact from natural (and anthropogenic) hazards.  
Goals need to be defined in terms of the acceptable impact in the aftermath of a hazardous event.  
Resilience and sustainability goals can be defined to explicitly consider recovery time, 
environmental justice, and social justice (i.e., global and intergenerational justice) when evaluating 
the impact on well-being (Gardoni and Murphy 2018).  To measure the impact of hazardous event 
on well-being, we need to define quantification metrics.  Such quantification metrics need to be 
defined at different times to be able to express the changes in well-being from before the 
occurrence of a hazard to immediately after and throughout recovery process.  The well-being of 
individuals is complex and depends on many factors including the service provided to a 
community by infrastructure, societal norms, and societal status.  Societal norms and status are 
often described as social vulnerability factors (e.g., Bates and Peacock 1992).  To accurately 
predict and evaluate the effect a natural disaster has on well-being, goals and quantification metrics 
have to account for these factors. 
 One of the relevant factors that influence well-being is infrastructure.  Critical 
infrastructure such as transportation or water/wastewater networks are vulnerable to natural 
hazards such as earthquakes or floods (Gardoni and LaFave 2016).  Direct damage caused by 
natural disasters must be translated into a reduction in functionality to infrastructure networks 
(Gardoni and Murphy 2018; Guidotti and Gardoni 2018).  For example, an earthquake may cause 
a bridge to fail which in turn reduces the functionality of the transportation network that supports 
the community by transporting goods and people to locations of interest (Nocera et al. 2018; 
Nocera and Gardoni 2018). Much research has been devoted to measuring the performance of 
individual infrastructure networks (Kang et al. 2008; Guikema and Gardoni 2009; Lee et al. 2011; 
Frangopol and Bocchini 2012; Guidotti et al. 2017a) and their components (e.g., bridges, 
buildings) (Gardoni et al. 2002, 2003; Choe et al. 2007, 2009; Ramamoorthy et al. 2006, 2008; 
Mardfekri and Gardoni 2013, 2014; Mardfekri et al. 2015; Tabandeh and Gardoni 2014, 2015) in 
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the aftermath of a natural hazard.  The focus of such research is on creating quantitative models 
that predict the state of infrastructure and their components as a function of the characteristics of 
the physical systems and the hazard intensity.  Although the failure of critical infrastructure can 
be devastating to community well-being, it also presents an opportunity for improvement (Murphy 
and Gardoni 2006).  Infrastructure recovers over time following a natural disaster and the options 
of rebuilding to better standards may improve the well-being of individuals, as well as potentially 
address inequalities among individuals that existed before the occurrence of a disaster and that 
were likely exacerbated by the disaster.  Therefore, quantification metrics should be able to account 
for both the positive and negative impacts of natural disasters.   
 Natural hazards tend to exacerbate societal inequalities across communities (Gardoni et al. 
2016; Doorn et al. 2018).  Many studies identify vulnerability factors for individuals (Fothergill et 
al. 1999, Peacock et al. 1987, Masozera et al. 2007), which can be social, political, and/or 
economic, and include: socio-economic status, local development, race/ethnicity, political 
ideology, gender, sexual orientation, employment/occupation, and disability.  These factors 
influence the impact of a hazard as well as the process of recovery post-disaster and should be 
accounted for in any study of the impact of a hazard on well-being (Bates et al. 1992, Kajitani et 
al. 2005, Peacock et. al 1987, 1997).  The focus of many of these studies is to enhance risk 
mitigation and community resilience, by alerting decision makers and planners to these 
vulnerability factors.  (A multidisciplinary definition of resilience that can account for the role of 
social justice can be found in Doorn et al. 2018.)  Once these factors are identified, vulnerable 
groups can be given additional resources to help mitigate the effects of the natural hazard.  
However, many studies on risk factors and social vulnerability are case-specific and qualitative.  
Therefore, it is difficult to combine social vulnerability factors with the quantitative modeling of 
physical infrastructure.   
 This chapter defines quantification metrics as proxies for well-being that can account for 
social vulnerability and be used throughout the recovery of physical infrastructure and 
communities as time-varying measures that describe both positive and negative impacts.  The 
Capability Approach (CA) provides a rational and normative framework for selecting metrics to 
quantify societal well-being in the context of risk analysis.  According to the CA, the well-being 
of individuals should be measured and evaluated based on the opportunities (or capabilities) people 
have (Robeyns 2006).  Such opportunities are a function of what individuals have and what they 
can do with what they have, and thus are impacted by the built infrastructure and factors shaping 
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vulnerability.  This chapter also defines resilience and sustainability goals based on acceptability 
and tolerability limits on capabilities as well as the distribution of the capabilities across 
individuals. 
 There are five sections in this chapter.  Following this introduction, the next section defines 
quantification metrics, the third section defines the resilience and sustainability goals, and the 
fourth section shows an illustrative example, and the fith section concludes the chapter. 
 
3.2 Definition of quantification metrics  
 
As previously noted, indicators are chosen because capabilities are not easily quantifiable.  
These indicators can serve as quantification metrics for the different capabilities and the 
corresponding functionings that can be measured through the disaster impact and recovery.  Issues 
with data availability make it difficult to create ideal indicators and regressors.  For example, it is 
generally desirable to have the regressors at the household level.  However, it is often not possible 
to obtain socioeconomic information such as income, race, or age at the household level.  A way 
to address this limitation using data analytics is addressed in Chapter 5. Additionally, the 
complexity of capabilities makes it difficult to find an indicator that is always representative given 
differences among communities in the functionality of infrastructure and the socio-economic 
conditions before the occurrence of a hazardous event.  For instance, a desirable indicator for 
having access to clean water in a developed country may be access to potable water piped into a 
dwelling whereas for a developing country it may be more beneficial to examine different sources 
of potable water such as water tanks or wells.  Therefore, indicators need to be selected based on 
data availability and relevance to the region of interest.  Selecting data sources for 
indicators/regressors is crucial for creating accurate predictive models.  The data source should be 
reliable and updated frequently so that the models can be used in the future.  An example data 
source may be the U.S Census which is updated regularly and available to the public.  If real-time 
data becomes available, Bayesian updating could be used to update the models.   
 Factors such as seasonality and scale of population should also be taken into consideration.  
Some regions have varying populations at different times of year (e.g., touristic cities, college 
towns) so it may be necessary to have multiple data sources or models to represent the location of 
interest at the time of interest.  Different geographic scales should also be treated differently.  When 
looking at a location of interest which spans a large region such as a state or statistical area, data 
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sources that span over counties or cities can be used directly.  If the location of interest is smaller, 
statistical techniques can be used to incorporate data from a larger scale into a region at a smaller 
scale.  For example, count data at the census block aggregation can assigned to individual houses 
using statistical methods accounting for the relevant uncertainties in the de-aggregation process 
(Rosenheim et al. 2018). 
  
3.3 Definition of resilience and sustainability goals 
 
In this section, I introduce normative principles to define community resilience (Section 
3.3.1) and sustainability goals (Section 3.3.2).  I also discuss some common challenges decision 
makers may face when defining these goals and provide some recommendations/solution 
strategies.   
  
3.3.1 Defining resilience goals based on acceptability and tolerability limits 
 
After quantification metrics for well-being have been defined, they can be evaluated 
before, immediately after, and throughout the recovery.  The values of these quantification metrics 
can then be used to define an impact as acceptable, tolerable, or intolerable. 
 An indicator could be in three possible states: acceptable, tolerable, or intolerable (Murphy 
and Gardoni 2008; Gardoni et al. 2018; Tabandeh et al. 2017).  The acceptable threshold specifies 
the minimum level of capabilities that communities should allow over any period of time.  It is a 
“necessary condition of justice for a public political arrangement is that it deliver to citizens a 
certain basic level of capability” (Nussbaum, 2000).  Murphy and Gardoni (2008) argued that a 
lower attainment should be allowed under special conditions such as in the immediate aftermath 
of a natural hazard.  An indicator is in the tolerable state when it falls below the acceptable 
threshold but a) is above the even lower tolerable threshold and b) recovers in a sufficiently short 
time (Murphy and Gardoni 2008, Gardoni and Murphy 2018, Tabandeh et al. 2017).  To know if 
an indicator has reached the acceptable threshold in a sufficiently short time, the recovery must be 
modeled.  For example, it may be tolerable to live without access to clean water piped into a 
permanent residence for a few days following an earthquake (Guidotti et al. 2018) but not if the 
lack of potable water is prolonged, where water is critical for meeting physiological needs.  To 
determine if the situation is tolerable or not, it is necessary to model the recovery of the water 
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network.  Defining the time threshold for tolerability can be left up to decision makers and the 
general public that is affected.  Practically, these definitions may change across different 
communities and governments as a function of environment, social norms, and political systems.  
The definition of “sufficiently short time” can be viewed as a community resilience goal. 
 The United States National Research Council (2012) defines resilience as “[t]he ability to 
prepare and plan for, absorb, recover from, or more successfully adapt to actual or potential adverse 
events”.  In terms of the CA, resilience is concerned with how quickly the indicators can return to 
their pre-hazard condition or better.  Resilience goals can be expressed in terms of what constitutes 
a sufficiently fast recovery of the capabilities/indicators.  For example, a possible resilience goal 
is to have the entire community in an acceptable state in 1.5 years following an earthquake of a 
given magnitude.  To meet this goal, the aggregate measure (discussed in Section 1.2.1) should be 
in the acceptable state for all households in the region of interest. 
 The spatial distribution of the quantification metrics can be useful for decision makers to 
see which areas of a community are likely to recover more quickly and which ones are more likely 
to recovery more slowly.  Decision makers can then decide if the current predictions of recovery 
time matches the resilience goals.   
 
3.3.2 Defining sustainability goals based on acceptability, tolerability and distribution limits 
 
Gardoni and Murphy (2008, 2018) highlight three generally recognized normative 
considerations related to sustainability: (a) environmental justice; (b) global (or distributive) 
justice; and (c) intergenerational justice.  Sustainability goals can be created to address these 
considerations (Gardoni and Murphy 2018).  As with resilience, modeling recovery is an integral 
part also of sustainability in the context of risk analysis because of the possible exacerbation of 
inequalities that can arise during recovery. 
 Environmental justice is noteworthy not only for the environment itself, but recognizes the 
fact that a healthy environment is linked to the well-being of individuals.  For example, air 
pollution is not only harmful to the environment per se, but for the individuals living in the polluted 
region.  In a CA, capabilities/indicators can be selected to capture the role of natural ecosystems 
on the well-being of individuals (Gardoni and Murphy 2018).  Sustainability goals concerning 
environmental justice can then be created by 1) defining acceptability and tolerability limits of 
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these environmental capabilities/indicators, and/or 2) putting time thresholds on the recovery of 
environmental regressors or the dependent capabilities/indicators. 
 Global justice and intergenerational justice link sustainability with social justice which 
deals with inequalities across distributions in the economic, political, and social domains (Gardoni 
and Murphy 2018).  Global justice is concerned with inequality in distributions across groups of 
individuals or communities, while intergenerational justice is concerned with inequality across 
different generations of people.  For the social justice portion of sustainability, the distribution of 
capabilities should be examined.  Sustainability goals for distributive and intergenerational justice 
can then be created to prevent unfair distributions of impacts and of recovery opportunities across 
communities and generations.  These goals can be specified in terms of ranges of permissible 
inequalities (or inequality thresholds) across the distributions of capabilities/indicators in space 
and time.  For example, it is expected that there will be some level of exacerbation of preexisting 
inequalities in the metrics in the aftermath of a natural hazard (Peacock and Girard 1997).  If the 
exacerbation is significant, such exacerbation might be permissible if it is temporary and reversed 
in a sufficiently short time (Gardoni and Murphy 2018).   
  
3.4 Example considering a real community 
 
To illustrate some of the concepts discussed in this chapter, I consider the city of Seaside, 
Oregon subjected to a hypothetical seismic hazard.  Seaside is a coastal community with a 
population that fluctuates between 6,000 and 14,000 people depending on the time of year.  Based 
on counts from the 2010 Decennial Census, 6,440 inhabitants are assigned to various buildings 
throughout the city (Guidotti et al. 2018).  The seismic hazard has magnitude   and an epicenter 
located 25 km southwest of the city.  Ground Motion Prediction Equations (Boore and Atkinson, 
2008) are used to generate maps of the ground motion intensity measures over the relevant study 
region. 
   In this example, two quantification metrics are selected to illustrate the use of the CA.  
First, the quantification metric of having access to a permanent residence is used to assess the 
capability of “Being Sheltered” in the immediate aftermath of the seismic event.  This metric is 
used to illustrate the prediction of the values of a metric.  In this case the metric is a function of 
the predicted structural damage of residential buildings and the predicted probability of people 
dislocation.  Then, the indicator of having access to a hospital is used to assess the capability of 
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“Maintaining Health” through the recovery of the transportation network.  This quantification 
metric is used to show how a resilience goal can be used in risk evaluation. 
 
3.4.1 Being Sheltered 
 
For this capability, the selected quantification metric is having access to a permanent 
residence.  For a given intensity measure at the site of a residential building, fragility curves 
(Gardoni et al. 2002, Gardoni 2017) are used to find the probability that the building is in one of 
four different damage states (FEMA 2015).  The mean damage is then calculated following Bai et 
al. (2009).  Figure 3.1 shows the mean damage for each residential building in Seaside. The 
definitions of insignificant, moderate, heavy and complete used in Figure 3.1 are according to Bai 
et al. (2009).   
 
 
Figure 3.1 Mean damage to buildings in Seaside, Oregon due to a hypothetical seismic hazard 
calculated using Bai et al., 2009. 
After the damage to the buildings is estimated, it is necessary to predict if people can 
dislocate from their original residence.  Dislocation of a household is a function of the probability 
mass function of the structural damage of the building of residence and socio-economic factors 
including race.  The probability of dislocation of a household is estimated using a logistic model 
(Lin 2009).  Figure 3.2 shows the predicted probabilities of population dislocation. 
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Figure 3.2. Probability of household dislocation in Seaside calculated using Lin 2009. 
 The structural damage and the ability of people to dislocate are then used to define the 
indicator for the capability of being sheltered.  Higher values of the indicator represent the ability 
of an individual to stay at his/her permanent residence (this correspond to not having significant 
structural damage), if there is significant structural damage the indicator assumes a lower value if 
the individual is able to dislocate to a temporary residence, and an even lower value if the 
individual is not able to dislocate to a temporary residence (the information on the ability of an 
individual to dislocate comes from the dislocation model.)  Figure 3.3 shows the probability that 
people have access to a permanent residence. 
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Figure 3.3. Probability that a household has access to a permanent residence.   
 
3.4.2 Having Access to Medical Services  
 
The second capability considered in this example is “Maintaining Health”.  For this 
capability, the selected indicator is having access to a hospital.  We monitor the access to a hospital 
of individuals over time as well as the inequalities in the access.  Seaside has one hospital located 
inside the city that is assumed to be the primary hospital for residents.  An additional hospital 
located about 15 miles north of Seaside is also considered despite being outside the city boundaries.  
Within Seaside, all the local roads are modeled, while, outside of Seaside we only consider the 
major roads.  I assume residents would only use major roads to go to the north hospital.  Modeling 
only the major roads outside of Seaside greatly reduces the computational time, however, modeling 
all roads would be methodologically the same thing.  The bridges along the roads are assumed to 
be the vulnerable elements in the transportation network to a seismic hazard.  Information about 
the bridges is found from the National Bridge Inventory (NBI), which is maintained and updated 
by the U.S Department of Transportation (https://www.fhwa.dot.gov/bridge/nbi/ascii.cfm).  
Geographic information for each bridge is available as well as important bridge characteristics 
including geometry, year built, construction material, and maintenance responsibility.  Information 
on the roads are obtained from the Census Bureau (https://www.census.gov/geo/maps-
data/data/tiger.html).  Figure 3.4 shows the considered transportation network and the location of 
the two hospitals. 
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Figure 3.4. Seaside transportation network for the hospitals.   
 To determine if the residents have access to a hospital, I conduct a connectivity analysis of 
the transportation network.  For this example, I assume that the hospitals are still functional 
following the example earthquake.  A transportation network can be represented using nodes 
(points of interest, i.e. origins and destinations) and edges based on the basics of graph theory (Liu 
and Frangopol 2005, Ruohonen 2013, Guidotti et al. 2018).  In this example, the residential 
buildings and the two hospitals are the considered nodes, and the roads are the edges.  Bridges are 
modeled as potential barriers along the edges.  If a bridge is damaged, it can disconnect the 
corresponding edge and potentially interrupt the connectivity between nodes.  When a bridge is 
repaired (either temporarily or permanently), and the barrier is removed. 
 I assess the vulnerability of the bridges using fragility functions (Gardoni 2017).  
Specifically, we use physics-based fragilities from Gardoni et al. (2002, 2003) for the reinforced 
concrete bridges.  Using the NBI data, bridges are separated by year built (pre- and post-1990) to 
determine if they were seismically designed or not.  Within Seaside, the blueprints of each specific 
bridge are used to find the design variables such as span length, concrete strength and deck width 
needed in the physics-based fragilities.  For missing data such as reinforcement ratio, we use 
typical bridge design parameters from the Oregon Department of Transportation (ODOT) 
((http://www.oregon.gov/ODOT/Bridge/Pages/Bridge-Design-Manual.aspx) for pre- and post- 
1990.  For bridges outside of Seaside, typical design parameters from ODOT are used.  We find 
the fragility functions for the complete damage state using the probabilistic capacity models in 
Gardoni et al. (2002).  To find the fragility functions for slight, moderate, and heavy damage states, 
we considered the drift capacity of 1, 2 and 4% respectively following Simon et al. (2010).  For 
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the steel, wood, and pre-stressed concrete bridges, we use empirical fragility functions from 
HAZUS-MH (FEMA 2015). 
 Immediately following the seismic hazard, the population that needs access to the hospital 
are those that are injured.  To estimate the population at risk of injury, we use the procedure in 
HAZUS-MH (FEMA 2015).  Casualties are grouped into four levels of severity.  Severity 1 is for 
injuries that require basic medical aid such as bandages or observations (no hospitalization 
necessary); Severity 2 is for injuries that involve medical technology such as x-rays or surgery (but 
are not life-threatening); Severity 3 includes injuries that are life-threatening; and Severity 4 is for 
instantaneous mortality.  Severities 2 and 3 include the severe injuries that need access to a 
hospital.   I estimate the probability that a casualty is of Severity 2 and Severity 3 given the set of 
demand variables   (i.e., hazard intensity measure) 2 3( | )P S S∪ s : 
 
( ) ( ) ( )2 3 2 3P S S P S P S∪ = +s s s                  (3.1)  
 
 The above equation is for the probability that there is a severe injury in a building given s
; 2( | )P S s  and 3( | )P S s  are the probabilities of having at least one individual having an injury of 
Severity 2 and Severity 3 respectively given s . The damage states are insignificant, moderate, 
heavy and complete already discussed in Section 3.4.1.  Following the procedure in HAZUS-MH, 
we further divide the complete damage state into collapse and no collapse, which gives a total of 
five damage states.  The total probability rule is then used to obtain the probability that at least one 
individual experiences an injury of Severity m   given s : 
 
( ) ( ) ( )
5
1
m m n n
n
P S P S DS P DS
=
= ×∑s s                (3.2)   
 
 In equation 3.2, ( | )mP S s  is the probability that at least one individual experiences an 
injury of severity m given s ;  ( )m nP S DS  is the probability of the thm  severity level given the 
thn  damage state for the building obtained from HAZUS-MH (FEMA 2015); ( | )nP DS s  is the 
probability of being in each damage state obtained from the differences between the fragility 
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Immediately following the earthquake, I conducted a connectivity analysis with the 
households that are at risk modeled as origins and the two hospitals modeled as destinations.  
Figure 3.5 shows the accessibility to a hospital for households at risk for injury (Figure 3.5a shows 
the locations of the closed bridges and Figure 3.5b shows the locations of the households.)   
 
 
Figure 3.5. Accessibility to a hospital for households at risk for injury with 3.5a) the locations of 
closed bridges and 3.5b) the locations of the households with or without access to a hospital.  
 After the immediate impact, the analysis moves into the recovery of the transportation 
network.  As the individual bridges recover, the connectivity between nodes also restores.  I can 
use the total probability rule to find the expected recovery time t  given  s  (Equation 3.3) where 





[ ] |i i
i
E t E t DS P DS
=
=  × ∑s s            (3.3)  
 
[ | ]iE t DS  is the expected recovery time given the damage state obtained from HAZUS-
MH (FEMA 2015); and ( | )iP DS s  is the probability of being in each damage state obtained from 
the fragility functions.  For edge, ke  the recovery time is defined as the maximum recovery time 
for the bridges on it.  In this example, I use the ownership of the bridges to determine the allocation 
of resources (available construction crews.)  It is assumed that more federal bridges can be fixed 
simultaneously than city bridges.   
 According to the assumed recovery plan, the northern route is fixed first (through a 
combination of temporary and permanent bridge repairs.)  By Day 90, this open route gives some 
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residents of Seaside access to the northern hospital.  However, the bridges inside Seaside are still 
damaged at this time so the residents on the west portion of town still do not have access to a 
hospital (Figure 3.6a shows the locations of the open/closed bridges and Figure 3.6b shows the 
locations of the buildings.)  It is assumed that the bridges within Seaside cannot be fixed until after 
the northern route is open since some resources (construction materials and workers) might come 
from outside of the city boundaries (the southern route experiences mode damage and so it is 
expected to recovery after the northern route.)  By Day 120, I expect that two bridges within 
Seaside will be repaired giving close to complete access to a hospital to the residents of Seaside 
(Figure 3.7a shows the locations of the open/closed bridges and Figure 3.7b shows the locations 
of the buildings.).  By Day 370, Seaside’s southern bridge is expected to re-open giving complete 
access to the hospital to all residents.  Therefore, the complete recovery time for the indicator 
“Having Access to a Hospital” that represents the capability of “Maintaining Health” is 370 days.  
Figure 3.6b shows that different parts of Seaside regain access at different times.  These results 
can be used to evaluate the consideration of global justice.  Additional quantification metrics for 
global justice are discussed in Chapter 4.  The results displayed in this chapter give a visual 
representation of global justice but do not provide a probabilistic quantification metric.  Such a 
metric is found in Chapter 4.  However, the visual representation can be especially helpful for 
matters of risk communication and management.  
 
 
Figure 3.6. Hospital access day 90 with 3.6a) showing the locations of the open and closed 
bridges and 3.6b) showing the full population’s hospital access.  
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Figure 3.7. Hospital access day 120 with 3.7a) displaying the locations of open and closed 




Natural hazards often exacerbate social inequalities that exist in communities before the 
hazard occurs.  To mitigate these effects, decision makers create community resilience goals and 
use quantification metrics to describe societal well-being.  This chapter reviewed a capability 
approach for well-being assessment after a natural hazard.  The approach is general and can be 
applied to a multitude of locations and hazards.  The CA provides a rational framework for 
quantifying the impact of a natural hazard by examining the natural hazard’s impact on the genuine 
opportunities of individuals.  These opportunities are known as capabilities.  The indicators chosen 
(to quantify the capabilities) can be probabilistic and properly account for the inherent 
uncertainties.  Models are presented which can predict the values of the indicators as a function of 
regressors.  The indicators can also combine regressors from the built environment with social 
vulnerability to accurately estimate the unequal consequences that natural hazards inflict on 
communities.  Regressors which come from the built environment should represent the 
functionality of relevant infrastructure systems while regressors which come from social 
vulnerability should be theoretically justified or be supported by empirical evidence.  Within the 
CA framework, this chapter presented community resilience and sustainability goals that can be 
useful for decision makers.  Resilience goals are concerned with the rapidity of recovery while 
sustainability goals are concerned with equity in recover with respect to the environment and 
individuals.  To illustrate, the chapter presented two quantification metrics for a real community.  
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This example is for two consequences and an earthquake of given magnitude and location.  The 
process could be repeated for multiple earthquakes of different magnitudes and/or locations.  To 
fully examine the risk of an earthquake (which can have varying degrees of magnitude and 
location), there are two possible approaches.  The first is to do a fully coupled analysis where we 
use the probability distribution functions of both the location and magnitude.  Then, the total 
probability rule can be used to find the mean impact by integrating over all the possible values.  
Second, I could examine the worst-case scenario and use that for mitigation and policy decisions.   
Since both methods are well documented in literature, the focus is on defining consequences for a 











CHAPTER 4: PREDICTING COMMUNITY CONSEQUENCES 
4.1 Introduction 
 
The frameworks presented in Chapters 2 and 3 focus on how to implement a CA for the 
societal consequences of natural hazards.  Additionally, the frameworks discuss how to construct 
community consequences in the context of resilience and sustainability.  This section will use the 
example of the failure of a transportation network to illustrate some of these concepts.  This chapter 
serves as an example of how infrastructure is directly related to capabilities and illustrates how to 
integrate state-of-the-art infrastructure models into probabilistic models of community 
consequences. 
Infrastructure can be critical to the vitality of communities.  Physical damage to 
infrastructure can lead to far-reaching societal consequences both in the immediate aftermath and 
throughout the recovery (Gardoni and Murphy 2014).  Additionally, these consequences are 
generally not evenly distributed throughout the impacted area.  Some individuals might experience 
disproportionate impacts and slower recoveries.  For example, transportation infrastructure is 
needed to connect people to each other and places of interest such as hospitals, schools, and 
workplaces.  A natural hazard may lead to the impairment or failure of such infrastructure resulting 
in an inability of people to reach a desired location.  The extent of disconnection will vary between 
individuals.  As a result, we need quantification metrics to assess the impact on communities.  
Moreover, the distribution of impacts across communities is of interest. 
 The main function of transportation infrastructure is to support accessibility in modern 
society.  Accessibility research has highlighted the importance of linking social justice to 
accessibility measures (e.g., Achuthan et al., 2010, Scott and Horner 2008, Geurs et al., 2012).  
This research focuses on rationalizing, identifying, and quantifying the distributional inequality in 
accessibility across groups as a result of transportation infrastructure.  Focus is given to identifying 
groups which may be socially excluded or have poor accessibility when compared to other groups.  
For example, Golub et al. 2019 find that lower income communities cannot access smart mobility 
systems which have been portrayed as low-cost transportation alternatives.  Natural hazards can 
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exacerbate existing distributional inequalities or introduce new areas of social exclusion due to a 
failure or impairment of transportation infrastructure. 
 The vulnerability of transportation infrastructure to natural hazards is well documented.  
As a result, much research has been done on estimating the direct impact of natural hazards on 
transportation infrastructure components and systems.  Fragility functions are often used to 
estimate the vulnerability of infrastructure components such as bridges (e.g., Gardoni et al. 2003, 
Padgett and Desroches 2008).  The estimated damage to individual transportation components then 
needs to be used to estimate the damage to transportation systems (Dalziell and Nicholson 2001). 
To estimate the vulnerability of transportation systems to natural hazards, researchers have 
proposed reliability analyses to estimate the probability that the system performs within predefined 
standards (e.g., Song and Ok 2010).  The functionality of the system can then be quantified through 
connectivity metrics.  These metrics are defined by mathematically modeling the transportation 
infrastructure as a graph (Latora and Marchiori 2001, Guidotti et al. 2017).  In addition to 
estimating the direct damage to transportation infrastructure, it is necessary to estimate the 
recovery time of transportation components and systems.  Empirical recovery models of 
infrastructure components have been developed based on past data (e.g., HAZUS) along with 
physics-based recovery models which estimate the recovery time based on repair activities 
(Sharma et al. 2018).   
 Although the impact of natural hazards on transportation infrastructure has been well 
studied, less work has been done on the broad societal impacts of the failure and/or impairment of 
infrastructure on society.    Generally, the societal consequences of hazards go beyond the physical 
infrastructure.  Many studies have documented the far-reaching effects of hazards such as negative 
mental health outcomes, missed school, and dislocation (Stallen et al. 1998, Peck 2008, GCR and 
Associates, 2007). However, these studies are often qualitative and done on a case study basis 
making it difficult to combine with a regional risk analysis.  Additionally, they lack a theoretical 
approach and justification for examining multiple consequences or impacts.  Moreover, they do 
not provide any guidance on risk evaluation. 
 To address these limitations, Murphy and Gardoni (2006) introduced a capability approach 
(CA) for risk analysis where the societal impact of a hazard is measured through changes in 
individuals’ capabilities.  In a CA, capabilities are the genuine opportunities that individuals have 
to do or become something of value.  Such opportunities are functions of what individuals have 
(e.g., personal resources) and what they can do with what they have given the structure of legal, 
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economic and social institutions as well as the characteristics of the natural and built environments 
(defined by the state of the physical infrastructure.)  Quantification metrics, known as indicators, 
are chosen as proxies for capabilities (Raworth and Stewart 2005, Boakye et al., 2018).  For a 
regional risk analysis, these indicators must be probabilistic to account for the relevant 
uncertainties (e.g., damage state of infrastructure) and vary spatially to account for the distribution 
of consequences across a community.  The practical implementation of a CA to risk analysis 
requires defining the changing role of infrastructure in the immediate aftermath and recovery 
stages, properly defining infrastructure and community characteristics, and selecting capabilities 
and their corresponding indicators. 
 This chapter uses a capability approach to define and quantify the role of transportation 
infrastructure on the state of well-being of individuals in the immediate aftermath of a natural 
hazard and during the recovery process.  I select capabilities which will be affected by the failure 
and/or impairment of transportation infrastructure during a natural hazard.  The selected 
capabilities are a subset of the capabilities defined in Chapter 1. I define new indicators for each 
of the selected capabilities based on connectivity metrics.  Moreover, I define new quantification 
metrics for each of the selected capabilities to examine social justice (particularly global or 
distributive justice) after a natural hazard. 
 The chapter is divided into five sections.  Following this introduction, Section 4.2 presents 
the role of transportation infrastructure on well-being and social justice, Section 4.3 presents a CA 
framework for assessing well-being and distributive justice following a natural hazard, Section 4.4 
illustrates the framework through a case study, and Section 4.5 concludes the paper. 
 
4.2 The role of transportation infrastructure on well-being and social justice 
 
Transportation infrastructure are integral for community well-being and social justice.  
Sections 4.2.1 and 4.2.2 define the role of transportation infrastructure on the day-to-day activities 
of a society and the activities during or following hazards.  Section 4.2.3 describes the role of 
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4.2.1 The role of transportation infrastructure on the day-today activities of society  
 
Transportation infrastructures provide a service to society by enabling the flow of people 
and goods.  As a result, the accessibility provided by the transportation infrastructure supports the 
societal well-being and economic growth (Guers et al. 2012, Adey et al. 2012, and Sharif et al. 
2019).  Current literature generally focuses on the importance of accessibility on specific sectors 
and the importance of accessibility is typically assumed based on empirical evidence.  There is a 
need for a holistic assessment of the importance of transportation infrastructure providing a 
theoretical justification for its importance. 
 To form a holistic view of transportation in society, I propose a CA to assess and justify 
the important services that transportation provides.  The CA offers a conception of some of the 
constitutive components of well-being and was developed by Amartya Sen (1989, 1992, 1993, 
1999a, 1999b) and Martha Nussbaum (2000a, 2000b, 2001) in the context of development 
economics and policy.  The CA has two main definitions: functionings and capabilities.  
Functionings are the things that people can do and be that are of some inherent value.  Capabilities 
are the set of functionings that individuals can choose to achieve given their resources (e.g., social 
or political standing.)  A central list of capabilities can be found in Nussbaum (2003).  Using this 
approach, we argue that the importance of transportation infrastructure can be assessed in terms of 
capabilities.  Therefore, transportation infrastructure supports modern society by allowing people 
to have genuine opportunities such as “Being Mobile” or “Being Educated”.  Transportation 
infrastructure supports these genuine opportunities by providing individuals with service (or 
access) to places of interest such as school or work and facilitates mobility.  The importance of 
these services is justified by their relation to capabilities. 
 I then break transportation service into two parts: capacity and demand.  Capacity is a 
function of the state of infrastructure which includes the available modes of transportation and the 
quality of the existing transportation infrastructure.  During regular operation, the capacity will 
change as a function of the aging and deterioration of infrastructure components.  Iannacone and 
Gardoni (2019) present models to estimate this change in capacity over the life cycle of 
infrastructure components. The demand on the transportation infrastructure fluctuates as a result 
of community characteristics.  For example, roads experience higher vehicle traffic demands 
during morning and evening hours when people are traveling to and from work.  These demand 
fluctuations are denoted as chronic (Sharma et al. 2020).  Chronic demand fluctuations occur 
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regularly and can be incorporated into prediction models for the functionality of transportation 
infrastructure during regular operations.  For example, Antoniou et al. (2006) present a state-space 
formulation to predict traffic demand at multiple time steps.  Negative outcomes such as 
congestion or increased emissions can occur when the capacity of transportation infrastructure 
cannot support the demand (Barth and Boriboonsomsin 2008).  
 
4.2.2 The role of transportation infrastructure on the activities following natural hazards 
 
Damage to transportation infrastructure components and systems following a natural 
hazard may disrupt the flow of goods and services.  We argue services which support individuals’ 
capabilities should be prioritized after a natural hazard.  The definition of services is a function of 
the time following the hazard.  In the case of shorter time frames, the required services may be 
focused on life safety activities.  Transportation infrastructure are expected to support the same 
services which are required during day-to-day activities when looking over longer time frames. 
 Natural hazards are broken up into four stages: mitigation, preparedness, response (or 
immediate impact), and recovery (Haas et al. 1977, Schwab et al. 1998).  Since the mitigation and 
preparedness stages occur prior to a hazard, our focus will be on the response and recovery stages.  
The immediate aftermath or response phase is when the community is focused on losses in 
property, lives, and/or injuries. During this period, normal activities are often suspended.  During 
the recovery phase, the community is focused on returning to normal activities.  Generally, the 
response period is short, while recovery can be long-term.  In the case of Hurricane Katrina, only 
60% of the population had returned to New Orleans two years later (GCR and Associates, 2007) 
demonstrating the possible longevity of the recovery stage. 
 The required services of transportation infrastructure are different in the immediate 
aftermath and recovery phases.  In the immediate aftermath of a hazard, transportation 
infrastructure is needed to connect residents to emergency services such as hospitals and housing 
shelters.  Governments have recognized the importance of shelters and hospitals following 
hazards.  For example, hospitals in California are designed to be functional following a seismic 
hazard (Alesch and Petak 2004).  Moreover, coastal communities such as Seaside, Oregon have 
recognized the need to have shelters or assembly points for people following a natural hazard 
(Guidotti et al. 2019).  Although ensuring the structural integrity of emergency infrastructure is 
important, the failure of transportation infrastructure can lead to disconnection, blocking residents 
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from the required services.  Therefore, transportation infrastructure must be able to connect injured 
and displaced residents to hospitals and shelters, respectively.  The importance of this service is 
reflected in the capabilities of Maintaining Health and Being Sheltered. During the recovery phase, 
the focus shifts from life safety to a return to normal activities.  Transportation infrastructure is 
then needed to connect workers to their respective workplaces, children to school, and community 
members to each other.  The importance of this service is reflected in the capabilities of Earning 
Income, Being Educated, and Being Mobile. 
   As with regular operation, I further break down transportation service into capacity and 
demand.  During a natural hazard, transportation infrastructure can be vulnerable to physical 
damage (Chang and Nojima 2001). As a result, much research has been devoted to estimating the 
damage to critical transportation infrastructure such as bridges (e.g., Gardoni et al. 2002, 2003) 
following a natural hazard.  This damage can be viewed as a reduction in the capacity.  Following 
the direct damage to infrastructure, physics-based recovery models can be used to approximate the 
time it takes for infrastructure components and systems to recover back to the original capacity 
(Sharma et al. 2018, Nocera et al. 2018).  The demand changes as a function of the hazard phase.  
In the immediate aftermath, regular operations are suspended, and the demand fluctuates as a 
function of community characteristics and the state of critical infrastructure such as buildings.  For 
example, damage to residential buildings can lead to a population of injured or displaced residents 
who need to reach a hospital or shelter, respectively.  I define this demand change as episodic 
(Sharma et al. 2020) since it only occurs as a function of the hazard.  During the recovery, the 
chronic demand returns as defined in Section 4.2.1.   
 
4.2.3 The role of transportation infrastructure on social justice 
 
Social justice is concerned with distributional fairness in economic, political, and social 
domains.  This distributional inequality is a sustainability concern (Gardoni and Murphy 2008).  
Sustainability can be described as the ability of system to maintain or enhance a certain level of 
functionality or attainment.  There are three widely recognized dimensions of sustainability: 
environmental justice, intergenerational justice, and distributive justice (Gardoni and Murphy 
2018).  Environmental justice captures the assumption that the state of the environment is 
important both directly and indirectly to the state of well-being.  Intergenerational justice is 
concerned with equities in distributions across time while distributive (or global) justice is 
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concerned with equities in distributions across space.  Intergenerational and distributive justice 
then link sustainability to social justice. 
 Transportation infrastructure can be used to improve social justice by promoting 
accessibility.  Functional transportation infrastructure allows individuals to connect to places of 
interest that they may not have access to otherwise.  Furthermore, the absence of functional 
transportation infrastructure could increase inequality and hinder social justice efforts.  For 
example, Wellman (2014) argues that current transportation policies have favored automobile 
users while neglecting other groups such as the poor and urban minorities.  He goes on to argue 
that these groups are therefore denied access to “quality of life indicators” such as employment, 
education, and social outlets.  It is important to note that these indicators can also be expressed 
through the capabilities of Earning income, Being Educated, and Being Mobile if using a CA.  
Transportation policies which enhance capabilities for all individuals and groups can promote 
equality and social justice. 
 Social justice is especially salient following a natural hazard. Gardoni and Murphy (2008) 
note that a method of examining distributive justice after a hazard is through disaggregating the 
population to determine the differential impacts among community groups.   We build on that 
concept by also recognizing that some community groups may experience different impacts.  For 
example, it is children that may suffer from missed school and workers that may lose the 
opportunity to earn income.  Additionally, a recovery that is only aimed at restoring pre-disaster 
conditions will reproduce the existing vulnerabilities (e.g., Bahadur and Tanner 2014, Béné et al., 
2012; Leach 2008, Gardoni and Murphy 2008).  Instead, recovery efforts should rebuild to better 
standards and plan for the well-being of future generations.  This action promotes both distributive 
justice (by improving the spatial equality of the current generation) and intergenerational justice 
(by addressing the needs of future generations).  The time following a hazardous event has been 
recognized as an opportunity to improve the conditions of residents within a community.  For 
example, Olshansky (2006) argued that the time after Hurricane Katrina was an opportunity to 
facilitate design strategies that improved the quality of residents’ lives.    
  
4.3 A CA for the disruption of transportation infrastructure due to natural hazards  
 
This section presents a capability approach to conceptualize and quantify the failure of 
transportation infrastructure due to a hazardous event.  The section is divided into three parts.  
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Section 4.3.1 presents the selection of capabilities that will be quantified in this paper.   Capabilities 
are defined for both the immediate impact and recovery stages to represent the changing role of 
transportation infrastructure.  Since capabilities are not directly quantifiable, indicators for those 
capabilities are defined in Section 4.3.2.  These indicators are defined as a function of the 
infrastructure and societal characteristics.   Finally, Section 4.3.3 defines indicators which can be 
used to study the spatial inequality (i.e., distributive justice) in the societal consequences. 
 
4.3.1 Selection of capabilities  
 
The first step for the implementation of a CA is to select the relevant capabilities.  For this 
application, I select the capabilities that can be impacted by the failure of a transportation system 
following a natural hazard.  The selected capabilities are displayed in Table 4.1 and are split into 
immediate impact and recovery to account for the changing role of transportation infrastructure in 
these two time periods.  In the immediate impact, the role of transportation infrastructure is to 
facilitate life safety while during the recovery stages, the focus shifts back to regular movement 
between people and places of interest. In the immediate aftermath of a natural hazard, there is a 
need to transport injured people to hospitals (captured through the capability of Maintaining 
Health) and a need to transport people who must dislocate from their permanent homes to 
temporary shelters (captured through the capability of Being Sheltered).  During the recovery, 
transportation infrastructure must connect members of their community to places of interest such 
as school and work as well as connect members of the community to each other.  This is captured 
in the capabilities of Being Educated, Earning Income, and Being Mobile, respectively.   
 
Table 4.1. Selected capabilities and corresponding time period 
Capability  Time Period 
Being Sheltered Immediate aftermath 
Maintaining Health Immediate aftermath 
Being Mobile Recovery 
Being Educated Recovery 
Earning Income Recovery 
  
This selection of capabilities is not exhaustive; however, they are chosen to highlight two 
important concepts.  An exhaustive list of capabilities to consider following natural events can be 
found in Chapter 1. First, there is a difference between the role of the transportation network in 
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the immediate aftermath and recovery stages.  In the immediate aftermath, where the focus is on 
life safety, only residents at risk of injury or without access to a shelter require access to the 
transportation network.  This is observed through a reduced demand as discussed in Section 4.2.2. 
In the recovery stages, the demand should return to the pre-hazard condition because the focus has 
shifted from life safety.  Second, for each capability, different subgroups of the population are 
analyzed. The subgroups are displayed in Table 4.2 below. For the capabilities of Being Sheltered 
and Maintaining Health, I analyze residents who must dislocate due to structural damage to their 
permanent homes and residents who may need hospitalization following injury, respectively.  For 
the capability of Being Mobile, all residents are considered in the analysis.  Finally, for Being 
Educated and Earning Income, children and workers respectively are chosen. 
 
Table 4.2. Selected subgroups for each capability 
Capability  Subgroup 
Being Sheltered Residents who must dislocate 
Maintaining Health Residents who need hospitalization following injury  
Being Mobile All residents 
Being Educated Children 
Earning Income Workers 
   
 Creating the subgroups requires disaggregating communities.  For the study of hazards (as 
opposed to case studies of past events), this data must often be created.  Creating disaggregated 
population data for transportation infrastructure has been well studied in literature and is formally 
known as synthetic population generation.   The standard approach, developed by Beckman et al. 
(1996), uses aggregate data from a source covering the whole population and separated data from 
a sample to create a disaggregated data set for the population of interest.  Typically, the aggregate 
data is from the census while the sample data is drawn from a survey.  Count data (generally used 
at the aggregate) is available at the resolution of a Census Block.  A Census Block is the smallest 
level of geography for which the census supplies demographic data (such as age, race, and sex) 
and is updated every ten years through the Decennial Census.   More recent work has developed 
methods for creating disaggregate population data in the absence of a sample (e.g., Barthelemy 
and Toint 2013) since it may be impossible to find a representative sample for a population of 
interest.  In addition to disaggregating the census data, the population must then be matched to 
housing units.  Roseinheim et al. (2019) proposed an efficient algorithm to probabilistically 
generate household data accounting for specific household characteristics such as renting or 
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owning and vacancy status.  These characteristics can then be matched to specific buildings which 
may be damaged following a hazard event.  My methodology builds on the method proposed by 
Rosenheim et al. (2019) by generating high resolution spatial data on the locations of children and 
workers within a community. To find the locations of children, it is important to ensure that they 
are in a household with at least one adult.  My methodology accomplishes this by first placing all 
the adults within a community and then placing children in a separate iteration in the households 
which have at least one adult present.  Workers are placed into households and labeled with 
specific work sectors (and corresponding workplaces.)  
 The United States Census Bureau provides detailed demographic and socioeconomic 
information in multiple aggregations such as county, block group, and block with the census block 
being the smallest aggregation available.  The Decennial Census is available every ten years and 
provides detailed count data on the age of the community members on the census block level of 
aggregation.  To properly match each child to their respective school, we split the people under 18 
into groups by age to find the population of children going to daycare, elementary, middle, and 
high school.  The population over 18 can be possible workers within a community.  The census 
bureau provides information on the number of workers and workplaces on the census block level 
of aggregation in the Longitudinal Employer-Household Dynamics Origin-Destination 
Employment Statistics (LODES) datasets.  These datasets are available each year.  The job 
information is further split into different job sectors such as construction, education, or finance.  
The spatial distribution of different job sectors is useful in an analysis on which job sectors may 
be most affected by a hazard event.  If the general focus is on the connectivity of all workers to 
their respective workers, the sectors can be aggregated to find the total number in each block. 
 Following Rosenheim et al. (2019), a naïve Monte Carlo Simulation (MCS) is used to 
disaggregate the census data into individual households.  The procedure is divided into four steps.  
First, the number of occupied and vacant household units within a census block are determined.  
Information on the location of buildings/housing units can be acquired via tax lot data from 
community officials (Roseinhem et al. 2019).  The census then provides information on the number 
of vacancies and occupied units within a census block.  This information can then be merged to 
find the total number of vacancies/occupied units and their locations within the census block.  The 
number of vacant/occupied units within each census block should be constant for each iteration.  
Second, one adult (defined as a person over 18) is randomly assigned to a housing unit until all the 
occupied housing units have one adult.  The locations of vacant housing units within a block may 
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change at each iteration.  Third, the rest of the adults and children are assigned to the occupied 
buildings.  At this step, it is important to keep track of the age groups for the children such that 
they can mapped to their respective schools (i.e., daycare, elementary, middle, and high school.)  
Finally, the LODES data is used to randomly assign work trips to adults within each block.  This 
process can be repeated multiple times to generate a distribution of household characteristics or 
one run can be used to generate a realistic case study system. 
  
4.3.2 Creation of indicators  
 
Capabilities are theoretical quantities and indicators (or quantification metrics) must be 
chosen.  Ideal indicators must be easily measured and incorporate relevant factors from both the 
built and social environments.  The selected capabilities are all functions of the connectivity of the 
transportation network.  Therefore, I propose connectivity metrics of the transportation network as 
indicators. 
Past research has shown that physical infrastructure can be mathematically modeled as a 
network (Guidotti et al. 2017).   Following the concepts of graph theory (e.g., Ruohonen 2013) a 
generic network ( , )G V E= is defined by the set V of n nodes or vertices, 1 2( , ,... )nV v v v=  and the 
set E of m links or edges that connect the nodes, 1 2( , ,... )mE e e e= .  Two nodes, ,i jv v  are connected 
if there is a finite sequence of links and nodes to get from iv  to jv .  To represent the network in 
matrix form, an n n×  adjacency matrix [ ]ija=A  where ija  ( )i j≠  is either 1 if there is a 
connection between nodes iv  and jv , 0 otherwise, and 0iia = .   If all the nodes are connected to 
each other, it known as a connected network.  To facilitate analysis, a transportation network can 
be mathematically modeled as a graphical network with nodes representing quantities of interest 
(such as hospitals, assembly points, schools, workplaces) and links to connect the nodes to each 
other following the road network.  To decrease the computational complexity, nodes may be 
generated along the roads in a transportation system and the household population may be 
allocated to the nearest residential node.  A residential node is defined as any node that does not 
represent a quantity of interest such as a school, hospital, workplace, or bridge.  Unweighted, or 
auxiliary nodes can be used to account for unweighted nodes (i.e. junction). 
After mathematically modeling transportation infrastructure as a network, connectivity 
metrics can be used.  Two well-known connectivity based metrics are the diameter δ  and the 
efficiency η  which are defined as the average length of the shortest path between each pair of 
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nodes in the network and the average of their inverse, respectively (Latora and Marchiori 2001, 
Guidotti et al. 2017).  The efficiency is defined in the case of a disconnected network which may 
be expected due to a failure of nodes vulnerable to seismic damage such as bridges or hospitals.  
Nodal values of the connectivity metrics are used to describe the connectivity of one origin node 
i  to a set of destination nodes j .  Nodal weights can be included by defining an 1n×  row vector 
,[ ]N N jw=W  of weights to represent nodal importance (e.g., population at each node).  Equations 






















i N j ij N j
j jij






= ⋅ = ⋅
− −∑ ∑                   (4.2)  
 
In Equations 4.1 and 4.2 above, ijδ ( , 1,... )i j n=  is the smallest sum of the link weights 
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0 otherwise. Global values of the connectivity metrics can be used to describe the overall network 
connectivity as an average of all the nodal connectivity.  The equations for global diameter and 
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 After a hazardous event, a community’s connectivity to each other and places of interest 
will change as a function of the functionality of transportation infrastructure.  To examine this, I 
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The first new metric  ,t iη is the nodal efficiency of node i  at time t , and 0,iη  is the nodal 
efficiency of node i  before the hazardous event occurs.  The second new metric is  tη  defined in 
Equation 4.6 where tη  is the global efficiency at time t and 0η is the global efficiency before the 
hazardous event occurs.  For the relevant capabilities in the immediate aftermath (i.e., Being 
Sheltered and Maintaining Health),  tη and  ,t iη  are calculated at one time step immediately after 
the hazardous event.  For the relevant capabilities in the recovery stage (i.e., Being Mobile, Being 
Educated, Earning Income),  tη  and  ,t iη  are calculated at multiple time steps to examine the time 
evolution of the metric.  The network can be considered recovered when  0tη ≥ .  Positive values 
of  ,t iη indicate better connectivity for node i  due to rebuilding to a better standard. 
 Origin nodes i  and destination nodes j for each of the relevant capabilities are displayed 
in Table 4.3 in addition to the weights.  The weights represent the relevant subgroup of the 
population for each of the capabilities.  For all the capabilities, the origin nodes i  are the residential 
nodes.  For the capabilities of Being Sheltered and Maintaining Health, the destination nodes j  
are the shelters and hospitals respectively.  For the capability of Being Mobile, the destination 
nodes j  are the residential nodes since this metric is designed to capture the connectivity of 
community residents to each other.  Finally, schools and workplaces are the destination nodes  j  
for the capabilities of Being Educated and Earning Income, respectively. 
 
Table 4.3 Origins, destinations, and weights for selected capabilities 
Capability  Origin (𝑖𝑖) Destination (𝑗𝑗) Weight 
Being Sheltered Residential nodes Shelters Dislocated residents 
Maintaining Health Residential nodes Hospitals Injured residents 
Being Mobile Residential nodes Residential nodes All residents 
Being Educated Residential nodes Schools Children 
Earning Income Residential nodes Workplaces Workers 
 
4.3.3 Creation of indicators for distributive justice 
 
Next, I select indicators to quantify distributive justice for each of the selected capabilities.  
As discussed in Section 3, distributive justice is one of the three main components of sustainability.  
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I propose second order connectivity metrics developed by Guidotti et al. (2017) as metrics for 
distributive justice.  Specifically, the standard deviation of the efficiency, heterogeneity, can be 
used.  High rates of heterogeneity may indicate that some parts of the study area are recovering 
slower than others.  I propose a new connectivity metric,  tζ , defined as the standard deviation of 

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
tζ is defined only after the hazardous event since it is a function of  ,t iη .  The value of  tζ  
immediately following the hazardous event capture the spatial inequality in disaster impacts while 
the time evolution of   tζ captures the spatial inequality over the recovery period.  In some cases, 
a quick recovery may exacerbate spatial inequality leading to an increase in  tζ .  This exacerbation 
may be tolerable given that it is short and reversible.  The definition of what constitutes a “short” 
versus a “long” exacerbation should be left up to decision makers and affected community 
members.  
 
4.4 Illustrative Example 
   
This section presents an illustrative example of the proposed approach.  In this example a 
real community is subjected to a hypothetical seismic hazard.  The use of a real community is 
chosen to demonstrate the applicability of our approach and provide insight on how it can be 
adopted for other case studies and applications.  This section is divided into three sections.  The 
first introduces the case study community, the hypothetical seismic hazard and the relevant 
infrastructure and societal characteristics.  The second presents the results for the capabilities in 
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4.4.1 Definition of case study area, infrastructure, and societal characteristics  
 
To illustrate the proposed approach, I will use the real community of Seaside, Oregon.  
Seaside is a coastal community located near the Cascadia subduction zone vulnerable to seismic 
and tsunami hazard.   Researchers have estimated that the 88% of the city’s buildings could be 
damaged by a strong seismic hazard with economic losses exceeding $1 billion (Wiebe and Cox, 
2014).  In this example, Seaside is subjected to a hypothetical seismic hazard with magnitude 7.0 
located on the Cascadia subduction zone, 25 km southwest of the city.  The hazard is modeled 
using ground motion prediction equations (GMPEs) developed by Boore and Atkinson 2008.  
GMPEs are used to find quantities of interest such as peak ground acceleration or spectral 
acceleration. 
 For this case study, the geographic locations of the roads and bridges are used to model 
transportation infrastructure. Information on the roads are obtained from the Census Bureau 
(https://www.census.gov/geo/maps-data/data/tiger.html). Information about the bridges is found 
from the National Bridge Inventory (NBI), which is maintained and updated by the U.S 
Department of Transportation.  The vulnerability of the transportation network is captured through 
the damage to the bridges.  In this study, the probability of a bridge being in one of four damage 
states (slight, moderate, heavy, or complete) is found using fragility curves.  For the reinforced 
concrete bridges, the fragility curves developed by Gardoni et al. 2002 are used to find probability 
of being in the complete damage state.  To find the fragility functions for slight, moderate, and 
heavy damage states, we considered the drift capacity of 1, 2 and 4% respectively following Simon 
et al. 2010.   Fragility functions found in HAZUS-MH (FEMA 2015) are used for the bridges made 
of other materials (i.e., wood, steel, pre-stressed concrete). The recovery time of the bridges is 
found by applying the physics-based recovery functions developed by Sharma et al. 2018 to the 
bridges of Seaside (Nocera et al. 2018).  The recovery times are defined as a function of the initial 
damage state and structural properties of the bridges.  Figure 4.1 below displays the transportation 
infrastructure of Seaside with particular emphasis on the bridge locations.  Figure 4.2 displays the 
probability of being in each damage state and Table 4.4 displays the bridge recovery times for each 
of the 12 bridges as function of the damage state.  There is no recovery time for slight damage as 
it is assumed that the bridge can still be functional with slight damage. 
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Figure 4.1 Graphical representation of the Seaside transportation system with the bridges. 
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Figure 4.2 Damage state probabilities for the bridges displayed in Figure 4.1. 
 
Table 4.4. Bridge Recovery Times 
Bridge Recovery Time (Days) 
Bridge Number Moderate Heavy Complete 
1 45 85 91 
2 36 62 80 
3 54 107 120 
4 42 77 93 
5 42 77 93 
6 36 62 91 
7 41 74 91 
8 44 83 93 
9 47 89 98 
10 42 77 89 
11 42 77 89 
12 47 89 98 
 
 To properly define the Seaside community characteristics, counts from the 2010 Decennial 
Census are used to allocate 6,675 people into 2,874 households following the framework discussed 
in Section 4.3.2.  The locations of the households are found by combing parcel data from Clatsop 
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country with detailed housing unit data available from the 2010 Decennial Census (Rosenheim et 
al. 2019).  Children under 18 are grouped into four ages to represent the population going to 
daycare, elementary, middle, and high school respectively.  Workplace characteristics are found 
using the 2010 LEHD Origin-Destination Employment Statistics (LODES).  This dataset provides 
information on work and home Census Block locations and is used to find the locations of workers 
and workplaces for the study.  School and hospital locations are found from the Homeland 
Infrastructure Foundation-Level Data open data (https://hifld-geoplatform.opendata.arcgis.com/).  
Since Seaside is vulnerable to earthquake and tsunami hazard, the city has placed assembly points 
at high altitude locations for residents to seek shelter following a hazard.  Maps which display the 
location of these assembly points are available through the city website 
(http://www.cityofseaside.us/emergency-preparedness). 
 
 A mathematical network model of the Seaside transportation system is then defined by 
generating nodes along the roads and other points of interest.  The final network model is 
comprised of 399 nodes and 565 links as displayed in Figure 4.3.  Network nodes represent bridges, 
workplaces, schools, hospitals, assembly points, residential nodes, and auxiliary nodes.  Auxiliary 
nodes have no weight and are used to accurately define the curvature of the roads.  As discussed 
in Section 5.2, the household population is allocated to the nearest residential node.  Unweighted 
or auxiliary nodes are used to define the road network.  The spatial distributions of the total 
population, children, and workers are displayed in Figures 4.4a, 4.4b, and 4.4c respectively. 
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Figure 4.3 Seaside network including auxiliary nodes, workplaces, bridges, assembly points, 
schools, hospitals, residential nodes and roads.  
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4.4.2 Capabilities in the immediate aftermath 
 
As discussed in Section 4.3.1, the two capabilities of interest in the immediate aftermath 
are Maintaining Health and Being Sheltered.  For both of the relevant capabilities, a Monte Carlo 
simulation is conducted with a convergence criterion of 0.02% coefficient of variation on the 
global efficiency at time 0t += .  At each run, the bridges can be in one of the four damage states 
as defined in Section 6.1 and the nodal efficiency is calculated for each of the residential nodes 
with the weights defined in Table 4.3.  The values of  ,t iη  displayed and discussed below are the 
median values from the Monte Carlo simulation.   
The transportation network is expected bring injured residents to a hospital.  This is 
captured in the capability of Maintaining Health.  To estimate the population of injured residents, 
we follow the procedure in HAZUS-MH (FEMA 2015) where casualties are grouped in four levels 
of severity.  Severity 1 is for injuries that require basic medical aid such as bandages or 
observations (no hospitalization necessary); Severity 2 is for injuries that involve medical 
technology such as x-rays or surgery (but are not life-threatening); Severity 3 includes injuries that 
are life-threatening; and Severity 4 is for instantaneous mortality. Severities 2 and 3 include the 
severe injuries that need access to a hospital.  Following the procedure detailed in Boakye et al. 
(2018), the locations of injured residents are deterministically chosen if the probability of a resident 
experiencing a Severity 2 or Severity 3 injury is great that 1%.  Damage to residential buildings is 
assessed using fragility curves found in HAZUS-MH (FEMA 2015).  For this case study, we 
consider the only hospital located in Seaside as the destination node j  to be used in Equation 4.2 
which defines the nodal efficiency.  I can then calculate  ,t iη  at time 0t
+=  denoted as  0,iη .   The 
median value of  0,iη is shown below in Figure 4.5.   
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Figure 4.5 Indicator for Maintaining Health.  
 
 As expected, the southwestern part of Seaside is most impacted based on the location of 
the epicenter and the expected damage to bridges (the southern bridges are very likely to be in a 
heavy or complete damage state).  Also, the residential nodes which are close to the hospital are 
less affected.  This is because the connectivity of these nodes to the hospital is not affected by 
bridge damage.  In general, nodes with high populations are located close to the hospital mitigating 
the hazard effect.  Despite being relatively far from the epicenter, the residents on the northwestern 
part of the city are adversely affected due to bridge damage.  These residents rely on multiple 
bridges to reach the hospital and therefore experience negative effects. 
To characterize the performance of the entire community, we examine the global recovery 
metrics.  As discussed in Section 4.3.2,  0η  and  tζ   can be used to study the impact on the 
community and distributive justice concerns respectively.  For the capability of Maintaining 
Health, boxplots of   0η  and 

0ζ  are displayed in Figures 4.6 and 4.7 respectively.  In each box, the 
red line represents the median value while the bottom and top edges of the box represent the 25th 
and 75th percentiles, respectively.  The whiskers of the plot extend to the most extreme realizations.   
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Figure 4.6. for Maintaining Health .           Figure 4.7.  0ζ for Maintaining Health. 
 
To examine the relationship between  0η  and 

0ζ , the sample correlation matrix 
 
0 0η ζ





7.262 4 4.944 4
4.944 4 4.251 4
E E
E Eη ζ
− − − 
Σ =  − − − 
           (4.8)   
  
In addition to bringing injured residents to the hospital, the transportation network is 
expected to bring residents who must dislocate to and assembly point.  This is captured in the 
capability of Being Sheltered.  For the capability of Being Sheltered, a dislocation model is used 
to find the location of dislocated residents who need to access the assembly points.  The dislocation 
model developed by Lin (2009) is a function of the structural damage and societal characteristics 
and provides the probability that a household will dislocate.  The locations of dislocated residents 
for this case study are determined based on one realization of the dislocation model provided by 
Lin (2009).  We consider 5 possible assembly points as node j  to be used in Equation 4 which 
defines the nodal efficiency.  The median value of   ,t iη  at time 0t
+=  denoted as  0,iη  is calculated 
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Figure 4.8. Indicator for Being Sheltered.   
 
I can note that the southern part of the city is highly impacted due to bridge damage and 
that parts of the city which are far from assembly points experience a disproportionate impact.  As 
opposed to the hospital, which has only one location, multiple assembly points have been placed 
at high altitude throughout the city.  This means that more residents will have access to shelters 
and is measured through the lower values of  ,t iη  displayed in Figure 4.8.  Having multiple assembly 
points around Seaside improves the connectivity and allows for many residents to see no change 
in their nodal efficiency after the hazard.  This is evidenced by many residential nodes having

, 0t iη = .  To characterize the recovery of the entire community, we calculate  0η  using Equation 
4.6 and present the boxplot of the results in Figure 4.9.  To examine the distributive justice, we 
calculate  0ζ  using Equation 4.7 and present the boxplot of the results in Figure 4.10.  For the 
boxplots displayed in Figures 4.9 and 4.10, the red line represents the median value while the 
bottom and top edges of the box represent the 25th and 75th percentiles, respectively.  The whiskers 
of the plot extend to the realizations within 1.5 the interquartile range while the red plus signs 
represent the most extreme realizations. When compared to Maintaining Health, I note that the 
values of  0η and 

0ζ are lower. 
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Figure 4.9.  0η for Being Sheltered.   Figure 4.10. 

0ζ for Being Sheltered. 
 
To examine the relationship between  0η  and

0ζ , the sample correlation matrix,
 
0 0η ζ





3.375 5 2.608 5
2.608 5 3.018 5
E E
E Eη ζ
− − − 
Σ =  − − − 
           (4.9)  
  
4.4.3 Capabilities during the recovery 
 
As discussed in Section 4.3.1, the three capabilities of interest during the recovery are 
Being Mobile, Being Educated, and Earning Income.  At this point, the full population weights are 
used and full recovery is considered to be when the global metrics return back to their original 
values.  For all of the relevant capabilities, a Monte Carlo simulation is conducted with a 
convergence criterion of 0.02% coefficient of variation for the global efficiency at time 0t += .  At 
each run, the bridges can be in one of the four damage states as defined in Section 4.4.1 and iη is 
calculated for each of the residential nodes with the weights defined in Table 4.3.  In addition to 
knowing the recovery times of each individual bridge, some recovery strategy must be used to 
determine what order the bridges should be repaired in for each simulation.  I assume that only 
one bridge can be repaired at a time.  In this case study, I chose to repair the bridge which optimizes 
the global efficiency.   This corresponds to repairing the bridge which can reconnect the most 
residents to the relevant destination node j as quickly as possible.  This may not result in the fastest 
or most equitable recovery.  Ultimately, different recovery strategies can be tested to see which 
 
 67  
ones satisfy social justice and resilience criterions.  The recovery strategy chosen for this example 
is used to illustrate the use of the proposed metrics.  The values of  ,t iη  displayed and discussed 
below are the median values from the Monte Carlo simulation.  As with the capabilities in the 
immediate aftermath, all the uncertainty is coming from the bridge damage. 
 During the recovery phase, the transportation network is needed to support community 
mobility.  This can be conceptualized through the capability of Being Mobile.  To construct the 
relevant indicators as described in Section 4.3.2, all the residential nodes are used as origin and 
destination nodes to gauge the overall connectivity of the community members to each other.  The 
values of  ,t iη  are calculated as the Seaside network recovers using Equation 4.5.  To illustrate, 
Figures 4.11a, 4.11b, and 4.11c show  0,iη , 180,iη , and  360,iη  respectively.  These values represent 
the  ,t iη immediately after the earthquake, 180 days after the earthquake and 360 days after the 
earthquake.  
 
Figure 4.11.  ,t iη for Being Mobile at a) t = 0
+, b) t = 180 days and c) t = 360 days. 
 
From Figure 4.11, I can see that the most affected community members are in the south of 
the city due to bridge damage.  Immediately after the earthquake, the northwestern part of the city 
has a relatively large impact because it is disconnected from the rest of the city. We also note that 
the northern part of the city experiences a faster recovery.  However, after 360 days, the network 
has not completely recovered.  As I can see from Figure 4.11c, this is driven by some disconnection 
in the southern part of Seaside where the bridges have a high probability of failure.  None of the 
residential nodes can return to their original connectivity values at 360 days since the indicator for 
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Being Mobile is built with the consideration that all nodes must be connected to each other.   To 
further characterize the performance of the entire community,  tη  and  tζ   are displayed in Figures 
4.12 and 4.13 below.  These figures display  tη and  tζ  as boxplots with the black dots representing 
the median and the vertical lines representing the 25th and 75th percentiles.  Generally, the plots 
show that the network gradually recovers with time and the uncertainty decreases with time.  This 
is generally expected since there is high uncertainty in bridge damage in the initial time steps.   
          Figure 4.12.  tη for Being Mobile.   Figure 4.13.  tζ for Being Mobile. 
To illustrate the correlation between  tη and  tζ at time t = 0+, t = 180 days, and t = 360 days 






Σ =  − 






Σ =  − 






Σ =  − 
                  (4.12)  
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In addition to connecting community members together, the transportation network is 
expected to bring children to school which is captured through the capability of Being Educated.  
Children are placed into households according to the Decennial Census and allocated to the nearest 
residential node.  The spatial distribution of children within Seaside is displayed above in Figure 
4b and the locations of the schools are displayed above in Figure 4.3.  The residential nodes are 
used as the origin nodes i  and the school nodes are used as the destination nodes j  in Equation 
4.5 to calculate  ,t iη at multiple time steps. Figure 4.14 displays the median values  ,t iη for t = 0
+, t = 
180 days, and t = 360 days, respectively. 
Figure 4.14.  ,t iη for Being Educated at a) t = 0
+, b) t = 180 days and c) t = 360 days. 
  
 From Figure 4.14a, I note that the western part of Seaside experiences a heavy impact in 
the immediate aftermath.  Additionally, the northeastern part of Seaside is adversely affected 
despite being relatively far from the epicenter as a result of bridge damage.  As bridges are 
repaired, the southwestern part of Seaside has the slowest recovery as shown in Figures 4.14b and 
4.14c.  Although the northeastern part of Seaside had a high impact, it recovers relatively quickly.  
Unlike with mobility, we note that individual residential nodes can recover independently as 
evidenced by some residential nodes experiencing no impact in connectivity as evidenced by the 
white nodes in Figure 4.14a.  The global connectivity metrics and  tη and  tζ  are displayed below 
in Figures 4.15 and 4.16 respectively.  The metrics gradually recover, and the uncertainty decreases 
with time.  The median value is represented by the black dot and the uncertainty bars represent the 
25th and 75th percentiles.  
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             Figure 4.15.  tη  for Being Educated                   Figure 4.16.  tζ for Being Educated 
 
To illustrate the correlation between  tη and  tζ at time t = 0+, t = 180 days, and t = 360 days 
respectively have the following forms: 
 
0 0
1.058 4 1.472 4
1.472 4 2.565 4
E E
E Eη ζ
− − − 
Σ =  − − − 
                  (4.13)  
 
180 180
2.28 5 4.88 5
4.88 5 1.412 4
E E
E Eη ζ
− − − 
Σ =  − − − 
                  (4.14)  
 
360 360
1.72 6 4.71 5
4.71 5 1.922 4
E E
E Eη ζ
− − − 
Σ =  − − − 
                  (4.15)  
Finally, the transportation network is expected to connect workers to their respective 
workplaces.  For the capability of Earning Income, workers are assigned to the closed residential 
node according to LODES data and the nodes of interest are the workplaces.  Each worker is then 
assigned to a specific workplace.  The spatial distribution of workers in Seaside is displayed in 
Figure 4c, while the locations of the workplaces are displayed in Figure 4.3.  Equation 4.5 is used 
to calculate  ,t iη  at multiple time steps using the residential nodes as i  and the workplaces as j .  
To illustrate, the median values of  ,t iη are displayed in Figure 4.17 with t = 0
+, t = 180 days, and t 
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Figure 4.17.  ,t iη for Earning Income at a) t = 0
+, b) t = 180 days and c) t = 360 days. 
I observe that most of the Seaside is heavily impacted in the immediate aftermath.  Earning 
Income is the capability most impacted in comparison to Being Mobile and Being Educated.  This 
is expected since the weights for Earning Income are larger than the weights for Being Educated 
and there are more destination nodes j for Being Mobile than for Earning Income.  A large weight 
combined with a small number of destination nodes j will produce a higher impact since 
disconnection is more likely for a larger amount of people.   As the network recovers, the northern 
part of Seaside recovers first as displayed in Figure 4.17.  Comparing figures 4.17a and 4.17b, I 
note that the capability of Earning Income is still heavily impacted 180 days after the earthquake.  
The global metrics are displayed below in Figures 4.18 and 4.19 further showing that Earning 
Income has a gradual recovery until 240 days after the earthquake where a large jump occurs.  In 
Figures 4.18 and 4.19, the black dot represents the median value while the uncertainty bars extend 
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      Figure 4.18.  tη  for Earning Income                  Figure 4.19.  tζ  for Earning Income 
 
To illustrate the correlation between  tη and  tζ at time t = 0+, t = 180 days, and t = 360 days 
respectively have the following forms: 
 
0 0
5.247 4 3.13 4
3.13 4 3.013 4
E E
E Eη ζ
− − − 
Σ =  − − − 
                  (4.16)  
 
180 180
2.838 4 2.658 4
2.658 4 3.688 4
E E
E Eη ζ
− − − 
Σ =  − − − 
                 (4.17)  
 
360 360
3.101 5 4.824 5
4.824 5 9.730 5
E E
E Eη ζ
− − − 
Σ =  − − − 
                  (4.18)  
4.5 Conclusion 
 
The failure of transportation infrastructure can lead to societal consequences that go 
beyond the physical damage to infrastructure components.  Additionally, consequences are not 
evenly distributed over an impacted area.  Instead some parts of the community experience harsher 
impacts and slower recoveries which can lead to distributive justice concerns.  Past research has 
identified a Capability Approach (CA) for assessing the societal impact of these consequences.   
In this chapter, I define the role of transportation infrastructure in supporting community 
well-being in both the immediate impact and recovery stages of disaster management.  
Transportation infrastructure is expected to bring injured residents to the hospital and dislocated 
residents to shelters in the immediate impact stage where the focus is on life safety.  This is 
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captured through the capabilities of Maintaining Health and Being Sheltered.  During the recovery 
stage, transportation infrastructure is expected to connect residents to each other, bring children to 
school, and workers to their respective workplaces.  This is captured through the capabilities of 
Being Mobile, Being Educated, and Earning Income, respectively.  I define indicators for these 
capabilities based on first order connectivity metrics.  Additionally, I define indicators for 
distributive justice based on second order connectivity metrics.  These indicators are designed to 
directly measure the spatial inequality in hazard impacts across a community.  I illustrate my 
methodology through an illustrative example for the city of Seaside, Oregon subjected to a 





CHAPTER 5: FRAMEWORK FOR INCORPORATING DATA ANALYTICS FOR 
IMPROVED MODELS OF HAZARD CONSEQUENCES  
5.1 Introduction 
 
The focus of chapters 2, 3, and 4 has been on implementation of a CA for a risk analysis 
of natural hazards.  These steps discussed for this implementation included selecting capabilities, 
constructing indicators and examining considerations for resilience and sustainability.  All this 
work was done with the basis of using traditional data sources such as the United States census 
bureau.  However, restricting the work to these data sources can make it difficult to have household 
level predictions of socioeconomic factors such as income.  The growth in data sharing and 
modeling has provided a unique opportunity for hazard modeling.   
 The availability of data sources has greatly increased due to advances in technology and 
data sharing. With these new data sources and significantly larger volume of data, engineers have 
been presented with a unique opportunity to create more realistic and informative models that can 
be used in real world applications.  In this chapter, I situate big data analytics into hazard modeling 
and ultimately a CA framework.  The chapter also addresses three of the grand challenges 
presented by big data: privacy, source validity, and accuracy.  
 The term “big data” usually refers to a large volume of data that is often hard to store, 
difficult to visualize, and is highly variable in format and type.  Although storage is not often a 
significant problem in civil engineering applications, difficulties in visualization and variability 
present significant challenges.  Big data analytics is the process of examining large and varied data 
sets.  Big data analytics is especially salient in disaster mitigation, and risk and resilience analysis 
where insufficient or missing data has traditionally forced researchers to develop simple models 
often applied to overly simplistic examples.  In addition, decision makers need to predict or assess 
on an ongoing basis the well-being of affected individuals in the aftermath of a natural disaster to 
decide where to allocate resources for mitigation or recovery.  The presented framework proposes 
to use data to inform a Capability Approach (CA) where capabilities are defined as important 
dimensions of well-being reflecting what individuals have a genuine opportunity to do or become.  
The CA uses multiple indicators to define the capabilities.    
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 This chapter is divided into four sections.  Following this introduction, Section 5.2 
addresses big data in hazard management, Section 5.3 discusses the three grand challenges and 
Section 5.4 concludes the chapter.   
 
5.2 Big Data in Hazard Management 
 
Big data sources can be grouped into two large categories: free and for purchase.  In 
general, the data can be in many forms (numerical, text, etc.) and require algorithms for post 
processing.  Examples of free sources that can be used in big data analytics are government 
sponsored data (like the United States Census) and social media data (such as Twitter or 
Facebook.)  Although many free big data sources exist, they are often incomplete or in an 
aggregate form.  Using incomplete data as an input into models can result in biased outputs and 
should be avoided whenever possible.  Aggregate data, although informative, is often at an 
aggregation level that is too large to be useful.  For example, a community with over 6,000 
people may only have 6 aggregation levels for socio-economic data such as median income 
(explained further in Section 7.)  For these reasons, researchers are often dependent on for 
purchase data.  An example of for purchase data are call detail records (CDRs), which require 
an agreement with a telephone company (Arslan et al. 2017). 
Since social media is one of the largest sources of big data, researchers have recognized 
the importance of social media within disaster management.  Many governments have active 
Twitter pages that provide real time information for the public during a disaster period.  Cenni 
et al. (2017) have created a multi-user tool to analyze Twitter data for early warning systems, 
sentiment analysis, and connectivity analysis.  Wang and Ye (2018) have identified four 
dimensions in social media data: space, time, context, and network.  Spatial information is useful 
to study the spatial distribution of risk.  Gupta et al. (2013) use geo-referenced tweets to visualize 
tweets about Hurricane Sandy on a world map.  Time information is especially salient in disaster 
mitigation.  Since all social media posts come with a time stamp, many studies have focused on 
identifying time patterns of posts by governments and emergency organizations (Sakaki et al. 
2010).   Content information can be used to characterize public sentiment or response to disaster.  
Qu et al. (2011) use content information from a Chinese social media platform to see if people 
are asking for situational updates, expressing opinions, or asking for help/support.  Finally, 
network information can be used to identify behaviors of various agents in disaster situations.  
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Researchers use a social media analysis to detect network patterns (Starbird and Palin 2010) and 
identify the main information sharers (Kogan et al. 2015).   
Once big data sources have been identified, methods from machine learning can be used 
to recognize patterns and/or combine heterogeneous data sources to enhance existing models.  
Machine learning is a branch of artificial intelligence that focuses on algorithms for prediction 
and classification.  These algorithms are either supervised (when the response is known) or 
unsupervised (when the response is unknown.)  Least squares and nearest neighbor analyses are 
commonly used supervised methods while cluster analyses are widely used for unsupervised 
methods (Trevor et al. 2009).  Both supervised and unsupervised methods have been used to 
inform engineering models.  For example, Asencio-Cortés et al. 2018 compared different 
learning algorithms to see which one performed best for the prediction of earthquake magnitude 
in California using a 1 GB catalog of ground motions.   
 
5.3 Big Data Analytics within a Capability Approach 
 
In the previous sections, I detailed a CA and how it can be used for risk analysis.  In this 
section, I discuss how big data analytics can be used in a capability approach.  In general, data 
analytics can be used to inform indicators or be used to define high resolution regressors for 
indicators.  
Data analytics can be used to inform indicators.  Often the data that can be found from 
analytics (Twitter, cell phone, etc.) do not account for the entire population.  However, the 
additional information can be integrated into engineering models to generate more accurate 
predictions.  For example, consider mobility.  The mobility of a community is a complex but 
important variable for well-being (Boakye et al. 2018b).  Understanding individual mobility is 
complicated and in the past researchers have used statistical models (e.g. random walk and 
diffusion) to approximate human mobility.  With growth in technology, cell phone records have 
emerged as a leading tool to measure human mobility.  Detailed records can track the movements 
of individuals and can be used to check the accuracy of statistical models.  Gonzalez et al. (2008) 
studied the trajectory of 100,000 anonymized mobile phone users whose position is tracked for a 
six-month period.  Their findings contrasted with statistical models.   
Following disasters, the mobility of people becomes even more salient and issues of mass 
displacement are of interest.  Martin and Singh (2018) used over 700 million publicly available 
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media articles, in-person interviews, and Twitter data to analyze the patterns and reasons for forced 
migration and mass displacement following disasters.  With this vast amount of data, they were 
able to create early warning and simulation tools for decision makers.  The goal of the early 
warning tool is to inform decision makers that mass displacement or forced migration may happen 
soon while the simulation tool is a prediction model that decision makers can use for mitigation 
purposes. 
Data analytics can be used to create high resolution regressors for indicators. As noted 
previously, Tabandeh et al. (2017) developed models that can couple social vulnerability factors 
with high resolution, detailed engineering models.  However, these models require accurate 
information on the built and social environments (Boakye et al. 2018a; Sharma et al. 2018). To 
accurately measure the damage to the built environment, we depend on complex engineering 
models which require detailed information about the structures.  For example, Gardoni et al. (2002 
and 2003) developed physics-based models for infrastructure damage.  The inputs to these models 
require information on the material and geometry of each component that can be difficult to obtain 
from publicly available data.  Further complications occur because the data needed to complete 
the analysis usually comes from multiple sources.  One possible solution is to combine data mining 
techniques (such as convolutional neural networks) with image processing to create real time 
inventories of the built environment.  Of course, the addition of data mining could add additional 
uncertainties or error that need to be accounted for.  This is further discussed in Section 5.4.  In all 
applications, it is imperative to clearly define which engineering models are used and to propagate 
the uncertainties throughout the models.  
In addition to requiring real-time inventories, accurate modeling of indicators requires high 
resolution information on socioeconomic regressors.  Knowing age, race, gender, and other 
vulnerability factors at each household could allow for household-level predictions of 
consequences such as loss of shelter or power.  These household-level predictions of consequences 
could help decision makers in the planning and mitigation of hazards.  Unfortunately, publicly 
available data are historically found in aggregated forms making it difficult to obtain household-
level data.  Data analytics can be used to create high resolution prediction models socioeconomic 
regressors using data from a multitude of resources including but not limited to social media and 
CDRs.  These prediction models for socio-economic regressors can then be used as input in models 
for indicators which can account for spatial variability within the socioeconomic regressors.   
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These prediction models for household-level vulnerability factors can also be used group 
households and assess group capabilities as discussed in Chapter 1.  It is especially important in a 
comparative analysis to be able to have accurate predictions of where vulnerable populations are 
living.  If this prediction is accurate, then infrastructure models can be used to determine if there 
will be disproportionate infrastructure damage in vulnerable populations such as low-income 
households.   
To illustrate we can examine the shelter indicator constructed in Chapter 3. It may be 
valuable to know households which have a lower probability of being sheltered are also vulnerable.  
Since we can predict structural damage at the household level, we would like the socio-economic 
regressors (i.e., race) to also be at that level of granularity.  However, data related to race are 
available only at the census block level.  Census blocks are the smallest statistically defined 
geographical areas defined by the Census Bureau for tabulation in the 100-percent data (data is 
collected at every household as opposed to a sample of households in the study area.)  The data 
available at the census block level are count data such as age and race.  The census block is smallest 
aggregation provided by the Census Bureau and the size varies by population density. For data 
related to other socio-economic factors such as income, the aggregation available is at the census 
block group level.   Census block groups are statistically defined geographical areas that contain 
600-3,000 people (1500 is optimal.)    Figure 5.1a and 5.1b show the levels of aggregations for 
race and income respectively for Seaside.  These figures show that the census provides 217 and 6 
different values for race and income respectively for the city of Seaside.  Given that our model for 
building damage includes estimates for each household in Seaside, we would also want household-
level predictions of the socioeconomic conditions. 
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Data analytics can assist in improving the granularity of the socio-economic regressors.  
Data mining and machine learning techniques can be used to create a model that predicts income 
(for example) at the household level.  The inputs of this model would come from multiple data 
sources and be at different granularities.  To check the accuracy of the prediction, one can 
aggregate the prediction to the census block group level and compare it to the available median 
household income estimate provided by the census and/or check it against some available 
household level incomes (e.g., income of public employees.)  This household-level prediction 
would allow us to better understand and predict the spatial variability in the probability of 
dislocating due to salient socio-economic conditions. 
 
5.4 Grand Challenges: Privacy, Source Validity, and Accuracy 
 
Although big data analytics presents opportunities for more realistic models, there are also 
three grand challenge areas that big data presents: privacy, source validity, and accuracy.  The goal 
of the prediction models is to provide decision makers with information they can use to protect 
and serve the public.  In order to do that, I argue that methods must protect the public’s privacy 
and be as accurate as possible.  Although challenging, this section discusses my recommendations 
in these areas. 
Many argue that privacy is a right or something that should be preserved; however, the 
accumulation of personal data has an incremental adverse effect on privacy.  As popularity in data 
sharing has increased, more personal information has been revealed (Tene et al. 2013).  Although 
sensitive data are traditionally aggregated to try to preserve privacy, there is a trade-off that should 
be considered.  It is generally understood that algorithms perform better with more data.  As more 
personal data becomes publicly available, machine learning algorithms could be used to inform 
more accurate high-resolution models which respect same privacy law or doctrine.  However, 
privacy laws are often lagging with respect to individual’s rights especially in the United States 
(Smolla 2002, NYT Editorial Board 2019).  As a result, there is a growing admission that standards 
for privacy need to be developed specifically for the context of big data with open discussion and 
with input from the public (Girard 2019).  Since these standards have not been developed yet, the 
standard of privacy comes down to the individual researcher. Because of this, I argue that it is 
especially salient for researchers to be as transparent as possible and try to protect privacy when 
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possible. Moreover, we must be cognizant of the laws and do our best to facilitate discussions 
about privacy and modeling.   
  As noted in Section 5.5, household-level socioeconomic regressors are needed to account 
for spatial variability.  As a result, the creators of these models should try to balance privacy 
concerns with the need for accurate models especially if sensitive data is used to relevant models.  
To accurately model and prevent concerns with social justice (Gardoni and Murphy 2018), it is 
important to have household-level predictions of socioeconomic regressors.  Moreover, it is 
important to note that many machine learning techniques would produce predictions of socio-
economic information.  Therefore, it is possible to create high resolution regressors without 
directly dealing with or releasing privileged or private information.  It is important that this 
distinction is clearly communicated with the public and the users of the models so that it is clear 
what is predicted.  Additionally, all possible steps should be taken to anonymize the dataset before 
releasing it to the public or to the research community without the consent of the people being 
used to create the dataset.  In the case of social media or public data, I argue the researcher should 
assume that the people (or accounts) being used are not consenting to their data being released in 
a public dataset.  Therefore, researchers should try their best to ensure that their datasets cannot be 
used to find privileged information on individuals.  Tangible ways to do this include (but are not 
limited to) aggregating results, deleting personal and geographic data from datasets and choosing 
not to publish datasets.    
The growth in data sharing has led to numerous data sources that contain false information.  
The information provided by these sources may be especially salient for researchers and decision 
makers to include in their model formulations.  If no effort is made to examine source validity, 
prediction models may produce results that have large errors.  This is especially dangerous in the 
field of risk management when the goal is to provide prediction models that can be used to mitigate 
societal consequences.  Therefore, data sources must be screened for validity before they are 
included in any prediction models.  Moreover, the creators of the models should be transparent 
and report which data sources are being used to allow for scrutiny and/or consensus from 
colleagues.  In addition to examining the source, researchers should try to compare the data 
acquired from data analytics with valid sources.  Although it may be impossible to compare every 
data point, it is often possible to compare distributions or mean/median estimates.  For example, a 
dataset which has household level predictions can be aggregated to the census aggregation and 
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compared with the estimate for the mean/median provided by the census.  Although it is not 
expected to be the same as the census, the values and distributions should have some consistency.   
As shown in Section 5.4, social media data has been identified as a useful source in many 
studies on hazard management.  However, the inclusion of social media data can create errors since 
users may post invalid things or false statements threatening the accuracy of the prediction models.  
Unlike traditional data sources that can come from governmental organizations, social media 
websites provide little to no screening on false information making it difficult to capture high-
quality content (Agichtein et al. 2008). Additionally, the trend of using social media data only 
should cause concern.  Using social media data alone would introduce inherent bias against people 
who do not have access or use social media.  These groups (e.g., elderly or young children) are 
especially vulnerable to disproportionate disaster impacts so it is important to ensure that models 
using social media data take this into account.  Therefore, it may be necessary to use social media 
data as only a supplemental data resource for natural hazard modeling.  Additionally, researchers 
can view new findings based on social media data as an opportunity for research.  Since these data 
sources are very new, it is especially important to have reproduction studies to ensure that the 
findings are accurate.      
Further, the combination of sources that is used in many data mining techniques often leads 
to errors related to noise or disagreement that need to be measured and accounted for the in the 
final prediction model. These errors may ultimately affect the model accuracy.  As researchers, 
one of our major priorities must be to ensure the accuracy of our predictive models. If the error 
from the data source is known explicitly, we can mathematically treat it like measurement error as 
done in Gardoni et al. (2002).  Here the addition of measurement error increases the model variance 
(and the overall model uncertainty.)  If the additional uncertainty coming from the data source is 
too large (and increases the model uncertainty too much), it may be necessary to remove that data 




In this chapter, data analytics are introduced as an important tool for hazard modeling. 
There are models available to accurately capture the spatial variability in the intensity measures 
and the physical systems. Capturing the spatial variability in the socioeconomic conditions is 
challenging due to limitations in data availability.  Data analytics are proposed as a tool to estimate 
the social regressors at the desired granularity and capture the spatial variability in socio-economic 
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conditions. We also discuss opportunities, challenges, and recommendations for incorporating 
large data methods into disaster studies.  
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CHAPTER 6: HOUSEHOLD INCOME PREDICTION MODEL 
6.1 Introduction 
 
Hazard impacts can have large spatial variations across communities.  This variation can 
come from three sources: 1) variations in the intensity measures of the hazard, 2) variations in the 
infrastructure damage, and 3) variations in the socioeconomic conditions across a community. 
Prediction models can accurately measure these spatial variations for first two sources.  However, 
spatial variability in socioeconomic conditions is difficult to acquire due to limitations in data 
availability.  In this section, I apply some of the methods discussed in Chapter 5 to create a 
prediction model for household income.   
Household income is especially salient for hazard consequences.  It has been identified as 
an important socioeconomic for a multitude of hazard impacts including shelter, food, and mobility 
(Masozera et al. 2007).  Additionally, lower income households may not be able to make the same 
decisions as higher income households facing the same level of infrastructure damage.  For 
example, a low-income household may not have the ability to move out of their permanent 
residence despite significant structural damage.  Moreover, we may want to predict if higher 
infrastructure damage will affect lower income households which may lead to an even more 
disproportionate hazard impact.  Finally, it is important to note that household income is 
independent from the framework used to measure hazard consequences.  This dissertation uses a 
CA framework and has situated it as the appropriate model to use for hazard consequences.  
However, both primary resource and utilitarian approaches rely on income as a proxy for hazard 
impacts so it is especially important to have a prediction about the location of high and low income 
households for a regional risk analysis using either of these methods. 
Input data regarding household income is often at coarse resolution.  For household 
income, we do not generate the data ourselves and rely on publicly available sources such as the 
United States census bureau.  However, if we are using public data source, we cannot obtain the 
data to the desired level of aggregation.  For factors with the built environment, we are generally 
using infrastructure models so we can control the level of aggregation. For example, aggregate 
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income may be found at the block group level (approximately 600-3000 people) while estimates 
on physical damage to the built environment can be calculated at the household level.   
Current datasets and prediction models for income in the literature are limited.  Kohavi et 
al. (1996) present a dataset which is stored in the UC Irvine Machine Learning Repository which 
includes the estimated income of individuals across the United States from 1994.  The income is 
stored as a binary variable (either above or below $50,000) and predictors (or regressors) include 
the income earner’s education level, race, and relationship status.  Using such a dataset has three 
main limitations.  The first is that this dataset is outdated as it based on income from 1994.  The 
average income in the United States generally increases due to inflation so 1994 data would have 
to be adjusted.  The second issue is that a model built using this dataset would rely on regressors 
which have information that is not publicly available.  Recreating such a dataset for today’s 
population would raise legitimate privacy concerns.  The third limitation is that this dataset is for 
individuals and not household income.  Individual income only may underestimate household 
income (by not accounting for a partner’s income) and/or provide an inaccurate representation.  
Moreover, the amount of dual income households in the United States has increased over time 
especially when children are in the household (Pew Research Center 2012).  
I will overcome these limitations by using data analytics to estimate household income.  
Specifically, I will use data mining to create a dataset using only publicly available resources and 
machine learning to create prediction models.  The creation of the dataset is done such that it can 
be reproduced for other areas and updated if necessary.  The rest of chapter is organized as follows.  
There are four sections to this chapter. Following this introduction, Section 6.2 describes the 
creation of the dataset; Section 6.3 describes the creation of the learning models and Section 6.4 
concludes the chapter. 
 
6.2 Creation of dataset 
 
The first step in creating a prediction model for household income is to create a dataset.  
As mentioned in the introduction, there are no current datasets available for household income.  
Therefore, it is important that the framework used to construct the dataset is 1) reproducible and 
2) based on only publicly available sources.  This ensures that a dataset for household income 
prediction can be created using up to date data.  The creation of the dataset is divided into four 
sections: Section 6.2.1 discusses the location of the dataset, Section 6.2.2 discusses the creation of 
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the income data and Section 6.2.3 discusses the selection of model predictors (or regressors) and 
Section 6.2.4 discusses the validation and preprocessing of the dataset. 
 
6.2.1 Location of the dataset 
 
I select the state of Texas as the footprint for the dataset and prediction model.  A state-
based model is chosen since a model for the entire United States was deemed unfeasible due to 
data and computation constraints.  Texas is chosen for three main reasons.  First, it is a large state 
(2nd most populated, California is the first) showing that the methodology can be applied to other 
states with similar large footprints.  Second, Texas has both highly rural and highly urban areas so 
the dataset can be representative of both urban and rural communities.  Third, Texas has at least 
one major disaster event declared every year (NISAR 2017).  This allows for the possibility of 
easily integrating this prediction model for household income into new prediction models of 
indicators which represent hazard impacts.     
 
6.2.2 Collection of Household Income Data 
 
The next step is to collect income data following the selection of the state of Texas as the 
location for the dataset and prediction model.  First, the names and salaries of public employees 
were crawled from the internet because public employees must have public income.  Next, an 
online phone book was used to find the addresses of public employees.  The addresses could only 
be found if the employees had listed addresses.  Next, using these addresses, Zillow.com was 
crawled to find household features to be used in the prediction model such as number of bathrooms 
and number of bedrooms.  At this point the dataset will consist of the last name of the public 
employees, addresses, income, and household features. 
 It is necessary to form households because the goal is to create a model for household 
income.  As discussed in the introduction, individual incomes may not be representative.  The 
subset of individuals who can form households are then found by matching individuals who have 
both the same last name and address in the dataset.  I recognize that this greatly limits the dataset 
because this dataset includes only public incomes.  Therefore, if an individual has a partner who 
works in the private sector, it would be impossible to get the household income using this 
framework.  Moreover, additional profiling of the individuals (e.g., mining individuals’ social 
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media) to find out if there are additional incomes contributing to the household is an invasion of 
privacy. Therefore, this simplification was necessary based on data restrictions.   Using this 
methodology, I can assemble a dataset of containing approximately 3,500 households.  Figure 6.1 
below displays the block groups within Texas where the household income data is available. 
 
 
Figure 6.1. Texas block groups with income data. 
 
6.2.3 Selection of predictors 
 
There are no current datasets available for the prediction of household incomes using only 
publicly available data.  I chose predictors that can be easily found and updated to aid in the 
creation of datasets for different locations.  I used two main sources to find predictors for this 
dataset.  First, I examined the 13 predictors provided by UCI database for individual incomes.  
Second, I examined the predictors that are commonly used in regression models for house value 
(e.g., Bourassa et al. 2010, Mukhlishin et al. 2017) under the assumption that house value is 
correlated with income.  The plot of the natural log of income versus the natural log of house value 
is displayed in Figure 6.2 to validate this assumption.  It is clear from the plot that there is some 
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Figure 6.2. Plot of the natural log of income versus the natural log of house value. 
 
The variables selected cover five different geographic scales as displayed in Figure 6.3.  
Many of these variables are aggregate averages provided by the United States census since many 
variables are unavailable at the household level.  The building level variables are found from 
Zillow while all other variables are found from local agencies and the United States census.  Each 
household in the dataset is matched to the building features through Zillow and the block, block 
group, county, and district variables based on their geographical location.  Each household will 
match up with exactly one block, block group, county, and district.  In total there are 45 variables 
included in the dataset.  The variables, descriptions, and sources for the dataset are summarized in 
Table 6.1. I will now go into more detail about the data sources.  In Table 6.1, three sources are 
maintained by the United States census bureau: Decennial Census, American Community Survey 
(ACS), and LODES.  For some block variables, the 2010 Decennial Census was used.  For all 
block group variables, the 2017 American Community Survey was used.  The source LODES is 
referencing the LEHD Origin-Destination Employment Statistics (LODES) dataset for 2017.  This 
is the same dataset that was referenced in Chapter 4 to find the locations of workers.  This dataset 
provides yearly information on the number of workers, jobs, and the distribution of job salaries 
(low, medium or high) on the block geographic scale.  US news world report 
(https://www.usnews.com/education/best-high-schools/texas/districts) was used for to find 
information on school scores.  There is no source listed for the number of incomes per household 
and the income since this was found as a result of the process discussed in Section 6.2.2 to form 
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households.  The number of schools in the district and the violent crime rates were found on the 
data.gov website which is maintained by the department of homeland security.  Each of the data 
sources were chosen because they are regularly updated and maintained.  Additionally, all sources 
are nationally based so they can be used to build a dataset for another state.  The only categorical 
variable included in the dataset is household type which has eight classes including apartment, 
condominium, mobile home, single family, multifamily, townhouse, vacation home, and 
unknown.       
 
 
Figure 6.3. Geographical scales covered in the dataset. 
  
Table 6.1. Predictors 
Variable Scale Source 
Average number of bedrooms Block Group ACS 
Average cash rent Block Group ACS 
Average number of vehicles per household Block Group ACS 
Average age Block Decennial Census 
Education score Block Group ACS 
Median household income Block Group ACS 
Median year structure built Block Group ACS 
Average female age Block Decennial Census 
Average household size Block Decennial Census 
Number of housing units  Block Decennial Census 
Male Age Block Decennial Census 
Median family income Block Group ACS 
Total number of jobs  Block Decennial Census  
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Table 6.1 cont. 
Percent white Block Decennial Census 
Percent Asian Block Decennial Census 
Percent black Block Decennial Census 
Percent Hispanic Block Decennial Census 
Percent other Block Decennial Census 
Percent of high paying jobs Block LODES 
Percent of medium paying jobs Block LODES 
Percent of low paying jobs Block LODES 
Percent of owned homes Block Group ACS 
Percent of mortgaged homes Block Group ACS 
Percent of rented homes Block Group ACS 
Percent internet access Block Group ACS 
Total score for school district District US news  
Total number of people Block Decennial Census 
Number of bathrooms Building Zillow 
Number of bedrooms Building Zillow 
Year built Building Zillow 
College readiness score District US news  
English score District US news  
Market value estimate Building Zillow 
Finished feet Building Zillow 
Market value high estimate Building Zillow 
Number of incomes in household Building N/A 
Lot feet Building Zillow 
Market value low estimate Building Zillow 
Math score District US news  
Number of schools in district District DHS 
Tax value Building Zillow 
Tax year Building Zillow 
Violent crime rate County DHS 
Median house value  Building Zillow 
Income Building N/A 
Household Type  Building Zillow 
 
6.2.4 Data Validation and Preprocessing 
 
The dataset was created using two constraints based on data availability.  The first 
constraint is that a household must have at least two income earners to be considered in the dataset.  
Although many households may have only one income earner, it was impossible to know this was 
true given that private incomes are not included in the dataset.  Second, this dataset only includes 
incomes that represent jobs from the public sector.  The incomes of jobs in the private sector are 
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not public and are therefore not included in the dataset.  To ensure that these constraints do not 
invalidate my procedure, I checked that the distribution of incomes in my dataset is representative 
of the census estimate.  Figure 6.4 displays the ratio of the actual household income in the dataset 
divided by the median family income provided by the census.  The yellow, black, and yellow lines 
represent the 25th, 50th, and 75th percentiles.  The census defines family as a household having two 
or more people. Figure 6.4 shows that the dataset agrees well with the census estimate.  
Additionally, I note that the income distribution is skewed towards high values which is expected.  
Moreover, the dataset is a little higher than the census estimate which is also expected since this 
dataset only includes households where there is an income and at least two people are contributing.  
Based on Figure 6.4, I argue that my dataset (and the sources used to construct it) are valid and 
accurate as discussed in Chapter 5.  
 
 
Figure 6.4. Income vs. Median Family Income.  The 25th, 50th, and 75th quantiles are plotted to 
show that the collected data shows generally good agreement with the census data. 
  
 Another challenge discussed in Chapter 5 was privacy.  To address this challenge, the 
dataset has been anonymized by dropping all private information (i.e., last name and address) and 
all geographic identifiers.  Additionally, this dataset does not include any location specific 
variables such as longitude and latitude. Missing values are then imputed using the median county 
values in the dataset.  Finally, each variable is scaled such that it is between 0 and 1 using equation 
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6.1.  The equation for this equation is displayed in Equation 6.1 where sx  is the scaled value of 
the variable, x is the original value of the variable, and minx and maxx  are minimum and maximum 
values of the variable in the dataset respectively.  This scaling is known to work well for the 
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 6.3 Income Prediction models 
 
The next step is to create prediction models for household income following the creation 
of the dataset.  I will create two kinds of prediction models for household income.  The first is a 
continuous regression model which can be used to predict household income.  The second is a 
classification model which will predict three different classes of income.  The creation of both the 
regression and classification models are done to illustrate the different ways the dataset created in 
Section 6.2 can be used.  Two different approaches modeling approaches will be tested for 
regression: trees and neural networks.  Then, the modeling procedure which works the best for 
regression will be used to fit a classification model.   
 Regression trees are a kind of machine learning algorithm that have high predictability and 
interpretability.  They recursively partition the dataset one variable at a time (Loh 2011).  There 
are many types of regression trees.  Two common tree methods are boosting and random forest.  
Both will be tried in this study.  Neural networks can take advantage of increased computational 
power to learn very complex relationships between data (LeCun et al. 2015). Although neural 
network models have low interpretability, they work well without extensive feature engineering.  
Additionally, neural network models work well without extensive feature engineering. There are 
numerous models which call under the umbrella of neural networks including the feed forward 
neural network or multilayer perceptron, the convolutional neural network, and recurrent neural 
networks (Bishop 2006, Lecun et al. 2015).  I will use a feed forward neural network for my 
prediction models.   
 The rest of this section is organized as follows.  Section 6.3.1 introduces the decision tree 
models.  Section 6.3.2 introduces the feed forward neural network; Section 6.3.3 presents the 
architecture and results of the regression models for both the decision trees and the feed forward 
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neural network. Finally, Section 6.3.4 presents the architecture and results of the classification 
model which is creating using the best performing regression modeling technique.      
 
6.3.1 Regression Tree Models 
 
A regression tree problem starts with an input vector 1 2( , ,..., )pX x x x χ= ∈ and a 
continuous response vector Y.  Trees are then constructed by recursively splitting the regions of 
χ into binary subregions. These splits can be thought of as a simple test.  A regression tree is built 
from a sequence of simple tests where each test can use the results of the previous tests.  This is 
often graphically represented as a tree where nodes represent the test and edges represent the 
possible outcomes of the test (Forsyth 2019).  Figure 6.5 shows an example of a simple tree model.  
In this example, the data would be divided into four different subregions by filtering the data 
through three possible splits (or tests). 
 
 
Figure 6.5. Simple decision tree. 
  
Creating a decision tree then comes down to three considerations: 1) how to define the 
splits (or tests), 2) when to stop, and 3) how to predict at the leaf node (or regions as displayed in 
Figure 6.5.  The decision on where to split is found using a greedy algorithm where the split which 
has the best performance is chosen.  The best performance is judged as a function of the loss 
function (e.g., residual sum of squares).  The decision on when to stop splitting is a bit more 
complex and there are many different methodologies.  One common method is to grow a large tree 
with many different subregions (i.e., there are very few datapoints in each subregion) and then 
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prune or remove some of the branches based on some criterions.  The last consideration is making 
predictions at leaf nodes.  Referring to Figure 6.5, Regions 1 through 4 would need to be assigned 
some value Y for the tree to be used for prediction.  Each of the leaf nodes will contain datapoints 
with some labeled data Y.  Each region can then be assigned the mean or median value of all the 
datapoints located within the subregion. 
 Several techniques combine multiple decision trees to make predictions although a single 
decision tree could be used.  These techniques take several samples from the data to create multiple 
decision trees and then aggregate the results to create predictions.  Two common techniques are 
random forests and boosting trees.  Both are used in this study and very similar.  The main 
difference is in how the multiple trees are aggregated for prediction. A random forest is a type of 
bagging algorithm meaning that the individual decision trees are aggregated equally.  Boosting 
places weights on the different trees based on their performance.  Moreover, the individual decision 
trees used in boosting are typically shallow and the individual decision trees in random forests can 
be quite dense (meaning that the leaf node may contain only one data point) but this choice is left 
up to the user.  The random forest algorithm is summarized below according to Liaw and Wiener 
(2002).   
1) Draw N samples from the dataset (with replacement.) 
2) For each of the N samples, grow an unpruned regression tree. At each node, rather than 
choosing the best split among all predictors, randomly sample trym of the predictors and 
choose the best split from among those variables. 
3) Predict new data by aggregating the prediction of the N trees.  This aggregation could be 
the average or the median. 
 
6.3.2 Feed Forward Neural Networks  
 
The basic neural network model can be described as a series of functional transformations 
(Bishop 2006).  The structure of a two-layer feed forward neural network is displayed in Figure 
6.6.  This network consists of an input layer, a hidden layer, and an output layer.  The input, hidden, 
bias, and output variables are represented by nodes and the weights are represented by links.  This 
is a feed forward network because information moves from the input to the hidden layer(s) to the 
output layer.  The information does not flow backwards as it does for a recurrent neural network.  
I will now describe the process of using the network for prediction.     
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Figure 6.6. Two-layer feed forward neural network from Bishop 2006. 
 
First, M linear combinations of the input variables 1,..., Dx x  in the form displayed in 
Equation 6.2 where 1,...,j M= , and the superscript (1) indicates that these parameters are in the 
first layer of the neural network.  The parameters (1)jiw  are the weights and the parameters 
(1)
0jw   
are the biases (similar to the intercept in linear models.) The quantities ja  are known as activations 
and they are transformed using a differentiable, nonlinear activation function ( )h ⋅  to get jz  as 
displayed in Equation 6.3.  The choice of activation function is determined by the nature of the 
data.  However, the current best practice is to use the rectified linear unit or RELU activation 
function as defined in Equation 6.4 (Forsyth 2019) where ( )jF a  is the RELU function.  The 
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( )j jz h a=                 (6.3)   
( ) max(0, )j jF a a=               (6.4)  
 
These quantities ( jz ) are the outputs of the basis functions that are called hidden units.  
The values can then be linearly combined again to produce output unit activations ka  as shown in 
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Equation 6.5 where 1,...,k K= and K  is the total number of outputs.  For regression models there 
is only one output and for classification problems the number of outputs is determined by the 
number of classes.  For example, for a 3-class classification problem, 3K = .  These combinations 
correspond the second layer of the neural network as denoted by the (2) superscript.  The last step 
is to convert ka  into the output variable ky .  For regression problems, k ka y=  while for 
classification problems ka must be input into a transformation function as displayed in Equation 
6.6 where ( )σ ⋅  is a softmax activation function (Equation 6.7).  The quantities ka , ky , and ( )kaσ
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The next step is to determine the weights for the neural network (referred to as training).  
Data is divided into a training, test, and validation data.  The neural network is trained on the 
training data only.  The goal of the training is to minimize the loss or distance between the 
predicted and actual values.  This distance is known as a loss function.  Least squares and mean 
absolute loss functions are common for regression while cross entropy loss is common for 
classification problems (Forsyth 2019).   Neural networks can be trained with simple stochastic 
gradient descent.  The gradients are computed using back propagation which can be thought of as 
a practical application of the chain rule (LeCun et al. 2015).  More formally, the gradient with 
respect to the input of a module can be computed by working backwards from the gradient with 
respect to the output of that module.  The step size or learning rate is a hyperparameter that controls 
how much adjust the weights in response to the estimated error at each step.  Generally multiple 
learning rates are tried until the model has acceptable performance.     
  
6.3.3 Regression models for household income 
 
Three different regression models four household income are created in this study.  Two 
models (random forest and boosting) are based on decision trees while the third model is used is a 
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neural network.  The performance of these three models is compared since they all use slightly 
different modeling approaches and may lead to different results.  Since the goal is it have an 
accurate representation of household income, these different modeling techniques are used.  
Moreover, the addition of multiple model types showcases the flexibility of the dataset.  All the 
models are fitted for the natural logarithm of income.  However, the results are all displayed in the 
real income space. An 80/20 split is used for training and testing.  Within the 80% set aside for 
training, 10% is used for validation.  The validation data is used to train the hyper parameters and 
protect against overfitting in the training set. 
 The random forest regression model was created using 100 trees and the quality of the split 
was measured using the mean square error estimator.  A grid search was conducted to find the best 
parameters for the random forest.  Different combinations of split qualities, maximum depths, and 
the number of trees were explored.  The results displayed are the results of the best fitting 
parameters found from the grid search.  The model is created using the RandomForestRegressor 
available from the scikit-learn package in Python. Figures 6.7 and 6.8 show the results (in the form 
of predicted versus actual curves) for the training and testing datasets.  The model has an average 
testing error of $55,000. 
 
Figure 6.7. Predicted versus actual 
(regression) for the random forest 
training dataset. 
Figure 6.8. Predicted versus actual 
(regression) for the random forest 
testing dataset. 
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The boosting model was creating using 200 trees, a maximum depth of 4, and a learning 
rate of 0.1 (the learning rate is used to update the weights put on each of the individual trees.)  The 
least absolute deviation loss function is used to learn the weights and the Friedman mean square 
error is used to judge the split quality. As with the random forest, a grid search was conducted to 
find the best parameters for the model. The model is trained using the GradientBoostingRegressor 
available from the scikit-learn package in Python.  Figures 6.9 and 6.10 show the results (in the 
form of predicted versus actual curves) for the training and testing datasets.  The model has an 
average testing error of $54,000. 
 
The architecture for the neural network consists of 55 input nodes and three 64-node hidden 
layers.  The 55 inputs nodes represent the 44 numerical variables and the 11 classes included in 
the Household Type variable that are dummy coded.  The activation function chosen is the RELU 
as displayed in Equation 6.4.  The loss function chosen is mean absolute error since the absolute 
value is less sensitive to extreme values.  The model is trained using ADAM optimization (Kingma 
et al. 2015) with a learning rate of 0.001. The neural network is created using the Keras classifier 
from Tensorflow in Python.  
Figure 6.9. Predicted versus actual 
(regression) for the boosting tree 
training dataset. 
Figure 6.10. Predicted versus actual 
(regression) for the boosting tree 
testing dataset. 
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 Figure 6.11 displays the mean absolute error versus the epoch for the train and validation 
sets. One epoch corresponds to going through the entire dataset once (Forsyth 2019).  The increase 
in number of epochs means that the model has seen each data point multiple times.  The error is 
expected to decrease as the number of epochs increases.  The model should stop training when the 
error does not decrease with epoch and/or when the validation loss increases.  From Figure 6.6, it 
is clear the model has is not improving and there is no evidence of overfit. The predicted versus 
actual plots for train and test are displayed in Figure 6.12 and Figure 6.13, respectively.  The 
distribution of errors is displayed in Figure 6.14. The average mean absolute testing error was 
$40,000 which less than both decision tree models.  Moreover, the neural network has the best fit 
for the dataset.     
Figure 6.11. Mean absolute error versus epoch for regression neural network. 
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Figure 6.14. Error residuals for the ANN regression testing set. 
  
From Figures 6.12 and 6.13, Similarity between train and test sets further prove that the 
model is not overfitting.  Additionally, there is clear evidence of correlation between the actual 
Figure 6.12. Predicted versus actual 
(regression) for the ANN training set. 
Figure 6.13. Predicted versus actual 
(regression) for the ANN testing set. 
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and predicted household income values.  The model has a high degree of spread, but this is 
expected due to the complexity of the problem.  Unlike the UCI database, there are no predictors 
related to the socioeconomic or relationship status of the income earner.  The only variables which 
are unique to the income earner are the building level predictors which only the house.  Given the 
difficulty of the problem, the results given by this model are quite promising.  Additionally, this 
model provides the continuous income while the UCI model only indicates if the income is above 
or below $50k. 
  
6.3.4 Classification model for household income 
 
Next, I fit a classification model for household income prediction.  Given that income is 
often expressed as a classification (e.g., low income vs high income), it may be desirable to directly 
learn the probability that the income is in a certain class rather than estimate the exact income of 
a household.  The number of classes necessary is unique to the problem so a classification model 
with three different classes is shown here as example.  The number of classes and the cut off values 
can be tailored for specific uses.  The model here is meant to show the potential of the dataset.  
 The architecture consists of the same 55 input nodes described in Section 6.3.2, two 8-node 
hidden layers and 3 output units representing the 3 different income classes.  The loss function 
used is cross entropy and the learning rate is 0.003.  As with regression, the ADAM optimizer is 
used to learn the weights. The train/test/validation splits used for the regression model and 
described in Section 6.3.2 are used for the classification model.  The softmax transformation 
displayed in Equation 6.7 is used to convert the final layer of the neural network to a probability.  
The RELU activation function is used as described in Equation 6.4.  The loss function used is cross 
entropy loss function which has been shown to train quickly for classification problems when 
compared to least squares (Bishop 2006).   
 Figure 6.15 displays the accuracy of the model versus the number of epochs.  Unlike with 
the regression model, the classification model starts to over fit and I can note that this occurs at 
about a 55% accuracy.  To further examine the results, the confusion matrix is displayed in Figure 
6.16.  The horizontal axis in the confusion matrix represents the actual values while the vertical 
values represent the predicted values.  Diagonal values (in green) represent the number and 
percentage of times the model accurately predicted the household income class.  As expected, the 
diagonal values and percentages are larger than the off diagonal values.  The off-diagonal values 
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display the errors of the model divided by income class.  For example, I can note that 94 data 
points (or 11.87% of the time), the model predicted class 1 when the actual household income was 
in class 0.  As expected, the further away from the diagonals, the lower the probabilities.  For 
example, the number of data points where the model incorrectly identified class 0 incomes as class 
2 is smaller than the number of data points where the model incorrectly identified class 0 incomes 
as class 1 (94 data points versus 23 data points).  The accuracy of the model is shown in the black 
diagonal.  I can note that the model has 55% overall accuracy which is consistent with Figure 6.15.  
This 55% should be compared with a random guess which would have an accuracy of 33% so the 
model has substantial predictive ability.    
 
 
Figure 6.15. Accuracy versus epoch for classification for the neural network. 
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This chapter situated household income as a salient social vulnerability indicator for hazard 
impacts.  Despite this, household income has only been available at coarse aggregations due to 
data limitations.  To address these limitations, this chapter presented a dataset, regression, and 
classification models for household income.  The model was developed for the state of Texas, but 
the methodology described was general and can be used in other settings inside the United States.  
Additionally, data sources are chosen that are regularly maintained and updated highlighted the 
adaptability and scalability of the procedure.  The final dataset addressed the three grand 
challenges of accuracy, source validly, and privacy discussed in Chapter 5.  The models are trained 
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CHAPTER 7: CONCLUSIONS 
This dissertation presented a novel framework for modeling the societal impact of natural 
hazards.  Past work has shown that a Capability Approach (CA) can be used to examine societal 
consequences due to a natural hazard.  This dissertation made contributions to the implementation 
of such an approach by considering three main points: 1) the selection of hazard consequences, 2) 
the formation of quantification metrics for communities which also incorporate the concepts and 
resilience and sustainability, and 3) the opportunities and considerations of big data analytics in such 
a framework.  Each of these points are further discussed below.  
 The first main contribution of this dissertation is the selection of consequences to consider 
following a natural hazard presented in Chapter 2.  Although the list of consequences is formed under 
the umbrella of CA, it can be used by anybody would like to study the societal impact of natural 
hazards.  The existence of a working list is especially salient because current practice is to study 
hazard impacts without a justification or selection process.  Chapter 2 presents a working list and the 
justification for such a list.  The justification of the list allows for engineers and decision makers to 
easily communicate the relevance and importance of these impacts to stakeholders and the public.  
The inclusion of the selection process allows for fair critiques and amendments to the list.  Future 
changes to the list are recognized by labeling it a working rather than finite list of consequences.  It 
is expected that the list may change over time to account for possible changes to society in the future.  
This change can easily be conceptualized as a change in the capabilities which would be affected 
following a natural hazard.  
 The second main contribution of this dissertation is the formation of quantification metrics.  
These quantification metrics are conceptualized as indicators of the CA.  They are probabilistic and 
serve as prediction models for hazard impacts.  Different examples of quantification metrics (or 
indicators) are provided throughout the dissertation.  The indicators are illustrated on real 
communities subject to hypothetical hazards to prove their applicability.  Infrastructures are currently 
analyzed using current best engineering practice to predict damage and repair time.  Different 
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mitigation and repair strategies can be easily incorporated into the current formulations.  I expect 
that this can help with hazard mitigation and planning.  Moreover, the indicators are all shown at the 
household level of resolution.  A procedure for creating a household with existing data sets is 
described in Chapter 4.   
Households generally exist inside a community.  The dissertation also discusses how to use 
a CA to examine community concerns such as resilience and sustainability.  Resilience and 
sustainability goals are introduced to help communities mitigate against hazards in Chapter 3.  It is 
especially salient that community members and stakeholders participate in the creation of resilience 
and sustainability goals in order to successfully reach those goals.  Additionally, decision makers 
should be transparent in the creation of these goals and communicate them to the public.  The use a 
CA enables this since the CA has tools for risk communication.  Also, the indicators shown 
throughout the dissertation are displayed in geographic maps in a way that facilitates communication.  
Group capabilities (defined as the distribution of capabilities within a group) are formalized as a way 
to study communities.  Moreover, it is recognized that different members of a community experience 
different consequences.  For example, children may miss school and workers may miss work.  These 
considerations are formalized Chapter 4. 
The third contribution of the dissertation is the coupling of data analytics and the prediction 
of hazard impacts.  This dissertation discusses the opportunities that come from incorporating data 
analytics such as data mining and machine learning into hazard modeling.  The dissertation also 
examines the grand challenges of accuracy, source validity, and privacy which come with the 
incorporation of data analytics into any field in Chapter 5.  This is especially true in the case of 
natural hazards where vulnerable populations are already disproportionately affected.  A dataset and 
prediction model for household income is introduced in Chapter 6 as an example of how to 
incorporate data analytics into a prediction model for a salient vulnerability factor.  The grand 
challenges are also addressed.  The example of household income is meant to be a practical tool that 
can be used in hazard modeling and be an example of how to responsibly incorporate data analytics 
into hazard modeling. Integrating these techniques into the broader area of hazards has some 
challenges.  Most of these techniques are developed in the field of computer science where the focus 
is on the advancement of models for computational speed and accuracy given a complete and well-
behaved dataset.  In the context of hazard analysis, the datasets are often incomplete and difficult to 
construct.  Therefore, the same accuracy is not always achievable, and it takes a lot of effort to create 
the dataset which is often not a consideration.  Despite these obstacles, the integration of data mining 
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and machine learning provides a great opportunity for hazard modelers.  This dissertation proved 
that we could use data mining and machine learning to create better prediction models than what is 
currently available in literature.  I believe more research and exploration into the nexus of hazard 
mitigation, data mining, and machine learning will lead to great advancements in the fields of risk 
and resilience analysis, hazard management, and public policy.         
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