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ABSTRACT
Recent advances in deep learning have markedly improved the
quality of visual-attention modelling. In this work we apply these
advances to video compression.
We propose a compression method that uses a saliency model to
adaptively compress frame areas in accordance with their predicted
saliency.We selected three state-of-the-art saliencymodels, adapted
them for video compression and analyzed their results. The analysis
includes objective evaluation of the models as well as objective and
subjective evaluation of the compressed videos.
Our method, which is based on the x264 video codec, can pro-
duce videos with the same visual quality as regular x264, but it
reduces the bitrate by 25% according to the objective evaluation
and by 17% according to the subjective one. Also, both the subjec-
tive and objective evaluations demonstrate that saliency models
can compete with gaze maps for a single observer.
Our method can extend to most video bitstream formats and can
improve video compression quality without requiring a switch to a
new video encoding standard.
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1 INTRODUCTION
The share of video in overall Internet traffic is growing rapidly.
According to the Cisco Visual Networking Index Forecast [1], video
traffic will constitute 82 percent of all IP traffic by 2022, up from 75
percent in 2017. This projection indicates an urgent need to improve
the industry’s video compression techniques, because even a minor
improvement in a widely used video encoder will considerably
reduce video traffic globally.
Numerous efforts to develop new video-encoding standards are
under way (e.g., AV1 and VVC). Although adoption of these stan-
dards promises much better compression, the process will require
that viewing devices be updated and will take several years.
Another possible direction for boosting the video compression ra-
tio while maintaining the same or better visual quality is to develop
better encoders that are compatible with widely adopted standards.
The bitstream format may limit the extent of such improvements,
but these encoders can enter service immediately since no device
update is necessary.
This work was partially supported by Russian Foundation for Basic Research under
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This paper explores the second option: build a better encoder for
existing standard. In particular we focus on the relatively underused
(at least by industry) approach of saliency-aware compression.
This paper explores the second option: build a better encoder for
existing standard. In particular we focus on the relatively underused
(at least by industry) approach of saliency-aware compression. It
has long been known that visual attention is unevenly distributed
across images [2]: whereas certain salient parts of an image may
receive the most gazes, nonsalient regions may be virtually invisible
to a naive observer. The natural way to exploit this feature of the
human visual system is to use fewer bits to encode nonsalient
regions and thereby reduce the transmission and storage costs for
those regions.
We propose an H.264-compatible saliency-aware video encoder
with a built-in visual-attentionmodel (see Section 3 for a description
of the encoder structure). Our research builds on the modified
x264 software encoder in [3]. This encoder distributes the bitrate
according to the sequence of per-frame saliency maps, which are
given as an additional input. Achieving the bitrate redistribution
involves tweaking the encoder’s internal structure: macroblock-
delta-quantization parameters. Notably, the proposed encoder can
be reimplemented for other video-encoding standards, since most
modern ones (e.g. VP9 [4] and HEVC [5]) work with macroblock
delta quantizers.
For visual-attention prediction we employ state-of-the-art sali-
ency models. Despite good progress in saliency prediction thanks
to deep learning, research into the applicability of novel visual-
attention models to real world cases is lacking.
The main contribution of this paper is our thorough analysis
of saliency models applicability to video compression. In both the
objective and subjective evaluations (see Section 4.5) we show that
using these models in our proposed encoder can reduce the bitrate
by up to 17% without sacrificing visual quality relative to naive
saliency-unaware encoding. This result leads us to conclude that
modern deep saliency models are good enough for the industry to
adopt for real-world video compression.
2 RELATEDWORK
Our proposed video-compression method aims to combine recent
advances in two fields: visual-attention modelling with neural net-
works and saliency-aware video compression. The following dis-
cussion reviews related works from both fields.
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2.1 Visual-Attention Modelling
Non-deep models. Before the deep-learning era, saliency models
mainly employed a bottom-up approach and relied on handcrafted
features. Consult [6] for a comprehensive overview of non-deep
models. But the quality of these models limited their applicability
to saliency-aware compression [3, 7]. In particular, Judd et al. [8]
showed that most of them cannot compete with a simple center-
prior model.
Staticmodels.An early deep saliency model [9] used the sum of
the center prior and the output from AlexNet’s convolution layers
to predict saliency; it outperformed all other models on the MIT
benchmark.
Kruthiventi et al. [10] proposed a fully convolutional network
based on VGG-16. They increased the receptive field by applying di-
lated convolutions to capture the global context. To overcome the in-
ability of fully convolutional networks to learn location-dependent
patterns, their approach feeds into the network a series of precom-
puted images with center prior.
A more recent effort [11] introduced an advanced network archi-
tecture that incorporates an attentive model with a convolutional
LSTM layer to iteratively update the network’s attention. This ar-
chitecture joins the output of the attentive module with 16 trainable
center-prior images to produce the final saliency map. Also, it uses
a combined loss function that is a linear combination of three classi-
cal saliency metrics. The abovementioned improvements helped to
achieve state-of-the-art results on the SALICON data set according
to several metrics.
Dynamic models. Unlike static models, dynamic models may
benefit from using temporal cues (e.g., object motion). Only a few
deep saliency models for video have been proposed, however.
Bak et al. [12] employed a two-branch network where the first
branch extracts motion features from externally computed optical-
flow maps and the second extracts image features. Next, they ap-
plied a series of convolutional layers to the fused feature maps
followed by the final deconvolution layer. Jian et al. [13] also used a
two-branch architecture. They computed motion features internally
using a subnet of FlowNet. Then they joined the motion and image
features and fed them to two sequential convolutional LSTM layers
followed by the final convolutional layers.
Wang et al. [14] incorporated an attention module into a network
that predicts static saliency. Their network performs element-wise
multiplication of the last feature map from modified VGG-16 by
the static saliency and passes the result to a convolutional LSTM
layer. To extend the receptive field, the authors removed some
max-pooling layers from VGG and used dilated convolutions. The
training uses a combined loss function, as in [11]. The attention
module allows the network to be trained on both image and video
saliency datasets.
For a more detailed overview of existing deep saliency models,
consult [15].
2.2 Saliency-Aware Video Compression
The methods designed to spatially distribute bitrate according to a
visual-attention map are divisible into two categories: implicit and
explicit.
Encoding
module
Saliency
prediction
module
Input video Encoded stream
Figure 1: Scheme of proposed saliency-aware encoder.
Implicit methods apply preprocessing to the input signal before
feeding it into a saliency-unaware encoder. The authors of [16, 17]
apply nonuniform blur to the input frame to force the desired bit
allocation. They show that preprocessed videos exhibit better visual
quality than unprocessed ones encoded at the same bitrate.
A remarkable approach proposed by Zund et al. [18]. The authors
apply nonuniform scaling to an input image in accordance with a
saliency map (image retargeting) and then compute the difference
between the source image and the downscaled/encoded image up-
scaled to its original size. The method transmits to the decoder a
downscaled image, the grid coordinates required to unwarp it, and
the difference image. Both images are compressed using a conven-
tional method. This method requires changes to the decoder and
thus precludes implementation without violating current video-
and image-encoding standards.
Explicit methods deeply integrate with encoders to modify their
internal data structures and algorithms for bit allocation. The au-
thors of [19] modify the macroblock-quantizer map in accordance
with its mean saliency. Hadizadeh et al. [20], besides tweaking mac-
roblock quantizers, also add a new term for the rate-distortion cost
function that penalizes any change in macroblock saliency due to
introduced compression artifacts.
The method proposed in [21] adds visual-attention awareness to
the HEVC reference encoder. Instead of setting an exact quantizer
for each macroblock according to its saliency, the authors propose
setting ranges in which the rate-control subsystem is free to choose
a particular quantizer for the given macroblock. Furthermore, they
change the rate-distortion cost function by weighting its cost term
with the block’s saliency. The paper is also the first attempt to em-
ploy saliency maps generated using a deep-neural-network model
for video compression. Our paper improves the results by analyz-
ing how the choice and tuning of the deep visual-attention model
affects compression quality.
Lyudvichenko et al. [3] proposed saliency-aware modification
of the x264 encoder. This modified encoder selects macroblock
quantizers in order to use b percent of the bitrate to encode p
percent of the least-salient pixels, where b and p are user defined.
It is an element of our proposed method owing to the prevalence of
the H.264 standard, the availability of the modified source code [22]
and the x264 encoder’s maturity.
3 PROPOSED VIDEO COMPRESSION
METHOD
The proposed saliency-aware encoder comprises two parts: the
saliency-prediction module and the encoding module (see Figure 1).
It first feeds the input video into the saliency-prediction module,
then it feeds the predicted saliency maps along with the input video
into the encoding module, which outputs the encoded bitstream.
We use the saliency-aware modification of the x264 software
encoder proposed in [3] as our encoding module. This modified
encoder chooses macroblock delta quantizers such that b percent
of the bitrate encodes p percent of the least-salient pixels in accor-
dance with the input saliency map. The parameters p and b are
user defined; we fixed them at 80% and 70%, respectively, in all our
experiments. To achieve the abovementioned bitrate distribution,
our approach used the following update rule:

Q′ = Q + αSP − βSN∑
i, j :SN>0
B(Q′i, j ) =
b
100
∑
i, j
B(Qi, j )∑
i, j :SP≥0
B(Q′i, j ) =
(
1 − b100
)∑
i, j
B(Qi, j ),
(1)
where Q and Q′ are the original and modified quantization maps,
respectively; B(q) estimates the number of bits required to encode a
block with quantizerq; SP = max(S−sp , 0); and SN = max(sp−S, 0).
S is the input saliency map and sp is the value of its p-th percentile.
For the saliency prediction module we considered three state-
of-the-art saliency models (see Section 4.1). We fine-tuned each
model (see Section 4.2) to estimate its generalization ability by
comparing the performance of the original and fine-tuned models
for our dataset.
We compared our proposed encoder with the unmodified x264
encoder both objectively (see Section 4.4) and subjectively (see
Section 4.5).
4 EXPERIMENTS
4.1 Saliency Models Selection
We selected three state-of-the-art visual-attention models as can-
didates for the saliency-prediction module. Two of them, OM-
CNN [13] and ACL [14], are designed for saliency prediction in
videos, and the third one, SAM [11] (we use its ResNet version), is
for images.
SAM is unable to exploit motion features, but it strongly exploits
image structural features because it was trained on a more diverse
image dataset containing thousands of images. OM-CNN, on the
other hand, was trained on datasets with only dozens of videos.
Therefore, static visual-attention models may be better at gener-
alization and may produce better saliency maps for videos with
rare or previously unseen types of content. ACL combines both
approaches; its network has an attention module trained on both
images and videos.
We also compare these models using three baselines: center prior,
single observer, and ground truth. Figure 2 shows example saliency
maps for the models and the baselines.
These baselines have a meaningful value for saliency-aware-
compression research:
• Though center prior is a simple static model that does not
depend on video content, it outperforms some non-deep
models [3].
• Single-observer saliency maps are based on eye-tracking
data from one observer. Until recently, automatic models had
lower quality than the single-observer baseline [8]. Also, a
method that employs single-observer saliencymaps has been
already used for saliency-aware video compression [3]. The
authors showed it could reduce the bitrate by 23% compared
with regular x264 [23] yet produce videos with the same
visual quality.
• Ground-truth saliency maps provide the ultimate quality,
but their direct use in video compression cannot guarantee
the best quality of compressed videos. These saliency maps
are temporally inconsistent: the object of interest in a video
could change quickly to another object. But video codecs
rely heavily on temporal consistency and cannot effectively
handle such fast changes.
4.2 Saliency Models Preparation
The prediction quality of deep neural network models improves
considerably when they are trained on more data. This general-
ization problem is especially noticeable for saliency prediction in
videos, as videos have more diversity than images but less training
data. To create a practical saliency-aware video encoder, we studied
how the generalization problem affects compressed-video quality.
In particular, we are interested in the extent to which compres-
sion quality declines when compressing a video with content that is
unrepresented in the training set, as well as how fine-tuning could
reduce this decline.
Our experiments used the SAVAM [7] video-saliency dataset,
which contains 45 videos that are each 12-18 seconds long. The orig-
inal models provided by the developers of OM-CNN, ACL and SAM
were trained on others datasets: SAM used SALICON [24]; ACL
used SALICON, DHF1K [14], Hollywood-2 [25] and UCF sports [25];
and OM-CNN used LEDOV [13]. We were therefore able to employ
SAVAM for the generalization problem.
We split the SAVAM dataset into training, testing and validation
parts that consist of 23, 12 and 10 videos, respectively. We fine-
tuned the selected models using the training videos over 10 epochs.
The early stopping with a window size of three epochs is used to
avoid overfitting. Since ACL is a static model we fine-tuned it on
every 25-th video frame.
The SAVAM dataset provides saliency information as the coordi-
nates of fixation points for 50 observers. For fine-tuning and other
experiments, we need ground-truth saliency maps in addition to
fixation points. All our experiments convert fixation points to sa-
liency maps using the formula SMp =
∑
i=1..N N(p, fi ,σ ), where
SMp is the resulting saliency map value at pixel p, fi is the position
of the i-th fixation point of N and N is a Gaussian with σ = 120.
Our initial model weights came from the authors of ACL and
SAM-ResNet. Since OM-CNNwas trained only on the LEDOV video
dataset, whereas ACL was trained on four different datasets, we for
fairness initially retrained the OM-CNN model using the LEDOV,
DIEM [26], Hollywood-2 [25] and UCF sports [25] video datasets
then fine-tune it using SAVAM. In Sections 4.3 and 4.4 we compare
the fine-tuned and original models.
The authors of [3] showed that the performance of non-deep
models can improve considerably through application of simple
Source Frame Ground-truth Center prior Single Observer
OM-CNN [13] ACL [14] SAM-ResNet [11]
Figure 2: Saliency maps for three selected models and baselines. Fine-tuned and postprocessed saliency maps of the models
are shown. Also, original saliency maps are shown in the left bottom corner of the image.
Model AUC-J↑ CC↑ KL↓ NSS↑ SIM↑
Ground truth - - - 3.250 -
SAM-ResNet + FT + PP 0.833 0.672 0.569 2.021 0.618
SAM-ResNet + FT 0.835 0.664 1.242 2.180 0.616
Single observer + PP 0.807 0.651 0.621 1.845 0.603
ACL + FT + PP 0.820 0.633 0.584 1.705 0.603
ACL + FT 0.820 0.631 0.651 1.764 0.604
Single observer 0.763 0.581 9.601 2.465 0.493
OM-CNN + FT 0.791 0.560 0.863 1.504 0.569
OM-CNN + FT + PP 0.790 0.557 0.691 1.417 0.563
OM-CNN 0.781 0.553 1.652 1.462 0.560
ACL 0.796 0.552 1.985 1.769 0.546
SAM-ResNet 0.842 0.543 2.818 2.220 0.517
Center prior 0.751 0.469 1.731 1.087 0.503
Table 1: Objective evaluation results of the selected mod-
els and the baselines using five metrics on the SAVAM [7]
dataset. The results include the original models, the fine-
tuned models for the training part of the SAVAM dataset
(FT), and the result after applying the postprocessing trans-
formations (PP).
postprocessing to the saliency maps. They consider two postpro-
cessing transformations—applying a brightness-correction function
and blending with a precomputed center-prior image—and propose
a method that computes their optimal parameters according to
the MSE metric. We use this method and apply the postprocess-
ing to saliency maps of the fine-tuned models and single-observer
baseline.
We computed the parameters of the postprocessing transforma-
tions using the training part of the SAVAM dataset. The postpro-
cessing can therefore be interpreted as an additional fine-tuning
of the models, though it yields a noticeable gain only for non-deep
models in general and the single-observer baseline in particular. We
provide a detailed analysis of the fine-tuning and postprocessing in
subsequent sections. Figure 2 shows example saliency maps after
these steps.
4.3 Objective Saliency Models Evaluation
We evaluated the baselines and three selected visual-attention mod-
els, along with their fine-tuned and postprocessed versions, using
five objective-quality metrics for saliency [27]: AUC-Judd (AUC-J),
linear correlation coefficient (CC), Kullback-Leibler divergence (KL),
normalized scanpath saliency (NSS) and similarity metric (SIM).
The results appear in Table 1.
Table 1 shows that SAM-ResNet, ACL and OM-CNN exhibit
higher quality after the fine-tuning: 0.517→ 0.616, 0.546→ 0.604
and 0.560→ 0.569, respectively, according to the SIM metric. The
other metrics demonstrate a notable improvement as well—except
for AUC-J, where SAM-ResNet worsened after the fine-tuning.
Postprocessing boosted the single-observer baseline according
to the SIM metric (0.493 → 0.603) and the other metrics, except
NSS (2.465→ 1.845).
NSS is a good metric for evaluating saliency models [27] because
it uses fixation maps as ground-truth data instead of saliency maps,
which cannot be unambiguously generated from fixation maps. But
NSS is poorly suited to evaluating model quality in the context of
saliency-aware video compression. It encourages a model to gener-
ate saliency maps with sharp peaks next to fixation points, covering
only a small part of the image, whereas the actual human gaze is
fuzzier and covers wider parts of the image. Thus, the encoder will
interpret many of the pixels that the observer sees around fixation
points as nonsalient.
The postrocessing almost did not change the quality of the ACL
and SAM-ResNet results (we saw a tiny boost in the CC, SIM and
KL metrics but a drop in the others), and only the KL metric showed
an improvement for OM-CNN. The explanation could be that the
models we considered have explicit center priors in their archi-
tectures and have already implicitly learned the postprocessing
transformations.
All three selected models outperformed the center-prior base-
line even without fine-tuning. The fine-tuned version of SAM-
ResNet outperformed the postprocessed single-observer baseline,
and whereas the fine-tuned ACL outperformed only the original
single-observer model, all OM-CNN models are worse than the
original single observer. Worth noting is that the results for the
original SAM-ResNet were worse than those for the original ACL
and OM-CNN all metrics, but after fine-tuning and postprocess-
ing, it surpassed every ACL and OM-CNN version even though it
is a purely static model whereas ACL and OM-CNN can exploit
additional motion features.
4.4 Objective Saliency-Aware Compression
Evaluation
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Figure 3: Objective evaluation of proposed saliency-aware
compression for different saliency models using the EWS-
SIM [28] metric.
Our model evaluation in the previous section showed that the
fine-tuned SAM-ResNet exhibits the best objective quality for sali-
ency maps. But the final quality of videos produced by a saliency-
aware encoder depends on many factors, only one of which is the
proximity of the saliency maps to ground-truth.
To evaluate the complete contribution of a saliency model to the
final video quality, we compressed the validation videos at different
bitrates using the method described in Section 3 and measured
the quality of the results using the EWSSIM [28] metric. EWSSIM
is a simple measure of distortion between the compressed and
original videos; it is the weighted sum of per-pixel SSIM values
using ground-truth saliency as weights.
The resulting rate-distortion curves appear in Figure 3. Note
that for visibility we omitted some overlapping curves, but for each
model we left at least one curve corresponding to a version with the
best EWSSIM value. As Figure 3 shows, the postprocessed single-
observer baseline outperforms all saliency models. In particular,
it is slightly better than the postprocessed SAM-ResNet, whereas
SAM-ResNet is the better of the two for all objective measures in
Table 1. In general, the ranking of the other models by EWSSIM
remains the same as the ranking by objective saliency measures.
SAM-ResNet despite of getting better score than the single-
observer baseline according to AUC-J, CC, KL, NSS, and SIM, got
lower score accroding EWSSIM. The metric divergence could be
explained by the fact that saliency objective metrics fail to take
into account the temporal consistency of saliency maps, whereas
this feature may be crucial for efficient video encoding. Since SAM-
ResNet is a static model, it is less temporally stable than ACL and
OM-CNN, which are designed for saliency prediction in video.
SAM-ResNet remains the best of our selected models according
to EWSSIM, however. As Figure 3 shows, it can produce video at
a 1000 kbps bitrate and the same EWSSIM quality as the original
x264 at a 1330 kbps bitrate. Thus, the proposed saliency-aware
compression with the SAM-ResNet model could reduce the bitrate
by up to 25%.
Also, the fine-tuning and postprocessing boosted the SAM-ResNet
performance according to EWSSIM. The original SAM-ResNet yield-
ed only a 12% bitrate savings. The fine-tuning effect for ACL and
OM-CNN is more modest. The fine-tuned and postprocessed ACL
yields a 22% bitrate savings and the original version an 18% savings.
But the EWSSIM metric cannot model all features of the hu-
man visual system. Therefore, we performed another subjective
evaluation of the saliency-aware compression, as we describe in
Section 4.5.
4.5 Subjective Saliency-Aware Compression
Evaluation
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Figure 4: Subjective evaluation of the proposed saliency-
aware compression using different saliencymodels. 85% con-
fidence intervals are shown for SAM-ResNet model.
To evaluate the performance of the selected saliency models
for video compression, we conducted a study with over 301 paid
participants using the Subjectify.us web service.
Participants were shown a sequence of compressed-video pairs
in a web browser using full-screen mode; for each pair, we asked
them to either select the video with better quality or mark the
videos as equal.
For this study, we used 10 validation videos from SAVAM dataset.
For each video we used our encoder to produce a set of com-
pressed bitstreams by varying bitrate (1250, 1375 and 1500 kbps)
and saliency prediction module: ground-truth, postprocessed single-
observer and center-prior baselines as well as three deep models
with fine-tuning and postprocessing. We also compressed each
video with unmodified x264 at 1500 kbps bitrate. Thus, we had 1710
video pairs that required comparison. In total we collected 3010
pairwise comparisons from 301 participants, distributed uniformly
across all compression methods and test sequences.
In particular, each participant viewed 12 video pairs, two of
which were hidden verification questions that asked them to com-
pare regular x264 compression at bitrates of 1500 and 2500 kbps; our
study only retained the results from those who correctly answered
both verification questions.
We offered money reward to each participant who successfully
completed the test. Using Thurstone’s Case V Model [29], we trans-
formed the pairwise method comparisons into subjective rankings.
The final subjective ranks grouped by bitrate with 85% confidence
intervals are shown on Figure 4.
As Figure 4 illustrates, the proposed saliency-aware compres-
sion at a 1500 kbps bitrate for all tested models ranks higher than
regular x264 at the same bitrate. This result means humans pre-
fer saliency-aware compression (even with the simple center-prior
model) to regular compression at equal bitrates. At 1375 kbps, how-
ever, the subjective ranks shows that only SAM-ResNet certainly
outperforms x264 at 1500 kbps; other models still rank close to
x264, though. At 1250 kbps, SAM-ResNet has almost the same rank
as x264 at 1500 kbps, the other models (even Ground-Truth) have
lower rank. If we linearly interpolate model rankings, we can claim
that saliency-aware compression using SAM-ResNet at birtate 1250
kbps has the same subjective quality as regular x264 at 1500 kbps,
yielding a 17% bitrate savings.
Note that by the subjective ranking SAM-ResNet beats the other
models and the baselines (and even slightly better than Ground-
Thruth at two bitrates), whereas the objective comparison by EWS-
SIM (see Section 4.4) indicates that the postprocessed single-observer
baseline achieves the best results.
5 CONCLUSION
In this paper we examined the problem of applying modern sali-
ency models for saliency-aware video compression. We proposed
a saliency-aware video encoder with two modules. The encoder
module is based on x264 video encoder modification introduced
in [3]. For the saliency prediction module we considered three deep
saliency models and adapted them for video compression use case
by applying special postprocressing and fine-tuning. We objectively
evaluated quality of original and adapted models as well as videos
compressed using these models. Paying special attention to qual-
ity evaluation of the resulting videos, we conducted a subjective
experiment to estimate how humans perceive videos compressed
using different models and bitrates. The experiment showed that
our method relying om SAM-ResNet for saliency prediction can
produce videos with the same visual quality as unmodified x264,
but with 17% less bitrate. Since the encoder module produces H.264
bitstream, our method can be applied to reduce video content de-
livery costs without need to upgrade the infrastructure and user
devices to support new video encoding standards.
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