Abstract. This paper explains a method to calculate the coefficients of the Alekseev-Torossian associator as linear combinations of iterated integrals of Kontsevich weight forms of Lie graphs.
Introduction
Associators are group-like non-commutative formal power series with two variables which were subject to the pentagon equation and the hexagon equations in [Dr] (actually it was shown in [Fu2] that the former implies the latter). The notion is involved with wide area of mathematics, the quantization of Lie-bialgebras (cf. [EK] ), the combinatorial reconstruction of the universal Vassiliev knot invariant (cf. [B, Ca, KaT, LM1, P] ), the proof of formality of chain operad of little discs (cf. [Ta, SW] ), the solution of Kashiwara-Vergne conjecture (cf. [AT2] ), etc.
A typical example of associators is the KZ-associator Φ KZ in the algebra C A, B of power series over C with variables A and B, which was constructed by two fundamental solutions of the KZ (Knizhnik-Zamolodchikov) equation in [Dr] . In [LM2] Theorem A.8 and [Fu1] Proposition 3.2.3, it was given a method to calculate its coefficients as linear combinations of multiple zeta values, the real numbers defined by the following power series with k 1 , . . . , k m ∈ N and k m > 1 (the condition to be convergent).
The AT-associator Φ AT is another example of associators. It was introduced by Alekseev and Torossian [AT1] as an 'associator in TAut 3 ' and later shown to be an associator in R A, B byŠevera and Willwacher [SW] . It was constructed by a parallel transport of the AT-equation (cf. §3) on Kontsevich's eye C 2,0 (cf. §1). Date: February 27, 2018. This paper discusses a AT-counterpart of the results of [LM2] and [Fu1] . We give a method in Theorem 3.3 to describe coefficients of the AT-associator Φ AT in terms of linear combinations of iterated integrals of Kontsevich weight forms of Lie graphs (cf. §2) on C 2,0 and execute computations in lower depth in §4.
We note that similar (or possibly related) arguments are observed in [Alm] Theorem 8.0.4.5 where Alm described Lyndon word expansion of the 1-form ω AT , while in this paper we calculate free word expansion of its parallel transport Φ AT .
Kontsevich's eye
We will recall the compactified configuration spaces [K] . Let n 1. For a topological space X, we define Conf n (X) := {(x 1 , . . . , x n ) x i = x j (i = j)}. The group Aff + := {x → ax + b a ∈ R × + , b ∈ C} acts on Conf n (C) diagonally by rescallings and parallel translations. We denote the quotient by C n := Conf n (C)/Aff + for n 2, which is a connected oriented smooth manifold with dimension 2n − 3. E.g. C 2 ≃ S 1 and
where H is the upper half plane. The group Aff
acts there diagonally and we denote the quotient by C n,m := Conf n,m (H, R)/Aff R + for n, m 0 with 2n + m 2, It is an oriented smooth manifold with dimension 2n + m − 2 and with m! connected components. Particularly we denote C + n,m to be its connected component whose real coordinates are on the position
Kontsevich constructed compactifications C n and C + n,m of C n and C + n,mà la Fulton-MacPherson in [K] . They are endowed with the structures of manifolds with corners. They are functorial with respect to the inclusions of two finite sets, i.e. I 1 ⊂ I 2 and J 1 ⊂ J 2 with ♯(I k ) = n k and ♯(J k ) = m k (k = 1, 2) yield a natural map C + n2,m2 → C + n1,m1 . The stratification of his compactification has a very nice description in terms of trees in [K] (also refer [CKTB] ). Particularly C 2,0 , which is called Kontsevich's eye, is given by C 2,0 = C 2,0 ⊔ C 1,1 ⊔ C 1,1 ⊔ C 2 ⊔ C 0,2 . Each component bears a special name as is indicated in Figure 1 .1. The upper (resp. lower) eyelid corresponds to z 1 (resp. z 2 ) on the the real line. The iris magnifies collisions of z 1 and z 2 on H. LC (resp. RC) which stands for the left (resp. right) corner is the configuration of z 1 > z 2 (resp. z 1 < z 2 ) on the real line.
The angle map φ :
We note that φ is identically zero on the upper eyelid.
Kontsevich weight forms of Lie graphs
We will recall the notion of Lie graphs and their Kontsevich weight functions and 1-forms. Definition 2.1. Let n 1. A Lie graph Γ of type (n, 2) is a graph consisting of two finite sets, the set of vertices V (Γ) := { 1 , 2 , 1 , 2 , . . . , n } and the set of
The points 1 and 2 are called as the ground points, while the points 1 , 2 , . . . , n are called as the air points. We equip V (Γ) with the total order 1 < 2 < 1 < 2 < · · · < n .
For each e ∈ E(Γ), under the inclusion E(Γ) ⊂ V (Γ) × V (Γ), we call the corresponding first (resp. second) component s(e) (resp. t(e)) as the source (resp. the target) of e and denote as e = (s(e), t(e)). We equip E(Γ) with the lexicographic order induced from that of V (Γ). Both V (Γ) and E(Γ) are subject to the following conditions:
(1) An air point fires two edges: That means there always exist two edges with the source i for each i = 1, . . . , n. (2) An air point is shot by one edge at most: That means there exists at most one edge with its target i for each i = 1, . . . , n. (3) A ground point never fire edges: That means there is no edge with its source on ground points. (4) The graph Γ becomes a rooted trivalent tree after we cut off small neighborhoods of ground points: That means that the graph of Γ admits a unique vertex (called the root) shoot by no edges and it gives a rooted trivalent trees if we regard the vertex as a root and distinguish all targets of edges firing ground points.
Let Γ be a Lie graph of type (n, 2). Let f 2 be the completed free Lie algebra generated by two variables A and B. Lie monomial Γ(A, B) ∈ f 2 of degree n + 1 is defined to be the associated element with the root by the following procedure: With 1 and 2 , we assign A and B ∈ f 2 respectively. With each internal vertex v firing two edges e 1 = (v, w 1 ) and e 2 = (v, w 2 ) such that e 1 < e 2 , we assign [Γ 1 , Γ 2 ] ∈ f 2 where Γ 1 and Γ 2 ∈ f 2 are the corresponding Lie monomials with the vertices w 1 and w 2 respectively. Recursively we may assign Lie elements with all vertices of Γ. 
Each e ∈ E(Γ) determines a subset {s(e), t(e)} ⊂ V (Γ) with |V (Γ)| = n + 2 which yields a pull-back π : C n+2,0 → C 2,0 . By composing it with the angle map (1.1), we get a map φ e : C n+2,0 → R/Z. The regular 2n-forms Ω Γ on C n+2,0 (which is 2n-dimensional compact space) associated with Γ is given by the ordered exterior product
Definition 2.3. Put π : C n+2,0 → C 2,0 to be the above projection induced from the inclusion { 1 , 2 } ⊂ { 1 , 2 , 1 , 2 , . . . , n }. The Kontsevich weight function (see [To] ) of Γ is the smooth function w Γ :
where π * is the push-forward (the integration along the fiber of the projection π, cf. [HLTV] ), that is, the function which assigns ξ ∈ C 2,0 with
Particularly the special value w Γ (RC) of the function w Γ (ξ) at ξ = RC is called the Kontsevich weight of Γ. It appears as a coefficient of Kontsevich's formula on deformation quantization in [K] . It looks unknown if they are given by MZVs or not.
Definition 2.4. We denote LΓ (resp. RΓ) to be a graph obtained from Γ by adding one more edge e L from 1 (resp. e R from 2 ) to the root of Γ. The regular (2n + 1)-form Ω LΓ (resp. Ω RΓ ) on C n+2,0 is defined to be
The one-forms ω LΓ and ω RΓ , which we call the Kontsevich weight forms of Γ here, are the PA 1 one-forms of C 2,0 respectively defined by
i.e. they are one-forms respectively defined by
1 'PA' stands for piecewise-algebraic (cf. [KS, HLTV, LV] ).
where ξ runs over C 2,0
Main results
We will recall the definition of the AT-associator and then give a method to calculate its coefficients in Theorem 3.3.
Let tder 2 be the Lie algebra consisting of tangential derivations der(α, β) :
Here Ω 1 PA (C 2,0 ) means the space of PA one-forms of C 2,0 and
with the set LieGra
of geometric (it means non-labeled) Lie graphs of type (n, 2) (cf. Definition 2.1). We note that both Ω Γ and Γ(A, B) require the order of E(Γ) however their product Ω Γ · Γ(A, B) does not (cf. [CKTB] ), whence both ω L and ω R do not require labels. The symbol σ stands for the involution of C 2,0 caused by the switch of z 1 and z 2 .
In [AT1] they considered the following differential equation on C 2,0
with ξ ∈ C 2,0 , where the connection ω AT is shown to be flat. Here g(ξ) ∈ TAut 2 := exp tder 2 , the pro-algebraic subgroup of Aut 2 consisting of tangential automorphisms Int(α, β) : f 2 → f 2 (α, β ∈ exp f 2 ) such that A → α −1 Aα and B → β −1 Bβ. They denote its parallel transport (its holonomy) for the straight path from α 0 (the position 0 at the iris, see Figure 3 .1) to RC by F AT ∈ TAut 2 . RC α 0 
Here for any T = Int(α, β) ∈ TAut 2 , we denote in TAut 3 := exp tder 3 which is similarly defined to be the group of tangential automorphisms of the completed free Lie algebra f 3 with variables A, B and C.
We note that there is a Lie algebra inclusion f 2 ֒→ tder 3 sending (3.3) A → t 12 := der(B, A, 0) and B → t 23 := der(0, C, B)
which induces an inclusion exp f 2 ֒→ TAut 3 .
Theorem 3.2 ([AT2, SW]).
The AT-assocciator Φ AT forms an associator. Namely it belongs to exp f 2 (⊂ C A, B ) and satisfies the equations [Dr] (2.12), (2.13) and (5.3). Furthermore it is real (i.e. it belongs to the real structure R A, B ) and even (i.e. Φ AT (−A, −B) = Φ AT (A, B).)
As we saw in the introduction, all the coefficients of the KZ-associator Φ KZ are known to be explicitly described in terms of multiple zeta values, which are iterated integrals of two differential 1-forms of dt/t and dt/(1 − t) on P 1 \ {0, 1, ∞}. The following theorem would be its AT-counterpart, that is, we give a method to present all the coefficients of the AT-associator Φ AT in terms of linear combinations of iterated integrals of Kontsevich weight forms, on C 2,0 , of Lie graphs . Theorem 3.3. We have
Here l ω is the left multiplication by ω and D ω is given by
and for any one-form Ω ∈ Ω 1 PA (C 2,0 ) we define
The right hand side of (3.4) is directly computable as will be given in §4 (4.1).
Proof. Since Φ AT is an associator, we have by [AET] Theorem 2. Here µ ΦAT is the automorphism of C A, B such that
with C = −A − B. We note that µ ΦAT (CBH(A, B)) = A + B.
Let SolKV(C) be the set of solutions of the generalized Kashiwara-Vergne problem, that is, the set of p ∈ TAut 2 satisfying p(CBH(A, B)) = A + B and the coboundary Jacobian condition δ • J(p) = 0. Here J stands for the Jacobian cocycle J : TAut 2 → tr 2 and δ denotes the differential map δ : tr n → tr n+1 for n = 1, 2, . . . with the trace space tr n (for their precise definitions see [AT1, AET] ).
Recall that the element F AT ∈ TAut 2 was defined to be the parallel transport of the differential equation (3.1) from α 0 to RC. By the following lemma, it is also regarded as a parallel transport of the differential equation (3.7), which we call the AT-equation.
Lemma 3.4. The element F AT is also defined to be the parallel transport, for the straight path ℓ(s) (0 s 1) from RC to α 0 in Figure 3 .1, of the differential equation (the AT-equation) on C 2,0
Proof. Let g 0 (ξ) be the unique local solution of (3.1) with the initial condition g 0 (α 0 ) = 1 and G RC (ξ) be the unique local solution of (3.1) with the initial condition G RC (RC) = 1. We can check that g 0 (ξ) −1 is a solution of the AT-equation (3.7) by direct computations. Then by the uniqueness of the solution of the differential equation, G RC (ξ) and g 0 (ξ) −1 are different by the right multiplication. Since G RC (RC) = 1 and g 0 (RC)
By Lemma 3.4, we have (3.8)
Lemma 3.5. F AT ∈ SolKV(C).
Proof. By the differential equation [AT1] (8) for ch
is constant where g 0 (ξ) is the solution of (3.1) introduced in the proof of Lemma 3.4. We have F AT (CBH(A, B)) = A+B because g 0 (α 0 ) = id, g 0 (RC) = F AT and ch α0 = A + B, ch RC = CBH(A, B). While we have a differential equation on C 2,0
here div : tder 2 → tr 2 is the divergence cocycle which integrates to the Jacobian cocycle J (cf. [AT1, AT2] ). It is verified by considering a tangent vector v at the point ξ ∈ C 2,0 and evaluating the both hands sides at v. In more detail,
By combining the above differential equation with the differential equation [AT1] (9) for duf ξ ∈ tr 2
we obtain that g 0 (ξ) · duf ξ − J(g 0 (ξ)) is constant. By duf α0 = 0, we have duf ξ = J(g 0 (ξ)). Since duf RC is the Duflo function which lies on ker δ, we have δ • J(F AT ) = 0 by g 0 (RC) = F AT .
We have F AT ∈ SolKV(C) by Lemma 3.5 and µ ϕ ∈ SolKV(C) for all associators ϕ ∈ exp f 2 by [AT2, AET] . Both F AT and µ ΦAT give rise to the same Φ = Φ AT by (3.2) and (3.6). So, by [AT2] Proposition 7.2 2 , we have F AT = exp(λt) • µ ΦAT for some λ ∈ C and t = der(B, A) = ad(−A − B). Since t is an inner derivation, we have
where Int 2 is the (normal) subgroup of TAut 2 consisting of inner automorphisms. By the 2-and 3-cycle relation ( [Dr] (2.12) and (5.3)) for Φ AT ,
where µ ΦAT,0 is the automorphism such that
Lemma 3.6. The automorphism µ ΦAT,0 is also given by the parallel transport of the differential equation
(3.13)
Proof. The derivation D ω is a (unique) one with deg 2 which is congruent to ω AT modulo inner derivations, whence we have (3.14)
P exp
By (3.8), (3.9), (3.10) and (3.14), we obtain (3.13) modulo Int 2 . Since the right hand side of (3.14) is the automorphism which yields the identity modulo deg 2, and stabilizes the element A and the conjugacy class of B as in (3.11), and µ ΦAT,0 is the unique automorphism in the same residue class with the same property and Φ AT ≡ 1 mod deg 2, we obtain (3.13). Thus Lemma 3.6 is proven.
Let us go back to the proof of Theorem 3.3. As is explained in [DG] , there is a natural Lie algebra isomorphism (3.15) ntderΠ 0 ≃ ntderΠ 10 whose correspondence is given by der(0, φ) → l φ + der(0, φ) with φ ∈ f 2 where l φ is the left multiplication by φ. (Here Π 0 and Π 10 are notations employed in [DG] . Both of them stand for C A, B but the latter is regarded as a 'right-torsor' over the former.) The Lie algebra isomorphism (3.15) is integrated to the group isomorphism
where the former is the subgroup of TAut 2 consisting of the automorphism µ Φ,0 given as (3.11) for Φ ∈ exp f 2 while the latter is the group of automorphisms of C A, B consisting of l Φ • µ Φ,0 and the above identification is given by
. By Lemma 3.6, µ ΦAT,0 is the parallel transport of the differential equation (3.12), whence it lies on NTAutΠ 0 . And under the identification (3.16) it corresponds to l ΦAT • µ ΦAT,0 , which is also given as the parallel transport of the differential equation
By applying to 1 10 := 1 ∈ Π 10 = C A, B , we obtain (3.4), whence Theorem 3.3 is proven.
Coefficients in depth 1 and 2
Along the method of Theorem 3.3, we will execute calculations of the coefficients of the AT-associator in lower depth terms in the equations (4.2) and (4.3).
By definition, we have
Then from (3.4) it follows
Depth 1 case : Recall that (Φ KZ |A n−1 B), the coefficient of A n−1 B (n 2) in the KZ-associator Φ KZ ( [Dr] ) is calculated to be
with the Riemann zeta value ζ(n) = 0<k 1 k n in [Dr] . By (4.1), its analogue in the AT-associator Φ AT is calculated as follows:
Example 4.1. For n 2, we have
Here Γ n−1 is the Lie graph of type (n − 1, 2) with Γ n−1 (A, B) = (adA) n−1 (B), whose geometric graph is depicted in Figure 4 .1.
Actually by Theorem 3.2, it can be deduced that
for n 2 with the Bernoulli number B n (see also [Alm] ).
Depth 2 case : We also remind that the coefficient of
with the double zeta value ζ(a, b) = 0<k<l Fu1] ). Again by (4.1), its analogue in Φ AT is calculated as follows:
whose geometric graph is depicted in Figure 4 .2.
•
Each term is calculated as follows: Here δ i,j is the Kronecker delta symbol. We note that (Φ AT |A b−1 BA a−1 B) = 0 when a + b is odd, because Φ AT is even.
In principle, our formula (3.4) enables us to calculate explicitly all the coefficients of the AT-associator Φ AT as rational linear combinations of iterated integrals of Kontsevich weight forms of Lie graphs as (4.2) and (4.3).
There are explicit formulae to describe all the coefficients of the KZ-associator Φ KZ in terms of multiple zeta values (cf. [Fu1, LM2] ). Whereas any explicit formulae to present all the coefficients of Φ AT (or, more generally, iterated integrals of Kontsevich weight forms of Lie graphs) as linear combinations of multiple zeta values looks unknown 3 though it was claimed in [RW] Remark 1.5 that all coefficients of Φ AT are linear combinations of multiple zeta values with rational coefficients. If their claim is turned into an effective algorithm computing the coefficients of Φ AT , it would give formulae for coefficients of Φ AT in terms of multiple zeta values rather than iterated integrals of Kontsevich weight forms.
