Real-world problems are very difficult to optimize. However, many researchers have been solving benchmark problems that have been extensively investigated for the last decades even if they have very few direct applications. The Traveling Thief Problem (TTP) is a NP-hard optimization problem that aims to provide a more realistic model. TTP targets particularly routing problem under packing/loading constraints which can be found in supply chain management and transportation. In this paper, TTP is presented and formulated mathematically. A combined local search algorithm is proposed and compared with Random Local Search (RLS) and Evolutionary Algorithm (EA). The obtained results are quite promising since new better solutions were found.
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I. INTROD UCTION
The travelling thief problem (TTP) is a novel NP-hard problem introduced in [1] to provide a model that better represents real-world problems. The particularity of TTP is that it is composed of two other NP-hard problems, namely the travelling salesman problem and the knapsack problem, which are interdependent.
The problem can be introduced with the fo llowing simplified statement:
"Given n cities and m items scattered among these cities, a thief with his rented knapsack should visit all n cities, once and only once each, and pick up some items. The more the knapsack gets heavier, the more the thief becomes slower. What is the best path and picking plan to adopt to achieve the best benefit ?".
Two particular properties can be extracted from the statement above. First, the overall problem is composed of two sub-problems: choosing the best path and picking up the most profitable items. Second, the sub-problems are interdependent: when the knapsack gets heavier, the speed of the thief decreases. The composition increases the number of possible solutions, and the interdependence makes it impossible to isolate sub-problems.
This kind of multiple interdependent components is widely found in logistics and supply chain management. Nevertheless, few attempts have been made to study and solve these problems as a whole, and a lot of effort have been made to solve the components independently. In [3] , the authors explain why there is a gap between the work done by the Evolutionary Computation researchers and real-world applications. As far Examples of other realistic problems with multiple interdependent sub-problems include most supply chain optimization problems [2] , [3] , routing problems with loading constraints such as 2L-CVRP and 3L-CVRP [4] , [5] , [6] , and water tank delivery [7] .
Since TTP was introduced, some algorithms were proposed to solve it. An Evolutionary Algorithm and a Random Local Search were proposed in [8] to provide a starting point to other researchers. In [9] , an approach named Cosolver was introduced to solve TTP by separating the sub-problems and managing a communication between them. Lastly, an interesting work on TTP introduces many complexity reduction techniques in order to solve very large instances in a time budget of 10 minutes [10].
In this paper, we follow the ideas proposed in [9] and [10] to propose further improvements and introduce an algorithm based on the Cosolver framework that can solve TTP instances efficiently. This paper is organized as follows . In section II TTP is mathematically defined and investigated. Section III is dedicated to introduce our approach for solving TTP. The tests and results are presented in section IV. Section V concludes the paper and outlines areas for future research.
II. BACKGROUND
In this section, we present some background information about TTP. The problem is formulated and an abstract algorithm is presented.
A. The Travelling Thief Problem
Herein we formulate the Travelling Thief Problem (TTP) which combines two other well known benchmark problems, namely the Travelling Salesman Problem (TSP) and the Knapsack Problem (KP).
In TTP, we consider n cities and the associated distance matrix {dij }. There are m items scattered in these cities, each item k have a profit Pk and a weight Wk. A thief with his knapsack is going to visit all these cities (once and only once each), and pick up some items to fill his knapsack. We note W the maximum capacity of the knapsack, Vmin and V max are the minimum and maximum possible velocity respectively.
Also, we consider also the following constraints and parameters:
Each item is available in only one city. We note {Ad the availability vector, Ai E {l, ... , n} contains the reference to the city that contains the item i .
We suppose that the knapsack is rented. We note R the renting price per time unit.
The velocity of the thief changes accordingly to the knapsack weight. We note V X i the velocity of the thief at city Xi (see equation 1).
(1) where C = Vma x wV min is a constant value, and W X i represents the weight of the knapsack at city Xi.
The goal of the problem is to find the tour X and the picking plan z that optimize the total travel gain defined in equation
Where 9 ( z) = L:m Pm * Zm is the total val ue of the items subject to L:m Wm Um :S W, and f(x , z ) = L:~:ll tx i, X i + 1 + tX n ,x, is the total travel time.
The solutions could be naturally coded as follows. The tour X = ( X l , ... , xn ) is a vector containing the ordered list of cities, and the picking plan z = (Zl ' ... , zn ) is a binary vector such as Zi is equal to 1 if the item i is picked, 0 otherwise.
The interdependence between KP and TSP have been investigated. As shown in [1] , [10], optimizing the subproblems in isolation (even to optimality) does not guarantee finding good solutions for the overall problem. Therefore, finding good global solutions requires an algorithm that takes interdependence of components in consideration, which makes the design of such an algorithm quite difficult.
B. Cosolver
Cosolver is an abstract algorithm proposed in [9] to solve TTP. The idea behind the algorithm is simple. Decompose the overall problem and solve components separately using a fitness function that takes in consideration the interdependence between the two components.
Thus, given an initial solution (xo , zo), TTP is decomposed into the following problems.
1) The Travelling Salesman with Knapsack Problem (TSKP): consists of finding the best tour x ' that, combined with the last found picking plan z', optimizes the TTP objective function G. Also, because the total profit function 9 does not depend on the tour, instead of maximizing G, we can consider minimizing the total travel cost T (see equation 3).
2) The Knapsack on the Route Problem (KRP): consists of finding the best picking plan z' that maximizes the total gain G when combined with the last found tour x' . 
III. PROPOSED APPROACH
In this section, we propose an algorithm that implements the Cosolver framework and uses some techniques proposed in [10] .
A. Solution initialization
In TTP, the initial solution has a big impact on the search algorithm. Thus, the initialization strategy should be chosen carefully. In our implementation, we use a heuristic approach to initialize both the tour and the picking plan.
Firstly, the tour is generated using a good TSP algorithm such as the Lin-Kernighan heuristic [11] or the Ant Colony Optimization algorithm [12] .
Then, the picking plan is initialized using the following approach.
1)
The insertion heuristic proposed in [10] is used to fill the knapsack with items according to three fitness approximations.
2)
A simple bit-flip search on inserted items is performed to eliminate some useless items from the picking plan using the objective function.
We will refer to this heuristic as the insertion & elimination heuristic.
B. Complexity reduction techniques
Our algorithm uses the following complexity reduction techniques.
1) TSKP neighborhood reduction:
The Delaunay triangulation [13] is used as a candidate generator for the 2-0PT heuristic. This strategy was also proposed in [10].
2) Objective value recovery: Instead of using the objective function to calculate the objective value of neighbors, this value can be recovered by keeping track of time and weight information at each tour's city. The following vectors are used to perform such operation.
•
Time accumulator (t acc ): a vector that contains the current time at each city of the tour.
• Weight accumulator (w acc ): a vector that contains the current weight at each city of the tour.
• Time register (t r eg ): a vector that contains the added time at each city of the tour.
• Weight register (w r eg ): a vector that contains the added weight at each city of the tour. A similar technique named incremental evaluation was proposed in [10] . In our implementation, we go further and use these techniques also to recover the vectors. x(n) t(l) t(i-1) tIn)
Fig. 2. Example of changes that can be applied to a TIP solution (in black)
and its effect on the total traveling time function (in gray)
3) Objective function calculation:
The objective function has a complexity of O(m * n) as proposed in [14] , where m is the number of items and n is the number of cities. The complexity could be reduced to O(k*n) where k is the number of items per city. In the CEC '2015 competition website I, the Java implementations already has a reduced complexity but it uses a technique highly dependent on the TTP instance generator. We believe that a better way is to class items per city. Figure 3 explains this technique using a simple example. In the example, 4 cities are considered: city 1 contains 4 items (1,2,3 and 4), city 2 contains 2 items (5 and 6), city 3 contains no items, city 4 contains 3 items (7, 8 and 9). city 1 city 2 city 3 city 4 Fig. 3 . Data structure for classing items by cities C. Proposed algorithm Our heuristic, namely Cosolver2B, is based on local search algorithms, and it implements the Cosolver framework. In addition to the techniques presented above, we use the 2-0PT heuristic to solve TSKP and a bit-flip search to solve the KRP. The algorithm is summarized in the flowchart in figure 4 .
The algorithm starts with a tour generated using the Lin-Kernighan heuristic. The insertion & elimination heuristic is then used to initialize the picking plan. The obtained tour and picking plan are then given to the TSKP optimizer that tries to improve the current tour using a 2-0PT heuristic. The resulting tour is combined with the current picking plan and given to the KRP optimizer that uses a simple bit-flip to find a decent picking plan. If there is improvement, the new picking plan is combined with the current tour and given to the TSKP optimizer. This process is repeated until there is no improvement.
IV. EXPERIMENTAL RESULTS
We tested our algorithm on 15 TTP instances of various sizes [8] . The obtained results are compared with RLS and EA proposed in the same paper 2.
We have implemented two versions of Cosolver2B. The first is best fit (also known as best improvement) which searches the entire neighborhood on a given iteration and selects the best neighbor. The second is first fit (also known as first improvement) which stops the neighborhood search once a better solution is found.
Since our algorithms are detenninistic, one run per instance is sufficient. The algorithms have a maximum runtime limit of 600 seconds. Note that our implementation uses the Java platfonn, and the tests are performed on a core i3-2370M CPU 2.40GHz machine with 4 GB of RAM, running Linux.
On the other hand, due to their random behavior, 3 0 runs per instance were perfonned using RLS and EA. The tests on EA and RLS were perfonned on a different machine (Matlab 2014, core i7 2600 CPU 3.4 GHz, with 4GB of RAM, running Windows 7). Thus, The runtimes for these algorithms are given for guidance. Furthennore, in our comparison, we only select the best found solution for these two algorithms.
The results are reported in table I. Note that the runtimes are measured with seconds and the best objective values are made bolder.
The results show that our algorithm was able to find new better solutions for most tested instances only by combining local search algorithms. Furthennore, we have made the following observations:
•
Cosolver2B surpasses EA and RLS on various TTP sizes.
• The runtime of Cosolver2B is very decent for small and mid-size instances. However, for very large instances the runtime is quite high compared to RLS and EA.
• Both EA and RLS have an unpredictable behavior, while Cosolver2B is detenninistic and garantees decent solutions for most instances.
• For many instances, most optimization runtime and gain improvement is done on the KRP sub-problem.
The best fit strategy perfonned better than first fit for most small and mid-size instances.
