ABSTRACT. We study compositional inverses of permutation polynomials, complete mappings, mutually orthogonal Latin squares, and bent vectorial functions. Recently it was obtained in [33] the compositional inverses of linearized permutation binomials over finite fields. It was also noted in [29] that computing inverses of bijections of subspaces have applications in determining the compositional inverses of certain permutation classes related to linearized polynomials. In this paper we obtain compositional inverses of a class of linearized binomials permuting the kernel of the trace map. As an application of this result, we give the compositional inverse of a class of complete mappings. This complete mapping class improves upon a recent construction given in [34] . We also construct recursively a class of complete mappings involving multi-trace functions. Finally we use these complete mappings to derive a set of mutually orthogonal Latin squares, and to construct a class of p-ary bent vectorial functions from the Maiorana-McFarland class.
INTRODUCTION
Let q = p m be the power of a prime number p, let F q be a finite field with q elements, and let F q [x] be the ring of polynomials over F q . We call a polynomial f ∈ F q [x] a permutation polynomial (PP) over F q if it induces a permutation of F q under evaluation. We denote the composition of two polynomials f, g by (f • g)(x) := f (g(x)). It is clear that permutation polynomials over F q form a group under composition and subsequent reduction modulo x q − x that is isomorphic to the symmetric group on q letters. Thus for any permutation polynomial f ∈ F q [x] there exists a unique f −1 ∈ F q [x] such that f (f −1 (x)) ≡ f −1 (f (x)) ≡ x (mod x q − x). We call f −1 the compositional inverse of f over F q . The construction of permutation polynomials over finite fields is an old and difficult subject that continues to attract interest due to their applications in cryptography [22, 26] , coding theory [9, 16] , and combinatorics [10] . See also [1, 2, 3, 6, 8, 11, 12, 13, 14, 19, 20, 32, 39, 40, 41, 42] , and the references therein for some recent work in the area. However, the problem of determining the compositional inverse of a permutation polynomial seems to be an even more complicated problem. In fact, there are very few known permutation polynomials whose explicit compositional inverses have been obtained [7, 29, 33, 37] , and the resulting expressions are usually of a complicated nature except for the classes of the permutation linear polynomials, monomials, Dickson polynomials. In addition, see [21, 30] for the characterization of the inverse of permutations of F q with form x r f (x s ) where s | (q − 1).
Of particular interest in the study of permutations of finite fields are the linearized polynomials. Polynomials with form L(x) := n−1 i=0 a i x q i are called linearized polynomials or q-polynomials, which are F q -linear maps when seen as operators of F q n . Note that L is a permutation polynomial over F q n if and only if its associate Dickson matrix given by is non-singular [17] . We denote by L n (F q n ) the set of all q-polynomials over F q n . Recently Wu and Liu obtained in [36] an expression for the compositional inverse of L in terms of cofactors of D L . Then using this result Wu computed in [33] the compositional inverses, in explicit form, of arbitrary linearized permutation binomials over finite fields.
More recently, Tuxanidy and Wang showed in [29] that the problem of computing the compositional inverses of certain classes of permutations is equivalent to obtaining the inverses of two other polynomials bijecting subspaces of the finite field, where one of these two is a linearized polynomial inducing a bijection between kernels of other linearized polynomials. For this they showed in Theorem 2.5 of [29] how to obtain linearized polynomials inducing the inverse map over subspaces on which a linearized polynomial induces a bijection. This in fact amounts to solving a system of linear equations. Thus, in particular, it is of interest to obtain explicit compositional inverses of linearized permutations of subspaces.
Denote by T q n |q : F q n → F q the (linearized) trace map given by
When it will not cause confusion, we abbreviate this with T . In Section 2 of this paper we determine a class of linearized binomials permuting the kernel of the trace map and proceed to obtain its inverses on the kernel. See Theorem 2.4 for more details.
Complete permutation polynomials (CPP) over F q , also called complete mappings, are permutation polynomials f ∈ F q [x] such that f (x) + x is also a permutation polynomial over F q . CPPs have recently become a strong source of interest due to their connection to combinatorial objects such as orthogonal Latin squares [24, 25] , and due to their applications in cryptography; in particular, in the construction of bent functions [18, 23, 25, 27] . See also [28, 34, 35, 38] and the references therein for some recent work in the area. In Section 3 we study complete mappings and give an improvement (Theorem 3.4) to Theorem 3.7 of [34] by Wu-Lin. This result generalized some earlier corresponding ones found in [15, 25, 35, 38] . We also give a recursive construction of complete mappings involving multi-trace functions; see Corollary 3.6.
As an application of Theorem 2.4 where we obtained the compositional inverses of linearized binomials permuting the kernel of the trace, we derive in Section 4 the compositional inverse of the class of complete permutation polynomials in Theorem 3.4 generalizing some of the classes recently studied in [15, 25, 34, 35, 38] . Note that since inverses of complete mappings are also complete mappings, Theorem 4.2 and Corollary 4.3 imply the construction of a new, if rather complicated, class of of complete permutation polynomials.
In Section 5 we use the new class to construct a set of mutually orthogonal Latin squares. Finally in Section 6 we derive a class of p-ary bent vectorial functions from the Maiorana-McFarland class by the means of our complete mapping.
Before we move on to the following sections let us fix the following notations and definitions. If we view f ∈ F q [x] as a map of F q and we are given a subset V of F q , we mean by f | V the map obtained by restricting f to V , and f | −1 V denotes the inverse map of f | V . When the context is clear we may however denote by f | −1 V a polynomial in F q [x] inducing the inverse map of f | V . When a polynomial f is viewed as a mapping F q → F q , we denote by 1/f the polynomial f q−2 . Similarly if x is viewed as a point of F q , we denote 1/f (x) := f (x) q−2 . In this case we call f −1 (x) the preimage of x under f .
INVERSES OF LINEARIZED BINOMIALS PERMUTING KERNELS OF TRACES
In this section we study the compositional inverses of binomials permuting the kernel of the trace map. More precisely, given a positive integer r < n, consider the binomial
, where c ∈ F q . Note that L c,r (ker(T q n |q )) ⊆ ker(T q n |q ), where ker(T q n |q ) = {β q − β | β ∈ F q n } is the kernel of the additive map of T q n |q on F q n . We would like to discover what are the necessary and sufficient conditions for L c,r to be a permutation of ker(T q n |q ), and in such cases obtain a polynomial in F q n [x] inducing the inverse map of L c,r | ker(T q n |q ) . We only need to consider the case when L c,r permutes F q n and the case when L c,r permutes ker(T q n |q ) but not F q n . The former case has already been tackled in [33] (see Theorem 2.1 here) and so we focus on the latter case. We give the result in Theorem 2.5 of Section 2.1. In Corollary 2.9 we show that under some restrictions of the characteristic, p, and the extension degree, n, L c,r permutes ker(T q n |q ) for each c ∈ F q . Then in Section 2.2 we explain the method used to obtain the result.
2.1. Statement and proof of result. The following result due to Wu gives the compositional inverses of linearized permutation binomials x q r − cx where c lies in the extension F q n . In the case when c lies in F q , the binomial is a permutation of ker(T q n |q ) and thus its inverse map over the kernel is clearly the restriction of the inverse over F q n to ker(T q n |q ). We state this in Corollary 2.2. This accounts for the case when the binomial permuting the kernel of the trace has full rank. Later in Theorem 2.4 and 2.5 we tackle the case when the linearized binomial permutes the kernel of the trace map but not F q n . Denote by N q n |q : F q n → F q the norm function given by N q n |q (x) = x (q n −1)/(q−1) .
Corollary 2.2. Let q = p m be a power of a prime number p, let n, r, be positive integers and
permutes ker(T q n |q ), having a compositional inverse over ker(T q n |q ) given by
Proof. Substituting q and n with p and nm, respectively, in Theorem 2.1, we obtain that L c,r permutes F q n . But since L c,r (ker(T q n |q )) ⊆ ker(T q n |q ) ⊆ F q n , it follows that L c,r permutes ker(T q n |q ). It now suffices to pick L −1 c,r as a compositional inverse of L c,r over ker(T q n |q ), which is obtained from Theorem 2.1 through the aforementioned substitutions.
We now focus on the case when the linearized binomial permutes the kernel of the trace map but does not permute F q n . We need the following lemma. Lemma 2.3. Let n, r, s, be positive integers such that s | n and d := (n, r) = (s, r). Then the following two identities hold.
(
Hence, for any α ∈ F q n , we get
Theorem 2.4. Let q = p m be a power of a prime number p, let n, r, s, be positive integers such that s | n and d := (n, r) = (s, r), and let c ∈ F q s such that
Proof. Assume that L c,r does not permute F q s , i.e., N q s |q d (c) = 1. Now suppose on the contrary that p | n/s. Then for any k ∈ F q s , we have T q n |q s (k) = kn/s = 0; hence
and L c,r permutes ker(T q n |q s ), then p ∤ n/s. To show that these are also sufficient conditions for L c,r to permute ker(T q n |q s ), it suffices to prove that L c,r | −1 ker(T q n |q s ) , given above, induces the inverse of L c,r | ker(T q n |q s ) . First observe that
For the sake of brevity denote R(x) := (n/s)
By the means of some substitutions we obtain the following equivalent result.
Theorem 2.5. Let q = p m be a power of a prime number p, let n, r, be positive integers such that d := (nm, r) = (m, r), and let c ∈ F q such that
Proof. The result follows from Theorem 2.4 if we substitute q, s, n, there with p, m, nm, respectively.
Remark 2.6. Theorem 2.4 and 2.5 are equivalent. Indeed, given x q r − cx ∈ F q n [x] satisfying Theorem 2.4, i.e., c ∈ F q s with s | n, (s, r) = (n, r) and q = p m , we get
, and (ms · n/s, mr) = (mn, mr) = (ms, mr), satisfying Theorem 2.5. Now the fact that Theorem 2.5 follows from Theorem 2.4 implies the equivalence of the two. 3.4, [34] ). Let q = p m be a power of a prime number p, let n, r, be positive integers such that (n, r) = 1, and let c ∈ F q . Then x p r − cx permutes ker(T q n |q ) if and only if c belongs to the any of the following two cases.
Corollary 2.7 (Lemma
(i) N q|p (m,r) (c) = 1 and p ∤ n;
(ii) N q n |p (m,r) (c) = 1.
Proof. Using the fact that d := (nm, r) = (m, r) because (n, r) = 1 by assumption, the result (i) follows from Theorem 2.5, while (ii) follows from Corollary 2.2.
Remark 2.8. By choosing, say n = 8 and m = r = 2, it is easy to see that the hypotheses of Theorem 2.5 are in fact more general than those of Corollary 2.7.
The following corollary shows that under some restrictions of p and n, L c,r permutes ker(T q n |q ) for each c ∈ F q . Later on in Section 3 we will make use of this result in order to construct a class of complete mappings. Corollary 2.9. Let q = p m be a power of a prime number p, let n, r, be positive integers such that d := (nm, r) = (m, r), p ∤ n, and (n,
2.2. Method used to obtain the inverse in Theorem 2.4. We know from Theorem 2.1 that L c,r (x) = x q r − cx is a permutation polynomial over F q n if and only if N q n |q d (c) = 1, where d = (n, r). In this case L c,r must also permute ker(T q n |q s ) if c ∈ F q and thus we may take L −1 c,r to be the compositional inverse over ker(T q n |q s ), as done in Corollary 2.2. In this subsection we consider the case when L c,r permutes ker(T q n |q s ) but does not permute F q n (Theorem 2.4), and attempt to obtain a compositional inverse over ker(T q n |q s ). Our method bears similarity to that employed in [33] where the compositional inverse of linearized binomials with full rank was obtained. It consists of modifying the initial problem into an easier one via substitutions of the parameters q, n, and in our case, s as well, and then computing the inverse over a convenient super space of ker(T q n |q s ).
If we let q
Thus we first consider the case when (n, r) = (s, r) = 1. Now view L c,r as a polynomial over the composite field F q nr and observe that L c,r ∈ L n (F q nr ), i.e., L c,r is a q r -polynomial over F q nr . From Lemma 2.3 we know that T q nr |q sr | F q n = T q n |q s and thus ker(T q n |q s ) = ker(T q nr |q sr | F q n ) ⊆ ker(T q nr |q sr ). Moreover L c,r (ker(T q nr |q sr )) ⊆ ker(T q nr |q sr ). It follows that if L c,r permutes ker(T q nr |q sr ), then the inverse map of L c,r | ker(T q n |q s ) can be obtained from the inverse of L c,r | ker(T q nr |q sr ) by restricting its domain to F q n . We make use of the following theorem in order to obtain the inverse of L c,r over ker(T q nr |q sr ). Let v q,n : L n (F q n ) → F n q n denote the natural map defined by v q,n ( n−1 i=0 a i x q i ) = (a 0 a 1 · · · a n−1 ) (for simplicity we write vectors horizontally). Recall that a linear operator L on 2.5, [29] ). Let V,V , be two equally sized F q -subspaces of F q n , let ϕ ∈ L n (F q n ) induce a bijection from V toV , and let D ϕ be the associate Dickson matrix of ϕ.
Theorem 2.10 (Theorem
Remark 2.11. The original statement of Theorem 2.5 of [29] only gave necessary conditions for L to induce the inverse map of ϕ| V . However it is trivial to show that these are also sufficient.
Since ker(T q n |q s ) , to obtain the result in Theorem 2.4.
IMPROVEMENT OF A CLASS OF COMPLETE PERMUTATION POLYNOMIALS
In [34] Wu and Lin gave the following class of complete permutation polynomials which generalized some of the classes previously studied in [15, 25, 35, 38] .
Theorem 3.1 (Theorem 3.7, [34]). Let
, let r be a positive integer with (r, n) = 1, and assume p ∤ n and (n, p (m,r) − 1) = 1. Then the polynomial
is a complete permutation polynomial over F q n for each a ∈ F * q if and only if xG(x) is a complete permutation polynomial over F q .
In this section we improve upon this result by replacing the requirement that (n, r) = 1 with the more general one of (m, r) = (mn, r). See Theorem 3.4 below yielding Corollary 3.5. Finally in Corollary 3.6 we give a recursive construction of complete mappings involving multi-trace functions. In Section 5 we will use this construction to generate sets of mutually orthogonal Latin squares, and in Section 6 the class will be of use in deriving a class of vectorial bent functions. First we need the following lemma due to CoulterHenderson-Mathews, a consequence of the AGW Criterion given in Lemma 1.2 of [2] .
Lemma 3.2 (Theorem 3, [8]). Let
be a p-polynomial, and let f (x) = H(x) + xg(T (x)). Then f (x) is a permutation polynomial over F q n if and only if the following two conditions hold.
(i) ϕ y (x) := H(x) + xg(y) induces a permutation of ker(T ) = {β q − β | β ∈ F q n } for each y ∈ F q .
(ii)f (x) := H(x) + xg(x) induces a permutation of F q .
The following consequence is straightforward. The following represents an improvement to Theorem 3.7 in [34] , replacing the hypothesis of (n, r) = 1 there with the more general one of (mn, r) = (m, r). 
Proof. Note that both f (x) and f (x) + x are instances of Lemma 3.2. It follows that f is a complete permutation polynomial over F q n if and only if ϕ y (x) := ax p r +x(G(y)−ay
/a] is a complete permutation polynomial over ker(T q n |q ), and f (x) := ax p r + x(G(x) − ax p r −1 ) = xG(x) is a complete permutation polynomial over F q . The former holds for each a ∈ F * q by Corollary 2.9, whereas the latter implies the result. 
is a complete permutation polynomial over F q n for each a ∈ F q and each b ∈ F q \ {−1, 0}.
Finally we give a recursive construction of CPPs involving multi-trace functions. 
is a complete permutation polynomial over F q n if and only if f 0 is a complete permutation polynomial over F q satisfying f 0 (0) = 0.
Proof. For the sake of brevity denote T
q d i and recursively define the polynomials
If we substitute G(x), m, n, q, in Theorem 3.4, with x
Denote H(x) := x q−1 f 0 (x). We claim that f 1 is a CPP over F q d 1 if and only if f 0 is a CPP over F q satisfying f 0 (0) = 0. Indeed, if f 0 (0) = 0, then H| Fq = f 0 implying that f 1 is CPP over F q d 1 if and only if f 0 is a CPP over F q . On the other hand, if f 0 (0) = 0, write f 0 (x) = A(x) + b for some A ∈ F q [x] such that A(0) = 0 and some b ∈ F * q . We need to show that H is not a CPP over F q . On the contrary, suppose that H is a CPP (and hence PP) over F q . Since H(0) = 0, it follows that H permutes F * q . But H| F * q = f 0 | F * q . Then f 0 permutes F * q . This in turn implies that A permutes F * q . Hence −b ∈ A(F * q ) giving f 0 (e) = 0 for some e ∈ F * q . But then H(e) = H(0) = 0, a contradiction. The claim follows. Now induction yields that for 1 ≤ i ≤ n, f i is a CPP over F q d i if and only if f 0 is a CPP over F q satisfying f 0 (0) = 0. Next, assuming f 0 (0) = 0, we claim that for 0 ≤ i ≤ n,
Proceed by induction on 0 ≤ i ≤ n. When i = 0 the claim is clear. Assume (2) holds for some i < n. Then by the transitivity of the trace function, we get
Thus, by the definition of f i+1 , we have
, satisfying the expression in (2) . The claim follows. Now it only remains to notice that f = f n . 
INVERSE OF THE COMPLETE MAPPING
In this section we obtain the compositional inverse of the complete mapping of Theorem 3.4. See Theorem 4.2 and Corollary 4.3 for this. To achieve this, we make use of the result in Section 2 of the compositional inverses of linearized binomials permuting the kernel of the trace map. Since inverses of complete mappings are also complete mappings, this signifies the construction of a new, albeit complicated, class of complete mappings.
We first introduce some notation. Let f y ∈ F q [x] be a polynomial with parameter y ∈ F q and inducing an injective map on a subset V of F q . Let
the polynomial obtained by substituting y with g(x) ∈ F q [x] in the expression for f y | −1 V (x). Lemma 4.1 (Corollary 3.14, [29] ). Using the same notations of Lemma 3.2 and assuming that f permutes F q n , the following two results hold:
(i) If p | n or x ∈ F q n is such that ϕf−1 (T (x)) permutes F q , then ϕf−1 (T (x)) permutes F q n , and the preimage of x under f is given by
Fq . (ii) If p ∤ n, then the compositional inverse of f over F q n is given by
Recall that 1/f := f q−2 for a polynomial f if im(f ) ⊆ F q when f is viewed as a mapping. 
Then the following three results hold: (i) If x ∈ F q n is such that C(x) = 0, then the preimage of x under f is given by
, and the preimage of x under f is given by
(iii) Otherwise the preimage of x ∈ F q n under f is given by
As we have seen in the proof of Theorem 3.4, the fact that f is a PP over F q n implies thatf (x) := xG(x) is a PP over F q and ϕ y (x) := ax p r − xg(y) = a(x p r − xg(y)/a) = aL g(y)/a,r (x) induces a permutation of ker(T ) for each y ∈ F q . Note that
(ii) Otherwise if x ∈ F q n is such that N q|p d (C(x)) = 1, then, by similar arguments to those in the proof of Corollary 2.9, we get
Then by Corollary 2.2, L g(f −1 (T (x)))/a,r , and hence ϕf−1 (T (x)) , permute F q n . Since ϕ y (F q ) ⊆ F q for each y ∈ F q , necessarily ϕf−1 (T (x)) permutes F q . Thus we can apply Lemma 4.1 (i) to obtain
Substituting c with g(f −1 (T (x)))/a in Corollary 2.2, we get
Now the result follows from the fact that N q n |p d (y) = N q|p d (y) n for any y ∈ F q .
(iii) Here we can use Theorem 2.5 to obtain the inverse of L g(f −1 (T (x)))/a,r | ker(T ) . Since L g(f −1 (T (x)))/a,r , and hence ϕf−1 (T (x)) , do not permute F q n , we apply Lemma 4.1 (ii) instead. This gives
The result follows.
Corollary 4.3.
If the polynomial f in Theorem 3.4 is a permutation polynomial over F q n , then its compositional inverse over F q n is given by
Proof. We put the results of Theorem 4.2 together. Note that this is a step function where only one of the three terms is non-zero at a time. The first term of the expression is nonzero only when C(x) = 0 corresponding to the result in (i), while the second term is non-zero only when C(x) = 0 and N q|p d (C(x)) = 1 corresponding to (ii). The third term is non-zero otherwise; this corresponds to the result in (iii). These are the only possibilities for C(x) and so we are done. 
A CLASS OF MUTUALLY ORTHOGONAL LATIN SQUARES
In this section we construct a class of mutually orthogonal Latin squares by the means of the class of complete mappings in Theorem 3.4. We give the result in Theorem 5.3. Our class generalizes that of Theorem 5.5 in [25] .
Let us recall some definitions. A quasigroup operation * on a set G is a binary operation such that the equations x * u = v and u * y = v have a unique solution x, y for every u, v ∈ G. We call (G, * ) a quasigroup of order |G|. The multiplication table of a quasigroup is called a Latin square. A mapping Q : G × G → G defines a quasigroup if the binary operation u * v = Q(u, v) is a quasigroup operation on G. Two quasigroups (G, * 1 ), (G, * 2 ) are orthogonal if the system of equations (x * 1 y, x * 2 y) = (r, s) has a unique solution (x, y) for every (r, s) ∈ G × G. In this case the multiplication tables of the two quasigroups are called orthogonal Latin squares (OLS). A set of Latin squares such that each pair is mutually orthogonal is called a set of mutually orthogonal Latin squares (MOLS).
We need the following Theorem 5.1 and Lemma 5.2 dealing with fields of arbitrary characteristic. Theorem 5.1 is due to Sade [24] and gives a method, known as the diagonal method, of constructing Latin squares by using complete mappings. The case when the characteristic of the field is 2 was already considered in Theorem 5.1 and Lemma 5.2 of [25] , although the proofs are essentially identical. We however add the proofs here for the convenience of the reader.
Theorem 5.1 ([24] ). Let P be a complete mapping over F q . Then the mapping Q : F 2 q → F q given by Q(x, y) = P (x + y) + y defines a quasigroup that possesses at least one orthogonal mate, the group (F q , +).
Proof. Since P is a complete mapping, both Q(u, y) and Q(x, u) are permutations for each u ∈ F q . It follows that Q defines a quasigroup. Now (F q , Q) is orthogonal to (F q , +) if and only if the equation (P (x + y) + y, x + y) = (r, s)
has a unique solution (x, y) for each (r, s) ∈ F 2 q . This is equivalent to (x, y) = (P (s) + s − r, r − P (s)) and so a unique solution exists (since P is a complete mapping).
The following lemma determines when two quasigroups, constructed in the same fashion as that of Theorem 5.1, are orthogonal to each other. 2 is a permutation over F q . Since P 2 is a permutation, the last occurs if and only if P 2 − P 1 is a permutation.
We are now ready to give the construction of a set of mutually orthogonal Latin squares.
The following application of the complete mapping of Theorem 3.4 gives a new class
