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1. Introduction
Matrix analysis methods have been successfully used by several mathematicians to obtain new
proofs of classical bounds for the zeros of polynomials and to derive new bounds and geometric
relations between the zeros and critical points of polynomials. These methods include eigenvalue
locations, matrix norms computations, eigenvalue-singular value majorization relations, numerical
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radius and spectral radius compression inequalities, differentiators, and D-companion matrices. See,
e.g., [2–9,12–14], and the references therein.
Let f be a polynomial of degree n  3, with complex coefficients, and let z1, z2, . . . , zn be the zeros
of f .
Let D =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
z1 0 . . . 0
0 z2 . . . 0
. . . .
. . . .
. . . .
0 0 . . . zn−1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, I, and J be the identity matrix of order (n − 1) and the
(n − 1) × (n − 1) matrix with all entries equal to 1, respectively. Then the (n − 1) × (n − 1)
derivative companion matrix of f is given by
C(f ′) = D
(
I − 1
n
J
)
+ zn
n
J, (1)
which is called a D-companion matrix of f . See [2].
It has been shown in [2] that the critical points of f , i.e., the zeros of f ′, are exactly the eigenvalues
of C(f ′).
In this paper, we apply several matrix inequalities to C(f ′) to obtain bounds for the critical points
of f in terms of its zeros. In particular, we apply eigenvalue inequalities to the real part of C(f ′) to
establish new bounds and majorization relations for the real parts of the critical points of f .
2. Preliminary results
Letw1,w2, . . . ,wn−1 be the critical points of f (or the eigenvalues of C(f ′)), and let z1, z2, . . . , zn
be the zeros of f . To obtain our new bounds andmajorization relations for Rew1, Rew2, . . . , Rewn−1,
we need several lemmas involving inequalities and majorization relations for eigenvalues, together
with basic facts about the Schatten p-norms of matrices.
Let Mn(C) denote the algebra of all n × n complex matrices. For A ∈ Mn(C), the eigenvalues of A
are denoted by λ1(A), λ2(A), . . . , λn(A). If A is Hermitian, then the eigenvalues of A are arranged in
such a way that λ1(A)  λ2(A)  · · ·  λn(A).
For two sequences of real numbers arranged in decreasing order,
x = (x1, x2, . . . , xn) and y = (y1, y2, . . . , yn),
we say that x is weakly majorized by y if
k∑
i=1
xi 
k∑
i=1
yi, for k = 1, 2, . . . , n − 1.
If, in addition,
n∑
i=1
xi =
n∑
i=1
yi,
then x is said to be majorized by y. For the theory of majorization, we refer to [1,10,15].
Lemma 1. Let A ∈ Mn(C) with real part Re A = A+A∗2 . Then
λn(Re A)  Re λj(A)  λ1(Re A) for j = 1, 2, . . . , n. (2)
Lemma 2. Let A1, A2, . . . , Am ∈ Mn(C) be Hermitian. Then
λj(A1) +
m∑
i=2
λn(Ai)  λj
⎛
⎝ m∑
i=1
Ai
⎞
⎠  λj(A1) + m∑
i=2
λ1(Ai) for j = 1, 2, . . . , n. (3)
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In particular,
λ1
⎛
⎝ m∑
i=1
Ai
⎞
⎠  m∑
i=1
λ1(Ai) (4)
and
m∑
i=1
λn(Ai)  λn
⎛
⎝ m∑
i=1
Ai
⎞
⎠ . (5)
Lemma 3. Let A ∈ Mn(C) with eigenvalues arranged in such a way that Re λ1(A)  Re λ2(A)  · · · 
Re λn(A). Then
k∑
j=1
Re λj(A) 
k∑
j=1
λj(Re A), for k = 1, 2, . . . , n − 1 (6)
and
n∑
j=1
Re λj(A) =
n∑
j=1
λj(Re A). (7)
Lemma 4. Let A1, A2, . . . , Am ∈ Mn(C) be Hermitian. Then
k∑
j=1
λj
⎛
⎝ m∑
i=1
Ai
⎞
⎠  k∑
j=1
⎛
⎝ m∑
i=1
λj(Ai)
⎞
⎠ for k = 1, 2, . . . , n − 1 (8)
and
n∑
j=1
λj
⎛
⎝ m∑
i=1
Ai
⎞
⎠ = n∑
j=1
⎛
⎝ m∑
i=1
λj(Ai)
⎞
⎠. (9)
For A ∈ Mn(C), let s1(A), s2(A), . . . , sn(A) be the singular values of A, i.e., the eigenvalues of
|A| = (A∗A) 12 . Then for p  1, the Schatten p-norm of A is defined by
‖A‖p =
⎛
⎝ n∑
j=1
s
p
j (A)
⎞
⎠
1
p
. (10)
One of the basic facts about the Schatten p-norms that will be used in this paper is a submultiplica-
tivity property, which says that if A, B, C ∈ Mn(C), then
‖ABC‖p  ‖A‖ ‖B‖p ‖C‖ . (11)
See, e.g., [1, p. 94].
Lemma 5. Let A = [aij] ∈ Mn(C). If 0 < p  2, then
n∑
j=1
s
p
j (A) 
n∑
i,j=1
∣∣aij∣∣p. (12)
Lemma 6. Let A = [aij] ∈ Mn(C). Then for p > 0,
n∑
j=1
∣∣λj(A)∣∣p  n∑
j=1
s
p
j (A). (13)
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Lemma 7. Let A = [aij] ∈ Mn(C). Then
n∑
j=1
∣∣λj(A)∣∣2  n∑
i=1
⎛
⎝ n∑
j=1
∣∣aij∣∣2
⎞
⎠
1
2
⎛
⎝ n∑
j=1
∣∣aji∣∣2
⎞
⎠
1
2
. (14)
The inequality (14) represents an improvement of the classical Schur’s inequality
n∑
j=1
∣∣λj(A)∣∣2  n∑
i,j=1
∣∣aij∣∣2. (15)
Except for Lemma 7, which can be found in [11], Lemmas 1–6 can be found in [1,15].
3. Main results
Our new bounds for the real parts of the critical points of f can be stated as follows.
Theorem 1. Let z1, z2, . . . , zn be the zeros of a polynomial f of degree n  3 and w1,w2, . . . ,wn−1 be
the critical points of f . Then for j = 1, 2, . . . , n − 1, we have
n − 1
n
min
1jn−1
{
Re zj
}−
√
n − 2
2n
n−1∑
i=1
|zi|  Rewj
 n − 1
n
max
1jn−1
{
Re zj
}+
√
n − 2
2n
n−1∑
i=1
|zi| + n − 1
n
Re zn, if Re zn  0 (16)
and
n − 1
n
min
1jn−1
{
Re zj
}−
√
n − 2
2n
n−1∑
i=1
|zi| + n − 1
n
Re zn
 Rewj 
n − 1
n
max
1jn−1
{
Re zj
}+
√
n − 2
2n
n−1∑
i=1
|zi|, if Re zn < 0. (17)
Proof. It follows from (1) that
Re C(f ′) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Re z1 0 . . . 0
0 Re z2 . . . 0
. . . .
. . . .
. . . .
0 0 . . . Re zn−1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
− 1
2n
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
2Re z1 z1 + z2 . . . z1 + zn−1
z2 + z1 2Re z2 . . . z2 + zn−1
. . . .
. . . .
. . . .
zn−1 + z1 zn−1 + z2 . . . 2Re zn−1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
+ Re zn
n
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 1 . . . 1
1 1 . . . 1
. . . .
. . . .
. . . .
1 1 . . . 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Thus, Re C(f ′) = A1 + A2 + A3, where
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A1 = n − 1
n
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Re z1 0 . . . 0
0 Re z2 . . . 0
. . . .
. . . .
. . . .
0 0 . . . Re zn−1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
A2 = −1
2n
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 z1 + z2 . . . z1 + zn−1
z2 + z1 0 . . . z2 + zn−1
. . . .
. . . .
. . . .
zn−1 + z1 zn−1 + z2 . . . 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
A3 = Re zn
n
J,
and these matrices are Hermitian.
Now, A2 can be written as A2 = B1 + B2 + · · · + Bn−1, where
B1 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
−z1
2n
−z1
2n
. . . −z1
2n
−z1
2n
0 0 . . . 0
−z1
2n
0 0 . . . 0
. . . . .
. . . . .
. . . . .
−z1
2n
0 0 . . . 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, B2 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
−z2
2n
0 . . . 0
−z2
2n
0
−z2
2n
. . . −z2
2n
0
−z2
2n
0 . . . 0
. . . . .
. . . . .
. . . . .
0
−z2
2n
0 . . . 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, . . . ,
Bn−1 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 . . .
−zn−1
2n
0 0 0 . . .
−zn−1
2n
0 0 0 . . .
−zn−1
2n
. . . . .
. . . . .
. . . . .
−zn−1
2n
−zn−1
2n
−zn−1
2n
. . . 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
and all of these matrices are Hermitian.
After some simple computations, we have
σ(A1) =
{
n − 1
n
Re z1,
n − 1
n
Re z2, . . . ,
n − 1
n
Re zn−1
}
,
σ (Bj) =
{√
n − 2
2n
∣∣zj∣∣ , 0,−
√
n − 2
2n
∣∣zj∣∣
}
for j = 1, 2, . . . , n − 1,
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where 0 is of multiplicity n − 3, and
σ(A3) =
{
n − 1
n
Re zn, 0
}
,
where 0 is of multiplicity n − 2. Here σ(A) denotes the spectrum (or the set of all eigenvalues) of A.
Applying Lemmas 1 and 2 to C(f ′)and to the Hermitian matrices A1, B1, B2, . . . , Bn−1, A3,
we obtain
λn(A1) + λn(B1) + λn(B2) + · · · + λn(Bn−1) + λn(A3)
 λn(Re C(p′))  Rewj  λ1(Re C(p′))
 λ1(A1) + λ1(B1) + λ1(B2) + · · · + λ1(Bn−1) + λ1(A3)
for j = 1, 2, . . . , n − 1. Hence our desired result follows. 
In the following theorem, we give a majorization relation for the critical points of a polynomial.
Theorem 2. Let z1, z2, . . . , zn be the zeros of a polynomial f of degree n  3 and w1,w2, . . . ,wn−1 be
the critical points of f arranged in such a way that Re z1  Re z2  · · ·  Re zn and Rew1  Rew2 · · ·  Rewn−1. Then for k = 1, 2, . . . , n − 2, we have
k∑
j=1
Rewj 
n − 1
n
k∑
j=1
Re zj +
√
n − 2
2n
n−1∑
j=1
∣∣zj∣∣+ n − 1
n
Re zn, if Re zn  0 (18)
and
k∑
j=1
Rewj 
n − 1
n
k∑
j=1
Re zj +
√
n − 2
2n
n−1∑
j=1
∣∣zj∣∣, if Re zn < 0. (19)
Proof. Applying Lemmas 3 and 4 to C(f ′) and the Hermitian matrices A1, B1, B2, . . . , Bn−1, A3, we
obtain, in view of our analysis in the proof of Theorem 1, that
k∑
j=1
Rewj =
k∑
j=1
Re λj(C(f
′)) 
k∑
j=1
λj(Re C(f
′))

k∑
j=1
λj(A1) +
k∑
j=1
λj(B1) + · · · +
k∑
j=1
λj(Bn−1) +
k∑
j=1
λj(A3)
=
⎧⎨
⎩
n−1
n
∑k
j=1 Re zj +
√
n−2
2n
∑n−1
j=1
∣∣zj∣∣+ n−1n Re zn, if Re zn  0
n−1
n
∑k
j=1 Re zj +
√
n−2
2n
∑n−1
j=1
∣∣zj∣∣, if Re zn < 0
for k = 1, 2, . . . , n − 2. This completes the proof of the theorem.
It should be mentioned here that it follows from (1), in view of the fact that the trace of a matrix is
the sum of its eigenvalues, that
n−1∑
j=1
wj = n − 1
n
n∑
j=1
zj. (20)
Using the theory ofmajorization,manywell-knowngeometric problems for polynomials have been
recently solved. In fact, among othermajorization relations, it has been shown by Schmeisser [14] (see
also [2,12,13]) that if z1, z2, . . . , zn and w1,w2, . . . ,wn−1 are the zeros and critical points of a poly-
nomial f arranged in such a way that |z1|  |z2|  · · ·  |zn| and |w1|  |w2|  · · ·  |wn−1|,
then (|w1| , |w2| , . . . , |wn−1| , 0) is weakly majorized by (|z1| , |z2| , . . . , |zn|). This majorization
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relation is stronger than the classical Gauss-Lucas theorem, which says that all the critical points
of a polynomial f lie inside the closed convex hull of the zeros of f .
Matrix analysis methods, together with majorization tools, have been employed in [2,8,12,13] to
bound
∑n−1
i=1 |wi|2 by a suitable combination of the terms
∣∣∑n
i=1 zi
∣∣2 and∑ni=1 |zi|2, and to bound∑n−1
i=1 |wi|4 by a suitable combination of the terms
∑n
i=1 |zi|4and
(∑n
i=1 |zi|2
)2
, under the condition
that
∑n
i=1 zi = 0. These bounds lead to proofs of the Schoenberg conjecture and the de Bruijn–Sharma
conjecture. In what follows, we obtain related bounds for
∑n−1
i=1 |wi|p for general p > 0.
Estimating the Schatten p-norm of C(f ′), we have the following inequalities relating the zeros and
critical points of f . 
Theorem 3. Let z1, z2, . . . , zn be the zeros of a polynomial f of degree n  3 and w1,w2, . . . ,wn−1 be
the critical points of f . Then for p  1, we have
⎛
⎝n−1∑
i=1
|wi|p
⎞
⎠
1
p

⎛
⎝n−1∑
i=1
|zi|p
⎞
⎠
1
p
+
(
n − 1
n
)
|zn| , (21)
⎛
⎝n−1∑
i=1
|wi|p
⎞
⎠
1
p

(
(n − 2) + 1
np
) 1
p
max {|zi|}
1in−1
+
(
n − 1
n
)
|zn| , (22)
and ⎛
⎝n−1∑
i=1
|wi|p
⎞
⎠
1
p

⎛
⎝n−1∑
i=1
|zi|p
⎞
⎠
1
p
+
√√√√√n − 1
n2
n−1∑
i=1
|zn − zi|2. (23)
Proof. It follows from (1), together with basic properties of the Schatten p-norms, that
∥∥∥C(f ′)∥∥∥
p
=
∥∥∥∥D
(
I − 1
n
J
)
+ zn
n
J
∥∥∥∥
p

∥∥∥∥D
(
I − 1
n
J
)∥∥∥∥
p
+
∥∥∥∥ zn
n
J
∥∥∥∥
p
 ‖D‖p
∥∥∥∥I − 1
n
J
∥∥∥∥+
∥∥∥∥ zn
n
J
∥∥∥∥
p
=
⎛
⎝n−1∑
i=1
|zi|p
⎞
⎠
1
p
+
(
n − 1
n
)
|zn| .
This proves (21).
For (22), we have
∥∥∥C(f ′)∥∥∥
p
=
∥∥∥∥D
(
I − 1
n
J
)
+ zn
n
J
∥∥∥∥
p

∥∥∥∥D
(
I − 1
n
J
)∥∥∥∥
p
+
∥∥∥∥ zn
n
J
∥∥∥∥
p

∥∥∥∥I − 1
n
J
∥∥∥∥
p
‖D‖ +
∥∥∥∥ zn
n
J
∥∥∥∥
p
=
(
(n − 2) + 1
np
) 1
p
max {|zi|}
1in−1
+
(
n − 1
n
)
|zn| .
This proves (22).
Now for (23), we have
C(f ′) = D + 1
n
(znJ − DJ) = D + 1
n
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
zn − z1 zn − z1 . . . zn − z1
zn − z2 zn − z2 . . . zn − z2
. . . .
. . . .
. . . .
zn − zn−1 zn − zn−1 . . . zn − zn−1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
= D + 1
n
E,
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where
E =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
zn − z1 zn − z1 . . . zn − z1
zn − z2 zn − z2 . . . zn − z2
. . . .
. . . .
. . . .
zn − zn−1 zn − zn−1 . . . zn − zn−1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Note that rank(E)  1 and
E∗E =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
zn − z1 zn − z2 . . . zn − zn−1
zn − z1 zn − z2 . . . zn − zn−1
. . . .
. . . .
. . . .
zn − z1 zn − z2 . . . zn − zn−1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
zn − z1 zn − z1 . . . zn − z1
zn − z2 zn − z2 . . . zn − z2
. . . .
. . . .
. . . .
zn − zn−1 zn − zn−1 . . . zn − zn−1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
∑n−1
i=1 |zn − zi|2
∑n−1
i=1 |zn − zi|2 . . .
∑n−1
i=1 |zn − zi|2∑n−1
i=1 |zn − zi|2
∑n−1
i=1 |zn − zi|2 . . .
∑n−1
i=1 |zn − zi|2
. . . .
. . . .
. . . .∑n−1
i=1 |zn − zi|2
∑n−1
i=1 |zn − zi|2 . . .
∑n−1
i=1 |zn − zi|2
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
⎛
⎝n−1∑
i=1
|zn − zi|2
⎞
⎠ J.
Hence, σ(E∗E) =
{
(n − 1)∑n−1i=1 |zn − zi|2, 0} , where 0 is of multiplicity n − 2.
So, s1
(
1
n
E
)
=
√
n−1
n2
∑n−1
i=1 |zn − zi|2, sj( 1nE) = 0 for j = 2, 3, . . . , n − 2.
Now,
⎛
⎝n−1∑
i=1
|wi|p
⎞
⎠
1
p

∥∥∥C(f ′)∥∥∥
p
=
∥∥∥∥D + 1
n
E
∥∥∥∥
p
 ‖D‖p +
∥∥∥∥1
n
E
∥∥∥∥
p
=
⎛
⎝n−1∑
i=1
∣∣zj∣∣p
⎞
⎠
1
p
+
√√√√√n − 1
n2
n−1∑
i=1
|zn − zi|2.
This proves (23) and competes the proof of theorem. 
Related to the inequalities (21)–(23), it follows from the verified de Bruijn-Springer conjecture that,
for p  1,
⎛
⎝n−1∑
i=1
|wi|p
⎞
⎠
1
p

⎛
⎝n − 1
n
n∑
i=1
|zi|p
⎞
⎠
1
p
. (24)
See, e.g., [8,12]. We remark here that for p = 1, the inequality (24) is better than the inequalities
(21)-(23). However, for p > 1, non of these inequalities is uniformly better than the others.
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For p = 2, another inequality can be obtained by using the improvement of Schur’s inequality given
in Lemma 7.
Theorem 4. Let z1, z2, . . . , zn be the zeros of a polynomial f of degree n  3 and w1,w2, . . . ,wn−1 be
the critical points of f . Then
n−1∑
i=1
|wi|2  1
n2
n−1∑
i=1
⎛
⎜⎜⎝
√
(n − 2) |zn − zi|2 + |(n − 1)zi + zn|2
×
√√√√√√
n−1∑
j=1
j =i
∣∣zn − zj∣∣2 + |(n − 1)zi + zn|2
⎞
⎟⎟⎠ (25)
Proof. It follows from (1) that
C(f ′) = D
(
I − 1
n
J
)
+ zn
n
J = D − 1
n
DJ + zn
n
J,
and so
C(f ′) = D + 1
n
(znJ − DJ) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
(n−1)z1+zn
n
zn−z1
n
. . . zn−z1
n
zn−z2
n
(n−1)z2+zn
n
. . . zn−z2
n
. . . .
. . . .
. . . .
zn−zn−1
n
zn−zn−1
n
. . .
(n−1)zn−1+zn
n
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Then by the improvement of Schur’s inequality given in Lemma 7, we have
n−1∑
i=1
|wi|2  1
n2
n−1∑
i=1
⎛
⎜⎜⎝
√
(n − 2) |zn − zi|2 + |(n − 1)zi + zn|2
×
√√√√√√
n−1∑
j=1
j =i
∣∣zn − zj∣∣2 + |(n − 1)zi + zn|2
⎞
⎟⎟⎠ .
This completes the proof of the theorem. 
We conclude this section with the following inequality, which is based on Lemmas 5 and 6.
Theorem 5. Let z1, z2, . . . , zn be the zeros of a polynomial f of degree n  3 and w1,w2, . . . ,wn−1 be
the critical points of f . Then for 0 < p  2, we have
n−1∑
i=1
|wi|p  1
np
⎡
⎣n−1∑
i=1
(|(n − 1)zi + zn|p + (n − 2) |zn − zi|p)
⎤
⎦ . (26)
Proof. It follows from (1) that
C(f ′) = D
(
I − 1
n
J
)
+ zn
n
J = D − 1
n
DJ + zn
n
J,
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and so
C(f ′) = D + 1
n
(znJ − DJ) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
(n−1)z1+zn
n
zn−z1
n
. . . zn−z1
n
zn−z2
n
(n−1)z2+zn
n
. . . zn−z2
n
. . . .
. . . .
. . . .
zn−zn−1
n
zn−zn−1
n
. . .
(n−1)zn−1+zn
n
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Now, using Lemma 5 and 6, we have
n−1∑
i=1
|wi|p 
n−1∑
i,j=1
∣∣∣C(f ′)i,j∣∣∣p = 1
np
⎡
⎣n−1∑
i=1
(|(n − 1)zi + zn|p + (n − 2) |zn − zi|p)
⎤
⎦ .
This completes the proof of the theorem. 
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