Abstract. We prove a general dispersive estimate for a Schrödinger type equation on a product manifold, under the assumption that the equation restricted to each factor satisfies suitable dispersive estimates. Among the applications are the two-particle Schrödinger equations iut − ∆x,yu + V (x − y)u = 0 on R 2n , and the nonlinear Schrödinger equation on the product of two real hyperbolic spaces H m × H n .
Introduction
Let X = M × N be a product of oriented riemannian manifolds, each endowed with its canonical volume form, and let us consider three unbounded selfajoint operators, L on L 2 (X), H on L 2 (M ) and K on L 2 (N ). We shall assume that the operator L is the sum of H and K, in the following sense: we assume that, for every couple of functions f, g, with f (x) in a dense subset of the domain of H and g(y) in a dense subset of the domain of K, we have that the function f (x)g(y) is in the domain of L and (1.1) L(f (x)g(y)) = Hf · g + f · Kg.
This situation is quite common and occurs in a number of interesting and natural examples. We mention a few:
Example 1.1. The simplest case of course is given by the standard Laplacian on R n x × R m y ; we have ∆ x,y = ∆ x + ∆ y and the relation (1.1) is satisfied with the choices L = −∆ x,y , H = −∆ x , K = −∆ y . In greater generality, we can choose L, H and K to be the Laplace-Beltrami operators on the three manifolds X, M and N respectively. Indeed, in local coordinates the metric on X is given by a block matrix, with two blocks corresponding to the metrics of M and N ; using the explicit representation of the Laplace-Beltrami operators it is easy to check that where the potential U (x, y) can be split in the sum of two potentials depending only on a group of variables each. Then we may choose
More generally, H and K can be two electromagnetic Schrödinger operators of the form (i∇ x − A(x)) 2 + V (x), (i∇ y − B(y)) 2 + W (y)
with A : R m → R m and B : R n → R n .
Example 1.3. The wave function u(t, x, y) of two interacting particles is governed by a Schrödinger equation of the form
By the change of variables
3) reduces to the following equation for v(t, x ′ , y ′ ) = u(t, x, y) :
We see that the Schrödinger operator here belongs to the class considered in Example 1.2.
The first goal of this paper is to show by an elementary abstract argument that the dispersive properties of the flows e itL , e itH and e itK are related in a natural way. This approach allows to handle some cases when the usual methods to prove dispersive estimates can not be applied. Although the methods are completely elementary, the result has a number of interesting consequences. Our basic result is the following: Theorem 1.4. Assume the Schrödinger flows for H and K satisfy, for some real a, b ≥ 0, and for t belonging to an interval I ⊆ R, dispersive estimates of the form
for some exponents r ≤ r in [1, ∞] . Then the flow of L satisfies for t ∈ I the estimate
It is always possible to interpolate the previous dispersive estimate with the conservation of energy
which follows from the selfadjointness of L. In particular, if the assumptions of Theorem 1.4 hold with r = ∞, r = 1, we obtain the complete set of dispersive
Following the methods of [9] , [6] , [10] , it is then possible to deduce in a standard way the corresponding Strichartz estimates. We use the notation, for any finite or infinite interval I ⊆ R,
We also define an admissible couple, associated to the index a + b, as follows: when a + b > 1, the couple (p, q) is admissible if it satisfies the conditions
when 0 < a + b ≤ 1, the conditions are
We also denote with q ′ the dual exponent to q. The value
is the endpoint ; notice that q = ∞ in all cases considered here. Then we have: 
for all admissible couples (p, q) and ( p, q).
Remark 1.1. It is evident that the result generalizes to a finite product of manifolds
If the flows satisfy estimates with loss of derivatives of the form
then it is easy to extend the result of Theorem 1.4 and obtain the estimate
To this end, it is sufficient to apply the argument in the proof to the modified flows Despite its simplicity, Theorem 1.4 has several applications. We begin by studying the case of Schrödinger operators with potential perturbations on R n . A first example is based on the 1D decay results of [5] , [7] :
Then, for all n ≥ 1, the solution of the Schrödinger equation on R
satisfies the estimate
We notice that in dimension n = 2 this gives a classes of potentials for which a sharp L 1 − L ∞ estimate is true; no other classes are known to our knowledge (the only known estimates are of type L p − L p ′ with 2 ≤ p < ∞, see [14] ). In dimension n ≥ 3, it is not known what are the optimal conditions on a potential V (x) such that the flow i∂ t − ∆ + V (x) satisfies a dispersive estimate. However there are several sufficient conditions due to different authors. We mention for instance the following (see [13] ): n ≥ 3, p 0 > n/2, δ > 3n/2 + 1, ℓ 0 = 0 if n = 3 and ℓ 0 = [(n − 1)/2] if n ≥ 4, and V : R n → R satisfies
Corollary 1.7. Let m, n ≥ 3, assume the potentials V : R m → R and W : R n → R satisfy condition (1.12) (in dimension m and n respectively). Then the solution u(t, x, y) of the Schrödinger equation on R
satisfies the dispersive estimate
For the Schrödinger equation describing the interaction of two particles, which was examined in Example 1.3, we can prove the following:
12). Then the solution of the Schrödinger equation on
As a final application, we consider a manifold X which is the product of two hyperbolic spaces
The Schrödinger equation on hyperbolic spaces was investigated in several papers; in particular, weighted Strichartz estimates were proved in [11] while sharp dispersive estimates were obtained in [1] . We recall the main result of [1] for e it∆ H n : for all r, r ∈ (2, ∞] we have
Using Theorem 1.4 we obtain:
where ∆ X is the Laplace-Beltrami operator on X. Then the solution u(t, x, y) satisfies, for all r, r ∈ (2, ∞], the dispersive estimate
Analogous estimates hold for the product of k hyperbolic spaces, and more general estimates can be obtained in general for products of Damek-Ricci spaces; this will be the object of future work. Remark 1.3. We recall that the decay rate ∼ |t|
n for large times is sharp (see [1] ). Thus we notice a new phenomenon, indeed, the decay for large t on H m × H n is faster than on H m+n . More generally, we can consider the product of k real hyperbolic spaces (m j ≥ 2)
and we obtain a decay of order |u| |t| As already revealed in [1] , the range of exponents allowed in the dispersive estimate on H n is wider than in the euclidean case. This reflects in a much wider range for the Strichartz admissible indices. Indeed, for the nonhomogeneous equation on
we have the following result:
belong to the triangle (1.16)
Then the solution u(t, x, y) of equation
.
We recall that in the euclidean case the range of admissible indices is limited to the lower side of the triangle T defined in (1.16). It is not difficult to extend Corollary 1.10 to the product of k real hyperbolic spaces.
To conclude the paper we apply our estimates to the nonlinear Schrödinger
We shall limit ourself here to the L 2 well posedness, but an analogous H 1 theory with scattering holds for suitable gauge invariant or defocusing type nonlinearity. We recall that on the hyperbolic spaces H n , under the additional assumptions of radial symmetry on the data and gauge invariance or defocusing type, scattering properties were studied in [3] , using the weighted radial Strichartz estimates obtained in [2] for n = 3 and in [12] for n ≥ 3. Scattering for general power nonlinearities without gauge invariance, and with small L 2 or H 1 data, was obtained in [1] , using suitable generalized Strichartz estimates.
Here we consider a nonlinear term satisfying
for some real γ ≥ 1, without gauge invariance or sign assumptions. Then we have: 
For large L 2 data and γ < 1 + 4 m+n the Cauchy problem is locally well posed.
Proof of Theorem 1.4
As mentioned in the Introduction, the proof of the Theorem is completely elementary and is based on the factorization e itL = e itH e itK with the two flows acting on independent variables x ∈ M and y ∈ N . Thus we can write
by the first part of assumption (1.4). Now we notice that
Inequality (2.2) is obvious in the endpoint cases r = r = 1 and r = r = ∞, and in the case r = 1, r = ∞ it reduces to
which is also obvious. The remaining cases follow by complex interpolation. Now we can continue (2.1) using the second part of assumption (1.4) and we obtain
and we obtain the estimate (1.5).
Sketch of the proof of Proposition 1.5
We follow the standard strategy developed by Kato, Ginibre-Velo and Keel-Tao. For simplicity, we give the argument for the case I = R and a+b > 1. the remaining cases are analogous.
Consider the operator
and its formal L 2 adjoint
The first step of the method consists in proving the L
and of its truncated version
for every admissible pair (p, q). The endpoint ( 
The convolution kernel |t−s| −σ(q) on R defines a bounded operator from L ); then we can proceed exactly as in [10] by splitting the time integral in dyadic regions |t − s| ∼ 2 j , j ∈ Z. Indices are finally decoupled, using the T T * argument.
Proof of the corollaries
The proof of Corollaries 1.6-1.9 is a direct application of Theorem 1.4, combined with dispersive estimates from different papers. More precisely:
(1) For Corollary 1.6, we use n times the dispersive estimate
where H is the Schrödinger operator on R
and P ac is the projection on the absolutely continuous space associated to H (see [7] and [5] ). From the general theory it is known that all eigenvalues (if present) must be nonnegative. The additional assumption V ≥ 0 ensures that no eigenvalues exist so that the projection P ac is not necessary. (2) For Corollaries 1.7 and 1.8, we use the results of [13] , where it is proved that under assumption (1.12) the wave operator associated to H = −∆ + V is bounded on L p . In particular, this gives dispersive estimates for the Schrödinger equation of the form
To our knowledge, Yajima's conditions are the best known for large space dimension n ≥ 4. (3) Corollary 1.9 follows easily from (1.13). Notice that the wider range of exponents compared with the euclidean case is due to the Kunze-Stein phenomenon
(see [4] , [8] ); however we need here only the endpoint case q = q = ∞ in order to verify the assumptions of Theorem 1.4. (4) Corollary 1.10 is proved by the same T T * method as sketched in Section 3, however with an important difference since now the rate of decay for small and large times is different. As above, we consider the operators
for every admissible pair (p, q). The endpoint (
m+n ) for m+n ≥ 3 is handled by the standard method of [10] applied to the truncated T T * directly. Finally consider the pairs (p, q) such that 
The convolution kernel in the first integral |t−s|
The convolution kernel in the second integral |t−s|
This proves the result for all dual estimates with (p, q) = ( p, q). The standard T T * argument allows to decouple the pairs and conclude the proof.
The nonlinear Schrödinger equation on H
We follows the same strategy used in [1] . We resume the standard fixed point method based on Strichartz estimates. Define u = Φ(v) as the solution to the Cauchy problem
which is given by Duhamel's formula:
According to (1.17), we have the following Strichartz estimate
for all ( for some 0 <β ≤ 2 .
by our nonlinear assumption. Thus
In order to remain within the same function space, we require in addition
It is easily checked that all these conditions are fulfilled if we take for instance 0 < β =β ≤ 2 such that γ = 1+
2 β m+n and p = q =p =q = 1+γ = 2+
remains for us to show that Φ is a contraction in the ball
provided ε > 0 and f L 2 are sufficiently small. Let v,ṽ ∈ X and u = Φ(v),ũ = Φ(ṽ). Arguying as above and using in addition Hölder's inequality, we estimate If z(t 1 ) − z(t 2 ) L 2 (X) → 0 as t 1 , t 2 → +∞ , then there exists z + ∈ L 2 such that z(t) − z + L 2 (X) → 0 as t → +∞ .
In our case z(t, x, y) = e −it ∆X u(t, x, y). So if we prove that e −it2 ∆X u(t 2 ) − e −it1 ∆X u(t 1 ) L 2 (X) → 0 as t 1 ≤ t 2 → ±∞ , we can conclude that the global solution u(t, x)) has the scattering property stated above. Using our Strichartz estimates (1.17), we get e −it2 ∆X u(t 2 ) − e −it1 ∆X u(t 1 ) L 2 (X) = t2 t1 e −is∆X F (u(s)) ds
Since u(t, x, y) ∈ L p (R; L q (X)), the last expression vanishes as t 1 ≤ t 2 tend both to +∞ or −∞ .
In the subcritical case γ < 1 + 4 m+n , one can prove in a similar way local wellposedness in L 2 for arbitrary data f . Specifically, we restrict to a small time interval I = [−T, +T ] and proceed as above, except that we increaseβ ∈ (β, 2 ] andp =β β p accordingly, and that we apply in addition Hölder's inequality in time.
