Abstract
Introduction
Image segmentation consists in partitioning the image into homogeneous regions ideally corresponding to physical objects. Several different methods have already been proposed in the literature: local filtering methods [8] , region growing techniques [20] or global optimization techniques [5, 19, 14, 10] . Many of them rely on the design and minimization of an energy function which captures the interaction between models and image data. They can be roughly classified into two main categories according to features. The first category of approaches relies on gradient features near object boundaries whereas the other one examines the features homogeneity inside object boundaries. Nevertheless, several methods combine both approaches [24] .
Among the boundary-based approaches, filtering techniques (edge detectors [8] ) and energy-based active contours (snakes [12] and variants) have been used to detect discontinuities or to extract continuous contour lines. Geodesic active contours [13, 7] based on the theory of surfaces evolution and geometric flows have been introduced to detect an arbitrary number of objects in the image. These models precisely delineate object boundaries but can rely on unreliable local information to make a decision.
In region-based approaches, the segmentation model aims at splitting or merging the image into zones the most homogeneous as possible. Homogeneity is traditionally measured by a given cost functional [17] or a Bayesian criterion [18, 10, 24] . In that case, the boundaries are the set of curves that minimizes a global energy function. Some energy models are based on a discrete model of the image, such as Markov random fields ([9, 1, 14, 10] whereas variational models are based on a continuous model of the image [5, 19, 18] . Specific a priori constraints generally encourage the emergence of few regions which boundaries are regular [19, 14] . High-level constraints [10] can be introduced to detect specific complex objects. All these methods are generally robust to noise but computationally demanding if stochastic iterative procedures are used to conduct the minimization [5, 14, 10] . This motivates the search for energy models allowing non-iterative inference.
The aim of this paper is to provide energy models, which minimizers can be determined in advance. Accordingly, energy minimization methods and iterative algorithms are not necessary to solve the optimization problem. We have modified a particular segmentation energy first introduced in a discrete setting by Beaulieu and Goldberg [2] . The original model tends to obtain a partition with a few number of regions and small variances without a priori knowledge on the image. However, the energy which is efficiently minimized using a split-and-merge algorithm [2] , has the drawback of giving no control on the smoothness of the object boundaries [17] . Here, our approach is completely different to determine its minimizer. Indeed, we prove in Section 3 that the set of curves that minimizes the modified energy is a family of level lines defined from level sets of the image. In that case, the method is deterministic and equivalent to a procedure that selects the "best" level lines delimiting object boundaries. Additionally, we combine anisotropic diffusion-based regularization with level line selection to estimate smooth object boundaries. For the completeness of the paper, a description of this segmentation algorithm is included in section 4. In section 5, experiments on several examples demonstrate the effectiveness of the approach.
Preliminaries
Our theoretical setting is the following. One assumes the existence of an unknown function f, i.e. the true image, from our image domain S : 0 ; a 0; b to R. The minimization of the energy on f defines the true segmentation.
One observes a regular discretization of a corrupted image y = f + ", where " is a gaussian white noise (variance 2 " ).
The observations are therefore ys = fs + "s; 0 s N (1) with s = x; y 2 S is on one of N pixels. A nonparametric estimator of f is built and plugged in the defined energy. We assume that the minimization with respect to f leads to an image partition into regions. is a given positive weight and JP; i is a a priori functional corresponding to a loose constraint to be defined. Note that (2) can be interpreted as a maximum a posteriori estimator when we assume all sites are independent and all sites belonging to a given object i have identical distributions characterized by parameters ff i ; 2 " g.
Our aim is now to define objects in f. Therefore, we define the following class C P ; P 1 of admissible objects C P = f 1 ; : : : ; P S are regular, closed and connected ; 1 i; j P , 1 ; i 6 = j = i j = ; ; i P = ; ; P i=1 i = Sg ; the subsets 1 ; : : : ; P,1 are the objects of the image and P is the background. When P = 1 , no object is on the image. An optimal segmentation of image f over C P is by definition a global minimum of the energy (when exists) ? 1 ; : : : ; ? P ? = argmin P1 argmin 1;:::; P 2CP Ef; 1 ; : : : ; P : (4) A direct minimization with respect to all unknown domains i and parameters f i is a very intricate problem. In the next section, we prove that the object boundaries are level lines of the nonparametric estimator of f if we choose JP; i = P or JP; i = P P,1 i=1 j i j. In that case, JP; i gives no control on the smoothness of boundaries and can be interpreted as a scale parameter that only tunes the number of regions [2, 17] .
Estimator
Our plug-in estimator is defined by (when exists) c 1 ; : : : ; b b P = argmin P1 argmin 1;:::; P 2CP E b f; 1 ; : : : ; P : (5) The question of the existence of an admissible global minimum for energies like Beaulieu and Goldberg's energy [2] or Mumford and Shah's energy [19] is a difficult problem (see [17] for more details). Here, our aim is not to investigate conditions for having an admissible global minimum.
Minimizer description
In what follows, we make an ad-hoc assumption ensuring the existence of an unique minimum of the energy taken for functions in an neighborhood of the true image f [11] .
In that case, we propose the following lemma The difference between the involved energies is equal to Ef; ; c , Ef; ; c = T 1 + T 2 + T 3 + T 4 , with
Using (6) 
Equation (10) In conclusion, we proved that the minimizer is a family of iso-intensity curves of the image. They can be determined by boundaries of level sets defined in Section 3.2.
Image representation by level sets
As argued by the Mathematical Morphology [15, 23] , it follows that the basic information of an image is contained in the family of its binary shadows or level sets, that is, in the family of sets S defined by S = fs 2 S : fs g (11) for all values of in the range of f. Level sets provide a complete, contrast invariant image representation unlike representation by "edges" or "luminance" [16] . A recent variant of this representation is proposed in [6] by considering the boundary of level sets, that is the level lines. This representation does not differ with respect to the set of level sets. Level sets can be computed from all possible connected components which are based both on the image gray levels and spatial relations between pixels. To extract a connected component of a level set S , we threshold the image at the gray level and extract the components
components. More precise concepts about level lines, level sets and connected components can be found in [16] . Nevertheless level lines, i.e. object boundaries, are not generally regular curves in the image. Therefore, anisotropic diffusion is introduced to remove noise and fine-scale details and preserve well-localized smooth level lines.
Regularization of level lines
Anisotropic diffusion aims at smoothing original image while preserving brightness discontinuities [21] . Black et al. showed that anisotropic diffusion can be interpreted as a robust procedure that estimates a piecewise constant image from noisy input image [4] . They derived a relationship between anisotropic diffusion and the error norm and influence function in the robust estimation framework, yielding to new anisotropic diffusion equations.
In [4] it is established that the Tukey's biweight robust error norm produces sharper discontinuities than the original "stopping-edge" function introduced by Perona and Malik [21] . The corresponding anisotropic diffusion equations are f t+1 s = f t s + jG s j X p2Gs z sp f t p , f t s (12) z sp = 1 , f t p , f t s= 2 2 jf t p , f t sj 0 otherwise where f t s is a filtered image of fs, t denotes iterations, is a strictly positive constant that determines the rate of diffusion, G s represents the first-order spatial neighborhood of s, jG s j is the number of neighbors, is a "robust scale" parameter [3] and z sp 2 0; 1 is analog to a line process.
The line process indicates the presence (z close to 0) or absence (z close to 1) of discontinuities or outliers. Scale parameter can be estimated in a robust way (see [22] The connection between anisotropic diffusion and extraction of objects i is then established. At each iteration t, data are smoothed in each region i using (12) where i is substituted to . In that case, the number of iterations to converge can be easily controlled. The same level lines are invariably selected if the restored image is a piecewise smooth image. Usually this can be accomplished with less than 10 iterations in sufficient precision. Note that the two tasks would be independent in the original formulation in [21] , for which the diffusion stopping rule is not well defined. This relationship is more underlined through a practical segmentation algorithm described in the next section.
Numerical implementation
To implement our level set image segmentation, a four step method is used. Given a smoothed image f t obtained using (12) , the first step completes a mapping of each image pixel on a given level set. It is followed by an object extraction stage in which sets of simply connected pixels are extracted from the level sets. The connected components are then combined during the third step to form object configurations. Objects i are defined by connected components and @ i are boundaries of connected components. In the final stage, calculations are performed on all object combinations. The configuration with the lowest energy is then selected as the best segmentation.
LEVEL SET CONSTRUCTION Let f t s 2 f min ; f max the image partitioned in K = 4 ; 8 or 16 equal-sized and non-overlapping intervals f l 1 ; h 1 ; : : : ; l K ; h K g. A pixel s will then belong to the interval l j ; h j if l j f t s h j .
OBJECT EXTRACTION A crude way to build pixels sets corresponding to objects is to proceed to a connected components labeling and to associate each label with an object i . The background P corresponds to the closure of the complementary set of objects i . This amounts to building K images g j t ; j = 1 ; : : : ; Kin which g j t s = ; 8s 2 S and g j t s = 0 ; 8s 6 2 S . The list of connected components of each of these then forms the list of objects f 1 ; : : : P,1 g.
CONFIGURATION DETERMINATION Having the final object list, configurations are combinations of objects of the C p class. These configurations can be built by enumeration of all possible object combinations, i.e. 2 P,1 configurations. Nevertheless, we decide to discard objects which areas are under a predetermined threshold. Each possible configuration can then be represented by a binary number b i which is the binary expansion of i 0 i 2 P,1 , 1.
The value of each bit in b i determines the presence or absence of a given object in the configuration. (2) . Note that only energies corresponding to each object are computed once and stored, and energies corresponding to the background are efficiently updated for each configuration. The configuration that minimizes the global energy corresponds to the optimal segmentation. The time necessary to perform image segmentation essentially depends on the length of the object list, i.e. the number of connected components P . Nevertheless, all configurations are independent and could be potentially evaluated on suitable parallel architectures.
ENERGY COMPUTATION
The steps of the algorithm are the following:
INITIALIZATION: Let f t0 the original image data. Set parameters K, , and k. -Anisotropic diffusion: see (12) .
-Updating of i and k 0:9 k and increment t;
END WHILE.
Experimental results
We demonstrate segmentation results on synthetic images as well as on 2D confocal microscopy, medical and meteorological images. The algorithm parameters were set as follows: K = 8 , JP; i = P P,1 i=1 j i j and regions which areas j i j 0:01 N are discarded, = 1 and the value of k is initially set to 5 and linearly lowered by a factor of 0:9 at each iteration. The segmentation was terminated if the convergence criterion was met. Most segmentations required less than 10 iterations for convergence, according to image contents and noise, and took approximately 5s per iteration on a 296MHz workstation.
To see the effect of adaptive estimation of i on segmentation results consider the simple example in Figure 1 the whole image. Background is labeled in "white" and undesirable regions are visible close to edges. The column on the right of Fig. 1 shows better results when i is adaptively computed for each i using (13) . This modeling prevents oversmoothing of edges.
We have tested the proposed algorithm on 2D confocal microscopy images (Figs. 2-3 Figure 3 shows the detection of two objects of interest made up connected regions.
Figures 4-5 illustrate how our method selects the number of segments in a 2D medical MR image (256 228). in this application, background is previously eliminated by thresholding. The aim is to segment the corpus callosum (Fig. 4) or both the corpus callosum and brain (Fig. 5 ) by increasing . Semantic segmentations are obtained.
An example of cloud detection is provided in Fig. 6 . The algorithm labeled seas and small clouds as "background". The significant clouds and continents are crudely extracted from the 383 260 image. Here, our approach can potentially provide an insight on the analyzed weather situation.
Conclusion and perspectives
In this paper, we have presented a level line selection approach for extracting structures in images. We proved that the minimizer of our segmentation energy can be directly determined. We introduced a robust anisotropic diffusion framework to preserve sharper boundaries of objects and regularize level lines in the image. A total CPU time of a few seconds for segmenting a 256 256 image on a workstation makes the method attractive for many time-critical applications. The contribution of this approach has been illustrated on synthetic as well as real-world images. Several promising directions may be explored for continued research. First, we plan to examine new energy functions which minimizers can be determined as well. An other direction for future work is to extend the proposed approach to operate on multi-spectral 3D images. 
