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RESUMEN
En este artículo se presenta una propuesta metodo-
lógica para la predicción mensual de energía eléc-
trica del Sistema Interconectado Nacional (SIN) de 
Colombia, mediante la transformada discreta de 
:DYHOHW \ XQD UHG QHXURQDO DUWL¿FLDO (OPRGHOR
propuesto utiliza como punto de partida una base 
de datos univariada en miles de Gwh por mes, en-
tre Agosto del 1995 y Junio de 2010, disponible en 
el sistema de Neón (www.xm.com.co). Esta serie 
es denominada original y consta de 179 muestras. 
&RQHO¿QGHH[WUDHUWHQGHQFLD\HVWDFLRQDOLGDGGH
la serie, en la etapa de pre-procesamiento  se utilizó 
la transformada discreta wavelet (DWT). Debido 
al carácter no lineal que presenta la serie original, 
se manejó un modelo neuronal autorregresivo no 
lineal (NAR) y se  determinó un vector de las en-
tradas pasadas necesarias para la predicción con el 
autocorrelograma (relación que tiene el valor ac-
tual de la serie original con sus valores pasados) de 
la serie residual. Los resultados obtenidos fueron 
contrastados con un modelo estadístico lineal au-
torregresivo (AR).
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1. INTRODUCCIÓN
Una vez consultados y evaluados los diferentes 
trabajos reportados se concluye que no existe un 
marco general y estricto para hacer la predicción 
mensual de demanda de energía eléctrica, existien-
do variadas técnicas y metodologías. Referente a 
la técnica de datos, algunos autores consideran las 
condiciones climáticas, económicas, temporada, 
consumo de sustitutos energéticos y variables eco-
nómicas, entre otros, y sus respectivos supuestos 
de evolución [1], para modelar conjuntamente con 
los valores pasados de demanda de energía eléc-
trica, en aras de obtener el mejor desempeño en 
la predicción. La adición de variables exógenas, si 
bien están relacionadas con la demanda eléctrica, 
estudios como [2, 3] reportan excelentes resulta-
GRV PLHQWUDV TXH RWURV D¿UPDQ TXH SXHGH GHV-
PHMRUDUHOSURQyVWLFR¿QDO>@DGHPiVGHVHU
molesta e inoportuna, ya que debe ser previamente 
pronosticadas [7]. Por lo tanto se seleccionó una 
serie univariada concerniente únicamente a los va-
lores pasados de la demanda de energía eléctrica 
del SIN colombiano, sin la adición de variables 
que puedan disminuir la capacidad de pronóstico.
$OJXQRV DXWRUHV >@ UHVDOWDQ OD LPSRUWDQFLD GH
realizar pre-procesamiento a la serie temporal con 
HO¿QGHREWHQHUPHMRUHVtQGLFHVGHGHVHPSHxRHQ
los resultados de la predicción. Si una serie de tiem-
po presenta tendencia, esta debe ser eliminada para 
mejorar el entrenamiento de las redes neuronales 
[8]. Para esta tarea se han utilizado diferentes tipos 
de pre-procesamiento entre los que se encuentran: 
VXDYL]DGRFRQVSOLQHV>@\PRYLQJDYHUDJH>
9], diferenciación simple unida con diferencia-
ción estacional [10-12], análisis multiresolución 
05$ZDYHOHWFRQ>@\VLQHOLPLQDFLyQGH
componentes frecuenciales [15-19, 20 – 21], entre 
otros. Más sin embargo el procesamiento con aná-
OLVLVZDYHOHW >@ KDQSUHVHQWDGRXQ
excelente rendimiento respecto a metodologías que 
no lo incorporan y modelos tradicionales como AR 
>@\%R[-HQNLQV>@
Los mejores resultados reportados en la literatura 
se han obtenido al utilizar un modelo híbrido que 
involucre un pre-procesamiento de la serie tempo-
ral y una predicción utilizando redes neuronales en 
conjunto con un análisis wavelet. Estos resultados 
se pueden evidenciar en [13,15,17,22], al compa-
rar los modelos neuronales utilizando wavelet y los 
modelos neuronales convencionales. 
Por otro lado la serie de demanda de energía de 
SIN de Colombia tiene un carácter no lineal [10, 
@\FRPRVHxDOD>@HQHVWHWLSRGHVHULHV
es muy difícil realizar predicción a partir de los 
modelos convencionales (series de tiempo, análisis 
de regresión, etc.), requiriéndose de modelos que 
tengan en cuenta las características propias de la 
serie de demanda. Por ende se optó por el modelo 
neuronal NAR, dado que presenta mejores índices 
de desempeño respecto a un modelo estadístico li-
QHDODXWRUUHJUHVLYR$5>@LJXDOPHQWHPH-
ABSTRACT
This paper presents a methodology for predicting 
monthly power the National Interconnected Sys-
tem (SIN) of Colombia, using discrete wavelet 
WUDQVIRUP DQG DUWL¿FLDO QHXUDO QHWZRUN7KH SUR-
posed model uses as its starting point a database 
univariate in thousand Gwh per month, between 
August 1995 and June 2010, available on the Neon 
system (www.xm.com.co), the series is called Ori-
ginal and consists of 179 samples. To extract and 
seasonal trend of the series, in the pre-processing 
stage is used discrete wavelet transform (DWT). 
Because of the nonlinear presents the original se-
ries, it managed a neuronal model nonlinear au-
toregressive (NAR) and found an array of passes 
required inputs for prediction with autocorrelogra-
ma (relationship of the current value of the original 
series its past values) residual series. The results 
were compared with a statistical model linear auto-
regressive (AR).
* * *
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jores resultados respecto a su representación con 
modelos estadísticos [28, 29] y metodologías auto-
rregresivas de media móvil (ARMA) [28].
2. METODOLOGÍA 
Para el pronóstico o la predicción de demanda 
mensual de energía eléctrica del Sistema Interco-
nectado Nacional de Colombia, se presenta en la 
Figura 1 mediante un diagrama de bloques
La metodología implementada en la predicción de 
demanda de energía eléctrica aplicadas al SIN co-
lombiano se realizaron de acuerdo al diagrama de 
EORTXHVGH OD¿JXUD HQGRQGHVHKDPRGHODGR
la tendencia y la estacionalidad como un par de 
IXQFLRQHV GHWHUPLQtVWLFDV TXH ¿QDOPHQWH VH DGL-
FLRQDQSDUDREWHQHUHOSURQyVWLFRV¿QDOGHODVHULH
de demanda [10-12].
Para el caso de las predicciones realizadas con 
análisis multiresolución wavelet se ha seguido la 
HVWUXFWXUD PHWRGROyJLFD H[SXHVWD HQ OD ¿JXUD 
según la cual cada sub-serie obtenida se modela y 
pronostica independientemente, consiguiendo así 
HOPRGHOR¿QDODSDUWLUGHOFRQMXQWRGHODVSUHGLF-
ciones parciales. Éste se asocia con la componen-
te de aproximación con la tendencia que para este 
tipo de análisis se considera como una serie que 
posee un comportamiento estocástico y no como 
una función con características determinísticas 
Figura 1. Diagrama de bloque para la predicción de la serie temporal.
Fuente: Elaboración propia.
Figura 2. Estructura metodológica utilizada para la predicción de demanda energética del SIN colombiano.
Fuente: Elaboración propia.
Figura 3. Diagrama de bloques de la propuesta metodológica para la predicción de demanda energética del SIN.
Fuente: Elaboración propia.
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[13-15, 18,21].
2.1 Serie de demanda original 
Para el pronóstico mensual de la demanda eléctri-
ca del Sistema Interconectado Nacional (SIN) de 
Colombia, se utilizó una serie que incluye única-
mente datos históricos de consumo de energía del 
SIN y evita la inclusión de variables exógenas 
como la temporada, efectos climáticos, factores 
económicos, consumos de sustitutos y evolución 
GHOFRQVXPRODVFXDOHVSXHGHQYHUVHUHÀHMDGDVHQ
un decremento en los resultados de predicción [1, 
@(VWDVHULHKDVLGRXWLOL]DGDHQHVWXGLRV
previos [10, 11].
La serie está dada en miles de Gwh por mes y es 
denominada serie de demanda original, consta de 
179 muestras distribuidas entre agosto de 1995 y 
MXQLRGH¿JXUD\VHHQFXHQWUDGLVSRQLEOH
en el sistema de Neón (www.xm.com.co).
2.2 Pre-procesamiento propuesto para la 
serie temporal
La primera etapa corresponde al pre procesamiento 
encargado de realizar varias tareas para facilitar el 
entrenamiento de la red y mejorar los resultados 
GHODSUHGLFFLyQ¿QDOSDUDORFXDOVHWUDEDMDUiFRQ
PXHVWUDVGHODVGHMDQGRODVPXHVWUDV
restantes como prueba del pronóstico [10-12]. 
2.3 Normalización 
Se normaliza la serie original con el valor máximo 
de la serie de demanda original en el rango de cero 
a uno, de acuerdo a la ecuación (1), obteniéndose 
la representación de los primeras 155 muestras en 
OD¿JXUD
(1)
2.4 Determinación y extracción de 
tendencia a partir de análisis 
multiresolución (MRA) con 
transformada discreta de Wavelet 
Para elegir la wavelet madre adecuada y hacer 
el análisis multiresolución se ha utilizado un ín-
dice relativo de correlación propuesto por Rivas 
et al [31]. El índice viene dado por la ecuación 
(2). χΤ
N
σȁȏȐȁ2ασǦλjσȁjȏȐȁ2ΪσԖȁjȏȐȁ2    (2)
Al aplicar a la serie normalizada diversas wave-
let madre entre las cuales se encuentran bio-or-
Figura 4. Serie de demanda original del SIN.
Fuente: Elaboración propia.
Figura 5. Estructura propuesta para el pre-procesamiento.
Fuente: Elaboración propia.
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Figura 6. Serie de demanda normalizada.
Fuente: Elaboración propia
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togonales y bio-ortogonales inversas (1.1, 1.3, 
1.5, 2.2, 2.4, 2.6, 2.8, 3.1, 3.3, 3.5, 3.7, 3.9, 4.4, ͷǤͷǡ͸ǡͺȌǡϐȋͳͷȌǡǡȋͳ
10) y Symlet (1 a 8), se encontró que mayor coe-ϐ×ϐͷȋͳȌǤ
Tabla 1. Comparación de los índices obtenidos de diferentes 
Wavelet madres.
WAVELET MADRE ORDEN
ÍNDICE
DE LA 
SEÑAL
&RLÀHW 5 
&RLÀHW  
Biortogonal  122,8871
Biortogonal inversa  122,8791
&RLÀHW 3 122,0905
Daubechies 10 
Fuente: Elaboración propia.
Una vez encontrada la madre y orden wavelet ade-
cuados para la predicción se propone un estudio in-
dependiente con los niveles de descomposición de 
DWRPDQGRFRPRSXQWRGHSDUWLGDHOQLYHOWUHV
para la descomposición de la serie normalizada, 
al tratarse del valor más utilizado en la literatura 
para la predicción de demanda de energía eléctrica 
[13,20].
El nivel de descomposición tres sub-divide la se-
ULHHQGLYHUVDVFRPSRQHQWHV¿JXUDHQGRQGHOD
serie de baja frecuencia tiene la mayor importancia 
HQHOSURQyVWLFR\VHDVRFLDDODWHQGHQFLD>
17, 20, 22] mientras la suma de las componentes 
GHÀXFWXDFLyQRGHWDOOHFRUUHVSRQGHQDODVHULHTXH
GH¿QHORVSRUPHQRUHVGHODGHPDQGD
De esta forma el análisis multiresolución wavelet 
representan a la serie normalizada en dos compo-
Figura 7. Descomposición wavelet de nivel 3.
Fuente: Elaboración propia.
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QHQWHVODVHULHGHWHQGHQFLD¿JXUD\ODVHULHGH
ORVFRPSRQHQWHVGHÀXFWXDFLyQRVHULHVLQWHQGHQ-
FLD¿JXUDTXHVRQWUDWDGDVLQGHSHQGLHQWHPHQWH
debido a que presentan diferentes características.
2.5 Determinación y extracción de la 
estacionalidad
La serie de demanda de energía eléctrica del SIN 
colombiano presenta una estacionalidad anual re-
SRUWDGD DQWHULRUPHQWH SRU >@ \ TXH SXH-
GH REVHUYDUVH HQ HO DXWRFRUUHORJUDPD ¿JXUD 
como el pico de 12 meses con mayor amplitud pre-
sente que se repite año a año. 
Igualmente al realizar el espectro en frecuencia 
¿JXUDVHREVHUYDQSLFRVTXHVREUHVDOHQGHO
HVSHFWURUHÀHMDQGRORVYDORUHVUHODFLRQDGRVGHHV-
tacionalidad, donde nuevamente se ve el valor de 
12, acompañado por armónicas estacionalidades 
de menor duración, incluidas en el mismo.
Al tratarse con una componente anual repetitiva 
predominante (12 meses), para obtener la serie 
sin estacionalidad se ha aplicado la media de los 
valores pasados, obteniéndose la serie original sin 
WHQGHQFLDQLHVWDFLRQDOLGDG¿JXUD
Al realizar el correlograma de la serie sin tendencia 
ni estacionalidad se pudo observar que no presen-
ta valores repetitivos o picos, es decir, no presenta 
Figura 8. Tendencia serie normalizada
Figura 9. Serie original sin tendencia wavelet de nivel 3.
Fuente: Elaboración propia
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ciclos sinusoidales.
Por otro lado, resulta indispensable realizar el aná-
lisis de autocorrelación o autocorrelograma de la 
serie residual para determinar el número adecuado 
de entradas pasadas necesarias para la predicción y 
confrontarlo con el valor de doce muestras pasadas 
UHFRPHQGDGR HQ OD OLWHUDWXUD FLHQWt¿FD H LPSOH-
mentado por [7].
Con base en el autocorrelograma se obtiene para 
cada nivel de descomposición de la Wavelet madre 
&RLÀHWHOQ~PHURGHHQWUDGDVSDVDGDVRUH]DJRV
necesarios para realizar la predicción, cuyo resu-
men se presentan en la tabla 2.
Tabla 2. Índices obtenidos en los diferentes niveles de des-
composición wavelet para la serie completa.
NIVEL DE 
DESCOMPOSICIÓN
ENTRADAS PASADAS PARA LA 
PREDICCIÓN
1 
2 
3 
 
5 2-7, 12-27
 2-9, 15-33, 35
De la tabla 2 se han seleccionado únicamente los 
Figura 10. Autocorrelograma serie sin tendencia
Figura 11. Espectro en frecuencia de la serie sin tendencia.
Fuente: Elaboración propia.
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valores de descomposición 2 y 3, debido a que no 
presentan un número elevado de entradas pasadas, 
ni estacionalidad o tendencia marcada representa-
da con un pico cercano a cero en su espectro de 
potencia [30]. Adicionalmente, se considera el 
valor de 12 utilizado por [7] y considerado como 
valor de entradas pasadas únicamente en el nivel 
de descomposición 3, debido a que en diversas si-
mulaciones ha probado ser el valor más adecuado 
en predicción mensual [31, 32].
2.6 Predicción de la demanda de energía 
eléctrica
La serie de tiempo se divide en dos conjuntos: 
in-sample para la estimación (entrenamiento) y 
out-of-sample (prueba) para evaluar la capacidad 
predictiva con datos que no fueron conocidos por 
la red neuronal durante el entrenamiento. A su vez 
la serie in-sample se divide en dos conjuntos: uno 
SDUD HVWLPDFLyQ HQWUHQDPLHQWR R ¿WWLQJ GH ORV
parámetros y el otro para probar la generalización 
(validación o validation). Los datos de entrada a la 
red neuronal se dividen así en tres conjuntos, cada 
uno con diferentes características y porcentajes de 
partición dados.
De acuerdo a esto y conforme a los estudios rea-
lizados anteriormente con esta serie de demanda 
[11, 12], se consideran las últimas veinticuatro 
muestras para el conjunto de prueba, mismo valor 
que se asigna al conjunto de validación, mientras el 
conjunto de entrenamiento corresponde a los res-
tantes ciento treinta y un valores. De esta forma 
son constituidos los conjuntos para la predicción 
que se reportan en la tabla 3.
Tabla 3. Partición de los conjuntos de entrada para la pre-
dicción.
CONJUNTO DE 
DATOS
VALOR PORCEN-
TUAL
NÚMERO DE 
MUESTRAS
Entrenamiento  131
Validación  
Prueba  
Para la red neuronal NAR, se han seleccionado los 
YDORUHVHVWiQGDUGHVFULWRVHQODWDEODUHDOL]DQGR
un pronóstico independiente para cada una de las 
series obtenidas en el pre-procesamiento. Se dis-
pondrán de dos redes neuronales: una encargada 
para el pronóstico de la tendencia y otra destinada 
DODSUHGLFFLyQGHODVHULHUHVLGXDO¿JXUD
Tabla 4. Valores estándar del modelo neuronal NAR. 
Parámetro Valor estándar
Capas ocultas 3 [2,3,28,34]
Número neuronas en la capa oculta 4 [11, 27, 28]
Número neuronas en la de salida 1 [2,3,28,34]
Algoritmo de entrenamiento Levenberg–Marquardt [ 
27,29,35]
Partición para el entrenamiento En bloque [2,3,28,34]
Número de épocas de entrenamiento 500 [27,36]
Objetivo 0 [37]
Figura 12. Serie original sin tendencia, ni estacionalidad.
Fuente: Elaboración propia
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Chequeos de validación (validation 
checks)
6 [37]
Gradiente 1e-5 [37]
Taza de aprendizaje 0.01 [37]
Función de activación capa oculta Sigmoidal logística [28, 37]
Función de activación capa de salida Lineal [28, 37]
3. POST-PROCESAMIENTO DE LA SERIE 
TEMPORAL
El bloque de post-procesamiento se encarga de 
realizar funciones inversas al de pre-procesamien-
to, realizando la adición de los ciclos sinusoidales 
en caso de ser requeridos y de la correspondiente 
estacionalidad, para luego realizar la transformada 
inversa de wavelet que simplemente corresponde a 
una suma de la serie con la adición de las compo-
nentes antes mencionadas con el pronóstico de la 
VHULHGHWHQGHQFLD(OSURQyVWLFR¿QDOVHFRQVLJXH
OXHJR GH OD GHV QRUPDOL]DFLyQ ¿JXUD  FRQ HO
valor máximo utilizado en el pre-procesamiento, 
dicho valor es comparado con el conjunto de prue-
ba de la serie original obteniéndose así diferentes 
índices de desempeño.
3.1 Indicadores de desempeño
Para evaluar el desempeño se evalúan tanto los 
errores obtenidos para las primeras doce prediccio-
nes (un año), como para el pronóstico realizado a 
veinticuatro meses (dos años). En la tabla 5 son 
presentados los indicadores adoptados.
3.2 Estudio paramétricos
En esta sección se compara un método convencio-
nal para la descomposición de series con la meto-
dología propuesta que hace uso de MRA Wavelet 
FRQHO¿QGHFRQVHJXLUHOPHMRUSURQyVWLFRSDUDOD
demanda energética del SIN. En cada caso se rea-
lizaran 50 pruebas para determinar tanto el tipo de 
procesamiento de la serie temporal como el valor 
de los parámetros que proporcionen el mejor des-
empeño en la predicción mensual de demanda de 
energía dados por la red neuronal. 
Para la evaluación en cada estudio paramétrico, se 
selecciona el modelo que presente los mejores ín-
dices de error, es decir, la media (Mean) del error 
con el valor más cercano a cero y su respectiva des-
viación estándar (STD) con el menor valor posible 
de dispersión.
3.3 Análisis de la serie completa
Antes de efectuar las pruebas con la metodología 
propuesta se evalúan los resultados obtenidos al 
realizar la predicción luego de extraer la tenden-
cia y estacionalidad con los métodos tradicionales. 
Los índices de desempeño alcanzados con la me-
todología clásica que hacen uso del operador de 
GLIHUHQFLDVRQSUHVHQWDGRVHQODWDEOD
En las tablas 7 y 8 se muestran los resultados al 
realizar las pruebas con los niveles de descompo-
sición wavelet 2 y 3 que hacen uso de los valores 
medios mensuales para extraer la estacionalidad.
Figura 14. Estructura propuesta para el pos-procesamiento.
Fuente: Elaboración propia.
Figura 13. Estructura propuesta para la predicción.
Fuente: Elaboración propia
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En cada una de las tablas de resultados se resal-
tan los valores que presentan el mejor desempeño 
con su respectivo valor de entradas pasadas, para 
el caso del modelo con operador diferencia los me-
jores resultados que fueron obtenidos con 13 reza-
gos, mientras para los modelos wavelet 2 y 3 los 
YDORUHVPiVUHOHYDQWHVIXHURQ\UHVSHFWLYD-
mente. En la tabla 9 se confronta el mejor valor en 
cada modelo para determinar cuál de ellos presenta 
HOPHMRUGHVHPSHxRHQODSUHGLFFLyQ¿QDO
De la tabla 9 se puede inferir que el modelo con 
nivel 2 de descomposición wavelet para extraer la 
tendencia y con media de los meses para eliminar 
la estacionalidad presenta los mejores índices de 
desempeño al realizar la predicción en cada uno 
GH ORV LQGLFDGRUHV WDQWRSDUDFRPRPHVHV
KDFLHQGR XVR GH  HQWUDGDV SDVDGDV OR FXDO VH
evidencia en que sus indicadores de desempeño 
presentan valores más cercanos a cero, además de 
una media con menor valor o dispersión respecto 
a los demás modelos. En otras palabras el modelo 
que presentó mejores resultados fue aquel que uti-
lizó wavelet nivel dos con un porcentaje de error 
GHPHQRVTXHHOPRGHORTXHXVR
RSHUDGRUGLIHUHQFLDO\PHQRVTXHHOPRGH-
lo que utilizó wavelet nivel tres.
Tabla 5. Indicadores de desempeño para la predicción.
Tabla 6. Resultados operador diferencia de la serie completa o con irregularidades. 
Tabla 8. Resultados predicción con wavelet nivel 3 sobre la serie completa
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La representación de la predicción en el tiempo de 
cada uno de los modelos confrontados se presenta 
HQOD¿JXUD
Finalmente, se presenta en la tabla 10 la compara-
ción entre el costo computacional de cada uno de 
los modelos, resaltando que, aunque con el MRA 
wavelet, incrementan el tiempo de ejecución total 
SDUDODSUHGLFFLyQHQXQHQODPHGLDUHV-
pecto al modelo convencional, este aumento no re-
SUHVHQWDXQYDORUVLJQL¿FDWLYRSDUDHVWDDSOLFDFLyQ
Tabla 10. Comparación de los mejores resultados obtenidos 
sobre la serie completa.
MODELO
Costo computacional
(Segundos)
Mean  4,305 2,323
Wavelet nivel 2 6,771 1,413
Wavelet nivel 3 11,825 6,153
4. CONCLUSIONES 
Para el caso de la serie de demanda de energía del 
SIN colombiano, el estudio realizado arrojó que 
ORVYDORUHVGHZDYHOHWPDGUH&RLÀHWFRQRUGHQ
son los que mejor representan la evolución del con-
sumo y que en adición con el nivel de descomposi-
ción 2 presentan el mejor pre-procesamiento. Lue-
go de realizar el estudio paramétrico tanto en el pre 
y post-procesamiento y obtener los resultados en 
FDGDFDVRVHLQ¿HUHTXHSDUDODVHULHGHGHPDQGD
energética colombiana no hay necesidad de extraer 
ciclos sinusoidales cuando se trabaja con análisis 
MRA basado en wavelet, debido a que dentro de 
las características propias de la serie, no existen 
valores repetitivos de largo plazo.
Es indispensable realizar el análisis de autoco-
rrelación o autocorrelograma de la serie residual 
para determinar el número adecuado de entradas 
pasadas necesarias para la predicción, puesto que 
el valor de doce muestras pasadas recomendado 
HQODOLWHUDWXUDFLHQWt¿FDQRVLHPSUHFRQOOHYDDORV
mejores resultados.
Los índices de desempeño alcanzados por la me-
todología que incorpora MRA, basado en transfor-
mada wavelet, en conjunto con el modelo neuronal 
Figura 15. Predicción de los mejores resultados en cada experimento sobre la serie completa
Fuente: Elaboración propia.
Tabla 9. Comparación de los mejores resultados en cada experimento sobre la serie completa 
predicción de la demanda de energía eléctrica basado en análisis wavelet y un modelo neuronal auto-regresivo no lineal nar
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autorregresivo no lineal (NAR) sobrepasaron los 
indicadores obtenidos con un pre-procesamiento 
clásico dado por el operador diferencia en conjunto 
con el modelo NAR, mejorando substancialmente 
la predicción mensual de demanda de energía eléc-
trica del SIN colombiano para los horizontes de 12 
\PHVHV
Al implementar MRA wavelet se obtuvieron mejo-
res índices de desempeño respecto a la utilización 
de operador diferencia y si bien hubo un incremen-
to en el costo computacional para la aplicación 
puntual de demanda mensual de energía eléctrica 
del SIN de Colombia no tiene mayor impacto, de-
bido a que se trata de un pronóstico de mediano 
plazo y el aumento en tiempo real no representa un 
valor substancial.
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