Hybrid interfaces between distinct quantum systems play a major role in the implementation of quantum networks. Quantum states have to be stored in memories to synchronize the photon arrival times for entanglement swapping by projective measurements in quantum repeaters or for entanglement purification. Here, we analyze the distortion of a single photon wave packet propagating through a dispersive and absorptive medium with high spectral resolution. Single photons are generated from a single In(Ga)As quantum dot with its excitonic transition precisely set relative to the Cesium D 1 transition. The delay of spectral components of the single photon wave packet with almost Fourier-limited width is investigated in detail with a 200 MHz narrow-band monolithic Fabry-Pérot resonator. Reflecting the excited state hyperfine structure of Cesium, "slow light" and "fast light" behavior is observed. As a step towards room-temperature alkali vapor memories, quantum dot photons are delayed for 5 ns by strong dispersion between the two 1.17 GHz hyperfine-split excited state transitions. Based on optical pumping on the hyperfine-split ground states, we propose a simple, all-optically controllable delay for synchronization of heralded narrow-band photons in a quantum network.
Introduction
Forthcoming quantum networks require various building blocks to perform tasks such as logical operations, or error correction on quantum bits, entanglement generation, distillation and distribution, as well as storage of quantum bits (or qubits) 1, 2 . The latter two are important for future long distance quantum networks. In such a network, entangled quantum states can be used to teleport another unknown quantum state 3, 4 or for secure quantum key distribution between two distant communicating partners 5 .
Photonic qubits underlie non-zero absorption in communication channels like air or optical fiber, which lead to an exponential decrease of the transmission probability with distance. This limitation can be overcome by integrating so-called quantum repeaters into the network 6 . In the quantum repeater scheme, quantum memories are crucial to store a photonic state as a stationary qubit and to enable a coincident Bell-state measurement with another qubit.
A wide range of approaches exists to implement quantum memories 7 , each with own advantages or disadvantages. Spins in solid state systems, e.g. the nitrogen nuclear-spin of a nitrogen vacancy (NV) center 8 or the electronic spin of a negatively charged silicon vacancy (SiV − ) center 9 in diamond, show long coherence times at the order of milliseconds, however minimal operation times of about 100 ns drastically limit the communication speed in a quantum network. A faster scheme based on Raman scattering in bulk diamond, on the other hand, only allows for storage times on the order of picoseconds, which is limited by the optical phonon lifetime at room temperature 10 . Solid state memories, like the aforementioned as well as the ones based on rare-earth ions in fibers 11 or waveguides 12 , suffer from the permanent coupling to the environment and, in most cases, need to be brought to cryogenic temperatures and high magnetic fields for long memory times. For future operation of quantum networks and adaption to real-world applications, the experimental complexity of the different modules has to be minimized and, thus, such cryogenic systems are to be avoided. In contrast, atomic alkali vapors can be the cornerstone of simple, room temperature quantum memories. Storage and read-out of weak laser pulses at the single photon level has been demonstrated by Raman scattering at the Cesium (Cs) D 2 transitions 13 but it was shown later that four wave mixing generates a significant noise background in atomic vapors 14 . In contrast, electromagnetically induced transparency (EIT) type experiments remain unaffected by four wave mixing 15 and yield an improved signal-to-noise ratio (SNR) compared to Raman type experiments 16 .
Interfacing a single-photon source with alkali vapor transitions is a major step to realize a quantum network. The combination of dissimilar physical systems in a heterogeneous network promises the best performance by exploiting their respective strengths 17 . Among all single-photon emitters, epitaxially grown self-assembled semiconductor quantum dots (QDs) stand out as versatile and highly efficient sources of indistinguishable single photons at up to GHz rates [18] [19] [20] and also entangled photon pairs [21] [22] [23] [24] [25] [26] . QDs can be grown in a wide range of wavelengths 27 and are tunable via strain that is transduced from a piezoelectric material into a semiconductor membrane [28] [29] [30] . First steps have been taken to establish hybrid interfaces between atomic vapors and QD single photons [31] [32] [33] [34] [35] [36] [37] [38] as well as entangled photons 39 . Single photon spectroscopy was performed in Cesium 32 and Rubidium 33 vapor, a Faraday anomalous dispersion optical filter prepared tailored narrow-band photons from QD resonance fluorescence 35, 37 , and a reduced group velocity of the single photon wave packets was demonstrated by tuning the QD emission between the 6.8 GHz and 9.2 GHz hyperfine-split ground-states of the Rubidium D 2 31, 36 and Cesium D 1 34, 38 transitions, respectively. In order to make the QD single photon emission compatible to an atomic EIT-type memory, it needs to be tuned precisely to an alkali atom excited state transition. Tuning by changing the temperature or by the quantum confined Stark effect tends to affect the single photon coherence, causing broader emission lines due to stronger coupling to phononic modes at higher temperature or excessive charges in the semiconductor crystal environment, respectively. In contrast, the exciton in the QD should ideally be disconnected from external influences, and therefore situated in an environment at static, low temperature with no other charges close-by.
In this work, the QD emission frequency is precisely controlled by piezoelectric-induced strain. Single photon spectroscopy is performed to characterize the source properties first, in particular the inhomogeneous linewidth. Next, the dispersion induced delay of single photons in a Cesium vapor cell is considered, while in the following section this is further investigated with respect to the individual frequency components of the single photons. As a result, a fast tunable optical delay for short storage times up to 1 ns is proposed based on these experimental findings.
Experiment and Results
Optical excitation and single photon collection Figure 1 introduces the complete experimental setup. The QD sample is cooled to 7.5 K in a liquid-helium flow-cryostat (Cryovac Konti Micro) with optical access (part (1) in Fig. 1 (a) ). For excitation and detection of single QDs a high NA microscope objective (LMPlanIR, NA = 0.8, Olympus) is used. For resonant excitation of the QD, the 894 nm laser light (EYP-DFB-0894, eagleyard Photonics) is suppressed by a cross-polarization configuration prior to detection (see A. Kuhlmann et al. 40 ).
By using motorized rotation mounts with an angular accuracy of 10 −3 degrees (Newport, Conex AG-PR100P) to adjust the linear polarizer and the quarter-wave plate (QWP), we achieve an overall suppression of reflected laser intensity in resonance fluorescence experiments at the order of 10 6 , before coupling to a single mode fiber. This way, signal to noise ratios (SNRs) between the photons scattered at the QD and unfiltered laser background of up to SNR = 30 were achieved. A pulsed 532 nm laser (PicoQuant LDH-P-FA-530, PDL 800-D) is either used at power below 1 nW for repumping the QD in case of charge carrier trapping under resonant excitation, or with a 40 MHz repetition rate for pulsed non-resonant excitation of the QD.
Single photon spectroscopy on the Cesium D 1 line First a single QD was characterized by performing single photon spectroscopy on the Cesium D 1 line. The excitonic QD emission was tuned to the Cesium D 1 transition at 894.335 nm (see Methods). The QD spectrum is shown in the inset in Fig. 2 (a) under non-resonant excitation well below saturation. The exciton line was filtered with a 1 nm bandpass filter for the following experiments.
To measure the QD linewidth under resonant excitation, the 894 nm laser is scanned over a frequency interval of 25 GHz around the Cesium D 1 line. It generates resonantly scattered single photons from the QD exciton (green spectrum in Fig. 2 (b) ). The Cesium transmission spectrum (blue) was measured for reference on a photo diode by sending the scanning laser through a Cesium cell at 35 • C. The Voigt fitting function (yellow) consists of a Lorentzian with a fixed homogeneous linewidth of ∆ν hom = 1/(2πT 1 ) = 153 MHz (deduced from the lifetime measurement in Fig. 2 (a) ) and the Gaussian width as a free parameter to take inhomogeneous broadening from spectral diffusion into account. A linear part is added to the fit function for The autocorrelation function of the exciton emission under non-resonant pumping was measured by correlating the photon detections on the two single-photon counting modules (SPCMs) based on Si avalanche photo diodes (APDs) in Hanbury Brown and Twiss configuration. The single photon count rates were R APD1 = 76000 1/s and R APD2 = 46000 1/s. Coincidences are plotted in a histogram by their time-of-arrival differences (blue dots in Fig. 2 (c) ). The data was fitted with the convolution (green curve) of an exponential dip, typical for QD single photons 27, [41] [42] [43] [44] , and the instrument response function (IRF, see Methods for details). The dip around zero time difference indicates strong antibunching of g (2) data (0) = 0.19 ± 0.03 < 0.5 and proves the dominant single photon character of the light, as directly measured. The deconvolution of the IRF yields an even lower value of g (2) deconv (0) = 0.02 ± 0.03 0.02 , close to perfect single photons (yellow). Spectroscopy at a very well-known and well-described system allows for the detailed investigation of the involved photons. Single photon spectroscopy at the Cesium D 1 lines was performed with QD photons under continuous wave, non-resonant pumping. The light from the QD was collected into a fiber and sent through the Cesium cell at a temperature of ϑ Cs = 30 • C (part (2) in Fig. 1 ). The QD emission frequency was tuned over the Cesium spectrum at constant speed, while the single photon count rate was recorded. The transmission of the QD photons is reduced by absorption at the Cesium D 1 transitions (blue data points in Fig. 2 (d) ). For reference, the calculated (ElecSus software 45, 46 ) transmission spectrum of the Cesium cell at 30 • C is shown (green line). The data is fitted with a convolution of the atomic transmission spectrum with the QD emission (yellow in Fig. 2 (d) ). Here, an additional linear term is added to account for a second QD emission line at 895 nm. This emission is visible as a small peak in the spectrum ( Fig. 2 (a) inset) and partially transmitted by the narrowband filter, in particular when higher piezo voltages are applied.
The QD emission spectrum is modeled by a Voigt profile consisting of a Lorentzian function with the QD natural linewidth
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data (0) = 0.19 ± 0.03 (green), corresponding to g (2) deconv (0) = 0.02 ± 0.03 0.02 after deconvolution of the timing jitter (yellow). (d) Absorption of the non-resonantly excited QD photons in Cs vapor at ϑ Cs = 30 • C. The QD line was scanned over the Cs D 1 spectrum. Fitting a convolution of the simulated Cs D 1 lines (green) and a Voigtian QD spectrum to the transmission data (blue) yields a QD linewidth of (3.6 ± 0.1) GHz under non-resonant excitation, which has an additional Gaussian broadening of about (2.7 ± 0.1) GHz FWHM compared to the resonant scan in (b). and a Gaussian linewidth as a free fitting parameter. Under non-resonant excitation the QD emission has a lifetime of T 1 = 1.04 ± 0.02 ns (Fig. 2 (a) ), which corresponds to a natural homogeneous linewidth of ∆ν hom = 1/(2πT 1 ) = 153 ± 3 MHz, assuming no additional dephasing of the QD exciton state. Under non-resonant excitation a large amount of excess electrons and holes are generated in the vicinity of the QD, that cause inhomogeneous line broadening due to spectral diffusion based on the Coulomb interaction between the QD exciton and the surrounding charges 47 . Taking spectral diffusion into account, the total inhomogeneous broadening is determined to be ∆ν inhom−non−res = (3.57 ± 0.08) GHz under non-resonant excitation, which dominates the overall QD FWHM linewidth of ∆ν QD = (3.65 ± 0.16) GHz. This corresponds to an additional Gaussian broadening of ∆ν non−res = (2.7 ± 0.1) GHz compared to resonant excitation ( Fig. 2 (b) ).
Single photon delay between the excited state Cesium D 1 transitions
The central frequency of the QD exciton emission is tuned to the middle of the two excited state transitions 6 2 S 1/2 F = 4 → 6 2 P 1/2 F = 3 and 6 2 S 1/2 F = 4 → 6 2 P 1/2 F = 4 of Cesium, as indicated by ν 0 in Fig. 3 (a) . Note that in this case a large part of the QD spectrum now lies between the two transitions in a region with low absorption. At this central frequency, the QD photons are sent through the Cesium cell and detected (parts (2) and (4) in Fig. 1, respectively) . The photon arrival times are correlated and histogrammed ( Fig. 3 (b) ) with respect to a preceding trigger signal from the pulsed 532 nm laser. The For low Cesium temperatures (40 • C and 45 • C), at low optical densities of the vapor, the measurements resemble the reference measurement with the Cesium cell removed (Fig. 2 (a) ). With increasing temperature a feature is emerging, which represents the delayed fraction of the single photon wave packet. The solid lines superimposed on the data are simulation results, calculated by pulse propagation of the 3.6 GHz wide QD spectrum through the Cesium cell (see Methods section). The Cesium vapor temperature defines the retardation time of the delayed components of the photon. The only free parameters for fitting the simulation to the data are the normalized pulse amplitude, the background, and slight variations of the QD central frequency 1 GHz to adjust for the ratio of peak heights of the delayed and non-delayed pulse components. With these tiny adjustments, the theoretical simulations perfectly match the collected data.
Even at the highest temperatures, corresponding to a peak optical density of OD = 69 on the F = 4 → F = 3 transition, there is still a window of 35 % transmission (or OD = 0.43) at frequency ν 0 with a bandwidth of about 150 MHz between the two absorption lines (Fig. 3 (a) ). This allows for delay of Fourier-limited QD photons under optical control, as discussed in the last section "Optically controlled delay for single photons".
From here on, we will treat the delay time τ d of a photon propagating through the Cesium cell as the retardation of the average detection time behind the cell τ cell with respect to a reference photon τ re f transmitted through air: τ d = τ cell − τ re f . In the experiment and simulation we define the average detection time τ i of a photon as the center of mass of its temporal wave packet.
Spectrally resolved single photon delay
To investigate the spectral dependency of the single photon delay, the QD single photons are sent through the Cesium cell, as before, and subsequently filtered by the Fabry-Pérot resonator (cf. Fig. 1 part (3) ). The resonator has a linewidth of ∆ν FP = 192 MHz (cf. Methods section) which is one order of magnitude smaller than the QD's inhomogeneous exciton linewidth of 3.6 GHz and very close to the Fourier-limited width of 153 MHz. This allows for resolving the atom induced delay of the individual frequency components.
The QD exciton is tuned to ν 0 ( Fig. 3 (a) ) and the Cesium vapor temperature is set to ϑ Cs = 40 • C. The 3.6 GHz broad exciton line spans across both nearest transitions. One transmission line of the Fabry-Pérot resonator is set to ν f = ν 0 . In the experiment different spectral components are addressed by tuning the transmission frequency of the filter resonance via the resonator's temperature. After the first measurement at ν f = ν 0 the resonator temperature was successively decreased and data was acquired at higher frequencies ν f (green data points in Fig. 4) . The resonator was then set back to ν f = ν 0 and measurements at subsequent, lower frequencies (higher resonator temperatures) were taken. As a result of the progression of the experiment, the resonator did not fully thermalize, leading to an overestimation of the frequency offset |ν f − ν 0 |. We compensate for this effect by using a reduced resonator tuning coefficientδ = 0.4 δ . With this correction, the blue data points are in good agreement with theoretical expectations (solid lines), in particular when assuming that the resonator linewidth is effectively increased due to the ongoing thermalization (blue curve). Propagation of a pulse through a medium with pronounced dispersion and absorption leads to considerable distortion of the wave packet. The time of the amplitude maximum of a delayed and distorted wave packet does not describe its temporal behavior well enough anymore. Instead, we consider its center of mass to represent the average detection time of the photon. In the following analysis we derive the "delay time" τ d = τ cell − τ re f from the center-of-mass difference of a delayed and a reference photon, which is calculated as the weighted average of the temporal wave packets, for both the experimental histogram data and the simulated wave forms. However, this reduction to a single parameter, i.e. pulse delay time, may not be appropriate and can lead to unphysical interpretations.
The average photon delay τ d at frequency ν f = ν 0 is greater than that of a photon traveling the same distance in air. This is well described by the reduced group velocity of the photon wave packet due to the strong dispersion between nearby resonances. In the regions of the two Cesium resonances at about ν f − ν 0 = ±0.6 GHz negative average delays indicate the well-known regime of "fast light" [48] [49] [50] . Upon measurement of the average arrival time, which was broadened by the IRF, this creates the false impression that the photon traveled faster than light in vacuum. In such a regime, as pointed out above, the description of pulse distortion by a single parameter "delay time" is meaningless. Instead experimental data has to be compared to careful numerical simulations (e.g. Fig. 3 (b) ). The simulated transferred pulses confirm that the front velocity, as discussed in Ref. 50 , is always the vacuum speed of light. It also demonstrates that the "fast light" behaviour can be understood as the early components of the photon wave packet being transmitted, while later components are absorbed. Only the delay of light at a frequency ν f = ν 0 in the transmission window between the two resonances is mainly due to dispersion.
The main distortion of the single photon wave packet in delay experiments in warm atomic vapor is caused by absorption of particular frequencies by the sidebands of nearby resonances. For the use of these delays in optical quantum networks it imposes the condition that the bandwidths of the individual photons should lie well outside of the absorptive features which provide the dispersion. Otherwise the wave packet of a delayed photon would be strongly distorted, making it clearly distinguishable from an undelayed one. Obviously, this renders subsequent two-photon interference, an often needed operation in quantum networks, impossible.
Optically controlled delay for single photons
Changing the temperature is not the only way to control the optical density and propagation delay in the vapor cell. Alternatively, for the demonstrated delay between two excited states, it is possible to modify the OD by changing the ground state population via optical pumping.
In a Cesium cell without external fields, the two hyperfine-split ground state populations ρ F=3 ≡ ρ 33 and ρ F=4 ≡ ρ 44 , in
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Frequency -ν 0 / GHz the notation of a quasi two-level system density matrix, approximately thermalize toρ 33 ≈ρ 44 ≈ 0.5 with the depolarization rate γ. In room temperature vapor cells this is mainly due to spin flips caused by atom-atom collisions or atom-wall collisions. If now a pump laser is exciting one of the two transitions on resonance (e.g. F = 4 → F = 4 in Fig. 5 (a) inset) , it will transfer population density from F = 4 to the other ground state F = 3 with an effective pump rate P. The pump rate is assumed to be proportional to the laser intensity, P = β I, via the pumping coefficient β . The population of both states in dependence of the pump laser intensity is determined by the solution of the temporal differential equations:
(1)
After thermalization, the equilibrium solutionsρ 33 andρ 44 depend only on the pumping strength with respect to the depolarization rate P/γ. The calculations presented in Fig. 5 were made for the same Cesium cell as in the previous experiments, but with a temperature of ϑ Cs = 110 • C. The reduction of the ground state populationρ 44 reduces the optical density and increases the transmission through the Cesium cell (Fig. 5 (a) ) according to exp (−L · α(ν) ·ρ 44 /ρ 44 ). Here, L is the length of the Cesium cell and the absorption coefficient α(ν) is deduced from the electric susceptibility. The respective effect on the refractive index ( Fig. 5 (b) ), and therefore the dispersion of the single photon in the atomic vapor, is mimicked by calculating the susceptibility for lower vapor temperatures, which correspond to the reduced optical densities. The OD as well as the dispersion between the two considered resonances are strongly reduced with increasing pumping strength P/γ.
The incoming single photon pulse is again defined by the excitonic lifetime of 1.04 ns, its central frequency ν 0 , and inhomogeneous broadening to a spectral width of 3.6 GHz. In the simulation, the pulse is filtered down to 192 MHz bandwidth by a Fabry-Pérot resonator. After transmission through the Cesium cell, detection with the same timing jitter of about 1 ns is assumed as before. The resulting temporal shapes of the transmitted photon wave packet are displayed in Fig. 5 (c) . For each pumping strength the overall transmission (Fig. 5 (d) ) is calculated as the integral over the full wave packet after leaving 7/12 the cell, normalized by the input pulse area. The pulse delay (Fig. 5 (e) ) is expressed by the retardation of the average photon detection time with respect to the input pulse.
Under the above-mentioned conditions and a pumping rate P at the same order as the depolarization rate γ , the average single photon detection time is delayed for about 25 ns with some components being delayed for up to 80 ns. But almost no light is transmitted through the Cesium cell. With increasing pump laser power (lightening colors in Fig. 5 ) the ground state population is gradually transferred to the F = 3 hyperfine state and the optical density for the single photon between the resonances F = 4 → F = 3 and F = 4 → F = 4 converges to zero. The pulse delay is correspondingly reduced and the transmission of the photon goes to one. The temporal shape of the photon, however, elongates with larger delay times because of the narrowing of the transmission window between the two resonances and the associated additional spectral filtering of the photon. The temporal width of the main peak at about 6 ns in the delayed light (blue in Fig. 5 (c) ), for instance, is already twice as wide as the undelayed pulse (yellow) at a pumping strength of P/γ ≈ 15, where the total transmission is about 50 %. Additionally, a part of the wave packet remains close to zero temporal delay, which corresponds to frequencies in the broad shoulders of the Lorentzian Fabry-Pérot filter. Altogether, the dispersive delay of light drastically changes the temporal shape of photons if portions of their spectra are absorbed by nearby resonances.
This configuration could be used as an optically switchable delay in the region where only small losses, e.g. < 3 dB, reduce the probability of detecting the delayed photon and if the spectrum of the utilized light source is narrower than the dispersive window. Switching between different delay times could be performed at timescales of about 100 ns just above the lifetime of the excited state 6 2 P 1/2 (T ≈ 35 ns). Delay times at the order of one nanosecond allow for synchronization in small scale quantum networks.
Such a switchable delay is especially interesting for applications with narrow-band photon pair sources based on spontaneous parametric down-conversion 51 . The random process of photon pair generation can be pushed towards deterministic emission of one photon. In such a scheme one photon of a pair is detected and heralding the other, so called signal photon. The switchable delay therefore enables the deterministic emission of an heralded signal photon synchronously to other processes of the quantum network 52 .
Conclusion
To summarize, we have tuned the single photon emission from an In(Ga)As QD exciton precisely to the hyperfine-split excited state transitions of the Cesium D 1 line. The applied fine tuning mechanism by piezoelectric-induced strain of the semiconductor lattice demonstrates that QDs are potent photon sources, capable to be interfaced with atom based quantum nodes with an accuracy at the order of the atomic linewidth. Single photon spectroscopy was performed at the well-known D 1 transitions in Cesium to characterize the spectral properties of the QD emission under resonant and non-resonant excitation.
The QD single photon was delayed by up to 5 ns between the F = 4 → F = 3 and F = 4 → F = 4 transitions by dispersive reduction of the group velocity. Line broadening of the QD spectrum by spectral diffusion limits the delay efficiency here. The single photon was only delayed when the exciton energy lay in the region of low group velocity between the two resonances. Spectrally resolved delay measurements, utilizing a monolithic Fabry-Pérot resonator with transmission width almost identical with the Fourier-limited QD linewidth, provide insight into the interaction of different frequency components from the QD emission with the atomic vapor. Off-center photons from the QD spectrum with respect to the two atomic resonances experience a strong reduction of the dispersive delay down to zero. This is due to absorption of specific spectral components, which results in extraction of probability amplitude from the temporal single photon wave packet. In the most extreme case this led to the detection of "fast light".
The reliability and quality of single-photon sources based on QDs has increased significantly in the last years. Bright sources providing Fourier-limited photons can be perfectly matched to transitions in alkali vapor cells. On the one hand this provides convenient room-temperature quantum memories 16 . On the other hand the atomic resonances and optical pumping of atomic populations introduce a way to modify the dispersive and absorptive behavior and thus introduce a versatile element for propagation control of single photons in future quantum networks.
Methods

Quantum dot sample
We use MBE grown In(Ga)As QDs embedded in the middle of a 300 nm thick GaAs membrane. The membrane is attached to a PMN-PT piezo-electric actuator. See Ref. 29 for details. The QD emission wavelength can be fine-tuned by strain-induced change of the electric band-structure of the semiconductor material. The piezo-electric element is oriented in a way that, under application of voltage, it induces biaxial stress to the QDsand allows for a frequency-tuning of the excitonic emission lines. The excitonic emission lines of QDs on this sample lie within a range of (895 ± 10) nm and have a tuning coefficient of about 625 MHz/V allowing for tuning by up to 1.5 nm for a maximum voltage range of (−300 to 600) V .
8/12
Cesium cell In this experiment we use 99.99% isotopically pure 133 Cs 53 in a 4 cm long quartz glass cell with a diameter of 25 mm (part (2) in Fig. 1) , with anti-reflection (AR) coating at the front and end facet. The optical density (OD) of the Cesium can be tuned by adjusting the temperature in a range of ϑ Cs = (25 to 80) • C with a temperature controller (Meerstetter, TEC-1091). The Cesium cell and heating foil are placed inside three layers of µ-metal, which reduce the Zeeman shift due to earth's magnetic field on the energies of the Cesium ground and excited states by roughly five orders of magnitude 54 , down to a few Hz.
Narrow-band spectral filtering with a monolithic resonator
The spectral dependency of the photon delay in Cesium vapor is investigated with a high-resolution optical filter. In this work we use a monolithic Fabry-Pérot resonator 55 with precise tunability and excellent long-time stability. It has a free spectral range of FSR = 37.8 GHz, a cavity linewidth of ∆ν FP = 192 MHz, and a resulting finesse F ≈ 200. By careful modematching, a transmission through the resonator of T ≈ 50 % is achieved. Details on the resonator can be found in Ref. 55 .
For tuning the filter frequency ν f = ν 0 + δ · ∆ϑ f , the resonator temperature ϑ f is adjusted by a temperature controller. The resonator frequency was calibrated with a 894 nm test laser (Toptica, TA Pro), locked to the four different hyperfine transitions of the Cesium D 1 line. We measured a linear tuning coefficient of δ = (−2.64 ± 0.02) GHz/K in the range of the Cesium D 1 transitions.
Detection
The QD emission is detected by two avalanche photodiodes (APD, Excelitas, SPCM AQRH 14) at the two output ports of a 50/50 beamsplitter (BS, part (4) in Fig. 1 ). The electrical TTL pulses are counted by time correlating electronics (Picoquant, PicoHarp 300). The time correlator measures the time difference between Start and Stop input and generates a histogram from this data.
Depending on the experiment, either the APD 1 output or an electrical synchronization signal from the pulsed 532 nm laser is used to start the time measurement, while APD 2 is always connected to the Stop channel. In the first case, the autocorrelation statistics of the emitter is measured in the Hanbury Brown and Twiss configuration 56 . The value of the normalized autocorrelation function at zero time difference between two detections, g (2) (∆τ = 0), determines the single photon characteristics of an emitter. For an ideal single photon emitter, without background photons from the environment and dark counts, it would yield g (2) (0) = 0. The temporal instrument response function (IRF) of the complete detection system is a Gaussian with a FWHM temporal jitter of τ IRF = 1060 ps. Alternatively to detection by APDs, a Princeton Instruments Acton SP2500 spectrometer with Andor iDus camera is used for measurement of spectra.
Simulation
The transmission of a wave packet E in (ν) through an optical medium can be calculated as E out (ν) = T (ν) · E in (ν) with the transfer function T (ν) = exp(i n c k L), including the complex refractive index n c , the wavenumber k, and the length of the optical medium L. The complex refractive index n c (ν) = n(ν) + i/2k · α(ν) = 1 + χ(ν) is calculated from the electric susceptibility χ(ν) for Cesium vapor under experimental conditions 45, 46 . The wave packet will have a group velocity that is frequency dependent via the refractive index: v g (ω) = c 0 /(n(ω) + ω ∂ n(ω) ∂ ω ). For a QD single photon from recombination of an exciton with the lifetime T 1 a temporal wave packet E in (t) = E 0 · exp(−2π i ν 0 t) · exp(−t/2 T 1 ) · Θ(t) is assumed. The carrier frequency ν 0 is given by the exciton energy E X = hν 0 in the QD. The wave packet is emitted at time t = 0 as defined by the Heaviside function Θ(t). Fourier transform (FT) E in (t) FT − → E in (ν) of the temporal wave packet results in a Lorentzian spectral density E out (ν) with a Fourier-limited, natural homogeneous linewidth ∆ν hom = 1/(2πT 1 ).
The temporal wave packet at the end of the medium is calculated by inverse Fourier transform (iFT) of the output spectrum: E out (ν) iFT − − → E in (t). The influence of spectral diffusion 38 on the QD emission frequency ν 0 is taken into account, here, for the averaged intensity envelopeĪ out (t) = ∞ −∞ iFT{E * out (ν, ν 0 ) · E out (ν, ν 0 ) · G(ν 0 , ∆ν inhom ) } dν 0 by integration over all possible output spectra I out (ν, ν 0 ) = E * out (ν, ν 0 ) · E out (ν, ν 0 ) with the inhomogeneous Gaussian broadening profile G(ν 0 , ∆ν inhom ) as weighting function of ∆ν inhom FWHM spectral width. In case of spectral filtering with a Fabry-Pérot resonator, a Lorentzian filter function L(ν, ν f , ∆ν FP ) with a width of ∆ν FP is factored in:Ī(t) = ∞ −∞ iFT{E * out (ν, ν 0 ) · E out (ν, ν 0 ) · G(ν 0 , ∆ν inhom ) · L(ν 0 , ν f , ∆ν FP )} dν 0 . As a last step, the timing jitter τ IRF of the detection system is taken into account as the convolution of the calculated temporal profile of the broadened pulse with the Gaussian instrument response function:Ī IRF (t) =Ī out (τ) * G(t − τ, τ IRF ).
