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We study the evolution of magnetic excitations in the disordered two-dimensional antiferromag-
net Sr2Ir1−xRuxO4. A gigantic magnetic gap greater than 40 meV opens at x = 0.27 and increases
with Ru concentration, rendering the dispersive magnetic excitations in Sr2IrO4 almost momentum-
independent. Up to a Ru concentration of x = 0.77, both experiments and first-principles calcula-
tions show the Ir Jeff = 1/2 state remains intact. The magnetic gap arises from the local interaction
anisotropy in the proximity of the Ru disorder. Under the coherent potential approximation, we
reproduce the experimental magnetic excitations using the disordered Heisenberg antiferromagnetic
model with suppressed next-nearest neighbor ferromagnetic coupling.
PACS numbers: 71.15.Mb, 71.45.Gm, 75.10.Nr, 78.70.Ck, 78.70.En
Many of the most interesting phases in condensed
matter are accessed by chemically substituting (that is,
doping) well-ordered crystalline materials. A partic-
ularly notable example is high temperature supercon-
ductivity in the cuprates which arises when the quasi-
two-dimensional (2D) antiferromagnetic Mott insulating
phase in the parent compounds is suppressed. For this
reason, understanding the behavior of antiferromagnets
in different doping regimes has become a quintessential
problem in quantum magnetism [1–5]. The majority
of experimental work [6–9] has focused on out-of-plane
chemical substitutions that simultaneously introduce mo-
bile carriers and weak disorder [10]. In-plane substitu-
tions introduce strong disorder effects and may or may
not change the itinerant carrier concentration. Such a
situation is less understood [11], and in particular, there
is very little information about how magnetic dynamics
change upon high doping levels, for example, close to the
geometrical percolation threshold ∼ 40% above which
magnetic patches are disconnected [3].
The layered iridate Sr2IrO4 has recently emerged as
a novel antiferromagnetic insulator with close structural
and electronic analogies to the cuprates [12–15]. Further-
more, single crystals of Sr2Ir1−xMxO4 can be produced
where Ir is substituted with a different transition metal
M over a wide range [16–20]. This, combined with recent
progress in applying resonant inelastic X-ray scattering
(RIXS) [9, 21] to iridates [22–26] provides an excellent
opportunity to determine the behavior of magnetic cor-
relations in disordered (pseudo)spin-1/2 Heisenberg an-
tiferromagnets.
In this Letter, we investigate the evolution of mag-
netic excitations in the heavily disordered regime of
Sr2Ir1−xRuxO4. The magnetic correlations survive at
least to a high Ru doping of x = 0.77. A magnetic gap
greater than 40 meV develops as early as x = 0.27, and
increases with higher Ru dopings. Eventually the mag-
netic excitations become localized, and non-dispersive
throughout the Brillouin zone. We present a quantita-
tive description of the observed antiferromagnetic exci-
tations using density functional theory and coherent po-
tential approximation (CPA). The giant magnetic gap
and the flattened magnetic excitations originate from lo-
cal orbital anisotropy, as well as the suppression of next-
nearest neighbor magnetic interactions.
Single crystals of Sr2Ir1−xRuxO4 were grown from off-
stoichiometric quantities of SrCl2, SrCO3, IrO2, and
RuO2 using self-flux techniques [18]. Fig. 1 (a) shows
the magnetic behavior of Sr2Ir1−xRuxO4 which under-
goes a cross-over from antiferromagnetic (AFM) to para-
magnetic (PM) around x ∼ 0.50. Further information
on sample growth and characterizations are provided in
Ref. [18] and the Supplementary Information [27].
The RIXS measurements were performed at the Ir
L3-edge using the MERIX endstation (27-ID-B) at the
Advanced Photon Source, Argonne National Laboratory,
with a total energy resolution of 80 meV (full width at
half maximum) and momentum resolution of 0.23A˚−1.
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FIG. 1. (Color online) (a) The magnetic phase diagram
of Sr2Ir1−xRuxO4. Tm is the onset temperature for an
increased magnetization under an external field of 0.1 T.
Around x = 0.50, Tm is suppressed to zero. This is also
where the Curie-Weiss temperature, TC-W, changes sign [18].
Grey bars mark the select Ru concentrations studied in this
work. (b) RIXS spectra of Sr2IrO4 and Sr2Ir0.5Ru0.5O4 at
(pi, 0) over a 5.5 eV window, showing persistent excitations
centered around 200 meV, 700 meV and 3.5 eV. These are
assigned to magnetic, intra-t2g and t2g → eg processes re-
spectively.
All data presented were taken at the base temperature
of the cryostat ∼12 K. Figure 1 (b) plots RIXS spectra of
Sr2Ir1−xRuxO4 over a wide energy window up to 5 eV.
There are three distinctive energy-loss features, around
200 meV, 700 meV, and 3.5 eV, respectively. The latter
two peaks are orbital excitations of the hole in the valence
band, providing information on the electronic configura-
tion of the doped and parent compounds. Specifically,
the 3.5 eV peak corresponds to the t2g → eg excitation.
Its increase in energy with Ru concentration is consis-
tent with what is expected due to structural changes.
Going from x = 0 to x = 0.50 doping, the Ir-O octa-
hedra elongate by 1.0% along the apex, and contract by
2.9% in-plane [18], increasing the crystal field splitting,
and moving the t2g → eg feature to higher energies. By
comparing to Sr2IrO4, we assign the energy-loss peak
around 700 meV to the intra-t2g transition, or more pre-
cisely, the transition between the Ir 5d Jeff = 1/2 and
Jeff = 3/2 states [22, 23]. By the same token, we deem
the energy-loss peak around 200 meV as magnetic in
nature, arising from the pseudospin flip.
With increasing Ru concentration all three peaks per-
sist with comparable energy-scales. Thus the Ir elec-
tronic configuration does not change dramatically, and
the Jeff = 1/2 and Jeff = 3/2 states are still present
at these higher Ru concentrations. In Sr2IrO4 and
Sr2RuO4, Ir
4+ and Ru4+ have formal electron configu-
rations of 5d5 and 4d4, respectively. As dc-resistivity
reduces with Ru concentration [18], one might na¨ıvely
assume that the numbers of d-electrons on Ru and Ir get
closer to an average of 4.5, due to increased electron itin-
erancy. This would indicate effective hole doping on the
Ir site into the Jeff = 1/2 level, with drastic changes in
the local electronic structure. In contrast, our data seem
to suggest that Ir maintains a formal valence of 4+, which
we will now examine using first-principles calculations.
We calculate the orbital configuration of
Ru concentration 0% 25% 50% 100%
Ir NM 5.20 5.16 5.19
SP 5.20 5.19 5.21
Ru NM 4.53 4.61 4.47
SP 4.58 4.47 4.46
TABLE I. The number of d electrons on each Ir/Ru site, de-
rived from GGA+U calculations. We used U = 2 eV [12] for Ir
and U = 3 eV for Ru. NM and SP stand for the non-magnetic
and spin-polarized calculations respectively.
Sr2Ir1−xRuxO4 in the GGA+U implementation of
the density functional theory [27]. Table I lists the
calculated electron occupation number on the Ir and
Ru d-orbitals vs. Ru concentration. Up to x > 0.75
the numbers of d-electrons on Ir/Ru have relatively
small changes compared to the doped Ru concentra-
tion, especially when a spin-polarized ground state is
considered. Thus both Ir/Ru sites maintain a valence
close to 4+, similar to those in Sr2IrO4/Sr2RuO4, in
agreement with the X-ray absorption experiments in
Ref. [19]. We project the d electron density of states
onto the Ir/Ru orbitals, and find that the Jeff = 1/2
and Jeff = 3/2 are indeed robust. This is because for
each individual Ir-O octahedron, the spin-orbit coupling
energy scale [12, 28] (∼ 400 meV) dominates over the
tetragonal splitting between t2g levels, giving rise to
a relatively well-defined pseudospin-1/2 state [28, 29].
This interpretation also agrees with the persistence of
the insulating phase up to x ' 0.50 in Sr2Ir1−xRuxO4
[18]. In our calculation, the electrons near the Fermi
level come primarily from the local Ru-O octahedra, and
cannot move freely especially for low Ru concentrations.
GGA+U calculations for all Ru concentrations favor
spin-polarized ground-states, with antiferromagnetic
couplings between the nearest-neighbor Ir Jeff = 1/2 and
Ru s = 1 (pseudo-)spins. We therefore consider that
the effect of Ru doping in Sr2Ir1−xRuxO4 is primarily
to introduce substitutional s = 1 magnetic disorder
(rather than charge doping) for a large range of Ru
concentration (until the material gets sufficiently close
to Sr2RuO4). We show later that phenomenological
CPA simulations, based on this picture, account for the
observed magnetic dispersion.
In Fig. 2(a)-(c) we take a closer look at the excitations
within the first 1.5 eV of energy loss as Sr2Ir1−xRuxO4
crosses the AFM-PM phase boundary: (a) x = 0.27, (b)
x = 0.50, and (c) x = 0.77. All dopings are marked with
grey bars in the phase diagram in Fig. 1 (a). We assign
the (pi, 0) direction to be parallel to the nearest neighbor
Ir-Ir bond directions, in analogy with the usual defini-
tion in square-net cuprates. As expected in a disordered
system, both the magnetic and orbital excitations are
broader than in the undoped Sr2IrO4. We fit the elastic
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FIG. 2. (Color online) (a)-(c) The energy-loss spectra along (pi, 0)–(0, 0)–(pi, pi) high symmetry directions for three Ru dopings
(a) x = 0.27, (b) x = 0.50, and (c) x = 0.77. The solid thick lines are fits to the RIXS data. The dashed black curves are
the individual components of the fit for the energy loss curve at (pi, pi). (d) Energies of the magnetic and orbital excitations
as a function of momentum transfer for different Ru concentrations. Error bars represent the uncertainty from the least-mean
square fitting algorithm. The pink solid line is the fitted magnon dispersion in Sr2IrO4 reproduced from Ref. [22].
peak and the two excitations with three Gaussian peaks
on top of a smooth background, and the fitted energies
of the magnetic and orbital modes are shown in Fig. 2
(d).
The most striking feature is that the antiferromagnetic
excitations persist up to at least x = 0.77, and that
the maximum energy scale of the magnetic excitations at
high dopings is comparable to that in undoped Sr2IrO4.
In a simple mean-field description, the overall magnetic
excitation energy would be expected to decrease appre-
ciably due to lower magnon energies in Sr2RuO4. The
results here reflect the strong local correlation in the ma-
terial that voids mean-field descriptions. Such a result is
reminiscent of studies of electron and hole doped cuprates
and iridates [6–9, 24, 25, 30–32], albeit up to smaller max-
imum doping level of 40% in cuprates and a mere 10% in
iridates. Specifically, the magnetic excitation energies at
(pi, 0) are robust against doped charge carriers and in this
work disorder, while profound changes take place around
e.g. (pi, pi) and (pi/2, pi/2) [7, 8, 24, 25, 33]. This similar-
ity is not necessarily expected as it involves comparing
the effects of itinerant carriers introduced by out-of-plane
atomic substitutions with in-plane replacement of the Ir
atoms.
The second observation is that a large spin gap al-
ready opens for x = 0.27, and appears to increase and
saturate with Ru doping across the phase transition.
This is in sharp contrast to the dispersive, almost gap-
less paramagnetic excitations in the electron and hole
doped cuprates and iridates mentioned above. At higher
doping of x = 0.50 and x = 0.77, the magnetic modes
are almost dispersionless within an energy range of 150-
180 meV. Such an energy scale lies between the zone
FIG. 3. (Color online) Geometry of Ru-Ir bonds with or-
bitals active t2g orbitals along these bonds (top view). Black:
dzx orbitals. Grey: dyz orbitals. White: dxy orbitals. The
oxygen atoms between the nearest-neighbor Ir atoms are not
displayed, and the oxygen states have been projected out in
the effective superexchange model.
boundary energy-scales of Sr2IrO4: ∼ 200 meV at (pi, 0)
and ∼ 100 meV at (pi/2, pi/2).
The opening up of a finite gap in the spin exci-
tation spectrum can be explained by broken continu-
ous rotational symmetry. In our case, a plausible ori-
gin of spin gap is the anisotropic antiferromagnetic ex-
change between t2g electrons experiencing different spin-
orbit coupling on the Ru 4d and Ir 5d orbitals [34], as
well as the strong Hund’s coupling on the Ru 4d or-
bitals. We illustrate this by considering the toy model
in Fig. 3. For a pair of Ru-Ir spins, after projecting
out the oxygen states, the effective magnetic Hamilto-
nian H = HSO +HHund +HAF consists of the spin-orbit
4coupling HSO on the Ir sites, the Hund’s coupling HHund
between the t2g spins on the Ru site, and the antifer-
romagnetic coupling between Ru and Ir spins, HAF =
JyzsRu,yz ·sIr1,yz +JxysRu,xy ·sIr1,xy +JzxsRu,zx ·sIr2,zx+
JxysRu,xy · sIr2,xy. As a first-order perturbation to HSO,
HAF induces an effective anisotropic coupling between
the t2g spins on Ru and the pseudospin (instead of phys-
ical spin) Jeff on Ir [34]. For example, the effective cou-
pling on the Ru-Ir2 bond, HAF2 = Jzx/3(sxRu,zxJxIr2, eff−
syRu,zxJ
y
Ir2, eff + s
z
Ru,zxJ
z
Ir2, eff) + Jxy/3(s
x
Ru,xyJ
x
Ir2, eff +
syRu,xyJ
y
Ir2, eff + s
z
Ru,xyJ
z
Ir2, eff), has an easy z − x plane.
Similarly, the effective coupling on the Ru-Ir1 bond has
an easy y−z plane. The Hund’s coupling on the Ru site,
HHund = −JHS2Ru, where SRu = sRu,xy + sRu,yz + sRu,xz
favors aligning the Ru t2g spins. If one Ru site is con-
nected to neighboring Ir sites by at least two perpendicu-
lar Ru-Ir bonds (as in Fig. 3), the degeneracy of rotating
sRu,yz in the y−z plane and sRu,zx in the z−x plane will
be lifted by HHund, giving rise to the effective anisotropic
exchange with an easy z-axis.
We capture the geometrical impact of introducing spin
disorder and spin anisotropy on the system using the co-
herent potential approximation (CPA) [35, 36] following
the recipe in Ref. [36], and calculate the magnetic ex-
citation spectrum (Fig. 4) [37]. The nearest neighbor
(NN) coupling between Ir sites is selected to be JIr−Ir
= 60 meV, identical to that in Sr2IrO4. We extract
nearest-neighbor Ir-Ru coupling JIr−Ru '60 meV, from
the energy differences between the magnetic and para-
magnetic groundstates calculated using GGA+U . Other
input exchange energies for the CPA calculation includes
the exchange between next (NNN) and next-next nearest
(NNNN) neighboring Jeff = 1/2 pseudospins, J
′
Ir−Ir =
−20 meV, and J ′′Ir−Ir = 15 meV, respectively [22, 23].
As to the exchange between NN s = 1 spins, there is no
qualitative change in the simulated magnetic excitation
for a weak antiferromagnetic JRu-Ru . 5 meV. Fig. 4
(a) and (b) show increased magnetic gaps at (0, 0) and
(pi, pi) with rising s = 1 concentrations. At x = 0.50 in
Fig. 4 (b), the magnetic excitations are damped and flat-
tened around much of the Brillouin zone, except along
(pi, 0)—(0, 0) where the excitation spectrum is barely af-
fected by the disorder. To further increase the simulated
magnetic gap, we set J ′Ir−Ir and J
′′
Ir−Ir to zero, and the
calculations are shown in Fig. 4 (c). The magnetic ex-
citation is turned into a heavily damped localized mode,
recapturing the dispersionless feature in Fig. 2 (d). Our
suppression of the NNN and NNNN exchange energies
may reflect that the corresponding magnetic couplings
are destroyed geometrically in the presence of more s = 1
disorders.
The magnetic excitation energies at the two centers
of the antiferromagnetic Brillouin zone (0, 0) and (pi, pi)
are not identical in the x = 0.27 sample, unlike those
in the Sr2IrO4 (Fig. 2 (d), also see Ref. [22, 23]). The
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FIG. 4. (Color online) (a) and (b) Magnetic excitations calcu-
lated using CPA with (a) x = 0.25 and (b) x = 0.50 concentra-
tions of s = 1 moments (to simulate the Ru sites), preserving
both the nearest neighbor (NN) and next-nearest neighbor
(NNN) magnetic interactions between Jeff = 1/2 sites. (c)
Calculated magnetic excitations with 50% s = 1 moments.
The couplings between the NNN and further Jeff = 1/2 mo-
ments are suppressed.
observed inequivalence may signal a breakdown of the an-
tiferromagnetic Brillouin zone, which is well-defined only
under translation symmetry. Admittedly, this effect is
not captured in the current CPA calculation. However,
in the carrier-doped Mott insulators, where the antiferro-
magnetic Brillouin zone is also ill-defined, there are the-
oretical proposals showing different magnetic excitation
energies at (0, 0) and (pi, pi). For example, using more rig-
orous determinant quantum Monte Carlo methods, Jia et
al. [5] interpreted the meltdown of the antiferromagnetic
Brillouin zone as associated to the change in spin correla-
tion from antiferromagnetic to ferromagnetic. Such an ef-
fect can also be shown in the Schwinger boson treatment
of the square-lattice quantum antiferromagnet using the
ferromagnetic configuration instead of the Ne´el state as
the reference state, in which the long-range antiferromag-
netic order is generated via Bose-Einstein condensation
at (pi, pi) with a considerable spin gap at (0, 0) [38]. It is
5to be noted that the antiferromagnetic and/or structural
Brillouin zone also fails to describe the complete elec-
tronic structures in (effectively) carrier doped Sr2IrO4,
as observed in angle-resolved photoemission experiments
[15, 39, 40].
In summary, we have measured the magnetic excita-
tions in Sr2Ir1−xRuxO4 across a wide doping range and
observed a cross-over from dispersive to gapped, local-
ized magnons. First-principles calculations and simula-
tions using the coherent potential approximation provide
a thorough description of these findings based on disor-
der and local anisotropy effects. Similar effects are likely
to be at play in other heavily doped transition metal ox-
ides with important implications for understanding the
importance of disorder on magnetic correlations and how
this might relate to emergent phenomena such as high-Tc
superconductivity.
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