Background Most large cohort studies have used a food frequency questionnaire (FFQ) for assessing dietary intake. Several biomarker studies, however, have cast doubt on whether the FFQ has sufficient precision to allow detection of moderate but important diet-disease associations. We use data from the Observing Protein and Energy Nutrition (OPEN) study to compare the performance of a FFQ with that of a 24-hour recall (24HR).
Background Most large cohort studies have used a food frequency questionnaire (FFQ) for assessing dietary intake. Several biomarker studies, however, have cast doubt on whether the FFQ has sufficient precision to allow detection of moderate but important diet-disease associations. We use data from the Observing Protein and Energy Nutrition (OPEN) study to compare the performance of a FFQ with that of a 24-hour recall (24HR).
Methods
The OPEN study included 484 healthy volunteer participants (261 men, 223 women) from Montgomery County, Maryland, aged 40-69. Each participant was asked to complete a FFQ and 24HR on two occasions 3 months apart, and a doubly labelled water (DLW) assessment and two 24-hour urine collections during the 2 weeks after the first FFQ and 24HR assessment. For both the FFQ and 24HR and for both men and women, we calculated attenuation factors for absolute energy, absolute protein, and protein density. Much of the current evidence on diet and disease has been gathered from prospective cohort studies in which large numbers of individuals report their dietary habits and are monitored for subsequent development of specific diseases. A consensus is emerging that such prospective studies give more reliable results than the retrospective case-control approach. 1 Questions persist, however, regarding the most appropriate dietary report instrument to use in large cohort studies. [2] [3] [4] Most large cohort studies have used a version of the food frequency questionnaire (FFQ), which has been shown to be sufficiently convenient and inexpensive to allow its use in tens or even hundreds of thousands of individuals. Day et al. 2 and Bingham et al. 4 have suggested use of a 7-day diet diary instead. Day et al. ' s argument rests on data from a study of 179 individuals who completed two FFQ and two 7-day diaries and also provided six 24-hour urines for analysis of nitrogen, potassium, and sodium. Assuming that these urinary biomarkers give 'unbiased' measurements of the unobservable true intake, they showed that the diary was more closely correlated with the biomarker measurements for all three nutrients than was the FFQ. However, Day et al. could not study energy-adjusted nutrient intakes, because their study did not include a biomarker for energy intake.
Results

For
In this paper, we describe the results of a study similar to that of Day et al., the Observing Protein and Energy Nutrition (OPEN) study. 5 Two essential differences between the OPEN study and that of Day et al. were (1) the addition of doubly labelled water (DLW) measurements to estimate energy expenditure, a surrogate for energy intake, 6 and (2) the use of two 24-hour recalls (24HR) instead of 7-day diaries. The design, therefore, allows us to investigate both absolute and energyadjusted intakes, although unlike Day et al., 2 our comparison is between 24HR and FFQ.
Methods
Study design
The OPEN study was conducted by the National Cancer Institute (NCI) from September 1999 to March 2000. All 484 participants (261 men, 223 women) were healthy volunteer residents of Montgomery County, Maryland (suburban Washington DC), aged 40-69.
A complete description of the study can be found elsewhere. 5 Briefly, each participant was asked to complete a FFQ and 24HR on two occasions. The FFQ was completed within 2 weeks of Visit 1 and approximately 3 months later, within a few weeks of Visit 3. The 24HR was completed at Visit 1 and approximately 3 months later at Visit 3. Participants received their dose of DLW at Visit 1 and returned 2 weeks later (Visit 2) to complete the DLW assessment. Participants provided two 24-hour urine collections, at least 9 days apart, during the 2-week period between Visit 1 and Visit 2, verified for completeness by the para amino benzoic acid (PABA) check method. 7 Since approximately 81% of nitrogen intake is excreted through the urine, 8 and nitrogen constitutes 16% of protein, the urinary nitrate (UN) values were adjusted, dividing by 0.81 and multiplying by 6.25, to estimate the individual protein intake.
In addition to the protocol for all study participants described above, we repeated the DLW procedure in 25 volunteers (14 men, 11 women). These participants received their second DLW dose at the end of Visit 2 and returned approximately 2 weeks later to complete the DLW assessment.
Dietary assessment methods
The food frequency questionnaire In this study, we used the Diet History Questionnaire, an FFQ, developed and evaluated at NCI. [9] [10] [11] [12] [13] This FFQ is a 36-page booklet which queries frequency of intake over the previous year for 124 individual food items and asks portion size for most of these by providing a choice of three ranges. For 44 of the 124 foods, the FFQ asks from one to seven additional embedded questions about related factors such as seasonal intake, food type, (e.g. low-fat, lean, diet, caffeine-free), and/or fat uses or additions. The FFQ also includes six additional questions about use of low-fat foods, four summary questions, and ten dietary supplement questions.
The 24-hour recall
The employed 24HR was a highly standardized version utilizing the five-pass method, developed by the US Department of Agriculture for use in national dietary surveillance. 14 The recall data were collected in-person using a paper-and-pencil approach with standardized probes, food models, and coding. These data were linked to a nutrient database, the Food Intake Analysis System version 3.99, which obtains its database from updates to the 1994-1996 Continuing Survey of Food Intakes by Individuals. 15 
Biomarker measurements
Doubly labelled water DLW, given orally at a dose of approximately 2 g 10 atom per cent H 2 18 O and 0.12 g 99.9 atom per cent 2 H 2 O per kg of estimated total body water along with a subsequent 50 ml water rinse of the dose bottle, was used to assess total energy expenditure. Participants provided four spot urine samples, two shortly before and two shortly after the administration of the DLW dose. Participants у60 years of age also provided a blood specimen due to the possibility of delayed bladder emptying. At the follow-up visit, approximately 2 weeks later, participants provided two more spot urine samples. Investigators at the University of Wisconsin Stable Isotope Laboratory determined energy expenditure via mass spectroscopic analysis of urine and blood specimens for deuterium and oxygen-18. [16] [17] [18] Urine collections In the 2-week period after Visit 1, participants collected their 24-hour urine on two separate occasions. To determine the completeness of urine collections, we asked study participants to take PABA tablets on each day they collected a 24-hour urine specimen. Investigators at the Dunn Nutrition Unit of the Medical Research Council in Cambridge, UK analysed UN and PABA. They analysed nitrogen by the Kjeldahl method and PABA by the colorimetric method. Collections with less than 70% PABA recovery were considered incomplete and removed from further analyses. Samples containing 70-85% PABA were also considered incomplete, but the content of analytes were proportionally adjusted to 93% PABA recovery. 5 To distinguish PABA from acetaminophen, taken by many participants, they used high protein liquid chromatography 19, 20 to re-analyse PABA values deemed high (Ͼ110% recovery) by the colorimetric method.
Statistical methods
Attenuation resulting from measurement error
The effects of dietary measurement error on the estimation of disease risks are well known. 8 The most important concept is that of attenuation. Consider the disease model
where R(D|T) denotes the risk of disease D on an appropriate scale (e.g. logistic) and T is the unobservable true long-term habitual intake of a given nutrient, also measured on an appropriate scale. The slope α 1 represents an association between the nutrient intake and disease. In logistic regression, for example, α 1 is the log relative risk (RR 21 In this case, the observed RR between quantiles will be attenuated by the Pearson correlation coefficient, ρ(Q,T), between the reported and true intakes.
Measurement error also leads to loss of statistical power for testing the significance of the disease-exposure association. Approximately, the sample size required to reach the desired statistical power to detect a given risk is proportional to: 1/{ρ 2 (Q,T )σ T 2 }, or equivalently,1/{λ 2 σ Q 2 }, where σ Q 2 is the variance of the instrument-based reported intake and σ T 2 is the variance of the true intake. 22 In particular, for a given instrument, the required sample size is inversely proportional to the squared attenuation factor, λ 2 . For example, if the true attenuation factor were 0.2, the sample size, calculated to achieve the nominal power under the assumption that λ = 0.4, would be smaller by a factor of 0.4 2 /0.2 2 = 4. On the other hand, the comparison of the necessary sample sizes for different dietary assessment instruments should be based on the squared correlation coefficients between the corresponding instruments and truth. Note that discrepancies between the reported and the true group mean intake do not in themselves affect the performance of an instrument in a cohort study. For example, an instrument that leads to all individuals under-reporting intake by exactly 25% would be no less useful than an instrument that gives the true intake for each individual, mainly because the ranking of the individuals would be unchanged.
Statistical analysis
Estimation of the attenuation factor λ and correlation coefficient ρ(Q,T) requires collecting measurements on a second instrument, called the reference instrument, to compare with the main dietary instrument, in the same subset of individuals. Estimation of the attenuation factor requires that the adopted reference instrument have errors that are independent of both the true intake and errors in the instrument whose attenuation is being evaluated. Estimation of the correlation with true intake requires a more complex study design. 21, 23 The conventional design requires that the reference instrument be unbiased, and that at least two independent repeat reference measurements be collected. Commonly in nutritional epidemiology, investigators have used multiple day food diaries or 24HR as reference measurements to evaluate FFQ, assuming that these dietaryreport instruments satisfy all the above conditions and produce unbiased estimates of both the attenuation factor and correlation with true intake. There is now increasing evidence of jointly correlated biases in all dietary-report instruments, suggesting that none of them satisfies the requirements for a valid reference measure. 2, 8, 21, 22, [24] [25] [26] In this paper we use a biomarker (M), either DLW, UN, or a combination of both, as the reference measurement. The evidence for both adjusted UN 8 and DLW 6 suggests that these are both valid, essentially unbiased reference instruments; that is, their errors have mean zero, and are unrelated to true intakes and errors in dietary-report instruments. We regard 24HR (F) as a second dietary instrument, on an equal footing with the FFQ (Q). Throughout, we applied the logarithmic transformation to energy and protein to make measurement error in the DLW and UN biomarkers additive and homoscedastic and to better approximate normality.
We use the same statistical model as in our previous work. 8, 25 Briefly, for individual i, let T i denote usual nutrient intake, let Q ij denote log nutrient intake as estimated from the j th repeat of the FFQ, j = 1, 2, let F ij denote log nutrient intake as estimated from the j th repeat of the 24-hour recall, j = 1, 2, and let M ij denote log nutrient intake as measured by the j th repeat of the biomarker, j = 1, 2. The statistical model specifies an error structure of the FFQ, 24HR, and biomarker, and is given by
The model specifies that both the FFQ and 24HR values comprise (a) overall constant biases at the group level β Q0 and β F0 , respectively; (b) intake-related biases (i.e. those correlated with an individual's true intake), reflected by the slopes β Q1 and β F1 of the regressions of FFQ and 24HR, respectively, on true intake; (c) person-specific biases (the difference between total withinperson bias and its intake-related component), , and biomarker, respectively, which reflect possible differences among mean reported intakes over time and which sum to zero over j. The model allows all its parameters to be estimated and tested. For example, the absence of overall group-level bias (type (a)) would be indicated by β Q0 = β F0 = 0. The absence of intake-related biases (type (b)) would be indicated by β Q1 = β F1 = 1. The absences of person-specific biases (type (c)) would be indicated by σ r 2 = σ s 2 = 0. The absence of a relationship between the person-specific biases on the two instruments would be indicated by ρ rs = 0. Model (2) specifies a much more parsimonious parameterization of dietary measurement error structure than the model considered by Plummer and Clayton, 21 but fits the data equally well. 8 The model used by Day et al. 2 is mathematically equivalent to model (2), but instead of introducing correlated person-specific biases in dietary-report instruments it allows within-person errors to be correlated both between instruments and between repeats within the same instrument.
In addition to absolute intakes, the OPEN study also allows us to investigate energy-adjusted intakes. We used two energy adjustment methods: nutrient density and nutrient residual. 1 Protein density was calculated as the percentage of energy coming from protein sources and then log transformed. The protein residual was calculated from the linear regression of protein on energy intake on the log scale. Both protein density and residual were calculated for each instrument using the protein and energy intakes as measured by this instrument. The convention used for dealing with biomarker-based derived measures is explained in the Appendix.
For all dietary variables, we excluded extreme outlying values that fell outside the interval given by 25th percentile minus twice the inter-quartile range to 75th percentile plus twice the inter-quartile range. For each variable and each instrument, no more than six outlying values for men and four for women were excluded from the analyses.
The estimates of the model parameters and their standard errors were obtained using the method of maximum likelihood under the assumption of normality of the random terms in the model. Standard errors were checked for accuracy by the bootstrap method. This method is similar to the method of moments used by Day et al., 2 but is more efficient when the numbers of measurements per individual are not equal due to missing data and the normality assumptions are approximately correct.
Using the model parameters, the attenuation factor for the FFQ is expressed as and the correlation of the FFQ and true intake is given by Both are estimated by replacing the parameters by their estimates based upon model (2) . This is essentially equivalent to adjusting for random within-person measurement error in the reference biomarker. Similarly, the attenuation factor for the 24HR and the correlation coefficient between the 24HR and true intake are estimated by plugging in the estimated parameters in the expressions and When the main dietary-assessment instrument in the study is based on the average of a series of k repeat measurements, then, for the FFQ, σ ε 2 is replaced by σ ε 2 /k and, for the 24HR, σ u 2 is replaced by σ u 2 /k.
Results
Compliance with the study protocol was generally high, with nearly all patients completing the dietary report instruments and providing the necessary urine samples. DLW was successfully measured in 450 of the 484 participants (93%). In a substudy, the DLW procedure was repeated successfully in 24 out of 25 participants (96%). UN measurements were deemed complete by PABA analysis in 366 (76%) and 352 (73%) participants for the two collections.
In Table 1 , we present sample sizes, medians, and quartiles for absolute energy, protein, and protein density, respectively. We note the 30-40% underreporting of median energy intake by the FFQ, as compared with the 10-20% underreporting for the 24HR. Median absolute protein intakes are underestimated by approximately 30% when using the FFQ, and by approximately 10% using the 24HR. In contrast, there is a slight overestimation of protein density by the FFQ and the 24HR, especially among women. Note, however that differences in group-mean reported nutrient intake do not necessarily invalidate an instrument for use in a cohort study. As explained in Methods, attenuation factor and the correlation with true intake are more important. We therefore examine the nature of the individual biases, and the attenuation and correlation with truth of the two instruments.
In Table 2 we present the between-person variance of true intake, the slopes β Q1 and β F1 associated with intake-related biases, the variances of person-specific biases (r and s), and the variances of within-person random error for the two instruments. Both instruments display across-the-board bias associated with individual intake, with the slopes consistently well below 1, leading to what is usually called a flattened slope phenomenon. If anything, energy adjustment appears to make this phenomenon even more pronounced. The bias appears somewhat more severe with the FFQ than with the 24HR for several gender-nutrient combinations, but in fact none of the differences are statistically significant at the 5% level. Table 2 demonstrates substantial person-specific biases in both instruments. For measurements of energy or protein, variances of the person-specific bias for the FFQ are between 3-5 times higher than between-person variations in true intake. smaller and comparable to between-person variations in true intake. Energy adjustment reduces person-specific biases, especially for the FFQ, where the variances of the personspecific bias are still higher compared with the 24HR, but only by 1.5-to 2-fold. However, even for protein density, personspecific biases in both instruments are still substantial and highly statistically significantly different from zero. For absolute intakes, within-person random variation σ ε 2 in the FFQ is of the same magnitude as between-person variation σ T 2 of true intake. Similar to person-specific bias, it is considerably reduced by energy adjustment. As could be expected due to day-to-day variation in intake, within-person random variation σ u 2 in the 24HR is substantially greater. Interestingly, relative to variation of true intake, it is only moderately reduced by energy adjustment. In contrast to person-specific bias, within-person random error variance is higher for the 24HR than for the FFQ by 1.5-to 3-fold when measuring energy or protein and by 5-fold for protein density. Comparing variances of the different sources of error, it appears that for the FFQ the person-specific bias dominates, whereas for the 24HR the within-person variation dominates. Table 3 shows the estimated attenuation factors and correlations with truth for the two instruments, for a single administration, averages of 2, 4, or 14 repeats, and the estimated theoretical maximum that can be attained as the number of repeats becomes very large (∞). When considering energy or protein, the FFQ's attenuation factors are very low (below 0.2), and repeated administrations of the instrument do not lead to much improvement. Attenuation factors for 24HR are somewhat better, and are improved by repeat administrations. With four repeats the attenuations approach or exceed 0.3 except for energy intake among women. Attenuation factors for protein density are considerably better. With a single administration of the FFQ, the attenuation factor is 0.32-0.40, greater than that for a single 24HR, which has attenuations of 0.16-0.23. However, averaging over repeated 24HR performs as well or better than a single FFQ. Four repeats of a 24HR have an attenuation of 0.40-0.50. Two repeats of the FFQ achieve attenuations of about the same level as four repeats of a 24HR. The theoretical maximum values indicate that substantial further improvements might be made by increasing the number of repeats of a 24HR, but only small gains are achieved with more repeats of the FFQ.
The overall pattern of results for estimated correlations of reported intakes with truth generally follows that of the attenuation factors. For the FFQ, correlations are very low (below 0.2) for energy, and are only slightly higher (around 0.3) for protein with not much improvement with repeat administration. Correlations improve with energy adjustment, although not as substantially as attenuation factors. For the 24HR, correlations are considerably better for energy, even without repeats, and become substantially better for protein and protein density with averaging over increasing number of repeats. Interestingly, although energy adjustment improves correlations for men, for women it leads to slightly lower correlations.
Discussion
Because different dietary-assessment instruments administered in diverse populations could produce different results, it is interesting to compare our results for protein intake with previous estimates of attenuation factors obtained from studies of dietary report instruments and urinary nitrogen measurements. Day et al. 2 (in their Table 9 ), report attenuation factors of 0.11 and 0.15 for a single and two administrations of a modified Willett FFQ, respectively, for men and women combined. These agree well with the estimates of 0.14-0.17 shown in our Table 3 . They also report attenuation factors of 0.51 and 0.59 for one and two administrations, respectively, of a 7-day diet diary, which are considerably higher than our estimates for one or two administrations of the 24HR instrument (0.14-0.29, Table 3 ). However, one could argue that a 7-day diary should perform somewhat similarly to 7 repeats of a 24HR, and that two such diaries should perform roughly like 14 repeated 24HR. Our estimated attenuations for 7 (not shown in Table 3 ) and 14 repeated 24HR are 0.42 and 0.46 for men and 0.39 and 0.46 for women. The difference between these estimates and those of Day et al. are within the sampling errors of the two studies.
In a previous analysis of a study of 160 women conducted by the Medical Research Council Dunn Nutrition Unit in Cambridge, UK, we reported 8 an estimated attenuation factor of Table 3 Estimated attenuation factors and correlations 2 for not adjusting for heterogeneity in their population. We have addressed this issue in our study by analysing males and females separately. We also performed the analyses not reported earlier that included as covariates age in 5-year groups and the logarithm of body mass index. These analyses did not change materially the results reported in this paper.
In his commentary on Kipnis et al., 25 Willett 27 criticizes the OPEN study for underestimating within-person variation in our biomarkers by not including repeat measurements of DLW and UN at the informative interval of 6 or 12 months. Underestimated within-person variation in the reference biomarker would not affect the estimated attenuation factor, which is essentially equal to the regression slope of biomarker measurement on reported intake. But it would lead to overestimated betweenperson variation of true intake and therefore to underestimated correlation with true intake. It is important to note that, with a valid reference instrument that is unbiased and has errors independent of those in dietary-report measurements, such as DLW or UN, within-person variation will be correctly estimated with two independent repeat administrations. We have performed an analysis of studies with repeat UN and DLW measurements separated by different time intervals. 28 The results demonstrate that the OPEN design with two consecutive averages of DLW over 2-week periods each, as well as two UN repeats separated by at least 9 days, indeed produces independent biomarker replicates and unbiased estimates of within-person variation. The criticism may be justified, though, for estimating within-person variation in protein density. As explained in the Appendix, due to the convention used to derive biomarkerbased reference measure for protein density, the correlation between reported and true intake may have been underestimated by at most approximately 4%.
While our results basically confirm the observations of Day et al., they also provide a partial answer to a challenge laid down by Willett, 3 who contended that the results of Day et al. were not convincing because they did not examine the energyadjusted nutrient intakes that are used by many epidemiologists. When investigating the measurement of protein density, we have found that the performance of both the FFQ and the 24HR are considerably improved. A single administration of the FFQ has an estimated attenuation factor of 0.30-0.40, which may be improved slightly to 0.40-0.50 by administering the instrument twice. A single 24HR has an attenuation factor of 0.15-0.25, but this can be substantially improved by repeat administrations. Four repeats lead to attenuations of 0.40-0.50, and further improvements can be achieved by extra administrations. (The models that are used for these predictions do account for the tendency to report lower amounts on repeated administrations of a 24HR. See description of model (2) in Statistical Methods.)
Our results indicate that the FFQ cannot be recommended as an instrument for evaluating the absolute intakes of energy and protein in relation to disease. Even with two administrations of an FFQ, the attenuation factors for energy and protein in men are 0.089 and 0.173 (Table 3) . A true RR of 2.0 for would be observed as 2.0 0.077 = 1.05 and 2.0 0.173 = 1.13 for absolute intakes of energy and protein in men. The attenuation would be even a little greater for women (Table 3 ). It seems unlikely that the exact form of the FFQ would change this conclusion. The FFQ used in this and the Day et al. study carried substantial differences, yet yielded similarly poor results. The attenuation factors are somewhat greater if multiple 24HR, rather than FFQ, are used for assessing absolute intakes of energy and protein (Table 3) , but the attenuation (and consequent RR dilution) remains considerable.
If, however, our objective is to evaluate relations between protein density and disease, what is the optimum dietary assessment strategy? The OPEN data indicate that, for a single administration of an FFQ, a true RR of 2.0 would be observed as 1.33 in men and 1.24 in women (derived from Table 3 ). These attenuated RR certainly approach the limits of detection for observational epidemiological research. Studies would have to be very large to have adequate power to detect these associations. Moreover, uncontrolled confounding could easily account for a substantial portion of such modest excess risks. If we were interested in detecting a smaller, but entirely plausible and potentially important, RR of 1.6 for a nutritional factor and disease, that RR would reduce to 1.21 in men, 1.16 in women.
What about using two FFQ in a cohort study? This would increase costs substantially but might still be a feasible approach in future nutritional epidemiological research. Even with two FFQ, though, a true RR of 2.0 for protein density would be reduced to 1.40 in men and 1.29 in women; a RR of 1.6 would become 1.26 in men, 1.19 in women (derived from Table 3 ). Thus, for moderate RR, the administration of two FFQ would still leave us with substantial attenuation that challenges the capabilities of even our best epidemiological studies.
Even the use of multiple 24HR-a very expensive undertaking in a large cohort study due to the 'up front' administrative costs-would not provide a solution to this attenuation dilemma. For protein density, the attenuation factors associated with the administration of four 24HR recalls are comparable to those for administration of two FFQ (Table 3) .
The OPEN data speak only to the 24HR in comparison to the FFQ. It is plausible that for protein density the multiple-day diary technique-which is considerably less expensive than the multiple 24HR approach because the diary data can be entered and analysed on a nested case-control basis at the end of a study-yields qualitatively less RR attenuation than that produced by either multiply repeated 24HR or the FFQ. Data in Table 3 show that use of 14 24HR would yield attenuation factors qualitatively greater than those for 2 FFQ or 4 24HR. Table 3 data also show that the correlation coefficients for 14 24HR are substantially greater than those for 2 FFQ or 4 24HR; this translates into greater power for detecting true RR (and reduced sample size requirements). To the extent that these results for 14 24HR can be extrapolated to two 7-day diaries, then it follows that use of the multiple-day diary might allow us to detect the modest RR that neither multiple 24HR nor FFQ could detect. We need new biomarker-based dietary assessment data, obtained from diverse populations, to evaluate this possibility.
Finally, we make two cautionary comments: (1) These results are based on a univariate analysis that relates disease risk to a single dietary variable. Whether deviations from these results are substantial in a multivariate analysis is yet to be determined. (2) Our results are based on only two nutritional factors, energy and protein (and the ratio, protein density). Although we have no direct evidence, it is reasonable that our findings and conclusions with respect to both absolute and energy-adjusted intake can be extended to other dietary factors, especially other energycontaining macronutrients. Nevertheless, we need to develop new unbiased biomarkers of dietary factors other than energy and protein if we are to evaluate more comprehensively the strengths and limitations of our dietary assessment instruments.
In epidemiological studies of chronic disease risk in relation to diet, a crucial question is whether assessments of dietary intake can accurately characterize an individual's habitual intake of foods and nutrients. Over the last two decades, this question has been addressed in numerous validation studies. The OPEN study 1 provides the best answer yet. It is a true landmark study both because of its size and the thoroughness of its design.
The main innovation of the OPEN study is the use of doubly labelled water (i.e. water made from stable isotopes of both hydrogen and oxygen) to measure energy expenditure. Doubly labelled water is extremely expensive to produce. It is therefore unlikely that the OPEN study will be replicated in the foreseeable future. With this lack of reproducibility in mind, we would like to consider the extent to which the conclusions of the OPEN study can be generalized.
Before considering the conclusions of OPEN, it is worth reviewing the evolution of dietary validation studies. Initially, dietary measurement validation studies were based on a comparison of two assessment methods, one of which (often based on a series of weighed food consumption records) was assumed to provide a perfectly valid intake measurement. This strong validity assumption was later relaxed by the use of statistical models for measurement error. These models impose certain constraints on the design of validation studies, where the nature of the constraint depends on the purpose of the study. If the aim is to correct for the 'attenuation' effect of measurement error on estimates of disease risk then two independent measurements are required, one of which must be unbiased. If the aim is to completely characterize the error properties of the dietary assessment methods then three independent measurements are required. 2, 3 The difficulty is in finding three independent estimates of dietary intake.
In practice, three main categories of dietary assessment can be distinguished: questionnaires for assessment of habitual, long-term intake; methods based on recording of actual food intake on one or more days (e.g. weighed food records, 24-hour diet recall interviews), and biomarkers of diet. It is clear that the measurement errors of instruments in the first two categories are correlated, not least because the same food tables must be used when converting foods to nutrients. This leaves only certain biomarkers as a possible alternative. One set of biomarkers of particular interest consists of those based on the urinary recovery of chemical substances from diet. Such recovery-based markers allow the computation of absolute daily intakes of nutrients in
