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RESUMEN 
En este artículo se explican las estrategias de control 
de dos configuraciones usando redes neuronales. La 
primera es denominada control, a partir de un mode-
lo de referencia y utiliza redes de base radial; la se-
gunda es el control predictivo con redes perceptrón 
multicapa. Asimismo, como introducción al uso de 
los controladores neuronales, en la sección dos se 
estudian distintos esquemas de identificación, que 
también utilizan redes neuronales. 
ABSTRACT 
Control strategies oftwo configurations using neu-
ral networks are explained in this papero The first is 
denoted model reference control and it uses radial 
. , 
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basic function networks. The second is predictive 
control by multilayer perceptron networks. Addi-
tionally, as an introduction to the use ofneural con-
trollers, different identification schemes which use 
neural networks too are studied in section two, 
* * * 
1. Introducción 
Desde que W. Mc Culloch y W. Pitts presentaron 
la primera publicación referente al uso de redes 
neuronales (1943) se ha avanzado mucho en la 
definición de estructuras neuronales aplicadas a la 
solución de problemas industriales; sin embargo, 
no siempre fue así. La lejana fecha de la primera 
conferencia organizada por IEEE, realizada en San 
Diego (EUA) en 1987 así lo evidencia. El interés 
por el control de procesos utilizando redes neurona-
les se ha incrementado en la última década; esto se 
demuestra a partir de la gran cantidad de artículos 
científicos, tesis doctorales y libros relacionados 
con el tema. 
La popularidad del tratamiento del tema se ha in-
crementado en razón de su habilidad para emular 
sistemas no lineales [1,2], aún sin conocimiento 
previo de ellos; en consecuencia, reducen el traba-
jo de identificación, considerado como el primer 
paso en el diseño de casi cualquier controlador. 
Cuando el aprendizaje se efectúa "fuera de línea" 
(por ejemplo en [3]), es suficiente con una mues-
tra de las señales de entrada y salida (que deben 
representar toda la dinámica del sistema dentro su 
rango de funcionamiento) para que los algoritmos 
de entrenamiento empiecen a adecuar los pesos de 
la red, en apariencia sin intervención humana [4]. 
Otra característica favorable de las redes neurona-
les es que pueden adaptarse a los cambios en los 
parámetros de la planta que emulan [6-8], lo que se 
debe al aprendizaje en tiempo real con que pueden 
ser implementadas. Además, su lógica interna es 
simple; se basa en la transformación de los datos 
de entrada en los de salida por medio de multipli-
caciones, sumas, y cálculos de exponenciales, en la 
mayoría de los casos; esto implica que la ejecución 
de sus algoritmos no es exigente en cuanto a recurso 
computacional y, por tanto, pueden ser rápidas. 
A pesar de lo anterior, cuando se usan redes neuro-
nales no todo es ventajoso; por ejemplo, es difícil 
demostrar la estabilidad y robustez de un sistema 
controlado por estas redes antes de que sean imple-
mentadas (un ejemplo de ello se presenta en [9]). 
Esto ha hecho que algunos investigadores desistan 
de su utilización y prefieran otras estrategias, como 
el control Roo o LQ1 , con las cuales el análisis de 
estabilidad y robustez resulta más claro, aunque no 
sencillo [10]. Otro aspecto negativo es que prác-
ticamente no existen criterios para seleccionar el 
número de neuronas en las capas ocultas de la red; 
tampoco puede definirse la función de activación 
más apropiada en función del problema, por lo 
que prima el método de ensayo error, basado en la 
experiencia del diseñador de la red. 
En este artículo se estudiarán dos configuraciones 
de controladores neuronales, consideradas re-
presentativas de la gran cantidad de aplicaciones 
existentes: el control basado en un modelo de 
referencia y el control predictivo generalizado. 
La primera corresponde a una red dinámica (por 
medio de redes de base radial) que efectúa todo el 
proceso de control de la red. La segunda se basa 
en una red estática (tipo feed forward) que sólo 
sirve de apoyo en el proceso de control. Además 
de estas dos configuraciones, también es común el 
control mediante el modelo inverso [11, 12], por 
1 Por su sigla en inglés, Linear Ouadratic (LO) control 
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la linealización mediante realimentación [13], o el 
basado en el modelo interno; éstas y otras no men-
cionadas no fueron estudiadas, porque el número 
de artículos consultados que las utilizan es bajo, se 
trata de un esquema con más aplicaciones teóricas 
que prácticas, o es similar a alguna de las dos aquí 
incluidas2• 
En la sección dos se hace una introducción al proceso 
de identificación con redes neuronales, indispensable 
en cualquier esquema de control neuronal. En la 
sección tres se explica el control mediante el modelo 
de referencia, en el cuarto, el control predictivo neu-
ronal, y en la cinco se enuncian las conclusiones del 
trabajo. Las referencias bibliográficas mostradas al 
final son uno de los aportes más importantes del ar-
tículo, ya que todas ellas son recientes y, a excepción 
de los libros, se encuentran disponibles en Internet. 
2. Identificación de sistemas dinámicos 
mediante redes neuronales 
La mayor producción científica en el campo del 
control corresponde al proceso de identificación. 
Por ejemplo, en [14] se clasifican 1.410 referencias 
sobre identificación de sistemas no lineales, todos 
con fechas anteriores a 2001; por facilidad ellas se 
clasifican en veinte categorías, de las que se destaca 
el procesamiento de señales, las comunicaciones y 
la ingeniería biomédica. Un trabajo similar puede 
consultarse en [15]. 
Una de las contribuciones más importantes para la 
identificación fue publicada en 1990, cuando Naren-
dra y Parthasarathy demostraron que las redes neu-
ronales identifican sistemas no lineales, y además 
son útiles para su control [1], por sus características 
2 El artículo es uno de los productos del grupo de 
investigación en Control Electrónico de la Universidad 
Distrital Francisco José de Caldas, que desarrolla 
un proyecto de investigación que concluirá con la 
construcción de tres controladores para la regulación del 
entrehierro en el proceso de levitación magnética esfera-
bobina. El objetivo es comparar las tres estrategias de 
control y recomendar la más adecuada, de acuerdo con 
algunos indicadores que también generará el proyecto. 
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de adaptabilidad, robustez y paralelismo [16], espe-
cialmente cuando el proceso a modelar es una caja 
negra [17]. También cuando se conoce muy poco 
acerca de la dirtámica del sistema [18], dado que se 
ajustan a la información de entrada-salida con que 
se les entrene, la cual es asumida como ejemplos 
en su proceso de aprendizaje [19]. 
El proceso de identificación implica cuatro etapas: 
Planeación del experimento para adquirir los 
datos con que se alimentará la red. 
Selección de la configuración de la red. 
Estimación de los parámetros del modelo (me-
diante la aplicación de algoritmos de aprendi-
zaje). 
Validación [20]. 
En esta sección se abordará la etapa dos, mediante 
el estudio de cuatro configuraciones: paralelo, se-
rie-paralelo, con conocimiento aproximado y redes 
modulares. Por otra parte, debe mencionarse que 
la identificación hecha por estas configuraciones es 
local (se entrenan con una muestra del comporta-
miento dinámico del sistema), en lugar de global, 
que es lo ideal [21] ; esto puede generar inconve-
nientes a la hora de implementar el controlador, 
pues es posible que el modelo presente dinámicas 
contrarias a las de la planta en regiones en las que 
no fue entrenada y puede generarse inestabilidad 
luego de iniciar el proceso de control [22]. 
2.1. Identificación en paralelo 
Es la configuración más sencilla, útil cuando el sis-
tema a modelar no tiene memoria, es decir, cuando 
la salida actual no depende del valor de entrada 
o salida en los instantes anteriores [23], como se 
presenta en la predicción de la temperatura de 
la soldadura eléctrica en [24]. Se estudia porque 
incluye el procedimiento básico sobre el cual se 
realizarán mejoras hasta alcanzar modelos más 
complejos, por tanto con mayores prestaciones. 
En este caso la identificación consiste en entrenar 
la red para que el error (definido en el diagrama 1) 
se minimice; por ejemplo, por medio del algoritmo 







Diagrama 1. Configuración paralelo para 
identificación 
2.2. Identificación serie-paralelo 
En esta configuración la salida actual depende de 
la anterior (como se observa en el diagrama 2), 
luego es útil en el modelado de sistemas de primer 
orden. Una modificación de su configuración es la 
más popular en identificación: una redfeedforward, 
alimentada por el bloque TDL (Time De/ay Line) 
mostrado en diagrama 3. Este bloque se encarga de 
memorizar la entrada y la salida para alimentar la 
red, de manera que ésta se entrena con la dinámica 
del sistema. El resultado es que la red, estática por 
definición, se convierte en dinámica (DNN) [17]. 
Algunas redes dinámicas por naturaleza son la red 
Hopfiel (pr esentada en 1984), lordan (en 1989) y 




Diagrama 2. Configuración serie paralelo 
para identificación 
f Imagenes 
La identificación a partir de la relación causa-efecto 
de la entrada-salida tiene una limitación importante: 
el modelo resultante no puede utilizarse para inferir 
la dinámica interna del sistema identificado [22]. 
Cuando se necesita memorizar toda la dinámica, 
los estados del sistema se usan como entradas de 
la red; sin embargo, esto no es posible en todas 
las aplicaciones, porque no siempre pueden medir 
tales estados. 
T Sistema 
"-----------..J + error 
~ .------+---,~ ~ Red ./ t ,--_n_e_u_r.;-on_/a_l_....J 
o 
Diagrama 3. Línea de retardo de tiempo 
(TDL) para identificación 
Un ejemplo de red serie-paralelo es el modelo del 
sistema de levitación magnética esfera-bobina mos-
trado en [26], implementado en una red feedforward. 
El diagrama 4 sólo muestra la parte de la red gene-
rada a partir del modelo lineal izado en la ecuación 
(1), dado que el resto de la dinámica se aprende en 
tiempo real. En (2) se muestra el resultado de escribir 
(1) como una serie de tiempo, teniendo en cuenta la 
aproximación con retenedor de orden cero (ZOH) 




(S + 39,1546)(S - 39.1546) 
(1) 
x(k) = b ()i(k) + b l (k - 1) + bzCk - 2) +a,x(k -1) + azx(k - 2) (2) 
En (1), X(S) denota el entrehierro e r(S) la corriente 
de alimentación. En (2) bo = O; b¡ = -0,5138 '10-4; b2 
=-05138,10-4 • a = 20061'a =-1 
, '1" 2 • 
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TDL Red neuronal 
i(k) ----jf---,.--f---f---, 
TDL 
Diagrama 4. Redfeedforward alimentada por dos 
líneas de retardo 
Las siguientes son algunas aplicaciones de redes 
feedforward. En [17] se modela un sistema de se-
gundo orden no lineal y un sistema caótico definido 
por la ecuación de Duffing; en [27] se explica el 
procedimiento de utilización de un perceptrón mul-
ticapa (MLP) para identificación; [28, 29] mues-
tran la relación entre el modelo neuronal y el tipo 
NARX (autorefresive with exogenous input); [30] 
implementa un controlador neuronal adaptativo en 
modo deslizante para regular la trayectoria de un 
vehículo modular no holonómico, que requiere de la 
identificación con una red perceptrón multicapa. 
2.3. Identificación a partir de un modelo 
aproximado 
En este caso la red neuronal aprende a completar el 
modelo bajo la premisa de que es mejor comenzar 
a identificar la dinámica en un punto cercano al 
que se quiere llegar, en lugar de hacerlo de manera 
aleatoria. Por ejemplo, la identificación del sistema 
de levitación magnética del ítem anterior utiliza este 
enfoque. Se comienza con una red feedforward 
que consiste en la implementación de la ecuación 
en series de tiempo del modelo linealizado; luego 
el resto de la red (con funciones de activación sig-
moide o tangente hiperbólica) completa la dinámica 
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no lineal. Esta configuración resulta adecuada en 
la implementación de un controlador neuronal en 
tiempo real para este sistema [26, 31]. 
Diagrama 5. Identificación a partir de un modelo 
aproximado. 
2.4. Identificación a partir 
de redes modulares 
Se trata de emular el funcionamiento de la corteza 
cerebral, en la que grupos pequeños de neuronas 
constituyen un módulo y realizan operaciones in-
dependientes, que sumadas resultan más poderosas 
que una sola red compleja con el mismo número de 
neuronas [32, 33]. El trabajo consiste en ejecutar 
funciones más complejas que las que llevaría a cabo 
un solo módulo mediante la división en subproble-
mas más pequeños y sencillos que el original, bajo 
el principio "divide y vencerás" [34, 35]. 
Las redes modulares son muy utilizadas en la actua-
lidad en el campo de la robótica, por ejemplo para 
la conducción de un camión compuesto por varios 
bloques; cada red se encarga de una tarea (mantener 
la dirección o una velocidad de un bloque indepen-
diente) para lograr que el vehículo completo pueda 
parquear en reversa [13]. La estructura de la red es 
la mostrada en el diagrama 6; en ella se muestran 
sólo dos módulos, a manera de ejemplo. 
En este tipo de redes el trabajo más importante es 
la solución del problema de competencia y coope-
ración entre módulos [35]; esto es, en generar las 
reglas que definan la contribución de cada módulo 
al sistema total. 
Diagrama 6. Identificación con redes 
neuronales modulares (MNN) 
La clasificación de configuraciones estudiada no cu-
bre todas las posibilidades en modelado de sistemas 
por medio de redes neuronales, pero sí la mayoría. 
Sin embargo, es importante relacionar algunos traba-
jos adicionales que demuestran la amplitud del tema 
y la cantidad de variantes identificadas. En [36] se 
utilizan redes neuronales basadas en el análisis de 
Fourier, para la identificación de sistemas no lineales; 
una posible aplicación es el control en lazo cerrado 
de sistemas BIBO (Bounded Input Bounded Output). 
En [37] se encuentran los parámetros de la red por 
medio de algoritmos evolutivos, sobre seis funciones 
objetivo que se reparten en dos clases. 
En [38] se identifican sistemas con retardos de tiem-
po variable; [28, 60] estudian la aplicación de las 
redes neuronales en sistemas con pasividad, es decir, 
los que resultan estables con cualquier esquema de 
realimentación negativa; en [29, 39] se identifican 
sistemas lineales discretos variantes en el tiempo. 
3. Control basado en un modelo 
de referencia 
Esta sección comienza con la presentación de las 
redes neuronales basadas en funciones de base ra-
dial (RBF, por su sigla en inglés). Una vez definidas 
se explica su utilización como identificadoras de 
sistemas no lineales, y luego la forma de control a 
partir de su uso. 
En las ecuaciones (3) y (4) se definen las funciones 
de base radial gaussiana y multicuadrática de Hardy 
inversa, respectivamente [23]. En ellas r mide la 
. , 
Imagenes 
distancia entre la entrada y el centro donde está 
ubicada la función (ri = xi - C); d es un parámetro 
que define el rango de influencia de la función, el 




g(r)=e- / d2 
(3) 
(4) 
Con el fin de explicar el uso de las funciones de base 
radial, en la gráfica 1 se agregan algunos datos con 
coordenadas (x,y), denotados por asterisco, los cua-
les deben ser aproximados mediante una función. 
Se selecciona g(r) , como en la ecuación (3), y tres 
de ellas se distribuyen en el rango de interés [-5 , 
5]; enseguida se ajusta d, de manera que las redes 
no se traslapen; luego, se establece la influencia 
de cada función, ponderando la participación de 
cada una para lograr aproximar la función no lineal 
y = f(x). 
.. * .*' .,*. 
,{.,.,."", '. , .. . ,'--" . :*.:~- -/- ::<.' . :, ..... " .. 
Aproximación no lineal /-. 
Datos de entrada .. * . 
-3 o 3 
Gráfica 1. Aproximación de una función no lineal 
La gráfica 1 permite afirmar que la aproximación no 
lineal (línea punteada) generaliza el comportamien-
to de los datos en el rango de entrada, es decir, los 
"identificó" . La mayoría de aplicaciones de redes de 
base radial se encuentran precisamente en identifi-
cación; por ejemplo, la obtención de un modelo para 
el proceso de descomposición de óxido de nitrógeno 
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en plantas térmicas [40], la identificación de la rela-
ción entre parámetros para el control de temperatura 
de un invernadero [41] o su uso en situaciones tan 
disímiles como el modelado de un brazo de robot 
[42], la simulación del comportamiento de fluidos 
para efectos especiales [43], el funcionamiento de 
un sistema de potencia [44] o el calentamiento de 
una máquina [21]. 
La forma más común de configurar RBF se presenta 
en el diagrama 7; en ella X es el conjunto de entra-
das, G las funciones de base radial, W una matriz 
de pesos y Y el vector de salidas. Sin embargo, 
esta configuración sólo es útil cuando las salidas 
no dependen de estados anteriores. Para aumentar 
las aplicaciones de esta red se han experimentado 
algunas configuraciones que permiten memorizar, 
para poder generalizar la dinámica de un sistema. 
Una posibilidad es que las entradas sean alimen-
tadas por un línea de retardo de tiempo (TDL), 
como se explicó en la sección 2; otra consiste en 
realimentar el estado anterior de cada salida como 
entradas adicionales a las funciones de base radial; 
pero la opción más común es la utilización de fil-
tros FIR (Finite Impulse Response) o IIR (Infinite 
Impulse Response), en el lugar donde aparecerían 
los pesos de la red. 
x G W y 
Diagrama 7. Red de base radial para R 
entradas y M salidas. 
Un filtro FIR se utiliza cuando sólo se requiere me-
morizar la influencia de los estados anteriores de la 
entrada al mismo, y un IIR si además se necesitan 
memorizar los estados de la salida [5]. Al imple-
mentar un filtro ya no se calculan pesos sinápticos, 
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sino que se ajustan coeficientes, por ejemplo, el del 
filtro !IR en la ecuación (5). En la red de el diagrama 
8 se utilizan N de estos filtros. 
\~KH¡(Z)f---- ' x¡(k) -o'. ~. . ~ O---'Yn(k) (~;,'t-+~ .. / " " '.> <, " 1> !ff~) 1'~(Z) 
Diagrama 8. Red de base radial para identificar 
sistemas dinámicos 
T 
ajO + ¿ajtZ- t 
Hj(Z)= ti 
1+ "b Z-s L... JS 
s=1 
(5) 
El proceso de entrenamiento de la red en el diagra-
ma 8 consiste en reducir el error (E(k) = YS(Yn(k) 
- Yik))2 = 'líe (k)2) , en el cual Yct (k) es la salida 
deseada y y n (k) la salida de la red. En (6) se definen 
los ajustes de los coeficientes a y b del filtro; al y 
a 2 regulan la velocidad de aprendizaje de la red y 
son motivo de estudio en el análisis de estabilidad 
mediante el método de Lyapunov [45-47]. 
(6) 
Al extender la idea de cambiar un peso sináptico 
por un filtro cuya salida sea función de los valo-
res anteriores de entrada pueden diseñarse varios 
esquemas; uno de ellos se conoce como red doble 
recurrente y es el recomendado para emular sis-
temas dinámicos no lineales. Su configuración se 
presenta en el diagrama 9. 
Diagrama 9. Red doble recurrente 
El superíndice W en el diagrama 9 indica que Fi 
es un filtro FIR sobre la conexión sináptica; el R 
significa que se trata de un FIR de realimentación. 
Las salidas de los filtros se definen en la ecuación 
(7). El ajuste de los coeficientes a .. se logra mediante 
la ecuación (6), en la cual un c~eficiente a ajusta 
el filtro sináptico y otro el de realimentación; estos 
deben estar en el rango ° < a¡ < 1I1IoYN/oAII, si se 
quiere lograr estabilidad en el sentido Lyapunov 
[23] , es decir, a está relacionada con la norma de la 
variación de la salida de cada filtro, Y N' con respecto 
al cambio de los pesos, recopilado en A. 
R- I 
y¡(k) = La: . g¡(k - j) 
j= O 
s 
, " R . x¡(k) = ¿a¡j ·g¡(k - J) 
(7) 
En el control por medio de redes de base radial pue-
den distinguirse dos casos, en función del origen de 
la información para calcular el ajuste de los pesos: en 
uno se conoce la función matemática que representa 
la planta y en el otro no; además, el ajuste depende 
del gradiente del error con respecto al cambio de los 
pesos, como expresa la ecuación (8), en la que e(k) es 
el error en la iteración k; i3u(k)/om¡(k) depende de la 
estructura de la red, y i3y(k)/i3u(k) mide la variación 
de la salida de la planta en función del voltaje de 
control, según el esquema en el diagrama 10. 
En el diagrama 10, NN2 es una red neuronal que 
emula la planta y NN11a controla; ambas están com-
puestas por redes de base radial en configuración 
doble recurrente. En estas redes se generan errores 
que sirven para auto-ajustar los coeficientes de los 
filtros ; el primero es e(k) , y actúa sobre NN2 en 
tiempo real (esto indica que la red es adaptativa, 
pues se actualiza durante el funcionamiento del 
sistema respondiendo a cambios en los parámetros 
de la planta); el segundo error, é (k) , mide la dife-
rencia entre la salida de la planta y un modelo de 
referencia; éste último puede estar compuesto por 
un polinomio característico tipo ITAE o Bessel, 
entre otros, cuando se necesita optimizar el uso 




oE(k) _ (K 8y(k) 8u(k) 
om¡(k) - e ) . 8u(k) ' oro¡(k) (8) 
El esquema de control con modelo de referencia 
implica una filosofía distinta a la del control con-
vencional (por ejemplo PID), dado que las correc-
ciones no buscan que la salida siga una señal de 
referencia r(k) , sino que se reduzca la diferencia 
entre la salida de un sistema asumido como ideal 
y la planta; de esta manera el voltaje de control 
presenta transiciones más suaves. 
r(k) --,-----+ I---,-~~ y(k) 
Diagrama 10. Control neuronal basado en un modelo de 
referencia 
Las aplicaciones de las redes de base radial en 
control son diversas, aunque son más comunes en 
identificación. En algunos trabajos se utilizan en el 
control de sistemas de primer orden no lineales, caso 
en que la red aprende la no linealidad y la compensa 
[45]; como aplicación teórica también se controla 
la posición de dos péndulos invertidos conectados 
por resorte [19, 48]; en robótica existen aplicaciones 
como el control de posición angular de un brazo 
flexible [42]. Asimismo, las redes de base radial 
colaboran en el control de la estabilidad y el manejo 
de transitorios en sistemas de potencia, cuando estos 
incluyen parámetros variantes en el tiempo [44] ; 
también son útiles en el control de la frecuencia en un 
láser [49]. Adicionalmente, existen las aplicaciones 
teóricas presentadas en [50, 51], de control mediante 
linealización por realimentación y control adaptativo 
directo [25, 52]. 
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4. Control predictivo con 
redes neuronales 
Esta estrategia controla mediante la optimización de 
un índice dependiente del comportamiento futuro 
del sistema [53], luego la precisión del modelo de 
predicción es crítica. En este artÍCulo se asume que 
el modelo está compuesto por redes neuronales de 




Diagrama 11. Diagrama de bloques para el control 
predictivo 
El proceso de control consiste en determinar el valor 
de control u(n + 1), a partir del comportamiento 
futuro del sistema [54]; esto hace imposible garan-
tizar estabilidad o robustez a priori, lo que puede 
considerarse como negativo. Mientras se realiza 
la predicción, los interruptores s del diagrama 11 
hacen que la planta quede desconectada; aún así ésta 
debe ser alimentada con el valor de control actual 
u(n), hasta que se determine u(n + 1). 
El primer paso en el proceso de control consiste en 
definir Y
r
' es decir, la forma como la red neuronal 
debe cambiar su valor inicial (y (n) = y (n) hasta 
m p 
alcanzar el valor de consigna (ver diagrama 12). 
Lo que sigue es hacer que la salida de la red y m se 
acerque al máximo a Y
r
; esto se logra modificando 
el valor de control u(n + 1), comenzando por el 
I 
que alimenta la planta real en ese instante (u(n + 
1) 1 = u(n)). Cuando se encuentra un valor de control 
adecuado se cambia la posición de los interruptores 
y se alimenta con él a la planta. 
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valor de control (iJu = u(n+ 1) - u(n), penalizando 
valores elevados mediante un coeficiente de ponde-
ración A; de esta manera, se define la suavidad con 
que y se presentará. Todo el proceso de control ya p 
explicado se resume en un algoritmo de optimiza-
ción [31] que se explicará a continuación. 
Selección de la ventana de predicción [NI N2], el 
horizonte de control Nu y el coeficiente A. Estos 
son los parámetros que permiten sintonizar al 
controlador. 
Generación de la trayectoria de referencia Y
r 
en 
la ventana de predicción. 
Simulación del comportamiento del sistema ym 
usando la red neuronal, alimentada con el valor 
de control actual u(n). 
Selección de u(n+ 1), buscando que minimice la 
función de costo descrita en la ecuación (9). 
Repetición de los pasos 3 y 4, hasta que u(n+ 1)¡ 
- u(n+ 1)¡-1 sea menor a una cota que depende de 
la precisión deseada para el cálculo. A manera 
de ejemplo, en el diagrma 12 fue necesario ite-
rar el algoritmo de minimización tres veces. 
Asignación del valor de control del paso 5 como 
u(n+ 1) y alimentación de la planta real con éste. 
En este paso debe cambiarse la posición de los 
interruptores s del diagrama 12. 
Repetición desde el paso 1, todo el tiempo que 
quiera controlarse el sistema. 
U(n+ I), 
....... U(n+I), ... U(n+l) 
•.•• · .••. Y •...•. U(Il+I ), 
_~1:_ !~ ~~=§~~~=== TraycctOI·ja 
\ Rcferencia7 ~:'23 .. _.. . .... deseada - Yr-
Salida tiempo 
Instantes Instante NI 
pasados actual (n) 
Diagrama 12. Proceso de control 
En forma simultánea a la alimentación de la planta 
y antes de correr el algoritmo de optimización pue-
de usarse un algoritmo de entrenamiento a la red 
neuronal en línea; de esta manera, la red se adap-
tará a los cambios en la planta real. Además puede 
emplearse la identificación a partir de un modelo 
aproximado, como se explicó en la sección 2.3, en 
la cual el modelo se perfecciona en línea a medida 
que el tiempo pasa. 
N, NlI 
J = l:[y,(n +i)- ym(n + i)j +A~]U(n + i - 1) - u(n + i -2»)2 (9) 
i = N 1 i = 1 
Algunos de los algoritmos de optimización son: 
Newton-Rhapson, simplex y de programación cua-
drática sucesiva [53]; el primero resulta costoso 
en cuanto a recurso computacional, pero converge 
en pocas iteraciones; por esto es el utilizado en la 
mayoría de aplicaciones. 
A continuación, se enunciarán algunos trabajos que 
demuestran la popularidad del control predictivo me-
diante redes neuronales, divididos en experimentales 
y teóricos. Como parte del primer grupo, en [55] se 
resalta la importancia de la identificación de un siste-
ma MIMO (Multiple Input Multiple Output) para el 
control experimental de un evaporador de circulación 
forzada de carácter no lineal; en [56] se controla un 
tubo generador de vapor y los resultados se comparan 
con un control proporcional integral convencional PI; 
el resultado es una mejora en la estabilidad del sistema; 
el estudio de la NASA [26] es particularmente útil para 
los interesados en la levitación magnética, dado que 
presenta los resultados de la aplicación en tiempo real 
de este tipo de sistema. 
Continuando con la descripción, en [57] se investiga 
el uso de las redes neuronales para el control de una 
planta pasteurizadora y se comparan los resultados 
con los de un PID; el control del proceso de soldadu-
ra eléctrica [58] implica, además, el uso del control 
difuso, para observar la corriente y velocidad de 
soldadura. Finalmente, en [59] se aplica el control 
predictivo no lineal para mantener la concentración 
de glucosa en valores normales, especialmente con 
el tipo uno de diabetes. 
. , 
Imagenes 
Diversas aplicaciones teóricas o desarrolladas con 
plantas simuladas también fueron identificadas; [22] 
se centra en la calidad esperada del modelo base para 
el control predictivo, y demuestra los resultados en 
un sistema SISO (Single Input Single Output) no li-
neal; en [53] se supone que el modelo de un elevador 
es d3y(t)/dt3 = u(t) y, a partir de él, se demuestra la 
utilidad del control predictivo; el trabajo se consti-
tuye en punto de partida para entender a cabalidad 
esta estrategia. [31] presenta los mayores detalles 
acerca de la aplicación del algoritmo de optimiza-
ción Newton-Raphson, controlando algunas plantas 
no lineales al final. En [21] el control predictivo se 
implementa en un conjunto de plantas a escala de 
laboratorio, una de las que simula el proceso de ca-
lentamiento de agua por medio de una resistencia. 
[60] es uno de los pocos trabajos que trata la estabi-
lidad, por medio del método de Lyapunov. Por otra 
parte, en [61] se expone una aplicación interesante 
con respecto al control de sistemas caóticos; se 
supone un sistema desconocido y éste se identifica 
a partir de la relación entrada-salida. Otro trabajo 
referente a un sistema simulado mediante ecua-
ciones es [40], en que se estudia el proceso de des-
composición del óxido de nitrógeno (variante en el 
tiempo), asumido como linealizable localmente. En 
[62] se trabaja con sistemas que no están descritos 
en espacio estado, como es usual, sino con proce-
sos de decisión de Markov. En [63] la aplicación 
es aeroespacial y en él se determina el torque de 
entrada necesario para que un modelo simulado siga 
una trayectoria; resulta importante porque hace un 
análisis de robustez y porque compara sus resulta-
dos con un controlador PD convencional. En [54] 
se simula el proceso de control de pH, y en [64] se 
simula y controla un mezclador de flujo. 
Otros artículos que deben resaltarse son [65-67], 
debido a que presentan aplicaciones comerciales del 
control predictivo, lo que demuestra la popularidad 
de esta estrategia. En [65, 66] se presenta el desa-
rrollo de una biblioteca en Simulink de Matlab que 
trabaja con sistemas no lineales, identificados por 
redes neuronales tipo MLP. Finalmente, en [67] se 
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expone una aplicación al control de una columna 
de vacío en una refinería. 
5. Conclusiones 
Antes de reemplazar los controladores con-
vencionales por neuronales debe analizarse la 
posibilidad de combinación de los primeros. 
Por ejemplo, en [71] se conecta un PID en pa-
ralelo con un controlador neuronal, con el fin de 
manejar un sistema matemático no lineal. Una 
aproximación similar se encuentra en [73], en 
el que se suman las dos correcciones, pero para 
el control de posición del robot A460. 
El algoritmo PID también puede emularse con 
una red neuronal [72], con tres entradas (e(k), 
Le (k) , e(k)-e(k-l)), una capa oculta con dos 
neuronas y una salida; ésta fue utilizada en el 
control del proceso de enfriamiento de ácido 
sulfúrico en dos tanques. En [74] se estudia la 
implementación del control inteligente en la 
dirección de misiles, ella comenzó por el triple 
lazo convencional con PID, pasó por controla-
dores difusos neuronales y, por supuesto, por la 
combinación de los tres. Luego de dominar los 
controladores neuronales puede trabajarse con 
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