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Abstract
We construct a certain t-structure thom = thom(S) for DM(S) (this is a
version of Voevodsky’s triangulated category of motives over quite a general
base scheme S that was described by Cisinski and Déglise); for S being the
spectrum of a perfect field this t-structure extends the homotopy t-structure
of Voevodsky, whereas for S being of finite type over (the spectrum of)
a discrete valuation ring thom(S) is the perverse homotopy t-structure of
Ayoub. For any ("reasonable") scheme S our t-structure is characterized in
terms of certain stalks of an H ∈ ObjDM(S) and its Tate twists at fields
over S; this generalizes one of the descriptions of the homotopy t-structure
over a field (given by Voevodsky, Cisinski, and Déglise). thom(S) is closely
related to certain coniveau spectral sequences for the cohomology of arbitrary
finite type S-schemes (actually, we study the cohomology of Borel-Moore
motives of such schemes). We conjecture that the heart of thom(S) is given
by cycle modules over S (as defined by Rost); for schemes of finite type over
characteristic 0 fields this conjecture was proved by Déglise. Our definition
of thom(S) is closely related to a new effectivity filtration for DM(S) (and
for the category of Chow motives Chow(S) ⊂ DM(S)). We also sketch
∗The work is supported by RFBR (grants no. 14-01-00393 and 15-01-03034), by Dmitry
Zimin’s Foundation "Dynasty", and by the Scientific schools grant no. 3856.2014.1.
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the construction of a certain Gersten weight structure on the category of S-
comotives D(S) ⊃ DMc(S); this weight structure yields one more description
of thom(S) and its heart.
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Introduction
We construct a certain t-structure thom = thom(S) forDM(S) (the category of
Beilinson motives, i.e., a version of Voevodsky motivic category over quite a
general base scheme S described in [CiD09]; we assume that S is reasonable in
the sense described in §1.1 below). For S being the spectrum of a perfect field
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thom(S) coincides with the "stable extension" of the homotopy t-structure of
Voevodsky that was considered in §5 of [Deg11], whereas for S being of
finite type over (the spectrum of) a discrete valuation ring our t-structure
(essentially) coincides with the perverse homotopy t-structure of Ayoub.
Recall that one can define the homotopy t-structure on Voevodsky’s
DMeff− (k) (the category of effective motivic complexes) via two quite distinct
methods. The first one relies on the canonical t-structure on the derived cate-
gory of Nisnevich sheaves with transfers; this corresponds to the study of the
"stalks" of an object H ofDMeff− at all essentially smooth Henselian schemes
over k. The second way is to consider the stalks of H(−i)[−i] (considered as
an object of some ’stable’ category of motivic complexes) at function fields
over k (only). It turns out that the second method carries over to motives
over quite general bases if one defines the stalks in question "appropriately"
(whereas the main result of [Ayo06] seems to yield that the first method
cannot yield a "nice" t-structure on relative motives). So, we use the latter
approach; one of the main ingredients of our construction is the usage of
Borel-Moore motives of finite type S-schemes (in particular, we need them
for defining the stalks mentioned). The paper also heavily relies on certain
coniveau spectral sequences for the cohomology (of the Borel-Moore motives)
of S-schemes (note in contrast that in [Deg12] ’the usual’ motives of smooth
S-schemes are essentially considered). Their construction is more or less au-
tomatic given the definition of Borel-Moore motives (that are closely related
to the ones considered in [Lev98]; see Remark 2.2.4(2) below), yet study-
ing their functoriality requires quite a bit of effort. These coniveau spectral
sequences (for DM(S)-representable cohomology theories) can also be de-
scribed in terms of thom(S) (this is a natural analogue of the corresponding
results of [Deg13], [Bon10b], and [Bon13]). In particular, the cohomology
of MBMS (X) for a finite type X/S with the coefficients in an object H of
the heart Hthom(S) of thom(S) is just the cohomology of the corresponding
Cousin complex. Moreover, we prove for such an H that the collection of all
stalks of H(i)[i] (for all i ∈ Z) at all (spectra of essentially of finite type)
fields over S satisfies some of the axioms of cycle modules over S (as defined
in [Ros96]).
Now we describe the idea that has initiated the work on this paper. The
author has realized the following: similarly to the case of motives over a
field (cf. §4.9 of [Bon10b]), the Chow weight structure on DMc(S) (as con-
structed in [Heb11] and [Bon14]) should be closely related to the Gersten
weight structure (for a certain triangulated category D(S) of S-comotives).
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So, this weight structure wGer(S) should be "cogenerated" by the twists of a
certain Choweff(S) ⊂ Chow(S) (the latter category was defined in [Heb11]
and [Bon14]) by (i)[i], whereas the t-structure thom(S) for DM(S) that is or-
thogonal to this weight structure should be "generated" by Choweff(S)(i)[i].
Thus the author gave a definition of Choweff(S) generalizing the category
of effective Chow motives over a field (considered as a full additive subcate-
gory of DMeff− (k) ⊂ DM(Spec k)). The idea to consider "our" Borel-Moore
motives came from the definition of Chow(S) (only later the author has real-
ized that these motives are closely related to the ones considered in [Lev98]).
Next he proved Theorem 2.1.2(II.1) of this paper; together with Proposition
2.3.2 below (whose proof is more or less straightforward) this result implies
the basic properties wGer(S) and thom(S). Yet the study of wGer(S) requires
some work on D(S); so the author chose to concentrate on thom(S) in the
current text and only sketch the proofs of the results related to wGer(S)
(whereas several arguments and definitions required for their detailed proofs
can be found in [Bon13]).
Our perverse homotopy t-structures are closely related to the perverse
homotopy t-structures studied in §2.2 of [Ayo07]. The latter depend on the
choice of some fixed base scheme S0 (all the schemes considered should be
of finite type over it); in the case where S0 is the spectrum of a field or
a discrete valuation ring several nice properties of these t-structures were
established in ibid. (including the fact that they differ from our thom(−)
only by [dimS0]). Moreover, these results recently enabled F. Déglise to
prove (in [Deg14]) that Hthom(S) (as well as its integral coefficient version)
is equivalent to the (corresponding) category of S-cycle modules if S is a
variety over a characteristic 0 field. Yet for a general S our results are quite
new (since the arguments of [Ayo07] heavily rely on a certain existence of
alterations statement which is only known to hold over a discrete valuation
ring, whereas our approach is somewhat more ’formal’).
Lastly we note that it would certainly be very interesting to extend (some
of) the results of the current paper to motives with integral coefficients.
Now we describe the contents of the paper; some more information of this
sort can be found at the beginnings of sections.
In §1 we recall some basics on t-structures and motives over a base.
In §2 we study the Borel-Moore motives of S-schemes, their "smooth S-
models", and coniveau spectral sequences for their cohomology. The most
’interesting’ statement of the section is Theorem 2.1.2(II.1).
In §3 we define (our version of) the perverse homotopy t-structure thom(S)
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and establish its main properties (that generalize the corresponding results
of [Ayo07]). We prove that the objects of Hthom(S) satisfy some of the
axioms of cycle modules over S (as defined in [Ros96]). Next we introduce
a certain effectivity filtration for DM(S) and study its properties (that are
quite similar to the ones over perfect fields). We also sketch the proof of the
main properties of a certain Gersten weight structure for the category D(S)
of S-comotives; these statements yield the motivic functoriality of coniveau
spectral sequences and their description in terms of thom(S).
The author would like to express his gratitude to prof. L.E. Positselski
and prof. F. Déglise for their helpful comments. He is also deeply grateful
to prof. Déglise and to Unité de mathématiques pures et appliquées of École
normale supérieure de Lyon for the wonderful working conditions in January
of 2015.
1 Some preliminaries: notation, t-structures,
and motives over a base
In this section we recall some basics on t-structures and relative motives.
In §1.1 we introduce some notation and definitions.
In §1.3 we recall the notion of t-structure (and introduce some notation
for it). We also recall that "compactly generated" preaisles are aisles in the
terms of [TLS03].
In §1.4 we recall (following [CiD09]) some basic properties of Beilinson
motives over reasonable schemes.
1.1 Some notation and definitions
For categories C,D we write D ⊂ C if D is a full subcategory of C.
For a category C, X, Y ∈ ObjC, we denote by C(X, Y ) the set of C-
morphisms from X to Y . We will say that X is a retract of Y if idX can be
factored through Y . Note that if C is triangulated or abelian then X is a
retract of Y if and only if X is its direct summand.
For any D ⊂ C the subcategory D is called Karoubi-closed in C if it con-
tains all retracts of its objects in C. We will call the smallest Karoubi-closed
subcategory of C containing D the Karoubi-closure of D in C; sometimes we
will use the same term for the class of objects of the Karoubi-closure of a full
subcategory of C (corresponding to some subclass of ObjC).
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The Karoubization Kar(B) (no lower index) of an additive category B is
the category of "formal images" of idempotents in B (so B is embedded into
an idempotent complete category; it is triangulated if B is).
For a category C we denote by Cop its opposite category.
Q−Vect is the category of Q-vector spaces.
For a category C and a partially ordered index set I we will call a set
Xi ⊂ ObjC a (filtered) projective system if for any i, j ∈ I there exists some
maximum, i.e., an l ∈ I such that l ≥ i and l ≥ j, and for all j ≥ i in I there
are fixed morphisms Xj → Xi satisfying the natural functoriality property.
For such a system we have the natural notion of an inverse limit. Dually, we
will call the inverse limit of a system of Xi ∈ ObjCop the direct limit of Xi
in C.
All limits (and pro-objects) in this paper will be filtered ones.
In this paper all complexes will be cohomological, i.e., the degree of all
differentials is +1; respectively, we will use cohomological notation for their
terms. Kb(B) will denote the homotopy category of bounded complexes over
an additive category B.
M ∈ ObjC will be called compact if the functor C(M,−) commutes with
all small coproducts that exist in C (we will only consider compact objects in
those categories that are closed with respect to arbitrary small coproducts).
Dually, an object M of C is called cocompact if it is compact as an object
of Cop.
C and D will usually denote some triangulated categories. We will use
the term "exact functor" for a functor of triangulated categories (i.e., for a
functor that preserves the structures of triangulated categories).
A class D ⊂ ObjC will be called extension-closed if 0 ∈ D and for any
distinguished triangle A → B → C in C we have the following implication:
A,C ∈ D =⇒ B ∈ D. In particular, an extension-closed D is strict (i.e.,
contains all objects of C isomorphic to its elements).
The smallest extension-closed D containing a given D′ ⊂ ObjC will be
called the extension-closure of D′.
D ⊂ ObjC will be called suspended (resp. cosuspended) if D[1] ⊂ D (resp.
D ⊂ D[1]).
Below A will always denote some abelian category. We will usually assume
that A satisfies AB5, i.e., it is closed with respect to all small coproducts,
and filtered direct limits of exact sequences in A are exact.
We will call a contravariant additive functor C → A for an abelian A
cohomological if it converts distinguished triangles into long exact sequences.
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For a cohomological H we will denote H ◦ [−i] by H i.
A functor H : C → A below will always be cohomological; yet we will
often use the letter H also for the object of a triangulated category (of the
type DM(−)) that represents this functor.
For X, Y ∈ ObjC we will write X ⊥ Y if C(X, Y ) = {0}. For D,E ⊂
ObjC we write D ⊥ E if X ⊥ Y for all X ∈ D, Y ∈ E. For D ⊂ C we
denote by D⊥ the class
{Y ∈ ObjC : X ⊥ Y ∀X ∈ D}.
Sometimes we will denote by D⊥ the corresponding full subcategory of C.
Dually, ⊥D is the class {Y ∈ ObjC : Y ⊥ X ∀X ∈ D}.
We will say that Ci ∈ ObjC generate C if C equals the Karoubi-closure of
〈Ci〉 in C. For a C closed with respect to all small coproducts and D ⊂ C (D
could be equal to C) we will say that Ci generate D as a localizing subcategory
if D is the smallest full strict triangulated subcategory of C that contains Ci
and is closed with respect to all small coproducts.
All the motivic categories of this paper will be Q-linear ones. So, we can
assume that the target categories of our cohomology theories (usually of the
type H : DMc(S)→ A) are Q-linear ones.
All morphisms and schemes below will be separated. Besides, all schemes
will be excellent noetherian of finite Krull dimension. S will usually be our
base scheme; X will be of finite type over it. Often j : U → X will be an open
immersion, and i : Z → X will be the complementary closed embedding.
We will mostly be interested in finite type (separated) morphisms of
schemes. In particular, we will say that a morphism is smooth only if it
is also of finite type.
For any scheme Y we denote by Yred the reduced scheme associated with
Y . It will always be possible in our arguments to replace Y by Yred.
We will say that a projective system Xi, i ∈ I, of schemes is essentially
affine if the transition morphisms Xj → Xi are affine whenever i ≥ i0 (for
some i0 ∈ I). Below we will only be interested in projective systems of this
sort.
We will say that a scheme X0/S is essentially of finite type over S if it
can be presented as the (inverse) limit of finite type schemes Xi/S such that
all the transition morphisms between Xi are open dense affine embeddings.
We will say that X0 is (the spectrum of) a field over S if X0 is the spectrum
of a field and is essentially of finite type over S.
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Below we will always assume that our "base scheme" S is reasonable in the
sense of (Definition 1.1 of) [Bon14]. So we fix a certain (separated noetherian
finite-dimensional) "absolute" base scheme S0 that we demand to be regular
and of Krull dimension ≤ 2, and assume that S if of finite type over S0(.
Moreover, it would be convenient for us to assume that all the schemes we
consider in this paper are essentially of finite type over S0; all the morphisms
are S0-ones.
Below we will need two (possibly) somewhat distinct dimension functions
for schemes; dim(−) will denote the ordinary Krull dimension. Respectively,
"codimension" will mean the ordinary Krull codimension; thus we will say
that U ⊂ X is everywhere of codimension c in it if the dimension of each
connected component of U is lesser by c that the dimension of the connected
component of X containing it. We will say that a morphism is of dimension
s if all of its fibres are equidimensional of Krull dimension s.
1.2 On dimension functions for excellent schemes
Below we will need a dimension function for S0-schemes whose properties
are somewhat better than the ones of the Krull dimension. So we recall a
method for constructing a certain "nice" dimension function δ (for essen-
tially finite type S0-schemes) and formulate some properties of this function.
For the convenience of the reader, we note that δ (if we define it via the
method described below) coincides with the Krull dimension if S0 is of finite
type over a field or over SpecZ (more generally, it suffices to assume that
S is a Jacobson scheme all of whose components are equicodimensional; see
Proposition 10.6.1 of [EGA4.III]). Sometimes will call δ(X) the δ-dimension
of X.
Now, for a general (regular excellent finite dimensional separated) S0 we
apply the method described in Chapter XIV of [ILO14]. Since we are only
interested in excellent schemes, the corresponding theory is simpler than in
the more general case considered in ibid.
We start with "restricting" Definition 2.1.10 of ibid. to the setting of
excellent schemes (see Proposition 2.1.6 of ibid.).
Definition 1.2.1. Let X be an excellent scheme; denote the set of its Zariski
points by X .
We will call a function δ : X → Z a dimension function if is satisfies the
following condition: for any two x, y ∈ X such that y belongs to the closure
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of x and the dimension of the localization of this closure at y is 1 we have
δ(x) = δ(y) + 1.
The definition immediately yields that such any two dimension functions
for X differ by a "shift function" that is constant on the connected com-
ponents of X. Conversely, the sum of a dimension function with a locally
constant one yields another dimension function. Certainly, all dimension
functions are bounded (if we fix a finite dimensional X).
A reader can easily note that the results below essentially do not depend
on the choice of a dimension function. Yet it will be convenient for us to
assume that all the dimension functions we consider below are non-negative.
We also note (applying Proposition 2.2.2 of ibid.) that for any scheme
Y whose connected components are integral one can define a "canonical"
dimension function using the following ("reasonable") formula (for y running
through all points of Y )
δ(y) = dimY y − dimOY,y, (1)
where OY,y is the corresponding local ring, Y y is the connected component
of Y containing y (and dim(−) denotes the Krull dimension).
In particular, (edimf) can be applied for Y = S0 (since S0 is regular).
Next we recall that for a fixed "base scheme" Y and a fixed dimension
function one can define "compatible" dimension functions for all schemes of
finite type over Y . So, any scheme X that is essentially of finite type over S0
possesses a dimension function also; see Corollary 2.5.2 of ibid. Moreover, loc.
cit. states that one can obtain a dimension function (that we will also denote
by δ) for all finite type schemes over S0 (simultaneously) as follows: for a field
X0/S0 and s0 being the image of X0 in S0 one should set δ(X0) = δ(s0) + d,
where d is the transcendence degree of the (coordinate ring) extension X0/S0.
Next, for any essentially finite type S0-scheme X we define δ(X) as the
maximum of the corresponding "dimensions" of its points (that is easily seen
to be finite and coincide with the maximum of "dimensions" of generic points
of X).
We will need a ’crude’ notion of codimension (for essentially finite type
S0-schemes). For T being a subscheme or a Zariski point of X we set
codimδX(T ) = δ X − δ T ; we will call codim
δ
X(T ) the δ-codimension of T in
X. Obviously, codimδT (X) ≥ 0. We have an equality if T is (open) dense
in X (or if it is the projective limit of a system of dense subschemes of X),
and the inequality is strict if X is connected and T is closed in it. Note that
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codimδT (X) coincides with the "usual" Krull codimension of T in X if T and
X are irreducible; yet it often differs from the Krull codimension in the gen-
eral case. Respectively, it may make sense to call the (δ)-coniveau spectral
sequences introduced in Proposition 2.3.2 below the niveau ones instead.
1.3 t-structures: basics, compactly generated ones, and
relation to gluing
In order to fix the notation, let us recall the definition of a t-structure.
Definition 1.3.1. A pair of subclasses Ct≥0, Ct≤0 ⊂ ObjC for a triangulated
category C will be said to define a t-structure t if (Ct≥0, Ct≤0) satisfy the
following conditions:
(i) Ct≥0, Ct≤0 are strict (i.e., contain all objects of C isomorphic to their
elements).
(ii) Ct≤0[1] ⊂ Ct≤0 (i.e., Ct≤0 is suspended; see §1.1); Ct≥0 is cosuspended.
(iii) Orthogonality. Ct≤0[1] ⊥ Ct≥0.
(iv) t-decomposition. For any X ∈ ObjC there exists a distinguished
triangle
A→ X → B[−1]→A[1] (2)
such that A ∈ Ct≤0, B ∈ Ct≥0.
We will need some more notation.
Definition 1.3.2. 1. A category Ht whose objects are Ct=0 = Ct≥0 ∩ Ct≤0,
Ht(X, Y ) = C(X, Y ) for X, Y ∈ Ct=0, will be called the heart of t. Recall
(cf. Theorem 1.3.6 of [BBD82]) that Ht is abelian (short exact sequences in
Ht come from distinguished triangles in C).
2. Ct≥l (resp. Ct≤l) will denote Ct≥0[−l] (resp. Ct≤0[−l]).
3. Assume that triangulated categories C andD are endowed with certain
t-structures tC and tD, respectively. Then we will say that an exact F : C →
D is t-exact if F (CtC≥0) ⊂ DtD≥0 and F (CtC≤0) ⊂ DtD≤0).
Remark 1.3.3. 1. Recall (cf. Lemma IV.4.5 in [GeM03]) that (2) defines
additive functors C → Ct≤0 : X → A and C → Ct≥0 : X → B. We will
denote A,B by X t≤0 and X t≥1, respectively.
The triangle (2) will be called the t-decomposition of X. If X = Y [i] for
some Y ∈ ObjC, i ∈ Z, then we denote A by Y t≤i (it belongs to Ct≤0) and
B by Y t≥i+1 (it belongs to Ct≥0), respectively. Objects of the type Y t
≤i[j]
and Y t
≥i[j] (for i, j ∈ Z) will be called t-truncations of Y .
2. We denote by X t=i the ith cohomology of X with respect to t, i.e., the
object (X t≤i)t≥0 (cf. part 10 of §IV.4 of [GeM03]).
3. The following statements are obvious (and well-known): Ct≤0 = ⊥Ct≥1;
Ct≥0 = Ct≤−1⊥.
4. We will say that t is non-degenerate if ∩l∈ZC
t≥l = ∩l∈ZC
t≤l = {0}.
It is easily seen that the non-degeneracy t is equivalent to the following:
M ∈ ObjC is zero whenever M t=i = 0 for all i ∈ Z.
Now let us recall an important result on the existence of t-structures. It
will be convenient for us to use the following definition.
Definition 1.3.4. Let C be a triangulated category closed with respect to
all small coproducts.
1. We call a suspended class D ⊂ ObjC a preaisle if it is closed with
respect to all coproducts and is extension-closed.
2. For a E ⊂ ObjC we will call the smallest preaisle containing E the
preaisle generated by E.
It turns out that "compactly generated" preaisles are aisles in the terms
of [TLS03].
Proposition 1.3.5. Assume that C is closed with respect to coproducts; let
E ⊂ C be a set of compact objects. Then the following statements are valid.
1. There exists a unique t-structure t for C such that Ct≤0 is the preaisle
generated by E.
2. The corresponding truncation functors −t≤0, −t≥0, and −t=0 (see Re-
mark 1.3.3(1,2)) respect coproducts.
3. The corresponding Ct≥0 equals (∪i>0E[i])
⊥.
Proof. 1. This is Theorem A.1. of [TLS03].
2. Immediate from Proposition A.2 of ibid.
3. This is an easy consequence of Remark 1.3.3(3).
Lastly, let us recall the notion of gluing for triangulated categories and
t-structures.
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Definition 1.3.6. 1. The 9-tuple (C,D,E, i∗, j∗, i∗, i!, j!, j∗) is called a gluing
datum if it satisfies the following conditions.
(i) C,D,E are triangulated categories; i∗ : D → C, j∗ : C → E, i∗ : C →
D, i! : C → D, j∗ : E → C, j! : E → C are exact functors.
(ii) i∗ (resp. i!) is left (resp. right) adjoint to i∗; j! (resp. j∗) is left (resp.
right) adjoint to j∗.
(iii) i∗ is a full embedding; j∗ is isomorphic to the localization (functor)
of C by i∗(D).
(iv) For anyM ∈ ObjC the pairs of morphisms j!j∗M →M → i∗i∗M and
i∗i
!M → M → j∗j
∗M can be completed to distinguished triangles (here the
connecting morphisms come from the adjunctions of (ii)). Moreover, these
completions are functorial in M .
(v) i∗j! = 0; i!j∗ = 0.
(vi) All of the adjunction transformations i∗i∗ → idD → i!i∗ and j∗j∗ →
idE → j
∗j! are isomorphisms of functors.
2. In the setting of part 1, assume also that D and E are endowed
with certain t-structures tD and tE , respectively. Then we will say that a
t-structure t = tC for C is glued from tD and tE if we have the following:
CtC≤0 = {M ∈ ObjC : j∗M ∈ EtE≤0 and i∗M ∈ DtD≤0}, and CtC≥0 =
{M ∈ ObjC : j∗M ∈ EtE≥0 and i!M ∈ DtD≥0}. In this case we will also say
that C, D, and E are endowed with compatible t-structures.
Remark 1.3.7. 1. Our definition of a gluing datum is far from being the
’minimal’ one. Actually, it is well known (see Chapter 9 of [Nee01]) that
a gluing datum can be uniquely recovered from an inclusion D → C of
triangulated categories that admits both a left and a right adjoint functor.
Our notation for the connecting functors is (certainly) coherent with The-
orem 1.4.1 below.
2. The following fact is well-known (see Proposition 1.5.3(II) of [Bon15]
and Proposition 2.3.3 of [CiD09]): in the gluing setting of Definition 1.3.6(1)
tC is glued from tD and tE if and only if i∗ and j∗ are t-exact.
1.4 On motives over a base: reminder
We recall some basic properties of the triangulated categories of Beilinson
motives described by Cisinski and Déglise. Recall that all the schemes we
mention are reasonable (see §1.1), and all the morphisms considered are
separated.
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In the following statement we assume that f : X → Y is a finite type
morphism of schemes; S is a finite type S0-scheme.
Theorem 1.4.1. The following statement are valid.
1. For any (excellent separated finite dimensional) X a tensor triangulated
Q-linear category DM(X) with the unit object QX is defined; it is closed
with respect to arbitrary small coproducts and zero if X is empty.
DM(X) is the category of Beilinson motives over X, as described (and
thoroughly studied) in §14–15 of [CiD09].
2. The (full) subcategory DMc(X) ⊂ DM(X) of compact objects is tensor
triangulated, and QX ∈ ObjDMc(S). DMc(X) generates DM(X) as
(its own) localizing subcategory.
3. If X is the spectrum of a perfect field F , DMc(X) is canonically iso-
morphic to the category DMgm = DMgm(F ) of Voevodsky’s geometric
motives (with rational coefficients) over X (see [Voe00a]). Moreover,
the whole DM(X) is isomorphic to the category DM(F ) considered in
[Deg11].
4. The following functors are defined: f ∗ : DM(Y ) ⇆ DM(X) : f∗ and
f! : DM(X)⇆ DM(Y ) : f
!; f ∗ is left adjoint to f∗ and f! is left adjoint
to f !.
We call these the motivic image functors. Any of them (when f
varies) yields a 2-functor from the category of (separated finite-dimensional
excellent) schemes with morphisms of finite type to the 2-category of tri-
angulated categories. Besides, all motivic image functors preserve com-
pact objects (i.e. they could be restricted to the subcategories DMc(−));
they also commute with arbitrary (small) coproducts.
5. For a Cartesian square of finite type morphisms
Y ′
f ′
−−−→ X ′
yg′
yg
Y
f
−−−→ X
of schemes we have g∗f! ∼= f
′
! g
′∗ and g′∗f
′! ∼= f !g∗.
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6. There exists a Tate object Q(1) ∈ ObjDMc(X); tensoring by it yields
an exact Tate twist functor −(1) on DM(X). This functor is an auto-
equivalence of DM(X); we will denote the inverse functor by −(−1).
Tate twists commute with all motivic image functors mentioned (up to
an isomorphism of functors).
Besides, for X = P1(Y ) there is a functorial isomorphism f!(QP1(Y )) ∼=
QY
⊕
QY (−1)[−2].
7. f ∗ is symmetric monoidal; f ∗(QY ) = QX .
8. f∗ ∼= f! if f is proper; f
!(−) ∼= f ∗(−)(s)[2s] if f is smooth of dimension
s (i.e. it is of relative dimension s everywhere; see §1.1).
If f is an open immersion, we just have f ! = f ∗.
9. If f is a finite universal homeomorphism then the functors f ∗ = f ! and
f∗ = f! are equivalences of categories. In particular, this is the case
where X = Yred (the reduced scheme associated with Y ).
Moreover, g∗ is an equivalence of categories also in the case where g is
an inverse limit of finite universal homeomorphisms.
10. Assume that X (or Xred as defined in §1.1)) is regular of Krull dimen-
sion d (everywhere). Then for any i, j ∈ Z such that d − i < −j we
have DM(X)(QX ,QX(i)[j]) = {0}.
11. Assume that f is an immersion of schemes everywhere of (Krull) codi-
mension c, whereas Y and Xred are regular. Then QX(−c)[−2c] ∼=
f !(QY ).
12. If i : Z → X is a closed embedding, U = X \ Z, j : U → X is the
complementary open immersion, then the motivic image functors yield
a gluing datum for DM(−) (in the sense of Definition 1.3.6; one should
set C = DM(X), D = DM(Z), and E = DM(U) in it).
13. The functor g∗ on DMc(A) ⊂ DM(A) can be defined for any (sep-
arated) morphism g : B → A not necessarily of finite type; we have
g∗QA = QB. This definition respects the composition for morphisms
and satisfies the first part of assertion 5. Moreover, g∗ "respects −∗" if
g is a limit of an essentially affine system of open (dense) embeddings.
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14. Assume that a scheme X is the limit of an essentially affine (filter-
ing) projective system of schemes Xβ (for β ∈ B). Then DMc(X) is
isomorphic to the 2-colimit of the categories DMc(Xβ); in these iso-
morphisms all the connecting functors are given by the corresponding
(−)∗ (cf. the previous assertion).
15. For any finite type Z/S there exists an open dense U ⊂ Z and a finite
morphism U ′ → U such that for the composite morphisms u : U → S
and u′ : U → S the following is valid: u!QU is a retract of u
′
!QU ′ and
U ′ is open in some regular scheme that is projective over S.
16. DMc(S) is generated by {x∗(QX)(r)}, where x : X → S runs through
all projective morphisms (of finite type) such that X is regular, r ∈ Z.
Proof. Most of these statements were stated in the introduction of [CiD09]
(and proved later in ibid.); see §1.1 of [Bon14] for more details. Besides, the
fact that g∗ "commutes with −∗" if g is a limit of (an essentially affine system
of) open embeddings (see assertion 13) is a particular case of Proposition
4.3.14 of [CiD09].
Assertion 9 for finite type universal homeomorphisms follows from Propo-
sition 2.1.9 of [CiD09] (note that we can apply the result cited by Theorem
14.3.3 of ibid.) via applying the corresponding adjunctions. The second half
of the assertion is an easy consequence of Proposition 2.2.1(14) of [Bon15].
In assertion 10 (as well as in the following one) one may replace X with
Xred according to assertion 9. In this case Corollary 14.2.4 of ibid. yields
that the group in question is isomorphic to GriγK2i−j(X). The vanishing of
this motivic cohomology group for a regular X of Krull dimension ≤ d is
well-known; see (the "j < −n part" of) Theorem 8(1) of [Sou85].
Assertion 15 can be easily obtained via the argument used in the proof
of Proposition 15.2.3 of [CiD09] (see also §4.4 of ibid.).
2 On Borel-Moore motives of S-schemes and
coniveau spectral sequences
In §2.1 we introduce certain Borel-Moore motives for finite type S-schemes
and discuss their properties; the most important of them is Theorem 2.1.2(II.1).
We introduce some more tools for studying their functoriality in §2.2.
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In §2.3 we study in detail the coniveau spectral sequences for the coho-
mology of (the Borel-Moore motives of) S-schemes (note that in the proof of
Theorem 3.1.2(I) below only part I.1 of Proposition 2.3.2 is applied).
2.1 On Borel-Moore motives for S-schemes: the main
properties
We introduce certain Borel-Moore motives for (arbitrary) finite type S-schemes
(and recall some notions introduced in previous papers on Beilinson motives).
Remark 2.1.1. 1. For a finite type x : X → S we set MBMS (X) = x!QX
(this is a certain Borel-Moore motif of X; cf. Remark 2.2.4(2) below).
These objects will be very important for us. We will study their "func-
toriality" in detail below. In the proof of the next theorem it suffices
to apply the adjunctions of the type j! ⊣ j∗ for an open embedding
j : U → X.
2. Yet (in order to introduce some notation) we recall now that in [CiD09]
for any smooth morphism f : X → Y the functor f♯ : DMc(X) →
DMc(Y ) (and also DM(X) → DM(Y )) left adjoint to f ∗ was consid-
ered (and played an important role; we will say more on this below).
Now, Theorem 1.4.1(4,8) yields that for a smooth f everywhere of di-
mension s we have an isomorphism f♯ → f!(−)〈s〉. Moreover, if f is an
open embedding (and so, s = 0) then f! = f♯ by construction.
So, for a smooth morphism g we will denote by Mg the counit of the
adjunction g♯ ⊣ g∗. Note that for smooth morphisms Y ′
g′
→ Y
g
→ X,
O ∈ ObjDM(X) we have Mg◦g′(O) = Mg(O) ◦ g♯(Mj′(j∗O)).
Besides, for any (separated) g we will denote by Mg the unit of the
adjunction g∗ ⊣ g∗.
3. It will be convenient for us to use the following notation for "shifted
Tate twists": for any r ∈ Z we denote the functor −(r)[2r] (resp.
−(r)[r]) by −〈r〉 (resp. by −{r}; both of these functors will play im-
portant roles).
4. The following definition was central in [Heb11] and [Bon14]: Chow(S)
is the Karoubi-closure of {x!(QX)〈r〉} = {x∗(QX)〈r〉} in DMc(S); here
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x : X → S runs through all finite type projective morphisms such that
X is regular, r ∈ Z.
We define Choweff(S) ⊂ Chow(S) as the Karoubi-closure in DMc(S)
of the classMBMS (X)〈δ(X)〉 forX running through (regular) projective
S-schemes (note that this definition depends on δ in the obvious way).
One can easily check that one obtains ’the usual’ Chow motives and
effective Chow motives this way in the case where S is the spectrum of
a perfect field (and δ is the Krull dimension of schemes; cf. Theorem
1.4.1(3)). Moreover, if S is a spectrum of an imperfect field, one obtains
motives over its perfect closure; cf. Theorem 1.4.1(9).
Now let us establish the main properties of MBMS (−).
Theorem 2.1.2. Denote by DM(S)≤0 the preaisle generated by {Choweff(S){i}, i ∈
Z} (see Definition 1.3.4). Let x : X → S be a finite type morphism; denote
δ(X) by d.
I The following statements are valid.
1. Let i : Z ⊂ X be a closed embedding; denote by j : U → X the
complementary open embedding. Then (in the notation introduced in
the previous remark) there exists a distinguished triangle
MBMS (U)
x!(Mj(QX))
→ MBMS (X)→M
BM
S (Z). (3)
Moreover, if Z and X are regular, Z is everywhere of codimension c in
X, then there is also a distinguished triangle
z∗QZ〈−c〉 → x∗QX → u∗QU (4)
2. DM(S)≤0 contains MBMS (X)〈d〉.
II Assume that X is irreducible; consider the generic point X0 of X as
the (inverse) limit of open affine subschemes Xi of X (where i runs through
a filtering projective system I). For an H ∈ ObjDM(S) we define H(X0) as
lim−→DMc(S)(M
BM
S (Xi), H) (where for ji1i2 being the connecting maps Xi1 →
Xi2 the corresponding morphisms in the direct limit are induced by Mji1i2 ;
see Remark 2.1.1(2)).
Then H(X0) = {0} in the following cases.
1. H = y∗QY (s− d+ e)[s− 2d+ 2e+ r] for some finite type y : Y → S,
where Y is regular connected, e = δ(Y ), r > 0, s ∈ Z.
2. H〈d〉[−1] belongs to DM(S)≤0.
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Proof. I.1 We can assume that X is connected. Theorem 1.4.1(4,12,8) yields
distinguished triangles j!j∗QX(∼= j!QU )
Mj(QX)
→ QX
M i(QX)
→ i!QZ ∼= i∗i
∗QX
and i!i!QX → QX → j∗j∗QX(∼= j∗QU). Applying the functor x! to the first
triangle we obtain (3).
Next, if Z and X are regular, then i!i!QX ∼= i∗QZ〈−c〉 (see Theorem
1.4.1(11)). Hence the application of x∗ to our second distinguished triangle
yields (4).
2. We prove the statement by induction on d.
For our X choose an open dense U ⊂ X as in Theorem 1.4.1(15). Since
δ(X \ U) < d, we can assume that MBMS (X \ U)〈d〉 ∈ DM(S)
≤0. Hence (3)
yields thatMBMS (X)〈d〉 ∈ DM(S)
≤0 if and only ifMBMS (U)〈d〉 ∈ DM(S)
≤0.
So, we replace X by U . Theorem 1.4.1(15) yields that it suffices to
consider the case where X is open dense in some regular X ′ that is projective
over S. Applying "the birationality of MBMS (X)〈d〉 ∈ DM(S)
≤0" again we
obtain the result.
II.1. Denote the connecting morphisms Xi → X by ji for all i ∈ I ∪ {0}.
By Theorem 1.4.1(4,8,6) the group in question is isomorphic to
DMc(X)(ji!QXi , x
!y∗QY (s− d+ e)[s− 2d+ 2e+ r])
∼= lim−→i∈I
DMc(Xi)(QXi , j
∗
i x
!y∗QY (s− d+ e)[s− 2d+ 2e+ r]).
Applying Theorem 1.4.1(14,13) we transform this intoDMc(X0)(QX0 , j
∗
0x
!y∗QY (s−
d+ e)[s− 2d+ 2e+ r]).
Now, let us make certain reduction steps.
Certainly, we can assume that X is quasi-projective over S. Consider a
factorization of x as X
f
→ S ′
h
→ S where h is smooth of dimension q, f is an
embedding, S ′ is connected, and consider the corresponding diagram
Z
fY−−−→ Y ′
hY−−−→ Y
yzX
yy′
yy
X
f
−−−→ S ′
h
−−−→ S
(the upper row is the base change of the lower one to Y ). Then we have
x!y∗QY 〈e〉 = f
!h!y∗QY 〈e〉 ∼= f
!y′∗h
!
YQY 〈e〉 (by Theorem 1.4.1(5)). Parts 8
and 7 of the theorem allow to transform this into f !y′∗QY ′〈e + q〉. Hence
below we may assume x is an embedding (since we can replace S by S ′ in our
assertion; note that e + q = δ(Y ′)). Besides, the isomorphism x!y∗ ∼= zX∗z∗Y
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for zY = hY ◦ fY yields that the group in question is zero if Y lies over S \X
(considered as a set); see Theorem 1.4.1(1).
Next, we note that it suffices to verify the statement for Y replaced by
the components of some its regular connected stratification. Being more
precise, we present Y as ∪1≤i≤nYl, where n ≥ 0, Yl (1 ≤ l ≤ n) are pairwise
disjoint subschemes of S, and each Yl is open in ∪i≥lYi; we assume that all Yl
are regular and connected. Indeed, for such a stratification (4) implies that
y∗QY 〈e〉 belongs to the extension-closure of y∗jl∗QYl〈δ(Yl)〉; here jl : Yl → Y
are the corresponding embeddings.
Now, we can choose a stratification of this sort such that each of Yl lies
either over X or over S \X. Therefore it suffices to verify our assertion in the
case where y factors through x. Moreover, since x!x∗ is the identity functor
on DMc(X) (in this case; see Theorem 1.4.1(12)), we may also assume that
X = S.
Consider the following Cartesian square:
Y0
j0Y−−−→ Y
yy0
yy
X0
j0
−−−→ S
We have j∗0y∗QY ∼= y0∗j
∗
0YQY = y0∗QY0 (see Theorem 1.4.1(ridmot)). Hence
the adjunction y∗0 ⊣ y0∗ yields that the group in question is isomorphic to
DMc(Y0)(QY0 ,QY0(s − d + e)[s − 2d + 2e + r]). Since the Krull dimension
of Y0 is e − d (unless Y0 is empty; see §1.2), Theorem 1.4.1(10) yields our
assertion.
2. SinceMBMS (Y ) is compact inDM(S) for any finite type Y/S, assertion
I.2 easily yields the following (see Corollary 2.3.6(I) below): it suffices to
consider the case where H〈d〉 =MBMS (Y )〈δ(Y )〉{s}[r] for some s ∈ Z, r > 0,
and a regular connective Y that is projective over S. Hence the statement
follows from the previous assertion.
2.2 On "smooth models" for Borel-Moore motives of
subschemes
The main difficulty of dealing with Borel-Moore motives as described above is
that they are not "strictly functorial" with respect to motivic pullbacks. One
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of the ways to overcome this difficulty (proposed by F. Deglise) is to study
the functoriality of the first isomorphism in Theorem 1.4.1(iexch) and of the
gluing distinguished triangles. In the current method we use another method;
so we introduce certain alternative descriptions forMBMX (T ) for a subscheme
T of X. These objects will be connected withMBMX (T ) by certain canonical
isomorphisms. Thus in the next subsection we could have applied Theorem
2.1.2(I.1) instead of Proposition 2.2.3 below; this substitute would just have
made the corresponding morphisms between δ-coniveau spectral sequences
non-canonical. Note also that the corresponding (weakened) version of the
proposition is quite sufficient for the proof of Theorem 3.1.2 (I) (below).
Let us start with a certain reminder and remarks.
Remark 2.2.1. 1. For a smooth x : X → S in ibid. the object MS(X) =
f♯QX (see Remark 2.1.1(2)) was considered in [CiD09]. The idea is that the
cohomology ofMS(X) with coefficients in an H ∈ ObjDM(S) is isomorphic
to the cohomology of QX with coefficients in f ∗H , whereas forH representing
(for example) motivic or étale cohomology over S the object f ∗H represents
the corresponding cohomology over X. So, MS(X) "yields the cohomology
of X".
Now we note that for a smooth and equidimensional x the motifMS(X)
differs from MBMS (X) only by a twist (and it could have made some sense
to modify the notation of Definition 2.3.1(1) by this twist). Besides, we also
have a similar relation for the H-cohomology in the case where X,S are
smooth (and equidimensional) over some common base S ′ and H "comes
from S ′ via f ∗" (for f : S → S ′). We also have a similar relation of the
δ-coniveau spectral sequences for H∗(MBMS (X)) that we will study below
(see Proposition 2.3.2) to the ones for the ’usual’ H-cohomology of X. In
particular, one can apply this observation to the study of étale and motivic
cohomology (since those are defined over SpecZ). So, studying the cohomol-
ogy ofMBMS (−) (as we do in the current paper) and its functoriality is quite
actual.
Moreover, Borel-Moore motives are related to the Borel-Moore motivic
homology and K ′-theory; see §I.IV.2.4.10-5.3 of [Lev98] and Remark 2.2.4(2)
below.
2. By Remark 3.3.6 of [CiD09], we have the Nisnevich Mayer-Vietoris
triangles for the motives MS(−). In particular, we have MS(X ⊔ Y ) =
MS(X)
⊕
MS(Y ) for any smooth X, Y/S.
We will need a certain extension of the functor MS mentioned. Let us
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start with introducing some auxiliary notation.
Definition 2.2.2. 1. SmS is the category whose objects are smooth S-
schemes and morphisms are formal linear combinations of their morphisms.
Certainly, the direct sum operation for SmX ⊂ Kb(SmX) comes from
the disjoint union of smooth X-schemes, whereas ∅ yields a zero object of
this category.
2. For any g : X ′ → X denote by Smg : Kb(SmX) → Kb(SmX′) the
functor induced by −×X X ′.
3. If f : X → Y is smooth we denote by Smg : Kb(SmX) → Kb(SmY )
the natural functor of "restricting the base".
4. Below for f : X → Y being a morphism of smooth S-schemes we will
denote by MS(Y ) (resp. MS(X
f
→ Y ); we will sometimes omit f in this
notation) the result of applying the functor MS : Kb(SmS)→ DMc(S) (see
Proposition 2.2.3(I.1) below) to the SmS-complex · · · → 0 → Y → 0 . . .
(resp. · · · → 0→ X
f
→ Y → 0 . . . ); here we put Y in degree 0.
5. For T being a reduced closed subscheme of some smooth U/S we
denote MS(V → U) by MUS (T ), where V = U \ T .
Now introduce our version of MS and prove its main properties.
Proposition 2.2.3. I. Let g : X ′ → X be an arbitrary (separated) morphism
of reasonable schemes.
Then the following statements are valid.
1. For any (reasonable) X there is an exact functor MX : K
b(SmX) →
DMc(X). For a smooth w : W → X we have MX(W ) = w♯QW .
2. We have g∗ ◦MX =MX′ ◦Smg.
3. If f : X → Y is smooth, we have f♯ ◦ MX = MY ◦ Sm
f (recall
also that f♯ = f! if f is an open embedding). Moreover, for any
C ∈ ObjKb(SmY ) the morphismMf (MY (C)) is the natural morphism
MY (Sm
f ◦Smf (C)→ C)
II Let S, T, U, V be as in definition 2.2.2(5); let h : S ′ → S be a (sepa-
rated) morphism; denote by U ′ (resp. T ′) the base change from S to S ′ of U
(resp. the reduced scheme associated with the corresponding base change of
T ). Then the following statements are valid.
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1. We have h∗MUS (T ) =M
U ′
S′ (T
′).
2. Assume that h is smooth. Then h♯M
U ′
S′ (T
′) =MU
′
S (T
′).
3. For fixed S,X, T all the objects of the typeMUS (T ) are related by canon-
ical isomorphisms. In particular, if T is open in X then all of these
objects are isomorphic to MTS(T ).
4. Assume that T = T1 ⊔ T2. Then M
U
S (T )
∼=MUS (T1)
⊕
MUS (T2)
5. Assume that h is an open embedding, T ⊂ S ′ ×S U (whence T
′ = T ).
Then the morphism Mh(M
U
S (T )) (see Remark 2.1.1(2)) is an isomor-
phism.
6. Assume that h is a closed embedding and T ⊂ S ′ ×S U (again). Then
Mh(MUS (T )) is an isomorphism.
7. If T ⊂ S ′ ⊂ S then there is a canonical isomorphism MUS (T ) →
h!M
U ′
S′ (T ). In particular, taking S
′ = T we obtainMBMS (T )
∼=MUS (T ).
Proof. I Immediate from one of the descriptions of DMc(−); see Theorem
16.1.2 of [CiD09].
II Assertions 1,2 are just particular cases of assertions I.2 and I.3, respec-
tively.
3. It suffices to note that for U0 being an open neighbourhood of T in U
the natural morphism MU0S (T ) →M
U
S (T ) is an isomorphism. The latter is
an immediate consequence of Remark 2.2.1(2). Loc. cit. also easily implies
assertion 4.
5. By assertions (1,2), we have h!h∗MUS (T ) =M
U ′
S (T ). Hence the state-
ment is an immediate consequence of assertion 3.
6. Denote the open embedding complementary to h by j. Assertion
1 yields that j∗MUS (T ) = 0. Hence it suffices to note that h
∗ yields an
equivalence of categories when restricted to the "kernel" of j∗ (see Definition
1.3.6(1) and Theorem 1.4.1(12)).
7. Denote the closure of S ′ in S by S ′′; h′′ : S ′′ → S is the corresponding
closed embedding; let h′ be the (open) embedding of S ′ into S ′′.
Assertion 1 yields that h′′∗MUS (T ) = M
U×SS
′′
S′′ (T ). Next, by assertion 2
we have h′!M
U ′
S′ (T ) = M
U ′
S′′(T ). Hence it remains to note that (according to
the previous assertions) the morphisms Mh
′′
: MU
′
S′ (T ) → h
′′
∗M
U∩S′′
S′′ (T ) =
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h′′!M
U∩S′′
S′′ (T ) and h
′′
! (Mh′(M
U∩S′′
S′′ (T )) : h
′′
!M
U∩S′′
S′′ (T ) → h!M
U ′
S′ (T ) are iso-
morphisms.
Remark 2.2.4. 1. Since the isomorphism constructed in the proof of assertion
II.7 is obtained by composing a natural transformation with its inverse, it is
compatible with the "change of U" isomorphisms mentioned in assertion II.3.
This means (in the case where U0 ⊂ U , where U0 is an open neighbourhood
of T in U) that the following square
MU0S (T ) −−−→ M
U
S (T )y
y
h!M
U0∩S′
S′ (T ) −−−→ h!M
U ′
S′ (T )
is commutative. Here we also apply assertion I.2 in order to identify the
bottom arrow in this square.
2. One can ’almost generalize’ assertion II.7 in the following way. As-
sume that U is everywhere of dimension s over S. Then comparing the
distinguished triangle MBMS (V ) → M
BM
S (U) → M
BM
S (T ) (see (3)) with
the ’obvious’ triangle MS(V ) → MS(U) → MUS (T ) one can easily prove
that MBMS (T ) ∼= M
U
S (T )〈−s〉. Yet this isomorphism is not canonical, and
so not sufficient for our applications (to Proposition 2.3.2 below). Still it
certainly yields that our definition of MBMS (−) is closely related to the one
from §I.IV.2.4 of [Lev98]. The main disadvantage of defining MBMS (T ) as
MUS (T )〈−s〉 is that it requires the existence of an embedding of T into a
smooth S-schemes; yet this would cause no problems in the current paper
since we could have restricted ourselves to quasi-projective S-schemes (re-
call here that we have defined Chow(S) above using projective S-schemes
only). Moreover, this alternative definition could have nice "integral coeffi-
cient properties" and is easier to "lift to a model of DM(S)" (see Remark
3.2.3(6) and §3.5 below, respectively).
3. Actually, above we have demanded T to be reduced just for simplicity
of formulations. In particular, assertion II.7 is also valid in the case where
T is not reduced (certainly here we also set MUS (T ) = MS(V → U); cf.
Theorem 1.4.1(9)).
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2.3 δ-coniveau spectral sequences for the cohomology of
Borel-Moore motives
Now let us study certain (δ)-coniveau spectral sequences for the cohomology
of the Borel-Moore motives of finite type S-schemes. These properties are
quite natural (though somewhat technical). For the convenience of readers,
we also note now that in the proof of Theorem 3.1.2(I) below only part I.1
of Proposition 2.3.2 is applied; cf. also Remark 2.3.3(3) below.
We introduce some notation.
Definition 2.3.1. 1. Let A be an abelian category; let H : DMc(S)→ A
be a cohomological functor (see §1.1). Then for a finite type X/S
and j ∈ Z we define Hj(X) as H(MBMS (X)[−j]). Besides, for an
H ∈ ObjDM(S) we will denote DM(S)(MBMS (X)[−j], H) by H
j(X)
(also).
Moreover, we will need certain twists of cohomology theories: for an
l ∈ Z we denote X 7→ H(X{l}) by H−l (following [Voe00b]).
2. Assume in addition that A satisfies AB5 (see §1.1). Let X0 be a scheme
essentially of finite type over S (in particular, the spectrum of a field
over S; see §1.1); present X0 as an inverse limit of schemes Xi of fi-
nite type over S (with the connecting morphisms jii′ being open affine
dense embeddings). Then for any cohomology theory H (including
the theories Hjl as introduced above) we set H(X0) = lim−→H(Xi)(=
lim−→H(M
BM
S (Xi))). Here the transition morphisms betweenM
BM
S (Xi)
are induced by the transformationsMjii′ ; see Remark 2.1.1(2). It is eas-
ily seen that this direct limit is uniquely determined by X0 considered
as an S-scheme; cf. §3 of [Deg08].
3. For an H as above, a finite type morphism a : S ′ → S, and any
separated b : S → S ′′ we define a!H : DMc(S ′) → A (resp. b∗H :
DMc(S
′′)→ A) as H ◦ a! (resp. H ◦ b∗). Certainly, if H is represented
by an M ∈ ObjDM(S) (and A = Q − Vect), then a!H (resp. b∗H) is
represented by a!M (resp. by b∗M); this is the reason for choosing this
notation.
4. Below we will need certain flags of subschemes for a (reasonable) scheme
X (of finite type over S).
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So, we consider a projective system L = L(X) = {λ} whose elements
are sequences of closed reduced subschemes: a λ ∈ L is a sequence
(Xλi ,−∞ ≤ i <∞) such that X
λ
i is a closed subscheme of X
λ
i−1 for all
i ∈ Z, codimδX Xλi ≥ i for all i ≥ 0 and Xi = X for all i ≤ 0 (note that
all Xλi are empty starting from i = δ(X) + 1; yet "formally infinite"
sequences of subschemes are more convenient for the arguments below).
The partial ordering of L is given by embeddings Xλi → X
λ′
i .
We set Uλi = X \X
λ
i (for all i ∈ Z).
Now we are able to adjust the standard construction of coniveau spec-
tral sequences to our setting. The following spectral sequence would have
looked somewhat more ’familiar’ if we would have added the twist 〈δ(X)〉
to the definition of MBMS (X); yet such a modification would have caused
certain notational problems in the case where δ-dimensions of the connected
components of X are distinct.
Proposition 2.3.2. I Adopt the conventions (and notation) of Definition
2.3.1; assume that X/S is a finite type scheme; let g : X ′ → X be a morphism
of reasonable schemes. Then the following statements are valid.
1. There exists a spectral sequence with
Epq1 =
∐
x∈X p
Hq(x) (5)
(where X p is the subset of the set X of points of X consisting of points of
δ-codimension p) that converges to Ep+q∞ = H
p+q(X) (in the notation of part
2 of the Remark); we will call spectral sequences of this sort coniveau ones.
The induced filtration F jH∗ of H∗ is the δ-coniveau one i.e. it is given
by ∪KerH∗(X) → H∗(Uλj ) for U
λ
j (for a fixed j ≥ 0) running through all
open subschemes such that codimδX(X \ U
λ
j ) ≥ j.
Moreover, this spectral sequence (together with the corresponding exact
couple) coincides with the δ-coniveau one for the cohomology of X "over X"
with coefficients in x!H.
2. There also exists a spectral sequence with Epq1 =
∐
x∈X p H
q(x ×X X
′)
that converges to Hp+q(X ′).
3. Assume that g is smooth of relative dimension s, whereas δ(X ′) =
δ(X) + s. Then H∗(x!Mg(M
BM
S (X))) (see Remark 2.1.1(2) is compatible
with a certain natural morphism between δ-coniveau spectral sequences con-
verging to H∗−s−s (X
′) and H∗(X), respectively. Moreover, this construction
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is well-behaved with respect to compositions of smooth morphisms. Finally,
the corresponding morphisms between E1-terms of coniveau spectral sequences
are naturally compatible with the morphisms between points of X ′ and X (of
equal δ-codimensions) induced by g.
4. Assume that g is finite; denote δ(X)− δ(X ′) by c.
Then there exists a natural morphism from the δ-coniveau spectral se-
quence converging to H∗(X ′) to the shift of the one for H∗(X) by c (i.e.
Epqr (X
′) maps to Ep+c,qr (X)) that is compatible with H
∗(x!M
g(MBMS (X))).
Moreover, this construction respects compositions of finite morphisms. Fi-
nally, the induced morphisms of E1-terms are naturally compatible with the
morphisms between points of X ′ and X (of δ-codimensions that differ by c)
induced by g.
II For any finite type y : Y → S ′ the δ-coniveau spectral sequence for
a!H(Y ) (for Y considered as an S ′-scheme) is naturally isomorphic to the
one for H(Y ) (for Y/S).
III Assume that X = X ′′ ×S S
′′ for some finite type x′′ : X ′′ → S ′′. Then
the following statements are valid.
1. For the δ-coniveau spectral sequence for b∗H
∗(X ′′) we have Epq1 =∐
x∈X ′′p H
q(x×X X
′), whereas the limit is isomorphic to Hq(X).
2. Assume that b is of relative dimension ≤ s (for some s ≥ 0), and
δ(X) = δ(X ′′) + s. Then we have a natural morphism from the δ-coniveau
spectral sequence for b∗H
∗(X ′′) to the one for H∗(X).
Moreover, this morphism is an isomorphism if s = 0.
3. More generally, for a proper b′′ and an X ′′ as above assume that S
is of dimension ≤ s over a subscheme of S ′′ of δ-codimension c (for some
c ≥ 0), whereas δ(X) = δ(X ′′)− c + s. Then we have a morphism from the
δ-coniveau spectral sequence for b∗H
∗(X ′′) to the shift of the one for H∗(X)
by c (cf. assertion I.4). This morphism is an isomorphism if s = 0.
Proof. I We can assume that X is reduced (see Theorem 1.4.1(9)).
Now let us apply a more or less standard method for constructing coniveau
spectral sequences (see §3 of [Deg13]; in §1 of [CHK97] a closely related
argument is described; cf. also §2 of [Deg12]). Let d denote δ(X).
For any λ ∈ L = L(X) (see Definition 2.3.1(4)) we take the sequence
of morphisms · · · → x!MX(Uλ−1) → (0 =)x!MX(U
λ
0 ) → x!MX(U
λ
1 ) →
x!MX(U
λ
2 ) → · · · → x!MX(U
λ
d ) → x!MX(U
λ
d+1) = x!MX(X) (and we
also have x!MX(Uλi ) = x!MX(X) for all i > d + 1). Completing all of
these morphisms to distinguished triangles x!MX(Ui−1) → x!MX(Ui) →
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x!MX(Ui−1 → Ui) yields a so-called Postnikov tower in DMc(S) that we will
denote by P (λ).
ApplyingH∗ to this tower yields an exact couple withDpq1 = H
q−1(x!MX(U
λ
p )) =
x!Hq−1(MX(U
λ
p )), E
pq
1 = x
!Hq(MX(U
λ
p → U
λ
p+1)) (see §3 of [Deg13] or Ex-
ercise 2 in §IV.2 of [GeM03]). We denote this couple by EC(X, x!H, λ)
Note that the spectral sequence corresponding to this couple converges to
Ep+q∞ = D
0,p+q+1
1 = H
p+q(x!MX(X)) = H
p+q(X), and the induced filtration
is given by Ker(Hp+q(X)→ Hp+q(Uλp )).
Next, we take exact couples as above for all λ and pass to the direct limit
over L. We can do so since our system of couples is "coherent". Indeed,
all the connecting morphisms in these couples and the transition morphisms
between them come from applying x!H ◦MX to Kb(SmX)-morphisms (see
Proposition 2.2.3(I.1-3)).
Our spectral sequence is the one corresponding to this limit couple EC(X, x!H,L).
Certainly, this limit spectral sequence also converges to Hp+q(X), whereas
the induced filtration is the δ-coniveau one. Besides, the "moreover" part of
the statement is certainly given by construction.
It remains to calculate the E1-terms of this spectral sequence. Stan-
dard arguments (cf. §1.2 and Remark 5.1.3(3) of [CHK97]; see also Re-
mark 2.3.3(2) below) yield that Epq1 splits as
∐
x∈Xp lim−→
x!HqM
Uαx
X (T
α
x ) where
the direct limit is taken for all open neighbourhoods Uαx of x in X and
(T αx = clUαx x; here we apply Proposition 2.2.3(II.5,4). Hence Proposition
2.2.3(II.7, I.3) yields the formula desired for lim
−→L
Epq1 (λ).
2. The method of the proof of the previous assertion carries over to this
(relative) setting without any difficulty (cf. also Theorem 1.2.1 of [Deg12]).
For L as above denote by LX
′
X the "base change of L to X
′ (i.e. its el-
ements are λX
′
X = (X
λ
i ×X X
′)). Then one considers the exact couples
of the type EC(X ′, g!x!H, λX
′
X ) (i.e. D
pq
1 = H
q−1(x!g!MX′(U
λ
p ×X X
′)),
Epq1 = H
q(g!x!MX′(U
λ
p ×X X
′ → Uλp+1×X X
′)) and then passes to the direct
limit with respect to LX
′
X . The method of the calculation of E1-terms is also
similar to the one above.
3. Proposition 2.2.3(I.1,3) easily yields that one should map the δ-
coniveau spectral sequence converging to x!H∗ ◦ g♯(X ′)) ("computed at X ′")
into the one for x!H∗(X). It certainly suffices to construct a natural mor-
phism between the corresponding exact couples. Moreover, the morphism of
spectral sequences obtained will be compatible with H∗(x!Mg(MBMS (X)))
if we factor the morphism of couples mentioned through the couple for
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x!H∗ ◦ g♯g
∗(X). So, for a λ as above (see Definition 2.3.1(4))) and for
L′ = {λ′} corresponding to X ′ one should compare EC(X, x!H ◦ g♯g∗, λ) (i.e.
(x!H
∗−1(g♯g
∗MX(U
λ
p )), x!H
∗(g♯g
∗MX(U
λ
p → U
λ
p+1)))) with EC(X
′, x!H ◦
g♯, L
′) = lim
−→λ′∈L′
EC(X ′, x!H ◦ g♯, λ
′). Now, Proposition 2.2.3(I.1) yields
that g∗MX(Uλp )) (resp. g
∗MX(U
λ
p → U
λ
p+1))) equals M
′
X′(U
′λ′
p )) (resp.
M′X′(U
′λ′
p → U
′λ′
p+1)). Hence EC(X, x
!H◦g♯g
∗, λ) = EC(X ′, x!H◦g♯, λ
X′
X ) (in
the notation introduced above). Since we have LX
′
X ⊂ L
′, the natural mor-
phism lim−→λ′∈LX′X
EC(X ′, x!H ◦g♯, λ
′)→ lim−→λ′∈L′ EC(X
′, x!H ◦g♯, λ
′) yields the
morphism of spectral sequences desired.
It remains to note that the corresponding morphisms of E1-terms are
induced by morphisms to points of X of the generic points of their base
change to X ′ (see Proposition 2.2.3(II.2)).
4. We argue somewhat similarly to the previous proof. We consider the
following map from L to L′ (as considered above): we send λ to λX
′
X [c] =
(X ′
λX
′
X
[c],i
) where X ′
λX
′
X
[c],i
= X ′ if i ≤ c and = Xλi−c ×X X
′ otherwise. Ob-
viously, the image of this map is unbounded in L′ (and so, can be used for
the calculation of direct limits with respect to L′). We also note that for all
"large enough" λ ∈ L we have ImX ′ ⊂ Xλi for all i ≤ c; hence for these λ the
spectral sequence for λX
′
X [c] differs from the one for λ
X′
X exactly by the "shift
by c" as described in the assertion. Hence in order to prove the assertion it
remains to make the corresponding cohomology calculations.
We have EC(X, x!H ◦ g∗g∗, λ) = EC(X ′, x!H ◦ g!, λX
′
X ) = EC(X
′, (x ◦
g)!H, λX
′
X ; this yields the result in question.
Lastly, the corresponding morphisms of E1-terms are induced by Mg ap-
plied to MX(V αx → U
α
x ) for (the "formal inverse limit of") all open neigh-
bourhoods Uαx of a given point x in X, and V
α
x = U
α
x \ clUαx x.
II Immediate from the "moreover" part of assertion I.1.
III.1. By construction, the δ-coniveau spectral sequence in question comes
from the exact couple EC(X ′′, x′′!b∗H,L′′) (where L′′ = L(X) = {λ′′} corre-
sponds to δ-coniveau spectral sequences for X ′′; cf. Definition 2.3.1(4)).
Let bX denote the base change of b via x′′. Then we have an invertible
natural transformation b∗x′′! → x!b
∗
X (see Theorem 1.4.1(5). This immedi-
ately yields the desired calculation for the E1-terms of our spectral sequence.
Moreover, we have EC(X ′′, x′′!b∗H, λ′′) ∼= EC(X ′′, bX∗x!H, λ′′), and isomor-
phisms of this type are compatible with the transition morphisms between the
couples of the former type for λ′′ running through L′′. Hence our spectral se-
quence is (canonically) isomorphic to that coming from lim
−→λ′′∈L′′
EC(X ′′, bX∗x
!H, λ′′) =
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lim−→λ′′X
X′′
∈L′′X
X′′
EC(X, x!H, λ′′XX′′). Hence the formula desired for the E1-terms of
the corresponding spectral sequence is an easy consequence of Proposition
2.2.3(I.1); cf. the proof of assertion I.1 (and of I.2).
2. Our δ-dimension assumptions yield that L′′XX′′ ⊂ L. Hence the calcula-
tions made above yield the following: the morphism in question is induced by
the obvious morphism lim−→L′′X
X′′
EC(X, x!H, λ′′XX′′) → lim−→L′′ EC(X, x
!H, λ′′XX′′).
Lastly, if b′′ is quasi-finite (and δ(X ′′) = δ(X)) then this morphism is an
isomorphism since any element of L is dominated by a one of L′′XX′′ (cf. the
proof of assertion I3).
3. It suffices to replace λ′′XX′′ by λ
′′X
X′′[c] (see the proof of assertion I.4) in
the previous argument.
Remark 2.3.3. 1. In particular, if g is an open embedding (and δ(X ′) = δ(X))
then the induced morphisms of E1-terms are the natural split epimorphisms
(corresponding to the decompositions of the form (5)). If g is a closed embed-
ding then the induced morphisms of E1-terms are the natural split monomor-
phisms (see Proposition 2.2.3(6)).
Certainly, here we compare the decompositions of the type (5) using the
constructions of Proposition 2.2.3 (see also Remark 2.2.4(1)).
2. In §3 of [Deg13] two closely related methods for constructing coniveau
spectral sequences were described; one may say that they correspond to
"complementary" Postnikov towers. Above we have considered the exact
couple corresponding to the method (very much) similar to the one used in
[Bon10b] and [Bon13], whereas in §1 of [CHK97] the "complementary" exact
couple was considered. Yet the couples mentioned yield canonically isomor-
phic spectral sequences (see §3 of [Deg13]); hence the method of calculation
of the E1-terms of the spectral sequence in §1.2 of [Bon10b] can be applied
to ’our’ exact couple also. Besides, it is actually not difficult at all to use the
"complementary" exact couples in all the arguments above.
3. It is not very easy to grasp Proposition 2.3.2 (and especially its proof).
Unfortunately, the author does not now how to simplify it. Yet below we will
rarely need the ’whole’ δ-coniveau spectral sequences; most of the time we
will only be interested in their E1-terms and boundary morphisms between
them.
So, for a λ as in Definition 2.3.1(4) we consider the complexes Ct(X, x!H, λ)
(for t running over all integers) whose terms are Cmt (λ) = x
!H t(MX(U
λ
−m →
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Uλ1−m)[m]) and the boundary morphisms are induced by the obviousK
b(SmX)-
ones. Then we define the Cousin complex Ct(X, x!H,L) as the direct limit
of Ct(X, x!H, λ) for λ running over L.
By construction, the collection of these complexes yields the E1-level of
the spectral sequence described in Proposition 2.3.2 (so, Cmt (X, x
!H,L) =
E−m,t−m1 ). Thus one can reformulate those assertions of Proposition 2.3.2
that mention E1, in terms of Ct(−), whereas the shifts of the spectral se-
quences mentioned just yield shifts of Cousin complexes. We also note that
replacing the proposition with the corresponding corollary (i.e by its ’Ct(−)-
modification’) would not have simplified the proof substantially; yet under-
standing the proof would have probably become easier.
4. One can also prove a certain analogue of assertion I.4 when g is a
proper morphism of arbitrary relative dimension s. To this end one should
take c = δ(X) − δ(ImX ′) and compare the exact couples corresponding to
λX
′
X [c] (for λ ∈ L) with that for λ
′[s] = (. . . , X ′, X ′, X ′λ
′
s+1, X
′λ′
s+2, . . . ). Note
that the spectral sequence corresponding to lim−→λ′∈L′ EC(X
′, x!H ◦ g!, λ
′[s]) is
closely related to the ’usual’ coniveau spectral sequence for (X, x!H ◦ g!).
5. The author suspects that some analogue of assertion I.3 can be es-
tablished for an arbitrary flat morphism of regular schemes (using Theorem
1.4.1(11)).
Sometimes we will need δ-coniveau spectral sequences for schemes that
are (only) essentially of finite type over S.
Corollary 2.3.4. Let X0 = lim←−Xi be essentially of finite type over S (see
§1.1). Then the following statements are valid.
I There exists a spectral sequence with Epq1 =
∐
x∈X p0
Hq(x) that converges
to Hq(X0) (see Definition 2.3.1(2)).
II Assume that δ(Xi) ≤ d (for some d ≥ 0).
1. Suppose for any l ≥ 0 and x ∈ X l0 we have H
q(x) = 0 for all q > l−d.
Then Hj(X0) = 0 for any j > 0.
2. Suppose for any l and x (as above) we have Hq(x) = 0 for all q < l−d.
Then Hj(X0) = 0 for any j < −d.
Proof. I Obviously, it suffices to construct the spectral sequences in ques-
tion for the connected components of X0; hence we can assume that all Xi
are connected. By Proposition 2.3.2(I.3), in this case the direct limit of δ-
coniveau spectral sequences converging to H∗(Xi) yields a spectral sequence
converging to H∗(X0). It remains to note that the argument that was used in
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the calculation of E∗∗1 in the proof of Proposition 2.3.2(I.1) also easily yields
that the corresponding formula is valid in this case also.
II Immediate from assertion I.
Remark 2.3.5. 1. Actually, we could have modified our construction of δ-
coniveau spectral sequences in Proposition 2.3.2(I.1) so that it would work
in this ’limit’ setting also; cf. Corollary 3.6.2 of [Bon10b] and Proposition
3.2.4 of [Bon13].
2. If there exists an i such that Hr+l−d(x) = 0 for all r 6= 0, l ∈ Z, x ∈ X li ,
then assertion II for this H follows immediately from Proposition 2.3.2(I.1).
We also formulate certain properties of ’stalks’ of cohomology at fields
over S.
Corollary 2.3.6. Assume that an abelian category A satisfies AB5.
I Fix an X0 essentially of finite type over S; j, l ∈ Z.
1. The correspondence H 7→ Hjl (X0) converts coproducts of functors
DMc(S)→ A into A-coproducts.
2. Let F → G→ H be a complex of functors (DMc(S)→ A) that is exact
in the middle if applied to any object of DMc(S). Then the corresponding
complex F jl (X0)→ G
j
l (X0)→ H
j
l (X0) is exact in the middle also.
II For a cohomological H : DMc(S)→ A assume that H
j
l (X0) = {0} for
any l, j ∈ Z and any field X0/S (see §1.1). Then the following statements
are valid.
1. H = 0.
2. Assume that H = DM(S)(−, E) for some E ∈ ObjDM(S). Then
E = 0.
Proof. I It suffices to note that the correspondence H 7→ Hjl (X0) is the direct
limit of the correspondences H 7→ Hjl (Xi) (where X0 = lim←−Xi), whereas for
the latter functors both of the assertions are obviously fulfilled.
II.1. Proposition 2.3.2(I.1) yields that Hjl (X) = 0 for any l, j ∈ Z and
any finite type X/S. In particular, H∗(x!QX(r)) = 0 for any r ∈ Z and
any projective morphism x : X → S (of finite type) such that X is regular.
Hence Theorem 1.4.1(16) yields the result.
2. Immediate from the previous assertion by part 2 of the theorem.
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3 Main results: perverse homotopy t-structures,
cycle modules, and Gersten weight structures
In §3.1 we define thom(−) and prove several properties of these t-structures
(this includes a comparison of thom(S) with the perverse homotopy t-structure
of Ayoub).
In §3.2 we relateHthom(S) to cycle modules over S (as defined in [Ros96]).
In §3.3 we introduce a certain (new) effectivity filtration for DM(S) and
study its properties. It turns out that that there exists a natural version
of thom(S) for the corresponding DM
eff
δ (S) ⊂ DM(S) such that the func-
tors r : DM(S) → DMeffδ (S) (right adjoint to the embedding) and −−1
(generalizing the functor defined by Voevodsky) are t-exact.
In §3.4 we discuss the motivic functoriality of coniveau spectral sequences
and their description in terms of thom(S).
In §3.5 we sketch the proof of the main properties of the Gersten weight
structure on a certain category D(S) of S-comotives. In particular, for a
countable S we obtain a new description of Hthom(S). Besides, the results of
this subsection yield natural proofs of the claims made in the preceding one.
3.1 The definition and main properties of thom
Let us define a t-structure on DM(S) using the preaisle that we have already
considered in Theorem 2.1.2.
Definition 3.1.1. Consider the preaisle generated by {ObjChoweff(S){i}, i ∈
Z} (see Remark 2.1.1(4) and Definition 1.3.4) and denote by thom = thom(S)
the t-structure corresponding to it (see Proposition 1.3.5).
Certainly, this t-structure depends on the choice of δ in the obvious way
(so, we will not include δ in the notation).
Let us establish a characterization of thom in terms of ’stalks’ at fields
over S; this implies several other interesting properties of this t-structure.
Theorem 3.1.2. I. The following statements are valid.
1. Let H ∈ ObjDM(S). Then we have H ∈ DM(S)thom≤0 (resp. H ∈
DM(S)thom≥0, resp. H ∈ DM(S)thom=0) if and only if for X0 running through
all fields over S we have H lj(X0) = {0} for all l > − δ(X0) (resp. for all
l < − δ(X0), resp. for all l 6= − δ(X0); see Definition 2.3.1(2).
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2. thom is non-degenerate.
3. The functor −{r} is t-exact (with respect to thom) for any r ∈ Z.
II Let a : S ′ → S be a finite type morphism. Then the following statements
are valid.
1. a! is t-exact (with respect to thom(S) and thom(S
′)).
2. Assume that a is of relative dimension≤ r. Then a∗DM(S
′)thom(S
′)≥0 ⊂
DM(S)thom(S)≥0 and a∗DM(S
′)thom(S
′)≤0 ⊂ DM(S)thom(S)≤r.
In particular, a∗ is t-exact if a is quasi-finite.
III Let j : U → S be an open immersion, and i : Z → S be the com-
plementary closed embedding. Then thom(S) is the t-structure glued from
thom(Z) and thom(U) (see Definition 1.3.6(2)).
Proof. I.1. It certainly suffices to find out when E ∈ DM(S)thom≤0 and when
E ∈ DM(S)thom≥0.
Theorem 2.1.2(I.2) yields that DM(S)thom≤0 can also be described as the
preaisle generated by MBMS (X)〈d〉{r} for all r ∈ Z, d ≥ 0, and finite type
X over S of δ-dimension d.
Hence for any H ∈ DM(S)thom≥0 we have H lj(X0) = {0} for any field
X0 over S of δ-dimension e and all l < −e (since these ’stalks’ are direct
limits of the corresponding "values" of H , whereas the latter vanish by the
orthogonality axiom of t-structures).
Conversely, if all such H lj(X0) = {0}, then M
BM
S (X){r}[d + 1] ⊥ H for
any r ∈ Z and finite type X/S of δ-dimension d by Corollary 2.3.4(II.2).
Hence applying Proposition 1.3.5(3) we get H ∈ DM(S)thom≥0.
Now, let H ∈ DM(S)thom≤0. Then H lj(X0) = {0} for any l > −e and any
field X0/S of δ-dimension e by Theorem 2.1.2(II.2).
It remains to prove the converse implication (for someH ∈ DM(S)thom≤0).
Let us take the thom-decomposition
H t≤0 → H → H t≥1 → H t≤0[1]
of H . By Corollary 2.3.6(II.2) for G = DM(S)(−, H t≥1) it suffices to prove
that Gir(X0) = {0} for all i, r ∈ Z and all X0/S. According to the "thom-
positive" part of our assertion (that we have just proved) the latter statement
is valid if i ≤ − δ(X0). On the other hand, all the "positive stalks" of H are
zero by our assumption and (as we have already proved) the same is true for
H t≤0[1]; thus applying Corollary 2.3.6(I.2) we conclude the proof.
2. Immediate from the previous assertion combined with Corollary 2.3.6(II.2).
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3. Immediate from the uniqueness of recovering t-structures from preaisles
(see Remark 1.3.3(3) or Proposition 1.3.5) and the fact that −{r} is an
automorphism of DM(S) that restricts to a bijection on the "generators" of
DM(S)thom≤0.
II According to assertion I.1, it suffices to compute the "stalks" of a!H
for H ∈ ObjDM(S) and of a∗H ′ for H ′ ∈ ObjDM(S ′), respectively.
1. Let X0 = lim←−Xi be a field over S
′; assume that Xi are irreducible.
Then the isomorphism of stalks in question is just a part of Proposition
2.3.2(II) (applied to X being one of the Xi and to the twists of H).
2. Proposition 2.3.2(III.1) yields that the stalk of a∗H
j
l at X0/S equals
Hjl (X0 ×S S
′). Hence the statement desired is immediate from Corollary
2.3.4(II).
III By Remark 1.3.7(2), it suffices to note that i∗ = i! and j∗ = j! are
t-exact, whereas the latter facts are given by assertion II.
Remark 3.1.3. 1. Since H 7→ H−el (X0) yields a cohomological functor on
DM(S) that vanishes on DM(S)thom≤−1 and on DM(S)thom≥1 (for any fixed
l ∈ Z and a field X0/S of δ-dimension e, the restriction of this functor to
Hthom(S) is exact (as a functor between abelian categories Hthom(S) and
Q − Vect). Moreover, part I.2 of the theorem immediately yields that the
collection of all of these functors yields an exact conservative embedding of
Hthom(S) into
∐
l,X0
Q−Vect. Certainly, this functor is very far from being
full; so it does not yield a description of Ht. We will discuss a possible way
to "enhance" this functor to a full embedding in the next subsection.
2. Certainly, part II of the theorem (together with Remark 1.3.3(3)) also
yields that a! is right t-exact, and a∗(DM(S)thom(S)≤0) ⊂ DM(S ′)thom(S
′)≤r
for a of relative dimension ≤ r.
3. In Definition 2.2.59 of [Ayo07] a certain analogue of our thom(S) was
defined as follows. Some base scheme (that we will here denote by S0) for
S was fixed, and the t-structure corresponding to the preaisle generated by
x!x
!f !QS0{i}, i ∈ Z was considered, where f : S → S0 is the structure
morphism, x runs through all quasi-projective S-morphisms.
Some properties of this t-structure were established in §2.2 of ibid. for a
general S0. Yet the (full) analogues of assertions II and III of our theorem
were only established under the assumption of the existence of certain alter-
ations, that are available only in the case where S0 is the spectrum of a field
or a discrete valuation ring (see Theorem 2.1.171 of ibid.).
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Moreover, in this situation Proposition 2.2.69 of ibid. yields that it suf-
fices (in order to ’generate’ Ayoub’s t-structure) to consider only those mor-
phisms x that are projective with regular domain. For such an X Theorem
1.4.1(8,11) easily yields that x!x!f !QS0 ∼= M
BM
S (X)〈δ X − δ S0〉. Hence in
this case our thom(S) differs from Ayoub’s perverse homotopy t-structure only
by a shift (that depends on the choice of δ).
4. The previous remark together with Corollary 2.2.94 of [Ayo07] yields
the following: if S is the spectrum of a perfect field F , thom(S) (essentially) co-
incides with the ’usual’ homotopy t-structure on DM(S) considered in ibid.
The latter t-structure was also considered in (Proposition 5.6 of) [Deg11],
whereas Theorem 5.11 of ibid. (along with Lemma 5.5 of ibid. and part
I.1 of our theorem) yields another proof of this coincidence of t-structures
result. Next, the t-structure studied in [Deg11] is compatible with the Vo-
evodsky’s homotopy t-structure on DMeff− (F ) by 5.7(1) of ibid. These ob-
servations together with Theorem 3.1.2(II) justify the name "perverse homo-
topy t-structure" for thom(S) (yet note that the author did not check whether
thom(S) essentially coincides with the Ayoub’s t-structure for a ’more general’
S0).
5. One can easily see (cf. the beginning of §2.2) that our proof Theorem
3.1.2 can be generalized to a more general setting of triangulated motivic
categories (cf. [CiD09]). So, one should consider an arbitrary assignment
X 7→ DM(X) for X running through finite type S0-schemes that satisfies all
properties listed in Theorem 1.4.1 expect (possibly) part 3, and it suffices to
demand part 10 of the theorem to be fulfilled only in the case where X is of
finite type over a field.
In particular, instead of motives with rational coefficients we could have
considered motives whose coefficient ring R is an arbitrary (commutative uni-
tal) Q-algebra. One can also prove similar results for other R provided that
certain analogues of part 15 of the Theorem are known over the correspond-
ing base scheme (it suffices to replace R by R(l) in it, where l runs through
all primes that are not invertible in l; cf. [Deg14], [Bon11], and [Kel13]).
3.2 On the relation to cycle modules
Let us relate the objects of Hthom to cycle modules over S as defined by Rost.
To this end we study the "stalks" of a cohomological functor H : DMc(S)→
A and their "residues" (with respect to S-valuations).
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Definition 3.2.1. For X0 being the spectrum of a field F over S (see §1.1)
we will say that v is an S-valuation of F if it is a discrete (rank one) valuation
on F that yields a codimension 1 subscheme of some irreducible finite type
X/S such that F is the fraction field of X.
We denote the spectrum of the residue field Fv of v by Xv.
If F is a residue field of a finite type X ′/S, we will call v an X ′-valuation
of F if it yields a subscheme ofX ′ of codimension codimX′ X0+1 (so, one may
say that we are only interested in valuations of the first kind; cf. Definition
8.3.18 and the whole §8.3.2 of [Liu02]).
Proposition 3.2.2. Let H : DMc(S) → A be a cohomological functor (for
an AB5 category A) and let X0 be the spectrum of a field F over S; denote
δ(X0) by e; l will denote an integer. Then the following statements are valid.
I.1. We have a natural graded action of the graded Milnor K-theory al-
gebra
⊕
l≥0K
l
M(F )⊗Q on the object
∐
l∈ZH
−e
l (X0).
2. For a morphism m : X ′0 → X0 of spectra of S-fields denote the cor-
responding morphism of fields by m′. Then for any k ∈ KM(F ) we have
H(m) ◦ (k ×X0 −) = m
′(k)×X′0 H(m)(−), where × denotes the action intro-
duced in the previous assertion.
II For a valuation v of F choose some X as in Definition 3.2.1, and define
∂v,l : H
−e
l (X0)→ H
1−e
l (Xv) as the corresponding component of the boundary
morphism E
δ(X)−e,−e
1 → E
δ(X)−e+1,1−e
1 in the δ-coniveau spectral sequence
converging to H∗l (X) (recall that the latter morphism is also a differential of
the Cousin complex C− δ(X)(X, x
!Hl, L) mentioned in Remark 2.3.3(3)).
Then the following statements are valid.
1. ∂v,l does not depend on the choice of X.
2. For any finite type X ′′/S containing (X0, Xv) (i.e. containing the
spectrum of the discrete valuation ring for v) the corresponding component
of the boundary in the δ-coniveau spectral sequence converging to H∗l (X
′′)
equals ∂v,l.
3. Let X1 be a points of X such that δ(X1) = e−1 = δ(X0)−1, but X1 is
not the spectrum of any residue field of F (for an X-valuation). Then for any
l ∈ Z the morphism H−el (X0) → H
1−e
l (X1) corresponding to the δ-coniveau
spectral sequence for H∗l (X), is zero.
III Assume that A = Q − Vect; let X0 be a point of a finite type X/S,
m ∈ H−el (X0).
1. The set of X-valuations of F such that ∂v,l(m) 6= 0, is finite.
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2.
∑
v0,v1
∂v1,l ◦ ∂v0,l(m) = 0. Here we take the sum over the finite set of
pairs (v0, v1) such that v0 is an X-valuation of F , v1 is an X-valuation of Fv0,
∂v1,l◦∂v0,l(m) 6= 0; we consider this sum as an element of
∐
x∈Xcodim
δ(X0)+2
H2−el (x).
Proof. I.1. Similarly to §5 of [Deg08], we note that it suffices to compute
the morphisms between the formal pro-objects MBMS (X0)[e]{l} (cf. §4.1 of
ibid.). The latter are defined as the formal inverse limits lim←−M(Xi)[e]{l}
where lim
←−
Xi = X0 (certainly, this pro-object does not depend on the choice
of the system Xi). Theorem 1.4.1(4,6,14) easily yields
Pro−DMc(S)(M
BM
S (X0)[e]{l},M
BM
S (X0)[e]{l
′}) ∼= lim−→DMc(S)M
BM
S (Xi){l},M
BM
S (Xi){l
′})
∼= lim−→DMc(Xi)(QXi{l},QXi{l
′}) ∼= DMc(X0)(QX0{l},QX0{l
′}).
Now, if F is perfect then the latter group is isomorphic to K l
′−l
M (F ) ⊗ Q
by assertion 3 of the theorem and the well-known relation between motivic
cohomology and Milnor K-groups (see Theorem 4.3.4 of [Deg08] proved by
Suslin and Voevodsky). In order to establish this isomorphism in general (via
replacing F by its perfect closure) it suffices to apply part 9 of the theorem
(note that passing to the perfect closure does not affect K∗M(F )⊗Q).
2. It suffices to note that the arguments above are natural with respect
to morphisms of S-fields.
II.1. It certainly suffices to compare the versions of ∂v,l corresponding
to X ′ with that for its open (dense) subvariety X ′′. Hence (by Remark
2.3.3(3)) the statement is immediate from the corresponding "functoriality"
of the splitting (5) (see Proposition 2.3.2(I.3) and Remark 2.3.3(1)).
2. As we have just noted, Proposition 2.3.2(I.3) yields that the corre-
sponding component of the boundary morphism does not change when we
pass from X to its open subscheme. Thus it remains to note that part I.4 of
the proposition yields a similar compatibility for closed embeddings.
3. Denote by X ′ the closure of X0 in X. Our assertion follows (again)
from the compatibility of coniveau spectral sequences converging to H∗l (X
′)
and to H∗l (X), respectively.
III.1. This is just the condition for the set of all ∂v0,l to define a map
H−el (X0)→
∐
x∈Xcodim
δ(X0)+1
H1−el (x).
2. It suffices to note the following: assertions II.3 and III.1 yield that∑
v0,v1
∂v1,l ◦ ∂v0,l(m) equals the corresponding value of the square of the
boundary for C− δ(X)(X, x!Hl, L).
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Remark 3.2.3. 1. Certainly, for a general A an action of
⊕
l≥0K
l
M(F ) ⊗ Q
on the object
∐
H−el (X0) is just a homomorphism from
⊕
K lM(F ) into the
endomorphism algebra of
∐
H−el (X0).
One can also generalize assertion III.1 of the proposition to the case of a
general A; to this end instead of an element m of H−el (X0) one can consider
a morphism to H−el (X0) from a compact object of A.
2. Certainly, we could have considered
∐
l∈Z,X0/S
H
− δ(X0)+i
l (X0) for any
i ∈ Z. Yet we are mostly interested in those H for which all H− δ(X0)+il (X0)
(and so, the whole Cousin complexes Ci−δ(X)(X, x!Hl, L)) vanish if i 6= 0 (we
could have called an H of this sort a pure cohomology theory; cf. Definition
2.3.3 of [Bon13]). Certainly, if H is (represented by) an object of DM(S),
the latter condition is equivalent to H ∈ DM(S)thom=0; the functor H thom0
produces such a theory from any DM(S)-representable one. For a general
H one can construct a similar "truncation" for it using virtual t-truncations
with respect to the Gersten weight structure; see §3.5 below.
3. We conjecture that the functorHcm : H 7→ (
∐
l∈Z,X0/S
H
− δ(X0)
l (X0),
∐
v,l ∂v,l)
yields an equivalence of Hthom(S) with a certain abelian category of cycle
modules. In the case where S is the spectrum of a perfect field this conjec-
ture (and even its integral coefficient version) is given by Theorem 5.11 of
[Deg11]; Theorem 4.1. of [Deg14] extends the latter result to varieties over
characteristic 0 fields.
In Proposition 3.2.2 we have constructed for the elements ofHcm(DM(S)t=0)
the structure maps mentioned in parts D3,4 of Definition 1.1 of [Ros96]. Con-
structing the maps mentioned in parts D1,2 of loc. cit. is quite simple. Next,
the (analogues of) axioms R1a,b of loc. cit. are quite easy in our setting.
Also, above we have proved the natural analogues of axiom R2a of loc. cit.,
as well as axioms FD and C of Definition 2.1 of ibid. Possibly, some of the
remaining axioms of ibid. have to be adjusted for our setting (this could in-
clude multiplying some of our maps by −1), and some additional conditions
should possibly be invented (if we want to obtain an equivalence of cate-
gories, i.e., a full description of Hthom(S)). One of possible difficulties for
axiom checks could be the studying of ∂v,l in the case where F and Fv do not
lie over a single point of S (especially if their characteristics are distinct). On
the other hand, one can possibly reduce our conjecture to the case where S
is the spectrum of a discrete valuation ring R via an application of Theorem
3.1.2(II,III); moreover, it could be sufficient to consider only the case where
R is a Henselian valuation ring.
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Lastly we note that some of the consequences of the axioms of ibid. seem
to be quite easy to prove in our situation (avoiding those axioms of Rost that
we do not prove here); cf. parts R2d,e of his Definition 1.1.
4. Parts II.2–3 of the proposition immediately yield that Hcm(H) for an
H ∈ DM(S)thom=0 allows the computation of H∗∗ (X) as the cohomology of
the Cousin complex C− δ(X)(X, x!Hl, L) (for any X of finite type over S; cf.
also the proof of part III.2 of the proposition).
5. Note also that for any H ∈ DM(S)thom=0 and any open dense embed-
ding j : U → X of finite type S-schemes of δ-dimension d the corresponding
homomorphism H−d(j) (see Definition 2.3.1(1)) is obviously injective. Cer-
tainly, this is also true for any pure cohomology theory H : DM(S)→ A (see
part 2 of this remark). More generally, H i−d(j) is injective (resp. bijective)
for any pure H whenever X \U is of δ-codimension > i (resp. > i+ 1) in X
(for an i ∈ Z, and j as above).
6. It would certainly be interesting to extend (at least, some of) the results
of the current paper to motives with integral coefficients (or maybe one should
take a coefficient ring containing the inverses to all of the positive residue field
characteristics for some fixed base scheme S0 chosen; cf. [Bon11]). Yet the
author does not know which version of S-motives would be most appropriate
for this purposes (in particular, which of them is related to cycle modules
with integral coefficients). F. Déglise has suggested considering Morel’s τ -
positive part of SH(S) or some its analogue (see Theorem 2.16 of [Deg14])
in this context.
3.3 The δ-effectivity filtration for DM(S)
In the case where S is the spectrum of a perfect field k, Voevodsky (in
[Voe00a]) considered the category DMeff− of so-called motivic complexes.
This is ’almost’ the subcategory of DM(S) generated by Choweff(S) as a
localizing subcategory; thom(S) has a natural analogue t
eff
hom(k) for it (that
was defined earlier than the ’stable’ version). It turns out that some of the
nice properties of DMeff− and t
eff
hom(k) can easily carried out to our relative
setting (though their proofs are quite distinct from the ’old’ ones over perfect
fields).
Let us recall the following well-known fact.
Proposition 3.3.1. Let C be a triangulated category such that the coproduct
of any set of objects of C exists in it; let B ⊂ ObjC be a set of compact
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objects. Denote by D the subcategory of C generated by B as a localizing
subcategory.
Then the inclusion D ⊂ C admits an exact right adjoint.
Proof. By Theorem 8.3.3 of [Nee01] the category D satisfies the following
Brown representability condition: every cohomological functor from D to Ab
that convertsD-coproducts into products of abelian groups is representable in
D. The latter statement easily yields the result (cf. the proof of Proposition
9.1.19 of ibid.).
Now we define a certain category DMeffδ (S) and relate it to the perverse
homotopy t-structure.
Proposition 3.3.2. Denote by DMeffδ (S) the subcategory of DM(S) gener-
ated by Choweff(S) as localizing subcategory.
Denote by teffhom = t
eff
hom(S) the t-structure corresponding to the preaisle
generated by {ObjChoweff(S){i}[j], i ≥ 0, j ≥ 0} (see Definition 1.3.4 and
Proposition 1.3.5(1)).
Then the following statements are valid.
1. Let H ∈ ObjDMeffδ (S).
Then we have H ∈ DM(S)t
eff
hom
≤0 (resp. H ∈ DMeffδ (S)
teff
hom
≥0, resp.
H ∈ DM(S)t
eff
hom
=0) if and only if for X0 running through all fields over S
we have H lj(X0) = {0} for all l > − δ(X0) (resp. for all l < − δ(X0), resp.
for all l 6= − δ(X0); see Definition 2.3.1(2)) and all j ≤ − δ(X0).
2. teffhom is non-degenerate.
3. There exist exact right adjoints r and r1 to the embeddingsDMeffδ (S)→
DM(S) and DMeffδ (S)(1)→ DM
eff
δ (S), respectively.
4. r (resp. the functor −−1 : DM
eff
δ (S) → DM
eff
δ (S); M 7→ M−1 =
r1(M){−1}) is t-exact with respect to teffhom and thom (resp. with respect to
teffhom).
Proof. 1,2: the method of the proof of Theorem 3.1.2(I.1–2) carries over to
this "δ-effective" setting without any difficulty.
3. Immediate from Proposition 3.3.1.
4. Immediate from assertion 1 (recall also Theorem 3.1.2(I.1) in order to
verify the t-exactness of r).
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Remark 3.3.3. 1. It is easily seen that our definition of DMeffδ (S) coincides
with (the rational coefficient version of) the one considered in [Deg11] if S is
the spectrum of a perfect field (and δ is the Krull dimension function).
So, our assertion 4 corresponds to Theorem 5.3 and 5.7(1) of ibid. (where
the corresponding facts were proved for motives with integral coefficients over
a perfect field), whereas assertion 1 is the natural analogue to Proposition
5.6 of ibid. (cf. also Lemma 4.36 and Theorem 5.7 of [Voe00b]).
2. Obviously, the filtration of DMeffδ (S) given by DM
eff
δ (S)(i) (for i ∈
Z) is not exhausting (i.e. there exist S-motives neither of whose twists are δ-
effective). Quite probably it is also not separated (i.e., there exist "infinitely
effective" motives).
On the other hand, the restriction of this ’δ-effectivity filtration’ toDMc(S)
is obviously exhausting. It also seems that the study of the functoriality prop-
erties of our effectivity filtration (that could be quite interesting for itself)
would yield that this restriction is separated (by Noetherian induction on S).
3. One could also have considered for DMeffδ (S) the effective version of
the Chow t-structure tChow forDM(S) defined in §A2 of [Bon14], that is given
by the preaisle generated by {Choweff(S)[j], j ≥ 0} (as a localizing subcat-
egory). It is easily seen from the corresponding "Chow" analogue of part 3 of
the proposition that the functors r and −−1,Chow : M 7→ r1(M)(−1)[−2] are
t-exact with respect to these Chow t-structures. This seems to imply part 4
of our proposition easily.
4. In [CiD09] also certain effective motivic categories over S were con-
structed; they map to DM(S), and so one could define the corresponding
effective parts of DM(S) as the localizing subcategories generated by the
images of these functors. All of these effective subcategories coincide and are
generated by MS(X) for X smooth over S. Now, assume that S is (every-
where) of δ-dimension s ≥ 0. Then our DMeffδ (S) containsMS(X)(s) for all
smoothX/S; yet the author believes that it is not generated by objects of this
type (and so, it is bigger and cannot be described in terms ofMS(−)). Thus,
if we defineDM δbir(S) as the Verdier quotient DM
eff
δ (S)/DM
eff
δ (S)(1), there
will exist a natural comparison functorDMogm(S)→ DM
δ
bir(S) where the cat-
egories DMogm(−) are the ones considered in §5 of [BoS13] (and generalizing
the ones defined in [KaS02]); yet this functor is not invertible for a general
S.
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3.4 On the functoriality of δ-coniveau filtrations and
spectral sequences, and their relation to thom
Now let us relate δ-coniveau spectral sequences and filtrations to those com-
ing from thom. To the opinion of the author, the most natural method for
proving the following proposition uses the Gersten weight structure on S-
comotives (that we will discuss in the next subsection); yet a part of this
statement can be obtained via "more elementary" arguments.
Proposition 3.4.1. Let X,X ′ be finite type S-schemes of δ-dimensions d
and d′, respectively.
I Let H : DMc(S)→ A be a cohomological functor, and let A be an AB5
abelian category.
Then for the δ-coniveau spectral sequences and filtrations introduced in
Proposition 2.3.2(I.1) the following statements are valid.
1. The δ-coniveau filtration F jH∗ on H(MBMS (−)) is DMc(S)-functorial
in the following sense: for any h ∈ DMc(S)(M
BM
S (X
′),MBMS (X)), j ∈ Z,
the morphism H(h) maps F jH(X) into F j+d
′−dH(X).
2. Any h as above is compatible with a certain morphism of the corre-
sponding δ-coniveau spectral sequences ("with a shift by d′ − d"). Moreover,
there exists a method for making these morphisms of δ-coniveau spectral se-
quences (canonical and) functorial starting from E2.
II. Assume (by our usual abuse of notation) that H = DM(S)(−, H) for
some H ∈ ObjDM(S). Then the following statements are valid also.
1. F jH(X) = Im(H thom≤j−d(X)→ H(X)).
2. Starting from E2 the δ-coniveau spectral sequence for H
∗(X) can be ex-
pressed in terms of the spectral sequence Epq1 = (H
thom=q)p(X) =⇒ Hp+q(X)
(cf. Theorem 2.4.2(II) of [Bon10b]).
A sketch of the proof of some of the statements. I. Certainly, it suffices to com-
pare the corresponding exact couples.
Hence in order to establish assertion 1 and the first part of assertion 2 it
suffices to verify the following fact: for any Xλi as in the proof of Proposition
2.3.2(I.1) there exists a choice of X ′λ
′
i such that h extends (non-uniquely) to
a morphism of Postnikov towers P (λ′) → P d
′−d(λ); here the latter tower is
obtained from P (λ) via shifting the sequence of Uλi by d
′ − d. The latter
fact can be (more or less) easily deduced from Theorem 2.1.2(I.2,II.2) via an
argument similar to the proof of the "weak functoriality" of weight decom-
positions and weight Postnikov towers (in Remark 1.5.9(1) of [Bon10a]).
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II Assertion 1 and a part of assertion 2 can easily be established using
some arguments from the proofs of Theorems 4.4.2(6) and 7.4.2 of [Bon10a],
respectively. The whole statement can be established via the method of the
proof of Theorem 4.1 of [Deg13].
3.5 Comotives over S, the Gersten weight structure for
them, and generalized δ-coniveau spectral sequences
Now we sketch the proof of the existence a Gersten weight structure wGer(S)
on a certain triangulated category of comotives over S. The existence of
this weight structure gives a natural proof of Proposition 3.4.1 and also so-
called virtual t-truncations of cohomology theories on DMc(S) (see §2.3 of
[Bon10b]). We do not give detailed proofs of the properties of wGer(S) here
since the applications mentioned do not seem to be extremely interesting.
Yet note that we also obtain a certain new ’description’ of Hthom(S) when
S is countable i.e. if all of its affine subschemes are the spectra of countable
rings (i.e. if S has a Zariski cover by the spectra of some countable rings).
So, we will only explain here that the methods of [Bon13] work in our
(relative) settings; all the necessary definitions and detailed arguments can
be found in ibid. (whereas using the list of definitions in §1.1 of ibid. can
help in locating them). Since the author did not write down the full proofs of
the claims made below (yet), it makes some sense (for a cautious reader) to
assume that S is countable. Indeed, for a countable S the homotopy limits
mentioned below are certainly countable; so that one can "define them on the
triangulated level" and apply the ’crude’ methods of [Bon10b] (that ’almost
do not depend on models for motives’; also pay attention to Remark 2.1.2(3)
of [Bon13]); see also Remark 3.5.2(2,3) below.
As a starting point of our constructions we need a triangulated category
D(S) that is closed with respect to all small products, and contains DMc(S)
as a full cogenerating subcategory of cocompact objects. It order to construct
D(S), let us recall that DM(S) certainly has a model (i.e., it is the homotopy
category of a certain Quillen closed proper stable model category; several
possible models of this sort were constructed in [CiD09]). We can assume that
this model is injective, i.e., that any object is fibrant in it. Moreover, there
exists a model MoS of DM(S) such that the functor MS (see Proposition
2.2.3) comes from a certain functor Cb(SmS)→MoS, and the functor −(−1)
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lifts to an invertible endofunctor of MoS .
So, it is no problem to construct D(S) in question using the methods of
§5.2 of [Bon13] (that heavily rely on the results of [FaI07]). D(S) has sev-
eral nice properties; in particular, its objects are certain homotopy limits of
objects of DM(S) and the Tate twist lifts (from DMc(S)) to an exact autoe-
quivalence of D(S). Next, using the results of §2.2 of [Bon13] one can con-
struct on D(S) a weight structure "cogenerated" by ∪i∈ZObjChoweff(S){i}.
The heart of wGer(S) is cogenerated by (twisted and shifted) comotives of
fields over S. For such an X0/S one can easily construct the corresponding
MBMS (X0) ∈ ObjD(S) as follows: consider a smooth connected S-scheme
X of relative dimension s such that X0 is a point of X and consider the
homotopy limit ofMU
α
x
S (T
α
x )〈−s〉 where the direct limit is taken for all open
neighbourhoods Uαx of X0 in X and T
α
x = clUαx X0 (note that the connecting
maps between variousMU
α
x
S (T
α
x ) "lift to the model level"!). Arguing similarly
to Proposition 2.2.3(II.5,6) one can prove that the object constructed this
way does not depend on the choice of X (at least, up to an isomorphism).
Moreover, one can similarly defineMBMS (Y ) for any localization Y of a finite
type S-scheme, as well as the homotopy limit (with respect to λ running
through L) of the Postnikov towers P (λ) used in the construction of coniveau
spectral sequences in the proof of Proposition 2.3.2(I.1). We will denote
homotopy limits of this type just by lim
←−
.
Now we are able to formulate the main properties of wGer(S).
Proposition 3.5.1. 1. D(S)wGer(S)≤0 =
⊥(∪i∈ZChow
eff(S){i}[1]).
2. {j} is wGer(S)-exact for any j ∈ Z.
3. MS(Y ) ∈ D(S)wGer(S)≥−e for Y being a an essentially finite type S-
scheme of δ-dimension e.
4. The heart HwGer(S) is equivalent to the Karoubization of the category
of all
∏
iM
BM
S (X
i
0)(ji)[ji + di] for X
i
0 running through fields over S,
di = δ(X
i
0), ji ∈ Z.
5. For X of finite type over S, δ(X) = d, the tower lim←−λ∈L P (λ)[d]
′ (we
simply shift all the objects of the tower by [d]; see the discussion pre-
ceding this proposition for the construction of the tower) is a weight
Postnikov tower for MBMS (X)[d].
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6. For any cohomological functor H ′ : DMc(S) → A (A is an AB5-
category) we consider its extension to a functor H : D(S) → A via
the method mentioned in Proposition 4.1.1 of [Bon13]. In particular,
we do so for the functor DM(S)(−,M) (from DMc(S) to Q − Vect)
for all M ∈ ObjDM(S).
Then the collection of these functors yields a nice duality ΦS : (D(S))
op×
DM(S)→ Q− Vect such that wGer(S) ⊥ΦS thom(S).
7. For any extended cohomological functor H : D(S)→ A the weight spec-
tral sequence T = T (M,H) (M ∈ ObjD(S)) corresponding to wGer(S)
is functorial in H and is D(S)-functorial in M starting from E2. In
the case where M =MBMS (X) for a finite type X/S of δ-dimension d,
one can choose T to be the shift of the corresponding δ-coniveau spectral
sequence by d (see Proposition 2.3.2(I.1,4))
We will call such a T a generalized δ-coniveau spectral sequence (as we
also did in [Bon13]).
8. The category of pure extended cohomological functors from D(S) to an
abelian A (satisfying AB5) is naturally equivalent to the category of
those contravariant additive functors HwGer(S) → A that convert all
HwGer(S)-products into coproducts.
9. For any N ∈ ObjDM(S) the generalized δ-coniveau spectral sequences
for the functor ΦS(−, N) can be D(S)-functorially expressed in terms
of the thom(S)-truncations of N starting from E2 (cf. Proposition 2.4.3
of ibid.).
Proof. Assertion 1 is essentially just the definition of wGer(S); it immediately
implies assertion 2.
Assertion 3 can be proved via the method of the proof of Proposition 3.2.6
of [Bon13] (cf. also the proof of Proposition 2.3.2(I.1) above). Assertion 4
can be deduced from it similarly to the proof of Theorem 3.3.1(7) of [Bon13].
It easily yields assertion 5 (cf. ibid.).
The natural analogues of the remaining assertions are Propositions 4.4.1(I.1,II),
4.3.1, 4.6.1, and Corollary 4.4.3 of ibid. respectively; their proofs can be car-
ried over to our setting without any problems.
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Remark 3.5.2. 1. It could be quite interesting to construct various con-
necting functors between D(−) and study their weight-exactness. Most
of these functors should be extensions of certainDMc-ones; so one needs
certain lifts of the latter to the model level.
Possibly, the author will study this matter in future. He believes that
all the functors of the type f! (for a finite type f) as well as g∗ for a
quasi-finite g are weight-exact (cf. Theorem 3.1.2(II)).
2. We conjecture that the following analogue of Corollary 4.6.3 of [Bon13]
is valid: Hthom(S) is equivalent to the category of those contravariant
additive functors HwGer(S) → Q − Vect that convert all HwGer(S)-
products into coproducts.
The problem here is to prove that any such additive functor is repre-
sentable (via ΦS) by an object of DM(S) (since in contrast to loc. cit.
it usually does not come from a sheaf for any Grothendieck topology
for S-schemes). Still in the case where S is countable (in the sense
described in the beginning of this subsection; if this is the case, then
morphisms sets and the number of isomorphism classes of objects in
DMc(S) are certainly countable) then the representability assertion in
question certainly follows from of Theorem 5.1 of [Nee97] that yields
that any cohomological functor DMc(S) → Q− Vect is representable
by an object of DM(S).
Our conjecture could be useful for the study of Hthom and its relation
to cycle modules.
3. Theorem 5.1 of [Nee97] also simplifies the construction of "comotivic"
functors (between various D(−)) over countable base schemes; in par-
ticular, it could be applied to the study of Borel-Moore motives of
localizations of finite type S-schemes.
4. The proof of Proposition 3.5.1(7) certainly uses assertion 5 of the propo-
sition, which is a consequence of assertion 3. So, the following alterna-
tive plan of the proof of assertion 7 could be useful for our setting; the
argument can also be applied in other (related) contexts (this includes
realizations mentioned in the next part of this remark).
Theorem 2.1.2(I.2) immediately yields assertion 3 of Proposition 3.5.1
in the case where Y is a finite type S-scheme. Moreover, Theorem
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2.1.2(II.2) implies that MBMS (X0)[e] ∈ D(S)w≤0 for any field X0/S of
δ-dimension e. Fix a finite type X/S of δ-dimension d and consider
some λ0 ∈ L for it (see the proof of Proposition 2.3.2(I.1)). Then a
(more or less) easy argument (cf. the proof of Proposition 2.7.2(2) of
[Bon10b]) yields that for any choice of a weight Postnikov tower P (X)
forMBMS (X)[d] the obvious morphism lim←−λ∈L P (λ)[d]→ P (λ0)[d] (non-
uniquely) factors through P (X).
Now let H be a cohomology theory obtained via the extension proce-
dure mentioned in Proposition 3.5.1(6). Then H∗ converts homotopy
limits into inductive limits; hence the inductive limits of the spectral
sequences obtained via applying H∗ to P (λ)[d] (i.e. the shifted δ-
coniveau spectral sequence for H∗(X)) is isomorphic to the spectral
sequence coming from H∗ and lim
←−λ∈L
P (λ)[d]. Hence this shifted δ-
coniveau spectral sequence is a retract of the one obtained via applying
H∗ to P (X) i.e. of the corresponding Gersten-weight spectral sequence.
This immediately yields that the induced Gersten-weight filtration for
H∗(X) coincides with the δ-coniveau one (up to a shift by d).
With somewhat more effort one can also prove that the shifted δ-
coniveau spectral sequence mentioned is actually isomorphic to the
Gersten-weight one starting from E2. Indeed, it suffices to compare
the D-terms of the derived exact couples (for the spectral sequences in
question). Now, the ’Gersten-weight’ D2-terms are given by the virtual
t-truncations of H∗; the latter functors (also) convert homotopy limits
into inductive limits (see Remark 4.4.4(4) of [Bon13]). Hence one can
apply an argument similar to the one used in the proof of Theorem
7.4.2 of [Bon10a] to obtain the following statement: the D2-terms of
our shifted δ-coniveau spectral sequence calculate the corresponding
values of Gersten-weight virtual t-truncations of H∗ indeed.
5. Assume that we have a realization of DM(−) (cf. §17 of [CiD09]) i.e.
a system of triangulated categories DM ′(X) for X running through
reasonable schemes (over certain fixed base scheme S) that is equipped
with the connecting functors of the type f ∗, f∗, f !, and f! (cf. Theorem
1.4.1) and a 2-functorH(−) : DM(−)→ DM ′(−) ’respecting’ all of the
connecting functors (cf. Theorem 2.4.1(I) of [Bon15]). Under certain
(quite reasonable) conditions H also yields a 2-functor HD from D(−)
to the 2-category D′(−) (whose definition is similar to the definition of
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D(S) discussed above; we take H(DMc(S)) = DM ′c(S) as the system
of cocompact cogenerating objects of D′(S)).
Next, we can certainly define a weight structure wGer′(S) forD′(S) that
is "cogenerated by"H(∪i∈ZChoweff(S){i}); we haveHD(S)(D(S)wGer(S)≥0) ⊂
D
′(S)wGer′(S)≥0. For a cohomological functor G from DM
′
c(S) to an
abelian AB5 category A denote G ◦ H(S) by F . Then for any M ∈
ObjDMc(S) (or ∈ ObjD(S)) Proposition 2.7.3(II) of [Bon10b] yields
a morphism from the wGer(S)-weight spectral sequence converging to
the F -cohomolgy of M to the wGer′(S)-one for the G-cohomology of
H(S)(M); this morphism is canonically defined starting from E2 (here
we denote the corresponding ’comotivic’ extensions of G and F by G
and F , also). In particular, we have a comparison statement for the
induced ’Gersten-weight’ filtrations.
Certainly, the most interesting situation is when these morphisms of
spectral sequences (and filtrations) are isomorphisms (starting from E2;
thus, wGer′(S)-weight spectral sequences and filtrations can be used for
the computation of the generalized δ-coniveau ones). Using the argu-
ments described above one can easily prove that this is always the case
if the natural analogue of Theorem 2.1.2(II.1) holds in DM ′(S) (since
it implies the weight-exactness of H(S)). The author hopes that this
observation can shed some light on the Hodge and Tate standard con-
jectures (certainly, to this end one should find appropriate realizations
for DM(−)); this idea seems to be closely related to Remark 8.14 of
[Sai91].
6. In [Bon10b] (and in [Bon13]) it was proved that the heart of the cor-
responding Gersten weight structure also contains the twisted como-
tif (resp. prospectrum) for an arbitrary semi-local essentially smooth
affine scheme T over the base field; this implies several splitting re-
sults for the comotives (resp. prospectra) of function fields and their
cohomology. It seems that the corresponding fact for T/S is wrong in
general (unless T actually lies over a field over S; probably, this ’nega-
tive’ statement can be deduced from the main result of [Ayo06]). This
is one of the reasons for the author for not giving the full proofs of the
claims of this subsection.
7. One can also consider the Chow weight structure on D(S); this is the
weight structure "cogenerated by" Chow(S) ⊂ DMc(S) ⊂ D(S). We
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will call the corresponding spectral sequences and filtrations Chow-
weight ones (as we did in [Bon14]; cf. also §4.7 of [Bon10b]).
In order to compare this weight structure with the Gersten one, one
should restrict both of them to the "effective" subcategory Deff(S) of
D(S) i.e. to the subcategory cogenerated by Choweff(S) (cf. Propo-
sition 3.3.2). For the corresponding restrictions we obviously have
D
eff(S)wChow(S)≥0 ⊂ D
eff(S)wChow(S)≥0. Hence one can easily carry
over the results of §4.8 of [Bon10b] to this setting. In particular, for
any M ∈ ObjDeff(S) and a cohomological H : Deff(S)→ A there ex-
ist a morphism from the wChow(S)-weight spectral sequence for (H,M)
to the corresponding wGer(S)-one (i.e. to the generalized δ-coniveau
one). In particular, one can take M = MS(X)(s) for a smooth X/S
here, where s is the δ-dimension of S.
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