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We introduce a new method for the computation of the transition moments between
the excited electronic states based on the expectation value formalism of the coupled
cluster theory (XCC) [B. Jeziorski and R. Moszynski, Int. J. Quant. Chem. 48,
161 (1993)]. The working expressions of the new method solely employ the coupled
cluster operator T and an auxiliary operator S that is expressed as a finite commu-
tator expansion in terms of T and T †. In the approximation adopted in the present
paper the cluster expansion is limited to single, double, and linear triple excitations.
The computed dipole transition probabilities for the singlet-singlet and triplet-triplet
transitions in alkali earth atoms agree well with the available theoretical and exper-
imental data. In contrast to the existing coupled cluster response theory, the matrix
elements obtained by using our approach satisfy the Hermitian symmetry even if the
excitations in the cluster operator are truncated, but the operator S is exact. The
Hermitian symmetry is slightly broken if the commutator series for the operator S
are truncated. As a part of the numerical evidence for the new method, we report
calculations of the transition moments between the excited triplet states which have
not yet been reported in the literature within the coupled cluster theory. Slater-type
basis sets constructed according to the correlation-consistency principle are used in
our calculations.
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I. INTRODUCTION
Response of a system to external perturbations is described by linear, quadratic, and
higher-order response functions.1–3 Many physical observables such as transition probabil-
ities, dynamic polarizabilities, hyperpolarizabilities, and lifetimes are defined through the
response functions or can be derived from the response functions. Until recently, proper-
ties of the excited electronic states were not easily available in high-resolution experiments,
but with the advances of new spectroscopic techniques in the hot pipe4? –7 and ultracold
experiments,8–12 more and more accurate experimental data become available and possibly
need theoretical interpretation. Theoretical information about the transition moments be-
tween the excited states is also necessary to propose new routes to obtain molecules in the
ground rovibrational state (see, e.g., Ref. 13). Last but not least, excited states properties
define the asymptotics of the excited state interaction potentials,14 and play an unexpectedly
important role in the dynamics of nuclear motions in the presence of external fields.15
The properties of the excited states, e.g., polarizabilities, transition strengths, and life-
times can be obtained from limited multiconfiguration interaction theory, but this approach
inherently suffers from the size inconsistency problem. Applying the size consistent cou-
pled cluster (CC) formalism to the response function opens up a possibility of an accurate
description of molecular properties with an affordable computational cost for medium size
molecules. In the 1990s Jørgensen and collaborators formulated the CC response theory,16,17
based on the coupled cluster generalization of the Hellmann-Feynman theorem where the
average value is replaced by a transition expectation value with respect to the coupled clus-
ter state. However, in this theory the necessary Hermiticity condition required from the
transition moments is not satisfied, and in some cases this leads to unphysical numerical
results.
In the present study we focus on the molecular properties that can be obtained from
the quadratic response function, 〈〈X;Y, Z〉〉ωY ,ωZ . The latter describes the response of an
observable X to perturbations Y and Z oscillating with the frequencies ωY and ωZ , respec-
tively. In the exact case the transition moment T XLM between the excited states L and M
can be computed from the double residue of the quadratic response function
lim
ωY→−ωL
(ωL+ωY ) lim
ωZ→ωM
(ωM−ωZ)〈〈X;Y, Z〉〉ωY ,ωZ = T Y0L(T XLM−δLM 〈Ψ0| X |Ψ0〉)T ZM0, (1)
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where T Y0L and T ZM0 are transition moments between the ground and excited sates, and ωK
is the excitation energy of the state K. Note that the Kronecker delta term δLM appearing
in the above expression is responsible for the cancellation of the disconnected terms in
the quadratic response function as in the standard third-order perturbation theory. When
L 6= M , and this is always the case, this term simply vanishes. For different L and M states
the transition strength SLM is defined as
SLM = |TLM |2. (2)
The transition moments are necessary to compute the transition probabilities18
ALM =
1
3
16pi3
3h0λ3
SLM , (3)
where 0 is the vacuum permittivity, λ is the wavelength, h is the Planck constant, and SLM
is the transition strength. The lifetime18 of a state L is defined as
τL =
1∑
K ALK
. (4)
There exists two coupled cluster approaches for the computation of the transition mo-
ments between the ground and excited states, the linear response coupled cluster theory
(LRCC) of Koch et al.16,17,19,20 and the coupled cluster expectation value formulation of
the linear response function (XCC) of Tucholska et al.21 As already stated above, for the
transition moments between the excited states, the only available approach is based on the
quadratic response coupled cluster (QRCC) theory of Koch et al.16,17,19,20 In the present
work we generalize the approach of Refs. 22 and 21 to the calculation of transition prop-
erties between the excited states. The transition moments, T XLM , where L and M denote
the singlet or triplet excited states, are extracted from the response function to compute
lifetimes and transition probabilities.
In the exact theory, the transition moments are Hermitian
T XLM = (T XML)?, (5)
but this relation is violated by the existing QRCC method, in some cases to a large de-
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gree, when the cluster operator is truncated at some excitation level. In extreme cases this
leads to non-physical, negative transition strengths which will be discussed in detail in the
remaining part of this work. Recently, a new approach to the problem has been proposed,
where molecular properties are computed as derivatives of the eigenvalues of a Hermitian
eigenproblem.23 This approach should apparently remove the inaccuracies and inconsisten-
cies of the QRCC theory. However, numerical results for this method are not yet available
and we cannot assess its accuracy. Therefore, we will restrict our comparisons to the original
QRCC theory.
This paper is organized as follows. In sections IIA and IIB we derive the formula for
the XCC transition moments between the excited states. In section II C we present the
truncations and approximations used in this work. In section III we report numerical results
for the transition moments and lifetimes of the Mg and Sr atoms, and for the Mg2 molecule.
First, we present the comparison of our results with the QRCC method (subsection III B),
next we compare our results with the available theoretical and experimental data (subsection
III C) and finally, we investigate the Hermiticity violation in the XCC and QRCC methods
(subsection IIID). In section IV we conclude our paper.
II. THEORY
A. Basic definitions
In the CC theory the ground state wave function Ψ0 is represented by the exponential
Ansatz Ψ0 = eTΦ, where the cluster operator T is given by the sum of n-tuple excitation
operators Tn,
T =
N∑
n=1
Tn, (6)
Tn =
1
n!
N∑
µn
tµnµn, (7)
µn = EaiEbj · · ·Efm is the product of spin-free excitation operators. Φ is the Slater deter-
minant built of the occupied orbitals, and N is the number of electrons. Throughout the
work, the indices a, b, c . . . and i, j, k . . . denote virtual and occupied orbitals, respectively,
and p, q, r . . . are used in summations over all orbitals. In practical applications the operator
T is truncated to make the CC calculation computationally feasible.
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The expectation value of an observable X in the XCC theory is given by the explicitly
connected, size-consistent expression introduced by Jeziorski and Moszynski 24
〈
eTΦ
∣∣∣ X ∣∣∣eTΦ〉
〈eTΦ|eTΦ〉 = 〈Φ|e
S†e−TXeT e−S
†Φ〉. (8)
See also the seminal work of Čížek? ? and other formulations of the CC expectation value
problem? ? ? ? ? ? ? ? . The auxiliary operator S is defined as
|eSΦ〉 = |e
T eT
†Φ〉
〈eTΦ|eTΦ〉 , S = S1 + S2 + . . .+ SN , (9)
and Sn is expressed as24
Sn = Tn − 1
n
Pˆn
(∑
k=1
1
k! [T˜
†, T ]k
)
− 1
n
Pˆn
(∑
k=1
∑
m=0
1
k!
1
m! [[S˜, T
†]k, T ]m
)
,
(10)
where
T˜ =
N∑
n=1
nTn, S˜ =
N∑
n=1
nSn, (11)
and [A,B]k is a k-tuply nested commutator. The superoperator Pˆn(X) yields the n-tuple
excitation part of X
Pˆn(X) = 1
n!
∑
µn
〈µ˜n|X〉µn, (12)
where for simplicity we introduce the following notation 〈A|B〉 = 〈AΦ|BΦ〉. The symbol µ˜n
is used to indicate the use of the biorthonormal basis 〈µ˜n|νm〉 = δµnνm . For the single and
double excitation manifold we use the basis proposed by Helgaker, Jørgensen, and Olsen,27
and for the triply excited manifold we employ the basis proposed by Tucholska et al.21
The formula for S is a finite expansion, though it contains terms of high order in the
fluctuation potential.24 To find the exact S operator one requires an iterative procedure.
However, S can efficiently be approximated while retaining the size-consistency. In our
previous work,21 we presented a hierarchy of approximations and assessed their accuracy.
Let Sn(m) denote the n-electron part of S, where all available contributions up to the order
m in the fluctuation potential are accounted for. In the computations based on the CC3
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model (single, double, and linear triple excitations), we employ
S1(3) = T1 + Pˆ1
(
[T †1 , T2]
)
,
+ Pˆ1
(
[T †2 , T3]
)
,
S2(3) = T2 +
1
2Pˆ2
(
[[T †2 , T2], T2]
)
,
S3(2) = T3,
(13)
where the CC3 equations for T1, T2 and T3 are given by Koch et al.25 It should be noted
that we take S3 = T3 from the CC3 theory and no additional terms from Eq. (10), hence we
only include terms of the second-order in S3. In the instances where the underlying model
of the wave function is CCSD (coupled cluster limited to singles and doubles excitations),
we employ S = S1(3) + S2(3) neglecting the terms including T3.
The exact quadratic response function can be written as the sum over states
〈〈X;Y, Z〉〉ωY ,ωZ = PXY Z
∑
K=1
N=1
〈Ψ0| Y |K〉 〈K| X − 〈Ψ0| X |Ψ0〉 |N〉 〈N | Z |Ψ0〉
(ωK + ωY )(ωN − ωZ) , (14)
where K and N run over all possible excitations, and |Ψ0〉 is the ground state. The action
of the permutation operator PXY Z yields six distinct contributions to 〈〈X;Y, Z〉〉ωY ,ωZ with
the indices X, Y , and Z being interchanged.
B. XCC transition moments
The exact transition moment between the excited states L and M (L 6= M) can be
identified from the double residue of the quadratic response function20
lim
ωY→−ωL
(ωL + ωY ) lim
ωz→ωM
(ωM − ωZ)〈〈X;Y, Z〉〉ωY ,ωZ
= 〈Ψ0| Y |L〉 〈L| X − 〈Ψ0| X |Ψ0〉 |M〉 〈M | Z |Ψ0〉 = T Y0LT XLMT ZM0.
(15)
To obtain T XLM in XCC theory we express 〈〈X;Y, Z〉〉ωY ,ωZ by using the XCC formalism and
take the limit of Eq. (15).
Let us introduce the coupled cluster parametrization of the quadratic response function.
6
The first order wave function Ψ(1)(ω) is expressible through the resolvent Rω,
Ψ(1)(ωV ) = RωV |Ψ0〉, V = Y or Z (16)
Rω =
∑
N=1
|N〉〈N |
ωN + ω
. (17)
Using these definitions, the expression for the quadratic response function, Eq. (14), can be
reformulated as follows
〈〈X;Y, Z〉〉ωY ,ωZ = PXY Z〈Ψ(1)(ωY )|X0|Ψ(1)(−ωZ)〉, (18)
where X0 = X − 〈X〉 and 〈X〉 = 〈Ψ0|X|Ψ0〉. The normalized ground state wave function
in the coupled cluster parametrization is given by
|Ψ0〉 = |e
TΦ〉
〈eTΦ|eTΦ〉 12 . (19)
The first order wave function Ψ(1)(ω) in the coupled cluster parametrization is given by the
operator Ω(ω) = Ω1(ω) + Ω2(ω) + . . ., of the same structure as the operator T , acting on
Ψ0,22
|Ψ(1)(ω)〉 = (Ω0 + Ω(ω)) |e
TΦ〉
〈eTΦ|eTΦ〉 12 , Ω0 = −
〈
Ψ0
∣∣∣Ω(ω)Ψ0〉, (20)
where Ω0 is a number to ensure the orthogonality of Ψ(1) to Ψ0. The excitation operator
Ω(ω) can be found from the following equation22,26
〈
µ
∣∣∣[e−THeT ,Ω(ω)] + ωΩ(ω) + e−TXeT〉 = 0. (21)
We express the excitation operator ΩY (ω) in the basis of the right eigenvectors rN of
the CC Jacobian matrix Aµnνm =
〈
µ˜n
∣∣∣[e−THeT , νm]〉, using the transformation from the
molecular orbital basis µn to the Jacobian basis rN
µn =
∑
N
L?µnNrN (22)
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ΩY (ω) =
∑
N
∑
n=1
∑′
µn
L?µnNOYµn(ω)rN
=
∑
N
OYN(ω)rN .
(23)
where ∑′µn stands for restricted summation over non-redundant double excitations ai ≥ bj
and triple excitations ai ≥ bj ≥ ck. We obtain the amplitudes OYN(ω) in terms of the right
eigenvector rN , by projecting Eq. (21) onto the left eigenvector lN of the Jacobian
OYN(ωY ) = −
〈
lN
∣∣∣e−TY eT〉
ωN + ωY
. (24)
By inserting Eq. (20) into Eq. (18) we arrive at
〈〈X;Y, Z〉〉XCCωY ,ωZ =
PXY Z
(
〈(ΩY0 + ΩY (ωY ))Ψ0|X0|(ΩZ0 + ΩZ(−ωZ))Ψ0〉 =〈
ΩY (ωY )eT |eT
〉
〈eT |eT 〉
〈
eT |ΩZ(−ωZ)eT
〉
〈eT |eT 〉
〈
eT
∣∣∣ X0 ∣∣∣eT〉
〈eT |eT 〉
−
〈
ΩY (ωY )eT |eT
〉
〈eT |eT 〉
〈
eT
∣∣∣ X0 ∣∣∣ΩZ(−ωZ)eT〉
〈eT |eT 〉
−
〈
eT |ΩZ(−ωZ)eT
〉
〈eT |eT 〉
〈
ΩY (ωY )eT
∣∣∣ X0 ∣∣∣eT〉
〈eT |eT 〉
+
〈
ΩY (ωY )eT
∣∣∣ X0 ∣∣∣ΩZ(−ωZ)eT〉
〈eT |eT 〉
)
, (25)
where ΩV (ωV ) is solution of Eq. (21) with X = V and ω = ωV . Further algebraic manipu-
lations are carried out by using the following identities
[eT ,Ω] = 0, (26)
e−S
†Φ = Φ, (27)
XΦ = 〈X〉Φ + Pˆ(X)Φ, (28)〈
eT
∣∣∣ X ∣∣∣eT〉
〈eT |eT 〉 = 〈e
S†e−TXeT e−S
†〉, (29)
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so that the final expression for 〈〈X;Y, Z〉〉XCCωY ,ωZ reads
〈〈X;Y, Z〉〉XCCωY ,ωZ =
PXY Z
(〈
(Pˆ(e−SeT †ΩY (ωY )e−T †eS)
∣∣∣eS†e−T (X0)eT e−S†Pˆ(e−S†ΩZ(−ωZ)eS†)〉). (30)
Therefore, by using the eigenvectors and eigenvalues of the CC Jacobian one can express
〈〈X;Y, Z〉〉XCCωY ,ωZ as follows
〈〈X;Y, Z〉〉XCCωY ,ωZ = PXY Z
∑
K=1
N=1
(
OYK(ωY )
)?
OZN(−ωZ)
〈
κ(rK)
∣∣∣eS†e−TX0eT e−S† ∣∣∣η(rN)〉
=
∑
K=1
N=1
〈
e−TY eT
∣∣∣lK〉
ωK + ωY
〈
lN
∣∣∣e−TZeT〉
ωZ − ωN
〈
κ(rK)
∣∣∣eS†e−TX0eT e−S†∣∣∣η(rN)〉,
(31)
where
κ(rN) = Pˆ
(
e−SeT
†
rNe
−T †eS
)
,
η(rN) = Pˆ
(
eS
†
rNe
−S†) . (32)
Finally, the double residue from the quadratic response function is given by
T Y0LT XLMT ZM0 = limωY→−ωL(ωL + ωY ) limωZ→ωM(ωM − ωZ)〈〈X;Y, Z〉〉ωY ,ωZ
=
〈
e−TY eT
∣∣∣lL〉〈κ(rL)∣∣∣eS†e−TX0eT e−S† ∣∣∣η(rM)〉〈lM ∣∣∣e−TZeT〉. (33)
We derived our formula for the residue of the quadratic response function, so we have to
consider the whole right hand side of Eq. (33). Thus, we cannot identify the middle factor
on the right hand side of Eq. (33) as T XLM . To extract T XLM from Eq. (33), we divide both
sides by |T Y0LT ZM0| =
√
|T Y0L|2|TZM0|2, where
|T Y0L|2 =
〈
e−TY eT
∣∣∣lL〉〈κ(rL)∣∣∣η(rL)〉〈lL∣∣∣e−TY eT〉. (34)
Eq. (34) is derived by taking double residue of 〈Ψ(1)(ωY )|X|Ψ(1)(−ωZ)〉 with L = M and
Y = Z. For the exact wave function |T Y0L|2 = 〈0| Y |L〉 〈L| Y |0〉 This quantity is then used
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to extract T XLM from the double residue of the quadratic response function
T XLM = ±
〈0| Y |L〉 〈L| X0 |M〉 〈M | Z |0〉√
〈0| Y |L〉 〈L|L〉 〈L| Y |0〉 〈0| Z |M〉 〈M |M〉 〈M | Z |0〉
= ±
lim
ωY→−ωL
(ωL + ωY ) lim
ωz→ωM
(ωM − ωZ)〈〈X;Y, Z〉〉ωY ,ωZ√
|T Y0L|2|TZM0|2
.
(35)
The ± sign results from taking the square root of |T Y0L|2. This fact is of no concern as both
T XLM and T XML have identical denominators and we compute the transition strengths which
are products T XLMT XML.
The final expression for TXLM in the XCC theory is given by
T XLM = ±
ξYL
〈
κ(rL)
∣∣∣eS†e−TX0eT e−S†η(rM)〉ξZM√
ξYL 〈κ(rL)|η(rL)〉 (ξYL )?ξZM 〈κ(rM)|η(rM)〉 (ξZM)?
= ±
〈
κ(rL)
∣∣∣eS†e−TX0eT e−S†η(rM)〉√
〈κ(rL)|η(rL)〉 〈κ(rM)|η(rM)〉
,
(36)
where
ξZM =
〈
lM
∣∣∣e−TZeT〉. (37)
Note that our formula for T XLM is expressible solely in terms of commutators. Therefore, it
is automatically size-consistent no matter the level of truncation of the T and S operators.
Alternatively, one can use the identities (26) — (29) to obtain
T˜ XLM = ±
〈
η(rL)
∣∣∣e−SeT †X0e−T †eSκ(rM)〉√
〈κ(rL)|η(rL)〉 〈κ(rM)|η(rM)〉
. (38)
It is easy to notice that as long as
T XLM = T˜ XLM (39)
the Hermiticity relation T XLM = (T XML)? is satisfied. Eq. (39) is true for any truncated T
operator, and the exact S operator. This follows from the fact that in the derivation of
the expression for T XLM we used the definition from Eq. (9) which is valid only for the exact
S operator.24 Thus, the Hermiticity relation does not hold for an approximate S operator.
However, the deviations from the exact symmetry are very small (see section IIID).
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C. Approximations
In order to obtain computationally tractable expressions for the transition moments we
employ several levels of approximations to Eq. (36). There are three issues that we need
to address in this equation: the level of truncation of the operator T , operator S, and of
the multiply nested commutators resulting from the Baker-Campbell-Hausdorff expansion.
We already stated that we employ the operator T from the CCSD/CC3 theory, and that we
employ the approximate operator S defined by Eq. (13). To establish the best approximation
of the multiply nested commutators we performed the following procedure. We derived the
orbital expressions separately for SXLM(m) = (T XLMT XML)(m), m ∈ (0, 1, 2, 3, 4) where m is
the leading-order in the many-body perturbation theory (MBPT). We computed transition
strength SXLM(m)/SXLM(4) for the selected singlet and triplet transitions in the Mg and Sr
atoms. In Fig. (1) we plotted the obtained transition strengths (normalized to SXLM(4) for
more clear view) versus the MBPT order m. We studied the behavior of the numerical
values of the transition strength with the increase of the MBPT order and concluded that
in every case the results converge to the numerical limit with the inclusion of third-order
terms. Therefore in all our computations we approximate the XCC transition strength to
the third order in MBPT. It should also be mentioned that due to the computational limits
for larger basis sets we discarded terms that scaled as N7, with N being a measure of the
system size. We tested that those terms were of negligible importance. We want to clearly
state here that the only approximation responsible for possible Hermiticity violation in XCC
transition strength expression is the truncation of the operator S.
III. NUMERICAL RESULTS
A. Basis sets
Slater-type orbitals (STOs) used in this work were constructed according to the correlation-
consistency principle,28 similarly as by Lesiuk et al. 29 for the beryllium atom. The only
difference in the procedure is that the exponents ζ were chosen according to the well-
tempered formula, (ζil = αl + βli + γli2/n + δli3/n2), where n is the number of basis set
functions for a given angular momentum, l. After some numerical experimentation, the
value of δl was set equal to zero for l > 2. A detailed composition of the STOs basis sets is
11
0 1 2 3 4
m
0.9
1.0
1.1
1.2
1.3
1.4
1.6
1.8
2.0
2.2
S
X L
M
(m
)
S
X L
M
(4
)
Mg : 3s4s 3S− 3s3p 3P
Mg : 3s4s 1S− 3s3p 1P
Mg : 3s5s 1S− 3s3p 1P
Mg : 3s5s 1S− 3s4p 1P
Sr : 5s6s 1S− 5s5p 1P
Sr : 5s5p 1P− 5s4d 1D
Sr : 5s6s 3S− 5s5p 3P
FIG. 1: Convergence of the XCC transition strengths with the MBPT order (m) for
transition dipole strengths for Mg and Sr atoms. The T amplitudes are at the CC3/CCSD
level of theory.
available from the authors upon request. STOs basis sets are usually significantly smaller
when compared with the Gaussian-type basis sets of a comparable quality. Therefore there
is a strong reason to use them in the computationally demanding coupled cluster theory.
In Table I we demonstrate how the underlying coupled cluster approximation (CCSD/CC3)
and the basis set (Gaussian/Slater) affect the calculated excitation energies for the magne-
sium atom. While including the connected triple amplitudes is important, the use of the
Slater-type orbitals (STOs) yields a dramatic improvement in the accuracy of the excited
states energies
B. Comparison with the QRCC theory
Let us compare our results with the QRCC results obtained with the Dalton program
package.34 Although both methods originate from the coupled cluster theory, their working
expressions are different and in general, they are not expected to give identical results.
We computed the first few singlet-singlet transition moments for the Mg atom with both
methods. The results are given in Table II. One can see a relatively good agreement between
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TABLE I: Singlet and triplet energy levels (cm−1) of the magnesium atom computed using
Gaussian (G) and Slater (S) basis sets. Eexp is given as an absolute value and the com-
puted energies are given as deviations from the experimental energy.
Level Eexp XCCSD(G)a XCC3(G)a XCCSD(S)b XCC3(S)b XCCSD(S)c XCC3(S)c
3 p1P◦ 35051 -246 -269 -13 -111 69 -87
4 s1S 43503 -421 -413 -103 -115 37 -92
3 d1D 46403 497 356 194 -132 241 121
4 p1P◦ 49346 -394 -363 413 443 11 -56
5 s1S 52556 -214 -186 - - 261 168
3 p3P◦ 21891 -525 - 241 - -292 -
4 s3S 41197 -447 - 118 - -110 -
4 p3P◦ 47848 -399 - 10 - -46 -
3 d3D 47957 1325 - - - -85 -
a Gaussian basis set: d-aug-cc-pVQZ30,31
b Slater basis set: mg-dawtcc4d basis of Lesiuk et al.29,32,33 with a similar number of basis function
as the Gaussian basis set.
c Slater basis set: mg-dawtcc5d basis of Lesiuk et al.29,32,33
the two methods.
It is clear from Table II that the CC3 approximation has a little effect on the transition
strength values. Yet we use the CC3 approximation as it gives better excitation energies,
necessary for the lifetime computations. We also present the results obtained with the Slater
orbitals to emphasize the influence of this basis on the computed transition strengths. It is
worth noting that the use of the Slater orbitals leads in some cases to substantially different
results.
TABLE II: Transition strengths SXLM (a.u.) in the XCC and QRCC methods for the Mg
atom.
Transition XCCSD(G)a XCC3(G)a QRCCSD(G)a QRCC3(G)a XCCSD(S)b XCC3(S)b
3s4s 1S - 3s3p 1P◦ 16.2 16.0 18.3 18.3 16.0 15.8
3s4p 1P◦ - 3s4s 1S 70.4 69.9 73.7 69.6 71.6 70.8
3s5s 1S - 3s4p 1P◦ 101.8 101.7 101.6 101.6 97.8 98.2
3s5s 1S - 3s3p 1P◦ 0.3 0.3 0.4 0.4 0.3 0.3
3s3d 1D - 3s3p 1P◦ 12.7 12.2 10.3 10.0 23.7 20.3
3s4p 1P◦ - 3s3d 1D 41.8 42.4 43.0 −? 86.2 79.6
a Gaussian basis set: d-aug-cc-pVQZ30,31
b Slater basis set: mg-dawtcc5d basis of Lesiuk et al.29,32,33
? Non-physical value. For details see section IIID.
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C. Comparison with the available theoretical and experimental data
In Table III we present a comparison of our computed transition strengths with other
theoretical approaches, the relativistic multiconfigurational Hartree Fock approximation
(Fischer35), the CI approximation with the B-spline basis (Chang and Tang36), and the
semi-empirical weakest bound electron potential model (Zheng et al.37). The SXLM values of
Chang and Tang were derived from AXLM with the experimental excitation energies.
TABLE III: Transition strengths SXLM (a.u.) for the Mg atom.
Transition XCC3(G)a XCC3(S)b Chang Fischer Zheng
3s4s 1S - 3s3p 1P◦ 16.0 15.8 17.9 18.1 18.8
3s4p 1P◦ - 3s4s 1S 69.9 70.8 69.9 65.4 77.2
3s5s 1S - 3s4p 1P◦ 101.8 98.2 91.7 92.3 87.4
3s5s 1S - 3s3p 1P◦ 0.3 0.3 0.4 0.3 0.9
3s3d 1D - 3s3p 1P◦ 12.2 20.3 21.5 21.4 61.5
3s4p 1P◦ - 3s3d 1D 42.4 79.6 76.6 81.9 83.7
a Gaussian basis set: d-aug-cc-pVQZ30,31
b Slater basis set: mg-dawtcc5d basis of Lesiuk et al.29,32,33
The XCC3(S) results are in a much better agreement with the results calculated
with other theoretical methods than the results obtained with the XCC3(G) and with
QRCC3(G) methods. The most dramatic improvement is observed for the 3 d1D−3 p1P◦
and 4 p1P◦−3 d1D transitions.
The combination of the XCC3 method and the STOs basis set results in lifetimes of the
excited states of the Mg atom in a very good agreement with the available experimental and
theoretical data (Tables IV and V). For the singlet states, we find an excellent agreement
with the most recent experimental data,38 but not with the older experiment of Schaefer.39
The mean absolute percentage error of our results for the singlet states is about 8% relative
to the data of Gratton38 and the largest error, slightly above 10%, is found for the 3s4s 1S
state. Our results are also consistent with the lifetimes computed by Froese35 and Chang,36
but they are in a significant disagreement with the semi-empirical values of Zheng.37 Note
parenthetically that no experimental uncertainty is attributed to some of the values given
in Tables IV and V, and thus it is difficult to access their reliability in several cases.
All the computed lifetimes for the triplet states of Mg agree well with the existing exper-
imental and theoretical results (Table V). Remarkably, the XCCSD(S) results are close to
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TABLE IV: Lifetimes (in ns) of the singlet excited states of the magnesium atom. Years
of publication are given in parentheses.
Ref. 3s3p 1P◦ 3s4s 1S 3s3d 1D 3s4p 1P◦ 3s5s 1S
Experiment
Gratton(2003)38 − 46.2± 2.6 74.8± 3 14.3 101.0± 3.5
Chantepie(1989)40 2.3 44.0± 5 72.0± 4 13.4± 0.5 102.0± 5
Jonsson(1984)41 − 47.0± 3 81.0± 6 − 100.0± 5
Schaefer(1971)39 − − 57.0± 4 − 163.0± 8
Theory
Fischer(1975)35 2.1 44.8 77.2 13.8 102.0
Chang(1986)36 2.1 45.8 79.5 14.3 100.0
Zheng(2001)37 − 42.3 27.4 − 65.3
QRCC3(G)a 2.1 47.0 200 −? 99.8
XCC3(G)a 2.1 53.8 163.9 14.6 91.9
XCC3(S)b 2.1 51.7 79.7 14.1 111.9
a Gaussian basis set: d-aug-cc-pVQZ30,31
b Slater basis set: mg-dawtcc5d basis of Lesiuk et al.29,32,33
? Not converged
the most recent experimental data of Aldenius42 for all states where the data are available.
The mean absolute percentage deviation from this data is about 8% and the largest error is
found for the 3s4s 3S state. For the 3s5s 3S state other theoretical results support the older
values of Schaefer39 and Gratton.38 Similarly, in the case of the 3s4s 3S state, the lifetimes
calculated at the XCCSD(S) level are slightly larger than the other theoretical results, yet
in an excellent agreement with the Aldenius experiment.42 For the 3s4p 3P state there are
no experimental results available, but all the theoretical lifetimes, including the XCCSD(S)
one, are consistent within 10% at worst. The triplet-triplet transition dipole moments which
are necessary to compute the lifetimes of the triplet states are not available in the QRCC
implementation. Therefore, no comparison with the QRCC method is possible.
In Table VI we present transition probabilities for the Sr atom. For the singlet states
we note a good agreement with the Werij50 results. For the 5s5p1P◦-5s4d1D transition
our result is also within the experimental error of Hunter, Walker, and Weiss 51 . In the
case of 5s6s3S-5s5p3P◦ transition, our result deviates significantly from other theoretical
and experimental results. The 5s4d3D-5s5p3P◦ transition strengths vary between different
theories and experiments to a large degree. Our result is in reasonable agreement with the
latest theoretical result of Porsev et al. 52 .
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TABLE V: Lifetimes (in ns) of the triplet excited states for the Mg atom. Years of publi-
cation are given in parentheses.
Ref 3s4s 3S 3s5s 3S 3s4p 3P 3s3d 3D
Experiment
Aldenius(2007)42 11.5± 1.0 29.0± 0.3 − 5.9± 0.4
Kwiatkowski(1980)43 9.7± 0.6 − − 5.9± 0.4
Andersen(1972)44 10.1± 0.8 − − 6.6± 0.5
Schaefer(1971)39 14.8± 0.7 25.6± 2.1 − 11.3± 0.8
Ueda(1982)45 9.9± 1.25 − − 5.93
Havey(1977)46 9.7± 0.5 − − −
Gratton(2003)38 9.8± 0.3 25.6± 2.1 − −
Theory
Fischer(1975)35 9.86 26.8 74.5 6.18
Moccia(1988)47 9.7 26.5 81.0 5.8
Victor(1976)48 9.07 − − 6.25
Chang(1986)36 9.98 27.5 77.0 5.89
Mendoza(1981)49 9.79 − − −
Zheng(2001)37 − − 78.49 −
XCCSD(S)a 12.7 29.87 70.44 5.33
a Slater basis set: mg-dawtcc5d basis of Lesiuk et al.29,32,33
TABLE VI: Transition probabilities (106 s−1) of the Sr atom.
Ref 5s6s1S-5s5p1P◦ 5s5p1P◦-5s4d1D 5s6s3S-5s5p3P◦ 5s4d3D-5s5p3P◦
Experiment
Hunter(1986)51 − 0.0039± 0.0016 − −
Jonsson(1984)41 − − 66.0± 4 −
Brinkmann(1969)53 − − 91.0± 2.5 −
Havey(1977)46 − − 77.0± 4.5 −
Borisov(1987)54 − − − 0.24± 0.04
Miller(1992)55 − − − 0.29± 0.03
Theory
Werij(1992)50 18.6 0.0017 71.3 4.32
Vaeck(1988)56 − 0.0048 − −
Porsev(2008)52 − − 70.9 0.41
XCC3(G)a 15.1 0.0027 47 0.70
QRCC3(G)a 20.4 −◦ −? −?
a Gaussian basis set: [8s8p5d4f1g] basis augmented by a set of [1s1p1d1f3g] diffuse functions and the ECP28MDF
pseudopotential8,30,31,57
◦ Not converged
? Not implemented
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D. Possible Hermiticity violation and its consequences
The exact transition moment T XLM is Hermitian, i.e., it satisfies the relation given by
Eq. (5). This implies that the transition strength SXLM , Eq. (2), cannot be negative. This
condition is not satisfied in the QRCC theory as well as in the approximate XCC theory.
However, in the XCC theory this violation of the Hermiticity originates solely from the
truncation of the S operator, while in the QRCC method it has a more fundamental origin.
Therefore, the lack of the Hermiticity is expected to be a fairly minor issue in our method,
by contrast to the QRCC theory.
For the purpose of this study we investigate some problematic transitions in the Mg atom
and Mg2 molecule which have been encountered beforehand.6 We found that the transitions
strengths for the 3 d1D−3 p1P◦, 3 d1D−4 p1P◦ and 3 d1D−5 p1P◦ transitions computed with
the QRCC code exhibited a non-physical behavior, i.e., some of the contributions were
negative. No such artifacts were found in any transition strengths contributions with the
XCC theory. In Table VII we present the differences between T XLM and (T XML)? computed
with the QRCC and XCC theories. In QRCC these differences are significant, especially in
situations where one is positive and the other is negative. Although in the XCC method the
Hermiticity is also violated, we do not observe such strong deviations.
TABLE VII: T XLM and (T XML)? computed with the QRCC and XCC methods for the Mg
atom.
Transition T XLM(QRCC) (T XML)?(QRCC) T XLM(XCC) (T XML)?(XCC)
aug-cc-pVQZ
3s4s 1S - 3s3p 1P◦ 4.3 4.26 4.00 4.01
3s4p 1P◦ - 3s4s 1S 8.39 8.30 8.36 8.36
d-aug-cc-pVQZ
3s5s 1S - 3s4p 1P◦ 10.12 10.04 10.08 10.09
3s5s 1S - 3s3p 1P◦ 0.60 0.60 0.51 0.51
3s3d 1D - 3s3p 1P◦ 0.67 −0.40 1.40 1.43
3s4p 1P◦ - 3s3d 1D −1.18 0.72 2.64 2.63
A different problem is found for the Mg2 molecule. In Fig. (2) we present potential
energy curves for (1)1Πu, (2)1Πu and (1)1Σ+g states of Mg2 computed with the EOM-CCSD
approximation. We also present a set of transition strengths for various interatomic distances
R computed with the XCCSD(G) and QRCCSD(G) methods, Fig. (3). For R ranging
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FIG. 2: Potential energy curves for Mg2 states
from 7 to 9 Bohr both methods give similar results. However, the QRCCSD(G) method
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(1)1Σ+g − (2)1Πu(XCC)
(1)1Σ+g − (1)1Πu(QRCC)
(1)1Σ+g − (2)1Πu(QRCC)
FIG. 3: Transition strengths for Mg2 computed with XCCSD(G) and QRCCSD(G)
method for R = 7-9 a.u.
exhibits problems at small distances where we obtained negative transition strengths that
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by definition (2) should always be positive. In Fig. (4) we see a pole-like structure which
is clearly an artifact, as no such structure should be observed for the transition strengths.
By contrast, no such difficulties were found in the XCCSD(G) theory, see Fig. (5). This
suggests that the adopted truncation scheme for the S operator has a negligible impact on
the behavior of the XCC transition moments.
4.4 4.6 4.8 5.0 5.2 5.4 5.6 5.8 6.0
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FIG. 4: Transition strengths for Mg2 computed with QRCC3(G) method
IV. CONCLUSIONS
We have presented a novel coupled cluster approach to the computation of the transition
moments between the excited electronic states. In contrast to the existing CC approaches,
our method approximately obeys the Hermiticity relation T XLM = (T XML)? and the deviations
from this symmetry are negligible. There are three levels of approximations in our formulas
for T XLM :
1. the underlying model for the CC amplitudes (CCSD/CC3)
2. approximations of the auxiliary operator S employed in the computation of the ex-
pectation values with the CC ground state wave function
3. choice of the commutators included in the expansion of the XCC formula for T XLM .
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FIG. 5: Transition strengths for Mg2 computed with XCCSD method
In trouble-free situations, i.e., when the existing QRCC approach satisfies the Hermitic-
ity relation to a good approximation, both methods yield transition moments of a similar
quality. However, in certain cases the QRCC method violates the Hermiticity relation to
an unacceptable degree and gives unphysical values of the transition strengths. The XCC
method does not suffer from this problem. Clearly, this can be viewed as an important
improvement over the existing QRCC approach.
We have presented numerical examples for several singlet-singlet and triplet-triplet dipole
transitions in the Mg and Sr atoms, and the Mg2 molecule. Lifetimes derived from the
transition moments computed with our method are, in most cases, very close to the available
experimental data and to other theoretical results. We have assessed the performance of
our method in the STOs basis set and obtained results of significantly better quality than
with the available Gaussian basis sets. In certain cases, the use of STOs basis set was the
game-changer.
In two the forthcoming papers we will consider calculations of the radial and angular
nonadiabatic coupling matrix elements and of the spin-orbit coupling matrix elements be-
tween the excited states within the XCC theory. Both works are in preparation.
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The code for transition moments between the excited states will be incorporated in the
KOŁOS: A general purpose ab initio program for the electronic structure calculation with
Slater orbitals, Slater geminals, and Kołos-Wolniewicz functions.
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