Abstract. Given an associative, not necessarily commutative, ring R with identity, a formal matrix calculus is introduced and developed for pairs of matrices over R. This calculus subsumes the theory of homogeneous systems of linear equations with coefficients in R. In the case when the ring R is a field, every pair is equivalent to a homogeneous system.
Let R be an associative, not necessarily commutative, ring with identity. For every natural number n, define L ′ n (R) to be the collection of pairs (B | A) where A and B are matrices with entries in R such that A has n columns, and B has the same number of rows as A. Define the relation
to hold in L ′ n (R) provided there exist matrices U, V and G, of appropriate size, such that U B = B ′ V and U A = A ′ + B ′ G.
Separating out the individual roles of the three matrices, one verifies easily (Theorem 2) that this relation is the least pre-order on L ′ n (R) satisfying the following three Rules of (Left) Divisibility (RoD) for matrices:
(1) if U is a matrix with m columns, then (B | A) ≤ n (U B | U A). In this article, we develop the formal matrix calculus that arises from these rules.
Two pairs in L ′ n (R) are equivalent (B | A) ≈ n (B ′ | A ′ ) provided both ′ n (R) if and only if there exist matrices U and U ′ such that U A = A ′ and U ′ A ′ = A. This implies that for every left R-module R M, the two solution subgroups of ( R M ) n of the homogeneous systems with matrices of coefficients A and A ′ , respectively, are the same.
Corollary 12. The ring R is von Neumann regular if and only if for every n ≥ 1 (resp., n = 1), every (B | A) ∈ L ′ n (R) is equivalent to a homogeneous system. A field k is certainly a von Neumann regular ring, so the formal matrix calculus on L n (k) coincides with the study of homogeneous systems of linear equations in n variables, with coefficients in k. The other main features of this matrix calculus may be summarized as follows.
Corollary 15. The map [B | A] →
B tr 0 A tr I n is an anti-isomorphism between L n (R) and L n (R op ).
Theorem 16. The partial order L n (R) is a modular lattice with maximum and minimum elements.
Theorem 18. A morphism f : R → S of rings is an epimorphism if and only if for every n ≥ 1 (resp. n = 2), the induced morphism L n (f ) : L n (R) → L n (S) is onto.
The elements (B | A) of L ′ n (R) may be interpreted as the syntax of a deductive system, whose completeness was proved by Prest (Lemma 1.1.13 of [10] . The three matrices that appear in the statement of Prest's result correspond to the three rules of inference (cf. the commentary preceding ibid.) of the deductive system, and in the formal matrix calculus find expression as the Rules of Divisibility (RoD) (1)- (3) . Precisely, let L(R) be the language for left R-modules, and denote by T (R) the standard collection of axioms, expressible in L(R), for a left R-module. It is readily verified that this pre-order obeys the three Rules of Divisibility, and since ≤ n is the least pre-order that obeys these rules, (B | A) Lemma Presta is a completeness theorem, for it shows that any implication between formulae of the form (B | A)(v) that is provable relative to the axioms T (R) is provable using the three Rules of Divisibility, construed as rules of inference. Once the relationship between these two partial orders on L [15] , between the respective partial orders of positive-primitive formulae over R and the opposite ring R op ; Theorem 16 asserts nothing more than the fact that these partial orders are modular lattices (cf. [10, §1.1.3]); and Theorem 18 is a variation of Prest's result [10, Thm. 6.1.8] that if f : R → S is a ring epimorphism, then the subcategory S-Mod ⊆ R-Mod is axiomatizable in the language L(R).
Let A be an m × n matrix; B and m × k matrix and R M a left R-module. Let us consider the nonhomogeneous system of linear equations
where v is a column n-vector of variables (v i ) and b a column k-vector with entries from M. Denote by Sol M (Av . = b) := {a ∈ ( R M ) n : Aa = b} the subgroup of ( R M ) n of solutions in M to the nonhomogeneous system. Given an element
This is consistent with model-theoretic notation, because (B | A)( R M ) is the subgroup of ( R M ) n defined in R M by the formula (B | A)(v). Let us introduce the relation
By Gödel's Completeness Theorem, the relations ⊢ n and |= n are the same on L ′ n (R), so that one obtains a second version of Lemma Presta. Seen in this light, the Rules of Divisibility declare the relationships between spaces of nonhomogeneous systems of linear equations. For example, RoD (2) may be seen as the statement that for every left R-module R M,
Suppose that A and A ′ are matrices, both with n columns, with the property that for every left R-module R M, the two solution subgroups of ( R M ) n of the two respective homogeneous systems of linear equations are equal. This is expressible in L(R) by
Equivalently, (A) |= n (A ′ ) and (A ′ ) |= n (A). By Lemma Presta II, the two systems (A) and
The first section of the article is devoted to a general exposition of the formal matrix calculus; the second section of the article applies the formal matrix calculus to obtain various presentations of the Grothendieck group K 0 (R-mod, ⊕) of the category R-mod of finitely presented left R-modules. One of these presentations suggests a homological interpretation, and so a complex C * (R) is introduced in the third section whose 0-dimensional homology H 0 (R) is naturally isomorphic (Theorem 33) to the Grothendieck group K 0 (R-mod, ⊕). If R = k is a field, then the 1-dimensional homology H 1 (k) is isomorphic (Corollary 38) to (k × ) ab /{±1}, where (k × ) ab denotes the abelianization of the multiplicitave group of k. The last section describes some representations of the partial orders L n (R). These representation offer concrete examples, mostly coming from the model theory of models, of isomorphic partial orders, which also serve as a historical reference for the formal matrix calculus they inspire.
Throughout the article, R will denote an associative ring with identity 1. The n × n identity matrix will be denoted by I n . At first (in most of section §1.1) the dimensions of zero matrices are specified; the m × n zero matrix is denoted by m 0 n , but then these cumbersome subscripts are dropped to denote any zero matrix by 0, except the 1 × 1, which is denoted 0. If A is an m × n matrix, then i A will denote the i-th row of A and A j the j-th column. When useful, the matrix A is expressed as a row of column matrices A = (A 1 , A 2 , . . . , A n ). If the matrix A is m × (n + 1), the columns are indexed so that A = (A 0 , A 1 , . . . , A n+1 ).
A great debt is owing to Puninsky, who showed me how to manipulate matrices using Lemma Presta. The formal matrix calculus presented here was first introduced at a lecture in the Durham Symposium, "New Directions in the Model Theory of Fields," July 2009. I am grateful to M. Makkai and Ph. Rothmaler for their constructive feedback.
The Formal Calculus of Matrix Pairs
This section is devoted to a development of the formal matrix calculus defined in the Introduction. Let us inspect more closely the definition of the relation ≤ n on L ′ n (R). Recall that the elements (B | A) of L ′ n (R) are given by matrices A and B (with entries in R) that have the same number of columns. The number of columns in A is n, but neither dimension of B is specified. To better keep track of the computations, we will assign dimensions so that B is an m × k matrix. In that case, the dimensions of A are m × n. We are given that
if and only if there exist matrices U, V and G, of appropriate size, such that
1.1. Preliminary Observations. Let us begin by verifying some of the claims made in the Introduction. When it is clear from the context, we will drop the subscript in the notation ≤ n .
is a pre-order (reflexive and transitive). Proof. The reflexive property (B | A) ≤ (B | A) is established by letting U = I m , V = I n , and G = k 0 n . To verify transitivity, suppose that (
, with corresponding matrices U i , V i and G i , i = 1, 2. Thus we have
Let us isolate the rôles played by each of the three parameters U, V and G in the definition of the pre-order on L ′ n (R) (cf. the comments preceding Lemma 1.1.13 of [10] ).
The relation ≤ n is the least pre-order on L ′ n (R) satisfying (1), (2) and (3). Proof. For (1), let V = I k and G = k 0 n ; for (2), let U = I m and G = k 0 n ; and for (3), let U = I m and V = I k . Suppose that ≺ is a partial order on L ′ n (R) satisfying (1), (2) and (3). If (B | A) ≤ (B ′ | A ′ ) and U, V, and G satisfy Equations 1, then
In the sequel, the three statements of Theorem 2 are referred to as the Rules of Divisibility
The equivalence class of (B | A) will be denoted by [B | A].
Definition. An n-ary matrix pair is an equivalence class
The set of n-ary matrix pairs is denoted by L n (R). The partial order ≤ n on L ′ n (R) induces a partial order (reflexive, symmetric and transitive) on L n (R), which will also be denoted ≤ n , (or ≤, when there is no danger of confusion.)
The next corollary indicates those situations in which the Rules of Divisibility yield equality.
If we take the matrices P or Q in Corollary 3 to be permutation matrices, we see that permutating (simultaneously) the rows of A and B, or the columns of B, does not change the matrix pair. Similarly, if P or Q are taken to be elementary matrices, then Corollary 3 implies that we may perform elementary row operations (simultaneously) on A and B, or elementary column operations on B, without changing the matrix pair. The next proposition describes the affect of adding rows to an n-ary matrix pair.
If A ′ and B ′ are zero matrices, then equality holds.
Proof. For the first part, apply RoD (1) with U = (I m , m 0 m ′ ). This yields the inequality in L ′ n (R), and therefore in L n (R). If A ′ and B ′ are zero matrices, then the inequality in the opposite direction also follows using RoD (1), but with
If an n-ary matrix pair has an extra row of zeros, then that row may be removed, without changing the matrix pair. For, we may permute the rows of the matrix pair to put the zero row at the bottom, and then apply Lemma 4 to remove it. The next proposition describes the situation when columns are added to the matrix B.
If B ′ is the zero matrix, then equality holds.
Proof. The first assertion follows from RoD (2) with
then the inequality in the opposite direction also follows using RoD (2), but with V = (I k , k 0 k ′ ).
Lemma 5 implies that an extra column of zeros may be removed from the left matrix B without changing the n-ary matrix pair. The next proposition shows how to compute the infimum of two n-ary matrix pairs.
Proposition 6. The infimum of two elements
Proof. By Lemmata 4 and 5, it is clear that [
There are U, V and G such that U B ′′ = BV and U A ′′ = A + BG; and there are
where i A denotes the i-th row of A. This is relevant, for example, in the case when R is a commutative PID. By Theorem 3.8 of [3] , the m × k matrix B may be diagonalized in the sense that there are invertible matrices P and Q such that P BQ = D is a diagonal matrix. Applying RoD (1) and (2) with the invertible matrices P and Q, respectively, we see that for any n-ary matrix pair,
is the infimum of n-ary matrix pairs
, where the matrix on the left is a 1 × 1 scalar matrix.
The partial order L n (R) has a minimum element 0 n .
. The first inequality follows by RoD (1) with U = A; the second by RoD (2) with V = k 0 1 .
is the minimum element 0 n if and only if there exists a matrix U such that U B = n 0 k and U A = I n .
For the converse, suppose that (B | A) ≤ ( n 0 1 | I n ). Then there exist matrices U, V, and
The partial order L n (R) also has a maximum element 1 n . For if [ 
This matrix pair [I m | A] will be seen to be the maximum element once it is put into a form independent of the matrix A and dimension m. By RoD (3) with G = −A,
The second equality follows from Proposition 6 and Lemma 5. The maximum element is therefore given by
There are other forms [B | A] that represent the maximum element. For example, if B is any m × k matrix, then
, which is obtained using RoD (1) with U = B. More generally, we have the following.
is the maximum element 1 n if and only if there exists a matrix W such that BW = A.
Proof. Suppose that A = BW for some k × n matrix W. Then Proposition 10. Let A be an m × n matrix. Then the following hold:
n (R) if and only if there exist matrices U, W, and G such that
Proof. Both (1) and (2) follow from the definition. To prove (3), suppose that we have matrices U, V, and
The two equations U A = C ′ + BG ′ and U A ′ = C ′′ + BG ′′ may be rewritten as
If A and A ′ satisfy Condition (1) of Proposition 10, then it is immediate that for every left Rmodule R M, the respective solution subgroups of ( R M ) n of the corresponding homogeneous systems of linear equations (in the classical sense) are equal.
A matrix B is called regular if there exists a matrix C such that BCB = B.
Theorem 11. The following are equivalent for an m × k matrix B :
(1) it is regular; (2) for every m × n matrix A, there exists a matrix A ′ with n columns such that
Proof.
(1) ⇒ (2). Suppose that B is regular. By RoD (2) with V = CB and V = C, respectively, Then
Then (BC) 2 = (BC)(BC) = (BCB)C = BC and we may replace B by the n×n idempotent matrix E = BC in the n-ary matrix pair. Then
The first inequality follows from RoD (1) with U = I n − E; the second from RoD (2) with V = 0; and the third from RoD (3) with G = A. Now let
From the first inequality, we obtain a matrix U such that U B = 0 and U = A. In short, AB = 0. From the second inequality, we obtain matrices U ′ and G ′ such that U ′ A = I n + BG ′ . Multiplying on the right by B yields the equation
The ring R is von Neumann regular if for every r ∈ R, there exists an s ∈ R such that rsr = r. By Theorem 1.7 of [4] , every matrix over a von Neumann regular ring is regular.
Corollary 12.
The following are equivalent for the ring R :
(1) it is von Neumann regular;
is equivalent to a system; Proof. To prove (1) ⇒ (2) just note that B is a regular matrix, and apply Theorem 11. For (3) ⇒ (1), let r ∈ R, and apply the hypothesis and Theorem 11 to
Example 13. Suppose that R = k is a field. Evidently, it is von Neumann regular, so that every n-ary matrix pair is the class of some system (A) of linear equations. By Corollary 3, we may choose the matrix of coefficients A to be a row reduced echelon matrix. By Proposition 10.(1), this choice of A is unique. Therefore, the n-ary matrix pairs in L n (k) are in bijective correspondence with row reduced echelon matrices with n columns.
Example 13 together with Proposition 10 indicates that the formal matrix calculus presented reduces over k to the study of homogeneous systems of linear equations.
1.3. Duality. The opposite ring of R is denoted R op . Its elements are those of R, as is the underlying abelian group structure, but the multiplication * in R op is given by r * s = sr, where the multiplication on the right is carried out in R. More generally, multiplication of matrices over R op is denoted A * B. It is related to multiplication of matrices over R by the equation (A * B) tr = (B tr )(A tr ).
Proof. We are given matrices U, V and G such that U B = B ′ V and
In L n (R op ), this yields
But also note that
Theorem 14 implies that the rule given by
is a well-defined anti-morphism from the partial order L n (R) to the partial order L n (R op ).
There exists a similarly defined function in the opposite direction, from L n (R op ) to L n (R).
It is also denoted by [B | A] → [B | A]
* with A and B matrices over R op . Let us verify that these maps are mutual inverses. First note that
Multiplying the bottom "row" by A on the left, and substracting from the top "row" yields the equation
This is just the infimum [I
as a result of multiplying both A and B by −I m on the left and then multiplying B by −I k on the right.
Consider the n-ary matrix pair [A] associated to a system. According to this antiisomorphism, its dual in L n (R op ) is given by
This observation lends importance to the family of n-ary matrix pairs in L n (R) of the form [B | I n ] for some n × k matrix B. It is the family dual, in the sense of this antiisomorphism, to the family of n-ary matrix pairs associated to systems in L ′ n (R). Condition (3) of Theorem 11 describes those n-ary matrix pairs that belong to the intersection of these two families.
The supremum operation in L n (R) may then be given in terms of the infimum operation in L n (R op ) :
It is readily computed as
With the infimum and supremum operations now both defined, the partial order L n (R) acquires the structure of a lattice with minimum and maximum elements. Recall that a lattice is modular if a ≤ b implies that (a + c) ∧ b = a + (b ∧ c).
Proof. Let us verify the equation for modularity with
We are given that a ≤ b so there exist matrices U, V, and G such that
Let us apply some operations (explained below) to the n-ary matrix pair (a + c)
In the first equality, we multiplied the top "row" on the left by U and added it to the botom. In the last equality, we subtracted right multiples, by V and G, respectively, of the fifth column from the first and second, respectively. Now we multiply the third "row" by A ′ (on the left) and substract from the bottom "row" to get    
The equality follows by multiplying the bottom "row" and fifth column by −I. All that remains is to permute simultaneously some rows of both matrices, and some columns of the left matrix to obtain    
1.4. Morphisms of Rings. Let f : R → S be a morphism of rings. If A is a matrix with entries in R, denote by f (A) the matrix over S, of the same dimensions, obtained by applying f to the entries of A. Then it is easy to see that if
. This is because the three matrices U, V, and G that arise from the former inequality are taken by f to matrices f (U ), f (V ), and f (G) that establish the latter. This induces a morphism of partial orders
Recall that a morphism f : R → S is an epimorphism if whenever ring morphisms g, h : S → T are given such that gf = hf, then g = h. Silver [13] and Mazet [9] proved that a morphism f : R → S of rings is an epimorphism if and only if every element s ∈ S, considered as a 1 × 1 matrix, may be factored as
where X, P, and Y are matrices of appropriate size, such that the entries of XP, P, and P Y all lie in the image of f. We shall require the following slight strengthening of their result.
Lemma 17. A morphism f : R → S of rings is an epimorphism if and only if every matrix A with entries in S has a factorization A = XP Y, such that XP, P and P Y have entries in the image of f.
Proof. The corresponding morphism M n (f ) : M n (R) → M n (S) of n × n matrix rings is also a ring epimorphism, so if A is a square matrix, say n × n, then the theorem of Mazet and Silver applied to M n (f ) proves the claim. Suppose now that A is an m × n matrix, where m > n. Let k = m − n, and apply the foregoing to the square matrix (A, m 0 k ). We obtain a Silver-Mazet factorization
where Y = (Y ′ , Y ′′ ) has been decomposed so that Y ′ has n columns and Y ′′ has k columns. Thus XP, P, and P Y = P (Y ′ , Y ′′ ) have entries in R. But then A = XP Y ′ and P Y ′ also has entries from R. The case when m < n is handled similarly.
Theorem 18. The following are equivalent for a morphism f : R → S of rings:
(1) it is an epimorphism; (2) for every matrix A, the system [A] is in the image of L n (f ), where n is the number of columns of A;
Proof. (1) ⇒ (2). Factor A = XP Y, according to the lemma, so that XP, P, and P Y have entries in the image of f. Then
The first equality is obtained by multiplying the bottom "row" on the left by X and adding it to the top; the second follows from Proposition 6; and the last because
, where B has k columns. By assumption
in L k+n (S), where A ′ has k columns, A ′ has n columns, and the entries of A ′ , A ′′ , and B ′ all lie in the image of f. By Proposition 10. = (1, s) . By hypothesis, there are matrices A ′ and B ′ with entries from the image of f such that
By assumption, the morphisms g and h agree on the entries of A ′ and
. By Proposition 10. (2), there are matrices U, W, and G such that
Now A ′ and G are also matrices with 2 columns so we may express them as
Eliminating W from the third equation yields
Apply p = g − h, a function that is not a ring morphism, to both sides of the equation, to obtain
Then multiply on the left by g(U ) and use the fact that g(U )g(B ′ ) = g(U B ′ ) = 0, and
There are morphism f : R → S that are not epimorphisms, but have the property that
′ is an extension of commutative fields with nontrivial Galois group, Gal(k ′ /k) = 1. Then f is not an epimorphism, but both L 1 (k) and L 1 (k ′ ) contain nothing more than the respective maximum and minimum elements, which L 1 (f ) respects.
The Grothendieck Group of Finitely Presented Modules
In this section, we apply the formal moartix calculus to give several presentations of the Grothendieck group K 0 (R-mod, ⊕) of finitely presented left R-modules. One of these presentations is used in the next section as the basis for a homology theory.
A left R-module R M is finitely presented if there is an exact sequence, a free presentation of R M, of the form
The morphism ϕ : R m → R n is given by multiplication on the right by an m × n matrix A,
One says that R M is presented by the matrix A, and writes R M = M A . Two matrices A and B are equivalent, denoted A ∼ B, if they present isomorphic modules,
The equivalence class of a matrix A is denoted by {A}. Let R-mod denote the category of finitely presented modules and define K 0 (R-mod, ⊕) to be the free group on the symbols {M }, M ∈ R-mod, modulo the relations
It may also be defined as the free group on the equivalence classes {A} of matrices, modulo the relations
This group K 0 (R-mod, ⊕) is isomorphic to the Grothendieck group K 0 (Ab(R)) of the free abelian category Ab(R) over R. This follows from the fact that the subcategory of projective objects of Ab(R) is dual to R-mod [1] .
Theorem
(1) addition or deletion of an extra row of zeros;
(2) replacement of a matrix C by C 0 0 1 , or the reverse;
(3) permutation of rows or columns; (4) addition of a left (resp., right) scalar multiple of a row (resp., column) to another row (resp., column).
Theorem 19. (2) implies that for any n ≥ 1, the symbol associated to the identity matrix {I n } = n{1} = 0; any identity matrix I n corresponds to the finitely presented module 0. On the other hand, the value of the m × k zero matrix m 0 k may be computed using Theorem 19. (1),
; the 1 × 1 matrix {0} correspondes to the finitely presented module R R.
The theorem implies that the association R → K 0 (R-mod, ⊕) is functorial, for if f : R → S, is given, then one may easily verify that whenever two matrices A and A ′ , with entries from R, are equivalent, then so are the matrices f (A) and f (A ′ ) with entries from S. The rule {A} → {f (A)} from K 0 (R-mod, ⊕) to K 0 (S-mod, ⊕) is therefore well-defined on the generators, and extends linearly to a morphism
of abelian groups.
2.1. The Goursat Group. The Goursat group, denoted by G(R), is the free group on the elements of ∪ n≥1 L n (R), modulo the relations:
(1) for every three matrices A, A ′ and B with the same number of rows,
(3) for every n ≥ 1, 0 n = 0. The relations of the Goursat group represent in a formal way the group isomorphism that appears in a celebrated theorem of Goursat [5] . The definition of the Goursat group of R is also functorial: if f : R → S is a morphism of rings, then the induced morphisms
] induce a well-defined function from the generators of G(R) to G(S), which extends linearly to a morphism G(f ) :
The 0-Dimensional Goursat Group, denoted by G 0 (R), is the free group on unary matrix pairs [B | A], the elements of L 1 (R), modulo the relations:
(1) if A and A ′ are column matrices, and all three matrices A, A ′ , and B have the same number of rows, then 
is easily established. It shows that the class of morphisms ι R : G 0 (R) → G(R) constitutes a natural transformation ι : G 0 → G of functors from the category Ring of associative rings with identity to the category Ab of abelian groups.
The Natural Transformation
be defined by the rule (B | A) → {B, A} − {B}. In order to show that this function induces as a well-defined function on the generators of G(R), we need the following lemma.
Proof. We are given U, V and G such that U B = B ′ V and U A = A ′ + B ′ G. One obtains the following sequence (justified below) of equivalences of matrices:
The first equivalence is obtained by multiplying the top "row" on the left by U and adding it to the second. The other equivalences are obtained by multiplying the third "column" on the right by V and G, respectively, then subtracting it from the first, respectively, second.
The argument in the proof of Lemma 20 was already used in the proof of Theorem 16. 
Proof. To begin, let us show that γ R is well-defined on the generators of G(R). If [B |
One observes the following sequence of equivalences,
where the lemma is used to obtain the first and third equivalences, and Theorem 19.(3) to obtain the second. Thus {B, A} + {B
Let us now verify that the relations of G(R) are also respected by γ R . If γ R is applied to the first family of relations
The second family of relations that hold in G(R) are of the form
If γ R is applied, then
But this clearly holds in K 0 (R-mod, ⊕), because
Finally, to see that γ R : 0 n → 0, recall that 0 n = [ n 0 1 | I n ]. Thus
Theorem 19. (2) implies that { n 0 1 , I n } = {0, 1}, while Theorem 19. (1) shows that
by (1), (3), and (2), respectively, of Theorem 19.
Let us observe that if
by two applications of Theorem 19.(1).
2.3.
The Natural Transformation κ : K 0 → G 0 . Define the function κ ′ on the collection of all matrices with entries from R to G 0 (R) by the rule
In order to show that this function induces as a well-defined rule on the generators of K 0 (R-mod, Ab), we need to verify that it is invariant under the four operations cited in Theorem 19. We shall use the observation that
(1) Addition or deletion of an extra row of zeros. Suppose that A ′ is obtained from A by adding an extra row of zeros. Then, for each i,
in L 1 (R), by the commentary following Lemma 4. Consequently,
(2) Replacement of a matrix C by C 0 0 1 , or the reverse. Simply note that
which uses the relation 0 1 = 0 in G 0 (R).
(3) Permutation of rows or columns. Suppose that A ′ is obtained from A by permutation of rows. Then A ′ = P A for some permutation, hence invertible, matrix P, and so
by RoD (1) with U = P. Suppose, on the other hand, that A ′ is obtained from A by permutation of columns. The symmetric group S n on n elements is generated by consecutive transpositions, so it suffices to prove the claim in case A ′ is obtained from A by permuting consecutive columns j − 1 and j, where 1 < j ≤ n. Let us consider a typical summand
. If i > j, then a transposition of the j-th and (j − 1)-th columns will not affect the matrix pair, because it is the result of multiplying the left matrix by a permutation matrix Q on the right. But this leaves the matrix pair invariant, by RoD (2) with V = Q. Also, it is immediate that if i < j − 1, then transposing the j-th and (j − 1)-th columns has no effect. The remaining two cases are i = j − 1 and i = j, so we need to show that
is an instance of Relation (1) in the definition of G 0 (R).
(4) Addition of a left (resp., right) scalar multiple of a row (resp., column) to another row (resp., column). Suppose that A ′ is obtained from A by adding a left scalar multiple of a row to another row. Then A ′ = P A for some elementary, hence invertible, matrix P. Then κ
, just as in the case when A ′ is obtained from A by permutation of rows.
So suppose that A ′ is obtained from A by adding a right scalar multiple of a column to another column. To prove that κ
, we are free, by (3) above to permute the columns of A ′ and assume, that it is a right scalar multiple A j r for j < n that is being added to A n , the last column, to obtain
All that remains to be shown is that [A 1 , . . . , A n−1 |A n + A j r] = [A 1 , . . . , A n−1 |A n ], which follows from RoD (3) with G the (n − 1) × 1 column matrix whose only nonzero entry r is in the j-th row.
Proof. All that remains to be verified is that the relation
which holds in K 0 (R-mod, ⊕) is respected by κ R . But if one applies κ R , then
2.4. The Isomorphism Theorem. For every ring R, we have thus obtained a triangle of natural morphisms
We will prove that each of these morphisms is an isomorphism, by showing that the composition of all three, regardless of where one begins, yields the identity.
(1) Suppose one begins at K 0 (R-mod, ⊕). The composition of all three morphisms takes a generator {A} to
The composition γ R • ι R • κ R is therefore the identity on K 0 (R-mod, ⊕).
(2) Suppose one begins at G 0 (R). The composition of all three morphisms takes a generator [B | A] (so that A is a column matrix) to
The composition κ R • γ R • ι R is therefore the identity on G 0 (R).
To prove the same about the Goursat group G(R), we shall need the following lemma.
Lemma 23. Let A, A ′ and B be matrices with the same number of rows. Then
holds in G(R).
Proof. Let us suppose that A ′ has n columns. An instance of Relation (1) of the Goursat group is given by
. These terms simplify as follows.
where the first equality follows by multiplying the bottom "row" by A ′ and subtracting it from the top "row." Since [I n | I n ] = 1 n , this first term of the relation simplifies to
, which follows by RoD (1) and (2) with U and V matrices of the form −I m , for appropriate m. Then
The last term of the relation simplifies to
where the first equality follows by multiplying the bottom "row" by A ′ and subtracting it from the top "row;" the second equality from Lemma 5; and the third from the definition of G(R). Since [0 | I n ] = 0 n = 0 in G(R), we see that the above instance of Relation (1) 
Theorem 24. All three morphisms ι R , γ R , and κ R are isomorphisms. Moreover, if one begins at any of the three abelian groups, then the composition obtained by going once around the triangle
yields the identity morphism.
Proof. All that remains is to verify that the composition
By the lemma, this is equal to the telescoping sum
2.5. The Positive Cone. A pre-ordered abelian group (Γ, ≤) consists of an abelian group Γ equipped with a pre-order ≤ that satisfies
The positive cone of (Γ, ≤) is the subset Γ + = {x ∈ Γ | x ≥ 0}; it is an additively closed subset and contains 0 ∈ Γ + . One may also define the pre-order ≤ in terms of the positive cone by x ≤ y if and only if y − x ∈ Γ + .
The two properties of the positive cone ensure that the relation ≤ so defined is a pre-order compatible with the abelian group structure on Γ. The Goursat group G(R) may be equipped with a pre-order whose positive cone G + (R) is given by the subset of elements having the form
is additively closed is a consequence of the following lemma, whose proof is left to the reader.
The pre-order that arises on G + (R) is the least pre-order such that for every n ≥ 1, if
induces a pre-order on the Grothendieck group, whose positive cone is described in the following Theorem 26. The positive cone of K 0 (R-mod, ⊕) is the subset K + 0 (R-mod, ⊕) whose elements are of the form
where A and B have the same number of columns, and B and C the same number of rows.
The first equality follows from the definition of the Grothendieck group; the second from Lemma 20; and the third by transposition of the rows, and first and third columns, of the middle matrix.
On the other hand, suppose that A, B and C are given as in the statement of the theorem.
The equality follows by transposing the columns of the middle matrix, and applying Theorem 19. (1) to the third matrix.
Let Γ be a pre-ordered abelian group. A Γ-character is a morphism ρ : K 0 (R-mod, Ab) → (Γ, ≤) of pre-ordered abelian groups. Equivalently, it is a group morphism that respects positive cones. A Γ-character may be considered as a map ρ from the set of equivalence classes of matrices to Γ that satisfies:
(1) ρ{I n } = 0, for every n ≥ 1; (2) ρ A 0 0 B = ρ{A} + ρ{B}; and
One may verify that these three properties imply that ρ(AB) ≥ ρ(A) and ρ(AB) ≥ ρ(B). These maps are closely related to the Sylvester rank functions of Schofield [12, pp. 96-97] and, when Γ = Z is the totally ordered group of integers, correspond to the characters studied by Crawley-Boevey [2, §5] . If the elements of K 0 (R-mod, ⊕) are represented as linear combinations of symbols {M }, where M ∈ R-mod, then the three properties of a Γ-character may be rephrased as:
Since R-mod is closed under cokernels, the last property is equivalent to the condition that for every morphism f :
Homology
In this section, a complex is introduced whose group of n-chains is the free abelian group on the (n + 1)-ary matrix pairs, and whose 0-dimensional homology group is naturally isomorphic to G 0 (R), the 0-dimensional Goursat group of R. + 1)-ary matrix pair [B |A 0 , A 1 , . . . , A n ] . We shall denote bŷ A i the matrix with n columns obtained by removing from A the column A i ,
3.1.
We are given matrices U, V and G satisfying U B = BV and U A = C + B ′ G.
Equating the i-columns of the second equation gives the equation
We think of an (n + 1)-matrix pair [B | A] as a cube, and define its faces using Proposition 27. For each i such that 0 ≤ i ≤ n, let the top i-face of [B | A] be given by
and the bottom i-face by
By Proposition 27, these two face operators are well-defined morphisms of linear orders:
The bottom i-face operator N i respects the minimum element,
and preserves the infimum operation,
Dually, the top i-face operator E i , respects the maximum element, and preserves the supremum operation. This will follow from the next proposition, which relates the top and bottom i-faces of an (n + 1)-ary matrix cube in a manner similar to the way in which the infimum and supremum operations are related in L n (R). To state the proposition, we denote by E * i
and N * i the respective i-face operators on the opposite partial order L n+1 (R op ).
Proof. By definition, we have that
where e i is the (n + 1) × 1 column matrix with the unique nonzero entry 1 in the i-row, the indexing begining at 0. The i-row of A tr is given by (A i ) tr . If that row is brought down to the bottom of the matrix pair, we obtain 
The equation follows by performing column operations on the left matrix to eliminate the nonzero entries of (A i ) tr . But this last n-ary matrix pair is just
The relations between the various i-face and j-face operators is described next. They are based on the observation that if A has n + 1 columns and 0 ≤ i < j ≤ n, then the j-column of A becomes the (j − 1)-column ofÂ i ,
Thus the matrix obtained from A by removing the i and j-columns may be represented as
Proposition 29. For 0 ≤ i < j ≤ n, the face operators are related according to the equations
Proof. We only prove the first of each pair; the second follows from the first by duality. For example, once N i N j = N j−1 N i is proved for R, it is also true for the opposite ring R op . Proposition 28 then implies
is an (n + 1)-ary matrix pair, then
Similarly,
3.2. The Complex of Matrix Pairs. Let us define a complex Q * (R) of abelian groups, indexed by the integers Z so that (1) if n ≥ 0, then Q n (R) is the free abelian group on the (n+1)-ary matrix pairs [B | A]; (2) if n = −1, then Q −1 (R) = Z; and (3) if n < −1, then Q n (R) = 0. The boundary map ∂ n : Q n (R) → Q n1 (R) is defined so that:
(1) if n > 0, then ∂ n is defined on an (n + 1)-ary matrix pair by the rule
and extended linearly; (2) if n = 0, then ∂ 0 : Q 0 (R) → Z is the augmentation map ǫ, defined on a unary matrix pair by the rule ǫ : [B | A] → 1, and extended linearly; and (3) if n ≤ −1, then, of course, ∂ n = 0. If the definition of the i-face operators E i and N i is extended linearly, to morphisms E i and N i from Q n (R) → Q n−1 , then, for n > 0, we may express the boundary operator as
It is routine (cf. p.13 of [8] ) to verify that Q * (R) is indeed a complex.
Proposition 30. For every integer n, the composition ∂ n • ∂ n+1 = 0.
The complex Q * (R) is called the complex of matrix pairs of R. If f : R → S is a morphism of rings, then for every n ≥ 0, the morphism L n+1 (f ) : L n+1 (R) → L n+1 (S) of partially ordered sets may be extended linearly, to obtain a morphism Q n (f ) : Q n (R) → Q n (S) of abelian groups. If the morphism Q −1 (f ) : Z → Z is defined to the identity, and Q m (f ) = 0 for m < −1, then we obtain the following, which requires a routine verification (cf. §II.3 of [8] ).
Proposition 31. For every morphism f : R → S of rings, the family Q * (f ) : Q * (R) → Q * (S) is a morphism of complexes.
* from L n+1 (R) to L n+1 (R op ) may be extended linearly, to obtain an isomorphism p n : Q n (R) → Q n (R op ) of abelian groups, for n ≥ 0. Proposition 28 implies that these morphisms p n satisfy the equations
It is routine to verify that P * : Q * (R) → Q * (R op ) is a morphism of complexes. The inverse of P * is defined similarly, and yields the following.
Proposition 32. The morphism P * : Q * (R) → Q * (R op ) of complexes is an isomorphism.
3.3. 0-Dimensional Homology. The 0-dimensional homology of R is defined to be the homology of the complex Q * (R) at Q 0 (R),
The kernel of ǫ is the subgroup B 0 (R) of 0-boundaries; the image of ∂ 1 the subgroup Z 0 (R) of 0-cycles. Because ǫ • ∂ 1 = 0, the inclusion Z 0 (R) ⊆ B 0 (R) holds, and the quotient group H 0 (R) := B 0 (R)/Z 0 (R) is the 0-dimensional homology of R. All of these notions are functorial in R.
Theorem 33. The morphism λ R :
Proof. Let us verify that the rule λ ′ R so defined respects the relations that define G 0 (R). The family of relations given by [B,
which is the boundary
. Also, the element 0 1 maps to 0 1 − 0 1 = 0. Let us define a map δ R : H 0 (R) → G 0 (R) in the other direction, which will be the inverse of λ R . To do so, note first that the group Z 0 (R) of 0-cycles is free on the generators
is not the minimum element. This is seen by considering the splitting of the short exact sequence
that corresponds to the section s : 
is an instance of Relation (1) of G 0 (R). The two morphisms λ R : G 0 (R) → H 0 (R) and δ R : H 0 (R) → G 0 (R) are clearly mutual inverses, for if we compose them in either order, the generators remain fixed.
The isomorphisms of Theorem 33 and Proposition 32 may be composed to yield an isomorphism
of 0-dimensional Goursat groups. Composing further with the isomorphism κ of Theorem 24 yields an isomorphism between the K 0 (R-mod, ⊕) and the Grothendieck group K 0 (mod-R, ⊕) of the category mod-R of finitely presented right R-modules. One may check that if A is a matrix with n columns, then this isomorphism sends the class {A} in K 0 (R-mod, ⊕) to the element n{0} − {A tr } in K 0 (mod-R, ⊕).
3.4.
Degeneracy. An (n + 1)-ary matrix pair [B | A], n > 0, is degenerate if for some i,
. In order to show that the degenerate matrix pairs generate a subcomplex that does not change the 0-dimensional homology, we shall need the following lemma.
Lemma 34. Suppose that A is an m × n matrix, and
Proof. Suppose that 
These direction of the equivalence holds, in particular, in L 2 (R op ). The converse now follows by an application of Proposition 28.
The proposition implies that if [B
be the subgroup generated by degenerate matrix pairs. If n ≤ 0, let M n (R) ⊆ Q n (R) be the zero subgroup.
Proposition 36. The family of subgroups M n (R) ⊆ Q n (R), n ∈ Z, consitutes a subcomplex M * (R) ⊆ Q * (R).
Proof. Suppose that n > 1 and
for some j, 0 ≤ j ≤ n + 1, and it is easy to check that
is a linear combination of degenerate (n− 1)-ary matrix pairs. Thus
The complex in which we are interested is given by C * (R) := Q * (R)/M * (R). It is called the complex of nondegenerate matrix pairs of R. If f : R → S is a morphism of rings, then for every n, Q n (f ) : M n (R) ⊆ M n (S), which induces a morphism of complexes C * (f ) : C * (R) → C * (S). If f : R → S is an epimorphism, then Q * (f ) is an epimorphism of complexes, as is the induced C * (f ).
For every n, denote by B n (R) ⊆ C n (R) the subgroup of n-boundaries, and by Z n (R) the subgroup of n-cycles. Note that these definitions generalize the above definitions of B 0 (R) and Z 0 (R), because C 0 (R) = Q 0 (R) and ∂ 1 (M 1 (R)) = 0. In particular, if we define the n-dimensional homology of R to be the homology Z n (R)/B n (R) of C * (R) at C n (R), then this coincides with the earlier definition of H 0 (R) for n = 0.
If f : R → S is an epimorphism of rings, then the morphism Q * (f ) : Q * (R) → Q * (S) is an epimorphism of complexes, so the induced morphism C * (f ) : C * (R) → C * (S) is also an epimorphism. Each of the abelian groups Q n (S)/M n (S) is free, so that a long exact sequence of homology arises.
3.5. 1-Dimensional Homology of a Field. Let k be a, not necessarily commutative, field. Corollary 12 implies that every matrix pair over k is equivalent to a system. The modular lattice L 1 (k) is trivial; it consists of exactly two unary matrix pairs [0] = 1 1 and [1] = 0 1 , the maximum and minimum elements, respectively. It follows that
and that the group of 0-cycles is given by Z 0 (k) = Z(1 1 − 0 1 ). The group of 0-boundaries is trivial, B 0 (k) = 0, because the nondegenerate elements of L 2 (k) have the form [1, r] , with r = 0, and
Since ∂ 1 = 0 every 1-chain is a 1-cycle, C 1 (k) = Z 1 (k), so that Z 1 (k) is the free abelian group on the elements [1 | r], where r ∈ k × , the multiplicative group of nonzero elements of k.
There are two families of nondegenerate generators of C 2 (k), given by The boundary map of the first family may be computed as
because 1 2 is a degenerate tertiary matrix pair. Similarly,
All three systems that appear have a matrix of coefficients row equivalent to I 2 , and are therefore equivalent to the degenerate binary matrix pair [I 2 ] = 0 2 . To simplify the other terms, just note that
and, the most interesting case,
The group B 1 (k) ⊆ Z 1 (k) of 1-boundaries is therefore generated by the two families Recall [11, §2.2 ] that the first K-group of a field k is the abelianization of the multiplicative group,
A standard group-theoretic argument shows that if Γ is a group, then its abelianization Γ ab is isomorphic to the free abelian group on the symbols x g , g ∈ Γ, modulo the family of relations x g − x h − x gh −1 , as g and h vary over Γ. Theorem 37 thus implies the following.
Corollary 38. H 1 (k) ∼ = (k × ) ab /{±1}.
The Model Theory of Modules
In this final section, we consider several characterizations of the pre-order ≤ n on L ′ n (R). These various, but equivalent, formulations may seem more concrete, and serve as a historical reference for the origin of the pre-order ≤ n .
4.1.
A Completeness Theorem. The language (cf. [10, §1.1]) for left R-modules is L(R) = (+, −, 0, r) r∈R . It contains the language (+, −, 0) for abelian groups together with unary function symbols r, one for every element r ∈ R, and denoted the same way. The symbols from the abelian group language are intended to interpret the underlying abelian group structure of a left R-module R M, while the unary function symbol r is intended to interpret the action of the corresponding ring element r ∈ R on M.
The atomic formulae in L(R) are of the form (4) b 1 w 1 ± b 2 w 2 ± · · · ± b m w m . = a 1 v 1 ± a 2 v 2 ± · · · ± a n v n , where the v i and w j are variables, and a i and b j elements from R acting as scalars on the left. These formulae are nothing more than linear equations. The standard axioms for a left R-module are expressible in L(R). In the language L(R), it is not possible to quantify over the ring R, so that this collection of axioms, denoted by T (R), is usually infinite. For example, T (R) contains the axiom schema: for every r ∈ R, (∀v, w) r(v + w) . = rv + rw.
Relative to the axioms T (R), we may rewrite the atomic formula (4) as
A system of linear equations is expressible as a finite conjunction of linear equations,
where A is an m × n matrix, B an m × k matrix and v = (v i ) n i=1 and w = (w j ) k j=1 column vectors of n, (respectively, k) variables.
A positive-primitive formula is an existentially quantified system of linear equations:
∃w (Bw . = Av).
There are two extreme cases of a positive-primitive formula; (1) if B = 0, then the positive-primitive formula is equivalent, relative to T (R), to a quantifier-free formula, the homogeneous system of linear equations Av . = 0; (2) if A = I n , the n×n identity matrix, then the positive-primitive formula is equivalent, relative to T (R), to the divisibility condition B|v := ∃w (Bw . = v).
Using this notation, we may express a general pp-formula in the free variables v as 
Note how the property that cB ′ = 0 has been used twice in this simplification. By Corollary 1.3.8 of [10] , the converse also holds. 
