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深層ニューラルネットワーク (Deep Neural Network; DNN) によるデータ解析の性能が、近年強い注目を
浴びている [26, 20] 。DNN の柔軟かつ大規模なモデリングと、それらのパラメータの学習を可能にする計算
機 最適化技術の発展により、DNN の分析の性能がカーネル法やサポートベクターマシンといった既存の機
械学習手法を超える分析の精度を発揮することが経験的に知られている [14, 19, 17] 。これらの性能により、






[7, 2, 4, 22, 34, 24, 5] 、汎化性能を調べる統計的学習理論 [3, 23, 27, 35, 30] 、効率的な学習手法や学習のダイ
ナミクスを模索する最適化理論 [1, 11,8, 16,28] などによる研究がある。
統計理論による DNN の解析は、データ生成過程の滑らかさという仮定に強く依存しており、そのもとでは
DNN の性能を理論的に説明することが難しい。統計理論で解析を行う際は、独立同一分布より与えられた  n
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個の観測  \{(Y_{i}, X_{i})\}_{i=1}^{n} が
 Y_{i}=f(X_{i})+\xi_{i}, \xi_{i}\sim \mathcal{N}(0, \sigma^{2}) ,
という関係に従うとし、この関係を表す関数  f を推定する問題を考える。これを解析する際には、  f は  D 次
元の入力を持つ  \beta 回連続微分可能な滑らかな関数であると仮定するのが一般的である。この設定のもとでは、
カーネル法やガウス過程法といった多くの主要な推定量による汎化誤差が
 0(n^{-2\beta/(2\beta+D)}) , (narrow\infty) ,
という収束レートを持つことが知られている [31, 32] 。この汎化誤差の収束レートはミニマックスの意味で最







 O ( \max\{n^{-2\beta/(2\beta+D)} , n^{-\alpha/(\alpha+D-1)}\}) , (narrow\infty) ,
であることを示した (定理1)。なお、  \alpha と  \beta は区分内の関数および区分の境界線の滑らかさを表すパラメータ




なお、本稿の内容は論文 [15] に準じる。本稿の全ての定理の証明は、元論文 [15] に含まれている。
1.1 記法
 I:=[0,1] を区間とし  \mathbb{N} を自然数とする。ベクトルの  b の  j 番目の要素  b_{j} 、  \Vert\cdot\Vert_{q}  :=( \sum_{j}b_{\dot{j}}^{q})^{1/q} を q‐ ノルム、
vec  (\cdot) を行列のベクトル化作用素とする。  z\in \mathbb{N} について、  [z]  :=\{1,2, z\} を  z を超えない正の整数の集
合とする。  I 上の測度  P と関数  f :  Iarrow \mathbb{R} について、  \Vert f\Vert_{L^{2}}(P)  :=(J_{I}|f(x)|^{2}dP(x))^{1/2} を  L^{2}(P) ノルムとす
る。  \otimes はテンソル積を表す。集合  R\subset I^{D} について、  1_{R} :  I^{D}arrow\{0,1\} を  R 上の指示関数とする ; すなわち
 x\in R の時  1_{R}(x)=1 で、それ以外の場合は  1_{R}(x)=0 となる。  H^{\beta}(\Omega) を集合  \Omega 上のヘルダー空間とする ;
関数  f :  \Omegaarrow \mathbb{R} のうち  \lfloor\beta\rfloor 回連続微分可能かつその導関数が  \beta-\lfloor\beta\rfloor ‐ヘルダー連続であるものの空間である。




変数  X_{i} を含む空間として  D‐次元の超立方体  I^{D}(D\geq 2) を考える。今、独立同一分布より生成された観測
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値  (X_{i}, Y_{i})\in I^{D}\cross \mathbb{R} が   i\in 回について与えられているとし、またそれらのデータ生成過程は以下の関係を満
たしているとする :
 Y_{i}=f^{*}(X_{i})+\xi_{i} . (1)
ここで、  f^{*}:I^{D}arrow \mathbb{R} はデータ生成過程を特徴付ける真の関数 (未知) であり、また  \xi_{i} は  i\in[n] ごとに平均
 0 で分散  \sigma^{2}>0 の独立なガウス確率変数であるとする。また、  I^{D} 上の X の周辺分布を  P_{X} とし、これらは
有界かつ正の密度を持つとする。
回帰問題の目的は、観測の集合  D_{n}  :=\{(X_{i}, Y_{i})\}_{i\in[n1} から未知の関数  f^{*} を推定することである。推
定量を  \hat{f} とし、その性能を  L^{2}(P_{X}) ノルムを用いて議論する ; すなわち汎化誤差  \Vert\hat{f}-f^{*}\Vert_{L^{2}(P_{X})}^{2}=
 E_{X\sim P_{x}}[(\hat{f}(X)-f(X))^{2}] の大きさを評価する。この様な  f^{*} を推定する問題は盛んに研究されており、力一
ネル法やスプライン法などによる推定量が多数開発されている (概論として [32] や [31] が詳しい)。
2.2 深層ニューラルネットワークモデル
深層ニューラルネットワーク (DNN) によって表現される統計モデルを定義する。  L\in \mathbb{N} をDNN の層の数
とし、各  \ell\in[L+1] ごとに  D_{\ell}\in \mathbb{N} を各層の内部の変数の次元とする。なお今回の設定では、モデル全体の出
力は一次元を考え、  D_{L+1}=1 とする。また、各層ごとに  A_{\ell}\in \mathbb{R}^{D_{\ell+1}\cross D_{\ell}} と砺  \in \mathbb{R}^{D_{\ell}} を行列 ベクトルの形
で与えられるパラメータとする。ここで、全層のパラメータの組を合わせたものを
 \Theta:=((A_{1}, b_{1}), \ldots, (A_{L}, b_{L})) .
とし、これを DNN モデルの構成と呼ぶ。ここでは、  |\Theta|  :=L を  \Theta の層の数を表し、  \Vert\Theta\Vert_{0}  := \sum_{\ell\in[L]}\Vert vec  (A_{\ell})\Vert_{0}+
 \Vert b_{\ell}\Vert_{0} を  \Theta の非ゼロ要素の数、  \Vert\Theta\Vert_{\infty}  := \max{   \max_{\ell\in[L]}\Vert vec  (A_{\ell})\Vert_{\infty},   \max_{\ell\in[L]}\Vert b_{\ell}\Vert_{\infty} } を  \Theta のパラメータの最
大の絶対値を表すものとする。加えて、DNN の各層での変換に用いる活性化関数  \eta :  \mathbb{R}^{D'}arrow \mathbb{R}^{D'} を定義す
る。本稿では、ReLU 活性化関数   \eta(x)=(\max\{x_{d}, 0\})_{d\in[D^{t}]} を考える。




 x^{(1)}:=x,  x^{(\ell+1)}:=\eta(A_{\ell}x^{(p)}+b_{\ell}), for  \ell\in[L],
と定義されるものとする。ただし  L=|\Theta| である。この DNN によって表現されるモデルの集合を、ハイパー
パラメータ  S\in \mathbb{N},  B>0 と  L'\in \mathbb{N} を用いて
 -NN,\eta-:=\{G_{\eta}[\Theta]:I^{D}arrow \mathbb{R}|\Vert\Theta\Vert_{0}\leq S,
\Vert\Theta\Vert_{\infty}\leq B, |\Theta|\leq L'\},
と表現する。  S は  \Theta による非ゼロパラメータの数を制約しており、これは DNN の枝の数を制約しスパースな
ネットワークを表現していることに等しい。  B は各パラメータのスケールを制約している。
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2.3 DNN による関数の推定量
DNN によるモデルを用いて、経験損失を最小化する推定量を定義する。観測  \mathcal{D}_{n} 上で二乗誤差を最小化す
る DNN モデルを
 \hat{f}\in argmin   \underline{1}\sum(Y_{i}-f(X_{i}))^{2} , (2) f\in_{-NN,\eta}^{--}(S,B,L)n_{i\in[n]}
とし、  \hat{f} を  f^{*} の推定量として用いる。この最小化問題(2)は、目的関数が連続でかつパラメータの集合  \Theta がコ







3.1 準備 : 区分
準備として、まず定義域  I^{D} に含まれる区分の定義を与える。ここではホライゾン関数 [24] を用いる。滑ら
かな関数  h\in H^{\alpha}(I^{D-1}) を考え、その上でホライゾン関数  \Psi_{h,d} :  I^{D}arrow\{0,1\} を  d\in[D] それぞれについて
 \Psi_{h,d}:=\Psi_{d}(x_{1}, \ldots, x_{d-1}, x_{d}\pm h(x_{-d}), x_{d+1}, 
\ldots, x_{D}) ,
と定義する。ここで、  \Psi_{d} :  I^{D}arrow\{0,1\} は  \Psi_{d}(x)=1_{\{x\in I^{D}|x_{d}\geq 0\}} で定義されるヘヴイサイド関数である。
ホライゾン関数を用いて基底区分  A\subset I^{D} を定義する。  A\subset I^{D} が基底区分であるとは、  \Psi_{h,d} が存在して
 A=\{x\in I^{D}|\Psi_{h,d}(x)=1\},
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を満たすこととする。基底区分は、超立方体のうち  h を境界とした集合の片側であると見なすことができ
る。なお、基底区分  A は球体の変形で表されるものに限定する。すなわち、  \Psi_{h,d} はある  \alpha‐滑らかな埋め込み
 e :  \{x\in \mathbb{R}^{D}|\Vert x\Vert_{2}\leq 1\}arrow \mathbb{R}^{D} を用いて  A=I^{D}\cap Image(e) と表すことができるものとする (詳細は [15] の
Appendix を参照)。
本稿で用いる区分を  J個の基底区分の共通部分として定義する。すなわち、区分の集合を基底区分  A_{1} , ..., Aj
を用いて
  \mathcal{R}_{\alpha,J}:=\{R\subset[0,1]^{D}|R=\bigcap_{j=1}^{J}A_{j}\},
のように定義する。直感的には、区分  R\in \mathcal{R}_{\alpha,J} とは複数の滑らかな境界面によって囲まれる要素の集合であ
る。また、ここでは基底区分の  J 個の共通部分を考えているので、  R の境界は微分できない部分を含むことが
できる。
3.2 区分上でのみ滑らかな関数
区分上でのみ滑らかな関数を、滑らかな関数の集合  H^{\beta}(I^{D}) および区分の集合  \mathcal{R}_{\alpha,J} を用いて定義する。
 M\in \mathbb{N} を  I^{D} に含まれる区分の数として、区分上でのみ滑らかな関数の集合を
  \mathcal{F}_{M,J,\alpha,\beta}:=\{\sum_{m=1}^{M}f_{m}\otimes 1_{R_{m}}:f_{m}
\in H^{\beta}(I^{D}), R_{m}\in \mathcal{R}_{\alpha,J}\},
のように定義する。ここでは  f_{m}(X) は  X\in R_{m} の場合にのみ実現するようになっており、これらの  M 個の和
を考えることで  \mathcal{F}_{M,J,\alpha,\beta} は区分  R_{m} 上の滑らかな関数  f_{m} の組み合わせを表現している。  \mathcal{F}_{M,J,\alpha,\beta} に含まれ
る関数は、区分の境界線上で非滑らか (微分不可能や非連続) になることが確認できる。なお、  M=1 かつ






Theorem 1. (  \hat{f} の汎化誤差の収束レート)
 f^{*}\in \mathcal{F}_{M,J,\alpha,\beta} とする。この時、ある定数  c_{1},  c_{1}',  C_{L}>0,  s\in \mathbb{N}\backslash \{1\} と、DNNのある構成  \Theta で
(i)   \Vert\Theta\Vert_{0}=c_{1}'\max\{n^{D/(2\beta+D)} , n^{(D-1)/(\alpha+D-1)}\},
(ii)  \Vert\Theta\Vert_{\infty}\geq c_{1}n^{s},
(iii)  | \Theta|\leq c_{1}(1+\max\{\beta/D, \alpha/2(D-1)\}) ,
を満たすものが存在して、この構成のもとでの推定量  \hat{f} が
  \Vert\hat{f}-f^{*}\Vert_{L^{2}(P_{X})}^{2}\leq C_{L}\max\{n^{-2\beta/(2\beta+
D)}, n^{-\alpha/(\alpha+D-1)}\}(\log n)^{2} , (3)
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を確率  1-c_{1}n^{-2} 以上で満たす。
この定理で与えられた汎化誤差の収束レートは以下のように解釈される。一つ目の項  n^{-2\beta/(2\beta+D)} は、
 f_{m}\in H^{\beta}(I^{D}) を  m\in[M] それぞれについて推定する影響を表している。このレートは、  H^{\beta}(I^{D}) に属する関
数を推定する問題の、ミニマックス最適な汎化誤差のレートに等しい (例えば [31] が詳しい) 。二つ目の項










  E_{f}*[\Vert\check{f}-f^{*}\Vert_{L^{2}(P_{X})}^{2}]\leq C_{L}\max\{n^{-2\beta
/(2\beta+D)}, n^{-\alpha/(\alpha+D-1)}\}(\log n)^{2}+\triangle_{n}.
 \mathbb{E}_{f}*[\cdot]  \}よ  (X, Y) を生成する分布による期待値である。最適化の誤差を評価するのは本稿の主要な関心では




のミニマックス最適性に関する議論を用いる (例えば [31] や[12] などが詳しい)。この理論は、最良の推定量
を用いる状況での最大の汎化誤差の下限を与えることで、推定量が達成できる汎化誤差の理論的な限界値を評
価するものである。
以下の定理は、区分上でのみ滑らかな関数  \mathcal{F}_{M,J,\alpha,\beta} を推定する際のミニマックスな汎化誤差の収束レート
を与えている。
Theorem 2. (  \mathcal{F}-\cdot-,J,\alpha,\beta 推定のミニマックス収束レート)















 f^{\eta_{in}}(x)= \sum_{i\in[n]}T_{i}(x;X_{1}, \ldots, X_{n})Y_{i} . (4)
なお、  T_{i} は  X_{1},  X_{n} に依存する任意の可測関数である。この推定量のクラスは、カーネル法、フーリエ法、
スプライン法、ガウス過程法などの多くの推定量を含んでいる。
非滑らか関数を推定する問題について、過去の研究 ([18] の6章) が、線形推定量が最適性を達成しないこ
とを示している。それを用いることで、以下の結果を得ることが出来る。
Corollary 1. (DNNの理論的優位)
 \alpha D/(2\alpha+2D-2)\leq\beta が成立するとする。この時、ある  f^{*}\in \mathcal{F}_{M,J,\alpha,\beta} が存在し、そのもとで DNN による







第一の理由として、DNN は区分上の指示関数  1_{R},  R\in \mathcal{R}_{\alpha,J} を少ない数のパラメータで簡単に表現できる
ことが挙げられる。この性質は、DNN が持つ合成関数の構造と ReLU 活性化関数の性質から導かれる。二つ
の ReLU 活性化関数の差はステップ関数を効率的に近似し、またステップ関数と滑らかな関数の合成は滑ら
かな境界を持つ集合上の指示関数を表現できる。すなわち、ステップ関数  1_{\{x\geq 0\}} は十分大きなパラメータ
 a>0 のもとで
 1_{\{x\geq 0\}}\approx\eta(ax)-\eta(ax-1/a)=:\zeta(x) , (5)
と近似することが可能である。また適切な区分  R\in \mathcal{R}_{\alpha,J} は、滑らかな関数  f\in H^{\beta}(I) を近似する DNN によ
る関数  f\approx G\in\Xi(S_{f}, B_{f}, L_{f}) を用いて
 1_{R}\approx\zeta\circ G,
と近似できる。ここで重要なのは、  1_{R} の近似に必要なパラメータが  S_{f}+4 個に抑えられていることである。
滑らかな関数の近似に必要な  S_{f} 個のパラメータに定数個のパラメータを加えるだけで、指示関数という非滑
らかな関数を効率的に近似することが可能になっている。対照的に、線形推定量などの他手法は活性化関数や





る点にある。すなわち、DNN の部分ネットワークが  f_{m}\in H^{\beta}(I^{D}) や  1_{R},  R\in \mathcal{R}_{\alpha,J} といった各要素をそれぞ
れ近似し、また別の部分ネットワークがそれらの合成や積を表現できる。定理1の証明では、区分上でのみ滑ら
かな関数を近似するための DNN の具体的なネットワーク構造が与えられているが、それは小さな部分ネット
ワークの適切な組み合わせで構成されている。具体的には、  f'= \sum_{m\in[M]} 瑞  \otimes 1_{R_{m}^{*}} を表現するために、小さ
な部分ネットワークによるモデル  G_{f,m},  G_{r,m},  G_{3}\in_{-}--(S', B', L') を  m\in[M] それぞれについて適切なハイパ
ーパラメータ  S',  B',  L' のもとで考え、それらが  f_{m}^{*}\approx G_{f,m},  1_{R_{m}^{*}}\approx G_{r,m} や  (x\mapsto\Sigma_{m\in[M]}x_{m}x_{M+m})\approx G_{3}
for  x\in \mathbb{R}^{2M} を満たすようにする。そして、DNN 全体によるモデルを
 \dot{G}:=G_{3} (G_{f^{1}},(.), ..., G_{f^{M}},(\cdot), G_{r,1} (.), ..., G_{r,
M} (.)) ,
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