A two-parameter Rayleigh-geometric distribution with increasing-decreasing-increasing and strictly increasing hazard rate characteristics is reviewed. Various properties are discussed and expressed analytically. The estimation of the distribution parameters is studied by the method of maximum likelihood and validated by a simulation study. Numerical examples based on two real data-sets on the waiting time in queue and CO 2 emissions are given. The Rayleigh-geometric distribution in this paper has a simpler analytical expression compared to the pre-existing distributions with different parameterizations.
Introduction
In recent times, there is increasing attempt by several researchers from different academic spheres to define new probability distributions for appropriate modeling of various complex real-life phenomena. For instance, Adamidis and Loukas (1998) , Kuş (2007) , Ristić and Nadarajah (2014) , Tahir et al. (2016) , Okorie et al. (2017a) , Okorie et al. (2017b) , and so on.
Some of the new probability distributions are quite flexible in that they result in some other well-defined probability distributions when their parameter(s) are set to certain values. For example, Mahmoudi and Shiran (2012) introduced a four-parameter distribution known as the exponentiated Weibull-geometric (EWG) distribution. The EWG distribution is a compound mixture of the exponentiated Weibull (EW) distribution due to Mudholkar and Srivastava (1993) and the geometric distribution. The EWG distribution nest a couple of other distributions as special cases and they include the generalized exponential-geometric (GEG), complementary Weibull-geometric (CWG), complementary exponential-geometric (CEG), exponentiated Rayleigh-geometric (ERG) and, the Rayleigh-geometric (RG) distributions. The probability density function (PDF) of the EWG distribution is given by * Corresponding author.
E-mail address: idika.okorie@manchester.ac.uk (I.E. Okorie). where , , > 0, and ∈ [0, 1). Particularly, the EWG distribution reduces to the RG distribution when = 1 and = 2. The PDF of the RG distribution is given by
with CDF
where > 0, and ∈ [0, 1). This paper is devoted to studying a probability distribution that had appeared in previous studies in slightly different forms. The distribution in its present form is simpler in expression and it has among other appealing characteristics an increasing hazard rate. The increasing hazard rate is a popular and useful concept in life testing and so many other https://doi.org/10.1016/j.heliyon.2019.e02200 areas of applied probability and statistics, for example; many real-life phenomena particularly those that are related to electronic components, devices, and machines exhibit the increasing hazard rate property due to regular use and wear. Moreover, the distribution under study is identified to be suitable for modeling queueing and CO 2 emissions data.
The remaining part of this paper is in the following order. Section 2 introduces the distribution, defines some related functions like the reliability and hazard rate functions, and discusses some limit behaviors, Section 3 gives some basic properties of the distribution, Section 4 presents the estimation of parameters, Section 5 illustrates the usefulness and flexibility of the distribution by two real data-sets, and Section 6 gives the concluding remarks.
respectively.
The two-parameter distribution whose CDF and PDF are given by Equations (1) and (2) is called the Rayleigh-geometric distribution (RGD for brevity) where is the scale parameter and is the shape parameter. The RGD is a special case of the geometric generalized family of distributions and the physical interpretation of the exponentialgeometric distribution (EGD) due to Adamidis and Loukas (1998) can be extended to the RGD. The PDF of the RGD is always unimodal for any with mode ≠ 0 and the hazard rate function is either increasingdecreasing-increasing (if → 1) or strictly increasing (if → 0). The Rayleigh distribution with parameter is the limiting case of the RGD when → 0. The limiting behavior of the PDF and the hazard rate function are (0) = (∞) = 0 and ℎ (0) = 0 and ℎ (∞) ∼ ∕ 2 . The plots of the PDF and hazard rate function of the RGD for fixed and different values of are shown in Fig. 1. 
Relationship with other distributions
To the best of our knowledge, there is no paper focusing on either the direct derivation of the RGD or dedicated to the discussion of its properties and inferential issues as in this paper but, as we mentioned earlier, the RGD has apparently emerged in the literature as a special case of some well-known distributions. For instance:
1. The Marshall-Olkin Weibull distribution due to Marshall and Olkin (1997) becomes the RGD, when = 1 − and = 1 2 2 . 2. The Marshall-Olkin Rayleigh distribution due to Ozel and Cakmakyapan (2015) is equivalent to the RGD, when = 1 − . 3. The Weibull-geometric distribution reduces to the RGD for = 2 and = Notably, the RGD is related to the EGD due to Adamidis and Loukas (1998) in the following way; suppose follows the RGD and = 2 2 2 , then follows the EGD with parameters ∈ (0, 1) and = 1.
The RGD is different from and has no link with the Rayleighgeometric distribution due to Mahmoudi and Shiran (2012) .
Theory

Quantile function and random number generation
Apart from generating lookup tables for fractiles, the quantile function has also been used to study several mathematical properties of a probability distribution. Galton (1911) and Moors (1988) , respectively is based on the quantile function and they are known as the Galton's skewness and Moors' kurtosis.
The Galton's skewness and Moors' kurtosis coefficient are given by respectively. Fig. 2 show the plots of (left) and (right) for fixed and different values of of the RGD. It is clear from Fig. 2 that the RGD is always right skewed and leptokurtic.
Useful expansions
Mixture representations of Equations (1) and (2) are required to obtain the properties of the RGD, the representations are based on the generalized binomial series and this idea is used throughout the remaining sections. For | | < 1 and > 0, we have
where Γ(⋅) is the gamma function. Rewriting Equations (1) and (2) in terms of Equation (3) we obtain
and
respectively. Equations (4) and (5) give the CDF and PDF of the RGD as a mixture of Raleigh and geometric distribution. 
The third identity of Equation (6) was obtained by substituting for 2 2 2 [1 + ] and simplifying. If is an even number, Equation (6) can be re-written in terms of the Wright's generalized hypergeometric function as
where Ψ (⋅) in Equation (7) is the Wright's generalized hypergeometric function with Γ(1 + ) and Γ(2 + ) multiplied 2 + 1 times. The Wright's generalized hypergeometric function is defined by
, ⋯ , and = 1, 2, ⋯ , ; see Wright (1935) , Mathai and Saxena (1978) , Srivastava et al. (1982) and Kilbas et al. (2006, Equation (1.9) Numerical values of the mean and variance of the RGD are presented in Table 1 and Fig. 3 for various parameter combinations. Fig. 3 indicates that the mean and variance of the RGD decrease with respect to the increasing values of and the mean is always greater than the variance for different parameter combinations of and . (6) or (7) into Equation (8) .
Corollary 3.2.2. If ∼RGD then the moment generating function of can be obtained by substituting ( ) in Equations
( ) = [exp( )] = ∫ all x exp( ) ( ) = ∞ ∑ =0 ! ∞ ∫ 0 ( ) = ∞ ∑ =0 ! ( ).(8)
Mean residual life
The mean residual life of a continuous random variable say, denoted by ( ) is a very useful tool in life testing situations for describing the ageing process of . The ( ) gives the expected remaining lifetime of a component or device that has survived up to time .
Theorem 3.3. If
∼RGD, then the mean residual life of is given by Equation (9).
where ( ) denote the reliability function of the RGD in Section 2. The third identity of Equation (9) is the expanded form of the second identity expressed in terms of Equation (3) and the fourth identity was obtained after substituting for 2 2 2 [1 + ] in the third identity and simplifying.
Mean waiting time
The mean waiting time of a continuous random variable say, denoted by ( ) is a very useful tool in reliability, survival analysis and actuarial science for describing several lifetime phenomena. Suppose we just noticed at time that a component or device had failed, ( ) can be used to calculate the exact failure time of . 
where ( ) is the CDF of the RGD in Equation (1) and (⋅, ⋅) is the lower incomplete gamma function. The third identity of Equation (10) was obtained after substituting 2 2 2 and 2 2 2 [1 + ] in the second identity and performing some algebra.
Mode
Like the mean and median, the mode is used to describe the distribution of a random variable. The mode of a continuous random variable say, is the value of at which its PDF has a local maximum value. The local maximum value of the RGD is obtained as the solution of
Equation (11) does not have any analytical solution in terms of and must be calculated numerically. Some of the numerical values of the mode of the RGD are calculated for a fixed value of and varying values of by the uniroot function in R and reported in Table 2 .
The result in Table 2 shows that the mode of the RGD is always within the interval of (0, 1) and decreases with the increasing values of .
Mean deviations
The mean and median are well-known measures of central tendency hence, the degree of spread in a population can reasonably be quantified either by the mean of the distances between the observations and the mean or median . The mean deviations about the mean Ω 1 and the mean deviations about the median Ω 2 can be defined as 
If the random variable say, follows the RGD and ∃ ∈ (0, ∞) then Ψ(⋅) is given by
where is given in Corollary 3.1.1 and is obtained by either setting = 1 in Equation (6) or Equation (7).
Lorenz and Bonferroni curves
The application of Lorenz and Bonferroni curves are popularly known in Economics as indices for measuring inequality in terms of income and poverty distribution in a given population and they have also gained widespread utility in reliability engineering, actuarial science, and medicine. The Lorenz and Bonferroni curves for the RGD are given by
respectively, where = −1 ( ), ∈ (0, 1) and is obtained by either setting = 1 in Equation (6) or Equation (7). We omit the detail for the derivations of Equation (12), (13), and (14) because they are similar to that of Equation (6).
Calculation
Let
∼RGD and = ( , ) ′ be the parameter vector. The loglikelihood function ℒ = ℒ( ) based on a random sample of size is given by
The partial derivative of ℒ( ) with respect to the parameters are
and 
By setting the above partial derivatives to zero we obtain two nonlinear equations whose solutions are the maximum likelihood estimates (MLEs) of the parameters, denoted by ̂a nd must be obtained by certain numerical optimization procedure such as the Newton-Raphson iterative method. The observed Fisher information matrix denoted by (̂) = [ , ] 2×2 , , = 1, 2 can be obtained numerically in R software. The total observed Fisher information matrix can be approximated by
; , = 1, 2.
For a given set of observations, the matrix in Equation (12) can be obtained after the convergence of the Newton-Raphson procedure via the nlm function in R software. The nlm function carry out a minimization of the function ℒ( ) using a Newton-type algorithm. Moreover, the elements of (̂) are given by: 
Simulation study
In this section, we study the performance of the method of maximum likelihood estimation in estimating the parameters of the RGD using Monte-Carlo simulation for different sample sizes and different parameter values. The simulation study was implemented in R software and it involves 10,000 replications for different sample sizes = 10, 25, 50, 75, 100, 150, 200, 250 , and 300 and different parameter combinations. Table 3 gives the values of the mean estimates, mean standard errors (SEs), mean biases, and mean square errors (MSEs) of the parameters, and for different sample sizes. It is easy to verify from these results that the MLEs approximates the true parameter values as increases. Moreover, the SEs, biases, and MSEs decrease with increasing . Finally, the MLE procedure can be used to estimate the parameters of the RGD effectively even for small .
The Monte-Carlo algorithm is outlined as follows. 
Analysis
In this section, we use a real data-set to demonstrate the performance of the Rayleigh-geometric distribution in modeling real-life dataset. The first data we consider is the yearly data on the carbon dioxide (CO 2 ) emissions in Afghanistan from 1980 to 2006 (1 × 10 6 metric tons). The total CO 2 emissions from the consumption and flaring of fossil fuels (in millions of metric tons of carbon dioxide) were compiled by the US Department of energy www.eia.doe.gov/emeu/iea/. The data is available in the R package called asbio (R Core Team, 2014) . The second data is on the waiting time (minutes) before service of 100 bank customers that were reported in Merovci and Elbatal (2013) . The summary statistics for the two data-sets are listed in Table 4 . We compare the fitting performance of the RGD in modeling the CO 2 and the waiting time data with the following competing one-parameter, two-parameter, and three-parameter distributions: 
5. Lindley distribution due to Lindley (1958) ( ) = 1 −
6. Lindley-geometric distribution (LGD) due to Zakerzadeh and Mahmoudi (2012)
7. transmuted Lindley-geometric distribution (TLGD) due to Merovci and Elbatal (2013) 
9. EGD due to Adamidis and Loukas (1998)
10. Weibull-geometric distribution (WGD) due to Barreto-Souza et al.
The verification of the fitting performance for the fitted distributions would be carried out by comparing the values of their KolmogorovSmirnov K-S (see Kolmogorov, 1933 , Smirnoff, 1939 , Scheffé, 1943 and Wolfowitz, 1949) , log-likelihood (−L), AIC, BIC, and the AICc goodness-of-fit statistics. The distribution with the smallest goodnessof-fit statistics and largest K-S − is the best. The analytical expressions for the goodness-of-fit measures are: ;̂∶ 2.8308259 [0.46289655] ;̂∶ 0.1244236 [0.08034716] 40.25773 Table 6 Goodness-of-fit of the fitted models for the CO 2 data. ii. Akaike information criterion (AIC) due to Akaike (1974) 
iii. Bayes information criterion (BIC) due to Schwarz (1978) BIC = −2ℒ + log( ), and iv. AIC with a correction (AICc) due to Hurvich and Tsai (1989) 
where, L , , , and ̂( ⋅) corresponds to the estimate of the model maximized log-likelihood function, number of parameters in the distribution, the sample size of the fitted data, and the estimated distribution function under the ordered data, respectively.
Discussion of results
Results from the model fittings are reported in Tables 5, 6 , 7 and 8. For the CO 2 data, the RGD only gave the smallest BIC value while the WGD gave the smallest AIC, AICc, K-S statistic values, and the largest -value for the K-S test in Table 6 . For the waiting time data, the RGD gave the overall smallest information criteria values while the WGD gave the smallest K-S statistic value and largest -value for the K-S test in Table 8 . To avoid ambiguity, only the fits of the RGD and WGD are illustrated in Fig. 4 (a and b) and the plots reveal that the goodness-of-fit for the RGD and WGD are rather not questionable for the two data-sets. Moreover, the two-parameter RGD and three-parameter WGD are strong competitor models for the two data-sets because, the difference between the fit of the two distributions for the two datasets is largely marginal (see Tables 6 and 8 ). However, in practice, the answer to the question of which between the two distributions (RGD and WGD) should be chosen is readily handy by the popular rule of parsimony which in principle favors the RGD distribution. To support our claim, we used the likelihood ratio test (LRT) to test the hypoth-
. The test
where L is the value of the estimated log-likelihood function and Ω follows the Chisquared distribution with degrees of freedom i.e.; Ω ∼ 2 where denote the difference between the number of parameters in the two distributions and the − for the test is calculated as ( 2 1 > Ω). The hypothesis is based on 0.05 level of significance and the non-rejection of 0 suggests that the RGD is a better candidate for the fitted data than the WGD. The LRT result for the CO 2 data gave Ω = 3.0624 and − = 0.0801232 and for the waiting time data Ω = 0.0066 and − = 0.9352508 hence; there is no evidence at 0.05 level of significance to reject the 0 (RGD) for the two data-sets and our claim is validated up to a reasonable extent.
A more recent paper by Anwar and Bibi (2018) introduced the threeparameter half-logistic generalized Weibull (HLGW) distribution with CDF
Anwar and Bibi (2018) applied the HLGW distribution to the waiting time data and the fit of the HLGW distribution was compared with those of six competing one, two, and three-parameter distributions including the Weibull distribution. Based on the results from the distributions fittings in Table 4 of Anwar and Bibi (2018) the HLGW distribution indicate a better performance than the other distributions in modeling the waiting time data. Here, we want to point out that the two-parameter RGD in this paper offers a better fit to the waiting time data than the three-parameter HLGW distribution because the log-likelihood of the RGD (316.9575) is less than that of the HLGW distribution (317.1130). In terms of parsimony, the two-parameter RGD, gamma distribution, and EE distribution are generally better options for modeling the waiting time data than the HLGW distribution.
Conclusion
The statistical literature is lacking the complete representation of the exact parametrization of the Rayleigh-geometric distribution (RGD) as in this paper. On this note, we present a detailed account of the statistical properties of the two-parameter RGD with two applications to illustrate its possible utility. The RGD was obtained by mixing the geometric distribution and the Rayleigh distribution; moreover, the Rayleigh distribution is identified as the limiting case of the RGD when the mixing parameter approaches zero. The hazard rate function of the distribution contains some important shapes of the hazard rate of some lifetime phenomena that are commonly encountered in practice, they are; increasing-decreasing-increasing and strictly increasing shapes. Estimation of the distribution parameters was carried out by the method of maximum likelihood and a numerical study show that the maximum likelihood estimation method provides good estimates for the distribution parameters. Two real-life examples based on the modeling of waiting time in bank queue and CO 2 emissions in Afghanistan were given to demonstrate the usefulness and fitting prowess of the RGD. We hope that this paper would encourage the application of the RGD in areas such as hydrology, reliability analysis, and meteorology.
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