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Counts of extensions, such as the number of triangles containing a vertex or the 
number of paths of length five containing a given two vertices, are examined in a 
random graph. It is shown, roughly, that when the expected value of the number 
grows faster than logarithmically then the counts are asympotically equal for all 
choices of the root points. cl 1990 Academic Press, Inc. 
INTRODUCTION AND SUMMARY 
Let H be a graph with vertices labelled x1, . . . . x,, y,, . . . . y,, where R = 
IX 1, . . . . x,} is a specified subset, called the roots. The pair (R, H) will be 
dubbed a rooted graph. Let G be a graph (disjoint from H) with x1, . . . . x, 
distinct vertices. We call the ordered u-tuple y,, . . . . y,, a set extension if 
(i) the yj are distinct from each other and from the xi 
and we call y, , . . . . y, an extension if, in addition, 
(ii) {xi, yj} EE(G) whenever {xi, y,} E,?(H) 
(iii) { yi, yj} E E(G) whenever { yi, y,} E E(H). 
We write N(x,, . . . . x,) for the number of extensions y,, . . . . y,, relative to a 
given (R, H). 
EXAMPLES. (i) His an edge on (x,, yr}. Then N(x,) is the degree of x,. 
(ii) H is a triangle on {x,, y,, y2}. The N(x,) is twice the number 
of triangles containing x1, as we count ordered pairs. 
(iii) H is a path on {x1, y,, . . . . y,-,, x2), Then N(x,, x2) is the 
number of paths of length d from x1 to x2. 
Observe that the edges between the roots of H are immaterial and also 
observe that G on x1, . . . . yv may have more edges than H. We will use the 
notation xi, yj both for the fixed vertices of H and variable vertices of G. 
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For convenience we write x for x,, . . . . X, and y for y,, . . . . y,, and N(x) for 
N(x, ) . ..) x,). 
Let G = G(n, p) denote the random graph with n vertices and edge prob- 
ability p. In [3] we found the threshold function for the statement, there 
denoted Ext(R, H), that N(X) > 0 for all x, i.e., every r vertices of G could 
be “extended” to a copy of H. This work may be regarded as a sequel to 
[3] though, with one exception, it is self-contained. Here our concern is to 
find p so that all N(x) are asymptotically equal. 
DEFINITIONS. u = vert(R, H) is the number of vertices of H, excluding 
roots. e = edge(R, H) is the number of edges of H, excluding edges between 
roots. We say (R, H) has type (u, e). The density of (R, H), denoted 
dens(R, H), is given by 6 = dens(R, H) = e/v. 
Fix (R, H) and x. For each of the (n - u), set extensions y let A,, denote 
the event “y is an extension of x” and Z, the corresponding indicator 
random variable. Then 
E[Z,.] = Pr[A,.] = pe, 
since for A,, to hold a certain e pairs must be edges of G. Let N= N(X) be 
the number of extensions, now regarded as a random variable. Then 
N= C ZY, the sum over all set extensions y, so linearity of expectation gives 
E[N] = C E[Z?,] = (n - r)apP - n”p’, 
where asymptotics shall always refer to a fixed (R, H) and n approaching 
infinity. We set 
,a = E[N] - n”p’ 
throughout this paper. In [3] we showed, roughly, that Ext(R, H) occured 
when p - c In n, where c was an explicitly computed value. Our main result, 
roughly, is that when ,U $ In n then all N(x) - ,u. In one sense this extends 
a result of Paul ErdBs and Alfred Renyi [I] at the very beginnings of 
random graphs: when pn 9 In n all vertices have asymptotically the same 
degree. 
These results, however, do not hold for all (R, H). For example, let H 
consist of y, adjacent to roots xi, x2, xj and y, adjacent to y,. Then 
p -n2p4. But when, say, p =n-“.49 so that p $ In n we still do not have 
N(X) > 0 for all x, since most xi, x2, x3 do not have a common neighbor 
y,. The problem here is that inside (R, H) lies a more difficult “subexten- 
sion” of R by y,. This situation is quite common in random graphs and 
our treatment of it mirrors the classic work of Erdiis and Renyi. 
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DEFINITION. (R, H’) is a subextension of (R, H) if H’ = HI s, where 
R c SE V(H). It is a proper subextension if S # V(H). We write (R, S) for 
(R, HIS) when (R, H) is understood. 
DEFINITION. (R, H) is strictly balanced if all proper subextensions have 
strictly smaller density. 
Note that in the above example (R, H) has density 4/2 but the subexten- 
sion (R, (x,, x 2, -x3, y1 f ) has density 3/l so that (R, H) is not strictly 
balanced. Examples (i), (ii), (iii) are strictly balanced. 
Now we may state our main result. 
THEOREM 1. Let (R, H) be strictlwv balanced, E > 0. Then there is a K so 
that fp is such that p = K In n then a.a. in G(n, p) 
(l-E)/L<N(.X)<(l +e)/J 
for all x. 
The next result is not unexpected. 
THEOREM 2. Let (R, H) be strictly balanced, E > 0. Then there is a K so 
that ifp is such that p > K In n then a.a. in G(n, p) 
(1 -E)~<iv(X)<(l +a)p 
for all x. 
Remark. No attempt is made to ascertain the critical values for K in 
Theorems 1 and 2 as a function of E. The constant K found in Theorem 2 
is larger than that in Theorem 1. One would think that the larger p(n) 
become the more faithfully the law of large numbers would be observed 
and so the same K would suffice. Probably that is the case and it is only 
the K’s given by the proofs that are different. The proofs give, for fixed 
(R, H), K= K(E) approaching infinity as approaches zero. Probably that is 
necessary-if .U = K In n for any fixed K then the N(x) should not yet be 
asymptotically equal. However, we do not explore such “lower bounds” in 
this paper. 
To handle arbitrary (R, H) we need examine the “most difficult” sub- 
extension. 
DEFINITION. The maximal average degree of (R, H), denoted m = 
mad(R, H), is the maximal density of all subextensions (R, S). 
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THEOREM 3. Let (R, H) be arbitrary with m = mad(R, H) and let E > 0. 
Then there exist K, t so that ifp 2 Kn -““(ln n)‘lt then a.a. in G(n, p) 
for all x. 
When (R, H) is strictly balanced m = mad(R, H) = dens(R, H) = e/v so 
that Theorem 3 follows from Theorem 2 with t = e and K appropriately 
adjusted. 
We call (R, H) a-safe if a < l/m, m = mad(R, H). When (R, H) is a-safe 
the function p = n PcL satisfies the conditions of Theorem 3. 
COROLLARY 4. When (R, H) is u-safe and p = II -‘, 
for all x. 
A weaker form of Corollary 4 played a key role in our study with 
S. Shelah of threshold functions and zero-one laws [2, esp. Theorem 31. 
That study provided a major motivation for our investigations here and 
in [3]. 
1. THE MAIN THEOREM 
We will actually show the following. 
THEOREM 5. Let (R, H) be strictly balanced, E, c >O. Then there is a K 
so that ifp is such that y = Kln n then 
where N = N(x) and x is fixed. 
Let K satisfy Theorem 5 with c = r. There are O(nr) possible x. Thus with 
probability 1 - O(nr) o(ner) = 1 -o(l) all N(x) lie within the above 
bounds, giving Theorem 1. 
Our approach is to show that the A,, behave as if they were mutually 
independent events. The argument is in three parts. First, we give a general 
result that allows us to estimate Pr[ A A,] as if the A, were mutually inde- 
pendent. Second, we examine pairwise disjoint families of extensions and 
show that their size is as if the A, were mutually independent. Third, we 
show that intersecting extensions are negligible. Throughout we show that 
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what should happen does happen, not only with probability 1 - o( 1) but 
with probability 1 - o(npc). 
First part. We need the following general result: let s2 be a finite univer- 
sal set and let Y be a random subset of Q given by Pr[y E Y] = pr, these 
events mutually independent over y E 0. Let X,, . . . . X, be subsets of Sz and 
let A,, . . . . A, be the corresponding events Y 3 Xi. Assume all Pr [Ai] < i. 
For indices i, j write i-j if Xi n X, # Qr and i # j. 
Correlation Inequality [4; or 3, Sect 11. 
n Pr[A,] < Pr[ A Ai ]<[nPr[Ail]exp[2 1 Pr[Ai A Aj]]. 
i-j 
In our application R is the set of pairs of vertices, each pair is in Y with 
probability p, so that Y is the edge set of G(n, p). Each event A, is such 
that Y contains certain e pairs so that Pr[,$] = p’< t. Let g be any 
family of set extensions. Then 
M<Pr A A,. <Me2’, [ 1 ‘Y 
where 
is the value “if the A, were mutually independent” and 
A= 1 Pr[A,. A A.“.] 
?‘. r” E dY 
1’” “’ 
is the error term. 
Now, using only that p = nPrie+“(‘), we show A = o( 1) for any CV. It suf- 
fices to do so when C?/ consists of all set extensions. When y = (y,, . . . . y,), 
y’ = (y; ) . . . . y:) we let y n y’ refer to the set intersection { yi, . . . . y,} n 
{Y; 2 ...T y:}. We split the summation A according to s = ( y  n y’l. When 
s = 0 there are no terms as A,., A,. involve disjoint edges. In general, 
Pr[A, n Ay,] = p“, where a is the number of edges in extension y or y’. 
When s = v (so y’ is y with coordinates permuted) a > e + 1, since we 
assume H has no automorphisms fixing R. There are O(n”) such pairs (n” 
choices of y and then v! - 1 choices for y’), so their contribution is 
O(n”p’+‘) = O(n-““+““)) = o( 1). N ow suppose 0 < s < v. Write a = 2e -f, 
where f is the number of edges in both extensions y and y’. Such an edge 
must be part of the s point subextension y n y’. Since, critically, (R, H) is 
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strictly balanced, f < s(e/u) and so a > (2u- s)(e/v). As choices are finite, 
a > (20 - s)(e/zl) + k, where k depends only on (R, H). There are O(,‘“-“) 
such pairs y, y’ and so their contribution to A is O(n2”-‘p”) = 
O(n ~ “k’e + “l’) = o( 1). Thus A = o( 1). That is, 
Pr A A, i 1 -(I -p’)l”l YY (*) 
for any family g of set extensions. 
Second part. We now show that, with probability 1 - o(nec), every 
maximal family F= ( y’, . . . . yi} of pairwise disjoint extensions has size 
between p( 1 -E) and p( 1 + E). We bound the probability that such an F of 
size i exists by 
“j = 0 y (p’)‘(l -pP)(n--r-uJ, (1 +0(l)). 
The first factor is the number of potential families F. The second factor is 
the probability that the i set extensions are extensions. Here it is essential 
that they are pairwise disjoint and so the events A,., y E F, are mutually 
independent. For F to be maximal we must have AY AY, where Y is the 
family of all y disjoint from y’, . . . . y’ and so (*) gives the third factor. 
First suppose i is very large, say i 3 n1j2. We bound 
where e* = 2.718.... Ignoring the third factor (which is less than one) 
which is surely o(n-‘). With i 6 n”‘, (n -r - o$, = n” + O(n’- ‘j2) and 
( 1 _ p’)“~ + o(n”- ‘4 - (1 _ p’)“’ ~ ( 1 _ p’)“u - i. 
The last “- i” factor is asymptotically negligible but allows us to write 
cli - Pr[X= i], where X has binomial distribution B(n”, p’). That is, the 
events A,., at least from the viewpoint of F, act like mutually independent 
events. 
As n” is so large we may estimate X by the Poisson distribution P of 
mean ,u. For this distribution it is known that 
Pr[IP-PI >EP] <e-k”, 
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where k>O depends only on E. We outline the asymptotics. For any 
fixed x, 
Pr[P=~~~]=P-“11”-~/(11X)! 
=e -~I-L~-~e~~-~/(~x)~~(l +0(l))” 
=(y+o(l)Y, 
where y = e-‘- IX. Elementary calculus shows that this function has a 
unique maximum y= 1 at x= 1 so that with Jx- II> E we may bound J 
strictly from 1 and thus we may write y < e-‘, where k is positive. 
We have p = K In n so the probability that all F have size between 
(1 - E)P and (1 + 6)~ is 1 - O(epkp) = 1 - O(nwkK) = 1 - o(n-‘) when K is 
chosen so that kK > c. 
Third parf. Can there be a “sunflower” y’, y’, . . . . yR of extensions with 
each y’ intersecting y” but not contained in y* u y’ u . . u y’- r. Set Z’ = 
yo” . . . u y’. The extension (x, x u y’) has form (R, H). From the assump- 
tions @ # zip ’ n y’# y’ so that (XV (y’nz’-‘), XV yi) has form (S, H) 
with R c SC V(H). Thus it has type (UT, e:) with e,*lv* >eJv. Adding 
z i-l - yi as additional roots gives the extension (x u zi- ‘, .Y uz’). It has 
type (ai, e,) with vi = v,? and e, 3 e,* (as only roots have been added). Thus 
e,lv, > e/v and so vi is bounded 
11, - (v/e)e, < -k, 
where k is a positive constant, dependent only on (R, H). The extension 
(x, XUZ”) is built from the extensions (x, xv y”) and (xu z’~ ‘, XUZ-‘), 
i=l,...,R and so has type (I’,,!?) with V=u+v,+ ... +v,, E= 
e+e, + ... +e,. Hence I/- (u/e) E 6 - kR. The probability that such 
extension exists is at most n “R, < n -kR+o(“. Let R be such that kR> c. 
Then with probability 1 - o(n-‘), no such sunflower exists. 
Let R’= (Rv), + 1. Can there be extensions y”, y’, . . . . yR’ with each y’ 
intersecting y”? If so the y’ would have at least Ru + 1 distinct coordinates 
and so we could renumber (keeping y” as before) and find y*, y’, . . . . yR 
forming a sunflower. Thus with probability 1 - o(npc) no such R’ + 1 
extensions exist. 
With probability 1 - o(n-‘) there exist neither T disjoint pairs of inter- 
secting extensions nor R’ extensions intersecting a given extension. Assume 
this and let F be any maximal family of non-intersecting extensions, Let F* 
be the family of y E F which intersect some other extension v’. Consider y, 
“EF* i adjacent if there are extensions y’, Z’ (possibly equal) with 
y n y’ # 0, y’ n Z’ # 0, and Z’ n z # 0. Each y E F* is adjacent to at most 
(R’)3, z E F*. Thus (F*l < (R’)3 T as otherwise there would be T mutually 
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nonadjacent y E F* and thus T disjoint pairs of extensions. Every extension 
y’ $ F must intersect some y E F* and every y E F* intersects less than R’y’, 
so there are less than ( R’)4 T = 0( 1) extensions y’ # F. 
Thus N = IFJ + 0( 1) for any maximal pairwise disjoint family F. 
Expanding E by a positive constant, N is between (1 -a)~ and (1 + E)P, 
completing the proof of Theorem 5 and thus Theorem 1. 
2. THE OTHER THEOREM 
We first extend Theorem 1 to Theorem 2, to any p such that p > Kln n. 
Let p0 be the value such that p = Kln n. The proof of Theorem 1 applies 
directly to any p from p0 to 2p,, indeed up to p = o(~““+~), where k is 
a positive constant. For larger p set p = Qp’, where Q is an integer and 
p. < p’ < 2p,. As a model for G(n, p) we assign to every pair of vertices a 
value xU E [0, 11, the selections uniform and independent. The edges of 
G(n, p) are then those pairs for with xii E [0, p). Label the edges of (R, H) 
one through e in some fashion. For any x= (x,, . . . . x,) and any s= 
(S 1 > . . . . s,) with 1 dsi < Q, si an integral, we say that y is an extension of x 
relative to s (and the fixed (R, H)) if the ith edge was assigned a value in 
[(si - l)p’, sip’). Let N(x, s) be the number of such y. The proof of 
Theorem 1 gives that N(x, s) lies within an E factor of n”(p’)’ with prob- 
ability 1 -o(n-‘). Clearly Q bn and so there are O(H’+~) choices of X, s. 
Pick c = r + e in Theorem 1. Then a.a. N(x, s) lies within an E factor of 
rf(p’)’ for all x, s. But N(X) =C N(x, s) and so all N(x) lie within an E 
factor of r~‘(p’)~ Qe = # ,u. 
For Theorem 3 let (R, H) be arbitrary with m = mad(R, H) and type 
(u, e). Let S, be such that (R, S,) has maximal density (i.e., m) is minimal 
with that property. These conditions assure that (R, S,) is strictly balanced. 
Now mad(S,, H)<m for otherwise some dens(S,, T)>m but then 
dens(R, T) > m, contradicting the definition of m. Let S, be minimal with 
dens(S,, S,) = mad(S,, H). Continuing in this way we find a tower decom- 
position 
R = S, c S, c . . . c S, = V(H), 
with all (Si, Si+ 1) being strictly balanced with the density at most m. We 
pick p of the form of the theorem so that relative to each of these rooted 
graphs every x has, within an E factor, its expected number of extensions. 
An extension from x to y relative to (R, H) may be thought of as a 
sequence x=x’, x’ , . . . . x9 = y, where xi+ ’ is an extension of xi relative to 
(Si, Si+ ,). Thus each N(x) is at most (1 + E)~ p and at most (1 - a)4 p and, 
adjusting E, Theorem 3 follows. 
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