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ABSTRACT
Video-rate imaging with subnanometer resolution without compromising on
the scan range has been a long-awaited goal in Atomic Force Microscopy
(AFM). The past decade saw significant advances in hardware used in atomic
force microscopes, which further enable the feasibility of high-speed Atomic
Force Microscopy. Control design in AFMs plays a vital role in realizing the
achievable limits of the device hardware. Almost all AFMs in use today use
Proportional-Integral-Derivative(PID) control designs, which can be majorly
improved upon for performance and robustness. We address the problem
of AFM control design through a systems approach to design model-based
control laws that can give major improvements in the performance and ro-
bustness of AFM imaging.
First, we propose a cascaded control design approach to tapping mode
imaging, which is the most common mode of AFM imaging. The proposed
approach utilizes the vertical positioning sensor in addition to the cantilever
deflection sensor in the feedback loop. The control design problem is broken
down into that of an inner control loop and an outer control loop. We
show that by appropriate control design, unwanted effects arising out of
model uncertainties and nonlinearities of the vertical positioning system are
eliminated. Experimental implementation of the proposed control design
shows improved imaging quality at up to 30% higher speeds.
Secondly, we address a fundamental limitation in tapping mode imaging
by proposing a novel transform-based imaging mode to achieve an order of
magnitude improvement in AFM imaging bandwidth. We introduce a real-
time transform that effects a frequency shift of a given signal. We combine
model-based reference generation along with the real-time transform. The
proposed method is shown to have linear dynamical characteristics, making it
conducive for model-based control designs, thus paving the way for achieving
superior performance and robustness in imaging.
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CHAPTER 1
INTRODUCTION
This thesis explores tools and techniques to enable fast imaging in Atomic
Force Microscopes(AFM), towards the goal of achieving video-rate AFM
imaging. We employ hardware advances combined with advanced control
design techniques to significantly improve the speed of AFM imaging while
maintaining high resolution of imaging. First, we show improvement in imag-
ing quality at up to 30% faster speed by using a cascaded control approach
and concepts from robust control theory. Consequently, we address a fun-
damental limitation in an existing imaging technique and propose a novel
transform-based imaging method, that gives a close to linear input-output
relationship, paving the way for the use of advanced linear robust control
approaches such as H∞-optimal control.
The rest of this chapter is organized as follows. In section 1.1, we moti-
vate the need for video-rate AFM imaging. In section 1.2, we discuss the
approaches used in this thesis. Finally in sections 1.3 and 1.4, we present the
scope and organization of this thesis.
1.1 Video-rate AFM imaging: Motivation
The Atomic Force Microscope [1] is a powerful, high-resolution imaging tool
that has a tremendous impact in diverse areas of science and technology,
such as biology, materials science, and physics. In 1996, researchers showed
that the resolution of an AFM could be high enough to image individual
atoms under appropriate conditions[2]. To this day, AFMs continue to push
the limits in terms of investigation at nanoscale and subnanoscale. Recently,
nanoscientists were able to resolve electron interactions in 8-hydroxyquinoline
to the extent that they were able to observe fine tendril-like features where
hydrogen bonds are expected to form[3]. The physical limit of achievable
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resolutions for AFMs is about a tenth of an angstrom. With substantial
progress in pushing limits of achievable resolution in AFM imaging, today,
AFM researchers are focused on pushing the limits in terms of the speed of
imaging. While very high resolutions have already been achieved, a lot needs
to be done to improve the speed of AFM imaging.
High-speed AFM imaging will allow imaging of dynamic phenomena at
the nanoscale. This will have a significant impact in a number of applica-
tions. For example, observing motor protein transport in living cells [4] can
be enabled by high-speed AFM. This could have the impact of deepening our
understanding of these phenomena, which in turn could advance further re-
search in understanding diseases such as Alzheimer’s disease. Another major
area which high-speed AFM imaging would impact is the study of materi-
als. Typically studies in material science such as studying corrosion behavior
require high areas of imaging. High imaging rates over high scan area will
further these studies in a major way as AFMs offer superior resolution in
comparison with Scanning Electron Microscopes(SEMs), which are currently
used for these studies. In addition, high-speed AFM also opens up the possi-
bility of observing these processes in real-time and thus can offer extremely
valuable insights into how these processes catalyze and progress[5].
The current state of the art solutions in high-speed AFM imaging offer
imaging of extremely small scan areas of the order of few nanometers in
length at high speeds of a few images per second. The goal of imaging large
areas at video-rate is of major interest to AFM researchers. To accomplish
this goal, we will need major improvements in various aspects of AFM imag-
ing. One area of improvement is the use of non-raster scans for imaging.
Most current AFMs use the raster scanning method to obtain the sample to-
pography. However, raster scanning methods use up a considerable fraction
of precious imaging time outside the area of interest. Researchers have been
developing non-raster scan imaging techniques based on lissajous,spiral and
cycloid trajectories [6],[7],[8],[9]. Another area of improvement is the use of
cantilever arrays instead of a single cantilever probe to simultaneously image
multiple scan lines at a time[10],[11],[12]. Another area of improvement that
we address in this thesis is the use of advanced hardware for nanopositioning
and control, combined with the use of advanced control design techniques.
We outline our approach in the following section.
2
1.2 Approaches Employed
In this thesis, we address the challenge of improving AFM imaging speed
by the use of a comprehensive systems-based approach for control design
in combination with nanopositioning stages capable of scanning at higher
bandwidths. We outline these approaches below.
1.2.1 Systems based approach for AFM control design
Control design is an important aspect of AFM operation. A well-designed
control system can significantly enhance the spatial and temporal perfor-
mance of AFM imaging. While PID control approaches provide the versatil-
ity of feedback control to any application, they are very sensitive to variation
in system properties and also leave a lot to be desired in terms of improved
performance. On the other hand, model-based control design approaches
such as H∞-optimal control allow us to tune the system performance to a
higher degree while giving better robustness to modeling uncertainties and
disturbances[13].
In this thesis, we address the challenge of AFM control design by view-
ing the AFM from a systems perspective. Our approach to AFM control
design mainly comprises firstly of investigating methods for characterizing
the dynamical behavior of various AFM subsystems and the AFM system
as a whole in the form of a dynamic system model. Subsequently, we ap-
ply advanced control theory tools to design and implement high-performance
controllers for these models.
1.2.2 Hardware enhancements
Recent advances in nanopositioning hardware and reconfigurable comput-
ing devices are paving the way towards realizing the possibility of very high
throughputs in AFM imaging. Almost all AFM systems in use today employ
PID control designs. As a result, the speed of lateral scanning as a percentage
of the resonance frequency of the cantilever probe is limited to under 1%.
Innovations in nanopositioning stages have led to designs of lateral stages
with bandwidths of more than 20 kHz and vertical stages with bandwidths
in the range of a few hundred kHz. This means that lateral nanopositioning
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stages have bandwidths as a percentage of the cantilever resonance frequency
of 30-40% or even higher. To realize imaging at these higher speeds, can-
tilevers with very high resonance frequencies are being fabricated. However,
high resonance frequency cantilevers tend to be very stiff and hence end
up compromising on sensitivity. In order to take the best advantage of the
improvements in lateral positioning bandwidths, we need the capability to
design and implement model-based control designs that can push the lim-
its of AFM imaging performance by order of magnitude while maintaining
the high-resolution of imaging. Thanks to recent advances in reconfigurable
computing devices, the capability to implement advanced model-based con-
trol designs is now possible on commercially available hardware.
Thus, to summarize our approach to improving AFM imaging, we apply
recent hardware advances in conjunction with a systems-based viewpoint
and use advanced control techniques. We discuss further on the scope of this
thesis in the next section.
1.3 Scope of the thesis
The modes of operation of an Atomic Force Microscope can be broadly clas-
sified into static and dynamic modes. Dynamic modes of operation are pre-
ferred modes of operation for most practical applications due to a range of
advantages they offer over static modes, which will be discussed further in
chapter 2. Using the hardware capabilities built in our lab and a systems-
based approach to design advanced control strategies, we investigated ways
to further AFM scan speeds in dynamic operation.
First, this thesis proposes an improvement to an existing dynamic mode
of imaging, known as Amplitude Modulation (AM-AFM) or tapping-mode
imaging, by making use of an additional lower resolution sensor, the vertical
position sensor, which is typically not used in the feedback loop. Using
this additional sensor, we propose a cascaded control design that effectively
cancels the effects of nonlinearities and resonance in the vertical positioning
stage on imaging quality at higher speeds. We employ the robust loop-
shaping control design method proposed in [14]. The robust control design
provides up to 30% improvements in tapping-mode imaging.
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Secondly, this thesis proposes a new dynamic imaging mode of operation
for AFM by making use of a transform on the output signal. We improve
further upon a solution for the design of linear model-based controllers, pro-
posed earlier in our lab[15]. Instead of feeding back the cantilever deflection
signal as proposed earlier, a transformed version of the deflection signal is
used for feedback control. The output signal in existing imaging mode, i.e.
the amplitude signal, in addition to being slow to change with respect to
cantilever vibrations, also has a highly nonlinear relationship with respect to
sample topography. This makes it challenging to design model-based con-
trollers on conventional AM-AFM. We show that the signal obtained using
the proposed transform, along-with an underlying model of AFM imaging for
flat samples, exhibits a close to a linear relationship with the input signal.
The transform has the effect of frequency shifting the output signal. We
show the efficacy of the proposed transform-based method by implementing
PID control and robust control designs for reference tracking. The motion
of the actuator is shown to effectively reject the disturbance arising out of
sample topography by simulating the proposed designs on a fully nonlinear
model of the AFM system. The proposed control design achieves superior
tracking performance at up to 6% of cantilever resonance frequency, which
is a six times improvement over existing methods.
1.4 Organization of the thesis
This thesis is organized as follows. In chapter 2, we give a detailed descrip-
tion of Atomic Force Microscopy. In chapter 3, we discuss in detail some of
the hardware advances that enable the feasibility of video-rate AFM imag-
ing, including reconfigurable computing devices and nanopositioning stages,
and also present some of the capabilities built in our lab. Based on these
capabilities, we present solutions for enhancing AFM imaging bandwidth in
Chapters 4 and 5. In chapter 4, we present a systems-based solution that
enables the operation of an existing AFM imaging mode at up to 30% higher
speeds. In chapter 5, we present a novel transform-based imaging mode to
achieve an order of magnitude improvements in AFM imaging bandwidth. In
chapter 6, we summarize the contributions of this thesis and discuss future
research directions.
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CHAPTER 2
ATOMIC FORCE MICROSCOPY
2.1 Historic Overview
The invention of the Scanning Tunneling Microscope (STM) and Atomic
Force Microscope(AFM) are major milestones for nanoscience and nanotech-
nology research. Since the main sensing mechanism used to image samples is
a microcantilever probe, these devices are commonly categorized as Scanning
Probe Microscopes (SPMs). Over the years, these devices have facilitated the
atomic-scale investigation of matter in an efficient, simple, and cost-effective
manner. Prior to SPMs, resolutions of atomic-scale were possible using either
electron microscopy or field-ion microscopy. However, these tools were com-
plex and expensive. In 1981, Binnig and Rohrer invented the STM [16]. This
contribution subsequently resulted in Binnig and Rohrer winning the 1986
Nobel Prize in Physics for inventing the STM. Since the principle of STM
was based on regulating the tunneling current between the conducting can-
tilever probe tip and the sample, the utility of STM is limited to conducting
samples. In 1986, the invention of AFM by Binnig, Quate, and Gerber made
it possible to image non-conducting samples with atomic-scale resolution[1].
2.2 Principle of AFM
Atomic Force Microscopes rely on the ability to sense small atomic forces of
interaction between the sample and the cantilever probe tip. The cantilever
is designed to be insensitive to the disturbances from surrounding environ-
ments, such as building vibrations. These unwanted vibrations are typically
below 2kHz. Thus the cantilever probes are designed to have resonance fre-
quencies higher than 2kHz. The cantilever resonance frequency should not be
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too high as a cantilever probe with high resonance frequency will have high
stiffness, which reduces the sensitivity of the probe to tip-sample interaction
forces. The cantilevers also need to be compliant in order to sense inter-
atomic forces effectively. The tip-sample interaction forces are in the range
of 10−7 − 10−12 Newtons. To produce a deflection greater than 1 Angstrom
for a force of 10−12N, the cantilever stiffness must be at most 0.01 N. AFM
microcantilevers are typically made of silicon nitride or silicon oxide. Fig.
2.1 shows the schematic and working principle of a typical atomic force mi-
croscope. A laser beam is focussed onto the cantilever tip, which reflects
from the top surface of the cantilever near the tip on to a split photodiode.
Due to the deflection of the cantilever, the angle of reflection of the laser spot
changes and hence the position of the spot on the photodiode changes. The
photodiode outputs a voltage that corresponds to the position of the spot
on the photodiode. Due to the longer length of the path of the laser spot,
small changes in cantilever deflection get amplified by the photodiode. At
the fixed end of the cantilever, also called the base of the cantilever, there is
a dither piezo that provides a way to oscillate the base of the cantilever at
the desired frequency. This feature is used in dynamic mode AFM imaging
to vibrate the cantilever.
2.3 Imaging modes
The modes of operation of AFM for imaging can be broadly classified into
two categories, static modes and dynamic modes. Static modes are the modes
where the dither piezo is not used, i.e., the cantilever is not excited at it’s
base. Dynamic modes are those where the cantilever is vibrated at a fre-
quency near it’s resonance frequency by the dither piezo. Most commonly,
AFM imaging is primarily done using either contact mode imaging or tap-
ping mode imaging. Contact mode imaging is a static mode, and tapping
mode is a dynamic mode. We provide a more detailed account of contact
mode and tapping mode imaging below.
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Figure 2.1: Schematic of an Atomic Force Microscope: The main probe in
an Atomic Force is a microcantilever, which deflects due to forces between
the atoms of the sample and the atoms of the tip. A laser incident on the
tip reflects on to a photodiode, and this is used to sense the deflection of
the sample. Depending on the mode of imaging, dither piezo actuator at
the base of the cantilever can be used to vibrate the cantilever. An x-y-z
piezo scanner positions the sample relative to the cantilever in the lateral
and vertical directions
2.3.1 Contact mode imaging
Contact mode imaging is also referred to as constant-force mode. This is due
to the fact that this mode uses the force balance principle. Fig. 2.2 shows a
schematic of contact mode imaging operation. The sample is moved laterally
in the x-y direction by the lateral scanning stage to cover the sample surface
area of interest for imaging. Simultaneously, as the sample is moving laterally,
the vertical positioning stage moves in the vertical direction to maintain
a constant photodiode voltage. A PID controller is used on the vertical
positioning stage where photodiode voltage is the signal to be regulated. As
photodiode voltage is a measure of cantilever deflection, maintaining a fixed
photodiode voltage is equivalent to maintaining a fixed cantilever deflection.
In this mode, the vertical control signal gives a measure of the height of
the topographic features on the sample. Since the dynamical model of the
vertical piezo actuator is known, the vertical control signal can be used to
derive the vertical piezo-actuator motion. Typically, within the bandwidth
of operation of AFM imaging, the vertical piezo-actuator motion is simply a
constant multiple of the input signal. The lateral coordinates of the feature
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are given by sensors of the lateral positioning system. Thus, by plotting the
vertical piezo-actuator displacement against the lateral x-y coordinates, we
obtain an image of the sample topography. Contact mode imaging is very
simple to implement, and the data is very easy to interpret. However, contact
mode imaging is not suitable for soft samples due to tearing forces that arise
between the tip and the sample. As a result, the cantilever could rip apart
the sample. Soft samples like those typically used in biological applications
need to be imaged using dynamic mode AFM operation.
Figure 2.2: Contact mode imaging: The cantilever deflection signal is
maintained at a constant set point value by actuating the vertical
piezo-actuator. The control signal is used to estimate the sample
topography
2.3.2 Tapping mode imaging
Tapping mode imaging, which is a dynamic mode of imaging, is also referred
to as Amplitude Modulation imaging or AM-AFM. This is due to the fact
that in this mode, the amplitude of the deflection of the cantilever is regu-
lated. Fig. 2.3 shows a schematic of tapping mode imaging operation. The
cantilever is excited by sinusoidally forcing the dither piezo at the first reso-
nance frequency of the cantilever. As in contact mode imaging, the sample is
moved laterally in the x-y direction by the lateral scanning stage to cover the
sample surface area of interest for imaging. As the cantilever interacts with
sample features, its amplitude of oscillation changes. The amplitude and
phase of oscillation are obtained from the deflection signal by using a lock-in
amplifier. Sometimes, peak detection is used to detect the amplitude of the
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cantilever. The amplitude signal is used as the feedback signal. A PID con-
troller regulates the amplitude to the desired setpoint amplitude by moving
the vertical positioning stage. The vertical control signal is used to measure
the height of the features on the sample. As in the case of contact-mode
imaging, the image is constructed by plotting the vertical piezo-actuator dis-
placement against the lateral x-y coordinates.
Advantages of dynamic mode imaging
Due to the nature of dynamic mode imaging, the cantilever tip contacts the
sample only intermittently. This eliminates the problem of tearing forces
that occur in contact mode imaging. Hence, dynamic modes are well suited
for softer samples, including biosamples. Also, dynamic modes are robust
for imaging in liquids. The amplitude of oscillation is typically in the range
of 50-100 nm. Of this, the tip-sample interaction forces are significant in
the 0-10 nm range. This also makes dynamic mode imaging more suitable
for samples that have a large variation in sample features. A significant ad-
vantage of dynamic mode imaging is superior noise characteristics. Fig. 2.4
shows an experimentally obtained power spectral density plot of the response
of the cantilever to thermal noise and a model fit for the cantilever dynamics
[17]. It can be observed that the effects of thermal noise are more signifi-
cant when compared to the effects of measurement noise near the resonance
frequency of the cantilever. In the remaining areas, measurement noise dom-
inates the effects of thermal noise. At a given ambient temperature, thermal
noise limited resolution is the best that can be achieved. Hence, because dy-
namic imaging modes involve exciting the cantilever close to the resonance
frequency, the measurement shows a high signal-to-noise ratio (SNR).
2.4 Cantilever Model
The first resonance mode of the cantilever is modeled as spring mass damper
dynamics as follows.
p¨+
ωn
Q
p˙+ ω2np = F (t), (2.1)
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Figure 2.3: Tapping Mode imaging: The cantilever is excited at its first
resonance frequency via a piezo at it’s base. A lock-in Amplifier or
sometimes a peak detector is used to infer the amplitude of the cantilever
vibration. A controller is used to maintain the amplitude of cantilever
vibration at a constant setpoint value A0 by actuating the vertical
piezo-actuator. The control signal is used to estimate the sample
topography
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Figure 2.4: Effect of thermal noise on dynamic mode imaging. Near
resonance frequency, the thermal noise response dominates the
measurement noise.
where p is the deflection of the cantilever, ωn is the first natural frequency
of the cantilever, Q is the quality factor, and F (t) is the forcing term. The
quality factor characterizes the energy loss of the cantilever to the environ-
ment. Higher Q indicates a lower rate of energy loss and a low decay rate
of oscillations. The resonance frequencies of typical AFM cantilevers are in
the 2-400 kHz range. For high-speed tapping mode imaging, some of the
cantilevers in use today have resonance frequencies higher than 1 MHz. The
quality factor of the cantilever can be as low as 2 in liquids and as high as
10000 in vacuum.
2.4.1 Tip-sample interaction models
As the separation between the cantilever probe tip and the sample surface
decreases when the cantilever approaches the surface of the sample, the can-
tilever starts experiencing forces due to the interactions between the atoms at
the cantilever tip and the atoms of the sample surface. Fig.2.5 shows the typ-
ical variation of the tip-sample interaction force as a function of tip-sample
separation. Short-range Van Der Waal forces act first, and these forces are
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attractive forces that have the effect of pulling the cantilever tip towards
the surface of the sample. As the separation further decreases, elastic forces
arising out of the contact between the sample and the tip start acting. Ul-
timately beyond a minimum threshold of tip-sample separation, the forces
are completely repulsive. Modeling of the tip-sample interaction is of very
high importance in Atomic Force Microscopy and has been extensively stud-
ied. The force experienced by the cantilever is a combination of tip-sample
interaction forces and also the compliance of the sample. To separate out
these effects while imaging compliant samples, we need models for tip-sample
interaction. A variety of models exist for the tip-sample separation. An ap-
propriate model choice is made based on the type of the cantilever probe tip
and the sample. For example, for tips with small curvature radius and high
stiffness, the Derjaguin-Muller-Toropov (DMT) model[18] is applied. For tips
with large curvature radius and low stiffness, the Johnson-Kendall-Roberts
model[19] is more suitable.
2.4.2 Force Curves
Force curves are used to characterize the relationship between the tip-sample
separation and the cantilever deflection. These curves are unique for every
cantilever and hence are experimentally determined when a new cantilever
is mounted for AFM imaging. The force curve is also used to obtain the
parameter called Optical Lever Sensitivity (OLS) for the cantilever. OLS is
the relationship between the photodiode voltage and the actual cantilever
deflection in nanometers. Fig. 2.5 shows a typical experimental force curve.
2.5 Control of AFM imaging
The performance of the controller used in AFM imaging is vital for realizing
high resolution and high bandwidth of imaging. To realize the goal of video-
rate imaging, control strategies used will play an important role. Due to
the complex nonlinearities in the tip-sample interaction forces, almost all
the AFM imaging techniques in use today use PID controllers, which are
not model-based. In this thesis, we utilize a systems approach to design
model-based controllers for Atomic Force Microscopy. For this, we utilize the
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Figure 2.5: (a) Force curve showing the tip-sample interaction force as a
function of distance. As the cantilever approaches the sample, it
experiences attractive forces first (blue portion of the curve). As the tip
comes closer, the forces are repulsive(red portion of the curve.
Figure 2.6: A typical experimental force curve that gives the relationship
between cantilever deflection and tip-sample separation. The slope of the
repulsive region is used to determine the Optical Lever Sensitivity (OLS)
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knowledge of the models for cantilever dynamics and tip-sample interaction
described in this chapter. The feasibility of these approaches is enabled by
advances in AFM hardware, which we discuss in detail in the next chapter.
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CHAPTER 3
ENABLING HARDWARE
The past decade saw a range of technological improvements in hardware
used in AFMs. In this chapter, we present a comprehensive study of some of
the key hardware advances that enable an order of magnitude improvements
in the speed of AFM imaging. These advances can be classified broadly
into two categories. Firstly, advances in hardware used to implement the
control systems used for AFM imaging have opened up the possibility of
implementing more advanced controllers, which were previously considered
computationally complex for real-time implementation on previous genera-
tions of electronic devices. Secondly, advances in the mechanical design of
lateral nanopositioning systems have led to these systems being capable of
running at bandwidths an order of magnitude higher than what was possible
earlier.
3.1 Electronics
Real-time computation is an essential aspect of AFM imaging. A well de-
signed real-time computation solution is needed to process the information
from various sensors and compute appropriate commands to be sent to vari-
ous actuators, including the lateral and vertical nanopositioning stages. The
history of real-time computation hardware for engineering applications has
been traditionally dominated by Digital Signal Processors (DSPs). DSPs
provide great flexibility in terms of software development for real-time imple-
mentation in a cost-effective manner. However, DSPs have a fixed computing
architecture, that might limit their performance, especially in terms of the
temporal processing bandwidth, for certain types of applications. On the
other hand, application-specific fixed functionality hardware can be designed
to give excellent performance efficiency but lack design flexibility offered by
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DSPs.
In this context, reconfigurable computing devices offer a great mix of the
flexibility of DSPs and the real-time performance efficiency of fixed-function
hardware. The class of reconfigurable computing devices that gained the
most attention during the 2000s was the Field Programmable Gate Ar-
rays(FPGAs). FPGAs are a combination of programmable hardware logic
blocks, and reconfigurable interconnects that allow the logic blocks to be con-
nected as needed. The logic blocks, interconnects, and memory elements form
the resources of the FPGA device. In addition to the hardware resources,
another critical parameter that determines the capability of an FPGA device
in terms of computing power is its clocking. With Moore’s law driving consis-
tent shrinking of semiconductor device dimensions, the number of resources
that can be packed onto FPGA devices has steadily increased. This has led
to the availability of cost-effective, commercially available FPGA solutions
that can be used to implement advanced control designs for AFM imaging.
In addition to FPGA hardware, in recent years, Field Programmable Ana-
log Arrays (FPAA) are also being used for real-time computation solutions.
Unlike FPGAs, which are comprised of digital blocks, FPAAs provide analog
blocks and interconnects for application design. They provide simple imple-
mentations using passive analog components such as opamps. This can be
particularly useful for specific applications in atomic force microscopy. Some
of the studies conducted in our lab using FPAA hardware are as follows.
3.1.1 Field Programmable Analog Arrays (FPAA) for AFM
imaging
One of the major advantages of FPAA devices is that of implementing continuous-
time controllers without having to discretize them as in the case of digital
hardware
Tapping mode AFM imaging using FPAA to detect amplitude via peak
detection
High-bandwidth detection of the amplitude of oscillation of an AFM can-
tilever is critical to achieving high-bandwidth tapping mode imaging. In
existing tapping mode imaging, typically, a lock-in amplifier is used to de-
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tect the amplitude of the cantilever deflection signal. The lock-in amplifier
takes a few cycles to detect changes in amplitude. On the other hand, FPAAs
allow for peak-detection at very high speeds and thus allow us to measure
changes in amplitude within one cycle, thus making the control algorithms
faster when compared to a digital lock-in based implementation. In princi-
ple, peak detection can also be done digitally. However, for higher cantilever
resonance frequencies, the sampling rate has to be very high in order to
achieve accurate detection. Also, due to the sampling limitations and in-
herent nature of the detection method, the detection error increases with an
increase in amplitude. This necessitates the electronics to support very high
sampling rates as well as processing speeds. For cantilever resonance fre-
quencies of the order of 300-400 kHz, this translates to very high demand on
the speeds of the electronics. For this particular application, FPAAs obviate
the need for these high-speed electronics. The detection noise while using
FPAAs does not scale up with the amplitude, as in the case of digital im-
plementation. We investigated Anadigm FPAAs, which allow for amplitude
detection by detecting the peak values of the deflection signal frequencies of
up to 400kHz.
Fig. 3.1 shows the experimental results obtained by employing FPAA
based detection. We can see that FPAA based peak detection detects am-
plitude changes faster than lock-in based detection on FPGA. To reject the
high-frequency noise in FPAA peak detection, we employ a low pass filter.
The choice of corner frequency of the low-pass filter introduces a tradeoff
between the speed of detection and noise elimination. Fig. 3.2 shows two
cases with 10kHz and 100kHz corner frequencies respectively. Clearly, the
first case with 10kHz corner frequency is less noisy but, at the same time,
slower when compared to the second case with 100kHz corner frequency.
An FPAA implementation of tapping mode imaging is shown in Fig. 3.3.
The FPAA block on the left is used for detecting amplitude. It consists of
two peak detection blocks, one each to detect the highest and lowest values of
the deflection signal, respectively. The deflection signal is prefiltered through
a high-pass filter in order to filter any DC offset before peak detection. The
difference between the highest peak value is then taken and passed through a
low pass filter to get the amplitude signal after rejecting high-frequency noise.
The FPAA block on the right represents a PI controller used to regulate the
amplitude signal to a set constant value.
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(a) FPAA peak detection at 100Hz (b) Peak detection vs lock-in at 100Hz
(c) FPAA peak detection at 1kHz (d) Peak detection vs lock-in at 1kHz
Figure 3.1: FPAA peak detection at 100Hz (top) and 1kHz(bottom).
Images on the left show cantilever deflection and amplitude detected using
peak detection. Images on the right show a comparison between FPAA
based peak detection and DSP based lock-in detection. The FPAA peak
detection clearly leads the DSP lock-in based detection.
(a) FPAA peak detection with 10kHz low-
pass filter
(b) FPAA peak detection with 100kHz
low-pass filter
Figure 3.2: Noise-Speed tradeoff in FPAA peak detection: lower corner
frequency of low pass filter (left) gives lower noise but slower detection
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Fig. 3.4 shows a tapping mode image of a calibration grid, generated using
peak detection.
Figure 3.3: Tapping mode imaging: Amplitude detection and PID control
Contact Mode Imaging using FPAA
In contact mode imaging, the cantilever is regulated to exert a constant force
on the sample by regulating the deflection value to a set constant. Fig. 3.5
shows the FPAA implementation of contact mode imaging, where the FPAA
block is simply a PID controller with cantilever deflection signal as the input
and vertical stage position as the output. Fig. 3.6 shows a contact mode
image of a calibration grid, generated using this implementation.
3.1.2 FPGA technology
Though FPAA devices provide easy implementation of continuous-time trans-
fer functions, multiple FPAA units need to be cascaded in order to implement
a high order controller transfer function. In the past decade, FPGA devices
with clock rates and computing hardware resources high enough to run ad-
vanced controllers that provide very high-bandwidths of hundreds of kHz
have started becoming commercially available. This allows for the implemen-
tation of complex control designs in a single FPGA unit, thus eliminating the
uncertainties such as noise that can arise from external cascading of FPAA
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Figure 3.4: Tapping mode image of a calibration grid using peak detection
units. In addition, commercially available FPGA devices also facilitate one-
stop programming solutions, thus offering further convenience in application
development while offering better capabilities for real-time debugging and
data-logging via user-friendly interfaces.
3.2 Nanopositioning stages
Nanopositioning forms one of the primary requirements of atomic force mi-
croscopy. As described in Chapter 2, during AFM imaging, the sample is
scanned laterally with respect to the cantilever probe by the lateral nanopo-
sitioning stages. For accurate imaging, the nanopositioning system needs to
have a high resolution. In addition, in order to achieve fast imaging, the
nanopositioning system needs to have high bandwidth capability. Funda-
mentally, there are tradeoffs involved between the achievable resolution and
the bandwidth of operation. In other words, achieving high bandwidth and
high resolution at the same time is a a challenging proposition. The trade-
offs between bandwidth and resolution are quantified in [20] and [21]. The
bandwidth or speed of operation of the lateral nanopositioning stages was a
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Figure 3.5: Contact mode imaging:PID control
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Figure 3.6: Contact mode imaging of a calibration grid using FPAA based
control
limiting factor in terms of the speed of imaging in AFMs.
Another factor that limits the speed of AFM imaging is the bandwidth
of the lateral nanopositioning system or the XY -stage. Earlier positioning
stages had positioning bandwidths of under 1kHz. This translates to about
1% of the cantilever resonance frequency of most tapping mode cantilevers.
The achievable bandwidths on nanopositioning stages are restrictions on the
stage design. There has been considerable progress in the past decade in
improving nanopositioning bandwidths. For example [22], [23], [24] and [25]
demonstrate lateral stages with high positioning bandwidths. A recent de-
sign [26] achieves bandwidths higher than 20kHz, which represents an order
of magnitude improvement over previous designs. This calls for the develop-
ment of better AFM imaging methods, which give accurate sample topogra-
phy estimation at these higher bandwidths.
With this background, we built hardware capabilities in our lab, which we
describe in the next section.
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3.3 Enhanced AFM setup
In order to facilitate the development of high-speed AFM imaging techniques,
we have augmented several hardware solutions to our existing AFM setup.
3.3.1 High-bandwidth vertical nanopositioner
To enable high-bandwidth vertical positioning, we have integrated a custom-
designed piezo actuator stage with a position sensor. Fig. 3.7 shows the
details of this piezo actuator. The actuator has a first resonance frequency
in the range of 250 kHz and hence is easily capable of providing vertical
positioning bandwidth upwards of 100kHz.
3.3.2 NI FPGA hardware
To implement high order control designs, we have incorporated a NI USB-
7855R multifunction RIO device. This device is capable of a sampling rate of
1 MHz with an internal clock rate of 40 MHz. For implementing high order
controller transfer functions, we employ a biquad implementation. We use
the parallel computation capability of the FPGA device to cascade several
biquad blocks. By overclocking the FPGA to 80MHz and parallelizing the
controller computations, we are able to implement controllers of up to 14th
order at about 480 kHz loop rate. In comparison, the earlier DSP in our lab
was able to achieve loop rates of only 40-45 kHz.
3.4 Conclusion
In this chapter, we have presented on a variety of hardware solutions for
enabling video-rate imaging. In particular, we can conclude that FPAAs
are more suitable for conventional AFM imaging. On the other hand, high-
end FPGA based solutions provide ease of use for implementing complex
controllers at high speeds. Using the knowledge gained from these studies,
we have custom-selected hardware solutions and successfully integrated them
into our existing lab setup. This has enabled us to perform studies on improv-
ing the speed of tapping mode AFM imaging using these hardware solutions
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(a)
(b)
Figure 3.7: Custom designed plate-piezo based vertical nanopositioner
hardware: (a) The AFM sample is stuck on to the vertical positioner. A
strain gage is mounted on the sides of the nano positioner for accurate
measurement of displacement. (b) The plate piezo element is driven by a
high voltage amplifier that amplifies the input voltage 20 times. The signal
from the strain gage is passed through a signal conditioning amplifier,
which is set up to amplify the small strain gage signals by 2000 times.
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(a)
(b)
Figure 3.8: (a) NI USB 7855R for implementing advanced controllers (b)
Direct form 2 implementation of biquad blocks with two delay elements
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in combination with a comprehensive systems-based approach and advanced
control design strategies. This work was primarily done using FPAA hard-
ware. Furthermore, we have also studied a new imaging mode, which gives
advantages beyond tapping mode imaging. This work was primarily done us-
ing FPGA hardware in combination with a custom-designed high-bandwidth
vertical positioning stage. We present these studies in the next two chapters.
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CHAPTER 4
FAST TAPPING-MODE IMAGING USING
MULTIPLE SENSORS
In this chapter, we provide a control design approach to enable tapping mode
imaging at up to 30% faster speeds. The approach is based on a control re-
design that aims at better reliability (robustness) of the piezo actuator, which
translates into better bandwidth and robustness to uncertainties of the entire
device. The central idea is to implement a cascaded control structure, with
an inner control-loop and an outer control loop. The inner control-loop ex-
ploits the linear dynamical behavior of the vertical piezo-actuator and thus
makes it possible for the outer-control loop to achieve higher bandwidth
and robustness despite the uncertain and nonlinear dynamics of interaction
between the AFM cantilever tip and the sample. The inner-loop control is
facilitated by the vertical piezo-displacement (z-motion) sensor (also referred
to as z-sensor). The z-sensor has a much lower bandwidth compared to the
deflection sensor and is not used in typical existing designs. The linear dy-
namics of the inner plant (z-motion stage) allows for using advanced linear
control approaches (such as H∞ framework) for rejecting nonlinear and high-
frequency dynamics by treating them as disturbances. An interesting aspect
of this design is that even though the z-sensor is a relatively low-resolution,
low-bandwidth sensor (as opposed to a superior PSD based cantilever de-
flection sensor), the appropriate placement of this additional sensor in the
overall control-scheme results in improved performance and robustness. This
design is more effective in tapping mode AFM imaging, where severe chal-
lenges are imposed by the nonlinear relationship between the input to the
piezo-actuator and the amplitude of the cantilever oscillations.
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(a)
(b)
Figure 4.1: (a) Block diagram schematic for AFM imaging system with no
z-sensor feedback. Here Ψ represents a functional block which is identity
for contact-mode imaging and a non-linear amplitude-detection block for
tapping-mode imaging. The reference signal, r is a deflection set-point for
contact-mode imaging and amplitude set-point for tapping-mode imaging.
Similarly, the measured output, ym represents deflection of the cantilever
tip for contact-mode imaging and amplitude of oscillation of the cantilever
tip for tapping-mode operation. (b) Proposed control scheme with
inner-outer control architecture. Notice that this scheme uses the z-sensor
for inner-loop control contrary to conventional AFM control
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4.1 Problem Formulation
We present our analysis and design in terms of transfer function block dia-
grams, as shown in Fig. 4.1(a). In this figure, Gz is the transfer function
of the z-positioner comprising the actuator, flexure stage, and sensor. It
represents a dynamical relationship between its output, the flexure stage dis-
placement z, and its input, the voltage u given to the actuator (see Fig.
4.1(b)). Similarly, Gc represents the transfer function of the cantilever as-
sembly comprising the tip-holder, dither actuator, and the PSD sensor. The
signals d, n,, and y represent disturbance due to sample-profile, the sensor
noise, and the cantilever-tip deflection (in PSD voltage), respectively. The
signals r and ym represent the reference and the measured output, respec-
tively (deflection for contact-mode, amplitude for tapping-mode). Ψ is a
functional block that acts as an identity for contact-mode operation and as
amplitude-detector for tapping-mode operation. K is the transfer function
of the controller.
In the proposed approach, the inner-z controller is designed to attenuate
the effects of high-frequency dynamics of the z-piezo actuator (particularly in
tapping-mode), while the outer-controller is designed to achieve the overall
reference tracking. We designed a feedback controller Kfb for the z-piezo
actuator Gz that makes the tracking error small, attenuates effects of sensor
noise, and is robust to modeling uncertainties (shown in Fig. 4.2). In [27], it
is demonstrated in Fig. 10a that the frequency responses of a piezo actuator
vary at different operating points. The variation in the responses is indicative
of the modeling errors (uncertainties) in the identified plant. In addition, it
is also observed that the frequency response at the same operating point
varies when obtained at different times. In view of these uncertainties, the
robustness of the closed-loop z-piezo actuator is a critical requirement of
control design. We denote the closed-loop z-piezo actuator plant by G˜z. The
closed-loop plant G˜z is shown in Fig. 4.2. Note that the deflection ym has
information on the piezo actuator motion z through the nonlinear tip-sample
interaction Ψ, and sample profile d. Therefore, it is difficult for any control
action that depends only on ym to attenuate the effects of uncertainties in
the piezo actuator. The piezo sensor motion zm based control, on the other
hand (shown in Fig. 4.2), is much better suited to address these effects.
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Figure 4.2: Block diagram schematic for the modified inner-z piezo
actuator. Note that the proposed cascaded control scheme replaces the
actual z-piezo actuator Gz (shown in Fig. 4.1(a)) with a suitably modified
plant G˜z that aims to mitigate the effects of uncertainties in piezo actuator
motion. Kfb represents the transfer function for the inner-controller. Here,
the signals u and z carry the same meanings as in Fig. 4.1(a). ez is the
error in tracking the commanded input u, while dm represents the
mechanical noise such as drift, creep, and hysteresis. nz is the sensor-noise
in the z-displacement measurement.
From this figure, we have,
Tracking error, ez = S (u− nz) ,
Output displacement, z = GzKfbez = T (u− nz) ,
Control input, uz = Kfbez = KfbS (u− nz) ,
S = (1 +GzKfb)
−1 ,
and, T = GzKfb (1 +GzKfb)
−1 , (4.1)
where, the sensitivity transfer function S is the closed-loop transfer func-
tion from reference u to tracking error ez and measures the robustness of
the closed-loop system to modeling and parametric plant uncertainties, and
the complementary sensitivity transfer function T is the closed-loop trans-
fer function from reference u to the displacement z (and from noise nz to
displacement z).
There are fundamental limitations on the achievable specifications, which,
regardless of the control design, cannot be overcome [27], [28]. For instance,
due to the algebraic constraint, S + T = 1, increasing the bandwidth of
S would mean that T would still be large for relatively higher frequencies.
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This, in turn, would result in significant amplification of high-frequency noise,
thereby resulting in poor positioning resolution. The closed-loop transfer
function KfbS, which represents the dynamical relationship between ez and
the controller output uz needs to be bounded, (since the maximum absolute
drive voltage to piezo actuators in an AFM is bounded) in order to avoid
effects such as saturation and equipment damage. In the context of piezo
actuated stages, these conflicting objectives are addressed in an optimal,
model-based configuration using a modern H∞-control framework [27, 14,
29].
Having now discussed the various fundamental constraints with the inner-
loop control design, it still remains unclear whether the improved inner-loop
enhances the performance of the outer-loop. This becomes even more relevant
in the case of AFMs, where the additional z-sensor is relatively inferior to the
cantilever-tip displacement sensor in terms of resolution (∼ 0.5nm average
deviation for z-sensor compared to < 0.02nm for photodiode sensor) and
bandwidth (∼ 10kHz for z-sensor compared to 2MHz for photodiode sensor).
Fig. 4.3 shows the frequency response of the vertical z-piezo actuator in an
MFP-3D AFM. The identification is performed using NI LabVIEW [30] and
an NI PCIe-6361 DAQ card [31]. From the figure, one can observe sharp
peaks at ∼ 1kHz and ∼ 2kHz. This, in turn, implies that the output response
of the z-piezo actuator gets amplified at these frequencies. Hence, if the z-
piezo actuator is left uncontrolled, the effect of this high-frequency behavior
gets propagated to other parts of the plant, thereby, resulting in spurious and
unreliable imaging. In conventional AFM imaging, this problem is partially
alleviated by designing low-bandwidth PI controllers with very small gains at
high-frequencies, thus, restricting the bandwidth of the closed-loop system.
The nonlinear dynamics of the plant, particularly in tapping-mode, which
use only deflection measurements, make it difficult to design controllers for
disturbance rejection at these frequencies. While the approach proposed in
this work employs inner-z control to mitigate the effects of the high-frequency
dynamics, high-bandwidth PI controllers are designed to control the outer-
loop, thus, allowing faster scan rates.
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Figure 4.3: Experimental frequency response of the vertical z-piezo
actuator in MFP-3D AFM and linear parametric fit to the experimental
data in the operating frequency range.
4.2 Control design
The design of control laws for achieving simultaneously the above objectives
renders tuning based control designs (PI/PII) impractical and ineffective.
Therefore, we employ tools from the modern robust control-theoretic frame-
work, where an optimal controller K over a set K of proper, stabilizing
controllers is sought by posing a feasible optimization problem for a given
set of design specifications. The main advantage of this approach is that the
performance objectives can be directly incorporated into the cost function.
These optimization problems are of the form,
min
K∈K
||Φ (K) ||∞ (4.2)
where, Φ is a matrix transfer function whose elements are in terms of the
closed-loop transfer functions (such as in Eq. 4.1). For example, Φ repre-
sents a matrix transfer function from external variables, such as reference
command and sensor noise, to regulated outputs, such as tracking error and
control signal. In this case, minimizing ||Φ||∞ is equivalent to making the
ratio of the magnitudes of regulated variables to external variables small, re-
gardless of the external signals (i.e., the optimization problem seeks to mini-
mize the worst-case gain from disturbance inputs to system outputs). These
optimization problems have been studied extensively in [28], [32] and can
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be solved efficiently using standard MATLAB routines. In this section, we
present H∞-control designs for the above goals using the Glover-McFarlane
robust loop-shaping approach [33, 14].
Even though some piezo actuated positioning stages with pre-defined feed-
back controllers exhibit satisfactory resolution and tracking bandwidth at
designed operating conditions, a slight deviation from these operating con-
ditions may result in rapid degradation in tracking performance, sometimes
resulting in system instability. This is indeed true with many flexure-based
mechanisms which are very lowly damped and are close to being marginally
stable. The Glover-McFarlane framework allows to first design controllers
for high closed-loop bandwidth and later incorporate the robustness by char-
acterizing the specific form of uncertainty. In [34], authors used Glover-
McFarlane method [33, 14] to design control laws, which wrapped around
pre-existing controllers, that resulted in significant improvements in robust-
ness.
Fig. 4.4 shows the block-diagram for a Glover-McFarlane robust loop-
shaping control design. In this framework, the given plant Gz is first pre-
compensated using W1, so that the gain of the shaped-plant, GS = GzW1
is sufficiently high at frequencies where good disturbance attenuation is re-
quired and is sufficiently low at frequencies where good robust stability is
required. The robustness condition is imposed by requiring the controller to
guarantee stability for a set of transfer function models that are ‘close’ to the
nominal model GS. The resulting optimal controller guarantees the stability
of the closed-loop positioning system where the shaped-plant is represented
by any transfer function Gp in the set:{
Gp = (M −∆M)−1(N + ∆N), ‖[∆M ∆N ]‖∞ ≤ γ−1
}
(4.3)
where, GS = M
−1N is a coprime factorization [35], [∆M ∆N ] represents the
uncertain dynamics, and γ specifies a bound on this uncertainty. While the
nominal shaped plant GS = M
−1N is deemed stable, the uncertainty set in
Eq. 4.3 may still include plants that are marginally stable to even unstable.
This characterization of uncertainty is particularly relevant to nanoposition-
ing systems which typically have very low damping; uncertainties in plant
parameters for such systems are well addressed by the uncertainty set in Eq.
4.3. Moreover, for a shaping controller KS, the minimum possible γ can be
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calculated a priori.
Figure 4.4: A Glover-McFarlane robust loop-shaping control framework
with pre-compensator W1
4.3 Inner-loop control using Glover-McFarlane robust
loop-shaping
The frequency response of the vertical z-piezo actuator in our MFP-3D AFM
is obtained using standard system identification methods, such as the black-
box identification method [36]. A sine sweep signal, over a desired frequency
range, is provided to the system and the z-sensor output is measured. A
transfer function model is then fit to this experimental input-output data
using MATLAB invfreqs command. Weighted iterative least square fitting
was performed over 0−2kHz and the reduction through balanced realization
[37] resulted in the following 9th-order parametric model (see Fig. 4.3):
Gz =
−2683.3(s + 1.779× 104)(s− 2.261× 104)
(s + 7242)(s2 + 136.7s + 4.4× 107)
(s2 + 337.4s + 4.394× 107)(s2 + 1689s + 1.006× 108)
(s2 + 1227s + 9.563× 107)(s2 + 1729s + 1.999× 108)
(s2 + 578.2s + 3.083× 108)
(s2 + 748.9s + 3.119× 108) (4.4)
In conventional AFM imaging, in order to maintain a constant set-point
(deflection/amplitude), typically an integral action is provided at the input
of the z-piezo. In our approach for inner-loop control, the z-piezo actuator is
first filtered through a modified PI precompensator W1. The precompensator
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W1 is chosen, so that the shaped-plant GS = GzW1 has the desired integral
action (high-gain at low-frequencies) and a small-gain near resonance fre-
quency (but, not small enough to lower the bandwidth of the shaped-plant).
The shaped-plant is then subjected to a closed-loop control using the Glover-
McFarlane robust loop-shaping method [33, 14]. A remarkable feature of this
design is that it achieves robustness with marginal reduction in performance.
In fact, it is able to quantify the reduction by determining explicit bounds on
how much it changes the loop gains at low and high frequencies. The precom-
pensator W1 was chosen to be 5000/ (s+ 10). The Glover-McFarlane design
results in the following 9th-order controller. The resulting system ensures
robustness with gain-margin of 9.92dB and phase-margin of 80.3◦.
KS =
−1.5299(s + 7397)(s2 + 68.32s + 4.349× 107)
(s + 1.116× 104)(s2 + 314.3s + 4.374× 107)
(s2 + 1114s + 9.417× 107)(s2 + 320.3s + 1.967× 108)
(s2 + 1664s + 9.896× 107)(s2 + 8209s + 2.928× 108)
(s2 + 752.8s + 3.12× 108)
(s2 + 749.5s + 3.095× 108) (4.5)
Fig. 4.5 shows the frequency response of the open-loop plant Gz and the
closed-loop plant G˜z. The closed-loop plant has a suppressed peak at the res-
onance frequency of the z-piezo actuator. Moreover, the closed-loop transfer
function rolls-off faster without noticeable reduction in performance or band-
width. A constant gain block is added during implementation to ensure 0dB
steady-state gain. The controller is implemented using field programmable
analog arrays (FPAAs) [38], which have a direct bandwidth advantage over
a very high-performance DSP [39].
Fig. 4.6 shows the experimental tracking response of the closed-loop sys-
tem for a small-amplitude noisy 20Hz sinusoidal reference and a 500Hz (band-
unlimited) triangular reference signals, respectively. While in Fig. 4.6(a), the
closed-loop response is shown to be practically insensitive to signal noise, Fig.
4.6(b) demonstrates the efficacy of the control design in practical elimina-
tion of high-frequency component (∼ 1.5kHz) observed in the open-loop case.
This is due to the flatter response of the closed-loop system when compared
to the open-loop system as seen in Fig. 4.5.
Note: Fig. 4.7 shows the experimental noise spectrum of the z-sensor
and follows the typical 1/f -noise (also known as Johnson noise). It is of-
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Figure 4.5: Bode-plots of the open-loop, and the closed-loop plants. The
closed-loop system has small gain at the resonance frequency. Moreover,
the closed-loop transfer function rolls-off faster at high-frequencies.
ten believed that incorporating an additional noisy sensor necessarily de-
grades the performance of the overall system. While this may be true for
certain systems whose exact parametric models are available, this is cer-
tainly not the case with most piezo-based systems. Let us denote the effects
of uncertainties in dynamics of the z-piezo actuator as mechanical noise.
The proposed feedback-based approach allows a trade-off between mechan-
ical and sensor noise. Moreover, a large separation between the resonance
frequencies of the cantilever (ωc) and the z-piezo (ωz) ensures that the effect
of z-sensor noise on the cantilever deflection is practically negligible. This
can be understood as follows. For ‘acceptable’ topography measurement,
it is required that the lateral bandwidth ωl (proportional to the number of
sample features per unit time) is smaller than the vertical (z) positioning
bandwidth ωz. Without loss of generality, let us assume that the ampli-
tude of the deflection signal at time t due to variation in sample profile is
given by A(t) = cos(ωlt), while the cantilever oscillates at its resonance fre-
quency ωc. Thus, the cantilever deflection is approximately (disregarding
minor variations in resonance frequency due to tip-sample interaction) given
by y(t) = cos(ωlt) cos(ωct+φ) = cos((ωc+ωl)t+φ)+cos((ωc−ωl)t+φ), where
φ is the steady-state phase difference due to tip-sample interaction. Since
ωc >> ωl and the sensor noise is inversely proportional to the frequency, the
effect of noise at frequencies (ωc + ωl) and (ωc − ωl) is practically negligible.
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(a)
(b)
(c)
Figure 4.6: Experimental tracking response of the FPAA based
implementation of Glover-McFarlane robust loop-shaping control design for
the vertical z-piezo actuator. (a) Tracking response to noisy 20Hz
sinusoidal signal. The tracking response is practically insensitive to signal
noise, i.e., the effect of z-sensor noise is imperceptible (compared to the
original signal). (b) Open-loop and closed-loop response to 500Hz
triangular signal. It can be seen that there is a high-frequency (1.5kHz)
signal riding on the 500Hz component for the open-loop response, which in
turn shows the effect of the high-frequency dynamics. Since, the z-sensor
output is used as a measurement signal for topography estimation in AFM
imaging, the high-frequency behavior results in spurious image
construction. (c) FFT of the output response of open-loop plant.
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This is corroborated by our experiments too, as we did not observe any visual
change in the deflection sensor noise with and without the inner-loop control.
Figure 4.7: Power spectrum of z-sensor noise. As expected, the sensor noise
follows the well-known Johnson noise (1/f noise).
4.4 Outer-loop control for amplitude regulation in
tapping-mode imaging
In tapping-mode imaging, an outer-loop controller maintains a constant am-
plitude set-point by regulating the displacement of the z-piezo actuator (with-
out any inner control). The choice of outer-loop control is limited to PI (or
its variant), primarily due to the complex and uncertain cantilever amplitude
dynamic models. However, from Fig. 4.5, it is evident that in the absence of
inner-z control, one has to contend with low-bandwidth imaging (closed-loop
control) in order to avoid the effects of the high-frequency dynamics of the
z-piezo actuator. The effect can be observed in the open-loop response of
the z-piezo actuator for a 500Hz triangular input signal (see Fig. 4.6(b)),
where a high-frequency behavior sits atop the 500Hz component. The associ-
ated nonlinearities with amplitude dynamics make it difficult to estimate the
effects of the high-frequency dynamics and thus, these effects can not be sep-
arated from the true topography measurements. Hence, a high-bandwidth
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outer-loop control with no inner-control leads to spurious imaging results,
due to the unsuppressed high-frequency z dynamics.
Figure 4.8: Block diagram representation of control scheme for
tapping-mode imaging.
Fig. 4.8 shows the block diagram for the proposed inner-outer control
framework for tapping-mode imaging. The inner-controlled loop is denoted
by G˜z. For outer-control design, we treat GzA, the transfer function from
output u of the controller to amplitude y, as a plant and design controller
K so that the amplitude y is regulated at a constant r. Note that the plant
GzA described in this context is nonlinear and exhibits different dynamical
behavior at different operating points. Fig. 4.9 shows the experimental
frequency response of the plant GzA for the two cases - (a) no inner-loop
control: As evident from the Fig. 4.9(a), there is an abrupt change in the
system gain at frequencies (∼ 1kHz) and (∼ 2kHz); moreover, the effect of the
high-frequency behavior is unpredictable for different amplitude set-points
and in-air drive amplitudes (b) with inner-loop control: With the proposed
Glover-McFarlane controller with the appropriately chosen precompensator,
the effect of high-frequency dynamics becomes virtually non-existent. For
this experiment, we used AC240TS cantilever probe [40] with a nominal
resonance frequency of 76kHz and nominal spring constant 2N/m.
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(a)
Figure 4.9: Experimental frequency response for the plant GzA with (a) no
inner-loop control - effect of high-frequency dynamics is both noticeable and
unpredictable, (b) Glover-McFarlane controller for the inner-loop - effect of
high-frequency dynamics is virtually non-existent. The frequency response
plot with large magnitude values suggest hard engagement between the tip
and the sample, whereas the low magnitude values are the results of soft
engagement
.
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4.5 Experimental Results
We now investigate the effect of inner-z control for designing the outer-loop
controller. In tapping-mode imaging, nonlinear amplitude dynamics prevent
the use of linear model-based controllers for the outer-loop. We, therefore, re-
strict ourselves to designing integral controllers for the outer-loop. Moreover,
the plant dynamics changes with variations in amplitude set-points and can-
tilever drive amplitudes (due to associated nonlinearities in tip-sample inter-
actions). Hence for both the cases (i.e., with or without inner-loop control),
we first design outer controllers for the plants that depict hard engagement
between the cantilever-tip and the sample represented by the set-point (s.p.)
= 500mV and drive-amplitude (d.a.) = 1.2V, and employ the same control
laws to study the cases where the cantilever is softly engaged to the sam-
ple represented by the set-point (s.p.) = 900mV and drive-amplitude (d.a.)
= 1.2V. For the sake of fair comparisons in robustness, exhaustively tuned
integral outer-controllers are tested to achieve similar bandwidths (∼ 200Hz)
for the scenario of hard-engagement and for the two cases - (1) No control on
z-piezo actuator - the optimal integral controller is obtained as K1 =
500
s
, (2)
Glover-McFarlane control on z-piezo actuator - the resulting integral con-
troller is obtained as K2 =
395
s
.
Fig. 4.10(a) shows the experimental and simulation closed-loop responses
for the conventional (no inner-loop control) and the proposed (with inner-
loop control) approach for the hard-engagement scenario. The experimental
and simulation responses corroborate the usefulness of the proposed inner-
outer control design. In the conventional tapping-mode imaging with no
inner-loop control, the overall set-point to amplitude dynamics is adversely
affected at the resonance frequency of the z-piezo actuator, which is seen
clearly in the experimental closed-loop complementary sensitivity transfer
function in Fig. 4.10(a). This is also observed in Fig. 4.10(b) for the pro-
posed design, where the peak in the sensitivity plot is practically eliminated,
thereby allowing a very high gain margin and making the design practically
insensitive to modeling uncertainties. The controllers K1 and K2 are then
tested for the scenario where the cantilever-tip is softly engaged to the sample
(see Fig. 4.11). Note that in this scenario, the controller results in relatively
much smaller closed-loop bandwidths as the system gains are very small in
the frequencies of operation. However, a small peak near the resonance fre-
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(a) (b)
Figure 4.10: Closed-loop frequency responses for the case of
hard-engagement. (a)Experimental and Simulated complementary
sensitivity transfer functions - In the conventional tapping-mode imaging
with no inner-loop control, the overall set-point to amplitude dynamics is
adversely affected at the resonance frequency of the z-piezo actuator.
(b)Simulated sensitivity transfer functions - The sensitivity peak is
practically eliminated for the proposed design.
quency of the z-piezo actuator in the sensitivity plot (see Fig. 4.11(b)) is
still observed for the plant with no inner-control, thereby indicating slightly
poor robustness around those frequencies.
Remark: Note that the proposed inner-outer control scheme does not
have any significant advantage over the conventional control scheme for the
scenarios that capture excessively soft engagements between the cantilever-
tip and the sample (shown by orange curve in Fig. 4.9(a)). This is pri-
marily due to very small frequency-response gains (see Fig. 4.9(a)), result-
ing in closed-loop transfer functions that die off much below the resonance
frequency of the z-piezo actuator. However, the proposed approach still
outscores the conventional approach for moderately soft engagements (as
shown in Fig. 4.11). Thus the proposed design is particularly useful for
scenarios that correspond to hard to moderately soft engagement between
the tip and the sample. However, it should be remarked that any practical
imaging will require sufficiently hard engagement between the tip and the
sample.
Application of the proposed approach for contact-mode imaging: A simi-
lar comparison exists for contact-mode AFM imaging with PI controller for
the outer loop, as is the case with usual contact-mode imaging. We used
contact-mode silicon probe [41] with resonance frequency ∼ 13kHz. Exhaus-
tively tuned PI controllers are derived using MATLAB/Simulink for the two
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(a) (b)
Figure 4.11: Closed-loop transfer functions for the case of soft-engagement.
(a)Complementary sensitivity transfer functions - The effect of the z-piezo
actuator dynamics is clearly seen in the uncontrolled z inner-loop case.
(b)Sensitivity transfer functions - There is no observable sensitivity peak
for the proposed approach.
cases - (1) No control on z-piezo actuator - the PID tuner block resulted in
the following optimal PI controller, K = 1902.27
s
. The resulting closed-loop
bandwidth was 234Hz, with a peak sensitivity value of 4.34dB. (2) Glover-
McFarlane control on z-piezo actuator - the optimal control law in this case
was K = 0.102+ 2068
s
. The resulting closed-loop bandwidth and peak sensitiv-
ity values were 315Hz and 3.37dB, respectively. Thus, a 34.79% improvement
in tracking bandwidth and a 22.35% decrease in peak sensitivity values (a
measure for robustness [28, 17]) were obtained with the modified z-plant.
Fig. 4.12 shows the closed-loop sensitivity and complementary sensitivity
transfer functions for the two cases.
However, we must specify that it is still possible to achieve comparable
performance and robustness for contact-mode imaging without the need for
additional z-control, as shown in [42]. This is mainly due to the availability
of linear plant models and a wide separation in the resonance frequencies
of the contact-mode cantilever and the vertical z-piezo actuator. Modern
H∞ based outer-controllers are designed in [42] to eliminate the effects of
high-frequency dynamics of the z-piezo actuator without having to include
additional z-sensor in the overall control scheme.
Tapping-mode AFM imaging using the proposed inner-outer design and
comparisons with the usual tapping-mode: We now discuss the advantages of
the proposed modified z-piezo actuator for AFM imaging. As discussed ear-
lier, the proposed design renders the closed-loop imaging system insensitive
to small variations in set-points and scanning speeds as compared to the usual
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(a) (b)
Figure 4.12: Complementary sensitivity and sensitivity transfer functions
for the closed-loop control of contact-mode imaging. (a) The
complementary sensitivity plot for the controlled inner-loop (red) rolls-off
faster at high frequencies; moreover, the achievable bandwidth is higher
than in the case of uncontrolled z-piezo actuator (blue). (b) The sensitivity
plot for the controlled inner-loop case (red) lies below the sensitivity plot
for the uncontrolled z-piezo actuator case (blue) for frequencies below the
crossover frequency. Moreover, there is a sharp peak near the resonance
frequency of the z-piezo actuator in the latter case, thereby degrading
robustness at those frequencies.
tapping-mode imaging where the z-piezo actuator is left uncontrolled. The
effects of the proposed design are reflected in AFM images through sharpness
of features and improved trace-retrace characteristics. A calibration grating
with 5µm × 5µm pitch and 25nm feature height is considered for experi-
mental comparison of the two approaches. The outer controllers are tuned
exhaustively for the two scenarios (with and without inner-loop control) and
the scans are obtained at varying set points and scanning speeds.
Fig. 4.13 shows section (line) scans of the calibration grating along the
x-direction at a set-point of 800mV and scan-speed of 20Hz. Clearly the
proposed approach results in better estimates of the feature heights (25nm),
whereas the usual tapping-mode images of the same feature provide inac-
curate information about the feature dimensions (∼ 30nm). Moreover, the
feature reconstruction is relatively sharper in the case of tapping-mode imag-
ing with inner-loop control (see Fig. 4.13c).
As stated earlier, the outer PI controllers for the two scenarios - with
and without inner-loop control, are tuned for comparable performances at a
nominal set-point of 600mV and a scan-speed of 20Hz. This is reflected in the
excellent trace-retrace characteristics along the x-direction (as shown in Figs.
4.14a,d). While the feature heights and shapes, and trace-retrace plots are
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(a) (b)
(c)
Figure 4.13: Section scans of a calibration grating using (a) the proposed
modified z-piezo actuator control, (b) without inner-loop control. (c) The
proposed approach provides better estimates of the feature dimensions with
sharper profile.
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indistinguishable for a low-speed scan, the proposed control design with an
inner-loop control on the z-piezo actuator results in improved performance
for faster scan - 100Hz (see Figs. 4.14b,e) with sharper borders. The region
of interest in the calibration simple has some anomalies and is also confirmed
through a low-speed scan in Fig. 4.15. Note that such anomalies are seen
as high-frequency signals by the cantilever, and therefore, we expect them
to be suitably revealed in the scan obtained using the proposed inner-outer
approach. While these anomalies appear sharper in the scans obtained using
the proposed approach (Fig. 4.14b), the usual tapping mode image (Fig.
4.14e) contains only faded appearance of them. Moreover, the trace-retrace
plot shows that some of the features appear almost flat in the usual tapping
mode scan. This is also captured by the Bode plot in Fig. 4.10a, where the
usual tapping-mode imaging system (with no inner-loop control) has smaller
gain at 100Hz, whereas the proposed approach with inner-loop control still
has 0dB gain at 100Hz scanning bandwidth.
We now compare the two approaches for the scenario where the two sys-
tems have the same 0dB gain at low scanning frequency (60Hz), but ex-
hibit soft engagement between the cantilever tip and the sample (set-point
800mV). As before, the proposed approach highlights features with clearly
distinguishable (sharp) boundaries (Fig. 4.14c), while the boundaries are less
sharp in the usual tapping-mode scan (Fig. 4.14f). Moreover, some of the
features appear flat in the trace-retrace plots of the usual tapping-mode scan
with large values of trace-retrace mismatch.
4.6 Conclusion
In this chapter, we proposed a control design modification to tapping mode
imaging, which resulted in a significant improvement of imaging quality at
up to 30% faster speeds. In the next chapter, we address a fundamental
limitation of tapping mode imaging by designing a new imaging mode that
enables the order of magnitude improvements over tapping mode imaging.
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(a) (b) (c)
(d) (e) (f)
Figure 4.14: Imaging results at different scan-speeds and set-points - with
inner-loop control (a) set-point = 600mV, scan-speed = 20 Hz, (b) set-point =
600mV, scan-speed = 100 Hz, (c) set-point = 800mV, scan-speed = 60 Hz;
without inner-loop control (d) set-point = 600mV, scan-speed = 20 Hz, (e)
set-point = 600mV, scan-speed = 100 Hz, (f) set-point = 800mV, scan-speed =
60 Hz. While the feature heights and shapes, and trace-retrace plots are
indistinguishable for a low-speed scan, the proposed control design with modified
z-piezo actuator results in improved performance for faster scan and variable
set-points. This is seen through the sharper features and better trace-retrace
characteristics.
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Figure 4.15: Low-speed scan revealing the presence of anomalies in the
calibration grating (marked by circles)
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CHAPTER 5
A NOVEL TRANSFORM-BASED
HIGH-BANDWIDTH AFM IMAGING
MODE
While tapping mode imaging is a widely used dynamic imaging mode, it
has two characteristics that fundamentally limit the possibility of achieving
an order of magnitude improvements in imaging speeds. Firstly, as pointed
out in Chapter 4, the sample height to amplitude relationship is uncertain,
unknown, and nonlinear. This makes it unsuitable for high bandwidth model-
based control designs like H∞ control. Thus, tapping mode imaging is per-
formed exclusively using PID controllers. Secondly, tapping mode imaging
relies on the amplitude of the deflection signal, which is derived from the de-
flection signal using an amplitude detection mechanism like peak-detection
or lock-in amplifier based detection. Due to the inherent nature of these
detection mechanisms, it takes considerable delay, typically around one to
two cantilever oscillation cycles, to accurately detect a change in amplitude.
This is not a significant concern when the lateral scanning is done at a small
percentage of the cantilever resonance frequency. When the lateral scan is
done at slow speeds compared to the cantilever resonance frequency, the rate
of change of sample features is slow enough to allow for the delay in the
detection of amplitude. In other words, the cantilever oscillates over many
cycles before sample topography changes considerably. On the other hand,
if the lateral positioning speed is high or if the sample surface is extremely
rough, the changes in sample topography over a period of cantilever oscilla-
tion would be high. This results in a loss of resolution of the image. Due to
this issue, the bandwidth of the lateral scan must be very low compared to
the cantilever resonance frequency. In practice, for tapping mode imaging,
the ratio of lateral scanning bandwidth to the cantilever resonance frequency
is about 1% or lower. In this chapter, we use a model-based approach to
design a new AFM imaging mode, which can potentially give an order of
magnitude improvement in AFM imaging speeds as a ratio of the cantilever
resonance frequency.
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In order to apply a model-based control design approach, we design a
method to mitigate the nonlinear effects in the system model to achieve a
high degree of linearity so that tools from robust control theory can be ap-
plied to give enhanced performance and robustness. We adopt concepts from
an approach that was earlier designed in our lab[15]. The earlier approach
developed in our lab seeks to have the cantilever deflection signal track a ref-
erence signal. However, upon further analysis, we find that the input-output
relationship in the model adopted in that design remains nonlinear to a great
extent, making it challenging for effective model-based designs. In this chap-
ter, in addition to seeking to solve an appropriate tracking control problem as
in [15], we propose a real-time transform, which, when applied to the output
signal, gives a nearly linear input-output relationship. This transform is mo-
tivated by the concept of d− q transformation, which is extensively used for
the control of power systems. Using the transformed signal as feedback, we
design model-based robust controllers, which are shown to achieve significant
improvements in system performance in terms of bandwidth of imaging.
5.1 Design Framework
We adopt a model-based design framework for the AFM, where we model
the cantilever as a spring-mass-damper system. In our AFM setup, we in-
corporate a plate piezoelectric element underneath the sample. The plate
piezo element has a strain gauge mounted in order to sense it’s displacement
(expansion or contraction) with nanometer resolution. The plate piezo ele-
ment acts as a very high bandwidth vertical positioning stage that can move
the entire sample in the vertical direction. Just as in the case of tapping
mode imaging, the cantilever is vibrated close to its natural frequency(ωn)
via an excitation from the dither/shake piezo. It is a well-known fact that
the interaction force between the cantilever tip and the sample surface is a
highly nonlinear function [18]. The behavior of the AFM cantilever is similar
to that of the spring-mass-damper system shown in Fig. 5.1. Let p denote
the deflection of the tip of the cantilever, q denote the displacement of the
plate piezo, and h denote the sample height.
The dynamics of this cantilever model are described by the following equa-
51
Figure 5.1: Simplified Spring-Mass-Damper model of an AFM cantilever.
tion,
p¨+ 2ξωnp˙+ ω
2
np = Fdither + Fts(p− q − h), (5.1)
where ωn is the natural frequency of the cantilever, ξ is the damping factor,
Fdither and Fts are the forces on the cantilever arising due to the dither in-
put and the tip-sample interaction, respectively. As described in chapter 2,
the interaction force Fts is a nonlinear function of the tip-sample separation,
p− q − h. Here, since the dither input is a sinusoidal signal with frequency
close to ωn, due to the linearity of the dither piezo, Fdither is also a sinusoidal
signal of the same frequency. Now, in the case of regular tapping mode imag-
ing, the amplitude of the dither input is tuned such that the cantilever tip
vibrates at a desired amplitude in air. Subsequently, the cantilever position is
lowered and regulated close to the sample at a desirable set-point amplitude
that is reasonably lower than the free air amplitude chosen above. This reg-
ulation is done by regulating the z-stage piezoelectric actuator via a suitable
controller that uses the error between the actual amplitude of the tip and the
desired amplitude of the tip as a feedback signal. The sample topography is
reconstructed from the z-stage displacement and cantilever amplitude signals
obtained during a suitable x-y scan of an area of interest on the sample.
For the purpose of imaging faster,instead of using the amplitude signal
which has the disadvantage of having to maintain lateral scan speed at less
than 1% of the cantilever resonance frequency, we seek to achieve trajectory
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tracking of the deflection signal itself. The trajectory to be tracked is chosen
to be the trajectory that the cantilever would follow if the sample were to be
atomically flat. From the dynamics of the cantilever in (5.1), such a reference
trajectory, pˆ is governed by the following equation.
¨ˆp+ 2ξωn ˙ˆp+ ω
2
npˆ = Fdither + Fts(pˆ− h0), (5.2)
where, h0 is the constant height of the atomically flat sample. We define the
tracking error p˜ as
p˜ = p− pˆ (5.3)
From (5.1) and (5.2), the error signal p˜ is governed by the following equa-
tion.
¨˜p+ 2ξωn ˙˜p+ ω
2
np˜ = Fts(p− q − h)− Fts(pˆ− h0), (5.4)
By appropriately choosing the operating point h0, for q = 0 and when h = h0,
the forcing term on the error dynamics is identically zero. Now, for the sake
of analysis, let us consider a sample feature with a constant height h˜ about
the operating point h0, with no actuation, i.e. q = 0, the forcing term
on the right hand side becomes Fts(p − (h0 + h˜)) − Fts(pˆ − h0). Since the
dynamics of p has the forcing term from the dither signal, with a slight
deviation in the sample height, the oscillation of the cantilever will have an
amplitude different from that of the reference signal pˆ. As a result the forcing
term of the error dynamics has dominant frequency components around the
resonance frequency of the cantilever. This results in a highly nonlinear
relationship between the sample height h and the error signal p˜. By the
same reasoning, the relationship between the actuator displacement q and
the error signal p˜ is also highly nonlinear. This makes the system unsuitable
for model-based controller design. To overcome this limitation, in the next
section, we introduce a transform on the error signal p˜, which gives a linear
relationship from input to the transformed output.
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Figure 5.2: Schematic of the error system with p˜ as output
5.2 Real-time frequency shifting transform
In this section, we introduce a real-time frequency shifting transform that
has the effect of shifting the frequency of a given signal. Let us consider the
signal p˜(t). Since p˜ is dominated by frequencies around cantilever resonance
frequency, ωn radians per second, we define the corresponding time period T
as,
T =
2pi
ωn
.
We define the signal p˜γ(t) as
p˜γ(t) = p˜(t− T/4).
Let,
P˜ =
[
p˜(t)
p˜γ(t)
]
.
Now, we define the transformed signal P˜αβ as
P˜αβ =
[
p˜α(t)
p˜β(t)
]
=
[
cos(ωnt) sin(ωnt)
− sin(ωnt) cos(ωnt)
]
P˜ .
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5.2.1 Analysis of the transformed signal
Suppose, the signal p is a purely sinusoidal signal given by p(t) = A cos(ωnt+
φ). Then, pγ(t) = p sin(ωnt+ φ). And, we have,
Pαβ =
[
A cos(ωnt+ φ) cos(ωnt)− A sin(ωnt+ φ) sin(ωnt)
−A cos(ωnt+ φ) sin(ωnt) + A sin(ωnt+ φ) cos(ωnt)
]
=
[
A cos(φ)
A sin(φ)
]
. (5.5)
This shows that for a purely sinusoidal signal with frequency ωn, the trans-
form outputs a constant. In effect, the transform performs the operation of
frequency shifting by shifting frequencies at ωn to zero frequency. Performing
this transform in real-time on the error signal p˜ will yield the effect of fre-
quency shifting such that the relationship between the actuator displacement
q and the transformed components of the signal p˜ is approximately linear.
Linearity in real-time
To verify the linearity of the relationship between the actuator displacement
q and the transformed components of p˜, we performed simulations with the
tip-sample interaction force modeled using the DMT model [18]. Fig.5.3
shows the input signal and the corresponding α-component of the output
signal when an input of 20Hz is given to the system shown in Fig.5.2. It can
be seen that the α-component of p˜ is periodic, approximately sinusoidal and
has the same period as the input signal q. Thus, for a given sinusoidal input,
the transform of p˜ is also approximately sinusoidal with the same period.
Such kind of behavior can be approximated well by linear transfer function
models. Fig. 5.4 shows the frequency responses from q to the β component of
the transformed signal for varying amplitudes of white-noise input. It can be
seen that the responses of the different cases match closely, indicating a high
degree of linearity. Similar behavior was observed for the frequency response
from q to the α-component of p˜ as well. Thus, in effect, by making use of
this transform along with a carefully chosen reference signal, we are able to
mitigate nonlinear effects of the system that are unfavorable for model-based
control design. This gives us the platform to exploit the power of robust
control theory, which allows us to design controllers that yield a high degree
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of robustness and performance. In the next section, we present details of the
control design approach we follow.
Figure 5.3: Vertical piezo displacement q and the corresponding
α-component of p˜. It can be seen that the α-component of p˜ is periodic,
approximately sinusoidal and has the same period as the input signal q
5.3 Control Design
Fig. 5.5 shows the block diagram for the purpose of the control design. Gq
represents the transfer function of the plate piezo positioning system on which
the sample is mounted from inputuq to output q. G˜ represents the transfer
function from the plate piezo displacement q to output y˜, which is either the
α component or the β component of the error signal p˜, which is obtained
by applying the real-time transform discussed in the previous section. The
choice of α-component or β-component depends on practical considerations.
n represents the measurement noise. The reference signal r˜ is chosen to be
zero as the transform of the error tracking zero automatically leads to the
error signal p˜ tracking zero. The sample height about the operating point
height h0, given by h˜ is treated as an input disturbance to be rejected by the
controller.
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Figure 5.4: Frequency Responses from q to p˜β obtained by white-noise
identification with three different input amplitudes of 3 nm, 4 nm, and 6
nm. It can be seen that there is a good match between the curves,
indicating a high degree of linearity.
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Figure 5.5: Closed-loop feedback diagram: Gq is the transfer function of the
plate piezo positioning system with input uq and output q. G˜ is the transfer
function from input q to either one of the α or β components of the
transform of p˜. n represents the measurement noise. r˜ is the reference
signal and is chosen to be identically zero, commanding the transform of
the error to track zero, which results in error p˜ tracking zero.
We employ the stacked H∞ framework to formulate our control objectives.
Fig. 5.6(a) shows the closed loop block diagram augmented with the weight-
ing transfer functions wS, wT and wu on the error (e), output(y˜) and control
signal uq, respectively. The outputs of these transfer function blocks are the
exogenous outputs z1, z2 and z3. We rewrite all the blocks of this block di-
agram into the generalized open loop plant P as shown in Fig. 5.6(b). We
pose an optimal control problem in order to minimize the H∞ norm of the
transfer functions from the exogenous inputs r˜, n and d = h˜ to the exogenous
outputs z1, z2 and z3.
The required open-loop signals of the generalized plant P are written down
from the block diagram Fig. 5.6 as follows.
e = −n− G˜d− G˜Gquq (5.6)
z1 = wS(−n− G˜d− G˜Gquq) (5.7)
z2 = wuuq (5.8)
z3 = wT (G˜d+ G˜Gquq) (5.9)
Thus, the open-loop generalized plant transfer function for P is given as
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follows. 
z1
z2
z3
e
 =

−wS −wSG˜ −wSG˜Gq
0 0 wu
0 wT G˜ wT G˜Gq
−1 −G˜ −G˜Gq

 nd
uq
 . (5.10)
The closed-loop sensitivity transfer function, S, and complementary sen-
sitivity transfer function, T for the system are as follows.
S =
1
1 +KG˜Gq
,
T =
KG˜Gq
1 +KG˜Gq
(5.11)
The closed-loop signals relevant for control design are as follows.
y˜ = −n+ G˜Sd
e = −Sn− G˜Sd
uq = −KSn−KG˜Sd
The weighting transfer functions wS and wT are designed to shape the closed-
loop transfer functions S and T such that the solution to the H∞ synthesis
problem ensures robust stability, disturbance rejection, and noise attenua-
tion. Since G˜S represents the transfer function from the disturbance signal
d to the tracking error e, maximizing the bandwidth of S ensures that the
bandwidth of disturbance rejection is maximized. In this case, the bandwidth
of S refers to the frequency where Bode plot of the S crosses the −3dB line.
In addition, the peak magnitude of S (||S||∞) needs to be minimized in order
to keep the tracking error low and ensure robustness to modeling uncertain-
ties and disturbances. Similarly, T represents the transfer function from the
noise, n, to the output, y. Hence T must be kept low to ensure good noise
attenuation and thus good resolution. Due to the fact that the sum of trans-
fer functions S and T equals unity, both S and T cannot be kept low at
the same time. Hence, high resolution is achieved by designing T to have
low roll-off frequency and high roll-off rates. This will ensure effective noise
attenuation at high frequencies.
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(a) (b)
Figure 5.6: (a)Closed-loop system with weighting functions for the stacked
H∞ control design (b) Open loop generalized plant P with designed
controller K. r,n and d are the exogenous inputs. z1,z2 and z3 are the
exogenous outputs. K is designed to minimize the H∞ norm of the transfer
functions from the exogenous inputs to the exogenous outputs
5.4 Simulations
To verify the efficacy of the control design, simulations were performed on a
complete model of our AFM system. We used the DMT model to model the
tip-sample interactions. However, in experimental implementation, a model
will not be needed as experiments based modeling can be used to generate
the reference signal pˆ. We used the α-component of the transformed error
signal as the feedback. 5.7 shows the closed-loop transfer functions S and
T obtained by H∞-optimal control design described in the previous section
for a choice of weighting functions. For this design, the Sensitivity transfer
function S has a −3dB bandwidth of 2.69 kHz, with a peak value of 4.22 dB.
To illustrate tracking performance for random sample topography, we use
filtered white-noise to simulate random sample features. Fig. 5.9(a) shows
the tracking performance for a filtered white noise sample topography. It can
be seen that the closed-loop system tracks the features almost exactly. Fig.
5.9(b) shows the tracking performance for step input. It can be seen that
the closed-loop system tracks the step features almost exactly.
To compare the tracking performance of this controller, we tuned a PID
controller to the best possible extent based on the identified linear model.
Fig. 5.8 shows the tracking performance of a PID controller, which was
tuned to the best possible extent using the linear model of the plant for
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Figure 5.7: Closed-loop transfer functions S and T . The Sensitivity transfer
function S has a −3dB bandwidth of 2.69 kHz, with a peak value of 4.22 dB
a 100Hz sine wave. For a 40nm peak-peak amplitude sample feature, We
can see that the plate piezo displacement tracks the additive inverse of the
sample profile to a great extent with some error at the troughs. However,
as we increase the input sine wave frequency, the performance of the PID
controller deteriorates, even for smaller feature amplitudes. Fig. 5.10 shows
the tracking performance the H∞-optimal controller. For the same 40nm
peak-peak amplitude of the sample features, the H∞-optimal controller give
near exact tracking at 500 Hz. At 600 Hz, the tracking performance starts
to deteriorate but the controller still tracks the features to a great extent.
In fact, for smaller feature amplitudes, the tracking performance is even
better. 5.11 shows tracking performance of the H∞-optimal controller for
1kHz and 1.2kHz sample profiles with 10nm peak-peak amplitude. Near
exact tracking can be seen for features of 1kHz. For features of 1.2 kHz, the
tracking performance deteriorates but remains intact to a great extent.
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(a) (b)
Figure 5.8: Tracking performance of a PID controller with linear
model-based tuning (a) for a 100Hz sine wave sample profile with 40nm
peak-peak amplitude. The plate piezo displacement (blue) tracks the
additive inverse of the sample profile (b) for a 300Hz sine wave sample
profile with 10nm peak to peak amplitude. It can be seen that the tracking
performance is deteriorated
(a) (b)
Figure 5.9: Tracking performance of the H∞-optimal controller (a) for
filtered white noise sample features. The plate piezo displacement (blue)
almost exactly tracks the additive inverse of the sample profile (b) for step
features
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(a) (b)
Figure 5.10: Tracking performance of the H∞-optimal controller for 40nm
peak-peak amplitude feature (a) for a 500Hz sine wave frequency of sample
profile. The plate piezo displacement (blue) almost exactly tracks the
additive inverse of the sample profile (b) for a 600Hz sine wave frequency of
sample profile. The tracking performance starts deteriorating but still
remains intact to a good extent
(a) (b)
Figure 5.11: Tracking performance of the H∞-optimal controller for 10nm
peak-peak amplitude feature (a) for a 1kHz sine wave frequency of sample
profile. The plate piezo displacement (blue) almost exactly tracks the
additive inverse of the sample profile (b) for a 1.2kHz sine wave frequency
of sample profile. The tracking performance starts deteriorating but still
remains intact to a good extent
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5.5 Conclusion
In this chapter, we described a transform-based method that gives a nearly
linear relationship between the sample topography signal and the output
signal. This method was used to design a new AFM imaging mode that
relies directly on the deflection signal rather than a slower derivative such
as amplitude or phase. The initial results obtained by this method show the
efficacy of Robust H∞ optimal control designs for High-Bandwidth imaging.
H∞ optimal controllers are shown to give at least a six times improvement
over PID controller tuned to the best possible extent. This indicates that
higher performance can be achieved by careful use of robust control designs.
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CHAPTER 6
CONCLUSIONS AND FUTURE
DIRECTIONS
This dissertation has developed methods for enabling fast imaging in AFMs.
We have successfully integrated hardware capabilities for proof of concept
studies on systems-based approaches in AFMs. In tapping mode imaging,
we have incorporated the sensor of the vertical nanopositioning system, which
has a lower resolution than the deflection sensor. By employing appropriately
designed model-based control strategies, we could experimentally realize up
to 30% improvements in tapping mode imaging speeds.
Tapping mode imaging is fundamentally limited by the requirement that
lateral positioning needs to be a small percentage, in the order of 1% of
the cantilever resonance frequency. We proposed a transform-based high-
bandwidth imaging mode that shows a linear input-output relationship. The
proposed mode has been shown to be effective by showing that the vertical
nanopositioner motion effectively tracks the additive inverse of the sample to-
pography profile. Careful design of robust H∞-optimal controller would yield
further improvements in imaging bandwidth. The high-bandwidth imaging
mode proposed in this thesis shows promise in achieving improvements of an
order of magnitude over tapping mode imaging. Further research efforts are
needed to analyze further and improve the proposed imaging mode, including
studying the effect of the choice of α-component or β-component for feed-
back. Cascaded control design ideas on the vertical nanopositioning stage Gq
might further enhance the performance of the proposed imaging mode and is
a candidate for further study. Experimental implementation of the proposed
imaging mode will be an immediate near term goal. An extensive comparison
with tapping mode imaging is needed to quantify the improvements in imag-
ing bandwidth. The methods outlined in [15] can be used to estimate the
material properties of the sample surface in conjunction with the proposed
imaging mode for topography imaging. In current tapping mode imaging,
the cantilever tip spends a good fraction of oscillation time outside the re-
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gion of influence of tip-sample interaction forces. Low-amplitude imaging
will provide enhanced sensitivity and hence better resolutions at high-speeds
of imaging.
Research in this thesis has shown that systems-based control design ap-
proaches hold great promise in delivering high performance and robustness
in AFM imaging. We have shown that considerable improvements as large as
30% in performance can be achieved by analyzing and designing controllers
for AFMs from a systems viewpoint. Advances in nanopositioning device
bandwidths have opened up the possibility of fast lateral and vertical scan-
ning in AFM nanopositioners. Tools from advanced control theory can aid in
fully harnessing the capabilities of these devices and also pushing the limits
on AFM imaging bandwidths. Advances in reconfigurable computing con-
tinue to enable the feasibility of implementing advanced control designs in
real-time.
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