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Abstract. The family, L(INDLIN), of languages generated by linear in-
dexed grammars has been studied in the literature. It is known that the
Parikh image of every language in L(INDLIN) is semi-linear. However,
there are bounded semi-linear languages that are not in L(INDLIN). Here,
we look at larger families of (restricted) indexed languages and study
their properties, their relationships, and their decidability properties.
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1 Introduction
Indexed grammars [1,2] are a natural generalization of context-free grammars,
where variables keep stacks of indices. Despite being all context-sensitive lan-
guages, the languages are still quite general as they can generate non-semi-linear
languages [1]. Several restrictions have been studied that have desirable compu-
tational properties. Linear indexed grammars were first created, restricting the
number of variables on the right hand side to be at most one [5]. Other restric-
tions include another system named exactly linear indexed grammars [6] (see
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also [17]), which are different than the first formalisms, although both are suffi-
ciently restricted to only generate semi-linear languages. In this paper, we only
examine the first formalism of linear indexed grammars.
We study indexed grammars that are restricted to be finite-index, which is
a generalization of linear indexed grammars [5]. Grammar systems that are k-
index are restricted so that, for every word generated by the grammar, there is
some successful derivation where at most k variables (or nonterminals) appear
in every sentential form of the derivation [15,13]. A system is finite-index if it is
k-index for some k. It has been found that that when restricting many different
types of grammar systems to be finite-index, their languages coincide. This is the
case for finite-index ET0L, EDT0L, context-free programmed grammars, ordered
grammars, and matrix grammars.
We introduce the family, L(INDFIN), of languages generated by finite-index
indexed grammars and study a sub-family, L(INDUFIN), of languages generated
by uncontrolled finite-index indexed grammars, where every successful derivation
has to be finite-index. These have been very recently studied under the name
breadth-bounded grammars, where it was shown that this family is a semilinear
full trio. We also study a special case of the latter, called L(INDUFIN1) that
restricts branching productions. We then show the following:
1. All families are semilinear full trios.
2. The following conditions are equivalent for a bounded language L:
– L ∈ L(INDUFIN1),
– L ∈ L(INDUFIN),
– L is bounded semilinear,
– L can be generated by a finite-index ET0L system,
– L can be accepted by a DFA augmented with reversal-bounded counters,
3. Every finite-index ET0L language is in L(INDFIN).
4. L(CFL) ⊂ L(INDLIN) ⊂ L(INDUFIN1) ⊆ L(INDUFIN) ⊂ L(INDFIN).
5. Containment and equality are decidable for bounded languages in L(INDLIN)
and L(INDUFIN).
2 Preliminaries
We assume a basic background in formal languages and automata theory [9].
Let Nk be the additive free commutative monoid of non negative integers. If
B is a subset of Nk, B⊕ denotes the submonoid of Nk generated by B.
An alphabet is a finite set of symbols, and given an alphabet A, A∗ is the free
monoid generated by A. An element w ∈ A∗ is called a word, the empty word
is denoted by λ, and any L ⊆ A∗ is a language. The length of a word w ∈ A∗ is
denoted by |w|, and the number of a’s, a ∈ A, in w is denoted by |w|a, extended
to subsets X of A by |w|X =
∑
a∈X |w|a.
Let A = {a1, . . . , at} be an alphabet of t letters, and let ψ : A∗ → Nt be the
corresponding Parikh morphism defined by ψ(w) = (|w|a1 , . . . , |w|at) extended
to languages L ⊆ A∗.
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A set B ⊆ Nk is a linear set if there exists vectors b0,b1, . . . ,bn of N
k
such that B = b0 + {b1, . . . ,bn}⊕. Further, B is called a semi-linear set if B =⋃m
i=1 Bi,m ≥ 1, for linear sets B1, . . . , Bm. A language L ⊆ A
∗ is said to be semi-
linear if the Parikh morphism applied to L gives a semi-linear set. A language
family is said to be semi-linear if all languages in the family are semi-linear.
Many known families are semi-linear, such as the regular languages, context-free
(denoted by L(CFL), see [9]), and finite-index ET0L languages (L(ET0LFIN)), see
[14,13]).
A language L is termed bounded if there exist non-empty words u1, . . . , uk,
with k ≥ 1, such that L ⊆ u∗1 · · ·u
∗
k. Let ϕ : N
k → u∗1 · · ·u
∗
k be the map defined
as: for every tuple (ℓ1, . . . , ℓk) ∈ Nk,
ϕ(ℓ1, . . . , ℓk) = u
ℓ1
1 · · ·u
ℓk
k .
The map ϕ is called the Ginsburg map.
Definition 1. A bounded language L ⊆ u∗1 · · ·u
∗
k is said to be bounded Ginsburg
semi-linear if there exists a semi-linear set B of Nk such that ϕ(B) = L.
In the literature, bounded Ginsburg semi-linear has also been called just bounded
semi-linear, but we will use the terminology bounded Ginsburg semi-linear hence-
forth in this paper.
A full trio is a language family closed under morphism, inverse morphism,
and intersection with regular languages [3].
We will also relate our results to the languages accepted by one-way non-
deterministic reversal-bounded multicounter machines (denoted by L(NCM)),
and to one-way deterministic reversal-bounded multicounter machines (denoted
by L(DCM). These are NFAs (DFAs) augmented by a set of counters that can
switch between increasing and decreasing a fixed number of times [10]).
3 Restrictions on Indexed Grammars
We first recall the definition of indexed grammar introduced in [1] by following
[9], Section 14.3 (see also [4] for a reference book for grammars).
Definition 2. An indexed grammar is a 5-tuple G = (V, T, I, P, S), where
– V, T, I are finite pairwise disjoint sets: the set of variables, terminals, and
indices, respectively;
– P is a finite set of productions of the forms
1) A→ ν, 2) A→ Bf, or 3) Af → ν,
where A,B ∈ V, f ∈ I and ν ∈ (V ∪ T )∗;
– S ∈ V is the start variable.
4 F. D’Alessandro and O.H. Ibarra and I. McQuillan
Let us now define the derivation relation ⇒G of G. Let ν be an arbitrary sen-
tential form of G,
u1A1α1u2A2α2 · · ·ukAkαkuk+1,
with Ai ∈ V, αi ∈ I
∗, ui ∈ T
∗. For a sentential form ν′ ∈ (V I∗ ∪ T )∗, we set
ν ⇒G ν′ if one of the following three conditions holds:
1) In P , there exists a production of the form (1) A → w1C1 · · ·wℓCℓwℓ+1,
Cj ∈ V,wj ∈ T ∗, such that in the sentential form ν, for some i with 1 ≤ i ≤ k,
one has Ai = A and
ν′ = u1A1α1 · · ·ui(w1C1αi · · ·wℓCℓαiwℓ+1)ui+1Ai+1αi+1 · · ·ukAkαkuk+1.
2) In P , there exists a production of the form (2) A → Bf such that in the
sentential form ν, for some i with 1 ≤ i ≤ k, one has Ai = A and ν′ =
u1A1α1 · · ·ui(Bfαi)ui+1Ai+1αi+1 · · ·ukAkαkuk+1.
3) In P , there exists a production of the form (3) Af → w1C1 · · ·wℓCℓwℓ+1,
Cj ∈ V,wj ∈ T ∗, such that in the sentential form ν, for some i with 1 ≤ i ≤ k,
one has Ai = A, αi = fα
′
i, α
′
i ∈ I
∗, and
ν′ = u1A1α1 · · ·ui(w1C1α
′
i · · ·wℓCℓα
′
iwℓ+1)ui+1Ai+1αi+1 · · ·ukAkαkuk+1.
In this case, one says that the index f is consumed.
For every n ∈ N, ⇒nG stands for the n-fold product of ⇒G and ⇒
∗
G stands
for the reflexive and transitive closure of ⇒G. The language L(G) generated by
G is the set L(G) = {u ∈ T ∗ : S ⇒∗G u}.
Notation and Convention. In the sequel we will adopt the following notation
and conventions for an indexed grammar G.
– If no ambiguity arises, the relations ⇒G, ⇒nG, n ∈ N, and ⇒
∗
G will be simply
denoted by ⇒, ⇒n, and ⇒∗, respectively.
– capital letters as A,B, ...etc will denote variables of G.
– the small letters e, f , as well as fi, will be used to denote indices while α,
β and γ, as well as its indexed version (as for instance αi), will denote
arbitrary words over I.
– Small letters as a, b, c, ...etc (as well as its indexed version) will denote letters
of T and small letters as u, v, w, r..., etc (as well as its indexed version) will
denote words over T .
– ν and µ, as well as νi and µi, will denote arbitrary sentential forms of G.
– in order to shorten the notation, according to Definition 2, if p is a production
of G of the form (1) or (3), we will simply write
Af → ν, f ∈ I ∪ {λ},
where it is understood that if f = λ, the production p has form (1) and if
f ∈ I, the production p has form (3).
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– If p1 · · · pn ∈ P
∗ is a string of productions of G, then ⇒p1···pn denotes a
derivation of G of the form ν0 ⇒p1 ν1 ⇒p2 · · · ⇒pn νn.
The following set of definitions defines the main objects studied in this draft.
Let G be an indexed grammar and let L(G) be the language generated by G.
The first definition is from [5].
Definition 3. We say that G is linear if the right side component of every pro-
duction of G has at most one variable. A language L is said to be linear indexed
if there exists a linear indexed grammar G such that L = L(G).
Definition 4. Given an integer k ≥ 1, a derivation ν0 ⇒ ν1 ⇒ · · · ⇒ νn of
G = (V, T, I, P, S), is said to be of index-k if |νi|V ≤ k, for all i, 0 ≤ i ≤ n.
Definition 5. Given an integer k ≥ 1, G is said to be of index-k if, for every
word u ∈ L(G), there exists a derivation of u in G of index-k.
A language L is said to be an indexed language of index-k if there exists an
indexed grammar G of index-k such that L = L(G). An indexed language L is
said to be of finite-index if L is of index-k, for some k.
Definition 6. An indexed grammar G is said to be uncontrolled index-k if, for
every derivation ν0 ⇒ · · · ⇒ νn generating u ∈ L(G), |νi|V ≤ k, for all i,
0 ≤ i ≤ n. G is uncontrolled finite-index if G is uncontrolled index-k, for some
k. A language L is said to be an uncontrolled finite-index indexed language if
there exists an uncontrolled finite-index grammar G such that L = L(G).
Remark 7. It is worth noticing that, according to Definition 6, if G is a grammar
of index-k1, then G is a grammar of index-k2, for every integer k1 ≤ k2.
Remark 8. It is interesting to observe that Definition 6 corresponds, in the case
of context-free grammars, to the definition of nonterminal bounded grammar (cf
[8], Section 5.7). We recall that nonterminal bounded grammars are equivalent
to ultralinear grammars and thus provide a characterisations of the family of
languages that are accepted by Finite-Turn pushdown automata.
Finally let us denote by
– L(INDLIN) the family of linear indexed languages [5];
– L(INDUFIN) the family of uncontrolled finite-index indexed languages;
– L(INDFIN) the family of finite-index indexed languages.
A reminder that uncontrolled finite-index corresponds to breadth-bounded
indexed grammars [18]. Therefore, the following is implied.
Theorem 9. [18] L(INDUFIN) is a semilinear full trio.
The family L(INDLIN) has been introduced in [5] where results of algebraic and
combinatorial nature characterize the structure of its languages. Recall that a
linear indexed grammar G is said to be right linear indexed if, according to
Definition 2, in every production p of G of the form (1) or (3), the right hand
component ν of p has the form ν = u, or ν = uB, where u ∈ T ∗, B ∈ V . In [1]
(see also [5]), the following theorem has been proved:
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Theorem 10. [5] If L is an arbitrary language, L is context-free if and only if
there exists a right linear indexed grammar G such that L = L(G).
From this, the following is evident.
Proposition 11. L(CFL) ⊂ L(INDLIN) ⊂ L(INDUFIN) ⊆ L(INDFIN).
Indeed Theorem 10 provides the inclusion L(CFL) ⊆ L(INDLIN). The inclusions
L(INDLIN) ⊆ L(INDUFIN) ⊆ L(INDFIN) come immediately from the definitions
of the corresponding families. Now, for every k ≥ 1, let Lk = {wk : w ∈ A∗}.
It is easy to construct a linear indexed grammar that generates L2 so that
L2 ∈ L(INDLIN) \ L(CFL) (cf, for instance, [5]). Moreover it is proved that L4 /∈
L(INDLIN) (see [5], Theorem 3.8). On the other hand, it is easily shown that
Lk ∈ L(INDUFIN), k ≥ 0.
Also, in [5], it is shown that for an alphabet T , $ /∈ T , and A,B ⊆ T ∗, if
L = A$B is a linear indexed language, then A or B is a context-free language.
Then, let T = {a, b, c}, A = {anbncn : n > 0}, and B = {anbncn : n > 0}. Then
L = {anbncn$ambmcm : n,m > 0}. But since both A and B are not context-free,
then L must not be linear indexed.
Next, closure under union is addressed with a straightforward adaptation of
the first part of the proof of Theorem 6.1 of [9].
Lemma 12. The families L(INDFIN) and L(INDUFIN) are closed under union.
Proof. Let us prove the claim for the family L(INDFIN), the proof for L(INDUFIN)
being similar. Let L1 and L2 be indexed languages of indices k1 and k2 respec-
tively, and let G1 and G2 be grammars
G1 = (V1, T1, I1, P1, S1), G2 = (V2, T2, I2, P2, S2),
such that L1 = L(G1) and L2 = L(G2). Since we may rename variables and
indices without changing the language generated, we assume that V1 ∩ V2 =
I1 ∩ I2 = ∅. Moreover let S be a new variable not in V1 ∪ V2.
Construct a new grammar G = (V, T, I, P, S), where V = V1 ∪ V2 ∪ {S},
I = I1 ∪ I2, and P is equal to P = P1 ∪ P2, plus the two productions S → S1
and S → S2.
It is easily checked that L1 ∪ L2 = L(G) and G is of index max{k1, k2}. ⊓⊔
Next, we show that L(INDFIN) is a full trio, and the result also holds for
L(INDUFIN) as well (shown in [18]). We will prove the more general fact that
they are closed under rational transductions. The proof is structured using a
chain of lemmas.
Lemma 13. L(INDUFIN) and L(INDFIN) are closed under morphisms.
Proof. We will demonstrate the proof for L(INDUFIN) with the proof for L(INDFIN)
following similarly.
Let L ∈ L(INDUFIN) and let G = (V, T, I, P, S) be an uncontrolled k-index
indexed grammar such that L = L(G). Let ϕ : T ∗ → (T ′)∗ be a morphism
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where T and T ′ are two alphabets. Construct a new grammar G′ by replacing
each production of G of the form
Xf → u1X1 · · ·uℓXℓuℓ+1,
where f ∈ I ∪ {λ}, ui ∈ T ∗, X,Xi ∈ V, by the production
Xf → ϕ(u1)X1 · · ·ϕ(uℓ)Xℓϕ(uℓ+1).
It is easily verified that the resulting grammar G′ satisfies ϕ(L) = L(G′) and G′
is an uncontrolled grammar. ⊓⊔
Lemma 14. L(INDUFIN) and L(INDFIN) are closed under intersection with reg-
ular languages.
Proof. We will show the result for uncontrolled grammars, and the other result
follows similarly.
In order to prove that L(INDUFIN) is closed under intersection with regular
sets, the following Claim is needed.
Claim. Let G = (V, T, I, P, S) be a finite-index (resp. uncontrolled finite-index)
indexed grammar and let L = L(G). Then there exists a finite-index (resp. un-
controlled finite-index) indexed grammar G′ = (V ′, T, I ′, P ′, S′) generating L
such that I ′ = I and the productions of P ′ are of the form:
1) A→ ν, 2) A→ Bf, or 3) Af → ν,
where A,B ∈ V ′, f ∈ I ′ and ν ∈ (V ′ ∪ T )∗ is a word of the form
ν = u, or ν = uXZ, or ν = uXv, X,Z ∈ V ′, u, v ∈ T ∗.
Proof of the Claim. Let first assume that G has a sole production p of the
form
A→ ν = u1X1u2X2 · · ·ukXkuk+1, k ≥ 2, A,Xi ∈ V, ui ∈ T
∗. (1)
Define the following list of productions:
i. A→ u1X1Z1
ii. For every j = 1, . . . , k − 2, Zj → uj+1Xj+1Zj+1
iii. Zk−1 → ukXkuk+1,
where Zj , (j = 1, . . . , k − 1), are new variables not in V .
Remove the production (1) from P , add to P the list of productions defined at
(i)-(ii)-(iii) above, and add to V the corresponding list of variables Zj ’s. Finally
call G′ the grammar obtained from G by using the previous transformation.
We now observe that the unique derivation of G′ where the productions defined
above appear is the one that simulates p:
A⇒G′ u1X1Z1 ⇒G′ u1X1u2X2Z2 ⇒G′ · · · ⇒G′ u1X1u2 · · ·uk−1Xk−1Zk ⇒G′ ν.
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Moreover such derivation has index not larger than that of G. >From the latter
remark, it is easily checked, by induction on the length of the derivations of G′,
that G′ has the same index of G and that L = L(G′).
The case of productions Af → ν, f ∈ I is similarly treated. If G has two
or more productions of the form previously considered, the claim is obtained by
iterating the previous argument. ⋄
Let G = (V, I, T, P, S) be an uncontrolled finite-index indexed grammar in
the form given by the previous Claim. Let A = (Q, T, λ, q0,K) be a finite deter-
ministic automaton accepting R, where Q is the set of states of A, λ : Q×T → Q
is its transition function, q0 ∈ Q is its unique initial state while K is the set of
final states of A. In the sequel, for the sake of simplicity, the extension of the
function λ to the set Q× T ∗ will be still denoted by λ.
We proceed to construct a new uncontrolled finite-index grammar G′ such that
G′ = (V ′, I ′, T, P ′, S′) and L(G′) = L ∩R.
The set V ′ of variables of G′ will be of the form 〈p,X, q〉, where p and q are
in Q and X is in V , together with a new symbol S′, denoting the start variable
of G′.
The set I ′ of indices of G′ is a copy of I disjoint with it. For every index f
of I, we will denote by f ′ the corresponding copy of f in I ′.
The set P ′ of productions of G′ is defined as follows.
1. If Af → u is in P , where f ∈ I ∪ {λ}, u ∈ T ∗, and λ(p, u) = q, then P ′
contains the set of productions 〈p,A, q〉f ′ → u, for all p, q ∈ Q.
2. If A→ Bf is in P , where f ∈ I, then P ′ contains the set of productions
〈p,A, q〉 → 〈p,B, q〉f ′,
where p, q are two arbitrary states of Q.
3. If Af → vDw is in P , where f ∈ I ∪ {λ}, A,D ∈ V, v, w ∈ T ∗, then P ′
contains, for all p, q, r, s ∈ Q, the set of productions
〈p,A, q〉f ′ → v〈r,D, s〉w,
provided that λ(p, v) = r, and λ(s, w) = q.
4. If Af → uBC is in P , where f ∈ I ∪ {λ}, A,B,C ∈ V, u ∈ T ∗, then P ′
contains, for all p, q, r′, r′′ ∈ Q, the set of productions
〈p,A, q〉f ′ → u〈r′, B, r′′〉〈r′′, C, q〉,
provided that λ(p, u) = r′.
5. Finally P ′ contains the production S′ → 〈s0, X, p〉, for all p ∈ K.
No other productions different from the form specified in the list above is in P ′.
The first task is to show that L∩R = L(G′). For this purpose, we first show
that: 〈p,A, q〉f ′1 · · · f
′
i ⇒
∗
G′ u, with i ≥ 0, u ∈ T
∗, if and only if Af1 · · · fi ⇒∗G u
and λ(p, u) = q. Indeed, from this statement, we get S′ ⇒G′ 〈s0, S, q〉 ⇒∗G′ u,
On Finite-Index Indexed Grammars and Their Restrictions 9
for some q ∈ K, if and only if S ⇒∗G u, and λ(s0, u) = q, which is sufficient to
complete the proof.
Let us first prove that:
(*) If 〈p,A, q〉f ′1 · · · f
′
i ⇒
ℓ
G′ u is a derivation of G
′ of length ℓ ≥ 0 then
Af1 · · · fi ⇒∗G u and λ(p, u) = q.
(*) is easily checked to be true for derivations of length 1. Now suppose that (*)
is true for all m < ℓ with m ≥ 1 and let 〈p,A, q〉f ′1 · · · f
′
i ⇒
ℓ
G′ u be a derivation
of G′ of length ℓ. Such a derivation can be of one of the following forms.
(i) 〈p,A, q〉f ′1 · · · f
′
i ⇒G′ 〈p,B, q〉f
′f ′1 · · · f
′
i ⇒
ℓ−1
G′ u,
that is, the first production of the derivation has the form (2). By the in-
ductive hypothesis, we then have Bff1 · · · fi ⇒∗G u and λ(p, u) = q, which
yields Af1 · · · fi ⇒G Bff1 · · · fi ⇒∗G u and λ(p, u) = q.
(ii) 〈p,A, q〉f ′f ′1 · · · f
′
i ⇒G′ v〈r,D, s〉f
′
1 · · · f
′
iw⇒
ℓ−1
G′ u, f
′ ∈ I ′ ∪ {λ},
that is, the first production of the derivation has the form (3). Set u = vu′w.
From the latter, we get 〈r,D, s〉f ′1 · · · f
′
i ⇒
ℓ−1
G′ u
′ so that, by the inductive
hypothesis, Df1 · · · fi ⇒∗G u
′ and λ(r, u′) = s. On the other hand, we know
that
Af ⇒G vDw, λ(p, v) = r, λ(s, w) = q,
thus yielding Aff1 · · · fi ⇒G vDf1 · · · fiw ⇒
∗
G vu
′w = u. Furthermore,
λ(p, v) = r, λ(s, w) = q which gives λ(p, u) = q.
(iii) 〈p,A, q〉f ′f ′1 · · · f
′
i ⇒G′ v〈r
′, B, r′′〉f ′1 · · · f
′
i〈r
′′, C, q〉f ′1 · · · f
′
i ⇒
ℓ−1
G′ u,
f ′ ∈ I ′ ∪ {λ}, r′ = λ(p, v),
that is, the first production of the derivation has the form (4). Set u = vu′,
with u′ ∈ A∗. From the second sentential form, we get
〈r′, B, r′′〉f ′1 · · · f
′
i ⇒
ℓ1
G′ u
′
1, 〈r
′′, C, q〉f ′1 · · · f
′
i ⇒
ℓ2
G′ u
′
2,
where u′ = u′1u
′
2, with u1, u2 ∈ A
∗, l1 < l, l2 < l. By the inductive hypothesis,
we have
Bf1 · · · fi ⇒
∗
G u
′
1, Cf1 · · · fi ⇒
∗
G u
′
2,
together with
λ(r′, u′1) = r
′′, λ(r′′, u′2) = q, (2)
thus yielding
Aff1 · · · fi ⇒G vBf1 · · · fiCf1 · · · fi ⇒∗G
vu′1Cf1 · · · fi ⇒
∗
G vu
′
1u
′
2 = vu
′ = u.
Finally, from (2) and λ(p, v) = r′, we get λ(p, u) = q.
(iv) 〈p,A, q〉f ′f ′1 · · · f
′
i ⇒G′ wf
′
1 · · · f
′
i ⇒
ℓ−1
G′ u,
that is, the first production of the derivation has the form (1). In this case,
f ′1 = · · · = f
′
i = 1, and ℓ = 1 so that the claim is trivially proved.
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Since the latter cases represent all the possible ways an arbitrary derivation
can start, (*) is proved. Similarly, one proves by induction on the length of a
derivation in G that if Af1 · · · fi ⇒ℓG u is a derivation of G of length ℓ ≥ 0 and
λ(p, u) = q then 〈p,A, q〉f ′1 · · · f
′
i ⇒
∗
G′ u. By the previous remark, this implies
that L(G′) = L(G) ∩R.
Finally it is checked that the grammars G and G′ have the same index so
that L(G′) belongs to the family L(INDUFIN). This concludes the proof. ⊓⊔
Next, we show closure under a inverse morphisms of a specific type.
Let T and T ′ be two alphabets with T ⊆ T ′ and let π̂T : (T ′)∗ → T ∗ be
the projection of (T ′)∗ onto T ∗, that is the epi-morphism from (T ′)∗ onto T ∗
generated by the mapping πT : T
′ → T ∪ {λ}
∀ σ ∈ T ′, πT (σ) =
{
λ if σ /∈ T,
σ if σ ∈ T
.
In the sequel, for the sake of simplicity, we denote the projection π̂T by πT . It is
useful to remark that, for every w ∈ T ∗ and w′ ∈ (T ′)∗, with w = a1 · · · an, n ≥
0, ai ∈ T ,
w′ ∈ π−1T (w) ⇔ w
′ = w1a1 · · ·wnanwn+1, wi ∈ (T
′ \ T )∗. (3)
Lemma 15. If L ∈ L(INDUFIN) (resp. L(INDFIN)) with L ⊆ T ∗, then π
−1
T (L) ∈
L(INDUFIN) (resp. L(INDFIN)).
Proof. Let G = (V, T, I, P, S) be an uncontrolled finite-index indexed grammar
generating L. We construct a new uncontrolled finite-index grammar G′ gener-
ating π−1T (L).
For this purpose, let p = Xf → ν, with X ∈ V, f ∈ I ∪ {λ}, and ν ∈
(V I∗∪T ∗)∗, be a production of G of the form (1) or (3) (according to Definition
2). Then p has the form
Xf → ν = u1X1 · · ·ukXkuk+1, ui ∈ T
∗,
where X,Xi ∈ V, with i = 1, . . . , k, and, for every i = 1, . . . , k + 1,
ui = ai,1 · · ·ai,ni , ni ≥ 0, ai,j ∈ T.
Let us associate with p, the following set of productions:
– Xf → Y1,0 · · ·Yk,0Yk+1,0,
– ∀ i = 1, . . . , k + 1, ∀ j = 0, . . . , ni − 1, Yi,j → cYi,j , c ∈ T ′ \ T,
– ∀ i = 1, . . . , k + 1, ∀ j = 0, . . . , ni − 1, Yi,j → ai,j+1Yi,j+1,
– Yk+1,nk+1 → Yk+1,nk+1c, c ∈ T
′ \ T,
– Yk+1,nk+1 → c, c ∈ T
′ \ T,
– ∀ i = 1, . . . , k, Yi,ni → Xi,
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where, for all i, j, with 1 ≤ i ≤ k+ 1, and 0 ≤ j ≤ ni, Yi,j are new variables not
in V .
Now remove the production p from P and add respectively to P and V the
productions defined above together with the corresponding set of new variables.
By applying the previous argument to every production p of the latter form,
we will get a new grammar G′ = (V ′, T ′, I ′, P ′, S′), where I ′ = I, S′ = S and the
sets V ′ and P ′ are obtained from V and P respectively by iterating the latter
combinatorial transformation.
It is useful now to remark that, in correspondence of every production Xf →
u1X1 · · ·ukXkuk+1, of G of the form (1) or (3), there exists a derivation of G′
such that
Xf ⇒∗G′ w1X1w2X2 · · ·wkXkwk+1,
where, for all i = 0, . . . , k + 1, wi ∈ (T
′)∗ and wi ∈ π
−1
T (ui), for all i.
Taking into account the latter argument and Eq. (3), by induction on the
length of the derivations of G and G′ respectively, one proves the following two
claims:
– for every w′ ∈ T ′∗, S′ ⇒∗G′ w
′ if and only if there exists a derivation of G
such that S ⇒∗G w, with w ∈ T
∗, and w′ ∈ π−1T (w).
– if a non negative integer bounds the index of an arbitrary derivation of G
the same does for G′. This implies that G′ is an uncontrolled finite-index
grammar.
This concludes the proof. ⊓⊔
Next, it is possible to show closure under rational transductions.
Lemma 16. Let T and T ′ be two alphabets. Let τ : T ∗ → (T ′)∗ be a ratio-
nal transduction from T ∗ into (T ′)∗. If L is a language of T ∗ in the family
L(INDUFIN) (resp. L(INDFIN)), then τ(L) ∈ L(INDUFIN) (resp. L(INDFIN)).
Proof. We will show it for L(INDUFIN). Let us first assume that T ∩ T ′ = ∅. By
a well known theorem for the representation of rational transductions (see [3],
Ch. III, Thm 4.1, see also [7]), there exists a regular set R over the alphabet
(T ∪ T ′) such that
τ = {(πT (u), πT ′(u)) : u ∈ R},
where πT and πT ′ are the projections of (T ∪ T ′)∗ onto T ∗ and T ′∗ respectively.
From the latter, one has that, for every u ∈ T ∗, τ(u) = πT ′(π
−1
T (u) ∩R), so
that
τ(L) =
⋃
u∈L
τ(u) = πT ′(π
−1
T (L) ∩R). (4)
Since, by hypothesis, L ∈ L(INDUFIN), the claim follows from (4), by applying
Lemma 13, 14, and 15.
Let us finally treat the case where T and T ′ are not disjoint. Let T ′′ be a
copy of T with T ′′ ∩ T ′ = ∅ and let cT ′′ : (T ′)∗ → (T ′′)∗ be the corresponding
copying iso-morphism from (T ′)∗ onto (T ′′)∗. By applying the latter argument to
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the rational transduction cT ′′τ : T
∗ → (T ′′)∗, one has (cT ′′τ)(L) ∈ L(INDUFIN).
Since c−1T ′′(cT ′′τ)(L) = τ(L), then the claim follows from the latter by applying
Lemma 13. ⊓⊔
Then the following is immediate:
Corollary 17. L(INDUFIN) and L(INDFIN) are closed under inverse morphisms.
By Lemma 13, Lemma 14, and Corollary 17, we obtain:
Theorem 18. The families L(INDFIN) and L(INDUFIN) are full trios.
We now prove a result which extends the semi-linearity of a family of lan-
guages to a bigger family. If C is a full trio of semilinear languages and L is the
family of languages accepted by NCMs, let CL = {L1 ∩ L2 : L1 ∈ C, L2 ∈ L}.
Proposition 19. Every language in CL has a semilinear Parikh map.
Proof. Let A and B be disjoint alphabets. Define a homomorphism
h : (A ∪B)∗ → A∗
by h(a) = a for each a ∈ A, and h(b) = λ for each b ∈ B. If L is a language over
A∗, then h−1(L) = {x : x ∈ (A ∪B)∗, h(x) ∈ L}.
Let A = {a1, . . . , an} and L1 ⊆ A
∗ be in C. Then h−1(L1) is also in C, since C
is closed under inverse homomorphism. Note that the Parikh map of L1, ψ(L1),
is semi-linear since C is a semi-linear family.
Now let L2 ⊆ A∗ be a language accepted by an NCM. Clearly, any NCM can
be simulated by an NCM M2 whose counters are 1-reversal. We may assume that
a string is accepted by M2 if and only if it enters a unique halting state f with
all counters zero.
LetM2 have k 1-reveral counters. Let B = {p1, q1, . . . , pk, qk} be new symbols
disjoint from A. Construct an NFA M3 which when given a string w in (A ∪
B)∗ simulates M2, but whenever counter ci increments, M3 reads pi. When M2
decrements counter ci, M3 reads qi. (Note that after the first qi is read, no pi
should appear on the remaining input symbols.) M3 guesses when each counter
ci becomes zero (this may be different time for each i), after which,M3 should no
longer read qi. At some point,M3 guesses that all counters are zero. It continues
the simulation and when M2 accepts in state f , M3 accepts. Clearly, a string x
in A∗ is accepted by M2 if and only if there is a string w in (A ∪ B)∗ accepted
by M3 such that:
(1) h(w) = x,
(2) |w|pi = |w|qi for each 1 ≤ i ≤ k.
Let R3 be the regular set accepted by M3. Since C is a full trio:
h−1(L1) ∈ C, L4 = (h
−1(L1) ∩R3) ∈ C.
Hence the Parikh map of L4, ψ(L4), is a semi-linear set Q4.
On Finite-Index Indexed Grammars and Their Restrictions 13
Now A = {a1, . . . , an} and B = {p1, q1, . . . , pn, qn}. Define the semi-linear
set Q5 = {(s1, . . . , sn, t1, t1, . . . , tk, tk) : si, ti ≥ 0}. (Note that the first n coor-
dinates refer to the counts corresponding to symbols a1, . . . , an, and the last 2k
coordinates refer to the counts corresponding to symbols (p1, q1, . . . , pk, qk).)
Then Q6 = Q4 ∩ Q5 is semi-linear, since semi-linear sets are closed under
intersection. Now ψ(L1 ∩ L2) coincides with the projection of Q6 on the first n
coordinates. Hence ψ(L1 ∩ L2) is semi-linear, since semi-linear sets are closed
under projections. ⊓⊔
Note that the above proposition does not depend on how the languages in C
are specified. It extends the semi-linearity of languages in C to a bigger family
that can do some “counting”. The proposition applies to all well-known full trios
of semilinear languages, in particular, to C = L(INDUFIN).
Corollary 20. Let C be a full trio whose closures under homomorphism, inverse
homomorphism and intersection with regular sets are effective. Moreover, assume
that for each L in C, ψ(L) can effectively be constructed. Then CL has a decidable
emptiness problem.
Note that L is also a full trio of semilinear languages. It is easy to see that the
proposition is not true if L is an arbitrary full trio of semilinear languages. For
example suppose C = L is the family of languages accepted by 1-reversal NPDAs
(= linear context-free languages). Let
L1 = {a
n1♯ · · · ♯ank$ank♯ · · · ♯an1 : k ≥ 4, ni ≥ 1},
L2 = {a
n1♯ · · · ♯ank$amk♯ · · · ♯am1 : k ≥ 4, ni, mi ≥ 1, mj = nj+1, 1 ≤ j < k}.
Clearly, L1 and L2 can be accepted by 1-reversal NPDAs. But ψ(L1 ∩L2) is
{(an♯)k−1an$(an♯)k−1an : n ≥ 1, k ≥ 4} and it is not semilinear.
Similarly, it is easy to show that the proposition does not hold when C = L
is the family of languages accepted by NFAs with one unrestricted counter (i.e.,
NPDAs with a unary stack alphabet in addition to a distinct bottom of the stack
symbol which is never altered).
Finally, let C1 and C2 be any full trios of semilinear languages. It is clear that
C1 + C2 = {L1 ∪ L2 : L1 ∈ C1, L2 ∈ C2} is a semilinear family. One can also
show that C1 · C2 = {L1L2 : L1 ∈ C1, L2 ∈ C2} is a semilinear family.
4 Bounded Languages and Hierarchy Results
The purpose of this section is to demonstrate that all bounded Ginsburg semi-
linear languages are in L(INDUFIN) (thus implying they are in L(INDFIN) as well),
but not L(INDLIN).
Notice that the language L from Proposition 11 is a bounded Ginsburg semi-
linear language. Thus, the following is true:
Proposition 21. There are bounded Ginsburg semi-linear languages that are
not in L(INDLIN).
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Furthermore, it has been shown that in every semi-linear full trio, all bounded
languages in the family are bounded Ginsburg semi-linear [12]. Further, L(INDLIN)
is a semi-linear full trio [5]. Therefore, the bounded languages in L(INDLIN) are
strictly contained in the bounded languages contained in any family containing
all bounded Ginsburg semi-linear languages. We only mention here three of the
many such families mentioned in [12].
Corollary 22. The bounded languages in L(INDLIN) are strictly contained in
the bounded languages from L(NCM),L(DCM),L(ET0LFIN).
Proposition 23. L(INDUFIN) contains all bounded Ginsburg semi-linear lan-
guages.
Proof. We now prove that if L is a bounded Ginsburg semi-linear language, with
L ⊆ u∗1 · · ·u
∗
k, then L ∈ L(INDUFIN). Since L(INDUFIN) is closed under union by
Lemma 12, it is enough to show it for a linear set B. Let B be a set of the form
B = {b0 +x1b1 + · · ·+xℓbℓ : x1, . . . , xℓ ∈ N}, where b0,b1, . . . ,bℓ, are vectors
of Nk. By denoting the arbitrary vector bi as (bi1, . . . , bik), we write B as
{(b01 + x1b11 + · · ·+ xℓbℓ1, . . . , b0k + x1b1k + · · ·+ xℓbℓk), : x1, . . . , xℓ ∈ N},
so that the language L = ϕ(B) becomes
ub01+x1b11+···+xℓbℓ11 u
b02+x1b12+···+xℓbℓ2
2 · · ·u
b0k+x1b1k+···+xℓbℓk
k , (5)
where x1, . . . , xℓ ∈ N. Let us now define an indexed grammar G such that L =
L(G). Let G = (V, T, I, P, S), where
V = {S, Y,X1, . . . , Xk}, T = A, I = {e, f1, f2, . . . , fℓ},
and the set P of productions is the following:
1. Pstart = (S → Y e)
2. For every j = 1, . . . , ℓ, Pj = (Y → Y fj)
3. Q = (Y → X1X2 · · ·Xk)
4. For every i = 1, . . . , k and for every j = 1, . . . , ℓ,
Ri0 = (Xie→ u
b0i
i ), Rij = (Xifj → u
bji
i Xi).
Let us finally prove that L = L(G) and G is an uncontrolled grammar. Let us
first show that L ⊆ L(G). Let w ∈ L. By (5), there exist x1, . . . , xℓ ∈ N such
that
w = ub01+x1b11+···+xℓbℓ11 u
b02+x1b12+···+xℓbℓ2
2 · · ·u
b0k+x1b1k+···+xℓbℓk
k .
Consider the derivation defined by the word over the alphabet P :
P = PstartP
x1
1 P
x2
2 · · ·P
xℓ
ℓ QQ1 · · ·Qk,
where, for every i = 1, . . . , k, Qi = R
xℓ
iℓ · · ·R
x2
i2 R
x1
i1Ri0. It is easily checked that
S ⇒P w. Indeed,
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S ⇒Pstart Y e⇒Px1
1
P
x2
2
···P
xℓ
ℓ
Y fxℓℓ · · · f
x1
1 e⇒Q
X1f
xℓ
ℓ · · · f
x1
1 e · · ·Xkf
xℓ
ℓ · · · f
x1
1 e⇒Q1 u
b01+x1b11+···+xℓbℓ1
1 X2 · · ·Xkf
xℓ
ℓ · · · f
x1
1 e
⇒Q2 u
b01+x1b11+···+xℓbℓ1
1 u
b02+x1b12+···+xℓbℓ2
2 X3 · · ·Xkf
xℓ
ℓ · · · f
x1
1 e⇒Q3···Qk w,
so that w ∈ L(G). Similarly, it can be shown that L(G) ⊆ L. ⊓⊔
Since it is known that in any semi-linear full trio, all bounded languages in the
family are bounded Ginsburg semi-linear, the bounded languages in L(INDUFIN)
coincide with several other families, including a deterministic machine model
[12].
Corollary 24. The bounded languages in L(INDUFIN) coincides with the bounded
Ginsburg semi-linear languages, which coincides with the bounded languages in
L(NCM),L(DCM),L(ET0LFIN) (and several other families listed in [12]).
Also, since L(INDLIN) does not contain all bounded Ginsburg semi-linear
languages by Proposition 21, but L(INDUFIN) does, the following is immediate:
Corollary 25. L(INDLIN) ⊂ L(INDUFIN).
Next, a restriction of L(INDUFIN) is studied and compared to the other fami-
lies. And indeed, this family is quite general as it contains all bounded Ginsburg
semilinear languages in addition to some languages that are not in L(ET0LFIN).
Now let p = (Af → ν) ∈ P , with f ∈ I ∪ {λ}, be a production. Then p is
called special if the number of occurrences of variables of V in ν is at least 2, and
linear, otherwise. Denote by PS and PL the sets of special and linear productions
of P respectively. By Definition 6, a grammar G is uncontrolled finite-index if
and only if the number of times special productions appear in every successful
derivation of G is upper bounded by a given fixed integer.
Next, we will deal with uncontrolled grammars such that in every successful
derivation of G, at most one special production occurs. The languages generated
by such grammars form a family denoted L(INDUFIN1). It is worth noticing that
a careful rereading of the proof of Theorem 18 and Lemma 12 shows that they
hold for L(INDUFIN1) as well. Further, it is clear that only one special production
is used in every derivation of a word in the proof of Proposition 23. Therefore,
the following holds:
Proposition 26. The family L(INDUFIN1) is a union-closed full trio and it con-
tains all bounded Ginsburg semilinear languages.
It is immediate from the definitions that L(INDLIN) ⊆ L(INDUFIN1) ⊆ L(INDUFIN).
Further, since L(INDUFIN1) contains all bounded Ginsburg semilinear languages
by Proposition 26, but the linear indexed languages do not, by Proposition 21,
the following holds:
Proposition 27. L(INDLIN) ⊂ L(INDUFIN1) ⊆ L(INDUFIN).
Then the following is true from [12].
Corollary 28. L(INDUFIN1) is a semilinear full trio containing all bounded Gins-
burg semilinear languages. Further, the bounded languages in L(INDUFIN1) coin-
cides with the bounded languages in L(INDUFIN),L(NCM),L(DCM),L(ET0LFIN),
and several others listed in [12].
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5 Some Examples, Separation, and Decidability Results
We start this section by giving an example that clarifies previous results.
Example 29. Let L = {anbncn$anbncn : n ∈ N}. If ϕ : N7 → a∗b∗c∗$∗a∗b∗c∗,
then L = ϕ(B), where B = {b0 + nb1 : n ∈ N}, with b0 = (0, 0, 0, 1, 0, 0, 0)
and b1 = (1, 1, 1, 0, 1, 1, 1). It is worth noticing that, by the discussion pre-
ceding Proposition 21, L is not a linear indexed grammar. We define an uncon-
trolled finite-index grammarG = (V, T, I, P, S)where V = {S, Y,X1, X2, X3, X4,
X5, X6, X7}, T = {a, b, c, $}, I = {e, f}, and the set P of productions is:
Pstart = S → Y e, P = Y → Y f, Q = Y → X1X2 · · ·X7
X1f → aX1 X2f → bX2 X3f → cX3 X4f → X4 X5f → aX5 X6f → bX6
X7f → cX7 X1e → ε X2e → ε X3e → ε X4e → $ X5e → ε
X6e → ε X7e → ε.
In general
S ⇒ Y e⇒n Y fne⇒ X1X2X3X4X5X6X7fne =
= X1f
neX2f
neX3f
neX4f
neX5f
neX6f
neX7f
ne ⇒∗ anbncn$anbncn.
As the only freedom in derivations of G consists of how many times the rule P
is applied and of trivial variations in order to perform the rules Xif → σXi, σ ∈
T ∪ {ε}, it should be clear that L = L(G).
It is known that decidability of several properties holds for semilinear trios
where the properties are effective [11]. This is the case for L(INDUFIN), and also
for L(INDLIN) [5].
Corollary 30. Containment, equality, membership, and emptiness are decidable
for bounded languages in L(INDUFIN) and L(INDLIN).
Lastly, it is known that L(ET0LFIN) cannot generate some context-free lan-
guages [16], but all context-free languages can be generated by indexed linear
grammars by Theorem 10, which are all in L(INDUFIN1).
Corollary 31. There are languages in L(INDUFIN1) and L(INDLIN) that are not
in L(ET0LFIN).
We provide an example of language in L(INDFIN) whose Parikh image is not
a semi-linear set.
Example 32. We construct a grammar of index 3, which is not uncontrolled, that
generates the language L = {aba2b · · ·anban+1 : n ≥ 1}. Let G = (V, T, I, P, S)
be the grammar where V = {S,A,B,X,X ′, X ′′}, T = {a, b}, I = {e, f, g}, and
the set of productions of G are defined as:
– p0 = S → Xe, p1 = X → ABX ′f, p2 = X ′ → X, p3 = X ′ → X ′′,
– p4 = X
′′f → aX ′′, p5 = X ′′e→ a, p6 = Af → aA, p7 = Ae→ ε,
– p8 = Bf → B, p9 = Be→ ε.
One can check that G is not uncontrolled and L = L(G).
On Finite-Index Indexed Grammars and Their Restrictions 17
Corollary 33. There are languages in L(INDFIN) that are not semilinear. Fur-
thermore, there are bounded (and unary) languages in L(INDFIN) that are not
bounded Ginsburg semilinear.
This allows for the separation of L(INDUFIN) (which only contains semi-linear
languages) and L(INDFIN).
Corollary 34. L(CFL) ⊂ L(INDLIN) ⊂ L(INDUFIN1) ⊆ L(INDUFIN) ⊂ L(INDFIN).
Finally, we show that all finite-index ET0L languages are finite-index.
Proposition 35. L(ET0LFIN) ⊂ L(INDFIN).
Proof. Strictness follows since L(INDFIN) contains non-semilinear languages by
Corollary 33, but L(ET0LFIN) only contains semi-linear languages [14].
We refer to [14] for the formal definitions of ET0L systems and finite-index
ET0L systems, which we will omit.
Let G = (V,P , S, T ) be a k-index ET0L system. We can assume without loss
of generality that G is in so-called active-normal form, so that the set of active
symbols of V (those that can be changed by some production table) is equal
to V \ T . Let P = {f1, . . . , fr} be the set of production tables. Then create an
indexed grammar G′ = (V ′, T, I, P, S′) where V ′ = (V \ T ) ∪ {S′}, S′ is a new
variable, I = {f1, . . . , fr}, and P contains the following productions:
1. S′ → S′fi, ∀i, 1 ≤ i ≤ r,
2. S′ → S,
3. Bfi → ν, ∀(B → ν) ∈ fi, B ∈ V \ T .
Let w ∈ L(G). Then w0 ⇒fj1 w1 ⇒ · · · ⇒fjl wl, w0 = S,wl = w. Let w
′
i be
obtained from wi by placing fji+1 · · · fjl after each variable of wi.
We will show by induction on i, 0 ≤ i ≤ l, that S′ ⇒∗G′ w
′
i. Indeed, S
′ ⇒∗G′
Sfj1 · · · fjl = w
′
0, by using productions of type 1 followed by 2. Assume the
inductive hypothesis is true for some i, 0 ≤ i < l. Then S′ ⇒∗G′ w
′
i. Then the next
index on every variable of w′i is fji+1 . Applying the corresponding productions
used in the derivation wi ⇒fji+1 wi+1 in table fji+1 on each variable of w
′
i one at
a time from left-to-right created in step 3, w′i+1 is obtained. It is also clear that if
the original derivation is of index-k, then the resulting derivation is of index-2k
(since the derivation of the indexed grammar proceeds sequentially instead of in
parallel, the number of variables of the indexed grammar could potentially be
more than k, but it is always less than the number of variables in the sentential
form of the ET0L system plus the next sentential form).
Let w ∈ L(G′). Thus, w0 ⇒p1 w1 ⇒p2 · · · ⇒pl wl, where S
′ = w0 and
wl ∈ T
∗. It should also be clear that we can assume without loss of generality
that this derivation proceeds by rewriting variables in a “sweeping left-to-right”
manner. That is, if wi = w
′
iBw
′′
i derives wi+1 by rewriting variable B, then wi+1
derives wi+2 by rewriting the first variable of w
′′
i if it exists, and if not, the first
variable of wi+1. Then one “sweep” of the variables by rewriting each variable is
similar to one rewriting step of an ET0L system.
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By the construction, there exists α > 0 such that p1, . . . , pα are productions
created in step 1, pα+1 is created in step 2, and pα+2, . . . , pl are created in step
3. Let β1, . . . , βq be such that β1 = α + 2, and the derivation from wβi is the
start of the ith “sweep” from left-to-right, and let βq+1 = l. For 1 ≤ i ≤ q + 1,
let ui be obtained from wβi by removing all indices (so uq+1 = wl).
We will show by induction that for all i, 1 ≤ i ≤ q+1, then S ⇒∗G ui, and all
variables in wβi are followed by the same index sequence. Indeed, wβ1 = wα+2 =
Sγ for some γ ∈ I∗, u1 = S, and S ⇒
∗
G u1 = S. Assume that the inductive
hypothesis holds for some i, 1 ≤ i ≤ q. Then in wβi , all variables are followed
by the same index sequence. Let f be the first index following every variable.
Then in the subderivation wβi ⇒pβi · · · ⇒pβi+1 wβi+1 , because all productions
applied were created in step 3, they must all pop the first index, and since they
all start with the same index, they must all have be created from productions
in the same table f . It is clear that ui ⇒G ui+1 using production table f . It is
also immediate that all variables in wβi+1 are followed by the same sequence of
indices. The proof follows. ⊓⊔
It is an open question though as to how L(ET0LFIN) compares to L(INDUFIN).
For finite-index ET0L, uncontrolled systems, defined similarly to our definition
of uncontrolled, does not restrict languages accepted. Furthermore, it is known
that L(ET0LFIN) is closed under Kleene-∗ [14] and therefore contains {anbncn :
n > 0}∗. But we conjecture that this language is not in L(INDUFIN) despite
being in L(INDFIN) by the proposition above. This would imply that L(INDUFIN)
is incomparable with L(ET0LFIN) by Corollary 31.
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