The spatiotemporal distribution of observations plays an essential role in the data assimilation process. An adjoint sensitivity method is applied to the problem of adaptive location of the observational system for a nonlinear transport-chemistry model in the context of 4D variational data assimilation. The method is presented in a general framework and it is shown that in addition to the initial state of the model, sensitivity with respect to emission and deposition rates and certain types of boundary values may be obtained at a minimal additional cost. The adjoint modeling is used to evaluate the influence function and to identify the domain of influence associated with the observations. These essential tools are further used to develop a novel algorithm for targeting observations that takes into account the interaction among observations at different instants in time and spatial locations. Issues related to the case of multiple observations are addressed and it is shown that by using the adjoint modeling an efficient implementation may be achieved. Computational and practical aspects are discussed and this analysis indicates that it is feasible to implement the proposed method for comprehensive air quality models. Numerical experiments performed with a two-dimensional test model show promising results.
Introduction
As our understanding of the complex processes in the atmosphere has evolved, comprehensive atmospheric chemistry models have been developed. At the same time, our ability to measure the concentration of various chemical species in the atmosphere has significantly improved over the past decades. A forecast model and observational data are combined in the data assimilation process in order to provide an optimal estimate of the true atmospheric state. Since available observations are usually distributed unevenly and sparsely, the spatiotemporal distribution of the observations plays an essential role in the data assimilation process. While the location of many observations is a priori fixed (such as ground stations and satellite observations), it is often possible to include in an analysis a few additional observations whose locations may be selected in a flexible manner. For example, if additional observations are to be taken using dropsondes from an aircraft mission, a strategy to select the times and locations of these observations must be specified. Adaptive methods search for spatiotemporal locations of the observations that minimize the error in the analysis and subsequent forecasts. In practice the design of adaptive strategies is constrained by the limited number of resources available and physical considerations (e.g., only a limited area may be covered in a given interval of time).
Significant research has been dedicated to the problem of adaptive location of the observations in numerical weather prediction. The experiments performed in the data assimilation context show that the success of the adaptive strategies relies on the identification of the areas where the errors in the initial conditions are large and/or are rapidly growing (usually referred to as target areas). Berliner et al. (1999) provide a rigorous statistical formulation and mathematical framework for the adaptive design problem. The Fronts and Atlantic Storm Tracks Experiment (FASTEX; Joly et al. 1997 ) and the North Pacific Experiment (NORPEX-1998) provided real-life applications where several methods for targeting observations were tested. A targeting technique based on adjoint sensitivity was formulated by Langland and Rohaly (1996) . Palmer et al. (1998) and Buizza and Montani (1999) describe adaptive techniques using the dominant singular vectors of the integral tangent propagator associated with a nonlinear dynamical system. Implementation of the gradient and singular vector methods relies on adjoint modeling. Bishop and Toth (1999) 
use an ensemble transform technique based on D A E S C U A N D C A R M I C H A E L
nonlinear ensemble forecasts to approximate the prediction error covariance matrices. Recently, an ensemble transform Kalman filter method was proposed by Bishop et al. (2001) for the adaptive observations problem. Bishop (2000, manuscript submitted to Quart. J. Roy. Meteor. Soc., hereafter BIS) introduced an extended observation gradient targeting technique and provided a comparative analysis of several adaptive observing methods in the context of estimation theory. Baker and Daley (2000) consider an adjoint-based technique to determine the sensitivity of the forecast to the observations and the background field and apply this method to the adaptive targeting problem.
In the past few years variational methods have been successfully used in data assimilation for comprehensive 3D atmospheric chemistry models (Elbern and Schmidt 1999; Errera and Fonteyn 2001) . Satellite observations of the chemical species are beginning to provide global datasets that facilitate an improved understanding of the natural and human influence on the changes in the atmosphere. In addition, valuable measurements are performed during extensive field experiments using aircraft missions, ships, and balloons. The Aerosol Characterization Experiment (ACE-Asia, spring 2001) and National Aeronautics and Space Administration (NASA) Transport and Chemical Evolution over the Pacific Experiment (TRACE-P, spring 2001) have recently produced datasets of the trace gases and aerosol distribution over East Asia and the western Pacific. At the same time, these experiments revealed the necessity of developing computationally feasible methods for targeting observations in air quality modeling. The adjoint sensitivity technique we consider in this paper in the context of the 4D variational data assimilation was inspired by the work of Fisher and Lary (1995) for atmospheric chemistry models. Associated with a single observation, they introduced an ''influence function'' and used it to provide information about the sensitivity of the cost functional with respect to intermediate states of the model. Their study of a stratospheric photochemical box model with trajectories showed that observations of some chemical species may provide useful information about unobserved species. Similar experiments were performed later by Elbern et al. (1997) using a tropospheric chemistry box model. We extend this technique by taking into account the spatial dimension and a general set of parameters, and we use the influence functions to develop an algorithm for the adaptive location of the observational system. An adjoint-based gradient method for a transport-chemistry model is implemented and it is shown that the set parameters can be naturally extended to include emissions and certain types of boundary values with minimal additional cost.
The paper is organized as follows. In section 2 we briefly review the four-dimensional variational data assimilation (4DVAR) for transport-chemistry models. The adjoint sensitivity method is presented in section 3. The problem of the adaptive location of the observations is formulated in section 4 in the 4DVAR context. In section 5 we describe an adjoint sensitivity approach and propose an algorithm for targeting observations. Computational and implementation issues are addressed. Preliminary numerical experiments performed with an Eulerian two-dimensional atmospheric chemistry model are presented in section 6. An outline of the results and further research directions are given in section 7.
4DVAR data assimilation for air quality models
The time evolution of the chemical composition of the atmosphere is determined by various processes such as transport, diffusion, chemical transformations, emissions, and depositions. Using the mass balance equations, the dynamical model is expressed as the coupled system of nonlinear partial differential equations
i i
We consider the spatial domain {x ϭ (x, y, z)} ϭ ⍀ ʚ R 3 and the analysis time interval [t 0 , T]. The solution c(t, x) ∈ R s of problem (1) represents the concentration vector of the chemical species in the model, ١ ϭ ‫,‪x‬ץ/ץ(‬ ‫,‪y‬ץ/ץ‬ ‫)‪z‬ץ/ץ‬ is the gradient operator, u is the wind field, K is a second-order, diagonal, eddy diffusivity tensor, and the air density is denoted by . We will use the notation c k to specify c(t k , x) and c i (t k , x) for the component of the vector c k corresponding to species i in the chemical model. The chemical reactions are modeled by the nonlinear terms f i (c) ϭ P i (c) Ϫ L i (c)c i of polynomial form, with P i (c), L i (c) the chemical production and loss terms; E i and D i represent source and deposition processes, respectively. Since chemical reactions have characteristic timescales that differ by orders of magnitude, the chemistry component introduces stiffness in the system (1). This is an additional difficulty that arises during the numerical integration of (1) as explained by McRae et al. (1982) . Space and time dependence is assumed for all terms, but for simplicity the explicit notation is omitted. The initial condition associated with (1) is
Let ␦⍀ l be the lateral boundary of ⍀, ␦⍀ 0 the bottom boundary, ␦⍀ h the top boundary, and ‫ץ‬⍀ ϭ ␦⍀ l ʜ ␦⍀ 0 ʜ ␦⍀ h . One possible specification of the boundary values is where n denotes the outward unit vector normal to the lateral boundary surface, n 0 is the inward vector normal to the earth's surface, Q i and i are the surface emission rate and deposition velocity of species i, respectively. The numerical solution of the problem (1)- (6) is a reliable representation of the evolution of the true atmospheric state provided that accurate values for the various model input parameters are specified. In air quality modeling, uncertainties in the initial state (c 0 ), emission (E i ), and deposition (D i ) rates, and boundary values (c ← , Q i , i ), to name only a few, must be considered. In the variational data assimilation, information provided by the observations is used to find an optimal set of model parameters through a minimization process. For a complete description of the various assumptions used by the data assimilation techniques, including the continuum formulation and a probabilistic interpretation, we will refer to Jazwinski (1970) , Tarantola (1987) , Daley (1991) , Cohn (1997) , and to the recent work of Wang et al. (2001) for applications of 4D variational data assimilation to atmospheric chemistry. A rigorous mathematical framework of the adjoint parameter estimation, identifiability issues and regularization techniques are presented by Navon (1998) . Since for most practical purposes a discrete model must be considered, we formulate a discrete 4DVAR data assimilation problem that takes into account a general set of model parameters. After semidiscretization on a spatial grid n x ϫ n y ϫ n z , the problem (1)-(6) is written 
where k is determined by F and the numerical inte-F gration method.
Consider the set of observations
k which are taken at discrete moments in time t k , k ϭ over the analysis interval and assume that obser-0, m vations are linearly related with the state
where the observational operator H k is assumed to be state independent and the total observation error ⑀ k is determined by the measurement error and the error of representativeness (Cohn 1997; Lorenc 1986 
If the solution of the problem (8)- (9) is expressed as a function of the parameters c k ϭ c(t k , x, p) the 4DVAR data assimilation problem is formulated 
Adjoint sensitivity analysis
Mathematical foundations of the adjoint sensitivity for nonlinear dynamical systems and various classes of response functionals are presented by Cacuci (1981a,b) . Marchuk (1995) and Marchuk et al. (1996) describe in detail the adjoint modeling and the construction of the adjoint operators for linear and nonlinear atmospheric dynamics. Pudykiewicz (1998) shows the derivation of the continuous adjoint operator for a tracer transport model and an application to source parameters estimation. Further applications of the adjoint sensitivity
analysis to variational data assimilation are presented by Le Dimet et al. (1997) .
Associated with the dynamical model (8)- (9) we consider a response functional of the form
where ͗·, ·͘ denotes the scalar product in R N , t 0 Յ t n Յ T, and w is a specified state independent vector of weights. Then
is the sensitivity of the scalar expression ͗w, c͘at a given moment in time t n with respect to the parameters p. To a perturbation in the input parameters pЈ ϭ ( , vЈ T )
T T cЈ 0 corresponds a perturbation in the response functional
and to first-order approximation the time evolution of the perturbation cЈ is obtained by solving the tangent linear model problem (Jacobian matrices) of F with respect to the model state and the model parameters v at time t, respectively. We introduce an adjoint variable (t) ∈ R N , to be defined later for convenience, and multiply (18) 
which may be written using matrix transposition
After integrating by parts in the left side of (21) and arranging the terms
Therefore, if is defined as the solution of the adjoint problem d
n we obtain from (17), (19), and (22)
such that the sensitivities of the response functional are
The adjoint problem (23)- (24) must be integrated backward in time to obtain the sensitivity with respect to the initial state as (t 0 ). It is essential to notice that during this process all the values (t), t 0 Յ t Յ t n are computed, and using (27) the sensitivities with respect to the timedependent parameters v are obtained.
For the purpose of this paper, we will assume that the model (8) takes the particular form
dt where G ϭ G(t) is a state independent matrix operator. In this formulation, emission and deposition rates and certain boundary values, such as c ← and Q, may be considered in the vector of parameters v. For example, when emission rates are considered, G is a diagonal matrix with nonzero entries corresponding to the index of the emitted chemical species and their spatial locations. Corresponding to (28), Eq. (27) is written
such that the sensitivities with respect to the time-dependent parameters v are obtained at a minimal additional cost.
The adaptive observations problem
The adaptive observation problem is presented next in the 4DVAR context. For the remaining part of this paper, unless otherwise specified, by ''location'' of an observation we will understand the 4D coordinate (t, x) of the observation. An observation will be considered as ''located'' if both the time and the spatial coordinate of this observation are determined. To formulate the adaptive location of the observations problem, let
represent the set of observations whose location over the analysis interval [t 0 , T] is fixed and a priori known at the initial moment t 0 . We consider a ''verification'' domain D ʕ ⍀ and the verification time t Ͼ T. We assume that at discrete instants in time t 0 Յ t i Յ T, i ϭ 1, I it is possible to take n i additional observations, which must be selected from the set of all possible locations where additional observational resources may be deployed at moment t i . If the set of all feasible spatial locations is
sponding 4DVAR will minimize the error of some aspect of the forecast at the verification time t over the verification domain D . The problem can be generalized to fully take into account the time coordinate by allowing the time instant t i , i ϭ 1, I to be selected from a feasible time set T.
Several practical aspects must be taken into account while designing the adaptive strategy and we outline a few of them. Since the actual values of the observations that will be taken at fixed and adaptive locations are not known at the moment when the decision must be made they cannot be included in the adaptive strategy. The adaptive strategy must take into account the influence of the observations that will be taken from the fixed locations. The relationship between the selection of the locations at different moments in time must be considered. In particular, regarded independently, and
The notion of a feasible set of locations must then take into account the temporal interdependence, and the order in which the adaptive observations are selected becomes important. An attempt to globally search for an optimal solution from the set of all feasible paths may easily lead to a problem that is computationally impractical. BIS discusses computational and practical aspects related to several adaptive strategies and shows with a simple example that for moderately complex practical applications a serial observation processing must be considered. In the adaptive strategy method and the algorithm we describe in the next section, information provided by the observations at fixed locations is globally taken into account, while the adaptive observations are selected sequentially. If the adaptive selected observational path is denoted by O a , the forecast at the verification time t is obtained by integrating (8)-(9) on [t 0 , t ] with the parameter values p* the solution of the problem 
An adjoint method for adaptive observations
In the adjoint sensitivity approach a cost functional is defined as the measure of the forecast error at the verification time t over the verification domain D
2 where c and represent, respectively, the model foreref c cast and the verifying analysis at t , and P is a selfadjoint projection operator on the verification domain. In practice the inner product ͗·, ·͘ defines an appropriate energy norm (Rabier et al. 1996; Palmer et al. 1998 ). For simplicity, we will consider P to be a diagonal matrix with entries corresponding to the grid points inside the verification domain being equal to one while the other entries are set to zero.
Sensitivity fields
provided by the adjoint model may be used to identify the areas where errors in the model state at t l have the most significant impact on the forecast error at t over the verification domain. By providing additional observational data in the areas where the sensitivity field has a large magnitude is expected to obtain maximum benefit in reducing the forecast error over D . However, evaluation of the gradient (33) requires explicit knowledge of the verifying analysis , which is not known ref c at the initial time t 0 . For practical purposes, the sensitivity field used to select targeted observations must be based on the forecast alone such that information provided by the gradient fields (33) may be used only for a posteriori analysis and adaptive observations design (Rabier et al. 1996) . Baker and Daley (2000) noticed that traditional adaptive strategies are based on the a priori evaluation of the sensitivity of some aspect of the forecast at the verification time to intermediate states and are completely ignorant of any existing observations. Since 4DVAR data assimilation takes into consideration all observations available in the assimilation window, targeted observations strategies must account for uncertainty magnitude, uncertainty growth, and the details of the data assimilation scheme (Bergot 2001) .
The adjoint targeting strategy we propose is based on the evaluation of two sensitivity fields: the first sensitivity field, ⌫ , is associated to the verification cost functional J and information provided by ⌫ does not account for any existing observations; the second sensitivity field, ⌫ O , is associated with the cost functional used in the data assimilation process. Here ⌫ O is dynamically updated and takes into consideration information from all routine (fixed location) and adaptive observations whose locations are already determined. Next, we present a rigorous definition and the interaction mechanism between these two sensitivity fields that are used to develop a new adaptive observations algorithm.
a. The influence function at the verification time
The sensitivity field we associate to the verification cost functional (32) is intimately related to the evaluation of the sensitivity of forecast errors to initial conditions as described by Rabier et al. (1996) . To eliminate the explicit dependence on , we define an ''influence ref c function'' as a measure of the sensitivity of forecast errors to relative changes in the model state at intermediate instants in time.
We consider the model forecast c as a function of the model state c l at t l Ͻ t and J ϭ J (c l ). If we consider an infinitesimal variation ␦c i (t l , x) in species
i at instant t l and location x, then the induced variation in the cost functional (32) may be expressed
represents the sensitivity of the cost functional to relative changes in the parameter c i (t l , x). For each x* ∈ D , the sensitivity of the cost functional with respect to relative changes in the forecast component c j (t , x*) is 
which is independent of the verifying analysis (t , ref c i x*). We will interpret the value of the influence function as a measure of the sensitivity of the forecast error of c j (t , x*) to relative changes in the parameter c i (t l , x). From this definition it follows that
where ␦ represents the Kronecker delta function ␦ ij ϭ 1 if i ϭ j and ␦ ij ϭ 0 if i j. A straightforward extension to the case when the verification domain includes multiple grid points and the verifying analysis has various components is presented in section 5d.
b. The influence function of a single observation
The second sensitivity field we define is associated with the cost functional (13) to be minimized in the data assimilation process.
If we consider the truncated cost function (13) at moment t l as a function of c l only
represents the sensitivity of the cost functional to relative changes in the parameter c i (t l , x). Assuming that there is only a single observation
of species j at moment t n Ն t l and point x*, the influence function is defined, by analogy with (37), as the normalized quantity
which can be written explicitly
From this definition it follows that the influence function is independent of the observation value and the observation error, and is determined only by the forecast state and the observational operator H n which is known. The relation (38) holds also for ⌫ (i, t n , x). We will inj,t ,x* n terpret the value of the influence function (43) as the sensitivity of the model fit to the observation of species c j at (t n , x*) with respect to relative changes in the species c i at (t l , x). A large absolute value of the influence function for species i due to an observation of species j indicates that observations of species j play an important part in determining the analyzed values for species i (Fisher and Lary 1995) .
To simplify the presentation, we will assume for the remaining part of this paper that the concentrations of the chemical species are directly observed at the model grid points such that the observational operator H n (j, x*) has only a nonzero entry on the (j, x*) coordinate H (j, x*) ϭ (0, . . . , 0, 1, 0, . . . , 0).
The explicit expression (43) of the influence function is then written
The definition of the influence function is naturally extended with respect to the model parameters v l . Corresponding to the (i,
The influence function with respect to v l has then a time-VOLUME 60 J O U R N A L O F T H E A T M O S P H E R I C S C I E N C E S distributed value (46) for t l Յ t k Յ t n and the analog of the relation (38) is in this case
c. Adjoint computation of the influence function
The complexity of evaluating the influence function is dominated by the computation of the sensitivity values ١ c j (t n , x*) and ١ c j (t n , x*). The adjoint method 
Once the gradient ١ c j (t n , x*) is computed, the value c l of the influence function is easily evaluated using (45).
Observe that the computation of ١ c j (t n , x*) provides 
d. Domain of influence and multiple observations
The influence function was defined in the case when a single observation was taken into account and its computation required only one integration of the adjoint model. However, in practice it is often the case that multiple observations are available at a moment t n . In this section we extend the definition of the influence function (42) to include a set of observations. By a simple analogy, the extension applies also to the definition (37).
Consider a set O n of observations at moment t n , and assume that O n has at least two elements. The previous definition (42) of the influence function can not be applied in this case since it will involve the observation values. We define the influence function associated with the set O n as
with the positive weights to be specified as conj,t ,x* n venient. From the computational point of view, the evaluation of ⌫ has the same complexity as the evaluation O n of ⌫ and its computation requires only one backward integration [same trajectory as in (48)]
The extension to the case when multiple observations are considered at different moments in time is straightforward and may be obtained by periodically adding an initialization term during the backward loop. Therefore, if t l Յ t m Յ t n , evaluating ⌫ (t l ) has roughly the O ʜO n m same complexity as evaluating ⌫ (t l ).
O n
We define the ''domain of influence'' associated with ⌫, and respectively ⌫, as
From this definition it follows that
and we can rewrite (49) as
where D is the characteristic function of the set D . We will consider that two observations (j 1 , t n , ) and, rex* 1 spectively, (j 2 , t n , ) have an independent influence at x* 2 moment t l if˜D
A useful relationship between ⌫ and ⌫ can be shown O n in the case of sparse observations. Assume that any two observations in the set O n have an independent influence. It follows then that the sum in the right-hand side of (54) has at most one nonzero term and, therefore, all information provided by any of ⌫ can be obtained from e
. An algorithm for adaptive observations
The 4D variational data assimilation takes into account all observations available in the analysis time interval. Therefore, as pointed out in section 4, the interaction between observations must be considered in the observations selection algorithm. We assume that the data assimilation analysis interval is [ 
! provides also D and ⌫ (t ), i ϭ I, 1, Ϫ1
The subroutine findmax( ) defines the adaptive observations set O i as the locations corresponding to the first n i maximal absolute values of the updated influence function ⌫ (t i ). The evaluation of ⌫ (t iϪ1 ) requires an a O update of the adjoint variables at t i to include O i followed by a backward integration from t i to t iϪ1 . By periodically updating the influence functions ⌫ and ⌫ O , the algorithm takes into account the cumulative influence of all observations that are already located. The updated influence function ⌫ is inversely proportional to the value of ⌫ O such that the new observations are located in regions where the sensitivity of the forecast to parameters is large and little additional information may be obtained from previously located observations. The
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The reference initial state of ozone, t ϭ 0430 LST; (b) the reference state of ozone at t ϭ 1100 LST; (c),(d) isopleths of the relative errors (absolute values) in the initial guess ozone state and in the corresponding forecast at t . computational cost is dominated by the evaluation of the influence functions such that the CPU time required for implementation is roughly
where CPU([t, t 0 ]) is the CPU time of the adjoint model integration from t to t 0 . In practice CPU ([t, t 0 ]) is a small factor (2-5) of the CPU time of the forward integration from t 0 to t (Griewank 2000) such that for most applications (57) is an acceptable complexity. Moreover, parallel processing may be used to reduce the computational cost; for example, the initial evaluation of ⌫ (t 0 ) and ⌫ O (t 0 ) may be done in parallel, sharing the same forward trajectory storage. Additional memory resources must be allocated during the evaluation of the functions ⌫ (t 0 ) and
claim is made here that the selected path is optimal among all the possible paths. However, we provided in an efficient way a good candidate. In the next section we implement this algorithm and present numerical experiments for a two-dimensional transport-chemistry model.
Numerical experiments a. The test model
The numerical experiments were performed with a two-dimensional test model based on the Carbon Bond Mechanism IV (Gery et al. 1989) such that there are 49 ϫ 49 interior grid points and the dimension of the discrete state vector is N ϭ 76 832. The wind field u(u x , u y ) and the diffusion coefficient K(K xx , K yy ) are taken constant u x ϭ u y ϭ 10 km h Ϫ1 , K xx ϭ K yy ϭ 10 Ϫ3 km 2 s Ϫ1 . The initial state distribution and emissions values are obtained using the box model urban and rural scenarios described by Sandu et al. (1997) . An urban region is considered in the domain [50 150] km ϫ [50 150] km. At the center of the urban area, (100, 100) km, we consider the initial state and emissions as in the urban scenario. Outside the urban area rural initial conditions and emissions are specified. Interpolation is done between the center of the urban area and the urban boundaries to obtain the initial state and emissions inside the urban region. Emission rates are constant in time and no deposition terms are considered. Boundary conditions are prescribed according to (3) and (4) with the inflow boundary values c ← obtained from a box model integration with rural initial conditions. The advection operator is discretized using a limited k ϭ 1/3 upwind flux interpolation as presented by Koren (1993) and the diffusion operator using central differences formula. The time integration of the semidiscrete model is performed using dimensional Strang operator splitting (Strang 1968 ) with a splitting time step 2⌬t ϭ 30 min. The advection-diffusion terms are integrated using a second-order explicit Runge-Kutta method and the chemistry-source terms using a variable step size second-order L-stable Rosenbrock method ROS-2 (Verwer et al. 1999) . The reference state of ozone at the initial time t 0 ϭ 0430 local standard time (LST) and at the verification time t ϭ 1100 LST are shown in Figs. 1a and 1b, respectively. An initial guess state for the model was obtained by shifting SW two grid points from the initial reference state. After shifting, random errors up to 20% are introduced in the ozone state. Isopleths of the relative errors (absolute values) in the initial guess ozone state and the corresponding forecast state at t are shown in Figs. 1c and 1d , respectively. We notice that large errors in the forecast state at t are located around the area [100 200] km ϫ [100 200] km with maximal errors at the locations x* 1 ϭ (135, 135) km and ϭ (190,185) km. x* 2 A discrete adjoint model was generated using the adjoint model compiler TAMC (Giering 1997) for the advection-diffusion numerical integration and symbolic processing for the chemistry integration as described by Daescu et al. (2000) . In the numerical experiments we present, the restriction of the verification time to t ϭ 1100 LST was determined by the high storage requirements of the adjoint model implementation and by the limited computational resources available. For the twodimensional example we consider, the discrete model state is a three-dimensional vector, c k (s, n x , n y ), and the adjoint code requires manipulation of four-dimensional vectors as the complete forward trajectory is required and the sensitivity fields are time dependent. To overcome this difficulty, we used a two-level checkpointing scheme (Daescu et al. 2000) to store the forward trajectory such that there are two forward integrations per VOLUME 60 backward integration. During the first forward run we store the trajectory after each operator splitting step (30 min). During the second forward run, we store the trajectory inside each operator splitting step (the chemistry integration takes on average 8-10 steps for a 30-min interval). In double precision, our computational resources (HP-UX A 9000/778) allow only manipulations of vectors with dimension up to ϳ10 6 and only 14 states may be stored in fast memory. With a 30-min operator splitting step, this limits our analysis interval to 6 h, 30 min, from 0430 to 1100 LST.
b. Validity of the model linearization
The variational data assimilation and the adjoint sensitivity analysis rely on the linearization of the forward model. Therefore, it is essential to establish the validity of the linear approximation before these methods can be used. Hansen and Smith (2000) show that the validity of the linear approximation is crucial for adaptive strategies based on the linear propagator to be productive. In this section we follow the approach of Hansen and Smith (2000) and consider a ⌰ statistic test that is defined by examining the evolution of twin perturbations about a control trajectory. Using the notation (10), if c(t) ϭ t (c 0 ), t 0 Ͻ t represents the control trajectory F initiated from c 0 ϭ c(t 0 ), we consider two additional The degree to which the linear approximation of holds F at time t can be quantified as where ␦c ϩ (t) ϭ c ϩ (t) Ϫ c(t) and ␦c Ϫ (t) ϭ c Ϫ (t) Ϫ c(t). When the linear approximation is exact ( is linear), ⌰ F ϭ 0, ∀t, ␦c 0 , while when ⌰ ϭ 1 the errors associated with the linear approximation are equal in magnitude to the evolved perturbations themselves [see Hansen and Smith (2000) for details]. The evolution of ⌰ as a function of the verification time and the magnitude of the initial uncertanity ␦c 0 is shown in Fig. 2 and indicates that the linear approximation is valid out to t ϭ 24 h. For a stratospheric photochemical box model, Khattatov et al. (1999) performed a rigorous analysis of the validity of the model linearization using the tangent linear propagator and showed that the linear approximation remains valid for several days.
c. Examples of influence functions for ozone
To illustrate the influence functions and their domain of influence, first we consider a fixed location in the spatiotemporal domain at t ϭ 1100 LST and ϭ (135, x* 1 135) km. 
d. Adaptive observations and 4DVar
The data assimilation experiment is set using modelgenerated data (twin experiments) over a 6-h interval [t 0 , T] ϭ [0430 1030] LST with ''observations'' provided for ozone only. The error covariance matrices R k are taken to be the identity matrix. The set of control parameters is considered to be the initial state of the model, p ϭ c 0 , and no background term is included in the cost functional. The initial guess state is obtained as explained in section 6a and the reference run represents the ''true'' atmospheric state c t . Fixed observations O f for ozone are considered at t 1 ϭ 0500 LST only at locations marked by ''*'' in five additional observations may be provided and their optimal location must be determined. Since twin experiments are performed, the evolution of the true state (c t ) is known. The goal of the experiment is to select an observational path such that the solution provided by the 4DVAR data assimilation will minimize the forecast error for ozone at t ϭ 1100 LST defined by the
where ϭ (135, 135) km is the location where the x* 1 forecast error at t was determined to be maximal. In Fig. 5 this location is marked with ''ᮍ'' and the isopleths of the influence function ⌫ (O 3 , t 0 ) are also shown with dotted line.
Two methods are tested for the adaptive observations: the first method (M1) is based only on the a priori evaluation of the sensitivity field ⌫ and fits in the traditional adjoint sensitivity framework. The influence function ⌫ is evaluated once, with no update, and the observations at t i are always located at the points where the magnitude of ⌫ (t i ) is maximal. These locations are marked in Fig. 6 with ''ϩ'' as time goes backward moving on the rows from the upper left corner (t ϭ T ) to the lower left corner (t ϭ t 0 ). The second method (M2) implements the algorithm presented in section 5d with a periodic update of the values of ⌫ . The selected locations are marked in Fig. 6 with a solid dot (locations marked in Fig. 6 by ''ϩ'' and ''·'' were selected by both M1 and M2 methods). The computational cost (as CPU time) of the forward and adjoint model integration and to implement each of the methods M1 and M2 is presented in Table 1 . The CPU time required to implement method M1 is dominated by the expense of evaluating ⌫ , which is roughly given by the cost of a forward-backward integration. The CPU time to implement method M2 requires in addition the evaluation of the influence function of the fixed ob- (Liu and Nocedal 1989) is used to minimize the corresponding functional (31) until a reduction J opt /J init ϭ 10 Ϫ3 is achieved. The evolution of the cost functional (31) during the minimization process in shown in Fig. 7a with dashed line for method M1 and with solid line for method M2. At the same time we monitor the forecast error at t by evaluating the functional (60) at each iteration. The evolution of the forecast error is shown in Fig. 7b with dashed line for method M1 and with solid line for method M2. It can be seen that the adaptive strategy method M2 consistently provides a much more accurate forecast at t than the method M1.
D A E S C U A N D C A R M I C H A E L

Conclusions and further research
Strategies for targeting observations have been considered mostly in numerical weather prediction and applications to atmospheric chemistry are at a very incipient stage. The problem of the adaptive location of the observations in atmospheric chemistry research becomes increasingly important as transport-chemistry models begin to be used in forecast mode to enhance flight planning during large-scale field experiments. Expensive field-deployed resources can be utilized more effectively and the science success can be maximized by selecting an optimal observational path.
Strategies for targeting observations must take into account the properties of the data assimilation algorithm. With the current computing resources, variational methods based on adjoint modeling may be used to perform data assimilation for comprehensive atmospheric chemistry models. We described an adjoint sensitivity method and applied it to the problem of adaptive selection of the observations for a transport-chemistry model. Our results show that using the adjoint approach, sensivities with respect to various model parameters such as emission and deposition rates or boundary values may be obtained at a reduced computational cost. The influence functions associated with the observations and their domain of influence were shown to be essential tools in developing a strategy for adaptive observations in the 4D variational data assimilation context. At the same time, our results indicate that by using a periodical update of the sensitivity values to include the influence from all previously located observations, an observational path with significant benefits for the model forecast may be determined. The novel algorithm for adaptive observations we presented may be efficiently implemented at a computational cost equivalent with the cost of a few forward model integrations and our preliminary numerical experiments show promising results. Further research is needed to implement this algorithm for a comprehensive 3D Sulfate Transport Eulerian Model (STEM) model (Carmichael et al. 1986) ; test the algorithm performance on real observational datasets; and apply the new adaptive technique to future field experiments. Future work will also include a comparative study with targeting methods using the dominant singular vectors and an analysis of the interaction between the information provided by the ''background'' parameter estimation and adaptive observations.
