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A derivation of the projected algorithm for general isotropic three-invariant plasticity mod-
els under plane stress conditions is presented. It is obtained by consistently specializing the
3D formulation to the 2D subspace deﬁned by the plane stress condition. Closed-form
intrinsic algorithm linearization and a novel expression of the consistent tangent tensor
are provided; these are also shown to directly emanate from the analogous quantities per-
taining to the fully 3D case. A detailed discussion of the proposed implementation along
with a representative set of numerical examples is provided in the second part of this paper
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Following the pioneering contributions of Wilkins (1964) and Krieg and Key (1976), early numerical solutions in elasto-
plasticity have been mainly concerned with 3D and plane strain problems within the so-called J2-ﬂow theory. Plane stress
problems have been treated only subsequently, and in many cases by developing computational schemes speciﬁcally de-
signed for the case at hand.
Obviously, implicit formulations for plane stress plasticity problems are in principle the same as for the general 3D set-
ting, i.e., they rely upon use of return mapping algorithms and tangent moduli obtained from consistent linearization; how-
ever, in this context the zero-stress condition has nonlinear character and a number of techniques have been proposed for
dealing with it.
In particular, aiming at avoiding any re-formulation of the local constitutive problem, use can be made of a fully 3D (or
plane strain) algorithm with the out-of-plane total strain components, in full or incremental form, treated as additional un-
knowns that are used to locally enforce the zero-stress constraint, see for instance Hallquist and Benson (1986), Dodds
(1987) and Whirley et al. (1989). Basically, the iteration schemes proposed in these papers differ only in the computation
of the successive estimations of the out-of-plane strains and exhibit quite different convergence properties. To the best of
authors’ knowledge, within this family of methods the most effective implementation is the one proposed by Klinkel and
Govindjee (2002), where the out-of-plane strain components are true Lagrange multipliers and are updated based on a
Taylor series expansion, that allows a quadratic convergence rate of the local iteration method; moreover, consistent tangent
moduli are provided that require only the standard static condensation of the 3D material tangent.. All rights reserved.
ax: +39 081 5476777.
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in that it is accounted for at the global iteration level, while the local constitutive equations are integrated using the standard
3D stress computation scheme. This gives rise to a form of the equilibrium equations containing the condensed material tan-
gent and an initial stress term vanishing at the converged state. A brief discussion of Klinkel-Govindjee and de Borst’s meth-
ods is postponed to Appendix D.
Unlike the mentioned procedures, in the projected algorithm initially proposed by Schreyer et al. (1979) and Jetteur
(1986), and later generalized by Simo and Taylor (1986) for use with combined isotropic and kinematic hardening and in
conjunction with the generalized midpoint rule (see also Fuschi et al. (1992)) use is made of a 2D formulation. The basic idea
developed in these works is that of projecting the constitutive equations onto the subspace deﬁned by the plane stress con-
dition so that the zero-stress constraint is identically satisﬁed by construction. This algorithm has gained great popularity in
recent years and it has been implemented in various forms (see e.g. Fuschi et al. (1994), Lourenço et al. (1997), Lee et al.
(1998), Montáns (2004), among others.
The interpretation of the plane stress condition in the more general setting of plasticity under mixed stress-strain control
is discussed by Klisinski et al. (1992) and the relevant implementation is addressed by Ritto-Corrêa and Camotim (2001)
where, although limited to the J2 case, the family of algorithms for the entire range of mixed control situations is derived.
Finally, for the plane stress J2 model a closed-form solution is also available; it has been provided by Simo and Govindjee
(1988) for the case of linear kinematic hardening and later extended by Alfano et al. (1999) to encompass linear isotropic
hardening and Perzyna-like viscoplasticity.
For the isotropic case of interest, a common feature of the solution schemes based on the projected algorithm and pre-
sented in the quoted contributions is that they directly address the case of J2 plasticity, what naturally prompts, due to the
inherent simplicity of von Mises criterion, the adoption of very special relationships, such as the one occurring between the
in-plane components of the back-stress and the plastic strain tensors; more generally, particular hypotheses are made which
hinder from developing an approach that can be easily generalized to more complex models, the only paper by Fuschi et al.
(1994) partly representing an exception.
Objectives of this work are the extension of the treatment ﬁrst developed by Palazzo etal. (2001) to general isotropic plas-
ticity models under plane stress conditions and the development of the relevant implementation in a way to take full advan-
tage of the isotropic character of the elastic constitution and of the yield function.
In this respect, in this ﬁrst part of the paper is presented a general methodology for deriving the plane stress projected
algorithm for three-invariant plasticity models. The generality lies in the fact that the proposed solution scheme is consis-
tently derived from the 3D algorithm; this is obtained by suitably specializing the 3D formulation to a 2D ambient space,
what allows, besides the fully intrinsic (matrix-free) implementation of the whole computational procedure, the structure
of the return mapping algorithm and the formal expression of the consistent tangent tensor of the 3D case to be completely
preserved.
The outline of the paper is as follows.
In Section 2 it is presented a summary of the the 3D continuum problem; the time-discretized problem and the imple-
mentation of the stress computation algorithm are given in Section 2.1. A novel expression for the consistent tangent tensor,
more compact and effective with respect to other existing expressions, is then provided in Section 3. In Section 4 is discussed
the mapping of tensor objects from the 3D ambient space, where they are initially deﬁned, to a suitable subspace of the ori-
ginal one. The consistent mapping methodology is exploited in Section 5 to derive the projected return algorithm for the
plane stress case from that of the 3D problem; the plane stress specialization of the elastoplastic compliance and the expres-
sion of the algorithmic tangent tensor are also presented. Algorithmic issues concerning the implementation of the proposed
procedure along with a representative set of numerical examples are provided in the second part of this paper (Valoroso and
Rosati, 2008).
2. Constitutive model. Basic continuum formulation
Let e be the strain measure at a point X of a structural model, i.e., a typical quadrature point of the ﬁnite element mesh;
addressing small deformations one has the additive decomposition:e ¼ eþ p ð1Þe and p, respectively, denoting the elastic and plastic strain tensors.
For the purely mechanical case, the stored energy function can be given in fully decoupled form as (Lubliner, 1990)wðe; aÞ ¼ welðeÞ þ whðaÞ
where wel and wh are isotropic functions, both assumed to be twice differentiable with positive deﬁnite Hessian. They rep-
resent in turn the elastic energy and the hardening potential, the latter characterizing the inelastic response in terms of a
strain-like variable a that, for the ensuing developments, will be partitioned into a tensorial variable g and a scalar variable
f, respectively, accounting for the kinematic and isotropic hardening mechanisms.
The constitutive relationships for the stress-like variables follow from the standard thermodynamic argument (Coleman
and Gurtin, 1967). In particular, for linear elasticity one has the constitutive law for the Cauchy stress:
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E being the elastic tensor:E ¼ 2GIþ kð1 1Þ ¼ 2Gð11Þ þ kð1 1Þ ð3Þ
where G and k are the Lamé’s moduli. The symbols I and 1 in (3), respectively, denote the rank-four and rank-two identity
tensors that are related each other through the so-called square tensor product (Del Piero, 1979); its deﬁnition along with
the relevant composition rules are given in Appendix A.
Kinematic and isotropic hardening of the model are assumed to be governed by the relationships:b ¼ Hking ð4Þ
# ¼ hisoðfÞwhereHkin ¼ hkinI ð5Þ
hkin being the kinematic hardening modulus and hiso a general nonlinear isotropic hardening function. The pair of internal
variables b and #, usually referred to as the back stress and the drag stress, account for the evolution in stress space of the
yield locus, deﬁned as the level set of a scalar function that will be assumed strictly convex and smooth. In particular, in
the remainder we shall make reference to a general isotropic yield function given as~/ðr; b; #Þ ¼ /ðs; #Þ ¼ uðI1; J2; J3Þ  # Y0 ð6Þ
where Y0 depends upon the initial yield limits of the material,I1 ¼ trðsÞ; J2 ¼
1
2
trS2; J3 ¼
1
3
trS3 ð7Þare stress invariants and S is the deviator of the relative stress s ¼ r b.
The deﬁnition of the model is completed by providing the evolutionary equations for the strain-like variables; for stan-
dard materials they follow from the principle of maximum plastic dissipation as_p ¼ _cnH ¼ _g
_f ¼ _c

ð8Þwhere nH is the gradient of the yield function with respect to s:nH ¼ ds/ðs; #Þ ¼ ouoI1 1þ
ou
oJ2
Sþ ou
oJ3
S2  2
3
J21
 
¼ d1u 23 J2d3u
 
1þ d2uSþ d3uS2 ð9Þ
¼ nH11þ nH2Sþ nH3S2and _c is the plastic consistency parameter that is characterized as a Lagrange multiplier subject to the Karush–Kuhn–Tucker
(KKT) conditions (Bertsekas, 1982):/ðs; #Þ 6 0; _cP 0; _c/ðs; #Þ ¼ 0
Assuming, without loss of generality, that prior to any loading the plastic strain p and the internal variable g are both iden-
tically zero, one infers the equality g ¼ p from (8)1, whence the constitutive equation for the back stress tensor:b ¼ Hkinp ð10Þ
currently addressed in the literature (Lemaitre and Chaboche, 1990). Accordingly, for the problem at hand the variables g and
b can be dropped out from the formulation and the stress computation can be carried out by making reference only to the
relative stress tensor:s ¼ Ee EHp ð11ÞEH being the elasto-hardening operator:EH ¼ EþHkin ¼ ð2Gþ hkinÞIþ kð1 1Þ ð12Þ2.1. Discrete formulation and stress computation for 3D
The strain partition hypothesis (1) entails a similar additive structure for the evolution problem (8) that can be recast in
the form:
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_f ¼ _c

ð13ÞAs a consequence, an update algorithm can be conveniently deﬁned based on an elastic–plastic split, with the KKT conditions
acting as a constraint.
Introducing the trial stress state as (Simo and Hughes, 1998):str ¼ Ee EHp0 ¼ ðE EHÞeþ EHetr
#tr ¼ hisoðftrÞ
/tr ¼ /ðstr; #trÞ
8><
>:where sufﬁxed (unsufﬁxed) quantities denote the known (unknown) values of the state variables at the beginning (end) of
the typical time step ½tn; tnþ1, and deﬁning the isotropic hardening tangent modulus as Hiso ¼ h0iso, for plastic loading ð/tr > 0Þ
one has the residual equations:re ¼ E1H ðs strÞ þ cnH ¼ 0
rf ¼ H1isoð# #trÞ  c ¼ 0
r/ ¼ /ðs; #Þ ¼ 0
8><
>: ð14Þc being the algorithmic parameter obeying the discrete consistency conditions:/ðs; #Þ 6 0; cP 0; c/ðs; #Þ ¼ 0
Linearization of (14) around the kth estimate of the solution yields:rðkÞe
rðkÞf
rðkÞ/
2
664
3
775þ
G
ðkÞ
H 0 n
ðkÞ
H
0 ðHðkÞisoÞ1 1
ðnðkÞH ÞT 1 0
2
664
3
775
dsðkþ1ÞðkÞ
d#ðkþ1ÞðkÞ
dcðkþ1ÞðkÞ
2
6664
3
7775 ¼ 0 ð15Þwhere GðkÞH is the rank-four tensor:G
ðkÞ
H ¼ E1H þ cðkÞ d2ss/ðkÞ ð16ÞNote that GðkÞH is positive-deﬁnite owing to the positive deﬁniteness of the tensor E
1
H and the convexity of the yield function.
Hence, solving for the increment of the plastic parameter we get:dcðkþ1ÞðkÞ ¼
rðkÞ/ GðkÞ1H rðkÞe  nðkÞH þ HðkÞisorðkÞf
G
ðkÞ1
H n
ðkÞ
H  nðkÞH þ HðkÞiso
ð17Þwhence the updating formulas for the whole set of state variables follow.
Remark 2.1. It is worth emphasizing that, as put forward by (17), the solution of the local return mapping algorithm is
here accomplished by computing the inverse of the rank-four tensor GH although this operation is not strictly required
for computing the increments of the state variables, that could also have been obtained by directly solving the system
(15). The reason underlying this choice is mainly the fact that, as shown in the following, the tensor G1H has to be
computed at the end of the constitutive iterations in order to build up the expression of the algorithmic tangent operator
(Simo and Taylor, 1985).
The standard approach exploited in the literature, see e.g. Crisﬁeld, 1991; Simo and Hughes, 1998, for the computation of
the inverse of the rank-four tensorGH amounts to represent it as a 6 6 (4 4) matrix for 3D (plane strain or axisymmetric)
problems and to perform the numerical inversion. However, as shown by Palazzo et al. (2001), a more efﬁcient approach can
be exploited by providing suitable representation formulas for the tensor GH and its inverse.
Recalling (12), the expression of the elasto-hardening compliance tensor is computed asE1H ¼
1
2Gþ hkin I
k
ð2Gþ hkin þ 3kÞ ð1 1Þ
 
ð18Þvia Sherman–Morrison–Woodbury’s formula (Golub and Van Loan, 1989). On account of (6) and (9) the second derivative of
the yield function is:d2ss/ ¼ nH2dsSþ nH3dsS2 þ 1 dsnH1 þ S dsnH2 þ S2  dsnH3
¼ e1ð11Þ þ e2ðS1þ 1SÞ þ e3ð1 1Þ þ e4ðS 1þ 1 SÞ þ e5ðS2  1þ 1 S2Þ þ e6ðS SÞ þ e7ðS2  S
þ S S2Þ þ e8ðS2  S2Þ ð19Þ
where the coefﬁcients of the expansion are given by
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e3 ¼ d11u 13 d2u
4
3
J2d13uþ
4
9
J22d33u
e4 ¼ d12u 23d3u
2
3
J2d23u
e5 ¼ d13u 23 J2d33u
e6 ¼ d22u; e7 ¼ d23u; e8 ¼ d33udiu (d
2
iju) being the ﬁrst (second) derivative of the yield function with respect to the generic (pair of) invariant(s). With spe-
ciﬁc reference to the celebrated ﬁve-parameter concrete model (Willam and Warnke, 1974), the explicit evaluation of the
coefﬁcients e1; . . . ; e8 is provided in the second part of the paper.
Based on the previous considerations one has the representation formula for GH:GH ¼ g1ð11Þ þ g2ðS1þ 1SÞ þ g3ð1 1Þ þ g4ðS 1þ 1 SÞ þ g5ðS2  1þ 1 S2Þ þ g6ðS SÞ þ g7ðS2  S
þ S S2Þ þ g8ðS2  S2Þ ð20Þwhere it has been set:g1 ¼
1
2Gþ hkin þ ce1; g3 ¼ 
k
ð2Gþ hkinÞð2Gþ hkin þ 3kÞ þ ce3
gi ¼ cei; i–f1;3g
ð21ÞThe assumed isotropic elastic behaviour and the isotropy of the yield function allow one to ﬁnd out an explicit representa-
tion formula for G1H by means of basic theorems for isotropic tensor-valued functions of tensor arguments. Omitting the
details, the ﬁnal result reads:G1H ¼ i1ð11Þ þ i2ðS1þ 1SÞ þ i3ðSSÞ þ i4ð1 1Þ þ i5ðS 1þ 1 SÞ þ i6ðS2  1þ 1 S2Þ þ i7ðS SÞ
þ i8ðS2  Sþ S S2Þ þ i9ðS2  S2Þ ð22Þwhere the unknown coefﬁcients i1; i2; . . . ; i9 can be determined by enforcing the condition GHG1H ¼ I, see Palazzo et al.
(2001) for a detailed discussion.
3. A novel expression of the consistent tangent tensor
The consistent tangent moduli tensor, introduced in the seminal paper by Simo and Taylor (1985), expresses the elasto-
plastic constitutive equation in a linearized sense. i.e.dr ¼ ðderÞde ¼ Etande ð23Þ
and represents an essential ingredient for the effective solution of the elastoplastic boundary value problem via the full
Newton–Raphson algorithm.
The expression of the consistent tangent presented by Alfano and Rosati (1998):Etan ¼ E EF1H E
ðE EF1H EHÞnH  ðE EF1H EHÞnH
ðEH  EHF1H EHÞnH  nH þ Hiso
ð24ÞwhereF1H ¼ ðcd2ss/Þ  ðcd2ss/ÞG1H ðcd2ss/Þ
generalizes the one originally contributed for J2 plasticity in Simo and Taylor, 1985 since it applies to general isotropic elas-
toplastic models endowed with linear hardening.
Relationship (24) is however not optimal in view of actual implementation since it is obtained by considering the problem
of the construction of the consistent tangent tensor completely disjoint from that of the stress computation. Indeed, relation-
ship (24) fails to exploit the fact that all what is needed for implementing the consistent tangent can be readily obtained
from the linearized form of the residual equations, thus resulting in an expression which is quite complicated and not prone
to an immediate specialization to the plane stress case, what ultimately represents the main target of the present work. For
this reason we provide hereafter a more direct and effective derivation of the consistent tangent.
Since the return mapping algorithm is formulated in terms of the relative stress tensor s, we start by considering the lin-
earizations of (2) and (11):der ¼ E Edep; des ¼ E EHdep
whose comparison yields the relationship between the consistent tangent and the rank-four tensor des as
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The previous equation can be effectively exploited for computing the consistent tangent since the derivative des is easily ob-
tained from the linearization of the residual equations at the local converged state, i.e., from the system:E1H Ede
0
0
2
64
3
75þ
GH 0 nH
0 H1iso 1
ðnHÞT 1 0
2
64
3
75 desde

de#  de
dec  de
2
64
3
75 ¼ 0 8deembodying the full linearization of (11) and (4)2 along with Prager’s consistency condition (Lubliner, 1990).
Solving for des gives then:des ¼ Dtan E1H E
forDtan ¼ G1H 
G1H nH G1H nH
G1H nH  nH þ HisoOn account of (25), the expression of the consistent tangent is thus obtained asEtan ¼ E EE1H Eþ ðEE1H EE1H Þ Dtan ð26Þ
where the deﬁnition of the square product between rank-four tensors follows from the generalization of that between rank-
two tensors, see Appendix A.
In the light of the previous considerations it is apparent that, once the tensor G1H is known, the expression of the con-
sistent tangent can be arrived at via elementary algebraic operations since one basically needs to compute the symmetric
tensor EE1H , whose expression reads:EE1H ¼ E1H E ¼ m1ð11Þ þm2ð1 1Þwith coefﬁcients m1 and m2 given bym1 ¼ 2G2Gþ hkin ; m2 ¼
khkin
ð2Gþ hkinÞð2Gþ hkin þ 3kÞ
Combining the previous relationships with (9) and (22), one has then:Etan ¼ t1ð11Þ þ t2ðS1þ 1SÞ þ t3ðSSÞ þ t4ð1 1Þ þ t5ðS 1þ 1 SÞ þ t6ðS2  1þ 1 S2Þ þ t7ðS SÞ þ t8ðS2  S
þ S S2Þ þ t9ðS2  S2Þwhere t1; . . . ; t9 are polynomial functions of J2, J3, i1; . . . ; i9, hkin and of the Lamé’s moduli.
4. The plane stress problem
Let us now turn to discuss the plane stress problem, i.e., the 3D problem for which the plane stress condition:r13 ¼ r23 ¼ r33 ¼ 0 ð27Þis enforced.
In particular, this section is devoted to obtain some preliminary results that will be later exploited to show that the
projected algorithm for plane stress isotropic elastoplasticity can be derived from the corresponding 3D one and that
reference can always be made to the expression of the original yield function, i.e., the one given in terms of the 3D
invariants (7). In this respect, it is well known that in the plane stress problem the out-of-plane strain components
are basically dependent variables; hence, the constitutive problem can be formulated in terms of the in-plane stress
tensor:½r^ ¼ r11 r12
r12 r22
 
ð28Þassuming the in-plane total strain as driving variable. Before going into further details let us draw the reader’s attention on
the terminology adopted in (28). We shall always carefully distinguish between the symbols r and r^ to denote, respectively,
3D and 2D tensors although in the plane stress case the non-zero components of the former are the same as those of the
latter. This aspect purports to the more general issue, discussed in the next subsection, of the mapping onto a 2D ambient
space of tensor objects originally deﬁned in a 3D setting.
80 N. Valoroso, L. Rosati / International Journal of Solids and Structures 46 (2009) 74–914.1. Mapping of 3D tensors to a 2D ambient space
Given a symmetric 3D tensor A 2 Lin we shall use the symbols Ap and Ac to denote, respectively, the 3D tensors collecting
the components of A spanning the complementary subspaces Sp and Sc of Lin deﬁned by the in-plane and out-of-plane
components of A.
In other words we introduce the splitting:A ¼ Ap þ Ac ð29Þ
to indicate synthetically the decomposition of A whose associated matrix form is:A11 A12 A13
A12 A22 A23
A13 A23 A33
2
64
3
75 ¼ A11 A12 0A12 A22 0
0 0 0
2
64
3
75þ 0 0 A130 0 A23
A13 A23 A33
2
64
3
75Further, the notation bA (A) will be used to denote the 2D tensor collecting the in-plane (out-of-plane) components of A and
we shall write:Ap bA; Ac A ð30Þ
where the symbol  has been used to emphasize that the 3D tensors on the left are isometrically mapped to the 2D tensors
on the right.
The matrix form of the 2D rank-two tensors bA and A read, respectively:
½bA ¼ A11 A12
A12 A22
 
; ½A ¼ A13 A33
A33 A23
 To make the reader fully acquainted with the above terminology, let us make reference to the yield function / deﬁned as in
(6). The tensor ds/, see also (9), is a rank-two 3D tensor representing the derivative of / with respect to the 3D tensor s
while:ds^/; ds/ ð31Þ
denote in turn the rank-two 2D tensors obtained as the derivatives of / with respect to the in-plane ðs^Þ and out-of-plane ðsÞ
parts of s.
The 2D tensors (31) are isomorphic to the rank-two tensors dsp/ and dsc/ deﬁned on a 3D ambient space, i.e.dsp/ds^/; dsc/ds/that are in turn related to ds/ via the decomposition (29) asds/ ¼ ðds/Þp þ ðds/Þc ¼ dsp/þ dsc/A decomposition analogous to (29) can be given for a generic rank-four symmetric tensorA deﬁned on a 3D space by setting:A ¼ App þApc þAcp þAcc ð32Þ
To be more speciﬁc one can appeal to the well-known technique of representing 3D fourth-order tensors as 6 6
matrices. Hence, adopting the component ordering of (A.4), see Appendix A, App, Apc , Acp and Acc will denote in
turn rank-four tensors whose representative matrix has only nine entries different from zero, namely, the compo-
nents of A contained in the 3 3 upper-left, upper-right, bottom-left and bottom-right submatrices of the matrix
form of A.
However, as a general rule, the vector (matrix) representation of rank-two (-four) tensors can be left in the backstage
since it has to be invoked only for numerical implementation, an issue addressed in the second part of this paper. In order
to emphasize this point we now proceed to a formal derivation of relationships (29) and (32).
To this end we introduce the rank-two symmetric tensorP ¼ e1  e1 þ e2  e2
with e1; e2 basis vectors for the plane stress subspace. An obvious choice provides the matrix representation of P as½P ¼
1 0 0
0 1 0
0 0 0
2
64
3
75It is immediate to verify that the rank-four complementary projectors:P ¼ PP; Pc ¼ I P ð33Þ
respectively map a second-order symmetric tensor A onto the subspaces Sp and Sc of Lin, that is:
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and fulﬁll the properties:P ¼ PT ; Pc ¼ PTc ; PPc ¼ PcP ¼ O; Pn ¼ P 8n > 0 ð35Þ
In the same way, for a symmetric rank-four 3D tensor A, the decomposition (32) can be expressed asA ¼ PAPT þ 2symðPAPTc Þ þ PcAPTc ð36Þ
and we shall write the relevant matrix form asð37ÞNote that each tensor on the right-hand side of (36) has only nine independent components. When such tensors are repre-
sented in matrix form, the relevant non-zero components do occupy, in turn, the upper-left (½PAPT ), the upper-right
(½PAPTc ), the bottom-left (½PcAPT ) and the bottom-right (½PcAPTc ) 3 3 submatrix of the relevant 6 6 matrix. Such sub-
matrices are the matrix form of the rank-four 2D tensors isometric to the rank-four 3D tensors appearing in (36); it is pre-
cisely in this sense that the symbols ½PAPT , ½PAPTc , ½PcAPT  and ½PcAPTc  have to be understood.
In the following the diagonal terms of the matrix representation (37) will be synthetically addressed by adopting the fol-
lowing terminology:PAPT bA; PcAPTc  A ð38Þ
the symbol  denoting the isometric isomorphism between the rank-four 3D tensor on the left and rank-four 2D tensor on
the right-hand side. Application of the previous deﬁnitions to the rank-four 3D tensor (19) representing the second deriva-
tive of / gives:d2ss/ ¼ d2spsp/þ d
2
spsc
/þ d2scsp/þ d
2
scsc
/whose matrix form reads:ð39Þwhered2s^s^/; d
2
s^s/ ¼ ðd2ss^/ÞT ; d2ss/are 2D rank-four tensors.
4.2. Formal derivation of the plane elasticity tensor
Use of the previous formalism allows for an immediate derivation of the plane stress elastic relationship from the 3D one.
From (2) one has the inverse relation:E1r ¼ e p ð40Þ
E1 being the 3D elastic compliance:E1 ¼ 1
2G
ð11Þ  k
2Gð2Gþ 3kÞ ð1 1Þ ð41ÞPremultiplication of (40) by P and Pc gives, respectively:PE1PTr ¼ Pe Pp
PcE
1PTr ¼ Pce Pcp
ð42Þsince r ¼ Pr ¼ PTr owing to the plane stress condition. Accordingly, application of the mapping (30)1 to (42)1 yields:
d
E1 r^ ¼ e^ p^ ð43Þwhere
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that is, recalling (33) and the composition rules (A.3)PE1PT ¼ 1
2G
PP k
2Gð2Gþ 3kÞP P
1
2G
1^1^ k
2Gð2Gþ 3kÞ 1^ 1^ ¼
d
E1 ð45Þhaving denoted by 1^ and 1^1^ ¼ bI the 2D rank-two and rank-four identity tensors.
Finally, using Sherman–Morrison–Woodbury’s formula, one gets:ðdE1Þ1 ¼ 2GbI þ 2Gk
2Gþ k ð1^ 1^Þ ¼ 2G
bI þ kpð1^ 1^Þ ¼ 2GbI þ mE1 m2 ð1^ 1^Þ ¼ bE ð46Þ
wherekp ¼ 2Gk2Gþ k ð47Þis the plane Lamé constant k while E and m are the Young modulus and the Poisson’s ratio. Note that the last equality in (46)
is inferred by the deﬁnition of bE as the rank-four 2D tensor mapping the in-plane elastic strain e^ ¼ e^ p^ to the in-plane
stress r^.
Furthermore, Eq. (42)2 establishes a linear relation between the out-of-plane components of e, p and the in-plane
components of the stress tensor. Actually, from (41) and (A.5), see Appendix A, one recovers the well-known
relationship:e33  p33 ¼ 
k
2Gð2Gþ 3kÞ ðr11 þ r22Þ ¼ 
m
E
ðr11 þ r22Þ ¼ e33that allows the evaluation of the out-of-plane component of the total strain e once the 33-component of the plastic strain p
has been computed. This last one can in turn be updated as ðp0Þ33 þ cðnHÞ33, where the last addend follows from (9) evalu-
ated for the stress tensor at solution.
5. The projected return mapping algorithm for plane stress
Following the general ideas detailed in the previous sections we shall now provide a consistent derivation of the projected
plane stress constitutive algorithm.
To this end we recall the 3D time-discretized counterpart of the ﬂow equation (13)1:e etr ¼ pþ p0 ¼ cds/ ð48Þ
etr being the trial elastic strain. The splitting of (48) into two nonlinear equations is straightforward since it only requires the
use of (30) to get:e^ e^tr ¼ p^þ p^0 ¼ cds^/
e etr ¼ pþ p0 ¼ cds/
ð49ÞThis is however less so for the residual equation expressed in terms of the relative stress, i.e., (14)1, since its in-plane coun-
terpart has to be constructed in a way to account for the plane stress constraint. The formal derivation of the in-plane and
out-of-plane parts of the residual equation (14)1 can be obtained by following a path of reasoning analogous to the one
adopted for the construction of the 2D elasticity tensor (46) in Section 4.2, i.e., by carrying out the static condensation of
the 3D elastic relationship via the systematic use of the mappings (30) and (38) along with Sherman–Morrison–Woodbury
formula, see also Appendix B. In this respect, the following considerations are in order.
Use of (29) and (34) allows one to rephrase Eq. (11) asPTsþ PTc s ¼ EPTeþ EPTc e EHPTp EHPTcp ð50Þ
whereby, on account of (35), one obtainsPE1PTsþ PE1PTc s ¼ Pe PE1EHPTp PE1EHPTcp ð51Þ
via premultiplication by PE1; moreover, one has the out-of-plane relationship:PTc s ¼ PTcEðe pÞ HkinPTcp ð52Þ
that follows from (11) using (12), premultiplying by PTc and noting that Hkin and P
T
c commute, see also (5). The plane stress
condition (27) is equivalent toPTcEðe pÞ ¼ 0 ð53Þ
so that, premultiplication of (52) by PE1 yields:
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where the last equality is inferred from (35)2 and (35)3.
Accordingly, Eq. (51) reduces toPE1PTs ¼ Pe PE1EHPTp ð55Þ
whose mapping to the plane stress subspace gives, on account of (54):d
E1 s^ ¼ e^ p^Hor equivalently,s^ ¼ bEe^ bEp^H ð56Þ
beingp^HPpH ¼ PE1EHPTp ð57Þ
The explicit expression of the term bEp^H is obtained using (12) and (41) to compute the rank-four tensor PE1EHPT asPE1EHP
T ¼ 2Gþ hkin
2G
PP khkin
2Gð2Gþ 3kÞP PwhencePpH ¼ PE1EHPTp ¼
2Gþ hkin
2G
pp 
khkin
2Gð2Gþ 3kÞ trðppÞPAccordingly, on account of (57):p^H ðpHÞp ¼ PpH
it is also:p^H ¼ 2Gþ hkin2G ð1^1^Þ 
khkin
2Gð2Gþ 3kÞ ð1^ 1^Þ
 
p^Use of equation (46) supplies then:bEp^H ¼ bEHp^ ð58Þ
wherebEH ¼ bE þ bHkin ¼ ð2Gþ hkinÞð1^1^Þ þ kpð1^ 1^Þ ð59Þ
is the 2D elasto-hardening stiffness tensor. One has then the following constitutive relation for the in-plane relative stress:s^ ¼ bEe^ bEHp^ ð60Þ
in place of (56).
Obviously, the out-of-plane part of (11) follows from (52) and (53) using the mapping onto the out-of-plane subspace ass ¼  Hkinp ð61Þ
In summary, the staggered form of the residual Eq. (14) is arrived at asre ¼ H1kinðs strÞ þ cds/ðs^;s; #Þ ¼ 0 ð62Þ
re^ ¼ bE1H ðs^ s^trÞ þ cds^/ðs^;s; #Þ ¼ 0^
rf ¼ H1isoð# #trÞ  c ¼ 0
r/ ¼ /ðs^;s; #Þ ¼ 0
8><
>: ð63Þwhere the dependence of / upon the in-plane and out-of-plane parts of s has been emphasized by writing /ðs^;s; #Þ.
Note that the variables in (62) interact with those in (63) through the tensor s and that (49)2 establishes a non-
linear relation between the out-of-plane plastic strain and the stresses s^ and s; accordingly, the linearization of
(49)2 yields:ds^p ¼ cd2s^s/þ cðd2ss/Þds^sþ ds/ ds^c ð64Þ
that, once combined with the derivative of (61) with respect to s^, i.e.ds^s ¼  Hkinds^p ð65Þ
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where AH is the 2D rank-four tensor:AH ¼ H1kin þ cd2ss/ ð67Þ
The perfect analogy between the plane stress return mapping and the 3D stress computation scheme (15) is self-evident by
considering the linearized expression of Eq. (63):rðkÞe^
rðkÞf
rðkÞ/
2
664
3
775þ
bGðkÞH 0 n^ðkÞH
0 ðHðkÞisoÞ1 1
ðn^ðkÞH ÞT 1 HðkÞ
2
664
3
775
ds^ðkþ1ÞðkÞ
d#ðkþ1ÞðkÞ
dcðkþ1ÞðkÞ
2
6664
3
7775 ¼
0^
0
0
2
64
3
75 ð68Þwhere it has been set:n^ðkÞH ¼ ds^/ðkÞ  ðcðkÞd2ss^/ðkÞÞð AðkÞH Þ1ds/ðkÞ
HðkÞ ¼ ð AðkÞH Þ1ds/ðkÞ  ds/ðkÞbGH being the rank-four 2D tensor:
bGðkÞH ¼ bE1H þ cðkÞd2s^s^/ðkÞ  ðcðkÞd2ss^/ðkÞÞð AðkÞH Þ1ðcðkÞd2s^s/ðkÞÞ ð69ÞAs shown later in Appendix C, bGH and AH are both positive-deﬁnite; since it is also HðkÞiso > 0, one can solve for the increment
dcðkþ1ÞðkÞ to get:dcðkþ1ÞðkÞ ¼
rðkÞ/  ð bGðkÞH Þ1rðkÞe^  n^ðkÞH þ HðkÞisorðkÞf
ð bGðkÞH Þ1n^ðkÞH  n^ðkÞH þHðkÞ þ HðkÞiso ð70ÞOnce the increments ds^ðkþ1ÞðkÞ and d#
ðkþ1Þ
ðkÞ have been computed from (68), it is necessary to evaluate the out-of-plane stress ten-
sor s. This can be done via the updating formula:dsðkþ1ÞðkÞ ¼ ð AðkÞH Þ1ðrðkÞe þ cðkÞd2s^s/ðkÞds^ðkþ1ÞðkÞ þ ds/ðkÞdcðkþ1ÞðkÞ Þ
that follows from the linearization of (62).
Remark 5.1. In absence of kinematic hardening the linearization expressed by (66) becomes superﬂuous since in this case
the out-of-plane relative stress s is identically zero, see e.g. (61); this circumstance can be accounted for by setting formally
A1H ¼ O. However, even in this case the derivative ds/ is in general different from zero since, according to (9), ðds/Þ33–0
even for vanishing s, being S33 and ðS2Þ33 non-zero also for s33 ¼ 0.
Remark 5.2. The solution of the plane stress constitutive problem could have been obtained via the simultaneous lineari-
zation of (62) and (63). As in the 3D case we have chosen to solve (68) via (70) mainly in view of the actual implementation
of the consistent tangent, whose derivation is detailed in Section 6.5.1. Remarks on the specialization of GH to bGH
A direct comparison between the expression (16) of the 3D tensorGH and that of the 2D tensor bGH given in (69) shows that
this last one contains an extra termoriginating fromthe linearizationof the out-of-planepart of the relative stress, see also (66).
Postponing to the second part of the paper the explicit evaluation of this term, we shall now focus on the ﬁrst two ad-
dends of bGH , that will be referred to in the following as dGH . Since these terms have the same formal expressions as those
of their 3D counterparts, it is quite natural to wonder if dGH can be obtained as the mapping of the 3D tensor GH , that is:PGHP
T ¼ PðE1H þ cd2ss/ÞPT  ? bE1H þ cd2s^s^/ ¼dGHIn this respect, being by deﬁnition Pðd2ss/ÞPT d2s^s^/, it only remains to address if the 3D elasto-hardening compliance tensor
can be directly mapped to the plane stress subspace, i.e.,PE1H P
T  bE1H ð71ÞUnfortunately, this is not so. This fact can be easily recognized by comparing the mapping of (18) to the plane stress sub-
space, i.e.d
E1H ¼
1
2Gþ hkin ð1^1^Þ 
k
ð2Gþ hkin þ 3kÞ ð1^ 1^Þ
 
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 
ð72ÞA possible way to ensure thatdE1H matches with bE1H or, equivalently, that the tensor ðdE1H Þ1 coincides with bEH is that of intro-
ducing a ‘‘modiﬁed” elastic tensor E obtained from two ﬁctitious Lamé moduli G and kEH ¼ E þHkin ¼ ð2G þ hkinÞð11Þ þ kð1 1Þ
Hence, being:ð dðEHÞ1Þ1 ¼ ð2G þ hkinÞ ð1^1^Þ þ k2G þ hkin þ k ð1^ 1^Þ
 a direct comparison with (59) shows that the modiﬁed elastic constants that allow the equalityð dðEHÞ1Þ1 ¼ bEH
to be fulﬁlled, are given byG ¼ G; k ¼ ð2Gþ hkinÞkp
2Gþ hkin  kp ¼
2Gkð2Gþ hkinÞ
4G2 þ 2Ghkin þ khkin
ð73ÞRemark 5.3. It is worth noting that the need for the modiﬁed Lamé moduli G and k basically arises from the fact that we
wish to relate the general 3D stress computation algorithm to the plane stress one, the key ingredient of both being the
tangent compliance tensor (GH for 3D anddGH for plane stress). We emphasize that this does not mean at all that we change
material data since use of (73) serves only to ensure the fulﬁlment of (71), see also Appendix B for a discussion on this point
from a different perspective.
Assuming that the coefﬁcients gi of the representation formula (20) have been computed using (73), use of the mapping (38)1
and of the composition rules (A.3) yields:dGH ¼ g1ð1^1^Þ þ g2ðbS1^þ 1^bSÞ þ g3ð1^ 1^Þ þ g4ðbS  1^þ 1^ bSÞ þ g5ðbS2  1^þ 1^ bS2Þ þ g6ðbS  bSÞ þ g7ðbS2  bS
þ bS  bS2Þ þ g8ðbS2  bS2Þ ð74Þwhere the identity cS2 ¼ bS2, stemming from the plane stress assumption, has been taken into account. Substitution into (74)
of the expression of bS2 from the 2D Cayley–Hamilton theorem:bS2 ¼ IS^bS  IIS^1^ ð75Þ
and use of Rivlin’s identity for second-order 2D tensor polynomials (Rivlin, 1955):bS1^þ 1^bS ¼ ðbS  1^þ 1^ bSÞ þ IS^ð1^1^ 1^ 1^Þ ð76Þ
yields the representation formula:dGH ¼ g^1ð1^1^Þ þ g^2ð1^ 1^Þ þ g^3ðbS  1^þ 1^ bSÞ þ g^4ðbS  bSÞ ð77Þ
whereg^1 ¼ g1 þ IS^ g2
g^2 ¼ IS^ g2 þ g3  2IIS^ g5 þ II2S^ g8
g^3 ¼ g2 þ g4 þ IS^ g5  IIS^ g7  IS^ IIS^ g8
g^4 ¼ g6 þ 2IS^ g7 þ I2S^ g8IbS and IIS^ being the principal invariants of the 2D tensor bS.
6. Consistent tangent tensor for plane stress
Objective of this section is that of evaluating the consistent tangent tensor (Simo and Taylor, 1985), i.e., the 2D rank-four
tensor:bEtan ¼ de^r^
consistent with the stress computation algorithm discussed in Section 5. To this end we shall follow the approach detailed in
Section 3 and start from considering the linearization of the 2D elastic law and of the constitutive equation (60) for the in-
plane relative stress:
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to get by comparison:bEtan ¼ bE  bEbE1H bE þ bEbE1H de^s^
In perfect analogy with the 3D case, the expression of the derivative de^ s^ can be obtained from the linearization with respect
to the driving variable e^ of the residual equations at the local converged state asde^ s^ ¼ bDtanbE1H bE ð78Þ
forbDtan ¼ bG1H  bG1H n^H  bG1H n^HbG1H n^H  n^H þHþ Hiso
whence the expression of the plane stress consistent tangent is obtained asbEtan ¼ bE  bEbE1H bE þ ðbEbE1H bEbE1H Þ bDtan ð79Þ
wherebEbE1H ¼ bE1H bE ¼ m^1ð1^1^Þ þ m^2ð1^ 1^Þ
m^1 and m^2 being given bym^1 ¼ 2G2Gþ hkin ; m^2 ¼
kphkin
ð2Gþ hkinÞð2Gþ hkin þ 2kpÞ
Using the matrix representation, the evaluation of bG1H simply requires the inversion of a 3 3 matrix. However, in the sec-
ond part of this paper, it is shown that bG1H can be given an explicit (inverse-free) representation in terms of tensor products
of the 2D mappings 1^ and bS of the 3D rank-two tensors 1 and S onto the plane stress subspace. Furthermore, this approach
allows one to obtain the coefﬁcients of the representation of bG1H and bEtan directly from those of the relevant 3D tensors by
following the same procedure presented in Palazzo et al. (2001) for the 3D case.
7. Concluding remarks
The projected algorithm for general three-invariant elastoplastic models under plane stress conditions is consistently de-
rived from the general return mapping scheme. This has been obtained without introducing any special assumption or treat-
ment as done for other solution algorithms which, on the contrary, are speciﬁcally tailored for very particular cases. The
proposed approach crucially relies upon the developments carried out in the paper illustrating how the tensor relationships
entering the 3D constitutive algorithm can be specialized to a dimensionally reduced ambient space.
The perfect analogy between the fully 3D case and the 2D plane stress one is given further evidence by a novel expression
of the consistent tangent tensor derived in the paper. Actually, besides being more compact and effective with respect to
earlier expressions, the presented form of the 3D consistent tangent is amenable to an immediate specialization to the plane
stress case.
A full detail of the actual implementation of the devised solution strategy is addressed in the second part of the paper
(Valoroso and Rosati, 2008).
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Appendix A. Some tensor algebra
In this section we recall some basic properties of tensor calculus involving products between second-order tensors de-
ﬁned on a n-dimensional (n ¼ 3 or n ¼ 2) inner product space V. We shall also denote by Lin (Lin) the space of all second-
(fourth-) order tensors on V.
The dyadic product of two elements A;B 2 Lin is deﬁned as (Gurtin, 1981):
ðA BÞC ¼ ðB  CÞA ¼ trðBTCÞA 8 C 2 Lin ðA:1Þwhere tr is the trace operator and the superscript T denotes the transpose.
According to the deﬁnition given by Del Piero (1979) the so-called square tensor product is deﬁned asðABÞC ¼ ACBT 8 C 2 Lin ðA:2Þ
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I ¼ 11where 1 is the identity tensor in Lin.
The component form of dyadic and square tensor products in a Cartesian frame are provided byðA BÞijkl ¼ AijBkl; ðABÞijkl ¼ AikBjl 8 A;B 2 Lin
and can be easily derived from the deﬁnitions (A.1) and (A.2).
Given A;B;C;D 2 Lin and invoking (A.1) and (A.2), the following composition rules
ðABÞðCDÞ ¼ ðACÞðBDÞ
ðABÞðC DÞ ¼ ðACBTÞ D
ðA BÞðCDÞ ¼ A ðCTBDÞ
ðA:3Þcan be shown to hold.
In order to represent tensor quantities in the ﬁnite element implementation and to detail the mappings introduced in (30)
and (38), it is customary to represent second-order tensors as vectors and rank-four tensors as matrices. This can be done
according to the following vector representation of symmetric stress (T) and strain (U) tensors:½T ¼ ½T11; T22;T12;T33;T23; T13T
½U ¼ ½U11;U22;2U12;U33;2U23;2U13T
ðA:4Þyielding the representation of 2D second-order tensors as½bT ¼ T11T22
T12
2
64
3
75 ½T ¼ T33T23
T13
2
64
3
75 ½bU ¼ U11U22
2U12
2
64
3
75 ½U ¼ U332U23
2U13
2
64
3
75 ðA:5ÞAppendix B. Inversion and static condensation
Let A be a symmetric invertible rank-four tensor. The matrix representation of the inverse A1 in the form (37):ðB:1Þfollows from enforcement of the condition ½A½A1 ¼ ½I, that yields:
½ðA1Þpp ¼ ð½App  ½Apc ½Acc1 ½AcpÞ1
½ðA1Þpc ¼ ½App1 ½Apc ð½Acc  ½Acp ½App1 ½ApcÞ1
½ðA1Þcp ¼ ½Acc1 ½Acp ð½App  ½Apc ½Acc1 ½AcpÞ1
½ðA1Þcc ¼ ð½Acc  ½Acp ½App1 ½ApcÞ1
ðB:2ÞNote that all terms in (B.2) are well-deﬁned since ½Acc and ½App are principal minors of the matrix form ofA that is invertible
by assumption.
Consider now the tensor equation in the unknown X:AX ¼ Y ðB:3Þ
where X and Y are rank-two symmetric tensors. Using (29), (30) and (37) the matrix form of (B.3) is obtained aswhose solution can be represented in the form:½bX ¼ ð½App  ½Apc ½Acc1 ½AcpÞ1ð½bY  ½Apc ½Acc1½YÞ
½X ¼ ð½Acc  ½Acp ½App1 ½ApcÞ1ð½Y  ½Acp ½App1½bYÞ ðB:4Þ
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as the comparison between (B.4)1 and (B.2)1 shows.
Introducing the 2D tensor dA1 via the mapping:
ðA1Þpp ¼ PA1PT  dA1relationship (B.5) states that the matrix form of the tensor dA1 coincides with the inverse of the matrix obtained from the
static condensation of ½A with respect to the upper-left block, i.e.½dA1  ¼ ð½App  ½Apc ½Acc1 ½AcpÞ1 ¼ ½dAulc 1 ðB:6Þ
Hence, if (B.3) is specialized to the elastic relationship (2), the above equation provides the plane elasticity matrix:½E^ ¼ ½Epp  ½Epc ½Ecc1 ½Ecp ðB:7Þ
that is, the matrix form of (46).
Remark B.1. Unlike (B.7), the matrix representation of bE1H cannot be obtained via the static condensation of the matrix
associated with the 3D operator E1H . This can be easily checked by considering the 2D tensor cEH deﬁned by the mapping:PEHP
T  cEH ¼ ð2Gþ hkinÞð1^1^Þ þ kð1^ 1^Þand comparing its inverse:ðcEH Þ1 ¼ 12Gþ hkin ð1^1^Þ  kð2Gþ hkin þ 2kÞ ð1^ 1^Þ
 
ðB:8Þwith (72). It is then apparent that (72) can be obtained from (B.8) by setting k ¼ kp.
On the other hand, inverting both sides of Eq. (B.6) and setting A ¼ E1H yields½cEH 1 ¼ ½ dðE1H Þulc 
so that we ultimately infer:½bE1H  ¼ ð½cEH 1Þjk¼kp ¼ ½ dðE1H Þulc jk¼kp
The above relationship states that the matrix representation of bE1H can be obtained by substituting k ¼ kp in the matrix
obtained by statically condensing the matrix form of the 3D operator E1H with respect to its upper-left block. Clearly, this is
not equivalent to ﬁrst setting k ¼ kp in the 3D elastic operator E and then statically condensing the sum EH ¼ EþHkin owing
to the nonlinearity of the static condensation operation.Appendix C. A proof of the positive-deﬁniteness of bGH
Let bBH be the rank-four 2D tensor:bBH ¼ cd2s^s^/ ðcd2ss^/Þð AHÞ1ðcd2s^s/Þ ðC:1Þ
so as to write:bGH ¼ bE1H þ bBH
In order to show that bGH is positive-deﬁnite, and hence invertible, we shall prove that both bE1H and bBH fulﬁll the same prop-
erty. The tensor bE1H turns out to be positive-deﬁnite since it is the inverse of the sum of two positive-deﬁnite tensors:bEH ¼ bE þ bHkin
Actually, bE is the plane elastic operator and bHkin is the rank-four two-dimensional tensor whose associated matrix reads:see also (37); hence, ½ bHkin and ½ Hkin, being principal minors of a positive-deﬁnite matrix, turn out to be positive-deﬁnite
according to a well-known theorem of linear algebra (Golub and Van Loan, 1989).
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is positive-deﬁnite as well. In order to prove the positive-deﬁniteness of bBH , consider the rank-four 3D tensor L whose asso-
ciated matrix is given byðC:2ÞOn account of (B.2)1 and (C.2) one has then:½bBH1 ¼ ½ðL1Þpp ¼ ð½Lpp  ½Lpc ½Lcc1 ½LcpÞ1 ðC:3Þ
Since L is positive-deﬁnite, such is L1; hence, the positive deﬁniteness of bBH follows from that of ðL1Þpp.
Appendix D. Iterative algorithms for plane stress
Alternative to the intrinsic approach presented in Section 5, the zero-stress condition:Pcr ¼ 0 ðD:1Þ
can be incorporated within a 3D formulation based on a local or a global iterative algorithm that allows one to numerically
obtain the appropriate modiﬁcation to the constitutive equations. Two of these algorithms are brieﬂy revisited in the
following.
In the local iteration method developed by Klinkel and Govindjee (2002) the stress constraint is enforced via Lagrange
multipliers; in particular, use is made of the linearization of (D.1) in the form:Pcr
ðkþ1Þ ¼ PcrðkÞ þ PcderðkÞPTdeðkþ1ÞðkÞ þ PcderðkÞPTc deðkþ1ÞðkÞ ¼ 0 ðD:2Þthe superscript (k) being a local iteration counter.
Since the local return mapping takes place for given in-plane total strain P e (i.e., PTdeðkþ1ÞðkÞ ¼ 0) and the constraint equa-
tion (D.1) has to hold at solution, one infers from the previous relationship:Pcr
ðkÞ þ PcderðkÞPTc deðkþ1ÞðkÞ ¼ 0 ðD:3Þwhose mapping to the 2D subspace complementary of the plane stress subspace gives:rðkÞ þ EðkÞtandeðkþ1ÞðkÞ ¼ 0 ðD:4Þ
whereby one obtains the updated out-of-plane total strain:eðkþ1Þ ¼ eðkÞ  ðEðkÞtanÞ1 rðkÞ ðD:5Þ
to be used for computing the solution at next iteration of the plane constitutive problem via the 3D algorithm.
Iterations on (D.4) are performed until a suitable norm of the out-of-plane stress is zero up to the desired tolerance; at
this stage (D.1) is fulﬁlled and the material tangent of the zero-stress model needed for the global Newton iteration has to be
computed.
To this end consider the partitioned form of the the tangent relationship (23):Pdr ¼ PderPTdeþ PderPTcde
Pcdr ¼ PcderPTdeþ PcderPTcde
ðD:6ÞOwing to the zero-stress condition, it turns out to be:Pcdr ¼ 0 ðD:7Þ
however, since the out-of-plane strain increment is in general non-zero, i.e.PTcde–0 ðD:8Þ
the in-plane material tangent moduli depend upon the variation of the full strain state. Accordingly, in order to obtain the
reduced tangent matrix one has to use ﬁrst the static condensation of the 3D tangent and then map the result onto the plane
stress subspace to get the plane stress tangent matrix:½bEtan ¼ ½Etan;pp  ½Etan;pc ½Etan;cc1 ½Etan;cp ðD:9Þ
see also Appendix B.
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Lagrange multipliers (out-of-plane strains) as additional internal variables that, as such, are updated in the same way as
the plastic variables, i.e at the end of each converged equilibrium step.
This is in contrast with the global iteration algorithm based on the procedure proposed by deBorst (1991), where the out-
of-plane strains are updated iteratively during global equilibrium iterations and can no longer be interpreted as Lagrange
multipliers.
The starting point for the development of the global iteration algorithm is the linear expansion of the actual stress tensor
in the form:rðjþ1Þ ¼ rðjÞ þ EðjÞtan deðjþ1ÞðjÞ ðD:10Þ
where the superscript (j) denotes the global equilibrium iteration counter.
Using the partitioned form (D.6) for Eq. (D.10) and enforcing the zero-stress condition (D.1) at iteration jþ 1 one arrives
at:½eðjþ1Þ ¼ ½eðjÞ  ½EðjÞtan;cc1 ð½EðjÞtan;cp ½de^ðjþ1ÞðjÞ  þ ½rðjÞÞ ðD:11Þ
and½r^ðjþ1Þ ¼ ½bEðjÞtan ½de^ðjþ1ÞðjÞ  þ ½r^ðjÞ  ½EðjÞtan;pc ½EðjÞtan;cc1 ½rðjÞ ðD:12Þ
where ½bEðjÞtan is the condensed tangent given by (D.9). The above equations provide in turn the updating formula for the out-
of-plane strain, that has to be computed before entering the 3D return mapping algorithm, and the stress terms relevant to
the consistent elastoplastic moduli matrix and to the stress divergence vector.
It is worth noting that, though very different from a conceptual standpoint, the local teration algorithm and the global
iteration method look very similar and can be both implemented at the Gauss point level. In our experience no difference
has been found in terms of computational efﬁciency between the two methods; the only practical differences lie in the dif-
ferent storage requirements and updating procedures for the auxiliary variables that are needed to compute the solution in
the two cases.
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