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Several authors stress the importance of data’s crucial foundation for operational, tactical and 
strategic decisions (e.g., Redman 1998, Tee et al. 2007). Data provides the basis for decision making 
as data collection and processing is typically associated with reducing uncertainty in order to make 
more effective decisions (Daft and Lengel 1986). While the first series of investments of Information 
Systems/Information Technology (IS/IT) into organizations improved data collection, restricted 
computational capacity and limited processing power created challenges (Simon 1960).  Fifty years 
on, capacity and processing problems are increasingly less relevant; in fact, the opposite exists.  
Determining data relevance and usefulness is complicated by increased data capture and storage 
capacity, as well as continual improvements in information processing capability.  As the IT 
landscape changes, businesses are inundated with ever-increasing volumes of data from both internal 
and external sources available on both an ad-hoc and real-time basis. More data, however, does not 
necessarily translate into more effective and efficient organizations, nor does it increase the likelihood 
of better or timelier decisions. This raises questions about what data managers require to assist their 
decision making processes. 
 IT and management information systems (MIS) have significantly impacted the volume of 
data that managers have available to extract for decision making purposes. Despite the increasing 
amounts of available data, data continues to be poorly utilized within organizations with estimates 
indicating that over 70% of data produced is never actually utilized (Lin et al. 2006). Rarely using 
collected data creates enormous costs to an organization, and contributes to inefficient uses of 
technological and human resources.  Although many factors contribute to the under-utilization of 
collected data, one distinct aspect of the problem stems from perceptions of poor data quality (DQ).  
Data considered to be of poor quality will either not be used or its use will result in negative 
outcomes. Redman (1998) documents the negative outcomes associated with poor DQ, noting that 
DQ can have a considerable impact on the execution of strategy, as modifications of strategy due to 
missing, inaccurate or untimely data can be costly and negatively impact on the overall health of an 
organization.  
 Any data utilization discussion requires an understanding that individuals in any organization 
may work with data derived from multiple sources and structures on a day–to-day basis. Batini et al. 
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(2009) identified three types of data—structured data, unstructured data and semi-structured data—
and explain that as data loses structure, complexity increases.  The different sources and structures of 
data are increasingly significant as information systems continue to be introduced that not only allow 
for the entry of structured data (i.e., web forms) but also provide the opportunity to enter unstructured 
data such as text documents (i.e., pdf files and free text), multi-media (i.e., pictures) and streaming 
data (i.e., video) (Gertz et al. 2004). The introduction of unstructured data into information systems 
impacts how data is processed, accessed and utilized particularly given the growing number of users 
who expect data to be available in multiple formats. 
Data Quality Dimensions and Attributes 
Over the years a substantial attempt within the literature has emerged focusing on identifying the 
relevant dimensions comprising DQ.  Grounded in the idea of “fitness for use”, DQ dimensions are 
typically derived by looking at attributes data consumers perceive as most important.  Some of the 
most commonly referred to DQ dimensions are accuracy, completeness, consistency and timeliness 
(Batini et al. 2009, Lee et al. 2002, Wand and Wang 1996). Though absolute agreement on DQ 
dimensions does not exist (Batini et al. 2009), among the frameworks of DQ dimensions put forth, 
researchers generally regard the DQ framework developed  by Wang and Strong (1996) as the 
definitive starting point (e.g., Bovee et al. 2009).  
Wang and Strong (1996) studied DQ attributes considered important to managers by assessing 
two subject pools: individuals working in industry and MBA students. Initial results demonstrated the 
complexity of defining appropriate dimensions for DQ capturing 179 attributes that managers, those 
who use the data to make decisions, identified as important. The number of attributes was reduced to 
15 dimensions, and a conceptual framework of DQ was developed linking the dimensions to four 
overarching categories: intrinsic DQ, contextual DQ, representational DQ and accessible DQ.   
-------------------------------------------- 
INSERT FIGURE 1 ABOUT HERE 
-------------------------------------------- 
Intrinsic DQ contains accuracy and objectivity as important attributes and emphasizes the 
importance of believability and reputation as DQ attributes.  Contextual DQ considers the task that 
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data is being used for and is a classification not explicitly mentioned in the literature prior to Wang 
and Strong’s (1996) study. Contextual DQ incorporates attributes that impact on an individual’s task 
at hand and includes attributes such as timeliness and completeness, along with whether the data is 
relevant and adds value to a particular task or situation. Representational DQ is related to both the 
format and the meaning of the data, suggesting that data consumers take into account whether the data 
is interpretable and easy to understand. Finally, accessible DQ may be considered a category of 
overall DQ or a category unto itself, and is especially important as the move to more online data 
products increases, because it consists of a security dimension. Wang and Strong (1996) assert their 
framework provides a basis for looking at DQ in any research study.  
Since the introduction of the hierarchical framework of DQ attributes by Wang and Strong 
(1996), several authors have examined individual DQ attributes to better understand, and ultimately 
improve, DQ in an organization. However, few studies have considered the hierarchical framework 
established by Wang and Strong (1996) in its entirety or conducted further empirical validation in the 
model.  A comprehensive review identified a preoccupation with defining DQ largely on objective 
attributes (e.g., accuracy, completeness) and has tended to ignore the organizational and contextual 
issues at the root of DQ issues in an organization (Neely and Cook 2008).  This research seeks to 
address the lack of empirical support and test users’ perceptions of DQ by surveying a broad range of 
individuals with differing data needs. 
Although individual attributes and dimensions of the framework have been well accepted and 
utilized in the literature, relatively few examples of empirical research into the four broad DQ 
categories and underlying indicators proposed by Wang and Strong (1996) exist. Generally, empirical 
investigations examine DQ from only an intrinsic view (Neely and Cook 2008) which is based on an 
objective perspective that considers the accuracy, believability, objectivity and reputational aspects of 
the data.  One disadvantage of defining DQ from an objective perspective is the failure to account for 
organizational and contextual issues that may lie at the root of DQ problems (Neely and Cook 2008) 
and ignores many of the dimensions put forward in Wang and Strong’s (1996) conceptual framework 
for DQ.  For example, the IT and computer science literature has a broad range of studies which aim 
to improve DQ based on the objective dimensions of accuracy, completeness, consistency and 
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timeliness through the use of complex and sophisticated programming and algorithms (Ballou et al. 
2006, Ballou and Pazer 1995, Buneman et al. 2006, Dalvi and Suciu 2007).  
Other DQ researchers and practitioners have modified the alignment of attributes with 
dimensions, yet provide little empirical evidence substantiating the adjustments (e.g., Delone and 
McClean 1992, Goodhue 1995, Jarke and Vassiliou 1997). Ballou and Pazer (1995) and Jarke and 
Vassiliou (1997), for instance, classify the dimension of completeness as intrinsic; whereas Wang and 
Strong (1996) classify this dimension as contextual. Further, definitions of data attributes can vary as 
a function of the dimension under which they fall (Lee et al. 2002). These categorical schemes of data 
attributes and dimensions provide a useful starting point for establishing an integrative framework of 
DQ. However, these typologies also raise several questions. First, how are the different attribute 
dimensions, or the factors themselves, related to one another? Second, is the typology valid? 
Although Wang and Strong (1996) inductively and empirically derived their typology and framework, 
the structure has not yet been empirically tested since the framework’s introduction.  As has been 
previously discussed, the evolving nature of IT, including the advent of cloud computing and the 
increase in data management outsourcing, may have significantly altered the role of users and the 
importance of DQ. Therefore given this ongoing evolution, it is timely to review the relevance of DQ 
attributes in this new context.  
One study, however, examined the validity of a measurement for the 15 data attribute indicators 
of DQ (Lee et al. 2002).  Building specifically on Wang and Strong’s (1996) typology and data 
attributes, Lee et al. (2002) developed a comprehensive scale to measure the 15 data attributes 
identified by Wang and Strong (1996). Though Lee et al.’s (2002) scale, the AIM Questionnaire 
(AIMQ), achieved sound psychometric properties, the researchers stopped short of linking the 
measurement model to the overall structural model of the four-factor framework. The present research 
extends the work of Lee et al. (2002) and Wang and Strong (1996) by applying the measurement of 
data attribute dimensions to the four factor typology as a means of empirically validating Wang and 
Stong’s (1996) hierarchical framework of DQ and empirically establishing the multi-dimensionality 
of the DQ construct.   
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Data Roles 
As data moves freely through the data production process it meets with “diverse observers who 
develop their own interpretations to the data” (Riccardi 2009, p. 58). Further, because data does not 
become extinct once consumed, it has the potential of being reused by multiple users over an 
indefinite time period (Ballou et al. 1998). This supposition is supported by Neely and Cook (2008) 
who note that data can be, “exploited simultaneously by multiple users and still be available for 
employment within different contexts by subsequent users” .  Therefore, at any stage during the data 
production process, a user may have a different perception of DQ based on their particular purpose 
and therefore a different perception of the corresponding quality level depending on what they are 
trying to achieve (Batini et al. 2009, Neely and Cook 2008). This emphasizes the impact contextual 
factors may have on DQ and supports Karr et al.’s (2006) assertion that human factors are an 
important aspect in determining DQ because people are the key in each stage of the data generation 
process, and ultimately their actions and biases at each stage of the process will impact on the quality 
of the data that is generated. It is important to consider that the boundaries surrounding data roles may 
be unclear as at any time during the process an individual may operate in any of the data roles defined 
and that although an individual may have a stronger association with one type of role, data roles may 
not be as static as they have been conceptualized in the literature.   
The notion of data roles, or data stakeholders, has become an increasingly visible construct in 
the DQ literature over the past 15 years. Initially, researchers focused on data consumers (Wang and 
Strong 1996): individuals in the DQ production process who use information to make decisions. 
Consequently, a considerable proportion of early DQ literature adopted the data consumer 
perspective. Individuals in organizations, however, interact with data in multiple ways and are not 
limited to a strictly consumer role. As such, data role theory quickly expanded to include individuals 
who generate and oversee data collection, termed data collectors, and individuals responsible for 
managing resources for data storage, processing and maintenance, termed data custodians 
(Giannoccaro et al. 1999, Lee and Strong 2003). Wang (1998) introduced a new perspective to data 
role theory by introducing those who manage the entire data process, termed data managers, further 
extending the theoretical framework. Interestingly, in the late 1990’s researchers were investigating 
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four data roles in the organization in respect to DQ: consumers, collectors, custodians and managers 
(Giannoccaro et al. 1999, Wang 1998). More recently, however, the focus has been on only three data 
roles: consumers, collectors and custodians; for reasons unclear at this point however, data managers 
have received less empirical and theoretical attention.  
Though a typology of employee data roles is a useful starting point for developing a systematic, 
theory-based study, researchers to date have neither examined the appropriateness of a three versus 
four data role typology, nor empirically assessed data role classification for typology validation. 
Further complicating existing theoretical frameworks of data roles is inconsistent and poor 
measurement. For example, despite acknowledging only the three data roles of producers, custodians 
and consumers in their theoretical rationale, Strong et al. (1997) interviewed individuals labeled as 
data producers, custodians, consumers and managers. In addition, researchers frequently use one-item 
measures asking individuals what they classify as their data role or, as a function of job classification, 
arbitrarily assign individuals a role based on assumptions with no empirical evidence (Giannoccaro et 
al. 1999).  
Interestingly, few researchers have attempted to develop a measure assessing data roles, a 
critical component for validating the theoretical data roles proposed to date.  The ability to measure 
and study a concept can be impeded by both imprecise and inconsistent definitions.  Therefore, for 
this study, the definitions and categories of data roles proposed by Lee and Strong (2003) are adopted 
for empirical evaluation. It is proposed that identifying a common set of measurement variables will 
assist in the understanding of data roles while enhancing knowledge of characteristics associated with 
each data role.  As such, the second purpose of this study is to investigate the theoretical 
dimensionality of data roles and to test the construct validity of a new data roles measure.    
Research Question: In the contemporary IT landscape is there ongoing empirical support for 
Wang and Strong’s (1996) hierarchical framework of data quality attributes, and Lee and 
Strong’s (2003) data role classification framework? 
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METHODS 
To test the model in Figure 1, a cross-sectional survey was conducted in the context of managerial 
perspectives on DQ roles, attributes and decision making. Specifically, participants were asked to 
report on their experiences with DQ roles and attributes.  The measures associated with each of these 
constructs are described below. 
Instrument Development 
 To measure DQ attributes and dimensions, a modified version of Lee et al.’s (2003) AIMQ was 
created. The scale was adapted for parsimony, minimization of survey fatigue and elimination of 
redundant and double-barreled questions. The result was a decrease in survey length from 65 to 44 
items, addressing the 15 DQ attributes and four DQ factors.   Additionally, a set of scales was 
developed based on the work of Lee and Strong (2003) to measure the theorized three data roles. 
Based on the aforementioned literature review, groups of questions were created to represent each of 
the three theorized data role dimensions. Items were reviewed by academics and graduate students to 
identify ambiguous or poorly worded items, and items were sorted into separate categories 
representing each of the three data role constructs. Items assessing each data role were included in the 
survey in random order.  The questionnaire was pilot tested to confirm reliability, format, wording 
and face validity of developed items. Each question was measured on a seven-point Likert-type scale, 
ranging from (1) always to (7) rarely for data role items and (1) unimportant to (7) important for DQ 
attribute items. Forty-seven participants completed the instrument and data were analyzed for internal 
consistency using Cronbach’s (1951) alpha, with all constructs exceeding the accepted level of .60 for 
reliability (Nunally and Bernstein 1994).   Based on the results and feedback of the pilot study, some 
minor modifications were made for word clarity and overall presentation of the survey. The final 
survey included the 16 data role questions, 44 DQ attribute questions and a series of questions 
regarding participant managerial level, years of experience and sub-cultural affiliation. As in the pilot 
study, DQ items were measured on a seven-point Likert-type scale, ranging from (1) unimportant to 
(7) important rarely for DQ attribute items and (1) always to (7) for data role items. Two proxy 
questions were used to assess sub-cultural affiliation: undergraduate degree and current industry. 
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Procedure  and Sample 
 Study participants were solicited via a mixed approach of face-to-face and online recruitment in 
mid-2009. Members of the target population who were accessible in person were asked to complete a 
paper-based survey. Due to the geographical dispersion of a portion of the sample, an online version 
of the questionnaire was used as an alternate method. To elicit responses from the dispersed 
population, an e-mail announcement containing the link to the online questionnaire was sent to 
approximately 200 executive MBA students and MBA alumni from the research institution. All 
surveys were confidential with no identifying personal information collected. The online approach 
yielded 34 responses, a response rate of approximately 17%. The remaining 81 responses came from 
current MBA students, for a total sample of 115 Australian working adults from various industries.  
The majority of respondents (39%) had 10 to 20 years of experience in their respective field. 
Respondent organizational positions varied from administrator to executive director, with 37% being 
in middle management, representing various industries. In terms of self-reported data roles, 57% of 
respondents characterized themselves as data consumers: individuals who use reports/data generated 
by others to make decisions. Full breakouts of participants by industry and data role are provided in 
Tables 1 and 2. 
------------ 
Insert Tables 1 and 2 About Here 
---------------- 
RESULTS 
 The central interests of this study are: (1) confirming empirical support for Wang and Strong’s 
(1996) hierarchical framework of DQ attributes, and (2) establishing empirical support for Lee and 
Strong’s (2003) data role classification framework. The findings of these two research questions are 
discussed below. 
Confirming Data Quality Attributes 
 Research question 1 assesses evidentiary support for the hierarchical framework of DQ 
attributes introduced by Wang and Strong (1996): intrinsic DQ, conceptual DQ, reputational DQ and 
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accessible DQ.  The means, standard deviations, intercorrelations and reliabilities of the variables of 
interest are presented in Table 3. Cronbach’s alpha measures of internal consistency, with values 
ranging from .44 to .86, indicate acceptable reliability for most constructs. Three theoretical attribute 
constructs fell below the widely adhered to acceptability value of .60: Believability (.48), Appropriate 
Amount (.44), and Representational Consistency (.49). However, given these constructs achieved 
higher levels of reliability in both the pilot study (.89, .76, and .83 respectively) and previous research 
by Lee et al. (2002) (.91, .76, and .84 respectively) , and are grounded in early theoretical papers, we 
opted to maintain inclusion of these attributes in the overall model.  
-------------------------------------------- 
INSERT TABLE 3 ABOUT HERE 
-------------------------------------------- 
 CFA was performed to ensure that the DQ items used in the study are valid measurements 
representing the latent constructs, therefore conforming to the categorizations in the literature 
introduced by Wang and Strong (1996). Overall fit of the DQ attribute variables was assessed using 
multiple fit indices, namely: (1) comparative fit indices (CFI) and root mean squared error of 
approximation (RMSEA). Values of greater than or equal to .90 for the CFI and .08 and below for 
RMSEA suggest acceptable fit of the data to the theoretical model.  
 Data were analyzed based on the total sample (N = 115). Results indicate the theoretical second 
order factor model with values approaching adequate fit for the data, χ2 (86) = 205.35, p < .001, CFI  
= .87, RMSEA = .12, CI  [0.10 – 0.14]. Though not great fit by index measure values, we believe this 
is because of  the small sample size and factor loading constraints as a function of low reliability for 
three subscales. Standardized loading estimates are shown in Table 4 
-------------------------------------------- 
INSERT TABLE 4 ABOUT HERE 
-------------------------------------------- 
Data Roles Exploratory Factor Analysis 
The second intent of this investigation was further defining the three data roles frequently 
found in the literature: collector, producer and consumer. EFA was conducted to investigate the 
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underlying factor structure for the 16 data role items.  Because the measure was newly developed and 
scale purification likely, a principle components analysis with oblimin rotation was used.  
Although adequate inter-correlation existed within the 16 variables (see Table 5), assessment of 
Eigenvalues indicated five potential latent factors. Eigenvalues identify where unique factors account 
for variance of at least a single variable using a cut-off of 1 (Kim and Mueller 1978). As a rule of 
thumb, when assessing the Eigenvalues a cumulative variance explained of greater than 60% is 
desired (Hair et al. 2006). The cumulative variance explained was 66.22% after five factors, with the 
first variable accounting for 28.16% of the total variance explained.   According to Ford et al. (1986), 
only variables that distinctly load onto one latent factor with a value greater than .40 should be 
included in a measurement scale. After pattern matrix assessment, two variables failed to load on any 
of the five emergent factors: DataRole7, “I perform modeling simulation or analysis on data that been 
input into systems by others” and DataRole13, “I regularly supply information to others” (see Table 
6. As such, these two items were removed from the model and a second EFA was conducted to 
determine the impact of removal on the factor structure.  
-------------------------------------------- 
 INSERT TABLE 5 AND  6 ABOUT HERE 
-------------------------------------------- 
To identify the number of factors selected, Eigenvalues were again considered. Removing the 
two variables yielded a four-factor model explaining 63% of the cumulative variance. Again the first 
factor accounted for the majority of the variance explained at 28%. The elimination of two of the 
variables resulted in a pattern matrix where of the variables of interest load distinctly on one latent 
factor with no cross loadings and no variables loading with a value less than .40 (see Table 7).  
Cronbach’s alpha coefficients were calculated for items representing each of the four data roles, with 
all values greater than .60, a coefficient sufficient in exploratory analysis (see Table 8) (Hair et al. 
2006).  
-------------------------------------------- 
INSERT TABLE 7 AND 8 ABOUT HERE 
-------------------------------------------- 
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DISCUSSION 
 DQ is a complex and multidimensional concept (Lee et al. 2002, Nelson et al. 2005, Pipino et 
al. 2002, Wand and Wang 1996), and to date the study of DQ attributes has been based on the 
definition that DQ is data that is fit for use (Wang and Strong 1996, Neely and Cook 2008). Further, 
there is little agreement on DQ dimensions, with researchers generally focusing on the dimensions 
introduced by Wang and Strong (1996). Though several studies have tested specific DQ attributes, 
there has been minimal research examining the four factor structure introduced by Wang and Strong 
(1996), resulting in some speculation regarding the empirical validity of the framework. 
Results provided preliminary evidentiary support for the 12 of the15 DQ attributes put 
forward by Wang and Strong (1996,) creating a second order hierarchical framework with four 
distinct DQ categories labeled as intrinsic DQ, contextual DQ, representational DQ, and accessible 
DQ. Additional research with a larger sample is strongly recommended for cross-validation of the 
present findings.  Organizational data is not something that should be collected and forgotten about; 
the attributes used to measure DQ should be continually examined to validate their continued 
relevance. Therefore, this study advances the work in the DQ literature by providing support for the 
continued relevance of Wang and Strong’s (1996) hierarchical framework, 15 years after its 
introduction. 
The concept of data roles was formed from the notion of DQ as a production process. The 
production view of DQ suggests that DQ is similar to a product manufacturing process with various 
inputs, outputs and processes that ultimately affect the end product (Ballou et al. 1998, Wang 1998). 
Therefore, a second underlying objective of this research was to further examine the characteristics 
associated with each role and explore the definition of data roles identified in the literature to gain an 
understanding of the various data roles assumed within organizations. 
A major contribution to the DQ literature from this study is the support for four, not three, 
distinct data roles.  While this result confirms the existence of data gatherers, data producers and data 
consumers, the fourth role—identified as a data manager—has been empirically supported. 
Interestingly, prior to Lee and Strong’s (2003) work analyzing whether different knowledge modes 
held by different data roles impacts DQ, several authors (Orr 1998, Giannoccaro et al. 1999) noted the 
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existence of a fourth data role. The research citing four data roles typically include “data managers” 
as an explicit role in the DQ production process. 
The results of this study, indicating the presence of four data roles, gives rise to a closer 
examination of the idea of DQ as a production process.  Ballou et al. (1998) identify the components 
of the data manufacturing system with the purpose of evaluating various system configurations.  
Interestingly, although Ballou et al. (1998) do not explicitly refer to their components as “roles” in 
DQ production there are strong parallels. The components that Ballou et al. (1998) identify are 
described as blocks that form as a system. The five blocks identified are: data vendor block, 
processing block, data storage block, quality block and customer block.  Considering their model as a 
production system (as opposed to the more simplistically labeled “input, process, output”) it is 
apparent that there are four major components in producing quality DQ, and the concepts of data 
vendor, processing, data storage and customer  may parallel the idea of data gatherer, data producer, 
data manager and data consumer.   
This idea is further supported through Orr’s (1998) work, where Orr suggests that the input, 
process and output method typically put forward by IS developers is too simplistic. Orr (1998) attests 
that a fourth factor must be included in the process which, similar to Ballou et al., includes a storage 
component which Orr (1998) labels as the database. He suggests that the database mediates the 
process between data input and data output.  This provides support for the findings in this study which 
suggest that the data production process should be looked at from the perspective of four data roles 
and not just the three roles that have been used more frequently in the literature, indicating a more 
complex data production process.  
CONCLUSION 
 Trends in technology point to increasing data collection, exchange and collaboration which 
will continue to add complexity to the concept of DQ as more users access and share data from 
distributed sources. The complexity increases as organizations endeavor to use data that has been 
collected for a variety of purposes and as a result, may not be as attuned to DQ related nuances 
impacting on organizational decision making. Building on the literature from both the DQ and data 
role fields, this research has made several contributions to both theory and practice. First, this study 
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has noted that DQ is an explicit factor in the contextual decision making process. Second, this 
research has confirmed the hierarchical DQ framework of Wang and Strong (1996), indicating that 
the use of the DQ attributes included in their study are still relevant today. Third, this research has 
begun to provide support for specific contextual factors that impact on the perceived importance of 
DQ attributes. While providing a significant contribution to theory, further investigation into 
stakeholder perceptions of DQ is required in order to continually improve techniques and systems 
implemented in organizations. Finally, this research has provided empirical evidence for the 
identification of four data roles. This is a significant finding and provides a basis for future 
researchers to further examine and define the characteristics associated with each role.
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Table 1: Participant Demographics 
Contextual Factor Variable Percentage 
Industry Engineering/Manufacturing 25 
 Information Technology 19 
 Health Care 13 
 Other 14 
 Finance/Banking 10 
 Education 8 
 Government/Public Service 6 
 Military 4 
Years Experience At least 10, less than 20 39 
 At least 5, less than 10 28 
 At least 1, less than 5 17 
 20 years or more 9 
 Less than 1 year 5 
Managerial Level Executive/Director 15 
 Middle Manager 37 
 Consultant 17 
 Other 5 
 Team Leader 4 
 Researcher 4 
 IT Professional 4 
 Administrator 4 
 Supervisor 3 
 
Undergraduate Degree 
Engineering/Science 34 
 Business/Commerce 33 
 Information Technology/Computer Science 8 
 Health/Medical 9 
 Other 7 
 Accounting/Finance 5 
 Teaching/Arts 4 
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Table 2:  Data Role as a Function of Managerial Level 
Managerial Level Data Role 
  
 
Data Consumer Data Gatherer Data Producer 
Executive/Director 14 0 3 
Middle Manager 26 5 10 
Supervisor 2 0 1 
Team Leader 2 2 1 
Consultant 6 3 11 
Engineer 3 2 3 
Researcher 2 1 1 
IT Professional 0 0 4 
Administrator 1 3 1 
Other 4 1 1 
Total 60 17 35 
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Table 3:  Correlation Matrix of Data Quality Attributes 
 
Data Quality Attributes Mean(SD) 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
Accuracy 6.22 (.91) (.78)               
Believability 5.62 (1.03) .64** (.48)              
Objectivity 5.73 (1.07) .68** .59** (.71)             
Reputation 6.06 (1.02) .76** .67** .58** (.77)            
Completeness 5.87 (1.02) .72** .58** .60** .66** (.76)           
Timeliness 5.95 (1.00) .74** .55** .59** .62** .59** (.86)          
Relevancy 5.94 (.98) .73** .61** .68** .61** .70** .73** (.86)         
Appropriate Amount 5.42 (1.04) .54** .50** .50** .59** .58** .60** .57** (.44)        
Value Added 5.83 (.98) .58** .52** .56** .39** .44** .64** .70** .47** (.76)       
Interpretability 5.62 (1.02) .57** .42** .71** .56** .69** .48** .52** .57** .53** (.61)      
Ease of Understanding 5.53 (1.11) .55** .47** .52** .43** .50** .55** .57** .49** .56** .60** (.80)     
Concise Representation 5.05 (1.44) .35** .44** .57** .39** .44** .46** .51** .53** .46** .50** .63** (.71)    
Representational Consistency 5.07 (1.33) .45** .56** .44** .49** .60** .36** .50** .33** .41** .35** .40** .43** (.49)   
Accessibility 5.75 (1.00) .55** .36** .43** .51** .47** .57** .54** .50** .43** .66** .57** .51** .33** (.81)  
Access Security 5.31 (1.36) .35** .22* .24** .34** .31** .37** .36** .19* .33** .23* .32** .22* .25** .34** (.81) 
Note: Cronbach’s  alpha coefficients for each of the variables are along the main diagonal. 
*p < 0.05; **p < 0.01. 
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Table 4:  Standardized Loading Estimates of Data Quality Attributes 
 
Factor Variable Factor Loading R
2 
Contextual Data Quality (α = .88) Completeness .78 .61 
 Timeliness .82 .68 
 Relevancy .87 .75 
 Appropriate Amount .69 .48 
 Value Added .70 .49 
Intrinsic Data Quality (α = .88) Accuracy .89 .80 
 Objectivity .77 .59 
 Reputation  .82 .67 
 Believability .74 .54 
Representational Data Quality (α = .81) Ease of Understanding .90 .81 
 Concise Representation .69 .48 
 Representational Consistency .50 .25 
 Interpretability .89 .79 
Accessible Data Quality (α =.50) Accessibility  .73 .83 
 Access Security  .44 .19 
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Table 5:  Correlation Matrix for Descriptive Data Role Variables 
Variable Mean (SD) 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
DataRole1 4.11 (2.01)                
DataRole2 4.33 (1.90) .49**               
DataRole3 5.25 (2.17) .20* .21*              
DataRole4 5.21 (2.03) .16 .22* .66**             
DataRole5 2.63 (1.59) -.03 .14 -.01 -.03            
DataRole6 4.63 (2.15) .38** .48** .34** .40** .29**           
DataRole7 4.31 (2.13) .10 .25** .21* .16 .25** .25**          
DataRole8 4.93 (1.86) .07 .16 .15 .21* .30** .30** .36**         
DataRole9 3.63 (1.77) .19* .35** .09 .13 .16 .37** .30** .45**        
DataRole10 4.40 (2.03) .46** .36** .18* .20* .07 .29** .31** .23* .42**       
DataRole11 3.32 (1.76) -.02 .24* -.07 .02 .31** .07 .40** .13 .15 .18*      
DataRole12 2.97 (1.66) -.08 .15 -.04 -.06 .34** .20* .21* .02 .26** .12 .42**     
DataRole13 2.50 (1.27) .22* .42** .24** .20* .29** .34** .31** .27** .44** .32** .23* .22*    
DataRole14 2.81 (1.12) -.05 .01 -.24* -.32** .31** -.10 .11 .08 .10 .14 .36** .43** .10   
DataRole15 4.11 (1.88) -.14 .05 -.04 -.04 .33** -.04 .32** .26** .16 .20* .35** .33** .05 .40**  
DataRole16 4.32 (1.80) .33** .51** .11 .15 .21* .43** .38** .28** .48** .47** .47** .26** .38** .24* .21* 
Note: * p<.05, ** p<.01   
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Table 6:  Pattern Matrix—Original 16-item Scale 
 Factor 
Scale Item 1 2 3 4 5 
I am largely responsible for inputting data into 
an information system (DR1). 
.75*     
I am required to cleanse or modify data to 
improve its quality for others’ use (DR2). 
.59*     
I regularly deal with raw data before it is 
keyed into an information system (DR10).  
.56*     
I update or modify data that is inputted into an 
information system (DR16). 
.55*     
I regularly supply information to others 
(DR13a) 
.29     
I regularly receive aggregated information 
from others (DR11). 
 .69*    
I regularly use longitudinal/trending data for 
decision making (DR15). 
 .60*    
I regularly receive reports created by 
information systems (DR12).  
 .57*    
I regularly use data collected by others to 
make decisions (DR14).  
 .56*    
I perform modeling simulation or analysis on 
data that has been input into systems by others 
(DR7a)  
 .38    
I design or deploy information systems (DR4).   .84*   
I conduct computer based design or 
engineering activities (DR3).  
  .81*   
I regularly collect data that is not directly 
related to my day-to-day operations (DR8).  
   -.89*  
I regularly collect information that is used by 
others (DR9). 
   -.43*  
I manage, operate, or administer information 
systems (DR6).  
    -.57* 
I frequently request information from others 
(DR5).  
    -.45* 
Note. *Indicates item corresponds to associated factor. a Indicates item does not load on any latent 
factor 
 
 
 
Table 7:  Pattern Matrix—Revised 14-item Scale 
 Factor 
Scale Item 1 2 3 4 
Data Manager (α = .76)     
I am largely responsible for inputting data into an 
information system (DR1). 
.84*    
I am required to cleanse or modify data to improve 
its quality for others use (DR2). 
.69*    
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I update or modify data that is inputted into an 
information system (DR16). 
.62*    
I regularly deal with raw data before it is keyed into 
an information system (DR10).  
.61*    
Data Consumer (α = .74)     
I regularly receive reports created by information 
systems (DR12).  
 .82*   
I regularly receive aggregated information from 
others (DR11). 
 .76*   
I regularly use data collected by others to make 
decisions (DR14).  
 .61*   
I frequently request information from others (DR5).   .57*   
I regularly use longitudinal/trending data for 
decision making (DR15). 
 .56*   
Data Producer (α = .72)     
I design or deploy information systems (DR4).    .88*  
I conduct computer based design or engineering 
activities (DR3).  
  .85*  
I manage, operate, or administer information 
systems (DR6).  
  .52*  
Data Gatherer (α = .62)     
I regularly collect data that is not directly related to 
my day-to-day operations (DR8).  
   -.89* 
I regularly collect information that is used by others 
(DR9). 
   -.65* 
Note. *Indicates item corresponds to associated factor     
 
 
Table 8:  Factor Inter-relation Matrix 
Factor Mean (SD) 1 2 3 4 
Data Manager 4.29 (1.47) (.76)    
Data Consumer 3.17(1.16) .22* (.74)   
Data Producer 5.02 (1.69) .42** -.04 (.72)  
Data Gatherer 4.28(1.54) .41** .27** .31** (.62) 
Note: Cronbach’s alpha reliability coefficient appears in the diagonals 
* p<.05, ** p<.01 
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