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Multiscale physics is the interaction of diﬀerent physical processes occurring at largely separated scales.
In combustion, many elementary reactions combine to only a few, but still have separated time scales. In
ﬂames, owing to the presence of diﬀusion, time scales manifest themselves as length scales, i.e. thicknesses
of reaction layers embedded within each other. For premixed ﬂames there results a single velocity scale, the
laminar burning velocity, which in turn deﬁnes a ﬂame thickness and a ﬂame time as global length and time
scales, respectively. The laminar burning velocity represents the simplest microscale model to be used at a
premixed combustion interface.
While combustion is a multiscale process, this is not so evident for turbulence. Based on the pic-
ture of a cascade process traditional turbulent closure approximations treat turbulence as a single-
scale problem. Attempts to model turbulent combustion in the same way by using methods developed
for non-reacting turbulent ﬂows therefore must fail, because they ignore the multiscale nature of
combustion.
There is, however, a long tradition and much progress in multiscale modeling of combustion, both
on the macroscale as well as on the microscale level. Unfortunately much of that work is conceived
only in its particular context, not as part of a multiscale approach. For instance, papers in the TUR-
BULENT FLAMES Colloquium and the FIRE RESEARCH Colloquium at this and at previous
Combustion Symposia often take the viewpoint of macroscale modeling only, while REACTION
KINETICS and LAMINAR FLAMES concentrate on microscale aspects. What seems to be needed
is a more explicit reference to the needs of models developed in the other parts of the community. Fur-
thermore, research is needed to develop suitable deﬁnitions of the interface between macroscale and
microscale models.
 2009 The Combustion Institute. Published by Elsevier Inc.
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Open access under CC BY-NC-ND license. 1. Introduction
Unlike many large- and small-scale phenomena
in nature combustion occurs at human scales.The
dimension of a combustion chamber is typically1540-7489 2009 The Combustion Institute. Published by Els
doi:10.1016/j.proci.2008.07.044
E-mail address:N.Peters@ITV.RWTH-Aachen.de (N.
Peters).of the order of 1 mand the laminar burning velocity
of hydrocarbon ﬂames is of the order of 1 m/s, low
enough to blow out a candle. It may have been this
fortuitous coincidence in scales which has enabled
mankind to master combustion and to use it as its
ﬁrst technology (cf. Fig. 1).
As a result of many chemical reactions interact-
ing with diﬀusion and turbulent motion combus-
tion is a truly multiscale science. Multiple scales
combustion can be generated in two ways:evier Inc. Open access under CC BY-NC-ND license. 
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Fig. 1. While most natural phenomena aﬀecting human survival are either at large scales (ﬁrestorm, glacier movement)
or small scales (lightning, mites) occurring at large or small scale velocities, respectively, technical combustion devices
operate at the human scale of the order of 1 m and at velocities comparable to the laminar burning velocity which is of
the order of 1 m/s.
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such as chemical reaction rate and diﬀusion
coeﬃcients generate discrete length and
time scales.
(2) Fluid-dynamical instabilities may grow into
a continuous spectrum of scales in
turbulence.
These two mechanisms are fundamentally dif-
ferent: chemical reactions of higher hydrocarbons,
for instance, group themselves into reaction
chains, which eventually lead to a sequence of sep-
arated layers. Other physical properties, related to
radiation, buoyancy or surface tension, for
instance, also generate separated layers where
they are active, but this shall not explicitly be con-
sidered here. On the other hand, the speciﬁc non-
linearity of the Navier–Stokes equations, together
with a small but ﬁnite viscosity, being the only
physical property in that process, generates a con-
tinuous spectrum of scales. This spectrum is self-
similar and the only separation of scales is that
between the largest and the smallest scale. The dis-
parity between discrete scales of combustion and
continuous scales in turbulence has important
consequences for multiscale modeling of turbulent
combustion.
This paper is organized as follows: in Section 2
we will, as an example of combustion chemistry,
at ﬁrst consider multiple timescales due to multi-
ple kinetics in low-temperature ignition of n-hep-
tane [1]. Even though we will start from 56
elementary reactions, we will show that essentiallyonly seven elementary time scales contribute to
the ﬁrst- and second-stage ignition times in the
Negative Temperature Coeﬃcient (NTC) regime.
Next we will consider the asymptotic ﬁve-layer
structure of premixed n-heptane ﬂames which
results from the interaction of multiple chemical
time scales with molecular diﬀusion [2]. Another
multiscale problem treated by asymptotic analysis
will be the weakly nonlinear interaction of a
curved premixed ﬂame with acoustics [3]. Here
all the chemical layers have been combined into
a single reaction zone by the assumption of one-
step chemistry. Nevertheless, there remain four
diﬀerent layers in the problem: the reaction zone,
the preheat zone, a hydrodynamic zone and an
acoustic zone. The ﬂame position and the acoustic
pressure will be compared with experimental data
[4]. We will then move to an asymptotic analysis
describing the interaction of a premixed ﬂame
with a ﬂow ﬁeld which acts on two separate scales
[5]. This will also serve as an introduction to a
two-scale asymptotic expansion of premixed com-
bustion [6] which will be discussed next.
If there appears a small parameter in the govern-
ing equations of a problem, it is amenable to
asymptotic analysis. For multi-dimensional ﬂames
this indicates that the scales of the ﬂow are sepa-
rated from those of combustion, and a two-scale
asymptotic analysis will rigorously show how a
macroscale and microscale model should be
deﬁned. In the more general case where scale sepa-
ration appears physically evident but no small or
large parameters have been identiﬁed, one may
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Fig. 2. Two-stage auto-ignition of n-heptane C H in
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eling which will be presented in the following chap-
ter 3. Here a classiﬁcation of multiscale methods
will be attempted.Diﬀerent modeling approaches
in turbulent combustion will be analyzed in this
framework in Section 4. The interaction of the dis-
crete scales of combustion with the continuous
spectrum of scales in turbulence will be discussed
in Section 5. In the following Section 6 it will be
shown how multiscale ideas could ﬁt into and
enhance the already very promising computational
method of Large-Eddy Simulations (LES) in com-
bustion. Finally, in the last Section we will discuss
new results of ﬁne scale scalar mixing in the context
of the nonpremixed ﬂamelet model.7 16
the NTC regime. The ﬁrst-stage auto-ignition time is
governed by the chain branching reaction 15 which
consumes ketohydroperoxide (KET) and generates the
OH0 radical. The delay time to the second stage is
governed by the H2O2 dissociation reaction 30 which
slowly generates OH0 radicals. Their fast reaction with
the still abundant fuel maintains the OH0 concentration
at a very low level until the fuel is entirely consumed.
Only then rapid chain branching leading to second-stage
ignition can take place (Courtesy O. Ro¨hl).2. Asymptotic analyzes of multiple scales in ignition
and laminar premixed combustion
2.1. Two-stage ignition of n-heptane
We illustrate multiple time scales by analyzing
the homogeneous auto-ignition of n-heptane, for
which the elementary kinetics are well known rel-
atively.1 As an example we consider the two-stage
ignition of a stoichiometric mixture of n-heptane
and air at an initial temperature T 0 ¼ 833 K and
p ¼ 13:5 bar which falls into the Negative Tem-
perature Coeﬃcient (NTC) regime. Proﬁles of
temperature and selected mass fractions from a
numerical calculation are shown in Fig. 2.
To simplify the analysis we use the reduced
mechanism of 56 steps from [1] which describes
the kinetics up to second-stage ignition reasonably
well. After around 0.4 ms the fuel concentration
slowly decreases while the intermediate species
ketohydroperoxide (KET) starts to grow. This is
a slightly exothermic process leading to a small
temperature increase. When the temperature
crosses T ¼ 889 K the global reaction responsible
for the previous growth of KET switches the sign
of its stoichiometric coeﬃcient such that KET
now is consumed [1]. This is associated with a fur-
ther consumption of the fuel and a further
increase of the temperature to the value
T 1 ¼ 945 K at time t1 ¼ 0:75 ms, the time at the
end of ﬁrst-stage ignition. From there on fuel con-
sumption proceeds slowly with a slow tempera-
ture increase. During the ﬁrst-stage ignition a
non-negligible amount of H2O2 had been pro-
duced which slowly dissociates to OH0-radicals.
These react readily with the fuel until at
t2 ¼ 3:1 ms the second-stage ignition occurs. In
[1] also analytical solutions have been derived.
After introducing steady state and partial equilib-1 http://www-cmls.llnl.gov/?url=scienceandtechnolo-
gy-chemistry-combustion.rium approximations, there are seven rates
remaining which determine the ignition delay
times:
2 nC7H16þO2!R01þHO02
3 nC7H16þO2!R02þHO02
)
initiation
11 RO02!R0
0
O2H
0 isomerization
15 KET!P0þOH0 chain branching
17 R01!P1
18 R02!P2
)
transition to high-temperature kinetics
30 H2O2þðMÞ! 2OH0þðMÞ dissociation;
ð1Þ
where the numbering from [1] is used. The radicals
R01 and R
0
2 are two isomers of the n-heptyl radical
R0 ¼ C7H015 R0
0
stands for C7H14 and P1 and P2
stand for a sum of product species which do not
inﬂuence the kinetic rates considered here. The
time scales in milliseconds for the rates of these
reactions are for the bimolecular reactions 2, 3
and 30 deﬁned by
ti ¼ qY F;stxiW F ð2Þ
and for the monomolecular reactions 11, 15, 17
and 18,
ti ¼ w1i : ð3Þ
Here q is the density,Y F;st the stoichiometric mass
fraction of the fuel and W F its molecular weight.
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Fig. 3. The rates of the seven reactions which govern the
ﬁrst and second ignition delay times vary over several
orders of magnitude. Their reaction rates Ri have been
evaluated at the initial temperature T 0 and the temper-
ature T 1 after ﬁrst-stage ignition when these values are
needed. To leading order only reactions 15 and 30
determine the auto-ignition times while the other rates
appear in logarithmic correlation terms in the analytical
solutions describing this process (Courtesy O. Ro¨hl).
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Fig. 4. Several thin reaction zones embedded within
each other in the asymptotic structure of a premixed n-
heptane ﬂame. Time scales of the rate determining
reaction of the global steps translate into reaction layer
thicknesses by the action of diﬀusion (Courtesy K.
Seshadri).
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mic scale. They are based on the initial tempera-
ture T 0, and also on the temperature after ﬁrst-
stage ignition T 1, when this is needed. From these
time scales the ignition delay times t1 and t2 for
ﬁrst- and second-stage ignition, respectively, can
be calculated using analytical expressions given
in [1]. The obtained values t1 ¼ 0:94 ms and
t2 ¼ 2:95 ms are in reasonable agreement with
those of the numerical calculations in Fig. 2.
While the chemical time scales of the seven reac-
tion rates, which all contribute to the delay times,
vary over several orders of magnitude, the ignition
delay time t1 is essentially determined by the rate
of the chain branching reaction 15, multiplied by
a logarithmic correction term (cf. Eq. (100) in
[1]), whereas the delay from t1 to t2 is determined
by reaction 30. This can be shown by an expan-
sion of the logarithmic term in Eq. (109) in [1].
Reactions 11, 17 and 18 combine to a rate–ratio
parameter of order unity which determines the
cross-over temperature at ﬁrst-stage ignition.
The rates of the initiation reactions 2 and 3 appear
in the logarithmic correction term and therefore
are not rate-determining, even though they are
the slowest ones of the seven rates.
We conclude that even after a substantial
reduction of the original mechanism, there are
seven elementary kinetic time scales, which can
be combined to two relevant ignition delay time
scales in a non-trivial way.
2.2. The multi-layer structure of premixed n-
heptane ﬂames
Asymptotic analyzes of the steady state struc-
ture of premixed ﬂames have been performed for
hydrogen [7], methane [8–10], methane–H2 [11],n-heptane [2] and iso-octane [12] ﬂames. These
analyzes start by reducing a skeletal mechanism
to a small number of global reactions by using
steady state assumptions for intermediate species.
As an example we consider the 6-step global
mechanism derived in [2] from a 34-step skeletal
mechanism which describes the high-temperature
kinetics of n-heptane oxidation.
I n C7H16 þ 2OH0 ! 3C2H4 þ CH2O
þH2 þH2O
II C2H4 þO2 ! 2H2 þ 2CO
III CH2OCOþH2
IV COþH2OCO2 þH2
V 2OH0 þH2 2H2O
VI O2 þH2 2OH0
ð4Þ
This mechanism diﬀers from the well-known 4-
step reduced mechanism [8] for methane in two re-
spects: (1) it comprises the intermediates C2H4
and CH2O as non-steady state species, thereby
adding two additional global reactions and (2) it
uses OH0 rather than H0 as the single radical to
represent the radical pool. The latter diﬀerence is
a choice motivated by the fact that the radical at-
tack by OH0 on n-C7H16 and C2H4 is stronger
than that by H0, but this does not fundamentally
alter the formulation.
The asymptotic analysis, for which the notion
rate–ratio-asymptotics has been coined by For-
man Williams, proceeds in a similar way as that
for methane ﬂames. Here there are ﬁve layers
embedded within each other as shown in Fig. 4.
In the preheat zone which is of the order of the
ﬂame thickness lF, the rates of chemical reactions
Acoustic zone
  λ
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Acoustic zone
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Preheat zone
sL
O(lF)
Reaction zone
O(lF /β)
Hydrodynamic zone 
O(h)
Fig. 5. Multilayer asymptotic structure of a curved
premixed ﬂame within an acoustic ﬁeld. It consists of
two large-scale acoustic zones on both sides of the ﬂame
embedded into a hydrodynamic zone. The ﬂame struc-
ture consists of a preheat and a thin reaction zone.
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the products are in chemical equilibrium and the
temperature is equal to the adiabatic ﬂame tem-
perature. In the reaction zone, the chemical reac-
tions are presumed to take place in three
layers—an inner layer, a C2H4–CH2O consump-
tion layer, and a H2–CO-oxidation layer. Within
the inner layer, there is a fuel-consumption layer
of thickness of order ld ¼ dlF where the fuel n-
C7H16 is consumed and the intermediate hydro-
carbon species C2H4 and CH2O are formed. These
intermediate hydrocarbonsare consumed in the
C2H4–CH2O consumption layer of thickness of
order ll ¼ llF, where CO and H2 are formed.
Most of the ﬁnal products, CO2 and H2O, are
formed in the H2  CO- oxidation layer, which
has a thickness of order lm ¼ mlF. In the H2–CO-
oxidation layer, H2 is presumed to be in steady
state everywhere except in a thin sublayer of thick-
ness of order le ¼ elF. The ordering of the thick-
nesses of these layers is d < l < e < m < 1. The
burning velocities calculated using the results of
the asymptotic analysis are found to agree for
atmospheric lean ﬂames within 25% with those
calculated numerically using the skeletal chemi-
cal–kinetic mechanism and the detailed chemi-
cal–kinetic mechanism [2].
The multiscale asymptotic analysis is per-
formed here in terms of length scales rather than
time scales because diﬀusion changes the nature
of the underlying problem. It is now a one-dimen-
sional boundary value problem rather than a
ﬁrst-order initial value problem as in ignition.
Furthermore, the burning velocity sL as the only
velocity scale is determined as an eigenvalue and
is part of the solution of the steady state problem.
Therefore there are the scaling relations
sL ¼ ld=td ¼ ll=tl ¼ le=te ¼ lm=tm ¼ lF=tF; ð5Þ
where td; tl; te; tm are the respective time scales of
these layers and tF is the ﬂame time. This is the
time needed by the ﬂame to advance over a dis-
tance equal to its own thickness and therefore is
a kinematic and not a chemical time scale. The
product of the ﬂame thickness squared divided
by the ﬂame time deﬁnes a diﬀusivity D
D ¼ l2F

tF ð6Þ
which is of the same order of magnitude as the
molecular diﬀusivities of the major chemical spe-
cies and of the thermal diﬀusivity. Equations (5)
and (6) may be combined to s2L ¼ D=tF which is
reminiscent to the classical scaling relation for
the burning velocity s2L ¼ D=tc, where tc is viewed
as a chemical time scale. Inspecting the burning
velocity formula in [2]
s2L ¼ m5=2D

tm ð7Þ
shows that the relevant chemical time is tm, where
tm is a combination of the time scales of the reac-tions governing the oxidation of CO and H2. This
time scale is by the factor m5=2 smaller than the
ﬂame time tF.
2.3. Multiple scales in ﬂame–acoustics interaction
Thermo-acoustic instabilities in gas turbines
are triggered by the interaction of heat release
from a thin ﬂame with long acoustic waves within
the chamber. Sound may aﬀect the heat release by
modulating the surface area of the ﬂame and also
by directly modifying the burning rate due to adi-
abatic pressure variations [13]. An experimental
conﬁguration to study such interactions, consist-
ing of a downward propagating ﬂame in an open
tube, has been set up in [4]. The paper describes
four diﬀerent regimes, ranging from a quiescent
behavior in the ﬁrst regime to the onset of instabil-
ities in the second regime, followed by violent
acoustics in the third and the onset of turbulent
motion in the fourth regime. A weakly nonlinear
multiscale asymptotic analysis [3] of the second
regime has been performed, where a transition
from a curved quiet ﬂame to a quasi planar ﬂame
occurs close to the mid point of the tube, which
resonates in the 1/4 wavelength mode. For the
curved ﬂame Markstein [14] had shown how
sound pressure modulates the ﬂame and hence
alters its surface area. The curved ﬂame arises as
a result of the well-known Darrieus–Landau
instability (D–L). The analysis in [3] starts from
the observation that the marginally stable D–L
mode, previously analyzed in [15] must be modu-
lated in a weakly nonlinear fashion. The experi-
ments had shown that sound ampliﬁcation takes
place mainly as the ﬂame evolves from a curved
to a planar shape. The analysis indicates that the
ﬂame drives acoustic ﬂuctuations by inducing a
time-dependent jump of the density and therefore
in the longitudinal velocity, while the sound so
produced modulates the ﬂame. The multiscale
6 N. Peters / Proceedings of the Combustion Institute 32 (2009) 1–25structure of the problem is shown in Fig. 5. It con-
sists of two large outer acoustic zones k and kþ
which are by the factor 1/Ma larger than the
hydrodynamic zone of thickness h which is
embedded within the acoustic zones. Here the
Mach number, Ma, is assumed to be asymptoti-
cally small and the hydrodynamic zone is of order
unity. The analysis of the hydrodynamic zone is
similar to those in [16,17] where the pressure had
been assumed constant. Embedded into the
hydrodynamic zone is the preheat zone of thick-
ness lF. It is of order dh where d, as in [16,17], is
assumed to be a small parameter. Finally, embed-
ded into the preheat zone is the reaction zone of
order lF=b, where b is the non-dimensional activa-
tion energy or Zeldovich number which is
assumed to be asymptotically large. This means
that in this model the multi-layer reaction zone
structure analyzed above has been contracted into
a single zone by the ad-hoc assumption of a one-
step reaction with a large activation energy. Such
a contraction has proven to be meaningful when-
ever the details of chemistry are of less importance
compared to the interaction of the ﬂame with
outer inﬂuences.
Furthermore, in order to capture the direct
pressure eﬀect, the product of the small Mach
number, Ma, and the large activation energy is
assumed to be of order unity, which is called a
‘distinguished limit’ in asymptotics.
The study starts from the assumption that the
acoustic longitudinal modes of the tube are
excited and ampliﬁed by the D–L instability mode
of the ﬂame through mutual resonance. A weakly
nonlinear interaction can take place between the
two, even when their respective magnitudes areFig. 6. Flame position and acoustic pressure amplitude
obtained from the weakly nonlinear analysis. The
dashed line for the acoustic pressure is for the case
where the direct pressure eﬀect (adiabatic pressure
variations modifying the laminar burning velocity) has
been neglected. After an initial exponential increase the
acoustic pressure amplitude runs into a plateau region.
When the direct pressure eﬀect is included (solid line) the
pressure amplitude continues to increase (Courtesy X.
Wu).still small. The analysis then leads to equations
for the amplitudes of the ﬂame wrinkling and
the pressure which were solved numerically. Fig-
ure 6 shows a result for the ﬂame position and
the absolute value of the acoustic pressure which
compares well with the experimental data from
[4] shown in Fig. 7. The dashed line for the acous-
tic pressure in Fig. 6, which shows saturation of
the amplitude growth, is for the case where the
direct pressure aﬀect has been neglected, whereas
the other case with a still growing amplitude takes
this eﬀect into account, in qualitative agreement
with the experiments.
2.4. A premixed ﬂame in a ﬂow ﬁeld acting on two
separate scales
An interesting asymptotic study of a premixed
thin ﬂame in a two-scale ﬂow ﬁeld has recently-
been performed in [5], where a 2D test case intro-
duced in [18] hasrigourously been analyzed. It is
based on the non-dimensional temperature
equation
oT
ot
þ vðx; tÞ þ vðx=ea; t=eaÞð Þ  rT
¼ er2T þ 1
e
f ðT Þ; ð8Þ
where the reaction rate is of the KPP type:
f ðT Þ ¼ kT ð1 T Þ. The independent variables x
and t and the velocities v and v in this equation
have been non-dimensionalized by the large
length scale k of the problem and by the burning
velocity sL, respectively. The parameter e in front
of the diﬀusion term and in the denominator of
the reaction term measures the ratio of the ﬂame
time to the residence time k=sL. It also can beFig. 7. Experimental results for the ﬂame position and
the acoustic pressure amplitude showing at ﬁrst the
regime of the curved ﬂame with an exponential increase
of the pressure amplitude, followed by the ﬂat ﬂame
regime with a plateau region and later on a further
increase due to the direct pressure eﬀect (Courtesy G.
Searby).
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the large length scale k. The velocity ﬁeld has two
contributions, a large scale ﬂow vðx; tÞ and a per-
turbation vðx=ea; t=eaÞ acting on a scale ea,interme-
diate between the ﬂame thickness and the large
scale, where 0 < a < 1. Introducing stretched
coordinates
f ¼ x=ea; g ¼ y=ea; 0 < a < 1 ð9Þ
allows to express the intermediate-scale velocity in
terms of a stream function at that scale. If only the
large-scale velocity ﬁeld was considered, the
hydrodynamic solution of the problem leads in
the limit e! 0 to the G-equation as shown in
[18]. In Fig. 8 we show a DNS calculation of the
temperature ﬁeld, where the large-scale velocity
was assumed to be simple horizontal shear and
the intermediate-scale ﬂow consisted of an array
of 2D vortices with elliptic stream lines. The
asymptotic analysis in [5] proceeds to formulate
the intermediate scale equation and to numerically
evaluate an asymptotic ﬂamelet library which is
independent of e. It is shown that the overall
burning velocity is enhanced by the intermedi-
ate-scale velocity perturbations. The particular
coupling between the chemistry and the intermedi-
ate velocity ﬁeld occurs at the microscale level.
2.5. Two-scale asymptotic expansions
In order to place the preceding example within
the framework of multiscale analysis we present a
two-scale asymptotic expansion of the same
model Eq. (8) without specifying a particular ﬂow
ﬁeld. To leading order one obtains the Euler equa-
tions with a discontinuity at the ﬂame interface as
well as the level-set G-equation in non-dimen-
sional coordinatesFig. 8. DNSs illustrating the asymptotic analysis for the disting
ﬁeld having two separate scales. The small parameter e gove
separation within the ﬂow (Courtesy A. Bourlioux).oG
ot
þ v  rG ¼ jrGj; ð10Þ
where Gðx; tÞ ¼ G0 represents the location of the
ﬂame front. We follow [19] and identify x and t
as the long scales while
f ¼ Gðx; tÞ  G0ð Þ=e ð11Þ
is the short-range spatial variable. Then T can be
expressed as a function of both, the short and the
long spatial and temporal variables
T ¼ T 0ðfðx; tÞ; n; sÞ þ eT 1ðfðx; tÞ; n; sÞ; ð12Þ
where n ¼ x and s ¼ t replace the previous long
scale variables. After a coordinate transformation
one obtains for the leading order temperature T 0,
written without suﬃx
e
oT
os
þ ev  rnT þ oGos þ v  rG
 
oT
of
¼ rG  o
of
rG oT
of
 
þ f ðT Þ þ h:o:t:: ð13Þ
The higher order terms contain derivatives with
respect to the long spatial variables which are
not of interest for the microscale model to be de-
rived here. Taking the limit e! 0 the time deriv-
ative and the convective terms disappear. Using
the back transformation.
df ¼ dx0jrGjsL=D; ð14Þ
where x0 is the physical coordinate, together with
the G-equation (10) one obtains the steady state
premixed ﬂame formulation in dimensional form
sL
dT
dx0
¼ D d
2T
dx02
þ s
2
L
D
f ðT Þ; ð15Þuished limit where a premixed ﬂame interacts with a ﬂow
rns both the ﬂame structure asymptotics and the scale
8 N. Peters / Proceedings of the Combustion Institute 32 (2009) 1–25where the last term represents the dimensional
reaction rate. This indicates that the simplest
microscale model in premixed combustion is that
of a one-dimensional steady premixed ﬂame from
which the laminar burning velocity can be calcu-
lated. In more realistic cases including variable
density and diﬀusivity as well as detailed or re-
duced kinetics a multi-layer structure as in [2]
may be identiﬁed.3. Multiscale computation and modeling
Diﬀerent computational methods have been
designed for the Direct Numerical Simulation
(DNS) of multiscale combustion phenomena.
For one- or two-dimensional problems these are
adaptive local grid reﬁnement (cf. [20–23] and
many others). Adaptive multi-resolution methods
[24–26] have been used for the computations of
ﬂame balls and ﬂame–wall interactions. Such local
grid reﬁnements are available in many, even
industrial codes. Large three-dimensional compu-
tations using adaptive grid reﬁnement resolving
detailed chemistry and molecular transport have
been reported for three-dimensional hydrogen
ﬂames [27–29] and for methane ﬂames [30,31].
Such calculations have also been compared with
experiments for the case of a laboratory-scale tur-
bulent V-ﬂame [32,33] and a Bunsen ﬂame [34].
More sophisticated adaptive wavelet methods
[35] and compact ﬁnite diﬀerence schemes [36–
38] using higher order spatial discretisations have
also been applied.
DNSs for premixed combustion sometimes
already use as microscale model a tabulated lam-
inar ﬂame structure model [39] which replaces
the entire ﬂame structure by a scalar iso-surface.
Another approach is to use low-dimensional man-
ifolds [40,41] for which a reaction progress vari-
able is computed, and hence, only the oxidation
layer needs to be resolved. In some cases, in par-
ticular for three-dimensional calculations, the task
of numerically computing all the physically rele-
vant scales present in the problem may result in
excessive algorithmic complexity. If one is not
interested in the ﬁne scale information as such,
but in the inﬂuence that the ﬁne scale phenomena
have on the large scales, a diﬀerent approach may
be adequate. For the example of an accelerating
turbulent premixed ﬂame a multiscale numerical
approach has been proposed in [42]. At the mac-
roscopic scale it reduces to a level-set formulation
with appropriate jump conditions for the con-
served quantities across the interface. The front
propagation velocity is then obtained by integra-
tion over the discontinuity within which the
microscale ﬂame structure information is con-
tained. The ﬂame structure calculations are per-
formed in a local one-dimensional coordinate
system and take unsteady eﬀects like quenchingand reignition into account.This in turn modiﬁes
the jump conditions across the front on the mac-
roscopic scale. Diﬀerent ﬂame structure modules
are proposed. They range from one-step kinetics
for laminar ﬂames to a G-equation-Linear-Eddy
Model for turbulent ﬂames in the ﬂamelet regime
and even to a Monte-Carlo simulation for the
well-stirred reactor regime.
A general framework for developing and ana-
lyzing computational multiscale methods was pro-
posed in [43]. It was called the Heterogeneous
Multiscale Method (HMM). Whereas multi-grid
or multi-resolution techniques may be classiﬁed
as ‘‘homogeneous” in the sense that they employ
the same physical model on diﬀerent scales,
HMM uses diﬀerent physical formulations at dif-
ferent scales and typically diﬀerent numerical
grids, Fig. 9. The methodology is demonstrated
for hyperbolic and parabolic systems containing
a small parameter [44] and again for the tracking
of combustion fronts [45]. In the latter case the
problem is governed by equations very similar to
those in [5] except that there is only a single
large-scale convective velocity. Since there is a
small parameter e in that equation it is evident
that the reﬁned grid for the microscale model
should reﬂect this scaling. Since the approach is
numerical there are no stretched coordinates such
as in [5]. Instead error estimates and convergence
analyzes are used to determine the suitable reﬁne-
ment ratio. This procedure has the advantage that
it is applicable also in cases where no small
parameter is easily identiﬁed. Another example
of HMM mentioned in [43] is a chemical system
where atomistic descriptions have to be used
locally and classical mechanics can be used else-
where. On the other hand, multiscale models in
atmospheric science have been developed using
systematic perturbation theory [46–48]. Examples
from biology, material engineering and systems
like catalytic combustion [49] are given in [50]. A
classical multiscale approach to determine macro-
scopic thermodynamic properties is Molecular
Dynamics Simulations. In combustion such simu-
lations have been used to study nanoparticle
agglomeration [51,52].
The HMM concept has some common features
with local descriptions in some of the engineering
models used in combustion such as, for instance,
the discrete Droplet Model (DDM) [53] used for
spray calculations or models for soot aggregate
formation [54]. An example of engineering calcu-
lations is given in [55] and is shown in Fig. 10.
The diﬀerence is that in [43] the interaction
between the macroscale and the microscale mod-
els are, at least in principle, mathematically well
formulated,in that an interface and boundary con-
ditions between the macroscale and the microscale
level are deﬁned. In many engineering models,
however, the modeling takes guidance from phys-
ical intuition that may have its limits. For exam-
homogeneous
Macroscale
model
two way
coupling
Microscale
model
Different equations at different levelsSame equations on all levels
microscale model by
local grid refinement
Multiscale Methods
heterogeneous
κ
sL(κ)
Fig. 9. Schematic diagram showing the diﬀerence between homogeneous and heterogeneous multiscale methods. While
homogeneous multiscale methods solve the same equations using adaptive grid reﬁnement to account for physical
processes at separated scales, heterogeneous multiscale methods use diﬀerent model equations with typically reduced
spatial dimensions at the microscale level. The example shown on the r.h.s. is a premixed ﬂame simulation using a
curvature-dependent laminar burning velocity as a microscale model.
Fig. 10. Example of an engineering calculation of a twin Diesel spray using the discrete droplet model. Local grid
reﬁnement for the temperature ﬁeld is shown on the left and the liquid spray, illustrated by liquid droplets parcels, is
shown on the right. Also shown on the right are the calculated formaldehyde concentration occurring after ﬁrst-stage
ignition and the level set contour separating the high-temperature region after second-stage ignition from the low-
temperature region before that (Courtesy S. Vogel).
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accurately be modeled in the context of the
DDM model, because its dynamics appear to be
too complex. An evaporation model for ﬁne
spherical droplets further downstream, however,
may be a good choice. Recent DNS simulations[56,57] using structured ﬁne grids, superimposed
on an unstructured grid for the large scales, shows
the details of ligament formation at primary
break-up and the formation of small drops, cf.
Fig. 11, as experimentally observed by [58] (cf.
Fig. 12). Experimental visualizations of auto-igni-
Fig. 11. DNS simulation of primary atomization of a liquid issuing from a nozzle. It shows the formation of ligaments
which eventually disintegrate into droplets. The calculation illustrates the need for better microscale atomization models
than those which are presently used in Diesel combustion simulations (Courtesy M. Herrmann).
Fig. 12. Experimental visualization of primary atomization of a liquid spray showing much similarity with the previous
ﬁgure in terms of the deformation of the liquid column and ligament formation (Courtesy E. Villermaux).
10 N. Peters / Proceedings of the Combustion Institute 32 (2009) 1–25tion and the transition to diﬀusion controlled
combustion of Diesel sprays are shown in
Fig. 13 [59]. Similar images were obtained for a
lifted methane ﬂame in [60]. Another example of
multiscale physics in engineering applications is
spark ignition.4. Turbulent combustion modeling
While it is clear that in combustion and two-
phase ﬂows multiscale physics need to be modeled
at diﬀerent scales, the situation is diﬀerent for ﬂow
turbulence. Here the macroscales are represented
by the integral length scale l, whereas the Kol-
mogorov scaleg ¼ m
3
e
 1=4
ð16Þ
may be viewed as themicroscale. In Eq. (16) m is the
kinematic viscosity and e is the mean dissipation
rate.The Kolmogorov scale determines the cut-oﬀ
of the self-similar inertial range. Self-similarity
means that there exists no characteristic length
scale in this intermediate range. Whether the Kol-
mogorov scale should be considered as a scale for
microscale modeling in ﬂow turbulence is not clear.
The cascade picture [61] for turbulence states that
there is a cascade of energy from the large to the
small scaleswhere energy is dissipated bymolecular
viscosity. According to this picture there is no feed-
back from the small to the large scales. For the bulk
stage 1-: auto ignition start
stage 1*: auto ignition extension
stage 1+: end of auto ignition
stage 2-: set up of diffusion-limited combustion
stage 2*: mid diffusion-limited combustion
stage 2+: stabilized diffusion-limited combustion
Fig. 13. Simultaneous OH0 (red) and formaldehyde (green) LIF images during the diﬀerent stages of auto-ignition of a
dodecane spray (Courtesy G. Bruneaux).
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for instance, a microscale DNS simulation resolv-
ing the Kolmogorov scale could contribute to the
modeling of the larger scales.At solid boundaries,
however, where the viscous sublayer is of the width
of the Kolmogorov scale, it is evident that a local
DNS could serve to improve the quality of wall
function models.
Classical closure approximations in turbu-
lence, both in Reynolds Averaged Navier–Stokes
(RANS) as well as in Large Eddy Simulations
(LES) try to reduce the problem to a single scale,
the integral scale l or the grid scale D, respectively.
Thereby they eliminate the multiscale nature of
the problem. For the reasons stated above this
may appear acceptable for ﬂow turbulence but it
is fatal for combustion modeling. In order to illus-
trate this we will consider moment methods in
RANS simulations ﬁrst (LES will be discussed
below).The Eddy Break-up Model [62] and similarly
the Eddy Dissipation Model [63]apply the cascade
picture also to reacting ﬂows by arguing that tur-
bulent mixing rather than chemistry is the rate
determining process and therefore combustion
can be modeled at the large scales. Such a model
is void of any microscale information with respect
to both, length and time scales of combustion. To
improve this situation microscale time scale mod-
eling was introduced in transported pdf methods
[64]. In this method Monte Carlo particles are
subjected to mixing, modeled by the integral time
s, and chemical reaction, expressed in terms of ele-
mentary or reduced chemistry. In the presence of
strong ﬁnite-rate chemical eﬀects, such as extinc-
tion/re-ignition or auto-ignition processes, the
mixing time scale obtained from integral quanti-
ties may diﬀer from the mixing timescales of reac-
tive scalars [65]. When the Interaction by
Exchange with the Mean (IEM) model is used as
12 N. Peters / Proceedings of the Combustion Institute 32 (2009) 1–25a mixing model, for example, the rate of change of
a reactive scalar is expressed by
owðjÞi
ot
¼ w
ðjÞ
i  wi
s
þ w
ðjÞ
i
qðjÞ
ð17Þ
Here wðjÞi is the reactive scalar (temperature or
mass fraction of species i)associated to the
Monte-Carlo particle j; wi is its mean value, w
ðjÞ
i
the reaction rate and qðjÞ the density. The integral
time scale s is calculated on a numerical grid
resolving the large scales. Since the chemical time
scales are typically much shorter than the integral
time, they may be considered as microscales. They
are typically provided as tabulated reaction rates
using the Intrinsic Low-Dimensional Manifold
(ILDM) Method [66–69] or other kinds of adap-
tive kinetics [70]. A calculation using ILDM was
kindly performed by Viatcheslav Bykov for the
same two-stage ignition problem shown in
Fig. 2. The ﬁrst-stage ignition time was calculated
as t1 ¼ 0:65 ms and the second-stage ignition time
as t2 ¼ 3:05 ms, very close to the results quoted
above. Starting from a 31-dimensional reactive
manifold the elimination of the fast reacting spe-
cies leads to a 14-dimensional slow manifold. An
example of a 3-dimensional subset for the species
n-heptane C7H16; H2O2 and KET is shown inFig. 14. Subspace of a ILDM calculation for the two-stage a
diagram of the mole numbers fractions of n-heptane, KET an
detailed solution while the cyan symbols indicate the reduced m
analysis and the reduced model formulation (Courtesy V. Byk
ﬁgure legend, the reader is referred to the web version of thisFig. 14. In [69] the method is modiﬁed to deal with
the coupling of reaction and diﬀusion processes.
This may serve as a microscale model for laminar
ﬂame calculations.
In the context of transported pdf methods for
turbulent combustion it is evident that, since the
inﬂuence of molecular diﬀusion has been elimi-
nated, the microscale model contains no length
scale information. The model therefore is unable
to account for diﬀusive-reactive properties such
as the laminar burning velocity. For this reason
the transported pdf model is not suitable for pre-
mixed turbulent combustion where the laminar
burning velocity plays the role of a microscale
quantity.
A model particularly designed for premixed
combustion is the Bray–Moss–Libby (BML)
model which in its later version [71] replaces the
chemical reaction rate in the progress variable
equation by the product of the laminar burning
velocity and the Flame Surface Density (FSD).
Modeling based on DNS data in [72] led to an
equation for the ﬂame surface density which typi-
cally is solved on the same grid as the progress
variable equation. This modeling therefore views
the FSD equation as a macroscale model and
the laminar burning velocity as a microscaleuto-ignition case shown in Fig. 2. Displayed is a phase-
d H2O2 until second-stage ignition. The red curve is the
odel solution. Red points are the states employed for the
ov). (For interpretation of the references to color in this
paper.)
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ﬂame front discontinuity, resolved at the thickness
of the integral scale, across which the progress
variable changes from zero to one. The ﬂame sur-
face density is zero on both sides of the disconti-
nuity but large within it. It therefore should act
on the microscale level and would have to be
resolved with appropriately increased grid
resolution.
The other modeling approach suitable for pre-
mixed turbulent combustion is based on the G-
equation concept [73] (cf. Eq. (10)). It diﬀers from
the ﬂame surface density model by explicitly using
a turbulent burning velocity that is modeled as a
combination of macroscale and microscale infor-
mation. It will be discussed in detail in the context
of LES simulations below.
The most detailed multiscale method in com-
bustion is probably the nonpremixed ﬂamelet
model. It employs a fast chemistry formulation
at the large ﬂuid dynamical scales and a non-equi-
librium formulation in a thin layer in the vicinity
of stoichiometric conditions as a microscale
model. The microscale model, called the ﬂamelet
equations, can be derived either as a kind of
boundary layer analysis [74], or from a two-scale
expansion [6] in a similar way as shown for the
premixed ﬂame structure in Eq. (13). In a recent
derivation [75] also curvature terms have been
included.
The ﬂamelet equations for the mass fraction Y i
and the temperature T read
q
oY i
ot
¼ q vZ
2
o2Y i
oZ2
þ wi  q DvZ
2
 1=2
j
oY i
oZ
ð18Þ
q
oT
ot
¼ q vZ
2
o2T
oZ2
þ wT  q DvZ
2
 1=2
j
oT
oZ
: ð19Þ
Here t is the time, wi and wT are chemical source
terms for species i and the temperature T,
respectively. A particular feature of the nonpre-
mixed ﬂamelet model is the introduction of the
mixture fraction Z as independent coordinate
Z. The mixture fraction is a conserved scalar
representing the element mass fractions. How-
ever, as will be discussed below, the mixture
fraction stands for the coordinate along gradient
trajectories.
In Eqs. (18) and (19) the scalar dissipation rate
is deﬁned as
vZ ¼ 2DðrZÞ2; ð20Þ
where D is the molecular diﬀusivity. Note that the
scalar dissipation rate vZ is an instantaneous and
therefore ﬂuctuating quantity to be evaluated at
the mixture fraction isoline Z ¼ constant. The last
terms in Eqs. (18) and (19) contain the curvature j
of a mixture fraction iso-line deﬁned by
j ¼ r  nZ ; ð21Þwhere
nZ ¼  rZjrZj ð22Þ
is the vector normal to the isoline. In deriving
Eqs. (18) and (19) the Lewis number has been
assumed as unity. The new curvature term con-
tains the molecular diﬀusivity and therefore may
be expected to be negligible for high Reynolds
number turbulence. On the other hand, the
importance of ﬂame curvature on soot forma-
tion and diﬀerential soot transport in nonpre-
mixed combustion was recently demonstrated
in [76,77] by direct numerical simulations.
Whether the ﬂamelet model will reproduce this
eﬀect remains to be demonstrated.
Using a single mixture fraction ﬁeld and a
unity Lewis number assumes that there are only
two feeds in the problem, a fuel and an oxidizer
stream, and that the thermal diﬀusivity and the
diﬀusivities of all chemical species are equal.
When the ﬁrst of these assumptions cannot be
made, because there are more than two ﬁelds
in the problem, more than one mixture fraction
ﬁeld must be deﬁned. This leads to more than
one dimension in the microscale model [78].
Nonequal diﬀusivities would lead to a feedback
from the microscale to the macroscale because
Lewis number-dependent jump conditions across
the reaction sheets would need to be accounted
for [79].
Numerical solutions of the ﬂamelet equations
using elementary or reduced mechanisms are typ-
ically performed with a separate one-dimensional
code using ﬁne grids that numerically resolve the
diﬀerent chemical layers. An asymptotic analysis
for nonpremixed methane ﬂames which identiﬁes
multiple reactive-diﬀusive layers embedded into
each other has also been performed [80]. The feed-
back to the large ﬂuid dynamical scales is primar-
ily in terms of changes in local density. This in
turn changes the ﬂuid dynamics and, as a second-
ary eﬀect, the mean scalar dissipation rate, which
enters into the modeling of vZ in the microscale
model.5. Interaction scales in turbulent combustion
Diﬀerently from multi-step chemistry turbu-
lence has a continuous distribution of scales rang-
ing from the integral length scale to the
Kolmogorov scale. The integral length scale char-
acterizes the large scale motions in a turbulent
ﬂow, often thought of as the motion of large scale
turbulent ‘‘eddies”. It is the scale which is resolved
by RANS simulations, such as those based on the
k  e-model. In terms of these two variables the
integral length, time and velocity scales may be
deﬁned as
flame front
burnt
gasunburnt
mixture
ln = lG
sL
Fig. 15. Kinematic interaction between a propagating
ﬂame front and an eddy of the size ln equal to the
Gibson scale lG. The dashed line marks the thickness of
the preheat zone.
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3=2
e
; s ¼ k
e
; v0 ¼ 2
3
k
 1=2
; ð23Þ
respectively. Likewise, at the small scales one can
also deﬁne, in addition to the Kolmogorov length
scale Eq. (16), a Kolmogorov time and velocity
scale
tg ¼ me
 1=2
; vg ¼ ðemÞ1=2; ð24Þ
where vg ¼ g=tg. On the other hand, there is no
equivalent time and velocity scale corresponding
to the Taylor scale deﬁned by
k2 ¼ 15m v
02
e
: ð25Þ
The Taylor scale therefore is often thought to
have no physical meaning. We should retain, how-
ever, that by dimensional analysis k may either be
related to the integral velocity scale and the Kol-
mogorov time scale
k  v0tg; ð26Þ
or to the integral time scale and the viscosity
k  ðmsÞ1=2: ð27Þ
Following Kolmogorov’s scaling arguments we
may deﬁne a discrete sequence of cascading eddies
within the inertial range by
ln ¼ lt
2n
P g; n ¼ 1; 2; . . . : ð28Þ
Since the mean dissipation e is constant within the
inertial range, dimensional analysis relates the
turnover time tn and the velocity diﬀerence vn
across the eddy ln to e in that range as
e  v
2
n
tn
 v
3
n
ln
 l
2
n
t3n
: ð29Þ
This relation includes the integral scales and
also holds for the Kolmogorov scales. The inter-
action between combustion and turbulence oc-
curs in principle at all scales at which both
processes are active. For premixed combustion
it has been shown, however, that there is a sin-
gle velocity scale, the laminar burning velocity
sL. Reaction layer thicknesses are related to
the respective chemical times by this velocity
scale. As long as the ﬂame thickness is smaller
than the Kolmogorov scale its structure can be
assumed to be quasi-steady, and the ﬂame thick-
ness, contains all smaller scales. The ﬂame thick-
ness therefore represents, with respect to the
scales of turbulence, the entire ﬂame structure.
This is the case for the corrugated ﬂamelet re-
gime. The interaction with the continuous distri-
bution of turbulent length scales in this regime,
however, does not occur at the ﬂame thickness
itself, as one could naively have supposed, but
at a scale deﬁned by the laminar burning veloc-ity in combination with the scaling of the turbu-
lent cascade given by Eq. (29). To determine the
size of the eddy that interacts locally and on its
own characteristic time scale with the ﬂame
front, we set the turnover velocity vn in Eq.
(29) equal to the laminar burning velocity sL.
This determines the corresponding length ln as
the Gibson scale (cf. [81])
lG ¼ s
3
L
e
: ð30Þ
Only eddies of size lG,having a turnover velocity
vn ¼ sL, can interact with the ﬂame front. This is
illustrated in Fig. 15. Since the turnover velocity
of the large eddies exceeds the laminar burning
velocity, these eddies will push the ﬂame front
around, causing a substantial corrugation. Smal-
ler eddies of size ln < lG having a turnover veloc-
ity smaller than sL will not even be able to wrinkle
the ﬂame front. A graphical derivation of the Gib-
son scale lG within the inertial range is shown in
Fig. 16. Here, following Kolmogorov scaling in
the inertial range given by Eq. (29), the logarithm
of the velocity vn is plotted over the logarithm of
the length scale ln. If one enters on the vertical
axis setting the burning velocity sL equal to vn,
one obtains lG as the corresponding length scale
on the horizontal axis. Also shown is the laminar
ﬂame thickness lF, which is smaller than the
Kolmorogov scale g in the corrugated ﬂamelet
regime.
If, however, small eddies can enter into the pre-
heat zone, but not into the reaction zone as in the
thin reaction zone regime, one must use the ﬂame
time tF for the scaling. By setting tn ¼ tF in Eq.
(29), one obtains the length scale
lm ¼ et3F
	 
1=2
: ð31Þ
A physical interpretation of that scale is that of a
mixing length scale, which already had been advo-
cated in [73]. It is the size of an eddy within the
inertial range that has a turnover time equal to
sL
η
η
log ln
Fl llG
n= (ε l )
1/3
n
Fig. 16. Graphical illustration of the Gibson scale lG
within the inertial range for the corrugated ﬂamelets
regime.
tF
tη
τ
log n
η = lC
ln
Gl llmlF
n= (l / ε )
1/3
t n
2
log
Fig. 18. Graphical illustration of the mixing scale lm
within the inertial range for the thin reaction zones
regime.
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equal to the ﬂame thickness lF. During its turn-
over time an eddy of size lm will interact with
the advancing reaction front and will be able to
transport preheated ﬂuid from a region of thick-
ness lF in front of the reaction zone over a dis-
tance corresponding to this own size lm. This is
schematically shown in Fig. 17. Much smaller ed-
dies will also do this but since their size is smaller,
their action will be masked by eddies of size lm.
Larger eddies having a longer turnover time will
corrugate the broadened ﬂame structure at scales
larger than lm. The physical interpretation of lm
is therefore that of the maximum distance that
preheated ﬂuid can be transported ahead of the
ﬂame. As a mixing length scale lm had already
been identiﬁed by [82]. Experimental validations
of the concept of preheated ﬂuid being trans-
ported ahead of the ﬂame are presented in [83].
The derivation of lm also is illustrated in Fig. 18,
which shows Eq. (29) in a log–log plot of tn overreaction zone
burnt
gasunburnt
mixture
preheated material
l
 
m
Fig. 17. Transport of preheated gas from a region of
thickness lD by an eddy of size ln ¼ lm during half a
turnover time tn ¼ tF.ln. If one enters the time axis at tF ¼ tn, one ob-
tains on the length scale axis the mixing length
scale lm. The ﬂame thickness lF, lying between g
and lm, is also marked in Fig. 18, as is the Obuk-
hov–Corrsin scale lC ¼ ðD3=eÞ1=4, which is the
lower cutoﬀ scale of the scalar spectrum in the
thin reaction zones regimes. If one assumes
m ¼ D, the Obukhov–Corrsin scale lC is equal to
the Komogorov length scale g. The Gibson scale
lG and the mixing scale lm are physically relevant
in the corrugated ﬂamelets and the thin
reaction zones regime, respectively, as discussed
in [73,6].
For nonpremixed combustion there is no
velocity scale. One may, however, deﬁne a time
scale tq which is the inverse of the strain rate
needed to extinguish a counterﬂow diﬀusion
ﬂame. This scale incorporates the heat conduction
out of the reaction zone and therefore is of the
same order of magnitude as the ﬂame time tF.
The mixing length scale lm therefore appears also
to be an appropriate interaction scale in nonpre-
mixed combustion.6.Large-eddy combustion simulation as a multiscale
model
Diﬀerently from RANS simulations which
resolve only motions at the level of the integral
scales, in LES the turbulent ﬁelds are resolved
on all scales down to a ﬁlter scale D which typi-
cally is of the order of the mesh size. Thus there
are resolved large scales and unresolved small
scales below that ﬁlter scale.
As pointed out in [84,85] reactions and heat
release due to combustion nearly always occur
at these unresolved small scales. Applying the spa-
tial ﬁltering operation on the governing equations
leads to similar problems as one encounters in
RANS. In LES, closure of the Reynolds stresses
-3             -2              -1             0              1              2              3
y/D
z/
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Fig. 19. Simulated Scalar dissipation rate distribution in
a cross-section at x=D ¼ 15 of SANDIA ﬂame, D. The
isocontour of stoichiometric mixture fraction is given as
a black line (Courtesy H. Pitsch).
Fig. 20. Conditional mean averages of CO and H2 mass
fractions at x=D ¼ 30. Solid lines, Pitsch [102]; dashed
lines, Pitsch and Steiner [97]; symbols, experimental
data. (Courtesy H. Pitsch).
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eled by an eddy viscosity model [86]
saij ¼ 2qmtSij; ð32Þ
where saij is the anisotropic part of the stress tensor
sij; q is the mean density and Sij is the resolved
rate of strain tensor. The eddy viscosity mt is mod-
eled by the Smagorinsky model
mt ¼ CsDð Þ2jSj; ð33Þ
where jSj ¼ ð2SijSijÞ1=2 is the norm of the rate
of strain tensor. The product ðCsDÞ, where Cs
is the Smagorinsky coeﬃcient, is the turbulent
length scale which may be interpreted as a
mixing length in the sense of Prandtl. While
Prandtl’s mixing length is of the order of the
integral length scale, the coupling to the ﬁlter
scale which may be chosen arbitrarily, suggests
that Cs should vary over a wide range. There-
fore there is a need to adapt this parameter to
the local conditions. This is done in the dy-
namic subgrid-scale model [87–89]. In this
model, a test ﬁlter ~D, typically twice the grid
ﬁlter, is introduced in addition to the ﬁner
grid ﬁlter D. Filtering the resolved ﬁelds with
the test ﬁlter provides coarser ﬁelds. Compar-
ing these two by using the so-called Germano
identity enables the calculation of a locally
varying Smagorinsky coeﬃcient. Although the
dynamic model is a two-scale concept it does
not qualify as a multiscale model as such be-
cause it does not address a process with phys-
ical scale separation. This is diﬀerent for the
recently developed multilevel method [90], and
two-level simulations [91,92].
In combustion LES one needs to distinguish
between premixed, nonpremixed and, as a combi-
nation of both, partially premixed combustion. In
nonpremixed combustion, the macroscale model
is generally represented by the resolved mixture
fraction ﬁeld. As pointed out in [93], microscale
modeling in nonpremixed combustion LES has
started with equilibrium chemistry [94–96] and
then moved to a steady [97–100] and unsteady
[101,102] ﬂamelet formulations. In nonpremixed
ﬂamelet models the conditional scalar dissipation
rate becomes a key parameter which traditionally
is provided by the resolved scales. It is, however, a
strongly ﬂuctuating quantity. This has conse-
quences for the prediction of combustion
intermediates.
In [102] impressive LES simulations of the
SANDIA ﬂame D have been performed based
on the unsteady ﬂamelet equations where the solu-
tion of the mixture fraction ﬁeld by LES provides
strong local ﬂuctuations of vZ . Figure 19 shows
local values of vZ in a cross-section of that ﬂame.
Compared to a previous model [103], in which
conditionally averaged values of vZ had been used,
improved predictions of the ﬂame structure and,in particular, of CO and H2 were obtained (cf.
Fig. 20).
More recent LES of nonpremixed combustion
are those reported in [104,105]. A review of vari-
ous other microscale models in nonpremixed com-
bustion LES, such as the ﬂamelet progress
variable method [106], the Conditional Moment
Closure (CMC) [107,108] and transported Filtered
Density Function (FDF) methods [109,100,110] is
given in [85] (see Fig. 21).
In premixed combustion LES essentially two
models are being used which were previously
developed for RANS, namely the progress vari-
able-ﬂame surface density (PV-FSD) model and
the G-equation model. Another model, adapted
speciﬁcally to LES, is the artiﬁcially thickened
ﬂame model [111], where the diﬀusivity is artiﬁ-
cially increased by a factor until in the progress
variable equation the ﬂame front is resolvable by
0.75
0.8
0.85
0.9
0.95
1.0
Fig. 21. 3D visualization of the pressure iso-surfaces
showing the precessing vortex core (white) [123]. The
black iso-surface encloses the recirculation zone (Cour-
tesy J. Janicka).
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Fig. 22. Regime diagram for premixed combustion LES.
The vertical axis shows the ratio of the ﬁlter scale to the
laminar ﬂame thickness, the horizontal axis the ratio of
the ﬂame thickness to the Kolmogorov scale. Resolution
of the interaction scale lG and lm in the corrugated
ﬂamelets and the thin reaction zones regime, respec-
tively, leads to diﬀerent microscale models compared
with calculations where these scales are not resolved
(Courtesy H. Pitsch).
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velocity as in the unmodiﬁed case, the chemical
source term is divided by the same factor. The
ﬂame–turbulence interaction thereby is changed
from a multiscale to a single-scale model. In order
to correct for the inﬂuence of the artiﬁcially sup-
pressed small scales so-called eﬃciency functions
are introduced [112]. Another microscale model
used in LES is the Linear Eddy Model (LEM)
[113–116]. Subgrid LEMis a method of simulating
molecular mixing and reaction on an array of 1D
domains with full resolution of advective–diﬀu-
sive–reactive couplings. Subgrid turbulent advec-
tion is emulated in 1 D by a stochastic sequence
of instantaneous, statistically independent ‘rear-
rangement events’. The 1D representation is
somewhat analogous to ﬂamelet modeling, but it
is formulated in physical space rather than in mix-
ture fraction space.
Among the two RANS-derived models men-
tioned above, the PV-FSD model is based on
the progress variable equation and, in addition,
on a modeled transport equation for the ﬂame
surface density. As shown by many experiments,
especially for weak turbulence, the heat release
in the ﬂame front causes counter-gradient diﬀu-
sion [117] and therefore the gradient ﬂux approx-
imation cannot be applied. Subﬁlter scalar ﬂux
models that address this issue have been proposed
by [118,119]. The source term in the progress var-
iable equation contains the ﬂame surface density
which should be resolved on the microscale level
as discussed in the RANS context in Section 4.
From the discussion above it is apparent that
the level-set approach representation of the ﬂame
front arises naturally at the large scales as an
asymptotic limit. This approach, which is com-
monly called the G-equation model therefore is
not a model, but merely a consequence of the
multiscale formulation. Nevertheless, using the
G-equation in LES requires a diﬀerent kind of ﬁl-tering which, because only the Gðx; tÞ ¼ G0-level
represents the ﬂame front, must focus on the ﬂame
surface. A consistent formulation based on a
parameter representation of the ﬂame surface by
[120] has been provided by Pitsch [121]. Numeri-
cal LES simulations based on the G-equation have
been performed, for instance, in [122–127].
As in RANS one must distinguish between dif-
ferent regimes in premixed combustion.A diagram
in terms of the ﬁlter scale D rather than the inte-
gral scale l and the resolved velocity ﬂuctuation
u0D rather than the turbulence intensity v
0 was pro-
posed in [122] and was recently extended in
[121,85]. It is shown in Fig. 22. In contrast to
the regime diagram for RANS [73,6], the ratio
D=lF and the Karlovitz number
Ka ¼ l
2
F
g2
¼ u
03
D lF
s3LD
 1=2
ð34Þ
are used as the axes of the diagram. Since the ﬁrst
of the two relations above is the same as in the
previous diagram, the vertical dividing line
g ¼ lF separates the corrugated ﬂamelets regime
from the thin reaction zones regime. The same is
true for the dividing line g ¼ ld which separates
the thin reaction zones from the broken reaction
zones. New aspects come in by considering the
lines where the ﬁlter scale D equals one of the tur-
bulent and turbulence–combustion interaction
scales discussed above. In the following we will
consider moving at a constant Karlovitz number
vertically upwards in this diagram by increasing
the ﬁlter scale with respect to the ﬂame thickness.
In the DNS regime D < ld all scales are resolved if
the inner layer thickness is considered to be the
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on the chemistry that is used there may be even
thinner layers, such as the radical consumption
layer within the inner layer [8], but this will not
be discussed here. Beyond the D ¼ ld line there
is a regime where the turbulent ﬂow is resolved be-
cause D < g, but the inner layer is not resolved. As
one crosses the D < g line turbulence is no longer
resolved. One then has to distinguish between the
corrugated ﬂamelets regime for g > lF and the
thin reaction zones regime g < lF. Within the cor-
rugated ﬂamelets regime there is a subregime
where the ﬁlter scale is smaller than the Gibson
length, D < lG, such that all wrinkles of the ﬂame
surface are resolved, while the surface itself acts as
a discontinuity.In this subregime the modiﬁed
laminar burning velocity may serve as the appro-
priate microscale model [128,129]. Asymptotic
analyzes [17,16] have shown that the laminar
burning velocity is that of a planar ﬂame s0L mod-
iﬁed by the eﬀect of curvature and strain. A linear
asymptotic expansion reads
sL ¼ s0L  s0LLjþLn  v  n; ð35Þ
whereL is the Markstein length, j is the local cur-
vature and the last term represents the eﬀect of
strain.However, since Eq. (35) is only valid for
small curvature and strain eﬀects, it may fail when
these eﬀects become large. In particular, when the
Markstein length is negative, such as in lean hydro-
gen ﬂames, thermo-diﬀusive instabilities develop
and Eq. (35) can no longer be used. In that case a
numerical microscale model would be more appro-
priate (cf. [130] discussed below). Another situation
arises for non-uniformities of temperature andmix-
ture fraction in the unburnt gas. For the case of rel-
atively weak mixture fraction ﬂuctuations DNS
simulations [131] show a large increase of the aver-
age burning velocity. This is explained by the
enhancement of the hydrodynamic instability by
the locally varying heat release in the front.
In the other subregime where D > lG the ﬂame
surface area is not resolved by the large scale sim-
ulation.This must be accounted for by increasing
the burning velocity across the interface. Follow-
ing Damko¨hler’s argumentthe mass ﬂux through
the real ﬂame area Areal and the resolved area
Ares should be equal
_m ¼ qusLAreal ¼ qusTAres ð36Þ
leading to
sT
sL
¼ Areal
Ares
: ð37Þ
Here sT is the eﬀective turbulent burning velocity
across the interface while Areal is the unresolved
ﬂame surface area and Ares is the area resolved by
the large scale simulations. For RANS a model
equation for the ﬂame surface area ratio has been
derived, which in the corrugated ﬂamelets regimerecovers Damko¨hler’s limit Areal=Ares  v0=sL. This
expression may need to be replaced by a DNS
numerical microscale model when mixture fraction
ﬂuctuations become important [131].
In the thin reaction zone regime there are also
two subregimes. In the lower one in Fig. 22 the ﬁl-
ter scale D is smaller than the mixing length lm.
Above the dividing line lm ¼ D in Fig. 22 the ﬁlter
scale is larger than lm. The laminar burning veloc-
ity in the thin reaction zones regime contains in
addition to the burning velocity of a planar ﬂame
s0L also a curvature contribution but no strain term
[73]
sL ¼ s0L  Deffj: ð38Þ
Here Deff now is an eﬀective diﬀusivity and j is the
resolved curvature. In ﬁltering both of these con-
tributions it is shown in [121] that each of them re-
sults in a laminar and a turbulent part with
diﬀerent models for the ﬁltered diﬀusivities in both
subregimes. The microscale represented by (38)
was evaluated in [130] using 2D-DNS simulations
for lean hydrogen–air and methane–air ﬂames. It
was found that diﬀusive-thermal eﬀects are also
important in the thin reaction zones regime. For
methane ﬂames an eﬀective diﬀusivity to be used
in (38) was suggested. Its ratio to the molecular
diﬀusivity was of order unity, but dependent on
the ratio of the ﬂame time to the eddy turnover
time.
The microscale models discussed so far assume
that the interaction between the chemistry and the
turbulent velocity and scalar ﬁelds on the micro-
scale level leads to a quasi-steady front velocity of
the resolved interface. This may or may not be true
for the case of thermo-diﬀusive instabilities but it
certainly is not true when rapid changes of the
chemistry occur. One example is auto-ignition
chemistry under premixed or partial premixed con-
ditions. When the upstream temperature rapidly
increases auto-ignition may occur ahead of or even
within the preheat zone of the ﬂame.This situation
has recently been addressed in [132] for partially
premixed combustion by introducing in addition
to themixture fraction as a second conserved scalar
the enthalpy. The understanding of engine knock,
but also the understanding of the engine processes
occurring under low temperature conditions will
proﬁt from model developments such as this. Here
againmicroscalemodeling usingDNS [130] or even
LEM [133] seems to be theway to proceed.A recent
application of LEM together with LES for the sim-
ulation of Spray–Turbulence–Flame interactions
may be found in [134].7. New results on small scale scalar mixing
At the Twenty-Second Symposium Bilger [135]
proposed as a criterion for the validity of the non-
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should be smaller than the Kolmogorov scale. In
the following we will argue that ﬂamelets are
anisotropically oriented in the mixture fraction
ﬁeld, namely in direction normal to mixture frac-
tion iso-lines, and extend over a larger distance,
which in the mean is of the order of the Taylor
scale. Although the scalar dissipation rate changes
over distances that scale with the Kolmogorov
scale the inﬂuence of these ﬂuctuations on the
reactive scalars are damped by diﬀusive and
unsteady response eﬀects.
In order to show this we have performed DNS
simulations of homogeneous shear ﬂows with
periodic boundary conditions [136] as well as for
a time-developing shear layer [137]. The orienta-
tion of ﬂamelets follows those of gradient trajecto-
ries normal to mixture fraction isolines. Such
trajectories can be constructed starting from every
grid cell, in the directions of ascending and
descending scalar gradients until they will reach
a local maximum or a minimum point, respec-
tively. The ensemble of grid cells from which the
same pair of extremal points is reached determines
a spatial region called a dissipation element. The
shapes of such elements superimposed on the mix-
ture fraction ﬁeld are shown for a simulation of a
two-dimensional unstable jet in Fig. 23. The
orange lines are the dividing lines between the ele-
ments. In the upstream region of the jet only max-
imum points of the mixture fraction are found
(shown in red). The corresponding minima are
not points but segments on the boundaries on
both sides of the jet.Fig. 23. Illustration of dissipation elements using the mixture
extend between outer boundaries where Z ¼ 0 and a (red) ma
Internal dissipation elements extend between a (blue) minimum
are constructed by gradient trajectories starting from each grid
gradients and are deﬁned as the spatial region from which t
(Courtesy L. Wang).The elements between the boundary segments
and a maximum point are called boundary ele-
ments. Further downstream there are internal dis-
sipation elements having both, a (red) maximum
and a blue minimum point. These are more typical
for turbulent ﬂows.Depending on the value of the
stoichiometric mixture fraction reaction occurs in
mixture fraction space between local minimum
and maximum points, thereby limiting the mixture
fraction domain to the ﬁnite diﬀerence
DZ ¼ Zmax  Zmin.
Figure 24 shows results from a 3D-DNS calcu-
lation of a temporal shear layer.The transparent
blue surface corresponds to Z ¼ 0:05 while the
orange surface corresponds to Z ¼ 0:95. Minima
and maxima points of internal dissipation ele-
ments are connected by yellow lines. There are
strings of red and blue points. These are the result
from a secondary splitting of a previously gener-
ated extremal point by locally acting extensive
strain, as had been predicted by Gibson [138] in
1968.
The geometry of internal elements and their
scalar structure have been parameterized by the
linear distance l between the extremal points and
their scalar diﬀerence DZ 0 respectively. Figure 25
from [136] shows the joint pdf P ðDZ 0; lÞ of these
two parameters for the case of homogeneous
shear ﬂow. A ﬁrst observation is that the scalar
diﬀerence tends to increase as the length scale
increases. By writing P ðDZ 0; lÞ as the product of
the conditional pdf PDZ 0 ðDZ 0jlÞ and the marginal
pdf P ðlÞ
P ðDZ 0; lÞ ¼ PDZ0 ðDZ 0jlÞPðlÞ ð39Þfraction ﬁeld of a 2D unstable jet. Boundary elements
ximum point as shown in the upstream part of the jet.
and a (red) maximum point of the mixture fraction. They
point in the direction of ascending and decreasing scalar
he same extremal points (or the boundary) are reached
Fig. 24. Internal dissipation elements in a non-reacting shear layer are shown by connecting the (red) maximum and the
(blue) minimum points by yellow straight lines. The transparent blue and orange surfaces correspond to iso-surfaces of
Z ¼ 0:05 and 0:95, respectively (Courtesy J.P. Mellado).
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Fig. 25. Joint pdf of the scalar diﬀerence at maximum and minimum points and the linear length between these points
for internal dissipation elements obtained from a DNS of homogeneous shear turbulence. The conditional mean hZ 0jli
follows the 1/3 Kolmogorov scaling (Courtesy L. Wang).
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ence as
hDZ 0jli ¼
Z 1
0
DZ 0PDZ0 ðDZ 0jlÞdDZ ð40Þ
This quantity is shown in Fig. 26 as a white line
and has a similar physical meaning as the ﬁrst or-
der scalar structure function and indeed has thecorresponding l1=3-scaling as shown in [136]. It
can be approximated as
hDZ 0jli ¼ 2:8 hvi
1=2
e1=6
l1=3: ð41Þ
The marginal distribution P ðlÞ for the length
scales can be obtained by integrating over
P ðDZ 0; lÞ in DZ 0-direction. An equation for the
Fig. 26. Gradient trajectories starting from the outer boundary at Z ¼ 0 traverse the iso-surface Z ¼ 0:05 and end at a
local (red) maximum point (Courtesy J.P. Mellado).
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Fig. 27. Pdf of the scalar diﬀerence in boundary
dissipation elements from shear layer DNS simulations
for diﬀerent Reynolds numbers based on the velocity
diﬀerence and the shear layer thickness. Since many
trajectories end at the same maximum point, there is
only a small data base for the statistics. The points
appear to be Reynolds number independent and they
have been approximated by a beta function pdf (Cour-
tesy J. P. Mellado).
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in [136] and it was found that the mean length
scale scales with the Taylor scale k and is approx-
imately 2k where k was deﬁned in Eq. (25). A
physical argument for this ﬁnding will be given
at the end of this section.
Combining (25) and (41) with the use of
hvi ¼ 2:0 e
k
hZ 02i; ð42Þ
and (23), where c1 ¼ 0:164 is used, one obtains for
l ¼ lm the mean scalar diﬀerence between mini-
mum and maximum points
hDZ 0i
Z 0
¼ 4:66Re1=6 ð43Þ
showing a very weak dependence on the Reynolds
number Re ¼ v0lt=m. For Reynolds numbers of
practical interest hDZ 0i is very close to Z 0. Com-
parisons of the mean scalar diﬀerence with the
reaction zone thickness in mixture fraction space
then leads to the previous estimates ([6], p. 192)
if hDZi is set equal to Z 0st.
Since the stoichiometric mixture fraction Zst is
typically small in free shear ﬂows and jets, ﬂam-
elets often exist close to the interface between tur-
bulent and non-turbulent regions. Figure 26
shows gradient trajectories starting from the
non-turbulent outer oxidizer region which will
end at the ﬁrst (red) local maximum point Zmax.
Since Zmin ¼ 0 the scalar diﬀerence DZ is equal
to this maximum value of the scalar. The distribu-
tion function for DZ is plotted for the shear layer
in Fig. 27. Because many trajectories end at the
same maximum points there are not enough data
to obtain a smooth pdf. Nevertheless, a beta func-tion pdf calculated from the mean and the vari-
ance of the data shows that most maxima are
larger than DZ ¼ 0:4 and the maximum lies close
to DZ ¼ 0:7.
This raises the question on the boundary con-
ditions to be applied when the ﬂamelet model is
used as the microscale model for nonpremixed
combustion. Since the scalar gradient is zero at
Zmax and Zmin the scalar dissipation rate vanishes
there. This reduces the ﬂamelet equations at the
boundaries to those of a homogeneous reactor.
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boundary will typically reach the equilibrium
solution very rapidly. Therefore equilibrium con-
ditions should be applied at the boundaries
Z ¼ Zmin and Z ¼ Zmax to solve the ﬂamelet
equations.
The last question to be raised for nonpremixed
diﬀusion ﬂamelets is that of the ﬂuctuating instan-
taneous scalar dissipation rate deﬁned by
vZ ¼ 2D
oZ
on
 2
; ð44Þ
where o=on ¼ nZ  r and nZ is the unity vector
normal to scalar iso-surfaces. In [139] a balance
equation for the instantaneous scalar dissipation
rate was derived as a function of the mixture frac-
tion. For non-constant density it reads
ovZ
ot
¼ vZ
2
o2vZ
oZ2
þ 2avZ 
1
4
ovZ
oZ
 2
 ð2DÞ1=2v3=2Z
oj
oZ
þ 2vZ
oR
oZ
 R ovZ
oZ
: ð45Þ
Here R takes the eﬀect of a non-constant density
and diﬀusivity into account
R ¼ 1
q
rðqDÞ  rZ: ð46Þ
The derivation is based on the equation for the
mixture fraction along the trajectory
oZ
ot
þ vn oZon ¼ D
o2Z
on2
 jjrZj þ R; ð47Þ
where vn ¼ v  nZ . Between the coordinate n along
a trajectory and the mixture fraction coordinate
there is the relation
dn ¼ 2D
vZ
 1=2
dZ: ð48Þ
Equation (45) may be viewed as a stochastic dif-
ferential equation containing two randomly vary-
ing parameters: the conditional compressive strain
rate
a ¼ nZ  rv  nZ ð49Þ
in direction of the trajectory and the curvature j.
As for (18) and (19) the curvature term containing
molecular diﬀusivity may be neglected in the large
Reynolds number limit. Then Eq. (45) may be
solved by imposing stochastic variations of a. A
similar approach may be found in [140].
In [141] it is shown that the mean extensive
strain along gradient trajectories scales with the
inverse of the integral time scale s. Since gradient
trajectories proceed through regions that are
strained by shear and are smoothed by diﬀusion,
the average length of the trajectories is determined
by D and the mean strain rate. With m ¼ D in the
simulations the corresponding mean length scalemust then be the Taylor scale according to Eq.
(27). A similar conclusion has been reached in
[142] where properties of stagnation points and
extremal points, both being critical points in tur-
bulent ﬂows, are compared. Their average dis-
tance is found to be of the order of the Taylor
scale.8. Summary
While the traditional method to handle scale
separation in combustion problems is asymptotic
analysis, this procedure becomes prohibitive in
more complex ﬂows. Compared to the resolved
turbulent scales typical combustion scales are in
general much smaller. Such small scales may
result from fast reaction rates and manifest them-
selves as thin reaction layers. They interact with
the continuous spectrum of scales in turbulence.
In multiscale computations the resolved turbulent
scales then appear in the macroscale model while
the combustion scales are active on the micro-
scale. This separation of scales is not fully taken
into account in many turbulent combustion mod-
els, which often were derived in the spirit of single-
scale turbulence modeling. Both, RANS and LES
models are critically assessed under the multiscale
aspect. Only when the combustion scales are of
the same order of magnitude as the resolved tur-
bulent scales, single-scale turbulent combustion
modeling would be appropriate.
In coupled macroscale–microscale computa-
tions the microscale models may range from tabu-
lated chemical source terms or laminar burning
velocities to the interaction of codes where the
microscale model is a ﬂamelet model, a Linear
Eddy Model or a DNS simulation. In view of ever
increasing computational resources one may even
think to tabulate the outcome of DNS simulations
such as those shown in Fig. 11 for a variety of
inﬂow conditions.
Combustion has been at the forefront of many
methodological developments in physics, for
instance in astrophysics as discussed in [143]. It
is no coincidence that in [45] a combustion prob-
lem has been used to illustrate the HMM concept.
Combustion with its large variety of scale sepa-
rated phenomena is likely to continue to play an
important role in formulating multiscale methods
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