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1. Introduction
This paper stems from the recent investigation by Johnson and Szankowski [1] of Banach spaces with the hereditary
approximation property, that is, spaces whose all subspaces have the approximation property. Among several interesting
results, themain theoremof [1] states that ifX is a Banach space such that the sequence {dn(X)}which gives the isomorphism
constant to ℓn2 from its n dimensional subspaces grows sufficiently slow as n →∞, then X must have the hereditary
approximation property.
The rate of growth of dn(X) needed in Johnson and Szankowski’s result is of (inverse) Ackermann type [1, Theorem 2.1].
As mentioned at the end of their paper, it would be interesting to knowwhether this rate can be improved significantly. It is
known that if X has the hereditary approximation property then X has to be very close to a Hilbert space, namely X is of type
2− ε and of cotype 2+ ε for every ε > 0. This is a consequence of results obtained by Szankowski combined with results
of Krivine, Maurey and Pisier [2]. The type and cotype properties of a Banach space X with the hereditary approximation
property imply estimates of the form dn(X) ≤ c(α)nα for all α > 0 and n ≥ 1 (cf. [3]). In this context, Johnson and
Szankowski formulated the following problem [1, Question 13].
Question 1 ([1]). If dn(X) = o(log(n)), does it imply that X has the hereditary approximation property?
In this paper, we show that when the rate of growth of dn(X) is at least the same as (log(n))β , for some β > 1, then X
does not necessarily have the hereditary approximation property.
What is especially interesting is the fact that not onlywe exhibit particular examples of Banach spaceswhich substantiate
this fact, but also we are able to identify a rather large class of Banach spaces X for which this rate of growth of dn(X) implies
that X does not have the hereditary approximation property.
Theorem 1.1. Let X be the class of Banach spaces X which have cotype 2 and are of the form X = ℓ2(Z), for some Banach
space Z.
Let X inX and assume that there exist constants α > 0, β > 1 and a positive integer N such that
dn(X) ≥ α (log(n))β ∀n ≥ N.
Then X has a subspacewithout the approximation property, in otherwords X does not have the hereditary approximation property.
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To the best of our knowledge, Theorem 1.1 establishes the failure of the (hereditary) approximation property under
weaker quantitative estimates for dn(·) than what is currently known in the literature. The proof of this result will be
presented in Section 3.
2. Notation and preliminaries
We start with a certain amount of standard notation from the Banach space theory. We refer the reader to [3] for all
notation not explained here. Unless specified otherwise, the Banach spaces considered here are infinite dimensional.
A Banach space X has the approximation property provided that, for every compact set K ⊂ X and every ϵ > 0, there
exists a finite rank operator T : X → X such that ∥Tz − z∥ < ϵ for every z ∈ K .
The hereditary condition from [1] that implies the approximation property of a Banach space X is in terms of the behavior
of a well known invariant, namely the sequence of distances to a Hilbert space {dn(X)}. For n ≥ 1 it is defined by
dn(X) = sup{d(E, ℓdim E2 ) | E ⊂ X, dim E ≤ n}.
It is easy to see that we can rewrite {dn(X)} in terms of the dimensional gradation of the L2-factorable norm of idX as
dn(X) = sup{γ2(idX |E) | E ⊂ X, dim E ≤ n},
for all n ≥ 1.
The next definition is less standard but it is convenient in our context. It was first introduced by Pisier in [4]. Adopting
the terminology from [3], the sequence of relative Euclidean factorization constants {en(X)} is defined by
en(X) = sup{e(E, X) | E ⊂ X, dim E ≤ n}
for n ≥ 1, where
e(E, X) = inf{γ2(P) | P : X → X projection onto E}.
It is obvious that dn(X) ≤ en(X) for n ≥ 1 and every Banach space X . Let us point out that in the presence of type 2 the
two sequences {dn(X)} and {en(X)} have the same order of magnitude.
Recall that a Banach space X has type 2 if there exists a constant C > 0 such that 1
0
 n
i=1
ri(t)xi
 dt ≤ C

n
i=1
∥xi∥2
1/2
for all n ≥ 1 and all choices {xi}ni=1 in X . Here {ri}i denotes the sequence of Rademacher functions on [0, 1]. The smallest
constant C satisfying the inequality is denoted by T2(X).
Lemma 2.1. If a Banach space X has type 2 then
en(X) ≤ T2(X)dn(X)
for all n ≥ 1.
Proof. Let E be a finite dimensional subspace of X and take u: E → ℓ2, v: ℓ2 → E such that idE = vu and ∥u∥∥v∥ = γ2(idE).
By Maurey’s extension theorem (see [3] for example) there exists u˜: X → ℓ2 satisfying
u˜|E = u and ∥u˜∥ ≤ T2(X)∥u∥.
Then P := vu˜ : X → E is a projection onto E satisfying γ2(P) ≤ T2(X)γ2(idE). This implies that e(E, X) ≤ T2(X)γ2(idX |E)
and the conclusion follows. 
As a consequence, we obtain the following corollary which will be useful later.
Corollary 2.2. Let X be a Banach space such that X∗ has type 2. Then, for all n ≥ 1
dn(X) ≤ T2(X∗)dn(X∗).
Proof. It is known that en(X) = en(X∗) for all n ≥ 1 and any Banach space X; see [3, Corollary 27.2]. This is a consequence
of the deep connections of the sequence {en(X)}with 2-summing operators taking values in X .
The result now follows from Lemma 2.1. 
Another notion that is important for our investigation is the property (H) introduced by Pisier in [5]. For C ≥ 1, recall
that a basis {ei}i in a Banach space X is called C-unconditional if for every x =i aiei ∈ X one has ∥i ϵiaiei∥ ≤ C∥x∥, for
all signs ϵi = ±1.
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Definition 2.3. Let X be a Banach space. For n = 1, 2, . . ., let κn(X) ≥ 1 be the smallest constant κ such that for every
1-unconditional normalized sequence of vectors {ui}li=1 in X , with 1 ≤ l ≤ n, one has
κ−1
√
l ≤
 l
i=1
ui
 ≤ κ√l.
We say that X has property (H) provided κ(X) := supn κn(X) <∞.
Recall that if X is a Banach space, ℓ2(X) and Rad(X) are spaces of all sequences (xi), with xi ∈ X for i = 1, 2, . . ., such that
the following expressions representing the respective norms are finite:
∥(xi)∥ℓ2(X) =
 ∞
i=1
∥xi∥2
1/2
<∞
∥(xi)∥Rad(X) =
 1
0
 n
i=1
ri(t)xi

2
dt
1/2 <∞.
For a natural number n, we denote by ℓn2(X) and Radn(X) the spaces of all n-tuples (xi)
n
i=1, endowed with the corresponding
norm.
The following result was established in [6]. We state it here in a slightly different formulation.
Proposition 2.4. Let E be an n-dimensional Banach space. There is a universal constant C ≥ 1 such that
d(E, ℓn2) ≤ CT2(E)3κn (Radn(E)) .
Proof. From the definition of κn(Rad(E))we obtain
(κn(Radn(E)))−1
√
l ≤
 1
0
 l
i=1
ri(t)xi

2
dt
1/2 ≤ κn(Radn(E))√l (1)
for every normalized sequence of vectors {xi}li=1 in E, and for all 1 ≤ l ≤ n.
On one hand, from the results of Konig and Tzafriri [7], if q := 2 + 256 T2(E)4 then the cotype q constant of E satisfies
Cq(E) ≤ 2.
On the other hand, the left hand side of the inequality (1) implies that the cotype 2 constant of E computed with exactly
n normalized vectors is less than κn(Radn(E)).
Combining these facts with the results of Bourgain et al. [8, Theorem 3.1] and the results of Tomczak-Jaegermann [9], we
obtain the existence of universal constants c, C such that C2(E) ≤ c√qκn(Radn(E)) ≤ CT2(E)2κn(Radn(E)). The conclusion
follows now from Kwapien’s classical result (see [3] for example)
d(E, ℓn2) ≤ T2(E)C2(E) ≤ CT2(E)3κn (Radn(E)) . 
Clearly, Radn(X) can be identified to a subspace of ℓ2
n
2 (X), for all n ≥ 1 and every Banach space X . As a consequence of
Proposition 2.4, we obtain the existence of a sequence of normalized vectors in ℓ2(X)whichwill play an important role later
in the arguments.
Proposition 2.5. Let X be a Banach space which has type 2. There are c = c(T2(X)) > 0 and N ≥ 1 such that, for all n ≥ N,
there exists a 1-unconditional normalized sequence of vectors {zi}ni=1 ⊂ ℓ2(X) with n
i=1
zi

ℓ2(X)
≤ 1
cdn(X)
n1/2.
Proof. We only have to consider the case when X is not isomorphic to ℓ2.
Based on Proposition 2.4, there exists a constant c = c(T2(X)) > 0 with the following property: for all n ≥ 1 there are
1-unconditional normalized vectors {u1, . . . , ul} ⊂ ℓ2(X), with 1 ≤ l ≤ n, such that either l
i=1
ui

ℓ2(X)
> cdn(X)l1/2 (2)
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or  l
i=1
ui

ℓ2(X)
<
1
cdn(X)
l1/2. (3)
The statement of Proposition 2.5 will be a consequence of the following observations: first, we can always take l = n
vectors in either (2) or (3), and second, the type 2 assumption for X implies that the alternative (3) must be satisfied when
n is large enough.
Indeed, for an arbitrarily fixed n ≥ 1 take {u1, . . . , ul} ⊂ ℓ2(X) normalized, 1-unconditional vectors which satisfy (3)
(or (2)). For simplicity of writing, consider that n is divisible by l, say n = lm. We partition the set {1, . . . , n} intom subsets,
namely A1 = {1, . . . , l}, A2 = {l + 1, . . . , 2l}, . . . , Am = {(m − 1)l + 1, . . . ,ml}. Let {z1, . . . , zn} = mj=1{zi}i∈Aj ⊂
ℓ2(X)⊕2 · · · ⊕2 ℓ2(X)  
m copies
∼= ℓ2(X) be a 1-unconditional normalized sequence defined by simply taking {zi}i∈Aj = {ui}1≤i≤l on
different copies of ℓ2(X), for all 1 ≤ j ≤ m. Then n
i=1
zi

ℓ2(X)
=

i∈A1
zi

2
ℓ2(X)
+ · · · +

i∈Am
zi

2
ℓ2(X)
1/2
<

m · 1
c2dn(X)2
l
1/2
= 1
cdn(X)
n1/2.
The case when n is not divisible by l is treated similarly.
In order to prove the second claim, suppose on the contrary that (2) holds for an infinite sequence of natural numbers
{nk}k. For each kwe can find 1-unconditional normalized vectors {z1, . . . , znk} ⊂ ℓ2(X) such that
nk
i=1
zi

ℓ2(X)
> cdnk(X)nk
1/2.
Since X has type 2 it implies that ℓ2(X) also has type 2, and taking into account the 1-unconditionality we get
T2(ℓ2(X))nk1/2 = T2(ℓ2(X))

nk
i=1
∥zi∥2
1/2
≥
 1
0

nk
i=1
ri(t)zi

ℓ2(X)
dt
= 1
2nk

εi=±1

nk
i=1
εizi

ℓ2(X)
> cdnk(X)nk
1/2.
This gives us a contradiction with the fact that dn(X)→∞ as n →∞. 
The existence of vectors satisfying either (2) or (3) was essential for some other results which deal with the structure of
subspaces of ℓ2(X) [10,11].
3. The main result
In order to exhibit subspaces of ℓ2(X) without the approximation property we will use the general criterion presented
in [2]. It is a modified version of the one used by Enflo [12] in his original solution of the approximation property, and it
is actually a criterion for a Banach space to fail a weaker property, namely the compact approximation property: a Banach
space X has the compact approximation property provided that, for every compact set K ⊂ X and every ϵ > 0, there exists
a compact operator T : X → X such that ∥Tz − z∥ < ϵ for every z ∈ K .
Proposition 3.1 ([2]). A Banach space Z does not have the compact approximation property if there exist bounded sequences
{zk}k≥2 ⊂ Z, {z∗k }k≥2 ⊂ Z∗ and a sequence {Fn}n≥2 of finite subsets of Z such that
(i) z∗k (zk) = 1 for all k ≥ 2,
(ii) z∗k
w∗−→ 0,
(iii) for every linear operator T : Z → Z and n ≥ 2 we have
|βn(T )− βn−1(T )| ≤ max{∥Tz∥ : z ∈ Fn},
where βn(T ) = 2−nk∈In z∗k (Tzk) and In = {2n, 2n + 1, . . . , 2n+1 − 1},
(iv)
∞
n=2 max{∥z∥ : z ∈ Fn} <∞.
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We are now ready to prove the main result of this paper.
Theorem 3.2. Let X be a Banach space which has cotype 2. Assume that there exist constants α > 0 and β > 1 and a positive
integer N such that
dn(X) ≥ α (log(n))β ∀n ≥ N.
Then ℓ2(X) has a subspace without the compact approximation.
This is an equivalent statement to Theorem 1.1, since we know that dn(ℓ2(X)) = dn(X), for all n.
In order to obtain the conclusion of Theorem 3.2, we closely follow the line of argument from Szankowski’s proof of the
fact that the space ℓp has a subspacewithout the approximationproperty, for every 1 ≤ p <∞ ([2], see also the presentation
from [13, Theorem 1.g.4]). In fact, we try to quantify how fast {dn(X)}n could grow so that Szankowski’s argument yields a
subspace of ℓ2(X)without the approximation property. In a sense, this is a similar task to the one undertaken by Casazza et al.
in [14], which determines the limit of what Davie’s construction [15] can yield in terms of finding subspaces of (Σn⊕ ℓknpn)ℓ2
without the approximation property.
The next lemma is a combinatorial result which plays an important role in [2]. We will introduce first some notations.
For n ≥ 1, let In = {2n, 2n + 1, . . . , 2n+1 − 1}. For each integer i ≥ 8, define nine integers {gk(i)}1≤k≤9 as follows:
gk(4j+ l) = 2j+ k− 1, j = 2, 3, . . . , 0 ≤ l ≤ 3, k = 1, 2
gk(4j+ l) = 4j+ (l+ k− 2) mod 4, j = 2, 3, . . . , 0 ≤ l ≤ 3, 3 ≤ k ≤ 5
gk(4j+ l) = 8j+ k− 6, j = 2, 3, . . . , l = 0, 1, 6 ≤ k ≤ 9
gk(4j+ l) = 8j+ k− 2, j = 2, 3, . . . , l = 2, 3, 6 ≤ k ≤ 9.
It is clear that gk(In) ⊂ In−1 for k = 1, 2, gk(In) ⊂ In for 3 ≤ k ≤ 5 and gk(In) ⊂ In+1 for 6 ≤ k ≤ 9.
We state the combinatorial result in a weaker form than the one presented in [13, Lemma 1.g.5], since this is enough for
our purposes.
Lemma 3.3. There exists a partition ∇n of In into disjoint sets and a sequence of integers {mn}n≥1 with mn ≥ 2n/8−2, for n ≥ 1,
such that
(i) if A ∈ ∇n, then mn ≤ |A| ≤ 2mn,
(ii) for every A ∈ ∇n, n ≥ 3 and every 1 ≤ k ≤ 9 the set gk(A) contains at most one representative from any element of ∇n−1,
∇n or ∇n+1, that is
|gk(A) ∩ A0| ≤ 1
for every A0 ∈ ∇n−1, ∇n or ∇n+1,
(iii) for every A ∈ ∇n and 1 ≤ k ≤ 9, gk|A is one-to-one.
Proof of Theorem 3.2. We can assume that X does not contain ℓn1’s uniformly, otherwise X itself will have a subspace
without the compact approximation property by Szankowski’s result [2]. In such a case, X∗ must have type 2 since X has
cotype 2.
Our hypothesis about the sequence {dn(X)}n≥N implies, by taking into account Corollary 2.2, that for all n ≥ N we have
dn(X∗) ≥ α/T2(X∗) (log(n))β .
Without loss of generality assume that the positive integerN also satisfies the conclusion of Proposition 2.5,when applied
to the space X∗.
Fix n ≥ N and pick A0 ∈ ∇n, where ∇n is the partition of In given by Lemma 3.3. Then, by Proposition 2.5 there exists a
1-unconditional normalized sequence of vectors {e∗i }i∈A0 in ℓ2(X∗) such that
i∈A0
e∗i

ℓ2(X∗)
≤ 1
γ (log2(|A0|))β
|A0|1/2 (4)
for some constant γ > 0 which does not depend on n or |A0|. We can think of {e∗i }i∈A0 as vectors in ℓ2(X)∗, since
ℓ2(X∗) ∼= ℓ2(X)∗ isometrically.
Take j ∈ A0 arbitrarily fixed and definee∗∗j : span{e∗i }i∈A0 −→ R (or C) bye∗∗j (e∗i ) = δij, for all i ∈ A0. The 1-uncon-
ditionality of {e∗i }i∈A0 implies ∥e∗∗j ∥ = 1. As a consequence of the Hahn–Banach theorem we can find e∗∗j ∈ ℓ2(X)∗∗ with
e∗∗j (e
∗
i ) = δij, for i ∈ A0, and ∥e∗∗j ∥ℓ2(X)∗∗ = 1. By the principle of local reflexivity (see [16]) there exist elements {ej}j∈A0 ⊂
ℓ2(X) satisfying 12 ≤ ∥ej∥ ≤ 32 and e∗i (ej) = δij for i, j ∈ A0.
For every A ∈ ∇n (n ≥ N), let XA = span{ei}i∈A ⊂ ℓ2(X) and then set
Y =
 ∞
n=N

A∈∇n

XA

ℓ2
.
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Clearly, Y is a subspace of ℓ2(X). For n ≥ N and A ∈ ∇n, let i ∈ A and define fi = (0, . . . , 0, ei, 0, . . .) ∈ Y , where ei ∈ XA sits
in its corresponding position. Any element of Y is of the form

i≥2N tifi with norm

i≥2N
tifi

Y
=
 ∞
n=N

A∈∇n

i∈A
tifi

2
ℓ2(X)
1/2 =
 ∞
n=N

A∈∇n

i∈A
tiei

2
ℓ2(X)
1/2 .
We have
Y ∗ =
 ∞
n=N

A∈∇n

X∗A

ℓ2
,
and notice that we canwrite X∗A = span

e∗i

XA

i∈A
. Now define for n ≥ N , A ∈ ∇n and i ∈ A, f ∗i = (0, . . . , 0, e∗i

XA
, 0, . . .) ∈
Y ∗, where e∗i

XA
∈ X∗A sits in its corresponding position. Any element of Y ∗ is of the form

i≥2N tif
∗
i with

i≥2N
tif ∗i

Y∗
=
 ∞
n=N

A∈∇n

i∈A
tif ∗i

Y∗
=
 ∞
n=N

A∈∇n


i∈A
tie∗i

XA

2
X∗A

1/2
.
Moreover, we have f ∗i (fj) = δij for all i, j ≥ 2N : for n ≥ N , A ∈ ∇n and i ∈ A, if j ∈ A then f ∗i (fj) = e∗i

XA
(ej) = δij, while if
j ∉ A, then f ∗i (fj) = e∗i

XA
(0)+ 0(ej) = 0.
We are now ready to construct a subspace Z ⊂ Y ⊂ ℓ2(X)without the approximation property. For i ≥ 2N define
zi = f2i − f2i+1 + f4i + f4i+1 + f4i+2 + f4i+3
and take Z = span{zi}i≥2N ⊂ Y ⊂ ℓ2(X). Define z∗i = 12 (f ∗2i − f ∗2i+1)|Z , for i ≥ 2N , and notice that we can also rewrite it as
z∗i =
1
2
(f ∗2i − f ∗2i+1)

Z
= 1
4
(f ∗4i + f ∗4i+1 + f ∗4i+2 + f ∗4i+3)

Z
.
It remains to check that Proposition 3.1(iii), (iv) are satisfied for T : Z → Z a linear operator and
βn(T ) = 2−n

i∈In
z∗i (Tzi), n ≥ N.
For the remaining of the proof let n > N arbitrarily fixed. We have
βn(T )− βn−1(T ) = 2−n−1

i∈In
(f ∗2i − f ∗2i+1)T (f2i − f2i+1 + f4i + · · · + f4i+3)
− 2−n−1

i∈In−1
(f ∗4i + · · · + f ∗4i+3)T (f2i − f2i+1 + f4i + · · · + f4i+3)
= 2−n−1

i∈In−1

(f ∗4i − f ∗4i+1)T (f4i − f4i+1 + f8i + · · · + f8i+3)+(f ∗4i+2 − f ∗4i+3)T (f4i+2 − f4i+3 + f8i+4 + · · · + f8i+7)
− 2−n−1

i∈In−1
(f ∗4i + · · · + f ∗4i+3)T (f2i − f2i+1 + f4i + · · · + f4i+3)
= 2−n−1

i∈In−1

f ∗4iT (−f2i + f2i+1 − 2f4i+1 − f4i+2 − f4i+3 + f8i + · · · + f8i+3)+f ∗4i+1T (−f2i + f2i+1 − 2f4i − f4i+2 − f4i+3 − f8i − · · · − f8i+3)+f ∗4i+2T (−f2i + f2i+1 − f4i − f4i+1 − 2f4i+3 + f8i+4 + · · · + f8i+7)+f ∗4i+3T (−f2i + f2i+1 − f4i − f4i+1 − 2f4i+2 − f8i+4 − · · · − f8i+7)
= 2−n−1

i∈In+1
f ∗i (Tyi),
where {yi}i≥2N+1 ⊂ Z are the corresponding notations for the elements in parentheses. Using the notations introduced
before Lemma 3.3 we can write
yi =
9
k=1
δi,kfgk(i)
for i ≥ 2N+1, where δi,k ∈ {−2,−1, 1} for all indices 1 ≤ k ≤ 9.
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We can continue the computations as follows:
|βn(T )− βn−1(T )| ≤ 2−n−1

A∈∇n+1

i∈A
f ∗i (Tyi)
 = 2−n−1 
A∈∇n+1
2−|A| 
εi=±1

i∈A
εif ∗i

i∈A
εiTyi

≤ 2−n−1

A∈∇n+1
max

i∈A
εif ∗i

Z∗
T

i∈A
εiyi

Z
: εi = ±1

≤ 2−n−1(2n+1m−1n+1)max

i∈A
εif ∗i

Y∗
: A ∈ ∇n+1, εi = ±1

· max
T

i∈A
εiyi

Y
: A ∈ ∇n+1, εi = ±1

= m−1n+1 max

i∈A
εif ∗i

Y∗
: A ∈ ∇n+1, εi = ±1

·max{∥Tz∥Y : z ∈ En},
where above we used the notation En = {i∈A εiyi : A ∈ ∇n+1, εi = ±1} and the fact that the partition ∇n+1 has at most
2n+1m−1n+1 elements.
For every A ∈ ∇n+1 and signs {εi}i∈A we observe that
i∈A
εif ∗i

Y∗
=


i∈A
εie∗i

XA

X∗A
=


i∈A
εie∗i

XA

X∗A
≤

i∈A
εie∗i

ℓ2(X)∗
=

i∈A
e∗i

ℓ2(X)∗
≤ 1
γ (log2(mn+1))β
(2mn+1)1/2,
using (4) and the fact thatmn+1 ≤ |A| ≤ 2mn+1.
Proposition 3.1(iii) now holds for Fn =
√
2γ−1 (log2(mn+1))−β m
−1/2
n+1 En ⊂ Z . Finally, as a consequence of Lemma 3.3(ii)
and (iii) we obtain, for A ∈ ∇n+1 and signs {εi}i∈A,
i∈A
εiyi

Y
≤
9
k=1

i∈A
δi,kεifgk(i)

Y
=
9
k=1

i∈A
δi,kεifgk(i)2ℓ2(X)
1/2
≤
9
k=1
3|A|1/2 ≤ 27(2mn+1)1/2,
since we have |δi,k| ≤ 2 and ∥fgk(i)∥ ≤ 3/2 for all the indices involved. This in turn implies that
sup{∥z∥Y : z ∈ Fn} ≤ 54γ−1 (log2(mn+1))−β ≤ 54γ−1

n+ 1
8
− 2
−β
,
hence satisfying (iv) in Proposition 3.1. 
It is natural to ask the question of whether or not the statement of Theorem 3.2 remains true without the assumption
that X has cotype 2. Also, we do not know if Theorem 3.2 is still valid under the assumption that dn(X) = O(log(n)).
4. Final remarks
The result of Theorem 3.2 suggests a possible way of dealing with another question raised by Johnson and Szankowski
regarding the hereditary approximation property.
Question 2 ([1]). Is the hereditary approximation property preserved under ℓ2-sums?
There are some cases knownwhen the question has a positive answer: as an application of their main result, Johnson and
Szankowski proved that if X is aweakHilbert spacewith an unconditional basis then ℓ2(X) has the hereditary approximation
property.
The situation is not clear when one considers another type of known constructions of Banach spaces with the hereditary
approximation property, namely the spaces from [17] which are sufficiently asymptotically Hilbertian: X satisfies the
condition that for some K > 0 and infinitely many n, there is a log n codimensional subspace all of whose 5n dimensional
subspaces are K -isomorphic to ℓ5
n
2 .
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In particular, for suitable choices of integers {kn} and numbers {pn} converging to 2, the space X =

n⊕ℓknpn

ℓ2
is not
isomorphic to ℓ2 and it has the hereditary approximation property. The parameters {kn} and {pn} can be chosen such that X
satisfies the additional properties: X has cotype 2 and, for all n,
dn(X) ≥ α (log log log(n))β
for some absolute constants α > 0 and β > 1.
It would be interesting to find out if the conclusion of Theorem 3.2 still holds for X as above. More generally, we do
not know if it is possible to refine the combinatorial argument from the proof of Theorem 3.2 and obtain an answer to the
following.
Question 3. If X is a Banach space which has cotype 2 and has the property that the rate of growth of {dn(X)} is at least
the same as {(f (n))β} for some iterate f of log and β > 1, is it true that ℓ2(X) has a subspace without the approximation
property?
A positive answer to Question 3 would provide relevant answers to both Questions 1 and 2.
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