ABSTRACT. We prove that a proper mapping of the two ball in en into the three ball, which is C2 on the closed two ball is equivalent to one of four normalized polynomial mappings. This improves the known result of Faran. The proof is basic using Taylor expansions.
INTRODUCTION
Let nand D be regions in C n and C k respectively. A holomorphic mapping I: n --D is said to be a proper holomorphic mapping provided I-I (K) is a compact subset of n whenever K is a compact subset of D. We use the following notation. Let (z ,w) = ZIW I + z2W2 + ... + znwn be the inner product of z, W E C n , denote the corresponding norms by IIzI12 = (z ,z) and let Bn={ZECn:llzll<l}.
If I: ~ --~ is a proper holomorphic mapping where ~ = B I = the unit disk in the complex plane, then it is easy to check that I is a finite Blaschke product. Alexander [1] showed that if I: B n --B n is a proper holomorphic mapping with n ~ 2 then I is a holomorphic automorphism of Bn onto Bn' Let ¢ and 'II be holomorphic automorphisms of Bn and Bk respectively. Then I: B n --B k is a proper holomorphic mapping if and only if g = 'II 0 I 0 ¢: Bn --Bk is a proper holomorphic mapping. Under these conditions, we say that I is equivalent to g and we write I ~ g. Thus, since the holomorphic automorphisms of Bn are known, there is no loss in generality in assuming We assume from this point on, that I: Bn --Bk is proper and holomorphic, 2 ~ n < k and that 1(0) = O.
Webster [5] , proved that if F: Bn -B n +, (:4 is the closure of A), yields a C 3 immersion of BBn into BB n +" n ~ 3, and F is holomorphic on Bn then F(Bn) is contained in an n-dimensional affine space. Thus, under our assumptions on I, if 3 ::; n, k = n + 1 and 1 extends to a C 3 mapping of lin into B n +, then Webster's result says that 1 is equivalent to the mapping (z, ,z2' ... ,zn) -(z, ,Z2' ... ,zn' 0). Faran [3] , then showed that if n = 2, k = 3 and 1 extends to a C 3 mapping of B 2 into li 3 then 1 is equivalent to one of the following four mappings.
. V n = (an' 0, ... ,0, -a,), 2::; j ::; n , and K is an appropriate set of k -n pairs of integers (l, p). Thus (2) is a collection of k linearly independent vectors in C k . We further showed that 1 = PIS where P is a (vector-valued) polynomial of degree ::; 2k -n -1 and S is a polynomial of degree ::; deg P -1
We conjectured that Webster's result could be improved to state that if 2 < n < k ::; 2n -2 and 1 extends to a C 2 mapping of B n into li k then 1 is equivalent to the trivial mapping
This would be the best possible result (as far as the size of k is concerned) since the mapping I: B n -B 2n _, given by
is a proper holomorphic mapping. Faran [4] has shown that this conjecture is true under the stronger assumption that 1 extends to a holomorphic mapping
Faran's nice results concerning proper holomorphic maps from B2 into B3 [3] were obtained by using moving frames and doing some long and tedious computations in projective space. In this paper, we obtain Faran's results by elementary means starting from our results in [2] In [2, Theorem 3], we showed that if n = 2, k = 3 and f extends to be a C 2 map of B 2 into B 3 and f does not satisfy the linear independence conditions of our main theorem then f is equivalent to (I) (i). Therefore, we need only consider (3) 1
The fact that degS :$ degP -1 follows from the fact that
when lIull = 1 , A a complex number, upon equating coefficients of the highest power of A. We will always assume, unless otherwise stated, that A is complex, u E C 2 ,
so h * is also holomorphic and we note that
Since f is rational, it can be expanded about almost every boundary point. From [2, Lemma 1], it follows that (f(u) , feu + AV)) == 1. Thus,
Hence we see that if H is a vector-valued homogeneous polynomial consisting of the highest degree terms of P, then
because this is the coefficient of the highest degree terms in A.. Since 
we may find unitary maps U and V on C 2 and C 3 respectively such that V 0 J 0 U has linear part (az, bw ,0) with 1 2: a 2: 0 and 1 2: b 2: O. We will assume J = PIS has this form when it is convenient to do so.
The difficulty in proving J is equivalent to one of the mappings (1) is that it is not always easy to recognize J as being If/ 0 go</> where g is one of the mappings (1) and </ > and If/ are biholomorphic automorphisms of B2 and B3
respectively. Therefore, we first consider briefly the effect of forming If/ 0 J 0 </>.
Let Z E B2 and W E B 3 , r> 1, u fixed, u E BB2 and R = IIJ(ru)lI. We define </ > and If/ so that </>(0) = ru and If/(J(ru)) = o.
where U = J(ru)IR and we have used the fact that
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Here, Iloj(a, P)II/II(a, P)II --> 0 and O(a, p)/ll(a, P)II is bounded as (a, P) --> (0,0). Set gru = I.fI 0 f 0 ¢. Assume a sequence of rn --> 1 and un' Ilunll = 1 are chosen so that rnun --> u and lim n __ oo grnu n --> g uniformly on compact
n so the first term on the right in (10) has limit af(u). Since the first and third terms on the right lie in the same one dimensional space perpendicular to the second and fourth terms, the third term must have limit zero (if the limit is I, then
IIg(au + pv)11 ;::: Ilaf(u) + Pili = la + cPI > Vlal2 + IPI 2 for some choice of a and P unless c = 0). It follows that
the fourth term has limit pDf(ru)(v)/IIDf(ru)(v)11
while the second term clearly has limit zero. Thus, it is easy to see that g is a linear isometry. In fact, the same argument shows that even without the assumption lim g = g uniformly on com- The result is clearly true for general nand k because the dimension k of the range space does not enter into the proof while the proof for the domain B2 can be applied, viewing the vector v in the proof as being any unit vector perpendicular to u.
It is clear that we may choose f so that
for all ¢, I.fI as above. Our proof then consists of the following cases. Case 1. If Df(O) = 0 then f is equivalent to (1)(iii) or (1)(iv). Case 2. If Df(O) can be chosen to have rank 1, then f is equivalent to (1) (ii).
Case 3. If IIDf(O)(a, P)II = pll(a, P)II for all (a, P) E C 2 and some constant p> 0 then p = 1 and f is equivalent to (1)(i).
Case 4. Under the condition (11), if Df(z ,w) always has maximal rank then
The following lemma will be useful. Suppose u E en, lIuli = 1, and let H={ZEe n : (Z,u)=O}. Let AEBk satisfy IIAII= 1. 
Since both sides of (15) we may assume
f(z,w)=I+/~~z wAk_j,j' k=2 j=O A30 i-0 and A03 i-O. The equality (P(u) , P(u)} = 11 + 11 2 , lIull = 1 implies that (A 30 , A 03 ) = 0 (i.e. the z3W3 term must drop out). Set EI = A30/IIA3011 and E3 = A03/IIAo311 and let E2 be a unit vector in C 3 that is orthogonal to both EI and E3 so that {EI' E2 ,E 3 } is an orthonormal basis for C 3 . We now use 
If T == 0, then using (4) 
Assuming T3 = W/l/2 ' we may take c 3 = -Z, c 2 = w. Then it follows that w is a factor of Q 3 and z is a factor of Q2' In fact, P 2 / z = P 3 /w . Then the map
(

P2)
h (z , w) = 1 + I az + Q I ' Zis a proper mapping with h(O, 0) = (0,0). This implies that h is unitary so 1== 0, Q I == 0, a = 1. P 2 / z = w (except for a possible rotatiOn). In this case, f is equivalent to (l)(ii). Now assume T3 = w/~ I;. We may take c 2 = -Q3(U) ,c 3 = Q2(U) so that
. It is readily seen that I~ is not a multiple of II' If I; is a multiple of 12 then I; is a multiple of II and we actually have T3 = Wll12 again.
If neither I~ nor I; is a multiple of z, then wi; I; is a factor of Q 3 and this is impossible since deg Q 3 = 2. Thus, we may assume 12 = wand I; = -Z .
Then II is a factor of Q 2 and I~ is a factor of Q3. It then follows that Q 2 and Q 3 have a common factor 13 and P2 = 1 1 (13 + zw) and P 3 = 1~(l3 + zw). If II = az + fJw , then 1/112 + 11~12 = 101 2 + IfJI 2 when Izl2 + Iwl2 = 1 and it follows that
is proper with h(O. 0) = O. This again means h is unitary so (up to a rotation
and Hence f is equivalent to (1 )(ii). This completes Case 2. Therefore, Q 3 =: 0, a = 1 and f is equivalent to (1 )(i).
One case remains. We now assume Df(O) has rank 2,
IIDf(O)(a. fJ)II/II(a. fJ)II
is not constant, (0. fJ) i-(0.0), and that IIDf(O)II ::; IIDgl/ft/>(O)II for all I/f. ¢ holomorphic automorphisms of B3 and B2 respectively. Let ¢ and I/f be given by (9). Then,
where I is the identity on the appropriate space. Therefore,
We may assume L(z. w) = (az. bw .0) where 0 < b < a ::; 1. We wish to show that the minimal norm property implies that the quadratic part Q of f, has the form Q I (u) = aull(u) +a 02 u; for some a 02 . To that end, we first show that we need only consider (z. w), Izl2 + Iwl 2 = 1 with Iwl < e where e is small and positive. Set L,u = Df(ru). We know a = IILII ::; IIL,ull. We have 
+01(e)+02(r )<a
for sufficiently small e and r for appropriate choice of u unless
for some a 02 ' Now assume q = 11/2 and consider the fifth degree terms of (7 
Since II I z = 121 w , the map (z, w) ~ (/1 I Z .f 3 ) is proper and therefore of degree 1. This means S ,PI 'P 2 and P 3 have a common factor so we may take 
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