Abstract. The computation of the probability of string generation according to stochastic grammars given only some of the symbols that compose it underlies pattern recognition problems concerning the prediction and/or recognition based on partial observations. This paper presents algorithms for the computation of substring probabilities in stochastic regular languages. Situations covered include pre x, su x and island probabilities. The computational time complexity of the algorithms is analyzed.
Introduction
The computation of the probability of string generation according to stochastic grammars given only some of the symbols that compose it, underlies some pattern recognition problems such as prediction and recognition of patterns based on partial observations. Examples of this type of problems are illustrated in 2{ 4] , in the context of automatic speech understanding, and in 5, 6] , concerning the prediction of a particular physiological state based on the syntactic analysis of electro-encephalographic signals. Another potential application, in the area of image understanding, is the recognition of partially occluded objects based on their string contour descriptions.
Expressions for the computation of substring probabilities according to stochastic context-free grammars written in Chomsky Normal Form have been proposed 1{3]. In this paper algorithms for the computation of substring probabilities for regular-type languages expressed by stochastic grammars of the form ! F i F i ! F i ! F j 2 F i F j 2 V N ( representing the grammar start symbolandV N corresponding to the nonterminal and terminal symbols sets, respectively) are described. (meaning some sort of temporal alignment of sub-patterns).
The algorithms presented next explore the particular structure of these grammars, being essentially dynamic programming methods. Situations described include the recognition of xed length strings (probability of exact recognition { section 3.1, highest probability i n terpretation { section 3.2) and arbitrary length strings (pre x { section 3.3, su x { section 3.5 and island probabilities { section 3.4). The computational complexity o f t h e methods is analyzed in terms of worst case time complexity. Minor and obvious modi cations of the above algorithms enable the computation of probabilities according to the standard form of regular grammars. This can be summarized by the iterative algorithm:
1. For all non-terminal symbolsH 2 V N ; f g, determine Pr(H ! w i+n ) 2. For k = 1 : : : n and for all non-terminal symbolsH 2 V N ; f g, compute:
Pr(H ) w i+n;k : : : w i+n ) = P r (H ! w i+n;k : : :
Pr(H ! w i+n;k : : : w i+n;k+j;1 G) Pr(G ) w i+n;k+j : : : w i+n ) Notice that the calculations on step 2 are based only on direct rules and access to previously computed probabilities on columns to the right of the position under calculation.
Computational complexity analysis For strings of length n, the computational cycle is repeated n times, all non-terminal symbols being considered.
Associating to the terms in equation 
the following algorithm computes the desired probability: This algorithm corresponds to the computation of an array similar to the one in gure 2, but where probabilities refer to maximum values of single derivations instead of total probability of derivation when ambiguous grammars are considered.
Based on the similarity between this algorithm and the one developed in section 3.1 it is straightforward to conclude that it runs in O (jV N jn) time.
3.3 Pre x Probability { P r (H ) w i : : : w i+n )
The probability of all derivation trees having H as root and generating arbitrary length strings with the pre x w i : : : w i+n { P r ( H ) w i : : : w i+n ) ) { c a n b e expressed as follows: This algorithm, like the one of section 3.1, corresponds to lling in a parsing matrix similar to the one in gure 2.
The similarity with the algorithm in section 3.1 leads to the conclusion that this algorithm has O (jV N jn) time complexity.
3.4 Island Probability { Pr (H ) w i : : : w i+n )
The island probability consists of Pr (H ) w i : : : w i+n ), the probability of all derivation trees with root in H that generate arbitrary length sequences containing the subsequence w i : : : w i+n . 
De ning the matrices
Q is given by 6]: Q R = P R I ; P R ]
;1
The algorithm can thus be described as:
1. O -line computation of Q R = P R I ; P R ] ;1 .
2. On-line computation of Pr(G ) w n ) Pr(G ) w n;1 w n ) : : : Pr(G ) w 2 : : : w n ) for all nonterminal symbolsG 2 V N ; f g using the algorithm in section 3.3. The algorithm is then:
2. On-line computation of Pr(G ) w n ) Pr(G ) w n;1 w n ) : : : Pr(G ) w 2 : : : w n ) for all non-terminal symbols G 2 V N ; f g using the algorithm in section 3.1. More general algorithms for the computation of sub-string probabilities according to stochastic context-free grammars, written in Chomsky Normal Form, can be found in 1{3]. However, the later have O(n 3 ) time complexity 2]. The herein proposed algorithms, exhibiting linear time complexity in string's length, represent a computationally appealing alternative to be used whenever the application at hand can adequately be modeled by t h e t ypes of grammars described above. Examples of application of the algorithms described in this paper can be found in 5, 6, 8, 9] .
