The first of N identical independently distributed (i.i.d.) Brownian trajectories that arrives to a small target, sets the time scale of activation, which in general is much faster than the arrival to the target of only a single trajectory. Analytical asymptotic expressions for the minimal time is notoriously difficult to compute in general geometries. We derive here asymptotic laws for the probability density function of the first and second arrival times of a large number of i.i.d. Brownian trajectories to a small target in 1,2, and 3 dimensions and study their range of validity by stochastic simulations. The results are applied to activation of biochemical pathways in cellular transduction.
Introduction
Fast activation of biochemical pathways in cell biology is often initiated by the first arrival of a particle to a small target. This is the case of calcium activation in synapses of neuronal cells [1] [2] [3] , fast photoresponse in rods, cones and fly photoreceptors [4] [5] [6] , and many more. However, the time scale underlying these fast activations is not very well understood. We propose here that these mechanisms are initiated by the first arrival of one or more of the many identical independently distributed (i.i.d.) Brownian particles to small receptors (such as the influx of many calcium ions inside a synapse to receptors).
In general, one or several particles are required to initiate a cascade of chemical reactions, such as the opening of a protein channel [7] of a cellular membrane, which amplifies the inflow of ions to an avalanche of thousand or more ions, resulting from binding of couple of ions. These statistic of the minimal arrival times are referred to in the statistical physics literature as extreme statistics [8] . Despite great efforts [8] [9] [10] [11] [12] [13] [14] [15] [16] , there are no explicit expressions for the probability distributions of arrival times of the first trajectory, the second, and so on. Only general formulas are given, and they account for neither specific geometrical constraints of the bounding domains, where particles evolve, nor for the small targets that bind these particles.
The main example to keep in mind is the statistics of the escape time through a small window of the first of N particles. Asymptotic expressions for the mean escape time of a single Brownian path, the so called narrow escape time, computed in the narrow escape theory [17, 18] , depends on global and local geometric properties of the bounding domain and its boundary, such as the surface area (in 2 dimensions or volume (in 3 dimensions), and the local geometry near the absorbing window (mean curvature of the boundary at the small window, the window's shape, and relative size). The number and distribution of absorbing windows can influence drastically the narrow escape time. As shown below, the escape of the fastest particles selects trajectories that are very different from the typical ones, which determine the mean narrow escape time (NET).
Moreover, the asymptotics of the expected first arrival time are not the same as of the mean first passage time (MFPT) of a single Brownian path to a small window. The analysis relies on the time-dependent solution of the Fokker-Planck equation and the short-time asymptotics of the survival probability. Previous studies of the short-time asymptotics of the diffusion equation concern the asymptotics of the trace of the heat kernel analysis [19, 20] . Here, an estimate is needed of the survival probability, which requires different analysis. Our method is based on the construction of the asymptotics from Green's function of the Helmholtz equation.
The main results are explicit expressions for the statistics of the first arrival time see attempt in [14] ) in 1,2, and 3 dimensions and a formula for the expected shortest exit time from a neuronal spine with and without returns. The manuscript is organized as follows. First we present the general framework for the computation of the pdf of the first arrival and conditional second arrival, given that the first one has already arrived, in a population of N Brownian particles in a ray and in an interval. We then study the difference between Poissonian and diffusion escape time approximations and in particular, we consider the case of a bulk domain with a window connected to a narrow cylinder (dendritic spine shape [17, 18] ). We then compute the pdf of the extreme escape time in dimensions 2 and 3 through small windows. Finally, we discuss applications to activation in cellular biology.
The pdf of the first escape time
The narrow escape problem (NEP) for the shortest arrival time of N non-interacting i.i.d. Brownian trajectories (ions) in a bounded domain Ω to a binding site is defined as follows. Denote by t i the arrival times and by τ 1 the shortest one,
where t i are the i.i.d. arrival times of the N ions in the medium. The NEP is to find the PDF and the MFPT of τ 1 . The complementary PDF of τ 1 is given by
where Pr{t 1 > t} is the survival probability of a single particle prior to binding at the target. This probability can be computed from the following boundary value problem. Assuming that the boundary ∂Ω contains N R binding sites
, the pdf of a Brownian trajectory is the solution of the initial boundary value problem (IBVP)
The survival probability is
so that
where
Putting all the above together results in the pdf
The first arrival time is computed from the survival probability of a particle and the flux through the target. Obtaining an explicit or asymptotic expression is not possible in general.
The pdf of the first arrival time in an interval
To obtain an analytic expression for the pdf of the first arrival time (8) of a particle inside a narrow neck that could represent the dendritic spine neck, we model the narrow spine neck as a segment of length L, with a reflecting boundary at x = 0 and absorbing boundary at x = L. Then the diffusion boundary value problem (3) becomes
where the initial condition corresponds to a particle initially at the origin. The general solution is given by the eigenfunction expansion
where the eigenvalues are
The survival probability (4) of a particle is thus given by
The pdf of the arrival time to L of a single Brownian trajectory is the probability efflux at the absorbing boundary ∂Ω a , given by
Therefore, the pdf of the first arrival time in an ensemble of N particles to one of N R independent absorbers is given by
For numerical purposes, we approximate (16) by the sum of n 0 terms,
Figs.1A-B show the pdf of the first arrival time for N = 5 and N = 500 Brownian particles with diffusion coefficient D = 1, which start at x = 0 at time 0 and exit the interval at x = 1. These figures confirm the validity of the analytical approximation (16) with only n 0 = 100 terms in the lowly converging alternating series. 3 Statistics of the arrival time of the second particle
Next, we turn to the computation of the conditional pdf of the arrival time τ (2) of the second particle, which is that of the minimum of the shortest arrival time in the ensemble of N − 1 trajectories after the first one has arrived, conditioned on their locations at time τ (1) . The time τ (1) +τ (2) is that of arrival of the first two particles at reach the target. The conditional distribution of the arrival time τ (2) of the second particle, given the positions of the N − 1 particles at time τ (1) , can be computed from their joint probability distribution at positions (x 1 , . . . , x N −1 ) and the first particle has already arrived at time τ (1) = s,
Because all particles are independent,
The Poissonian-like approximation
The pdf (19) can be evaluated under some additional assumptions. For example, if the Brownian trajectories escape from a deep potential well, the escape process is well approximated by a Poisson process with rate equal the reciprocal of the mean escape time from the well [21] . Also, when Brownian particles escape a domain Ω = B ∪ C, which consists of a bulk B and a narrow cylindrical neck C, the escape process from Ω can be approximated by a Poisson process, according to the narrow scape theory [17] . Here the motion in the narrow cylinder C is approximated by one-dimensional Brownian motion in an interval of length L. Consequently, under the Poisson approximation, the arrival of the first particle is much faster than the escape of the second one from the bulk compartment B, thus we can use the approximation that all particles are still in the bulk B after the arrival of the first one. The bulk is represented by the position x = 0 in an approximate one-dimensional model. This assumption simplifies (19) to
The Markovian property of the Poisson process gives
so that τ (2) has the same pdf as τ 1 with N − 1 particles, which we approximate to be the same for large N, that is,
where (recall (16))
In one dimension, g(t) = Nt n=0
3.2 Pr{τ
trajectories in a segment
As in the first paragraph of section 3, equations (18) and (19) are valid with Ω replaced by the segment [0, L]. That is,
and
hence,
To compute the survival probability
we use the short-time asymptotics of the one-dimensional diffusion equation. Modifying equation (9) for short-time diffusion of a particle starting at 0, we get
The short-time diffusion is well approximated by the fundamental solution (except at the boundary, where the error is exponentially small in 1/t)
Thus the survival probability at short time t is
The short-time asymptotic expansion (42) (see below) and the change of variable x = u √ 4Dt in the integral (31), give
It follows from (27) that the pdf of the second arrival time is
ds. Figure 2 compares results of the stochastic simulations with the analytical formula (25) for the second fastest arrival time τ (2) to the boundary 1 of the interval [0, 1] among 20 particles. We use the analytical formula (25) (no correction) and (34), which contains the shift correction due to the distribution of the particles in the interval at time τ (1) , when the first particle arrives at x = L been absorbed.
This figure shows how the corrected formula gives a better agreement with the Brownian simulations, thus proving that the distribution of the Brownian particles inside the interval contributes to the decrease of the arrival time of the second particle. The fit to simulation data is based on the eigenfunction expansion
which is equivalent to (34). Formula (24) is used for Pr{τ 1 = s}. Note that the alternating series contains an even number of terms.
Pr {τ (2) To conclude, the internal distribution of particle is given by
and causes the faster arrival of the second particle relative to the first one. This example shows the deviation from the purely Poissonian approximation.
Asymptotics of the expected shortest timeτ 1
The MFPT of the first among N i.i.d. Brownian paths is given bȳ
where t 1 is the arrival time of a single Brownian path. Writing the last integral in (36) as
it can be expanded for N ≫ 1 by Laplace's method. Here
(see (14)).
Escape from a ray
Consider the case L = ∞ and the IBVP
whose solution is
The survival probability with D = 1 is
To compute the MFPT in (36), we use the expansion of the complementary error function
which gives
and with the approximation
To evaluate the integral (44), we make the monotone change of variable
Note that for small t,
and ln w ≈ −1/t. Thus,
Breaking with
for some 0 < δ < 1, the second integral turns out to be exponentially small in N and is thus negligible relative to the first one. Integrating by parts,
and changing the variable to u = N ′ w, we obtain
for u > ε > 0, we obtain,
Thus, breaking the integral into two parts, from [0, ε] (which is negligible) and [ε, ∞[, we getτ
Escape for the second fastest from half a line
Equation (23) and the approximation (20) give
According to (41),
The MFPT of the second arrival is obtained from (49) as
5 Escape from an interval [0, a]
We follow the steps of the previous section, where Green's function for the homogenous IBVP is now given by the infinite sum
The conditional survival probability is
Note that the integrand in the third line of (29), denoted p 1 (x, t | y), satisfies the initial condition p 1 (x, 0 | y) = δ(x − y) and the boundary condition
However, with the first correction,
4t it satisfies the same initial condition for x and y in the interval, and the boundary conditions
Higher-order approximations correct the one boundary condition and corrupt the other, though the error decreases at higher exponential rates. The first line of (57) gives the approximation where the maximum occurs at min[y, a − y] for 0 < y < a (the shortest ray from y to the boundary). Starting at x = a/2, this gives
so changing x + a/2 = z √ 4t in the first integral and x − a/2 = z √ 4t in the second, we get
The second integral in the second line of (57) is
Set x − 3a/2 = −z √ 4t, then (61) becomes
Thus the second line of (57) is
and in the third line of (57), we get
and the expected time of the fastest particle that starts at the center of the interval is (48) with a replaced by a/2 and N replaced by 2N. That is, Figure 3A shows plot of the pdf analytical approximation of shortest arrival time (17) with n 0 = 100 terms, D = 1 and L = 1 for N = 4, 6, and 10. As the number of particles increases, the mean first arrival time decreases (Fig.3B ) and according to equation (65), the asymptotic behavior is given by C/ log N, where C is a constant. We show below the pdf of the fastest Brownian particle.
6 The shortest NEP from a bounded domain in R 2,3
To generalize the previous result to the case of N i.i.d. Brownian particles in a bounded domain Ω ⊂ R 2,3 , we assume that the particles are initially injected at a point y ∈ Ω and they can escape through a single small absorbing window ∂Ω a in the boundary ∂Ω of the domain. The pdf of the fist passage time to ∂Ω a is given by (8).
Asymptotics in dimension 3
To determine the short-time asymptotics of the pdf, we use the Laplace transform of the IBVP (3) and solve the resulting elliptic mixed Neumann-Dirichlet BVP [22] . The Dirichlet part of the boundary consists of N well-separated small absorbing windows, ∂Ω a = N j=1 ∂Ω j and the reflecting (Neumann) part is ∂Ω r = ∂Ω − ∂Ω a , so that the IBVP (3) has the form
We consider the case N = 1. The Laplace transform of (3),
gives the BVP
Green's function for the Neumann problem in Ω is the solution of
The asymptotic solution of (68) in R 3 is given bŷ
where R q (x, y) is more regular than the first term. When x (or y) is on the boundary,
where R(x, y) is more regular than the logarithmic term and H(x) is a geometric factor [22] . Using Green' identity, we obtain that
If the absorbing window ∂Ω a is centered at x = A, then, for x ∈ ∂Ω a ,
This is a Helmoltz equation and the solution is given by [22] 
where r = |A − y|. Thus, C is computed from
and to leading order,
If ∂Ω a is a disk of radius a, then
where I 0 is the modified Bessel function of the first kind and L 0 the Struve function. Thus,p
For |A − x| ≫ a and q large,
hence, for a small circular window of radius â
To leading order in small t and x, y ∈ Ω, we obtain for the first term using the leading order term in expression 69,
We will now use the inverse Laplace transform [23] [p.1026; 29. 3 .87]
where H 2 (x) = 4x 2 − 2 is the Hermite polynomial of degree 2. With A ∈ ∂Ω, the image charge (for the Dirichlet boundary) leads to a factor 1/2 and we write
Finally,
The short-time asymptotics of the survival probability with δ = |A − y|,
where for small t,
Each integral is evaluated in the short-time limit.
where R a is the radius of the maximal ball inscribed in Ω. The integral I 2 is evaluated by the change of variables z = x − A and then η = (δ + r)/ √ 4t, where r = |z| (recall that A is in Ω a ),
where R is the radius of the largest half-ball centered at A ∈ Ω a and inscribed in Ω. For short time,
Therefore,
Now,
that we write as I 3 (t) = I 3 (t). The approximation
gives
Summing the three contributions, the leading order terms cancel and
To compute I 4 , we decompose it into 4 pieces:
dx.
Direct computations give:
where we used
Next,
where we have used
Using relation 96,
Direct computations show that the terms in t −3/2 and t −1/2 cancels out in the computation of I 4 from the four terms J 1 , ..J 4 and it remains only the term in t 1/2
Summing (91)- (104)-(105), we get
It follows that in three dimensions, the expected shortest arrival time to a small circular window of radius a, the expected shortest timeτ 3 is given bȳ
Using the method develop in section 4.1 with the change of variable,
We have with w ′ = 4w(log(w))
When the diffusion coefficient is D, the formula changes tō
The next term in the expansion can be obtained by accounting for the logarithmic singularity in the expansion of Green's function. When there are p windows, whose distances from the initial position of the Brownian particle are (Fig. 4) . When absorbing windows are ellipses, the Green's function approach, based on Narrow Escape methodology, can be applied as well [17] . A. The geometry of the NEP for the fastest particle. In the simulation, the sphere has a radius 5 µm, the absorbing window ∂S a , has a radius ε = 0.1µm and the diffusion coefficient is D = 0.2µm 2 s −1 . The trajectory starts at point P 0 (cross), and ends at point P end . B. Plot of the MFPT of the fastest particle versus the number of particle N . We simulated 2000 runs. The asymptotic solution (red curve) is A/ log(N + B).
Asymptotics in dimension 2
We consider the diffusion of N Brownian i.i.d. particles in a two-dimensional domain Ω with a small absorbing arc ∂Ω a of length 2ε on the otherwise reflecting boundary ∂Ω. To compute the pdf of the shortest arrival time to the arc, we follow the steps of the analysis in dimension 3, presented in the previous subsection 6.1. The Neumann-Green function (68) in two dimensions is the solution of the BVP
is given for x, y ∈ ∂Ω by [24, p.51]
where R(x, y) is its regular part. For a disk, the analytical expression is given by the series
where σ 0 = 1, σ n = 2 for n ≥ 2 and x = re iψ , y = r 0 e iψ 0 . The integral representation (71) of the solution iŝ
This Helmholtz equation has the constant solution [17] ∂p(x, q | y
To leading order, we get
where ds y is arclength element in ∂Ω a . When |x − y| ≤ 4ε and √ qε ≪ 1 in the large q expansion of Green's function,
we obtainĜ
Therefore the leading order approximation of C is
Finally, (122) gives for
The inversion formula [23, p.1028] for k > 0,
For an initial point far from the boundary layer near the window, the expansion [23, p.378]
gives in (120)
where s 1 = |A − y| and s 2 = |A − x|,
The inversion formula
Hence, we obtain the short-time asymptotics of the survival probability
and R a is the radius of the maximal disk inscribed in Ω. The second term is
The small t Laplace expansion and the two successive changes of variable u = 
Thus, with
we obtain
We conclude therefore that the survival probability (137) is approximately
where the contribution of (141) is negligible. Thus the MFPT of the fastest particle is given bȳ
The computation of the last integral follows the steps described in subsection 5. The change of variable w = te − s 2 2 4t leads to the asymptotic formula with diffusion coefficient Dτ
where s 2 = |x − A| and x is the position of injection A the center of the absorbing window. This formula is compared with Brownian simulations in Fig. 5 . However, the dependence on the window size is log( 
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Application of extreme statistics in cell biology
The first arrival time of ions in a dendritic-spine geometry
The geometry of a dendritic spine (see Fig.6 ) is composed of a head with a small hole opening, connected to a cylindrical neck. Initially, all Brownian particles, which represent calcium ions that are uniformly distributed in the spine head at the time of their release. This geometry implies that the mean time τ to reach the base of the neck is the mean time τ 1 to reach the small window for the first time plus the mean time τ 2 spent in the spine neck, with no possible returns: we assume here that when a particle enters the neck cylinder, it cannot return to the head.
We compute now the distribution of the arrival time for the fastest and second fastest Brownian particle in a dendritic spine geometry. The pdf of a particle arriving at the base of the dendrite within the time τ = τ 1 + τ 2 is computed as follows, when the escape time form the head is Poissonian:
The the Markovian property implies that
Using the narrow escape theory [17] , the distribution of arrival time of a Brownian particle at the entrance of the dendritic neck is Poissonian,
with |Ω| the volume of the spherical head, while a is the radius of the cylindrical neck [17] and L(0) and N(0) are the principal mean curvature. After the first particles reaches the cylinder (spine neck), we approximate its Brownian motion in the cylindrical domain by one-dimensional motion (1D). By substituting N = 1 for the first arriving particle, this is given by (16):
Hence,
This result represents the pdf of the arrival time of a Brownian particle at the base of a spine, or a process with two time scales: one dictated by diffusion and the other Poissonian. The result (151) for the arrival time is derived for the study of the statistics of a single particle. The expression for flux,
and using (151), we get
In the Poissonian approximation, the pdf of the arrival time τ (2) of the second fastest particle is given by
where f min (s) = J(s) N −1 Φ(s). Thus,
Expressions (154) and (158) represent the distributions of arrival times of the first and second Brownian particles, initially injected in the spine head and escape at the end of the cylindrical neck . These expressions are computed under the assumption of no return: when a particle enters the neck cylinder, it cannot return to the head.
Escape times of Brownian particles with returns to the head
Consider Brownian particles that escape a dendritic spine (Fig. 6 ) into a dendrite with any number of returns to the head after crossing into the neck. Recrossing is defined to the stochastic separatrix [25] , the position of which is not known exactly. This effect is likely to impact the first arrival time. The pdf of no return is given by (151). To compute the pdf of the shortest escape time τ a with returns, we use Bayes' law for the escape density, conditioned on any number of returns, given by
where Pr{k} = 1 2 k is the probability that the particle returns k times to the head. The particle hits the stochastic separatrix [21] and then returns to the head, before reaching the dendrite. The probability of the escape, conditioned on k returns, Pr{τ a = t|k}, can be computed from the successive arrivals times to the stochastic separatrix, τ 1 , ..τ k , so that
Assuming that the arrival time to the stochastic separatrix is Poissonian with rate λ S [17] , we obtain that
where f (t) is the pdf of no return (151). Therefore
Expression (151) with λ S = γ gives the final expression for the pdf of the escape time
The maximum of f return is achieved at the point t max ≈ 2 γ log 2. The pdfs of the first and second arrivals are computed as f 
The pdfs of the fastest and second fastest arrival times are computed from (164), as in the previous sections. Fig. 6 shows the pdf of the arrival time τ (2) . Note that a correction is needed in (158), because the second particle is not necessarily located inside the head when the first one arrives at the base. Finally, the arrival time formula 165 can be further correct by adding the distribution of the particle inside the head. The correction is similar to the one we obtain in dimension one (formula 34 and 35). It can be written here using the survival probability 156 as f (2) f urther (t) = Pr{τ Tim e ( a.u. ) § r { τ ( 1) = t} r { τ ( 1) = t}
G H
Tim e ( a.u. )
τ (1) when analytical solution analytical solution τ (1)
N=1000
τ (1) when τ (2) N=500 τ ( ) when τ (2) N=1000 τ ( ) when Figure 6 : A-B-C-D: The geometry of the spine is a spherical head and cylindrical neck.
Particles are released at the center of the head and must first reach the top of the neck and then diffuse through the neck to reach the base. Time taken for each process is represented with the notation τ 1 and τ 2 , making the total time to be τ = τ 1 + τ 2 . C shows a trajectory that can return to the head. Note that in D, when the first particle arrives, the second one, which could have return to the head, is now located inside the neck. E-F. Plot of Pr{τ (1) = t} for values N = 500, 1000. G-H. Plot of Pr{τ (2) = t} for values N = 500, 1000. The analytical solution is that of (158). Returns are accounted for with (165). The further corrected curve (black) is given by 166. The diffusion coefficient is D = 600µm 2 /s 8 Conclusion and applications of extreme statistics to fast time scale activation in cell biology independent Brownian particles in a bounded domain. The first two calcium ions that arrive at channels (such as TRP) can trigger the first step of biochemical amplification leading to the photoresponse in fly photoreceptor. Another example is the activation of a Ryanodine receptor (RyaR), mediated by the arrival of two calcium ions to the receptor binding sites, which form small targets. Ryanodin receptors are located at the base of the dendritic spine. Computing the distribution of arrival times of Brownian particles at the base, when they are released at the center of the spine head, is a model of calcium release during synaptic activation. Computing the distribution of arrival time reveals that the fastest ions can generate a fast calcium response following synaptic activity. Thus the fastest two calcium ions can cross a sub-cellular structure, thus setting the time scale of activation, which can be much shorter than the time defined by the classical forward rate, usually computed as the steady-state Brownian flux into the target, or by the narrow escape time [17] .
