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Abstract
A general summability method, the so-called θ -summability is considered for multi-dimensional Fourier transforms and Fourier
series. A new inequality for the Hardy–Littlewood maximal function is verified. It is proved that if the Fourier transform of θ is
in a Herz space, then the restricted maximal operator of the θ -means of a distribution is of weak type (1,1), provided that the
supremum in the maximal operator is taken over a cone-like set. From this it follows that σθ
T
f → f over a cone-like set a.e. for all
f ∈ L1(Rd ). Moreover, σθT f (x) converges to f (x) over a cone-like set at each Lebesgue point of f ∈ L1(Rd) if and only if the
Fourier transform of θ is in a suitable Herz space. These theorems are extended to Wiener amalgam spaces as well. The Riesz and
Weierstrass summations are investigated as special cases of the θ -summation.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
For multi-dimensional trigonometric-Fourier series Marcinkievicz and Zygmund [12,25] proved that the Fejér
means σnf of a function f ∈ L1(Td) converge a.e. to f as n → ∞ provided that n is in a positive cone, i.e., provided
that δ−1  nk/nj  δ for every k, j = 1, . . . , d and for some δ  1 (n = (n1, . . . , nd) ∈Nd).
The author [21] obtained the same convergence result by proving the weak type (1,1) inequality
sup
ρ>0
ρλ(σ∗f > ρ) C‖f ‖1
(
f ∈ L1
(
T
d
))
where σ∗ := sup2−τnk/nj2τ k, j=1,...,d |σn|. We extended this result to the θ -summation in [23,24]. The so-called
θ -summation is a general method of summation generated by one single function θ and it is intensively studied in the
literature (see e.g. Butzer and Nessel [3], Trigub and Belinsky [19], Bokor, Schipp, Szili and Vértesi [2,13,16,17] and
Weisz [5,6,22–24]).
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Marcinkiewicz and Zygmund holds. They proved their result for cones. The unrestricted convergence (i.e. if n ∈ Nd ,
n → ∞) does not hold for all f ∈ L1(Td) (see Gát [8]), it holds only for all f ∈ L1(logL)d−1(Td) (see Zyg-
mund [25]). Recently Gát [8] generalized the convergence result in the two-dimensional case. He considered a
cone-like set around the function (n1, γ (n1)), i.e. the set {n ∈ N2: δ−1γ (n1)  n2  δγ (n1)}, where δ > 1 and
γ is an increasing function. If γ is the identity function, then we obtain the cone investigated by Marcinkiewicz
and Zygmund. Gát [8] proved that the Fejér means σ 1n f converge a.e. to f ∈ L1(T2) as n → ∞ and n is in the
cone-like set. The author [20] generalized this for arbitrary dimension, for Hardy spaces and for other summability
methods.
In Feichtinger and Weisz [5,6] we investigated the convergence of the θ -means of Fourier transforms over a cone.
We proved that if the Fourier transform of θ is in the Herz space E˙∞(Rd), then σ θT f → f a.e. over a cone for all
f ∈ L1(Rd). This type of Herz spaces was used in [4] to prove some Tauberian theorems for functions of bounded
means of order p.
In this paper we extend these results to cone-like sets. We introduce a new version of the Hardy–Littlewood max-
imal function depending on γ and prove the usual inequalities. Next we show that if θˆ is in a modified Herz space,
then the maximal function σ θγ f can be estimated by the Hardy–Littlewood maximal function M
γ
p f , provided that the
supremum in the maximal operator is taken over a cone-like set. Since Mγp is of weak type (p,p) we obtain σ θT f → f
a.e. over a cone-like set for all f ∈ Lr(Rd), p  r < ∞. This convergence holds also for f ∈ W(Lp, 	∞)(Rd), where
the last space is a Wiener amalgam space. The set of convergence is also characterized, the convergence holds at
every p-Lebesgue point of f . The converse holds also, more exactly, σ θT f (x) → f (x) over a cone-like set at each
p-Lebesgue point of f ∈ Lp(Rd) (respectively of f ∈ W(Lp, 	∞)(Rd)) if and only if θˆ is in the Herz space. As spe-
cial cases four examples of the θ -summation are considered, amongst others the Riesz and Weierstrass summations.
Finally, the same results are given for Fourier series, too.
2. Wiener amalgam spaces
Let us fix d  1, d ∈ N. For a set Y = ∅ let Yd be its Cartesian product Y× · · · ×Y taken with itself d-times. We
shall prove results for Rd or Td , therefore it is convenient to use sometimes the symbol X for either R or T, where
T is the torus. For x = (x1, . . . , xd) ∈Rd and u = (u1, . . . , ud) ∈Rd set u · x :=∑dk=1 ukxk .
We briefly write Lp or Lp(Xd) instead of Lp(Xd, λ) space equipped with the norm (or quasi-norm) ‖f ‖p :=
(
∫
Xd
|f |p dλ)1/p (0 < p ∞), where X = R or T and λ is the Lebesgue measure. We use the notation |I | for the
Lebesgue measure of the set I and identify T with [−1/2,1/2).
The weak Lp space, Lp,∞(Xd) (0 < p < ∞) consists of all measurable functions f for which
‖f ‖Lp,∞ := sup
ρ>0
ρλ
(|f | > ρ)1/p < ∞,
while we set L∞,∞(Xd) = L∞(Xd). Note that Lp,∞(Xd) is a quasi-normed space (see Bergh and Löfström [1]). It is
easy to see that for each 0 < p ∞,
Lp
(
X
d
)⊂ Lp,∞(Xd) and ‖ · ‖Lp,∞  ‖ · ‖p.
The space of continuous functions with the supremum norm is denoted by C(Xd) and we will use C0(Rd) for the
space of continuous functions vanishing at infinity. Cc(Rd) denotes the space of continuous functions having compact
support.
A measurable function f belongs to the Wiener amalgam space W(Lp, 	q)(Rd) (1 p,q ∞) if
‖f ‖W(Lp,	q ) :=
(∑
k∈Zd
∥∥f (· + k)∥∥q
Lp[0,1)d
)1/q
< ∞,
with the obvious modification for q = ∞. If we replace the space Lp[0,1)d by Lp,∞[0,1)d , then we get the defi-
nition of W(Lp,∞, 	q)(Rd). The closed subspace of W(L∞, 	q)(Rd) containing continuous functions is denoted by
W(C,	q)(R
d). W(Lp, c0)(Rd) is defined analogously, where c0 denotes the space of sequences vanishing at infinity.
The space W(C,	1)(Rd) is called Wiener algebra.
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W(Lp1, 	q)
(
R
d
)←↩ W(Lp2 , 	q)(Rd) (p1  p2)
and
W(Lp, 	q1)
(
R
d
)
↪→ W(Lp, 	q2)
(
R
d
)
(q1  q2)
(1 p1,p2, q1, q2 ∞). Thus W(L∞, 	1)(Rd) ⊂ Lp(Rd)(Rd) for all 1 p ∞. For more about amalgam spaces
see e.g. Heil [9].
3. θ -Summability of Fourier transforms
The θ -summation was considered in a great number of papers and books, such as Butzer and Nessel [3], Trigub
and Belinsky [19], Bokor, Schipp, Szili and Vértesi [13,16,17] and Weisz [5,6,22–24].
The Fourier transform of f ∈ L1(Rd) is
fˆ (x) :=
∫
Rd
f (t)e−2πıx·t dt
(
x ∈Rd),
where ı = √−1. Suppose first that f ∈ Lp(Rd) for some 1 p  2. The Fourier inversion formula
f (x) =
∫
Rd
fˆ (u)e2πıx·u du
(
x ∈Rd, fˆ ∈ L1
(
R
d
))
motivates the definition of the Dirichlet integral stf ,
stf (x) :=
t1∫
−t1
. . .
td∫
−td
fˆ (u)e2πıx·u du
(t = (t1, . . . , td ) ∈Rd+).
In the investigation of the θ -summability of Fourier transforms we will assume that θ ∈ L1(Rd) ∩ C0(Rd). The
θ -means of f ∈ Lp(Rd) (1 p  2) are defined by
σ θT f (x) :=
∫
Rd
θ
(−t1
T1
, . . . ,
−td
Td
)
fˆ (t)e2πıx·t dt. (1)
Then
σ θT f (x) =
∫
Rd
f (x − t)KθT (t) dt = f ∗ KθT (x)
(
x ∈Rd, T ∈Rd+
)
where ∗ denotes the convolution and
KθT (x) =
∫
Rd
θ
(−t1
T1
, . . . ,
−td
Td
)
e2πıx·t dt =
(
d∏
j=1
Tj
)
θˆ (T1x1, . . . , Tdxd) (2)
(x ∈Rd). Thus the θ -means can be rewritten as
σ θT f (x) =
(
d∏
j=1
Tj
)∫
Rd
f (x − t)θˆ (T1t1, . . . , Td td) dt. (3)
Here we have used that fˆ ∈ Lp′(Rd) if f ∈ Lp(Rd) (1 p  2, 1/p + 1/p′ = 1) and the Hausdorff–Young inequal-
ity. Note that θ ∈ L1(Rd) ∩ C0(Rd) implies θ ∈ Lp(Rd) (1 p ∞).
F. Weisz / J. Math. Anal. Appl. 344 (2008) 42–54 45We can extend the definition of the θ -means in the following way. If θˆ ∈ L1(Rd), then let
σ θT f := f ∗ KθT
(
T ∈Rd+
) (4)
for all f ∈ W(L1, 	∞)(Rd). Since∥∥∥∥∥
(
d∏
j=1
Tj
)∫
Rd
f (· − t)θˆ (T1t1, . . . , Td td) dt
∥∥∥∥∥
W(L1,	∞)

(
d∏
j=1
Tj
)∫
Rd
∥∥f (· − t)∥∥
W(L1,	∞)θˆ (T1t1, . . . , Td td) dt
= ‖f ‖W(L1,	∞)‖θˆ‖1,
the convolution in (4) is well defined a.e.
Note that θ ∈ L1(Rd) and θˆ ∈ L1(Rd) imply θ ∈ C0(Rd).
In this paper the constants C and Cp may vary from line to line and the constants Cp are depending only on p.
4. Hardy–Littlewood inequality and cone-like sets
Suppose that for all j = 2, . . . , d , γj :R+ → R+ are strictly increasing and continuous functions such that
lim∞ γj = ∞ and lim+0 γj = 0. Moreover, suppose that there exist cj,1, cj,2, ξ > 1 such that
cj,1γj (x) γj (ξx) cj,2γj (x) (x > 0). (5)
For convenience we extend the notations for j = 1 by γ1 := I and c1,1 = c1,2 = ξ . Here I denotes the identity function
I(x) = x. Let γ = (γ1, . . . , γd) and δ = (δ1, . . . , δd) with δ1 = 1 and fixed δj  1 (j = 2, . . . , d). We will investigate
the Hardy–Littlewood maximal operator and later the maximal operator of the θ -summation over a cone-like set (with
respect to the first dimension)
L := {T ∈Rd : δ−1j γj (T1) Tj  δj γj (T1), j = 2, . . . , d}.
The condition on γj seems to be very natural, because Gát [8] proved in the two-dimensional case that to each
cone-like set with respect to the first dimension there exists a larger cone-like set with respect to the second dimension
and reversely, if and only if (5) holds.
Llocp (X
d) (1 p ∞) denotes the space of measurable functions f for which |f |p is locally integrable, respec-
tively f is locally bounded if p = ∞. Recall that X = T or X = R. We introduce the Hardy–Littlewood maximal
function on a cone-like set by
Mγ,δf (x) := sup
x∈I, (|I1|,...,|Id |)∈L
1
|I |
∫
I
|f |dλ (x ∈Xd),
where f ∈ Lloc1 (Xd) and the supremum is taken over all rectangles I := I1 × · · · × Id ⊂ Xd with sides parallel to the
axes. Taking the supremum over rectangles with |Ij | = γj (|I1|), j = 2, . . . , d (i.e. δj = 1, j = 1, . . . , d), we obtain
the maximal operator Mγf . If each γj is the identity function, then we get the classical Hardy–Littlewood maximal
function.
Theorem 1. The maximal operator Mγ,δ is of weak type (1,1), i.e.∥∥Mγ,δf ∥∥
L1,∞ = sup
ρ>0
ρλ
(
Mγ,δf > ρ
)
 C‖f ‖1
(
f ∈ L1
(
X
d
))
. (6)
Moreover, if 1 < p ∞, then∥∥Mγ,δf ∥∥
p
Cp‖f ‖p
(
f ∈ Lp
(
X
d
)
, 1 < p ∞). (7)
Proof. The inequalities (6) and (7) for Mγ can be proved in the same way as in the classical case, which can be found
e.g. in Stein [14] or Weisz [24]. Of course, Mγf Mγ,δf . To prove the converse observe first that (5) implies
γ−1(cj,1x) ξγ−1(x) (x > 0).j j
46 F. Weisz / J. Math. Anal. Appl. 344 (2008) 42–54Let I be a rectangle such that (|I1|, . . . , |Id |) ∈ L. Suppose that γ−1j0 (δj0γj0(|I1|))  γ−1j (δj γj (|I1|)) for all j =
2, . . . , d (2 j0  d). Define the rectangle I ′ = I ′1 × · · · × I ′d such that I ′j ⊃ Ij and |I ′1| = γ−1j0 (δj0γj0(|I1|)), |I ′j | =
γj (|I ′1|). Let l be the smallest integer for which max(δj ; j = 2, . . . , d) (min(cj,1; j = 2, . . . , d))l . Then∣∣I ′1∣∣= γ−1j0 (δj0γj0(|I1|)) γ−1j0 (clj0,1γj0(|I1|)) ξ l |I1|
and ∣∣I ′j ∣∣= γj (∣∣I ′1∣∣) γj (ξ l |I1|) clj,2γj (|I1|) δj clj,2|Ij |.
Hence
1
|I |
∫
I
|f |dλ C|I ′|
∫
I ′
|f |dλ
which proves Mγ,δf CMγ f as well as the theorem. 
Since the set of continuous functions are dense in W(L1, 	∞)(Rd) ⊃ Lp(Rd) (1  p ∞), the usual density
argument due to Marcinkiewicz and Zygmund [12] implies
Corollary 1. If f ∈ W(L1, 	∞)(Rd), then
lim
x∈I, (|I1|,...,|Id |)∈L|Ij |→0, j=1,...,d
1
|I |
∫
I
f dλ = f (x)
for a.e. x ∈Rd .
We generalize the maximal function as follows. For 1 p ∞ and f ∈ Llocp (Xd) let us define
M
γ,δ
p f (x) := sup
x∈I, (|I1|,...,|Id |)∈L
(
1
|I |
∫
I
|f |p dλ
)1/p (
x ∈Xd)
with the usual modification for p = ∞. Since (Mγ,δp f )p = Mγ,δ(|f |p) for 1 p < ∞, (6) and (7) imply∥∥Mγ,δp f ∥∥Lp,∞ = sup
ρ>0
ρλ
(
M
γ,δ
p f > ρ
)1/p Cp‖f ‖p (f ∈ Lp(Xd)) (8)
and ∥∥Mγ,δp f ∥∥r  Cr‖f ‖r (f ∈ Lr(Xd), p < r ∞). (9)
Inequality (8) holds also if p = ∞.
5. Convergence of the θ -means of Fourier transforms
The Eq(Rd) (1 q ∞) spaces were defined and used by Feichtinger [4] to prove some Tauberian theorems and
recently by Feichtinger and Weisz [6] in the summability theory of Fourier transforms. These spaces are special cases
of the Herz spaces [10] (see also Garcia-Cuerva and Herrero [7]). Here we introduce a new version of the Eq(Rd)
spaces depending on the function γ . A function f ∈ Llocq (Rd) is in the space E˙γq (Rd) (1 q ∞) if
‖f ‖E˙γq :=
∞∑
k=−∞
(
d∏
j=1
γj
(
ξk
))1−1/q‖f 1Pk‖q < ∞, (10)
where ξ and γj are defined in (5) and
Pk :=
d∏(−γj (ξk), γj (ξk))∖ d∏(−γj (ξk−1), γj (ξk−1)) (k ∈ Z).j=1 j=1
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the spaces are equivalent for all ξ > 1, whenever each γj is the identity function. Since |Pk| ∼∏dj=1 γj (ξk) (k ∈ Z),
we have
L1
(
R
d
)= E˙γ1 (Rd)←↩ E˙γq (Rd)←↩ E˙γq ′(Rd)←↩ E˙γ∞(Rd), 1 < q < q ′ < ∞.
Indeed,
|Pk| = 2d
d∏
j=1
γj
(
ξk
)(
1 −
d∏
j=1
γj (ξ
k−1)
γj (ξk)
)
and
1
cj,2
γj
(
ξk
)
 γj
(
ξk−1
)
 1
cj,1
γj
(
ξk
)
because of (5). Thus
2d
d∏
j=1
γj
(
ξk
)(
1 −
d∏
j=1
1
cj,1
)
 |Pk| 2d
d∏
j=1
γj
(
ξk
)(
1 −
d∏
j=1
1
cj,2
)
.
For a given γ, δ satisfying the above conditions the restricted maximal θ -operator are defined by
σ θγ f := sup
T ∈L
∣∣σ θT f ∣∣.
If γj = I for all j = 2, . . . , d , then we get a cone. This case was considered in Marcinkiewicz and Zygmund [12,25]
and more recently by the author [23,24]. We proved in [5,6] some theorems about the norm and pointwise convergence
of the θ -means over a cone. Here we extend these results to cone-like sets.
A Banach space B consisting of Lebesgue measurable functions on Rd is called a homogeneous Banach space, if
(i) for all f ∈ B and x ∈Rd , f (· − x) ∈ B and ‖f (· − x)‖B = ‖f ‖B ,
(ii) the function x → f (· − x) from Rd to B is continuous for all f ∈ B ,
(iii) the functions in B are uniformly locally integrable, i.e. for every compact set K ⊂Rd there exists a constant CK
such that∫
K
|f |dλ CK‖f ‖B (f ∈ B).
If B is a homogeneous Banach space on Rd , then B ↪→ W(L1, 	∞)(Rd) (see Katznelson [11]). It is easy to see that
the spaces Lp(Rd) (1 p < ∞), C0(Rd), Lorentz spaces Lp,q(Rd) (1 < p < ∞, 1 q < ∞), Hardy space H1(Rd)
(for the definitions see e.g. Weisz [24]), the Wiener amalgam spaces W(Lp, 	q)(Rd) (1 p,q < ∞), W(Lp, c0)(Rd)
(1  p < ∞) and W(C,	q)(Rd) (1  q < ∞) are homogeneous Banach spaces (see e.g. Heil [9]). Moreover, the
space Cu(Rd) of uniformly continuous bounded functions endowed with the supremum norm is also a homogeneous
Banach space.
If θˆ ∈ L1(Rd), then (3) implies∥∥σ θγ f ∥∥∞  ‖θˆ‖1‖f ‖∞ (f ∈ L∞(Rd)). (11)
The converse is also true, more exactly, the next result follows from Theorem 10 of [5].
Theorem 2. If θ ∈ L1(Rd) ∩ C0(Rd) and θ(0) = 1, then the following conditions are equivalent:
(i) θˆ ∈ L1(Rd),
(ii) σ θT f → f in L1(Rd) norm for all f ∈ L1(Rd) as T → ∞ and T ∈ L.
Moreover, if (i) holds and B is a homogeneous Banach space on Rd , then the convergence in (ii) remains true in
B-norm for all f ∈ B . In particular, if f is uniformly continuous and bounded, then the convergence holds uniformly.
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that if there exists an even function η such that η is non-increasing on R+, |θˆ | η, η ∈ L1, then the maximal operator
of the θ -means is of weak type (1,1). As an extension we obtained for cones in [6] that σ θγ is of weak type (p,p),
whenever θˆ ∈ E˙q(Rd), 1 p < ∞ and 1/p + 1/q = 1. The generalization for cone-like sets reads as follows. From
this time on we suppose that
cj := cj,1 = cj,2 = ξτj for all j = 1, . . . , d, τ1 = 1. (12)
Theorem 3. Let θ ∈ L1(Rd), 1 p ∞ and 1/p + 1/q = 1. If θˆ ∈ E˙γq (Rd), then∥∥σ θγ f ∥∥Lp,∞  Cp‖θˆ‖E˙γq ‖f ‖p
for all f ∈ Lp(Rd). Moreover, for every p < r ∞,∥∥σ θγ f ∥∥r  Cr‖θˆ‖E˙γq ‖f ‖r (f ∈ Lr(Rd)).
Proof. The result follows from (8) and (9) and from the pointwise inequality
σ θγ f (x) C‖θˆ‖E˙γq M
γ
p f (x). (13)
To prove (13) define the functions β1 = I , βj :R+ →R+ such that δ−1j  βj  δj , j = 2, . . . , d . By (3),∣∣σ θβ1(T1)γ1(T1),...,βd (T1)γd (T1)f (x)∣∣

d∏
j=1
(
βj (T1)γj (T1)
) ∞∑
k=−∞
∫
P
β
k (1/T1)
∣∣f (x − t)∣∣∣∣θˆ(β1(T1)γ1(T1)t1, . . . , βd(T1)γd(T1)td)∣∣dt,
where
P
β
k (1/T1) :=
d∏
j=1
(
−γj (ξ
k/T1)
βj (T1)
,
γj (ξ
k/T1)
βj (T1)
)∖ d∏
j=1
(
−γj (ξ
k−1/T1)
βj (T1)
,
γj (ξ
k−1/T1)
βj (T1)
)
for each k ∈ Z. By Hölder’s inequality,
∣∣σ θβ1(T1)γ1(T1),...,βd (T1)γd (T1)f (x)∣∣
d∏
j=1
(
βj (T1)γj (T1)
) ∞∑
k=−∞
( ∫
P
β
k (1/T1)
∣∣f (x − t)∣∣p dt)1/p
×
( ∫
P
β
k (1/T1)
∣∣θˆ(β1(T1)γ1(T1)t1, . . . , βd(T1)γd(T1)td)∣∣q dt
)1/q
=
d∏
j=1
(
βj (T1)γj (T1)
)1−1/q ∞∑
k=−∞
( ∫
P
β
k (1/T1)
∣∣f (x − t)∣∣p dt)1/p
×
( ∫
Pk(1/T1)
∣∣θˆ (t)∣∣q dt)1/q, (14)
where
Pk(1/T1) :=
d∏
j=1
(−γj (T1)γj (ξk/T1), γj (T1)γj (ξk/T1))
∖ d∏(−γj (T1)γj (ξk−1/T1), γj (T1)γj (ξk−1/T1)) (k ∈ Z).j=1
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P
β
k (1/T1)
∣∣f (x − t)∣∣p dt)1/p  ( ∫
∏d
j=1(−
γj (ξ
k/T1)
βj (T1)
,
γj (ξ
k/T1)
βj (T1)
)
∣∣f (x − t)∣∣p dt)1/p
 C
d∏
j=1
γj
(
ξk/T1
)1/p
M
γ,δ
p f (x).
Therefore
∣∣σ θβ1(T1)γ1(T1),...,βd (T1)γd (T1)f (x)∣∣C
∞∑
k=−∞
d∏
j=1
(
γj
(
ξk
T1
)
γj (T1)
)1/p( ∫
Pk(1/T1)
∣∣θˆ (t)∣∣q dt)1/qMγ,δp f (x).
We show that
γj (1)γj
(
ξk−1
)= γj (1)
cj
γj
(
ξk
)
 γj
(
ξk
T1
)
γj (T1) γj (1)cj γj
(
ξk
)= γj (1)γj (ξk+1),
where cj was defined in (12). Indeed, suppose that ξ l  T1 < ξl+1 for some l ∈ Z. Then by (5),
γj (1)clj = γj
(
ξ l
)
 γj (T1) γj
(
ξ l+1
)= γj (1)cl+1j
and
γj (1)
cj
γj (ξ
k)
γj (T1)
 1
cl+1j
γj
(
ξk
)= γj
(
ξk
ξ l+1
)
 γj
(
ξk
T1
)
 γj
(
ξk
ξ l
)
= 1
clj
γj
(
ξk
)
 γj (1)cj
γj (ξ
k)
γj (T1)
.
Setting
P ′k :=
d∏
j=1
(−γj (1)γj (ξk+1), γj (1)γj (ξk+1))∖ d∏
j=1
(−γj (1)γj (ξk−2), γj (1)γj (ξk−2))
we conclude
∣∣σ θβ1(T1)γ1(T1),...,βd (T1)γd (T1)f (x)∣∣C
∞∑
k=−∞
d∏
j=1
γj
(
ξk
)1/p(∫
P ′k
∣∣θˆ (t)∣∣q dt)1/qMγ,δp f (x).
This implies (13) easily. 
The usual density argument due to Marcinkiewicz and Zygmund [12] implies
Corollary 2. If θ ∈ L1(Rd), 1 p ∞, 1/p + 1/q = 1 and θˆ ∈ E˙γq (Rd), then
σ θT f → f a.e. as T → ∞ and T ∈ L,
if f ∈ Lr(Rd) for p  r < ∞ or f ∈ C0(Rd).
Using the ideas of Theorem 3 the following result of this section can be proved similarly to Feichtinger and
Weisz [6]. The details are left to the reader. Let us define the weak Wiener amalgam space W(Lp,∞, 	∞)(Rd) with
the quasinorm
‖f ‖W(Lp,∞,	∞) = sup
k∈Zd
sup
ρ>0
ρλ
(|f | > ρ, [k, k + 1))1/p.
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for all f ∈ W(Lp, 	∞)(Rd). Moreover, for every p < r ∞,∥∥σ θγ f ∥∥W(Lr ,	∞)  Cr‖θˆ‖E˙γq ‖f ‖W(Lr ,	∞) (f ∈ W(Lr, 	∞)(Rd)).
Corollary 3. If θ ∈ L1(Rd), 1 p < ∞, 1/p + 1/q = 1 and θˆ ∈ E˙γq (Rd), then
σ θT f → f a.e. as T → ∞ and T ∈ L,
if f ∈ W(Lp, c0)(Rd).
Note that W(Lp, c0)(Rd) contains Lp(Rd) and all W(Lr, c0)(Rd) spaces for p  r ∞.
We will characterize the points of convergence. To this end we generalize the concept of Lebesgue points. By
Corollary 1,
lim
0∈I, (|I1|,...,|Id |)∈L|Ij |→0, j=1,...,d
1
|I |
∫
I
f (x + u)du → f (x)
for a.e. x ∈ Xd , where f ∈ Lloc1 (Xd), X = T or X = R. A point x ∈ Xd is called a p-Lebesgue point (or a Lebesgue
point of order p) of f ∈ Llocp (Xd) if
lim
0∈I, (|I1|,...,|Id |)∈L|Ij |→0, j=1,...,d
(
1
|I |
∫
I
∣∣f (x + u) − f (x)∣∣p du)1/p = 0 (1 p < ∞),
respectively,
lim
0∈I, (|I1|,...,|Id |)∈L|Ij |→0, j=1,...,d
sup
u∈I
∣∣f (x + u) − f (x)∣∣= 0 (p = ∞).
Usually the 1-Lebesgue points are considered in the case if each γj is the identity function (cf. Stein and Weiss [15]
or Butzer and Nessel [3]). One can show in the usual way that almost every point x ∈Xd is a p-Lebesgue point of f ∈
Llocp (X
d) if 1 p < ∞, which means that almost every point x ∈ Rd is a p-Lebesgue point of f ∈ W(Lp, 	∞)(Rd).
x ∈Xd is an ∞-Lebesgue point of f ∈ Lloc∞ (Xd) if and only if f is continuous at x. Moreover, all r-Lebesgue points
are p-Lebesgue points, whenever p < r .
Theorem 5. Let θ ∈ L1(Rd), θˆ ∈ L1(Rd), 1 p < ∞ and 1/p + 1/q = 1. Then
σ θT f (x) → f (x) as T → ∞ and T ∈ L,
for all p-Lebesgue points of f ∈ Lp(Rd) (respectively of f ∈ W(Lp, 	∞)(Rd)) if and only if θˆ ∈ E˙γq (Rd).
Note that W(L1, 	∞)(Rd) contains all Lp(Rd) spaces and amalgam spaces W(Lp, 	q)(Rd) for the full range
1 p,q ∞.
If f is continuous at a point x, then x is a p-Lebesgue point of f for every 1 p ∞.
Corollary 4. Let θ ∈ L1(Rd), 1 p ∞ and 1/p + 1/q = 1. If θˆ ∈ E˙γq (Rd) and f ∈ W(Lp, 	∞)(Rd) is continuous
at a point x, then
σ θT f (x) → f (x) as T → ∞ and T ∈ L.
Recall that E˙1(Rd) = L1(Rd) and W(L∞, 	∞)(Rd) = L∞(Rd). If f is uniformly continuous, then the conver-
gence is uniform (see Theorem 2).
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In this section we consider some summability methods as special cases of the θ -summation. Note that q = ∞ is the
most important case in the results of Section 5. Recall that γj (ξx) = ξτj γj (x) (x > 0) and τ1 = 1. The next lemma
can be proved easily.
Lemma 1. Suppose that |θˆ (x)| η(x) = η0(|x|) for all x ∈Rd . If
∞∑
k=1
(
d∏
j=1
γj
(
ξk
))
η0
(
γi
(
ξk−1
))
< ∞ (16)
for all i = 1, . . . , d , then θˆ ∈ E˙γ∞(Rd).
Proof. Since θ ∈ L1(Rd), θˆ is bounded and so
0∑
k=−∞
(
d∏
j=1
γj
(
ξk
))‖θˆ1Pk‖∞ < ∞.
On the other hand,
∞∑
k=1
(
d∏
j=1
γj
(
ξk
))‖θˆ1Pk‖∞  C
∞∑
k=1
(
d∏
j=1
γj
(
ξk
)) d∑
i=1
η
(
0, . . . ,0, γi
(
ξk−1
)
,0 . . . ,0
)
= C
∞∑
k=1
(
d∏
j=1
γj
(
ξk
)) d∑
i=1
η0
(
γi
(
ξk−1
))
,
which proves the lemma. 
Example 1 (Riesz summation). Let
θ(x) :=
{
(1 − |x|2)α if |x| 1,
0 if |x| > 1
(
x ∈Rd).
One can find in Stein and Weiss [15, p. 171] that
θˆ (x) = π−α(α + 1)|x|−d/2−αJd/2+α
(
2π |x|),
where J is the Bessel function. Since Jμ(t)Ct−1/2 (t  1,μ > 0),∣∣θˆ (x)∣∣ C|x|−d/2−α−1/2 (x = 0).
Theorem 6. Let θ denote the Riesz summation. If∑d
j=1 τj
τi
− d
2
− 1
2
< α < ∞ for all i = 1, . . . , d,
then θˆ ∈ E˙γ∞(Rd) and the results in Section 5 hold.
Proof. We check the inequality (16) with
∞∑
k=1
(
d∏
j=1
γj
(
ξk
))
γi
(
ξk−1
)−d/2−1/2−α  C ∞∑
k=1
ξ
k(
∑d
j=1 τj )ξ−kτi (d/2+1/2+α) < ∞
and Lemma 1 shows the result. 
Note that for cones, i.e. τj = 1, j = 1, . . . , d , we get Theorem 6 for the well-known parameter (d − 1)/2, namely
for (d − 1)/2 < α < ∞ (see Stein and Weiss [15] for the diagonal and Feichtinger and Weisz [6]). In case d = 2 we
obtain the condition (1/τ2 − 1/2) ∨ (τ2 − 1/2) < α < ∞.
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Theorem 7. Let θ be as in Example 2. Then θˆ ∈ E˙γ∞(Rd) and the results in Section 5 hold.
Example 3. If θ(x) = e−2π |x| (x ∈Rd), then θˆ (x) = cd/(1 + |x|2)(d+1)/2 (see Stein and Weiss [15, p. 6]).
Theorem 8. Let θ denote the previous function. Suppose that τd  τj for all j = 2, . . . , d . If τd  1 and∑d−1
j=1 τj < dτd or if τd > 1 and
∑d
j=2 τj < d , then θˆ ∈ E˙γ∞(Rd) and the results in Section 5 hold.
If d = 2, then we obtain 1/2 < τ2 < 2.
Example 4. In case θ(x) = 1/(1 + |x|2)(d+1)/2 (x ∈Rd) we have θˆ (x) = cde−2π |x| and Theorem 7 applies.
If θˆ is a non-negative function, then the counterexample of Gát [8] works:
Theorem 9. Suppose that θ is one of the functions of Examples 2–4 and β :R+ → [1,∞) is an increasing function
such that lim∞ β = ∞. If
L′ := {T ∈Rd : β(T1)−1γj (T1) Tj  β(T1)γj (T1), j = 2, . . . , d},
then there exists f ∈ L1(Rd) such that
lim sup
T →∞, T ∈L′
σ θT f = ∞ a.e.
7. Convergence of the θ -means of Fourier series
In this section we suppose a little bit more on θ , to be more precise, instead of θ ∈ L1(Rd) ∩ C0(Rd) we assume
that θ ∈ W(C,	1)(Rd).
Recall that for a distribution f ∈ S ′(Td) the nth Fourier coefficient is defined by fˆ (n) := f (e−2πın·x) (n ∈ Z). In
special case, if f ∈ L1(Td), then
fˆ (n) =
∫
Td
f (t)e−2πın·t dt
(
n ∈ Zd).
Denote by snf the nth partial sum of the trigonometric Fourier series of a distribution f , namely,
snf (x) :=
d∑
j=1
nj∑
kj=−nj
fˆ (k)e2πık·x
(
n ∈Nd).
Under
∑d
j=1
∑nj
kj=−nj we mean the sum
∑n1
k1=−n1 . . .
∑nd
kd=−nd .
The θ -means of a distribution f are defined by respectively can be described as
σ θn f (x) :=
d∑
j=1
∞∑
kj=−∞
θ
( −k1
n1 + 1 , . . . ,
−kd
nd + 1
)
fˆ (k)e2πık·x
=
∫
Td
f (x − t)Kθn (t) dt
(
x ∈ Td , n ∈Nd),
where the θ -kernels Kθn are given by
Kθn(t) :=
d∑
j=1
∞∑
k =−∞
θ
( −k1
n1 + 1 , . . . ,
−kd
nd + 1
)
e2πık·t
(
t ∈ Td).j
F. Weisz / J. Math. Anal. Appl. 344 (2008) 42–54 53Since θ ∈ W(C,	1)(Rd), Kθn ∈ L1(Td). Moreover, if θˆ ∈ L1(Rd), then
σ θn f (x) =
(
d∏
j=1
(nj + 1)
)∫
Rd
f (x − t)θˆ((n1 + 1)t1, . . . , (nd + 1)td)dt
for all x ∈ Td , n ∈Nd and f ∈ L1(Td), where f is extended periodically to Rd (see Feichtinger and Weisz [5]).
The maximal operator is defined in this case by
σ θγ f := sup
n∈L
∣∣σ θn f ∣∣.
The following theorems can be obtained as in Section 5.
Theorem 10. Let θ ∈ W(C,	1)(Rd), 1 p ∞ and 1/p + 1/q = 1. If θˆ ∈ E˙γq (Rd), then∥∥σ θγ f ∥∥Lp,∞ Cp‖θˆ‖E˙γq ‖f ‖p
for all f ∈ Lp(Td). Moreover, for every p < r ∞,∥∥σ θγ f ∥∥r  Cr‖θˆ‖E˙γq ‖f ‖r (f ∈ Lr(Td)).
Theorem 11. Let θ ∈ W(C,	1)(Rd), θˆ ∈ L1(Rd), 1 p < ∞ and 1/p + 1/q = 1. Then
σ θn f (x) → f (x) as n → ∞ and n ∈ L,
for all p-Lebesgue points of f ∈ Lp(Td) if and only if θˆ ∈ E˙γq (Rd).
Corollary 5. Let θ ∈ L1(Rd), 1  p ∞ and 1/p + 1/q = 1. If θˆ ∈ E˙γq (Rd) and f ∈ Lp(Td) is continuous at a
point x ∈ Td , then
σ θn f (x) → f (x) as n → ∞ and n ∈ L.
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