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In this article we shall be concerned with the existence of a one-parameter 
family of periodic solutions in the large for systems of the form 
where T(x) = G&.= z 3 1 at3 x x,x, is a osr rve e m .( ) ’ ‘. p ‘t’ d fi ‘te quadratic form such that 
the functions aij(x) and U = U(x, ,..., x,) together with their derivatives are 
locally Lipschitz continuous. We also suppose grad U(0) = 0, so that x = 0 
is a stationary point of (1). 
In [l], H. Seifert proved the existence of one family of periodic solutions 
X(E) for (l), for all positive numbers E, with E = T(x(E)) + U(x(E)), 
provided grad U(x) f 0 f or x f 0 and the sets {x 1 U(X) < E} are 
homeomorphic to the balls (x 1 j x j < E} for each constant E. Seifert’s 
proof is essentially differential-geometric in character and makes use of 
Jacobi’s remark that the periodic solutions of (1) such that T + U = E can 
be determined by finding closed geodesics on a Riemannian manifold V” with 
metric ds2 = (E - U)aij(x) dxi dxj . 
Here we wish to employ a new Hilbert space approach to the problem of 
finding periodic solutions of (1). We shall assume the functions aij(x) and 
U(x) are even functions of x (as would be the case if for example these 
functions depend only on ) xi - xj j (;,j = I,..., N) i #j) and prove the 
existence of a one-parameter family of distinct periodic solutions am of (1) 
by the direct methods of the calculus of variations. In the proof a further 
restriction is placed on T so that the periodic solutions so obtained can be 
regarded as the nonlinear analogue of the “short period” normal mode of the 
simple linear system 
i$ + pi2xi = 0 (i = I,..., N) 
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since if Q(X) = aij and U(x) = Q(X) + O(l x 1”) (where Q(X) is a positive 
definite quadratic form in x), the one-parameter family xR(t) has minimal 
period T(R) that tends to 27r/pN as / XR(t)j + 0, where pN2 := supi piB. In 
the above results, the parameter R is proportional to the mean value of the 
potential energy U(.zR(t)) over a period of xR(t). The author is grateful to the 
referree for helpful suggestions. 
I. PRELIMINARIES 
1.1. We begin by reformulating our notion of a periodic solution 
of (1). First, as the system (1) is autonomous, we set t = As in (1) to obtain 
the new system 
d 3T -___ 
i 1 
3T -__ 
ds ajii axi 
fXz-= au o 
axi (i = l,..., N). (1.1) 
Note that by finding all 27~ periodic solutions of (1. I) for a fixed value of A, we 
determine all 27rh periodic solutions of (1). 
Secondly, assuming the functions uij(x) and U(X) are even functions of X, 
we shall show that odd 257 periodic solutions of (1.1) can be found by solving 
(1.1) together with the boundary conditions x(0) = x(n) = 0 and extending 
the function x(s) so obtained to a 27r periodic function in s by setting 
x(--s) = -x(s) and x(s + 2a) = x(s). To this end, we first prove the 
following result. 
LEMMA 1.1. Suppose the sets {x / U(x) < E, E a positive const} are 
bounded, then any solution of (1.1) is defined for all s E (-co, CO). Furthermore 
the initial value problem for (1) is uniquely solvable. 
Proof. For any solution x(t) of (1.1) 
T(x(s)) + h2U(x(s)) = const. 
Hence U(x(s)) < const. Since (X 1 U(x) < const} is bounded, x(s) is bounded 
for all s, hence by the fundamental existence theorem for ordinary differential 
equations, x(s) exists for all s. To demonstrate the uniqueness of the initial 
value problem for (1.1) we rewrite (1.1) as a system of 21%’ first-order equations 
by setting dx,lds = ki = yi obtaining 
-( (l.2) 
where rjkii are the Christoffel symbols of the first kind. Since the matrix 
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(gij) is invertible, the system (1.2) can be written in the form 
ii = yi 
j, = hi(X, Y> 
where hi(x, y) is Lipschitz continuous in x and y. Hence the result follows by 
the classical uniqueness theorem applied to the above system. 
LEMMA 1.2. If the functions a&x) and U(x) are even functions of x, any 
solution of (1 .l) defined on [0, m] and satisfying the boundary conditions 
x(O) = x(n) = 0, can be extended to an odd 237 periodic solution of (1.1). 
Proof. Let x(s) be a solution of (1.1) defined on [0, 7~1 such that x(0) = 
x(r) = 0. Then since the functions uij(x) and U(x) are even functions of x, 
y(s) = -x(--s) and is a solution of (1.1) f or s E [-rr, 01. Indeed the following 
relations hold: 
and 
Y(s) = 4(-s), %(Y(4 = %(x(-s)), 
grad U(y(s)) = -grad U(x(---s)) 
adm) ad4 -4 
ax, jij, = - ax, Qi( -s)LQ( -s). 
Now since x(O) = 0, y(0) = 0, and since y(s) = -X(-S), 9(O) = n(O). Thus 
by Lemma 1.1 the uniqueness of the solvability of the initial value problem 
for (l.l), x(s) = -x(- ) ‘. . ( ) s 1e x s can be extended to an odd function on 
[-n, rr]. Hence at s = n, since I = 0, we obtain X(--T) = 0. By differen- 
tiating the relation x(s) = -x(-s) we obtain 9(n) = k(-m). Thus x(s) 
satisfies the periodic boundary conditions x(n) = X(-Z-), R(V) = k(---rr), 
and so x(s) can be extended to an odd 2~ periodic solution of (1.1) for all s. 
1.2. We now introduce a Hilbert space structure into the problem as 
follows. We consider the class Hi of all absolutely continuous, odd real-valued 
functions xi(s) defined on [0, rr] which vanish at s = 0 and n and such that 
jt (&(s))~ ds < CO. The class Hi is a Hilbert space with respect to the inner 
product, (xi , yi)Hi = J-I[ *Js) . j,(s) ds. Indeed such functions can 
be represented by a Fourier series xi(s) = Cz==, a, sin ns provided 
CL n2an2 < 00, and are Holder continuous with exponent 01 < 4. Further- 
more for such functions we have the following inequalities: 
s, (4~))~ ds < s,” (%(s))~ ds, (1.4) 
;o”P, I xiW < c 1,” &(s)>~ 4 Cl.51 ,?I 
20 BERCER 
where c is a constant independent of xi . In addition if 
Xi(S) E Hi I 
so is / xi(s)1 and 
Also x!~) --f x weakly in Has n - m xjn’ + xi uniformly on [0, 7~1. 
Fir&y we consider the product of’N copies of Hi , denoted H. An element 
of H, x := (x1 , x2 ,..., xN), is an N-tuple of elements xi E Hi . H is again 
a Hilbert space with respect to the inner product (x, Y)~ = XL, s: ai j,(s) ds 
where x = (xi ,..., xN) andy = (yr ,..., yN). We shall often write this expres- 
sion in the form (~,y)~ = J-g . x . j, where * j denotes the scalar product 
between the vectors 2 and j in RN. Also the results (1.4)-(1.7) extend 
immediately to elements in H. For convenience, we set I x(s)1 = CE, i .L.,(s)~. 
1.3. As a final preliminary step we note that the solutions x(s) of 
(1.1) on [0, Z] vanishing at 0 and x can be determined by solving the following 
variational problem: 
(E’J. Find the critical points in H of the functional 
9?(x) =: j- Z-(x(s)) ds, (1.8) 
0 
subject to the constraint st U(X(S)) ds = R where R is a positive const. 
Indeed since grad U(X) # 0 f or Y f 0, standard results of the calculus of 
variations imply that 
(a) the critical points 2? in ff can be found by determining the critical 
points of the unconstrained functional 
s * (W(4) + B WWN ds 0 
for some const /3, and 
(b) the critical points W in H are smooth functions, i.e., twice 
continuously differentiable on [0, T]. 
II. DISCUSSION OF THE VARIATIONAL PROBLEM (PI) 
In this section we discuss various properties of the variational problem (Pi) 
formulated in Sect. 1.3, namely, 
Minimize the functional j”: T(x(s)) d s in H subject to the constraint 
fi U(X(S)) ds = R, where R is a positive const. 
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2.1, We shall assume in this section and throughout the remainder 
of the paper (unless otherwise stated) the following assumption on the 
potential energy function U(x): 
Assumption (U). The function U(X) --f co whenever , x / -+ co and in 
addition x . grad U(X) > 0 if x f 0. 
Clearly this assumption implies (i) the sets 1.~ / U(X) < const} are 
bounded in R” and (ii) x = 0 is the only stationary point of Eq. (1). 
Throughout the next lemma and the remainder of this paper we shall use 
the notation ZU, = (X / x E H, si G(x(s)) ds = R, R a positive const}. 
LEMMA 2.1. The set %U, is nonernpty for each positive R. Furthermore ;f 
Ij x /I < c, supzEBUR / x(s)1 is uniformly bounded. 
Proof. For any nonzero X(S) E N, st U(tx(s)) ds = f (t) is a continuous 
function of t. Since U(0) = 0, f (0) = 0, and lim,,, f (t) = co; so that for 
some t, , f (to) = R. 
LEMMA 2.2. If f or any constants K, R > 0; ST T(x(s)) ds < K, x E au, , 
then 
(i) ~up[a,~] 1 x(s)\ is uniformly bounded, and 
(ii) infaU, jl x 11 > cx > 0 where (Y is a const independent of x. 
Proof. (i) Since the quadratic form 
is assumed positive definite (uniformly in X) there is a constant m such that 
inf f Q(x)~&~ > m 
l$l=l i,j=l 
(m, independent of x). (2.1) 
Hence, 
So that by virtue of Lemma 2.1, since /I x 11: < K/m, s~p[a,~l 1 X(S)\ is uni- 
formly bounded. 
(ii) To show inf 2UR 11 x IiH > 01 > 0, we suppose there is a sequence 
x,(s) E alI, such that su~[s,~] 1 x,(s)1 ---f 0. Then R = Jz U(X~(S)) ds < 
n SU~[,-,~I U(X~(S)) + 0 as n + 00 which yields the desired contradiction. 
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2.2, We now investigate the functionals J”; U(X(S)) (1s and ?(A($)) 
defined in Sect. 1.3. We begin with the following result. 
LEMMA 2.3. The functional Ji U(x(s)) d s is continuous with respect to 
weak convergence in the Hilbert space H. 
Proof. Let x,(s) --f x(s) weakly in H. Then setting @(X(S)) = sl U(x(s)) ds 
JiqX&)) - @(x(s)) = j,: j; grad U(&(S) + (1 - f)x(s)) 3 (xn - ,x) dt ds 
,< R sup 1 X, - x / 
[amI 
Indeed since I/ x, 11, Ij x 11 < Kr , SUP[~,~J 1 x, 1, 1 x 1 < KKr by virtue of the 
inequality (1.5). Hence sup,,l,,,l 1 grad U(tx,(s) + (1 - t)x(s))l < x/a, 
where l? is independent of n, since grad U is continuous. Hence by virtue 
of the remarks of Sect. 1.2, x:n + x uniformly on [0, ~1. So %(x~(s)) - 
@(x(s)) as required. 
LEMMA 2.4. The functional j”: T(x(s), n(s)) ds is lower semicontinuous with 
respect to weak convergence in H. 
Proof. Let x, -+ % weakly in H, then we wish to show that 
!ji jn T(xn(S), &(S)) ds >, jr T@(S), i(S)) ds. 
0 0 
(2.2) 
This result is then an immediate consequence of [2, p. 22, Thm 1.8.21, 
since T(x, ff) > 0 for all x, f and is convex in * for fixed x in the sense that 
Ci,j (?T/& atij)hih, is positive for all s and 2. 
III. THE EXISTENCE OF A ONE-PARAMETER FAMILY 
OF “SHORT PERIOD” SOLUTIONS 
3.1. In this section we construct a family of periodic solutions whose 
period is in a sense the smallest nonzero period permissible for the system (l), 
under the given constraints. This family is found by minimizing the functional 
K(x) = J; T(x) d s over the class aU, and letting R vary between 0 and cc. 
In case aij(x) = a,, and U(x) is the sum of a positive-definite quadratic form 
Q(x) and higher order terms, the minimal period of the family constructed 
by this process tends to 27r/hN as R - 0, where AN2 is the largest eigenvalue of 
the self-adjoint matrix A such that Q(X) = s . Ax. 
PERIODIC SOLUTIONS OF HAMILTONIAN SYSTEMS 23 
THEOREM 3.1. inhR Si W(s)) d s is a critical point of the variational 
problem (PI), provided T(x, x) is positive deJinite uniformly in x. 
Proof. Since T(x(s)) > 0, c,(R) = infar,, s: T(x(s)) ds > 0. Now let 
x, E au, be a minimizing sequence. Since c T(x,(s)) ds ,< c,(R) + 1 for 
n sufficiently large, Lemma 2.2 shows that /I x, IIH < M where M is inde- 
pendent of n. Thus x, has a weakly convergent subsequence (which we relabel 
x,) with weak limit q and by the continuity of si U(x(s)) ds with respect to 
weak convergence in H (Lemma 2.3), x E aa, . Furthermore (by Lemma 2.4) 
the functional $ T(x(s)) d s is lower semicontinuous with respect to weak 
convergence in H. So c,(R) = limn+m sz T(x,(s)) ds 3 ss T(x(s)) ds. Hence 
ji T(x(s)) ds = c,(R) > 0, since 5 E 8 U, . Now x is not a critical point in H 
of s: U(X) ds since grad U(x) = 0 implies x = 0. Hence by standard results 
on isoperimetric problems (e.g. [3, pp. 451) X is a critical point in H of the 
functional Jon (T + fiRIJ) ds where is, is a constant, depending on the 
parameter R. 
THEOREM 3.2. Provided the quadratic form T(x, x) is positive definite 
(uniformly in x), the critical points xR(s) of Theorem 3.1 [for (0 < R < co)] 
correspond to a one-parameter family of periodic solutions of (1) with minimal 
period 271 q& . The parameter R is proportional to the mean value of U(x) 
over the period 2a ~~ . 
Proof. By virtue of the results of Sect. I, it suffices to show that the 
“Lagrange multiplier” jgR that arose in a proof of Theorem 3.2 is a positive 
number. To this end, suppose pR is the multiplier corresponding to a solution 
xR(s) of (1.1) and xR(s) is extended to the interval [0, 27~1 by virtue of 
Lemma 1.2. Thus 
(i = l,..., N). 
Multiplying these equations by xi,R , integrating over [0, 2n] and summing 
over i, we obtain 
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xR * $ 3i&) ds + PR j:” XR * grad u(x,) ds = 0, (3.1) 
0 
where Djds denotes the covariant derivative with respect to the metric 
aJx) dx, dx, along the closed curve x(s). The first term in the above equation 
can be simplified by an integration by parts (with respect to D/ds). Since the 
resulting boundary integral vanishes (as xR(s) is 2a-periodic), and 
$ x(s) = 5 a,(x)** 
i=l 
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(3.1) b ecomes 
Thus pR > 0 since xR grad 5(x,) > 0 by hypothesis (CT) of Section II. 
Now we show that the minimal period of xx(t) is 2#‘. If xR(t) had 
minimal period 2$1R2, with 0 < 7 < 71, then the critical point sR(s) of (3.1) 
satisfies ~~(7) = X&T). But since xR(s) is odd, ~~(7) -: --~~(-7). 
Hence ~~(7) = 0. Define 
Clearly 2 E aUR and sg T(a(s)) ds = si T(x~(s)) ds = c,(R). Therefore, a(s) is 
a smooth solution of (1.1). But then, by uniqueness S(S) = xR(s), which 
implies that xR(s) = 0, for 7 & s < n. By uniqueness of solutions of (1.1) 
xR(s) = 0 for all S, which is impossible if R f- 0. Then xR(t) has minimal 
period 2+, . 1’2 To determine the meaning of the parameter R, we make the 
change of variables t = j$“s in the formula 2R = sy U(X~(S)) ds. Thus we 
find R/r = mean value of U(X~(~)) over the period 2n/?~2. 
Remark. An analogue of Theorem 3.2 holds if U(X) is a convex function. 
See [5]. 
3.2. We now assume 
and U(x) = ; x . Ax -t O(l x I”) 
where A is a positive-definite matrix with eigenvalues 0 < h,a < 
h,2 < ... -< XN2. We show that the period h,(R) of the critical point of 
Theorem 3.1 tends to 2n/hN as R --f 0. 
THEOREM 3.3. X,(R) ---f 2w/X, , i.e. the minimal period of xR(t) + 2r/X, as 
R --f 0. 
Proof. Here j-i T = *iI u Ii&, so we let c(R) =: infauR ili x lib, U(X) = 
$c . Ax + N(X) where 1 N(x)1 = O(l x la). We denote by 
With this notation we obtain some simple estimates for c(R). Given E > 0 
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there is a number K, such that 1 J”(x)1 < 1 ox dx for / x 1 .< K, (i.e. for 
R sufficiently small). Hence 
On the other hand for R sufficiently small 
Hence for sufficiently small R, R/X,2(1 + E) < c(R) < R(1 -+ c)/hN2. So 
that lim,,, c(R)/R = ii&‘. 
Now if xK is the critical point of Theorem 3.1 
xR -t PR{AxR + grad JP”(xJ} = 0 
So that multiplying by Y$xR and integrating over (0, rr), we obtain after an 
integration by parts 
c(R) = PR is,’ i AxR * xR $ i grad J(xR) . xR/ 
= PR \R + 11 [k grad N(xR) . *2*R - ~tl.(xR)] 1 
Since grad J’-(x) = O(l x 12), j; ( $ grad X(x,) I xR - ~V(x~)j = o(R). So 
that as R 4 0, 
Now the minimal period of xR(t), h,(R) = 2~filR/~, and thus the theorem is 
proven. 
Remarks. 1. If U(x) = $Ax . x + O(l x 1”) is not an even function of 
x, we have shown an analogue of Theorem 3.3 in the sense that for small R, 
the system x + grad U(x) = 0 has a one-parameter family of even periodic 
solutions with minimal period h,(R) -+ 2n/hN as R + 0. The proof is similar 
to the Hilbert space approach given here with the boundary conditions 
x(0) = x(n) = 0 replaced with the boundary conditions x(O) = x.(v) = 0. 
2. An important deduction from Theorem 3.3 is that the short period 
solution f + Ax = 0 is not destroyed by a higher order perturbation f(x) 
providedf(x) = grad F(x), whereF( x is a C2, even, real-valued function of x. ) 
This result is of particular importance when all the eigenvalues of the 
matrix A are equal. 
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