We survey ancient and recent results on global error bounds for the distance to a sublevel set of a lower semicontinuous function defined on a complete metric space. We emphasize the case of a recent characterization of this property which appeared in [5, 7] . We also review the convex case and show how the known result on sufficient condition for a global error bound can be derived from the quoted characterization.
Introduction
The problem of finding conditions ensuring existence of a global error bound for the distance to a sublevel set of a lower semicontinuous function has been intensively discussed since the seminal work [20] by Hoffman. It can be stated as follows : given a lower semicontinuous function f : X → R ∪ {+∞} defined on a complete metric space X, we say that f has a global error bound at the level α if there exists a positive real number τ such that + . The first step along this line was done by Hoffman in [20] in which (1) was proved for a convex polyhedral function of the type f (x) = max 1≤j≤m (a T j x − b j ) where a 1 , · · · , a m ∈ R n and b 1 , · · · b m ∈ R, assuming that the polyhedron [f ≤ 0] is nonempty. For convex functions, non necessarily polyhedral, a first step was done by Robinson in [38, 39] who proved that, assuming that the convex function f : X → R ∪ {+∞}, defined on a normed space, satisfies the conditions inf X f < α (Slater's condition at the level α) and [f ≤α] bounded, then (1) holds true. Indeed, assuming that f (x 0 ) = α − θ < α with θ > 0 and given x ∈ X with f (x) > α, then x t := x + t(x 0 − x) ∈ [f ≤α] for t = f (x) − α θ + f (x) − α ∈ [0, 1] and
where [f ≤α] is contained in the closed ball of radius r centered at 0. Thus we get
Later Mangasarian in [28] , Auslender-Crouzeix in [1] and Klatte-Li in [25] gave sufficient condition for an error bound in terms of an asymptotic condition which will be discussed later on. Some other sufficient conditions were also given by Deng in [14, 15] . In the nonconvex case, the first result on error bounds was proved by Ioffe in [21] . Recently Ioffe in [22] , Ng-Zheng in [33] and Wu-Ye in [44] [45] [46] furnished some sufficient conditions for a global error bound and Penot gave some results in the quasiconvex case in [37] . In the convex case, the first characterization of the existence of a global error bounds seems to be the one given by Cornejo-JouraniZalinescu in [10] . Some other characterization in the convex case were given by Lewis-Pang in [27] , by Lemaire in [26] (anticipated by Auslender-Crouzeix-Cominetti in [3] ) and by Zalinescu in [47] and recently in [5, 45] . In the nonconvex case, one can find a characterization of a global error bound for lower semicontinuous functions defined in a complete metric space in [5, Theorem 2.4 ] further developed in [7] .
Throughout the paper X will be a metric space endowed with the metric d, and f : X → R∪{+∞} be a lower semicontinuous function. For U ⊂ X and r ∈ ]0, +∞] (resp., r ∈ [0, +∞[), we denote by B r (U ) (resp.,B r (U )) the open (resp., closed) r-enlargement of U :
In the case where X is a Banach space, we simply writeB X forB 1 (0). For α ∈ R and β ∈ R ∪ {+∞}, we let: We say that a function f : X −→ R ∪ {+∞} satisfies a global error bound between the levels α and β > α whenever [f <β] = ∅ and there exists a positive real number τ such that
We also say that f satisfies a global error bound at the level α if (GE) α(+∞) holds true, that is, there exists τ > 0 such that
It is noteworthy that, besides its own interest, the question of global error bounds takes equivalent forms which are interesting and sometimes quite surprising. As an example, it is equivalent to the metric regularity of a multifunction. Namely, let F ⊂ X × Y be a closed multifunction between metric spaces X and Y identified to its graph. Let y ∈ Y and let f y :
. Then (GE) 0 leads to
Indeed, one has [
hence, endowing for instance X × Y with the box distance, xe get
Conversely (3) applied to F = epi f with y = α yields (GE) α . The case of metric regularity near a point
) for all (x, y) near (x 0 , y 0 ) can also be treated by the means of error bounds (see e.g. [7, 22, 23] ). One can also observe that finding a global error bound is equivalent to finding a sharp minimum : given f : X −→ R ∪ {+∞}, there exists τ > 0 such that
where
The paper is organised as follows. In section 2, we list some recent sufficient conditions issued from [22] and [45] for the existence of an error bound and we review the results given in [5] [6] [7] about the characterization of the existence of a global error bound, along with some local and parametric results. Finally we treat the convex case in section 3 and we check how the known results on sufficient conditions can be derived from the quoted characterizations. Let us mention that, except in Example 1.18, we restrict ourself to first order error bounds, that is we do not treat the case of estimates of the type
Error bounds for lower semicontinuous functions
In this section, without other indications, (X, d) will denote a complete metric space.
Sufficient conditions
The main tool in what follows is the following version of Ekeland's variational principle. Proposition 1.1. Let X be complete, f : X → R ∪ {+∞} be a (proper) lower semicontinuous function, and letx ∈ X, σ > 0, and r > 0 be such that :
Among the recent results on existence of an error bound, we firstly quote the following one due to Ioffe in [22, p. 512 ]. This result is used in the quoted reference to derive metric regularity results for multifunctions. 
The next result is [45, Theorem 3] for which we give a simple proof. 
Proof. Assume that (7) does not hold. Thus there existsx ∈ X such that f (x) < β and (f (x)−α)
Observe that f (x) > α due to d(x,x) < r, and that
, which contradicts (6).
Remark 1.4.
In the case where X is a Banach space and f : X −→ R ∪ {+∞} is convex, then assumption (6) can be weakened under the form
Indeed if y = x given by (9) is such that f (y) < α, then we can find 
Proof. Apply Theorem 1.3 with α = inf X ϕ. Example 1.6. (see [41] ) Theorem 1.3 provides a short proof of Nadler's Theorem (in [32] ). Let X be a complete metric space, and let
) denotes the Hausdorff distance. Let us denote by F T the set of fixed points of T , that is the set of those
thus Theorem 1.3 applies, yielding F T = ∅ and, by letting ε go to 0,
Remark 1.7. a) In Theorems 1.3 and 1.5, one can use σd as a distance with σ > 0.
b) We saw that Theorem 1.5 is an immediate consequence of Theorem 1.3. In fact these two results are equivalent since Takahashi's Theorem is equivalent to Ekeland variational principle, as shown in [11] . In fact Takahashi's Theorem is equivalent to completeness of X (see [41] ) and Ekeland's variational principle is also equivalent to completeness of X as shown in [43] . Example 1.8. Theorem 1.3 applies also to the framework of [19] . Let T be a compact topological space, let C(T ) be the space of continuous functions on T equiped with the norm g ∞ = max t∈T |g(t)|, and let g : R n −→ C(T ) be a continuous mapping. Let us define f : R n −→ R by f (x) = max t∈T g(x)(t) and let us consider the set S :
In the quoted reference, it is proved that a global error bound of the type
holds true, assuming that the functions g(·)(t) are convex for all t ∈ T and that the so-called weak Slater condition is in force: there exists τ > 0, β > 0 such that for all x ∈ R n with 0 < g(x)
. It follows that this weak Slater condition implies that (9) holds, and then f has an error bound at the level 0.
Characterization of global error bounds
Let us recall the notion of strong slope introduced by De Giorgi, Marino, and Tosques in [13] . Definition 1.9. Let f : X → R ∪ {+∞} be a lower semicontinuous function, and let x ∈ domf . Set:
The next result, taken from [7] , provides a characterisation of global error bounds for lower semicontinuous functions defined on a complete metric space. This result was previously obtained in [5, Theorem 2.4] in the particular case β = +∞. Theorem 1.10. Let X be complete, f : X → R ∪ {+∞} be a lower semicontinuous function, and α ∈ R, β ∈ R ∪ {+∞} with α < β. 
) denotes the usual directional derivative of the convex function g at x in the direction u. Let 0 < ε < τ. We derive that for k large enough we have f (x; u k ) ≤ −(τ − ε), from which we get
− y for all x ∈ X and for all y ∈ Y , and then
which leads immediately to the conclusion of the Banach open mapping theorem. 
. From [7] this property is equivalent to the fact that, for all ε > 0 and for all x, z ∈ X such that x = z, there exists y ∈ X such that
which is equivalent for X to be a path metric space space (see e.g [17, Theorem 1.8]). A path metric space is a space in which d(x, z) is the infimum of the lengths of the curves joining x and z for all x = z. A convex metric space, that is a metric space (X, d) for which, for all x = z, there exists y ∈ X with d(
, is a path metric space, but there exist path metric spaces which are not convex. Let X be such a metric space. According to Theorem 1.10, and observing that
Now let
for all x = z and for all y = x so that assumption (6) cannot be satisfied.
Estimates of the strong slope
In the previous subsection, we gave a characterization of the existence of a global error bound in terms of the strong slope. So it is necessary to estimate the strong slope in order to apply this result. In fact we give two ways for estimate the strong slope. One uses the notion of subdifferential and the other one relies on directional derivatives. We consider here a Banach space X endowed with a norm · , with topological dual X * , d * denoting the metric associated with the norm of X * .
We further consider an "abstract" subdifferential operator ∂, which associates to any lower semicontinuous function f : X → R ∪ {+∞}, and any point x ∈ X, a subset ∂f (x) of the (topological) dual X * of X, in such a way that ∂f (x) = ∅ if x / ∈ domf , and the following two properties are satisfied:
P2) if g : X → R is convex and Lipschitz continuous, and ifx ∈ domf is a local minimum point of f + g then, for every ε > 0 there exist x, y ∈ X, x * ∈ ∂f (x), and y * ∈ ∂g(y) such that
One easily prove the following (see [22] and also [7] 
From the previous proposition, we deduce that 
The preceding corollary extends [44, Theorem 3.1] in two direction. Assumption (P1) and (P2) are less stringent than the one used in the quoted reference, and we do not assume that [f ≤α] is nonempty, but we obtain it as a conclusion. Observe that the Fréchet and the Mordukhovich subdifferential (see e.g [30, 31] ) satisfies (P1) and (P2) whenever X is an Asplund space. Let us recall that the subdifferential of Mordhukovich ∂f (x) is the set of those ξ ∈ X * for which there exists sequences ( 
. Assume now that a lower semicontinuous function f : X → R ∪ {+∞} is such that for some α ∈ R, β ∈ R ∪ {+∞} with α < β and [f <β] = ∅, we have, for all γ ∈ [α, β[,
Then Theorem 1.10 tells us that inf
is the ε-Fréchet subdifferential, so that a necessary condition for (14) is also inf x∈ [f>α] 
where ∂ is the Mordukhovich subdifferential, is a necessary condition for (14) .
The strong slope can also be compared, just using the definitions, with various notions of directional derivative. For example, we have:
are respectively the (lower) contingent and Dini derivative of f at x in the direction u.
As a consequence, we derive the following strengthening of [45, Theorem 4] (see also [33, Theorem 2.5]).

Theorem 1.16. Let X be a Banach space and let f : X −→ R∪{+∞} be a lower semicontinuous function, and α ∈ R, β ∈ R ∪ {+∞} with α < β and [f <β] = ∅. Assume that there exists τ > 0 such that for all x ∈ [α<f <β]
there exists u ∈ X such that u = 1 and f (x; u) ≤ −τ . Then,
Conversely, assuming that X = R n and that (16) 
We can assume that the sequence u k = x k − x x k − x converges to some u ∈ R n with u = 1. Thus the conclusion follows from
Local results
In some situations (like metric regularity of multifunctions for example), it is useful to have local results at our disposal. We present two examples of this kind of results both taken from [7] . They are quite different since the fact that [f ≤α] = ∅ is an assumption in the first case and is a conclusion in the second one. |∇f |, then, for every α ≤ γ < β, we have:
Conversely, if (17) . Let X be an Asplund space and let ∂ be the Fréchet subdifferential (which satisfies assumptions (P 1 ) and (P 2 )) and let f : X −→ R ∪ {+∞} be a proper lower semicontinuous functions. In the quoted reference, it is assumed that for some p > 0 and σ > 0, one has
Letf
, one easily checks, using the fact that the function t → sgn (t)|t| p is increasing and is a diffeomorphism from ]0,
Thus (18) 
For the local result, letx belonging to the boundary of [f ≤0] and let ε > 0 be such that
Observe that (19) implies that inf x∈[f>0]∩Bε(x) |∇f |(x) ≥ σ (see Proposition 1.13). Then Theorem 1.17 applied with U = {x} and ρ = ε/2 says that
Theorem 1.17 yields a characterization of a weak sharp minimum in the sense of [9] (see [7] ). It also allows to characterize the existence of a local error bound. Namely, we have: 
yielding a). Conversely, assuming a), Theorem 1.17 applied again with U = {x} tells us that lim inf
Next theorem is also of local nature. It is well fitted for applications to metric regularity of multifunctions (see [7] ). 
As a simple illustration, one has the following. Let us assume that F is strictly differentiable at x 0 ∈ U and that A := DF (x 0 ) is onto in such a way that, for some τ > 0, one has τB Y ⊂ A(B X ). For 0 < ε < τ, let ρ > 0 be such that F − A is ε-Lipschitzian on
Thus we can apply Theorem 1.20 with α = 0 yielding (
− y for all x ∈ U and y ∈ W , that is the conclusion of the classical Lyusternik-Graves Theorem.
One can also mention the following parametric result taken from [6, Theorem 3.4].
is lower semicontinuous for all p ∈ P , and that f (·, x 0 ) is upper semicontinuous at p 0 . Let us also assume that, for some τ > 0, inf
Then there exists open subsets U x 0 and N p 0 such that [f p ≤α] = ∅ for all p ∈ N and 
The convex case
In this section, X is a Banach space, endowed with a norm · . We denote by X * the topological dual of X, and by d * the metric associated with the dual norm. Recall that if f : X → R ∪ {+∞} is a convex lower semicontinuous function, the (Fenchel) subdifferential of f at x ∈ domf is given by:
while the directional derivative of f at x in the direction y ∈ X is:
For convex functions, property (GE) α has an interesting consequence.
Proposition 2.1. Let f : X −→ R ∪ {+∞} be a proper lower semicontinuous function defined on a normed space X. Assume that (GE) α holds. Then
is the usual normal cone to a convex set. In particular,
whenever x ∈ int (dom f ).
Proof. One obviously has
Then, using a formula on the subdifferential of a finite supremum (see e.g [42] )
For convex functions, it is easy to estimate the strong slope (see [7] ). One has
at each x / ∈ argmin f . 
We now observe in the following that for a convex function, the slope increases with altitude (see [7] ). This is proved in [4] in finite dimension under an assumption on the relative interior of the domain of f which is removed here. For α ∈ R, we let:
[f =α] := {x ∈ X : f (x) = α} . 
, that is:
We claim that f (
; then, writing (22) for y := z ε yields:
a contradiction. Now, we derive from (22) again that for all y ∈ [f ≤α]:
which shows that inf [f =α] |∇f | ≤ σ, since ε is arbitrarily small, and the conclusion follows.
The following theorem whose origin dates back to [3] provides a characterization of a global error bound for a convex function. It appeared in [45] and was anticipated in [5] (see also [7] ). 0, ∂f(x) ), according to (20) . For example, we have the following characterization of the existence of a global error bound, which we state in a "reversed" form. This theorem was proved in [45, Theorem 8] in the reflexive case and in [7] for a general Banach space. The first assertion follows immediately from (9) and (21) . The second says that, for convex functions, it is enough to have (GE) αβ in order to get (GE) α . Theorem 2.5. Let X be a Banach space, f : X → R ∪ {+∞} be a proper, convex, and lower semicontinuous function, and α ∈ R, β ∈ R ∪ {+∞} with α < β. Then:
.
The preceding theorem can be interpreted in terms of the strong Slater condition. Extending to the case of infinite-valued functions defined on a Banach space the definition of Mangasarian in [29] , we say that the proper, convex, lower semicontinuous function f : X → R ∪ {+∞} satisfies the strong Slater qualification condition at the level γ ∈ R if
According to (20) , this is equivalent to say that inf It is also possible to get a sufficient condition for global error bound dealing with the notion of good asymptotic behaviour of a convex function. Following Auslender and Crouzeix [2] (see also [3] ; [10] and [37] for extensions to the non convex case), we recall that the convex lower semicontinuous function f : X → R ∪ {+∞} has a good asymptotical behaviour (GAB , for short) if for any sequence (x n ) in X we have:
This notion naturally provides a verifiable sufficient condition for the existence of global error bounds for f . It was proved in [3] and in [10, Theorem 5.2] (this readily follows from the first part of Theorem 2.4 with β = +∞) that f has a good asymptotical behaviour if and only if (GE α ) holds for any α > inf X f (recall that "α > inf X f " reads: "f satisfies the Slater qualification condition at level α", in the terminology of mathematical programming.) Condition GAB has been used in [8] in order to derive a Hoffman-type estimate in semidefinite optimization.
Combining Theorem 1.10, (20) and Proposition 2.3, we obtain the following useful sufficient condition for a global error bound.
• The assumptions of Mangasarian in [28] and Auslender-Crouzeix in [1] [45] . Theorem 2.5 is taken from [7] and was previously given in [45] in the reflexive case. Theorem 2.6 (see [7] ) is a generalization to the general Banach space setting and to possibly non continuous convex functions of a result of Mangasarian in [29] .
