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Les problemes de fabrication d'horaires sont aussi nombreux que les contextes qui 
leur donnent naissance. Dans cette these, nous proposons des approches de resolution 
pour quelques uns de ces problemes. Les methodes proposees tentent d'exploiter 
autant que faire ce peut la structure sous-jacente du probleme. Dans certains cas, 
cette structure est bien definie et le probleme peut s'exprimer dans un contexte 
mathematique facilitant les liens avec des domaines bien etablis de cette discipline. 
C'est le cas notamment des problemes d'horaires dont la structure est similaire a celle 
de deux problemes que nous etudierons dans cette these : le probleme de minimisation 
de la deficience d'un graphe et le probleme de coloration par intervalle qui sont 
etroitement lies aux problemes tres etudies de coloration des nceuds d'un graphe et de 
coloration des aretes d'un graphe. Dans le cas du probleme d'attribution d'activites, 
un autre type de probleme d'horaires etudie dans cette these, les structures qui ont 
ete mises a profit sont celles de problemes de flot associes a deux parties distinctes 
du probleme complet. 
Pour bien comprendre en quoi consiste le probleme de minimisation de la deficience 
d'une coloration d'un graphe G — (V,E), quelques definitions sont de mises. Une 
coloration des aretes d'un graphe est une fonction qui assigne une couleur c(e) € IV a 
chaque arete de fa§on a ce que c(e) 7̂  c(e') quand e et e' ont une extremite en commun. 
Si l'on appelle Si(G, c) l'ensemble des couleurs appartenant aux aretes incidentes a un 
nceud i et Dt(G, c) le nombre minimum d'entiers a ajouter a Si(G, c) pour que celui-
ci forme un intervalle (une suite consecutive de nombres entiers), alors la deficience 
D(G,c) d'une coloration du graphe G est la somme YLiev-Di{G,c) des deficiences 
de tous les nceuds. Le probleme de minimisation de la deficience d'une coloration 
d'un graphe consiste a trouver une coloration c pour laquelle la deficience D(G, c) du 
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graphe est minimale. Le premier article de cette these etudie ce probleme NP-difficile. 
On presente d'abord une borne inferieure sur le nombre de couleurs necessaires pour 
obtenir une coloration qui minimise D(G, c). Nous proposons aussi un algorithme de 
recherche tabou permettant de resoudre le probleme de minimisation de la deficience 
pour un graphe general et presentons des resultats numeriques sur plusieurs types de 
graphes, pour certains de ceux-ci la deficience optimale est connue. 
Le probleme de coloration par intervalle, etudie dans les deuxieme et troisieme articles 
de cette these, s'applique a des graphes ponderes, c'est-a-dire qu'un poids u>j, un 
entier strictement positif, est attribue a chaque nceud i du graphe. Une coloration 
par intervalle d'un graphe est une fonction qui attribue un intervalle de Ui nombres 
entiers consecutifs (les couleurs) a chaque nceud i du graphe. Ces couleurs doivent etre 
assignees de telle fagon que deux nceuds adjacents n'ont aucune couleur en commun. 
Le probleme de coloration par intervalle vise a trouver une coloration par intervalle 
utilisant le plus petit nombre de couleurs possible. Nous etudions d'abord la relation 
qui existe entre ce probleme et un autre probleme de coloration des nceuds d'un 
graphe, la coloration par bande. Dans le cas ou un poids Sij est donne a chaque 
arete {i,j} d'un graphe, une coloration par bande est une fonction c qui attribue 
un entier (la couleur) a chaque nceud de sorte que \c(i) — c(j)\ > 5^ pour toute 
arete {i,j} € E. Le probleme de coloration par bande vise a trouver une coloration 
par bande qui minimise la difference entre la plus grande et la plus petite couleur. 
Les resultats que nous avons obtenus montrent que le probleme de coloration par 
intervalle peut etre ramene a la resolution d'une serie de problemes de coloration par 
bande. Nous montrons aussi que le nombre de problemes a resoudre est relativement 
petit. Les resultats experimentaux obtenus montrent que la reduction peut aider 
a resoudre de grandes instances et a obtenir des bornes superieures sur le nombre 
optimal dc couleurs necessaire pour une coloration par intervalle. 
L'efficacite d'un algorithme pour resoudre le probleme de coloration par intervalle 
peut etre grandement amelioree si Ton evite de visiter des colorations equivalentes 
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lorsqu'on explore l'espace des solutions. Deux colorations par intervalle I\ et I2 d'un 
graphe G = (V, E), utilisant k couleurs, sont dites equivalent* si il existe une permu-
tation 7r des entiers l,...,k telle que £ € h{i) si et seulement si ir(£) E h{i) pour tout 
nceud i € V. Nous proposons et prouvons une condition necessaire et suffisante pour 
que deux colorations utilisant k couleurs soient equivalentes. Nous montrons aussi 
comment un algoritlime tabou simple pour le probleme de coloration par intervalle 
peut etre ameliore en evitant la visite de solutions equivalentes. 
Le dernier sujet aborde dans cette these est celui de la resolution du probleme d'at-
tribution d'activites a des quarts de travail. Nous proposons d'abord une methode 
de recherche tabou couplee a une technique de reduction afin de reduire la combina-
toire du probleme. Cette technique de reduction a beaucoup contribue a ameliorer 
la methode de recherche tabou. Suivant cette constatation, nous presentons quatre 
modeles de programmation lineaire en nombres entiers permettant de resoudre le 
probleme d'attribution d'activites; ces modeles sont inspires des problemes de flot 
a cout minimum utilises dans la technique de reduction. Nous presentons ensuite 
les resultats de l'application d'une methode de separation et d'evaluation progressive 
commerciale, utilisant nos modeles, afin de resoudre des instances aleatoires inspirees 
de situations reelles. Les resultats montrent d'excellentes performances pour deux de 
ces modeles. 
Pour chacun des problemes consideres, cette these propose des methodes nouvelles, 
fondees sur des considerations theoriques que nous avons etablies et qui permettent 
d'evaluer leurs forces et leurs faiblesses. Les experimentations numeriques menees ont 
permis de demontrer l'efficacite de ces methodes. 
ABSTRACT 
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Scheduling problems are as diversified as the context in which they arise. In this 
thesis, we propose different approaches for solving some of these scheduling problems. 
Our methods aim at exploiting the underlying structure of the problem. In some 
cases, this structure is well known and the problem can be formulated in a sound 
mathematical context and links with other mathematical areas can be easily made. 
In particular, it is the case for scheduling problems having a structure similar to two 
problems studied in this thesis: the minimum deficiency problem and the interval 
coloring problem. These two problems are closely related to the well studied vertex 
coloring problem and edge coloring problem. In the case of the activity assignment 
problem, another problem studied in this thesis, we have exploited the network flow 
structure of two distinct sub-parts of the complete problem. 
We first propose some definitions in order to get a better understanding of the min-
imum deficiency problem. An edge coloring of a graph G = (V, E) is a function 
c : E —> IN that assigns a color c(e) to each edge e G E such that c(e) 7̂  c(e') 
whenever e and e' have a common endpoint. Denoting Si(G,c) the set of colors 
assigned to the edges incident to a vertex i € V, and Di(G,c) the minimum num-
ber of integers which must be added to Si{G1 c) to form an interval, the deficiency 
D(G,c) of an edge coloring c is defined as the sum YLiev A(G, c). The minimum 
deficiency problem is the problem of finding, for a given graph, an edge coloring with 
a minimum deficiency. The first part of this thesis studies this problem. We give 
new lower bounds on the minimum deficiency of an edge coloring and on the number 
of colors used in an edge coloring with minimum deficiency. We also propose a tabu 
search algorithm to solve the minimum deficiency problem and report experiments 
on various graph instances, some of them having a known optimal deficiency. 
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For the interval coloring problem, studied in the second and third papers of this 
thesis, we consider a graph G = (V, E) with strictly positive integer weights Uj on the 
vertices i G V. An interval coloring of G is a function / that assigns an interval I(i) 
of Ui consecutive integers (called colors) to each vertex i G V such that I(i)(~)I(j) = 0 
for all edges {i,j} € E. The interval coloring problem is to determine an interval 
coloring that uses as few colors as possible. The first thing we consider, concerning 
this problem, is how it is linked to another vertex coloring problem, the bandwidth 
coloring problem. Assuming that a strictly positive integer weight <5y is associated 
with each edge {i,j} G E, a bandwidth coloring of G is a function c that assigns an 
integer (called a color) to each vertex i G V so that \c(i) — c(j)\ > <5,j for all edges 
{i:j} € E. The bandwidth coloring problem is to determine a bandwidth coloring 
with minimum difference between the largest and the smallest colors used. We prove 
that an optimal solution of the interval coloring problem can be obtained by solving 
a series of bandwidth coloring problems. Computational experiments demonstrate 
that such a reduction can help to solve larger instances or to obtain better upper 
bounds on the optimal solution value of the interval coloring problem. 
The efficiency of algorithms that solve the interval coloring problem can be increased 
by avoiding considering equivalent interval colorings. Two interval colorings h and 
I2, both using k colors, are said equivalent if there is a permutation 7r of the integers 
l,...,k such that I G Ii(i) if and only if it(£) G ^(i) for all vertices i G V. In 
order to recognize equivalent colorings, we define and prove a necessary and sufficient 
condition for the equivalence of two interval colorings using k colors. We then show 
how a simple tabu search algorithm for the interval coloring problem can possibly be 
improved by forbidding the visit of equivalent solutions. 
The last subject studied in this thesis is the activity assignment problem, in which 
we must assign different activities to pre-determined shifts. We first present a tabu 
search method combined with a reduction scheme in order to reduce the combina-
torial complexity of the problem. The contribution of this reduction technic to the 
XI 
performance of the tabu search is significant. Following this observation, we propose 
four different integer programming models, derived from the minimum flow problem 
used in the reduction technic, for solving the activity assignment problem. Then, we 
present the results of the computational experiments that we have conducted on ran-
domly generated instances inspired by real-life situations. The instances were solved 
using a commercial branch-and-bound method using our four models. The results 
show great performance for two of these models. 
For each studied problems, this thesis proposes new methods, based on theoretical 
considerations, that shed light on their strenghts and weaknesses. The computational 
experiments have shown the efficiency of the methods we developed. 
xii 
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INTRODUCTION 
La nature des horaires de travail varie beaucoup selon le type de travail des employes 
pour qui Ton doit creer ces horaires. Dans certains cas, la tache de fabriquer les 
horaires devient difficile et des outils mathematiques et informatiques sont neces-
saires ou souhaitables lors de leur elabration. Cet etat de fait a donne naissance, 
comme nous le verrons dans le prochain chapitre, a plusieurs travaux de recherche 
sur les problemes concernant la planification des horaires de travail. Cette these a 
pour but de developper de nouvelles methodes de resolution pour des problemes de 
fabrication d'horaires ou pour des problemes qui leur sont connexes. Dans un pre-
mier temps, nous etudions des problemes de coloration d'aretes et de noeuds avec 
certaines restrictions. Ces problemes sont lies a la fabrication d'horaires dans la 
mesure ou ils permettent de modeliser certains de ces problemes qui presentent des 
contraintes demandant que des periodes soient attributes consecutivement a certains 
evenements (par exemple, les periodes d'un cours universitaire). Notons que tous les 
graphes considered dans cette these sont finis. Ensuite, nous nous interessons a un 
probleme d'attribution des activites dans des quarts de travail. Ce chapitre presente 
tout d'abord ces deux problemes pour ensuite presenter les pistes de recherche qui 
ont ete suivies. 
La creation des horaires de travail peut devenir un vrai casse-tete lorsque la main-
d'oeuvre est nombreuse et son utilisation complexe. Depuis les travaux de Edie (1954) 
et Dantzig (1954), les approches et les types de problemes etudies se sont beaucoup 
multiplies. Ernst et al. (2004a et b) ont classe ces problemes en differentes categories 
qui comptent notamment: 
• les problemes de construction de cycles (days-off scheduling); 
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• les problemes de construction de quarts de travail (shift scheduling); 
• les problemes de construction simultanee de cycles et de quarts de travail (tour 
scheduling); 
• les problemes d'attribution d'activites a des quarts de travail; 
• les problemes d'affectation calendaire (timetabling); 
• les problemes de construction de rotations d'equipage (crew scheduling). 
La construction de cycles consiste a etablir les jours de travail et de repos pour un 
horizon temporel pre-etabli et ce pour chaque employe. La construction de quarts de 
travail vise a determiner les heures de travail (et dans certains cas, la nature de celui-
ci) et les heures de pause pour un groupe d'employes donne. On peut aussi chercher 
a etablir a la fois les cycles et les quarts de travail. Les problemes d'attribution 
d'activites a des quarts de travail sont issus d'un contexte ou la nature du travail 
(les activites) a l'interieur d'un meme quart de travail peut varier. Le probleme 
consiste a etablir la sequence des activites a effectuer pour chaque quart. Le probleme 
d'affectation calendaire consiste a etablir quand certains evenements se tiendront (par 
exemple des cours ou des rencontres) considerant certaines restrictions et certaines 
possibilites de conflits. Le probleme de construction de rotations d'equipage etablit 
les heures de travail dans le cas specifique ou les employes se deplacent dans l'espace 
et ou, dans la plupart des cas, il n'y a pas de possibilite de releve pour une tache 
donnee. Plusieurs approches sont utilisees pour modeliser et resoudre ces problemes, 
notons en particulier: 
• intelligence artificielle (systeme expert, ensemble flou); 
• programmation par contraintes; 
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• metaheuristiques (recuit simule, recherche tabou, algorithme genetique, reseau 
neuronaux, procedure de recherche aleatoire adaptable, colonie de fononis); 
• programmation mathematique (modele de recouvrement d'ensemble et de parti-
tion d'ensemble avec approche de generation de colonnes, formulation implicite 
equivalents au modele de recouvrement avec une approche devaluation et se-
paration progressive). 
Les problemes d'attribution d'activites a des quarts considered pour cette these sont 
de ceux qui se deroulent sur un horizon sans interruption et ou les quarts de travail 
sont predetermines. L'employe assigne a un quart possede des qualifications lui 
permettant d'effectuer un certain nombre d'activites. L'horizon est separe en un 
ensemble de periodes disjointes de longueur egale. Pour chacune de ces periodes et 
pour chaque activite, une demande en employes necessaires est donnee. On cherche a 
remplir les quarts de telle fagon que la demande, pour chaque activite, soit couverte 
dans la mesure du possible. Pour une periode donnee, il est possible d'avoir moins 
(resp. plus) de quarts couvrant une activite que ce qui est demande pour cette 
activite. On dit alors que l'activite est en sous-couverture (resp. sur-couverture) 
pour la periode. Pour eviter ces situations, on penalise la sous-couverture et la 
sur-couverture. On definit, pour chaque activite, une duree minimale et maximale 
sur le nombre de periodes durant lesquelles un employe effectue cette activite sans 
interruption. Chaque quart comporte une ou plusieurs pauses qui sont, dans le cas 
qui nous interesse, fixees et qui decoupent le quart en pieces de travail. L'objectif 
prioritaire est de remplir les quarts de travail d'activites tout en minimisant la sous-
couverture et la sur-couverture. Un objectif secondaire vise a diminuer le nombre 
de transitions d'une activite vers une autre a l'interieur d'un meme quart. Si une 
pause separe deux activites differentes, le changement n'est pas considere comme une 
transition. La penalite pour les transitions est typiquement faible en comparaison a 
celle imposee pour la sous-couverture. 
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Les problemes de coloration d'un graphe non oriente sont tres repandus en theorie 
des graphes et, par consequent, plusieurs resultats theoriques ont ete etablis en ce 
qui concerne leurs solutions et leurs modes de resolution. Le livre de Jensen et Toft 
(1995) est bonne reference port ant sur les problemes de coloration d'un graphe et 
sur plusieurs resultats theoriques d'importance les concernant. On peut separer ces 
problemes en deux families selon que Fori cherche a donner des couleurs aux aretes ou 
aux noeuds. Dans les problemes de coloration de noeuds, deux noeuds adjacents ne 
peuvent avoir la meme couleur, alors que dans les problemes de coloration d'aretes, 
toutes les aretes incidentes a un meme noeud doivent avoir des couleurs differentes. 
Chacune de ces families de problemes se declinent en une multitude de variantes 
selon la fagon dont on restreint la coloration des nceuds ou des aretes. Une de ces 
variantes, la coloration consecutive des aretes, que Ton a etudiee, vise a etablir une 
correspondance entre les couleurs donnees aux aretes et les nombres entiers de fagon 
a ce que l'ensemble des nombres correspondant aux couleurs donnees aux aretes 
incidentes a chaque nceud forme un intervalle de nombres entiers consecutifs. 
Dans le cas ou un graphe n'admet pas une telle coloration, un probleme connexe, le 
probleme de minimisation de la deficience du graphe, consiste a trouver une coloration 
dont l'ecart (la deficience) avec une coloration sequentielle est minimal. Formelle-
ment, soit G(V, E) un graphe ou V est l'ensemble des nceuds et E l'ensemble des 
aretes. Une coloration c des aretes du graphe G est une fonction c : E —•> IN 
telle que si les aretes a, a' 6 E sont incidentes a un meme nceud alors c(a) ^ 
c(a'). On definit la deficience d'un noeud i € V, denote par Di(G,c), comme 
etant max(i) — min(i) — A(i) + 1 ou m,ax(i) (resp. min{i)) est le nombre le plus 
eleve (resp. moins eleve) affecte aux aretes incidentes a i (max(i) = max e e E j c(e), 
min{i) = minee£;. c(e)), A(z) est le nombre d'aretes incidentes a i et E{ est l'ensemble 
des aretes incidentes a i. La deficience D(G, c) d'une coloration c du graphe G est la 
somme des deficiences de ces nceuds (D(G, c) = J2ieV A ( C , c)). Le probleme de min-
imisation de la deficience d'une coloration du graphe G est celui de determiner une 
5 
coloration c de G qui minimise D(G, c). Le probleme visant a obtenir une coloration 
c de G pour laquelle D(G, c) = 0 est nomme le probleme de coloration consecutive 
des aretes d'un graphe. 
Nous presentons a la figure 1 deux petits exemples de coloration qui illustrent les 
deux problemes de coloration auxquels nous nous interessons. Le graphe represents 
a la figure 1 a) est une coloration consecutive, c'est-a-dire les couleurs des aretes 
incidentes a chaque nceud forment un intervalle de nombres entiers. Par exemple, les 
aretes incidentes au nceud g forment l'intervalle [2,4]. II est a noter que le nombre de 
couleurs minimum necessaires pour colorier consecutivement ce graphe est superieur 
a Findice chromatique du graphe (le plus petit nombre de couleurs d'une coloration 
sans conflit) qui est de 3. Le graphe represents a la figure 1 b) est un graphe qui 
ne peut etre colorie consecutivement: il y aura toujours au moms un nceud dont 
la deficience est non nulle. Dans ce cas, seul le nceud i a une deficience non nulle: 
celle-ci est de 3 — 1 — A(i) + 1 = 1. La deficience de G, D{G), est done egale a 1. 
a) b) 
Figure 1: Deux exemples de coloration des aretes d'un graphe. 
On retrouve une contrainte similaire dans une generalisation du probleme de col-
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oration des noeuds d'un graphe dans laquelle on peut donner plus d'une couleur aux 
noeuds d'un graphe. Dans le probleme de coloration par intervalle, on cherche une 
coloration utilisant le plus petit nombre de couleurs (entiers positifs) tel qu'a chaque 
noceud est associe un nombre donne d'entiers positifs consecutifs. Encore la, deux 
noeuds adjacents ne doivent pas se voir attribuer la meme couleur. Plus precisement, 
soit G(V, E) un graphe ou V est l'ensemble des nceuds et E l'ensemble des aretes. 
Chaque nceud i a un poids Wi qui determine le nombre de couleurs devant lui etre 
attribuees. Une coloration c des nceuds du graphe G est une fonction c : V —> N telle 
que si les nceuds i,j£V sont adjacents alors soit c(i)+Wi < c(j) soit c(j)-\-Wj < c(i). 
Les entiers consecutifs (couleurs) assignees hi sont {c(i),..., c(i)+Wi — l}. On cherche 
une coloration qui minimise maxj6y(c(i) + Wi — 1). Ce probleme sera aussi etudie. 
La figure 2 presente une coloration optimale pour le probleme de coloration par in-
tervalle ou le poids des noeuds a,c,d est de 2 et le poids du nceud b est de 3, dans ce 
cas on a c(a) = 1, c(b) = 3, c(c) = 6 et c(d) = 1. 
Plusieurs problemes d'affectation calendaire peuvent etre modelises comme des prob-
lemes de coloration. Par exemple, considerons Fattribution, sur l'horizon le plus court 
possible, des heures de debut de differentes seances de cours, ou certains cours ne 
peuvent se derouler a la meme heure et ou les cours ont tous la meme duree. Ce 
probleme peut directement se modeliser comme un probleme de coloration de nceuds 
ou les noeuds du graphe sont les seances de cours et ou une arete entre deux nceuds il-
lustrent le fait que deux seances de cours ne peuvent etre attribuees a la meme heure. 
Si l'horizon temporel est divise en periodes de longueur egale a la duree d'un cours, 
la couleur donnee a un noeud determine alors la periode durant laquelle se donne le 
cours correspondant. Le probleme de coloration par intervalle permet d'etendre cette 
modelisation a des cours n'ay ant pas tous la meme longueur. 
Dans un contexte similaire, un probleme de coloration d'aretes permet de modeliser le 
probleme visant a attribuer des periodes d'enseignement, de meme longueur, pour un 
i 
Figure 2: Un exemple de coloration par intervalle. 
ensemble de professeurs qui enseignent a un ensemble de groupes. Dans ce modele, on 
definit un graphe biparti, oil un ensemble de nceuds correspond aux professeurs, un 
autre ensemble de nceuds correspond aux groupes et une arete indique que Ton doit 
assigner une periode d'enseignement pour le professeur et le groupe correspondant 
aux extremites de Farete. Si Fliorizon temporel est divise en periodes de longueur 
egale a la duree d'une periode d'enseignement. la couleur de cette arete dans la 
solution correspond a la periode a laquelle doit se tenir la rencontre. 
C'est ce lien entre les problemes de coloration de graphes et differents problemes de 
planification d'horaires cjui nous a amenes, dans cette these, a nous interesser aux 
result at s theoriques, concernant ces problemes, qui seraient susceptibles d'aider a 
leur resolution. Suite a cette recherche, nous proposons de nouveaux algorithmes, 
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bases sur la methode tabou (voir Glover et Laguna 1997), permettant de resoudre des 
instances du probleme de minimisation de la deficience d'un graphe et du probleme 
de coloration par intervalle pour des graphes quelconques. 
Cette recherche se termine par la presentation d'une nouvelle piste de resolution, cette 
fois pour un probleme precis de planification d'horaires, soit le probleme d'attribution 
des activites dans des quarts de travail presente precedemment. Ayant eu du succes 
avec la methode tabou pour la resolution des deux problemes de coloration de graphe 
etudies, c'est cette methode que nous avons d'abord essayee pour ce dernier probleme. 
Mais c'est finalement une formulation de celui-ci comme un programme lineaire en 
nombres entiers et sa resolution a l'aide d'outils commerciaux qui ont donne les 
meilleurs resultats. 
Le premier chapitre de cette these presente une revue de la litterature. Celle-ci 
couvre d'abord le probleme d'attribution des activites a des quarts de travail ainsi 
que des problemes de fabrication d'horaires similaires. Ensuite, nous etudions les 
travaux portant sur la coloration sequentielle des aretes d'un graphe et sur la col-
oration par intervalle. Le deuxieme chapitre expose l'organisation de la these. On y 
decrit sommairement les recherches menees dans cette these dans un contexte unifie. 
Le troisieme chapitre presente les resultats theoriques et les methodes que nous avons 
developpees pour le probleme de minimisation de la deficience d'un graphe. Dans le 
quatrieme chapitre, nous presentons une methode heuristique qui resout le probleme 
de coloration par intervalle en le transformant en un probleme de coloration similaire. 
Le cinquieme chapitre propose une condition necessaire et suffisante permettant de 
determiner si deux colorations par intervalle sont equivalentes. On y montre aussi 
comment tirer profit de cette condition, dans une methode de recherche tabou, afin 
de reduire l'espace des solutions. Le dernier chapitre propose deux methodes, une 
heuristique, l'autre exacte, pour la resolution du probleme d'attribution des activites 
a des quarts de travail. Finalement, la conclusion met en lumiere les contributions 
9 
apportees par cette these et propose des pistes de reflexion pour des recherches fu-
tures. 
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CHAPTER 1 : REVUE DE LITTERATURE 
La revue de litterature presentee dans ce chapitre couvre les deux types de problemes 
de coloration etudies dans cette these et les problemes de construction d'horaires. Une 
attention particuliere est mise sur les travaux plus directement lies a nos recherches. 
La presentation de la litterature est separee de la fagon suivante: 
• construction de cycles; 
• construction de quarts de travail; 
• construction simultanee de cycles et de quarts de travail; 
• affectation calendaire; 
• coloration consecutive des aretes d'un graphe; 
• coloration par intervalle. 
En ce qui concerne les travaux portant sur les problemes de construction d'horaires, 
notons que Ernst et al. (2004a et b) ont propose une revue de litterature exhaustive 
des problemes de creation d'horaires et etabli une classification a la fois complete 
et precise de ces problemes. Le lecteur y trouvera plusieurs articles qui viennent 
completer cette revue de litterature. Dans cette etude, les auteurs ont repertories et 
classifies 1114 articles, ce qui donne une bonne idee de la pluralite du domaine. 
Considerant l'etendue de ce secteur de recherche, nous avons choisi de restreindre 
la revue de litterature sur la construction d'horaires aux problemes de construction 
de quarts de travail, de construction simultanee de cycles et de quarts de travail, 
d'attribution des activites dans des quarts de travail et d'affectation calendaire. 
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1.1 Construction de cycles 
La construction de cycles a pour but d'etablir les jours de conge et de repos des 
employes pour un horizon de planification donne. Plusieurs fonctions objectifs peu-
vent etres considerees, l'objectif visant a minimiser le nombre d'employes est celui qui 
revient le plus souvent. On peut aussi trouver differents niveaux de souplesse, qui con-
sistent generalement en un choix entre differents patrons de jour de travail. Quoiqu'un 
degre de souplesse plus eleve peut considerablement complexifier le probleme, Mabert 
et Watts (1982) ont montre qu'il a souvent un impact positif sur l'utilisation du per-
sonnel. Deux approches parmi les methodes proposees pour resoudre le probleme de 
construction des cycles ont retenu notre attention. Burns et Carter (1985) proposent 
une methode constructive basee sur une borne inferieure sur le nombre minimum 
d'employes necessaire pour respecter les contraintes du probleme. lis ont construit 
un algorithme iteratif qui permet d'obtenir un horaire realisable et qui peut etre 
utilise dans le cas ou l'horizon n'est pas continu (i.e. il existe au moins une periode 
par jour ou il n'y a pas de demande). Emmons et Burns (1991) presentent un al-
gorithme glouton exact fonctionnant sur un horizon continu et ayant la particularity 
d'inclure differents niveaux de qualification. Un horizon est continu lorsqu'il n'y a 
pas de periode ou la demande est nulle. 
1.2 Construction de quarts de travail 
Edie (1954) est a l'origine des premiers travaux sur la construction de quarts de 
travail. Les problemes etudies consistaient a construire pour environ 250 policiers 
des quarts de travail afin de les affecter a un certain nombre de postes de peage. Des 
outils statistiques permettaient de determiner le nombre de policiers necessaires a 
chaque periode de la journee. La technique retenue pour resoudre ces problemes en 
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etait une d'essais et erreurs qui etait fastidieuse et qui ne permettait pas de savoir si 
une solution donnee etait optimale. 
Dantzig (1954) a propose une premiere formulation basee sur un modele generalise 
de recouvrement d'ensemble dans lequel chaque quart (un pour chaque combinaison 
de temps de debut, temps de fin et de placement de pauses) est represents explicite-
ment par une variable de decision. Le nombre de quarts a enumerer avec ce modele 
croit extremement rapidement lorsque la souplesse est augmentee: le probleme de 
recouvrement devient alors tres difficile a resoudre. Segal (1974), Keith (1979) et 
Henderson et Berry (1976) ont etudie l'utilisation d'approches heuristiques pour con-
tourner cette difnculte. 
Moondra (1976) a utilise une modelisation ou la flexibilite sur la longueur des quarts 
et les differents temps de debut des quarts est representee implicitement. II a con-
sidere des quarts a temps plein de duree fixe contenant une pause pouvant debuter a 
l'interieur d'une fenetre de temps de deux periodes et des quarts a temps partiel de 
longueur flexible ne contenant pas de pause. La flexibilite sur la duree des quarts a 
temps-partiel est modeiisee a l'aide de variables definissant les temps de debut et de 
fin de quart et un ensemble de contraintes qui force le respect des durees maximum 
et minimum de ces quarts. Afin de tenir compte de la flexibilite lors du placement 
des pauses, la moitie des employes a temps-plein sont forces de prendre leur pause 
lors de la premiere periode de la fenetre de pause et les autres a la seconde periode. 
Les auteurs precedents sont des pionniers dans la resolution du probleme de con-
struction de quarts de travail. Leurs travaux ont inspire fortement les approches 
plus recentes. Bechtold et Jacobs (1990) ont propose une approche differente qui 
consiste a reduire la taille du modele en representant implicitement le placement des 
pauses. L'algorithme propose fonctionne sur un horizon non continu ou une pause 
unique non decomposable peut debuter dans une fenetre de temps donnee. La duree 
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de cette pause est fixe. Dans cette formulation, chaque quart (un pour chaque com-
binaison de temps de debut et de duree de quart) est represente par une variable 
indiquant le nombre de quarts de ce type devant etre generes. Pour chaque periode 
de l'horizon d'optimisation comprise entre la premiere periode et la derniere periode 
ou une pause peut debuter, le modele associe une variable indiquant le nombre de 
pauses commengant a cette periode. Les variables de quart et de pause sont liees 
par des contraintes de type en avant et en arriere demandant qu'il y ait un nombre 
suffisant de pauses avant et apres un ensemble de temps precis. Lorsque la flexibilite 
sur les pauses est assez grande, le modele de Bechtold et Jacobs permet de diminuer 
le nombre de variables requises par rapport au modele generalise de recouvrement 
d'ensemble presente par Dantzig (1954). Le modele mathematique est de type pro-
grammation lineaire en nombres entiers (PLNE) et est resolu a l'aide d'un algorithme 
de recherche de solutions entieres avec plans coupants. Leur algorithme permet de 
trouver, en moins de 20 minutes, la solution optimale pour des instances ayant entre 
5 et 45 employes, un horizon de 12 heures (la periode de discretisation est de 30 
minutes) et 970 types de quarts. 
Thompson (1995) a presente un modele hybride reprenant la representation implicite 
des quarts du modele de Moondra (1976) et qui s'inspire du modele de Bechtold 
et Jacobs (1990) pour representer implicitement le placement des pauses dans le 
contexte d'une planification sur un horizon continu. Chaque quart recoit au plus 
une pause sujette a certaines restrictions concernant les durees de travail survenant 
avant et apres celle-ci. Les quarts ayant les memes couts par periode de travail, les 
memes possibilites de duree, les memes durees de pause et les memes restrictions sur 
le placement de la pause sont regroupes dans un meme type de quart. Pour chaque 
type de quart, des variables sont definies pour representer le temps de debut et de 
fin du quart et le temps de debut de la pause. Un ensemble de contraintes permet 
de lier ces differentes variables afin d'assurer la conformite des quarts. Le modele 
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mathematique presente par l'auteur est de type PLNE et est resolu par un algorithme 
exact de separation et evaluation progressive. L'auteur a obtenu des solutions en 7 
minutes sur les memes problemes que Bechtold et Jacobs (1990). 
Aykin (1996) a presente une approche permettant de resoudre le probleme de con-
struction de quarts. Le modele qu'il propose permet de planifier plusieurs types de 
pauses par quart, chacune pouvant debuter dans une fenetre de temps pre-determinee. 
Le placement des pauses est represente en introduisant une variable pour chaque 
quart et chaque periode ou peut commencer une pause. Un quart est defini comme 
la combinaison d'un temps de debut, une duree, les types de pauses qu'il contient 
et les fenetres qui leur sont associees. Contrairement a la modelisation presentee 
par Bechtold et Jacobs (1990), ce modele permet plusieurs types de pauses et le 
chevauchement extraordinaire. II y a chevauchement extraordinaire lorsqu'il existe 
deux quarts pour lesquels une fenetre de pause de l'un commence strictement avant 
une fenetre de pause de l'autre quart et se termine strictement apres la meme fenetre 
de pause de l'autre quart. Le pairage entre les quarts et les pauses pouvant leur 
etre associees est obtenu par un ensemble de contraintes d'egalite, une pour chaque 
type de pause et chaque quart. Aykin (1998) propose de resoudre la formulation de 
Aykin (1996) a l'aide d'un algorithme de separation et evaluation progressive combine 
a des plans coupants. Aykin (2000) a montre que, pour une certaine famille de 
problemes, sa formulation permet d'obtenir plus rapidement des solutions optimales 
que la formulation de Bechtold et Jacobs (1990). 
Bechtold et Jacobs (1996) ont prouve que la formulation implicite qu'ils ont elaboree 
et la formulation de recouvrement sont equivalentes en nombres entiers sous cer-
taines conditions. Qezik et Gunluk (2004) et Rekik et al. (2004) ont independam-
ment prouve une version plus forte de cette equivalence en ne gardant qu'une seule 
condition concernant les pauses. Addou (2005) a propose une extension du modele 
de Bechtold et Jacobs (1990) pour lequel l'equivalence en nombres entiers avec la 
formulation de recouvrement ne demande pas de condition particuliere. 
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En plus des articles de synthase de Ernst et al. (2004a et b), le memoire d'Addou 
(2005) constitue une autre bonne reference sur les travaux concernant la construction 
de quarts de travail. 
1.3 Construction simultanee de cycles et de quarts 
de travail 
La construction simultanee des cycles et des quarts de travail consiste a resoudre 
a la fois le probleme de construction des quarts et de construction des cycles. Les 
possibilites de flexibilite presentes dans ces deux problemes peuvent aussi se retrouver 
dans le probleme de construction des cycles et des quarts. 
Burns et Koop (1987) ont propose un algorithme iteratif permettant de generer un 
horaire utilisant le minimum d'employes sur un horizon continu. Cet algorithme 
combine des horaires de petite taille qui sont predetermines. L'approche qu'ils ont 
presentee ne permet pas la planification des pauses et aucune flexibilite n'est possible 
quant aux heures de debut et aux durees des quarts. Leur algorithme est simple mais 
son champ d'application est limite. 
Easton et Rossin (1991) ont presente une heuristique utilisant une approche par 
generation de colonnes. La methode, qui fonctionne sur un horizon non continu, ne 
permet pas la planification des pauses et ne considere pas les patrons de quarts (un 
patron de quarts est une sequence, de longueur variable, d'alternatives de types de 
quarts que les employes desirent travailler). Elle permet, par contre, une flexibilite 
sur les heures de debut de quart. Une heuristique reduit la taille du probleme en 
choisissant un sous-ensemble d'horaires de travail parmi tous les horaires realisables. 
Les resultats obtenus sont superieurs a ceux obtenus avec d'autres methodes utilisant 
un sous-ensemble predetermine d'horaires possibles. 
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Jarrah et al. (1994) ont presente un algorithme heuristique dans le contexte d'un 
horizon non continu. Le modele ne considere pas les patrons de quarts. Cependant, 
il prend en charge la planification d :une pause a l'interieur d'une fenetre de temps, 
considere divers types de quarts et permet une flexibilite sur les heures de debut et 
les durees des quarts. L'algorithme presente permet d'obtenir des solutions de bonne 
qualite en des temps raisonnables. 
Brusco et Jacobs (1998) ont etudie le cas ou il y a des contraintes qui imposent 
un delai minimal entre les heures successives de debut de quarts. Les auteurs ont 
divise le probleme en deux parties: la determination des heures de debut des quarts 
et l'affectation des cycles aux employes. Quoique 1'algorithme presente soit assez 
rapide, il ne trouve pas de solution pour certaines instances du probleme considere. 
Haase (1999) a propose un algorithme exact pour un probleme sur un horizon continu. 
La methode permet de prendre en consideration la planification de plusieurs pauses et 
l'utilisation de fenetres de temps pour les pauses ainsi que la flexibilite sur la duree et 
l'heure de debut des quarts. L'auteur propose un modele de recouvrement generalise 
qui se resout par une methode de generation de colonnes couplee a un algorithme 
exact de separation et evaluation progressive. 
Topaloglu et al. (2002) presentent un modele implicite de construction simultanee 
des cycles et des quarts en utilisant une combinaison du modele d'Aykin avec celui 
propose par Bailey (1985). lis ont travaille sur des journees de travail de moins de 
24 heures pendant 7 jours dont deux jours de repos par semaine. 
Bard et al. (2002) utilisent le modele de Bechtold et Jacobs en y aj out ant quelques 
contraintes introduites par Burns (1985) afin de donner aux employes deux jours de 
repos consecutifs. Comme Topaloglu et al. (2002), ils considerent des journees de 
travail de 24 heures sur 7 jours dont deux jours de repos. 
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Rekik et al. (2004) ont presente une approche generalisant Futilisation des contraintes 
en avant et en arriere introduite par Bechtold et Jacobs (1990) permettant ainsi de 
l'appliquer au probleme de construction des cycles et des quarts. 
1.4 Attribution des activites dans des quarts de 
travail 
Omari (2002) a propose un algorithme heuristique permettant de resoudre le prob-
leme d'affectation d'activites a l'interieur des quarts sur un horizon continu pour les 
controleurs aeriens. II s'agit ici d'un contexte multi-activites. Partant de quarts de 
travail construits et deja affectes aux employes, la methode presentee par l'auteur 
remplit les quarts par l'affectation d'activites. Le modele tient compte des compe-
tences des employes lors de l'affectation des activites. L'objectif du probleme con-
sidere vise a minimiser la somme des sous-couvertures des demandes pour cliaque 
activite et cliaque periode de l'horizon de planification. Les problemes doivent re-
specter de nombreuses regies issues de la convention collective des employes. La 
methode choisie suit l'approche de recouvrement d'ensemble proposee par Dantzig, a 
la difference qu'une technique de resolution basee sur une methode de generation de 
colonnes combinee a un algorithme heuristique de separation et evaluation progres-
sive est utilisee pour contourner la difficulte associee au grand nombre de variables. 
En effet, dans ce genre de modele, il y a au moins une variable par quart possible 
et la dimension multi-activites du probleme induit un grand nombre de quarts pos-
sibles. Pour chaque quart de travail, un probleme de plus court chemin est utilise 
pour generer une nouvelle colonne qui correspond a une variable, representant un 
quart de travail, de plus petit cout reduit. Certains arcs de ce graphe modelisent 
une transition et ont un cout positif; d'autres modelisent l'assignation d'une activite 
a une ou plusieurs periodes du quart. Une decomposition de Dantzig-Wolfe permet 
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d'attribuer un cout a ces aretes afin que la resolution du probleme de plus court 
chemin revienne a trouver la colonne de plus petit cout reduit. Les jeux de donnees 
utilises comprennent un horizon d'un mois, 85 employes, une vingtaine d'activites 
ainsi qu'une discretisation de l'horizon de planification en periode de 15 minutes. 
Les resultats obtenus par l'auteur presente une diminution de la somme des sous-
couvertures par rapport aux solutions obtenues a l'aide des methodes precedemment 
utilisees pour ce probleme specifique. 
La fabrication d'horaires avec quarts de travail consiste a combiner le probleme de 
fabrication de quarts et le probleme d'affectation des activites a l'interieur des quarts. 
Vatri (2001) a presente une extension des travaux de Omari (2002) permettant la 
resolution de ce probleme mixte. En effet, il reprend le modele de Omari (2002) pour 
l'affectation des activites et y ajoute des composantes de construction de quarts et 
d'affectation des quarts aux employes. Les problemes etudies sont les memes que 
ceux de Omari (2002) et se situent done dans un contexte multi-activites sur un 
horizon continu. Le modele presente permet une flexibilite sur la duree et le debut 
des quarts. De plus, des contraintes permettent de respecter des regies regissant le 
nombre de quarts possedant certaines caracteristiques a generer. Les jours de travail 
et les patrons de quarts des employes sont pre-assignes. Le modele presente ne permet 
toutefois pas la planification des pauses a, l'interieur des quarts de travail. L'auteur 
utilise une methode heuristique de separation et evaluation progressive integrant 
une approche de generation de colonnes combinee a une strategic de decomposition 
temporelle. Les resultats presentes montrent que la methode permet d'obtenir des 
solutions, pour la fabrication d'horaires avec quarts de travail, legerement meilleures 
que celles obtenues avec les methodes precedentes utilisant des quarts pre-etablis. 
Bouchard (2004) a etendu les travaux de Vatri (2001) afin de permettre une flexi-
bilite lors du placement des pauses a l'interieur des quarts. II a aussi demontre que 
l'integration de la construction des quarts de travail avec pauses, de l'assignation 
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des quarts aux employes et F attribution des activites permet d'obtenir des solutions 
de meilleure qualite. La technique de resolution utilisee integre une methode de 
generation de colonnes combinee a une strategie de decomposition temporelle. 
Notons que certains de ces travaux, portant sur Fattribution des activites dans des 
quarts de travail, sont presented de fagon plus approfondie au chapitre 6. 
1.5 Affectation calendaire 
Nous presentons ici les travaux sur ce sujet qui ont un lien direct avec les problemes 
de coloration qui nous interessent. 
Punter (1976) a formule et resolu a Faide d'un modele de coloration par intervalle, 
un probleme d'horaires en milieu scolaire avec des legons couvrant plusieurs periodes 
et ne pouvant etre interrompues. Le probleme classique de coloration des nceuds ne 
permettait pas de modeliser le cas des legons couvrant plusieurs periodes et ne pou-
vant etre interrompues, c'est pourquoi Punter a introduit Fidee d'attribuer plusieurs 
couleurs a chaque nceud afin de contourner cette limitation. 
Bartholdi et al. (1990) se sont penches sur un probleme consistent a affecter des 
rencontres entre des employeurs potentiels (entre 25 et 50) et des etudiants a la 
recherche d'emplois (100 et 200). Les disponibilites offertes pour les rencontres sont 
des tranches de temps predetermines que Fon peut enumerer de 1 a n (ou n est 
environ 25). Puisque ni les employeurs, ni les etudiants n'ont plus de n rencontres 
de planifiees, le probleme correspond a colorier les aretes d'un graphe biparti avec n 
couleurs ou deux aretes adjacentes n'ont pas la meme couleur. Puisque le degre de 
chaque nceud correspond au nombre de rencontres de Fintervenant auquel le nceud 
correspond et que celui-ci est inferieur ou egal a n, alors n couleurs suffisent pour col-
orier les aretes du graphe (voir Gibbons, 1985). Les auteurs soulignent que plusieurs 
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participants, autant des employeurs que des etudiants, ont fait la demande que les 
rencontres soient affectees consecutivement (sans temps mort entre deux rencontres). 
Les auteurs proposent un algorithme glouton simple qui a un temps d'execution de 
0(|£7|2) dans le pire cas, ou E est l'ensemble des aretes du graphe, tout en ayant des 
proprietes fort utiles dans son contexte d'application. Quoique l'algorithme propose 
ne cherche pas a obtenir une coloration qui minimise la deficience (le nombre de temps 
morts), les auteurs demontrent que, d'un certain point de vue, la deficience resultant 
de la coloration obtenue est petite. Notons que Gabow (1976) propose un algorithme 
ayant un temps d'execution de 0{n1l'2\E\ logn+n) dans le pire cas et Gabow et Kariv 
(1982) etendent cette methode pour obtenir un temps d'execution dans le pire cas de 
0(\E\(\ogn)2) et de 0(n2 logn). L'avantage de leur methode reside dans sa simplic-
ity et dans les avantages qu'elle procure dans son contexte d'application, notamment 
en ce qui a trait a la reduction des temps morts. 
de Werra (1997) a etudie des problemes d'affectation calendaire qui peuvent se 
traduire comme des problemes de coloration des nceuds d;un graphe ou certaines 
restrictions s'appliquent: la couleur de chaque nceud n du graphe doit appartenir a 
un ensemble restreint ip(ri) de couleurs et le nombre total de couleurs pouvant etre 
utilise est limite. II utilise une formulation qu'il reprend dans de Werra (1999). II 
etudie en particulier les cas ou la matrice de contraintes result ante est parfaite, equili-
bree ou totalement unimodulaire. De plus, l'auteur presente une revue des differents 
resultats et variantes presents dans la litterature. 
Asratian et de Werra (2002) etudient le probleme d'affectation calendaire consistant 
a affecter des classes a des professeurs dans le cas particulier oil, en plus d'affecter des 
professeurs a des classes individuelles, certains professeurs doivent donner des cours a 
des classes multiples (l'ensemble des classes est divise en groupes de classes nominees 
classes multiples). lis etablissent la jVP-completude du probleme de decision associe 
a ce probleme et fournissent, considerant certaines restrictions, un algorithme perme-
ttant d'obtenir une solution dont la longueur est au plus | de la duree optimale. de 
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Werra et al. (2002) presentent des resultats de complexite pour des cas particuliers 
de ce probleme. lis etablissent que, lorsqu'il y a au moins un professeur qui doit 
donner des cours a au moins 3 classes multiples, le probleme devient A/""P-complet. 
Dans le cas ou l'ensemble des classes est divise en 2 classes multiples, les auteurs 
presentent un algorithme polynomial permettant de trouver un horaire ayant une 
duree d'au plus t periodes. 
1.6 Coloration par intervalle 
Comme nous l'avons vu, le probleme de coloration par intervalle a ete introduit 
par Punter (1976) pour modeliser un probleme de fabrication d'horaires en milieu 
scolaire avec plus de souplesse. Clementson et Elphick (1983) ont aussi modelise ce 
genre de problemes comme un probleme de coloration de graphe, notamment, comme 
un probleme de coloration par intervalle et un probleme de coloration des aretes par 
intervalle (i.e. une coloration des aretes d'un graphe ou certaines aretes doivent se voir 
attribuer plus d'une couleur). lis presentent aussi quelques algorithmes approximatifs 
pour resoudre ces problemes. 
de Werra et Hertz (1988) ont etabli des bornes superieures sur le nombre minimum 
de couleurs a utiliser pour une coloration par intervalle. lis ont aussi etudie le cas 
d'une sous-classe des graphes parfaits. Kubale (1989) ajoute quelques restrictions 
aux colorations par intervalle en interdisant, pour chaque nceud, un certain nombre 
de couleurs et donne des bornes inferieures et superieures sur le nombre de couleurs 
requises. Une analyse de complexite est menee pour ce probleme etendu. 
Cangalovic et Schreuder (1991) proposent un algorithme exact pour la coloration 
par intervalle. L'algorithme procede par enumeration selon un principe similaire a 
la technique de separation et evaluation progressive. Des experiences numeriques 
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ont ete menees sur des graphes aleatoires et des instances de planification d'horaires 
en milieu scolaire. L'efficacite de l'algorithme depend en grande partie de l'ordre 
dans lequel on classe les noeuds initialement. Cet algorithme servira de point de 
comparaison a une des methodes presentees dans cette these. Les auteurs font aussi 
l'observation que, si tous les poids sont egaux, le probleme est equivalent au probleme 
classique de coloration des nceuds. 
II existe dans la litterature des problemes de coloration similaires a la coloration par 
intervalle. Le probleme de coloration par bande consiste a colorier les nceuds d'un 
graplie (une couleur par nceud) ayant un poids sur chaque arete. Chaque couleur 
correspond a un nombre entier et la difference, en valeur absolue, des couleurs at-
tributes a des nceuds adjacents, doit etre plus grande que le poids de l'arete qui les 
unit. On cherche la coloration qui, si les couleurs sont strictement positives, utilise 
les couleurs les plus petites possibles. Notons que la coloration classique des noeuds 
est un cas particulier de ce probleme ou tous les poids valent 1. Pour un probleme 
de coloration par intervalle donne, il est possible d'attribuer des poids aux aretes du 
graplie de telle sorte qu'une coloration par bande valide peut toujours etre traduite 
en une coloration par intervalle valide. Cependant, l'objectif differe quelque peu et 
les problemes ne sont pas tout a fait equivalents. Prestwich (2002) a developpe une 
methode exacte pour ce probleme qui peut aussi etre utilisee de fagon heuristique. 
Un des sujets de cette these est de reduire le probleme de coloration par intervalle 
a une serie de problemes de coloration par bande. Lors de notre experimentation 
numerique, nous utiliserons l'algorithme de Prestwich pour obtenir des colorations 
par bande utilisant les plus petites couleurs. 
Un autre probleme similaire est le probleme de coloration p-circulaire sur des noeuds 
ponderes introduit par Deuber et Zhu (1996). Dans ce cas aussi, le nombre de 
couleurs est dicte par le poids d'un nceud et on cherche a obtenir pour chaque nceud 
des couleurs consecutives et ce en utilisant seulement les couleurs {0, . . . ,p — 1}. La 
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difference est que Ton considere que 0 suit p — 1. Ce probleme n'est pas non plus 
equivalent a la coloration par intervalle. 
1.7 Coloration consecutive des aretes d'un graphe 
Les problemes de coloration consecutive considered ici sont ceux qui concernent la 
coloration des aretes d'un graphe. Le probleme de coloration consecutive des aretes 
d'un graphe G est equivalent aux problemes de coloration des nceuds du graphe 
representatif des aretes (line graph) de G avec la restriction que les couleurs attributes 
aux nceuds d'une clique du graphe de ligne, correspondant a des arcs incidents a un 
meme nceud dans le graphe G, forment un intervalle. Ce probleme de coloration de 
noeuds est different de ceux presentes precedemment. Nous n'avons pas trouve dans 
la litterature d'articles traitant de cette formulation equivalents 
Un petit groupe de gens ont etudie les problemes de coloration consecutive. Plusieurs 
de ces travaux cherchent a etablir certaines caracteristiques des colorations consecu-
tives. La plupart des autres recherches concernent des variantes du probleme permet-
tant de modeliser un probleme specifique. Concernant les problemes de minimisation 
de la deficience d'un graphe, il semble que Giaro (1999) soit le seul a s'y etre interesse. 
A notre connaissance, personne n'a propose d'approche de resolution generale et ef-
ficace pour ces deux problemes. 
Cette partie de la revue de litterature est divisee en deux parties: la premiere couvre 
les differentes connaissances theoriques etablies en ce qui concerne les problemes de 
coloration consecutive; la deuxieme partie s'attarde sur les applications courantes 
des problemes de coloration consecutive, soit les problemes d'ordonnancement. Rap-
pelons que l'on a couvert dans la revue de litterature concernant les problemes 
d'horaires quelques applications des problemes de coloration consecutive et de col-
oration par intervalle pour resoudre des problemes d'affectation calendaire. 
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1.7.1 Resultats theoriques 
L'article d'Asratian et Kamalian (1994) constitue un bon point de depart pour con-
siderer l'etendue des cormaissances sur le probleme de coloration consecutive d'aretes. 
En particulier, ils ont recense et synthetase plusieurs des travaux publies en russe par 
Asratian qui fut Fun des premiers a etudier ces problemes dans les annees 1980. 
On y retrouve aussi les resultats suivants, qui sont fondamentaux aux problemes de 
coloration d'aretes: 
• Soit un graphe G = (N; E) et A(G) = maxn€jv A(n) ou A(n) est le nombre 
d'aretes incidentes au nceud n. Vizing (1965) a etabli que x'(G), le nombre 
minimum de couleurs necessaires pour colorier les aretes d'un graphe, est A(G) 
(alors G est dit de classe 1) ou A(G) + 1 (G est alors dit de classe 2). 
• Holyer (1981) a montre que le probleme consistant a determiner si G est de 
classe 1 ou de classe 2 est A/'P-complet. 
De plus, Asratian et Kamalian (1994) etablissent les resultats suivants: 
• Si la deficience de G est 0, alors G est de classe 1. 
• Si la deficience de G est 0, alors une coloration consecutive est possible avec au 
plus 2n(G) — 1 couleurs, ou n{G) est le nombre de nceuds. De plus, si G n'a 
pas de triangle (boucle de longueur 3), alors ce nombre devient n{G) — 1. 
• Si la deficience de G est 0 et G est biparti, alors une coloration consecutive est 
possible avec au plus d(G)(AG — 1) + 1 couleurs ou d(G) est le diametre de G, 
i.e., la plus longue distance entre 2 nceuds (la distance est le nombre d'aretes 
du plus court chemin entre les 2 nceuds). 
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Sevastjanow (1990) est aussi Fun des premiers a s'etre interesse aux problemes de 
coloration consecutive d'aretes et on lui doit notamment la preuve de complexity 
etablissant que le probleme de savoir si un graphe general G possede une coloration 
consecutive est A/T'-complet. 
Kubale (1992) a etudie la complexity de nombreux problemes de coloration qui dif-
ferent selon les restrictions que l'on impose a ceux-ci, et ce autant pour la coloration 
d'aretes que pour la coloration de nceuds. Plusieurs de ces variantes font appel a une 
fonction de restriction F : N —> S (resp. F : E —* S) ou S est l'ensemble des sous-
ensembles de { 1 , . . . , &}, N l'ensemble des noeuds, E l'ensemble des aretes et k est 
une borne sur le nombre de couleurs qui peuvent etre utilisees. Cette fonction definit 
pour chaque nceud (resp. arete) du graphe un ensemble de couleurs interdites pour 
la coloration des nceuds (resp. aretes). Le nombre (resp. indice) x{G) (resp. x'(G)) 
est le nombre de couleurs minimum necessaire pour colorier les nceuds (resp. aretes) 
du graphe. Le nombre (resp. indice) chromatique restreint x(G,F) (resp. x'{G,F)) 
est done le nombre minimum de couleurs necessaire pour colorier les nceuds (resp. 
aretes) de G en considerant la restriction F. Voici quelques definitions: 
• Le probleme du nombre chromatique (NC): pour un graphe G et un entier k, 
est-ce que x(G) < k? 
• Le probleme du nombre chromatique restreint (NCR): pour un graphe G, une 
fonction de restriction F et un entier k, est-ce que x(G, F) < k? 
• Le probleme de l'indice chromatique (IC): pour un graphe G et un entier k, 
est-ce que x'{G) — kl 
• Le probleme de l'indice chromatique restreint (ICR): pour un graphe G, une 
fonction de restriction F et un entier k, est-ce que x'(G, F) < kl 
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Les principales conclusions de Kubale (1992) sont presentees dans le tableau 1.1. 
Celles-ci tendent a montrer que les colorations restreintes sont au moins aussi difficiles 
pour la coloration d'aretes que pour la coloration des nceuds. 
Hanson et al. (1996 et 1998) et Pyatkin (2004) ont considere une certaine famille 
de graphes bipartis dit bi-reguliers. Pyatkin (2004) ainsi que Asratian et Casselgren 
(2006) ont notamment obtenu des conditions suffisantes pour que cette famille de 
graphes ait une coloration consecutive. Si la condition donnee par Pyatkin n'est pas 
suffisante car tres specifique, Asratian et Casselgren ont emis l'hypothese que la leur 
n'est pas seulement suffisante mais aussi necessaire. 
Giaro (1997) a montre que determiner si un graphe biparti possede une coloration 
consecutive peut etre etabli en temps polynomial si A(G) < 4 et devient A^P-complet 
si A(G) > 4. 
Giaro et al. (1999) introduisent pour la premiere fois la notion de deficience d'un 
graphe telle que presentee ici. Un graphe biparti G = (Vi,V2]E) est un graphe a 
n processeurs si \Vi\ = n. Les auteurs montrent que les graphes a n processeurs 
ou n < 3 possedent une coloration consecutive, puis ils presentent le plus petit 
graphe (en terme de nombre de noeuds) possedant 19 nceuds ayant une deficience 
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non nulle; il s'agit d'un graphe a 4 processeurs dont la deficience est 1. Les auteurs 
montrent que, pour une famille de graphe Mk, qui sont a 4 processeurs, la deficience 
augmente proportionnellement a k prouvant ainsi que la deficience d'un graphe peut 
etre arbitrairement elevee. De plus, pour ces memes graphes, il montrent qu'il existe 
un nceud pour lequel la deficience a ce nceud est elle aussi arbitrairement elevee. Puis 
ils presentent une autre famille de graphes Hk,i, les graphes de Hertz, pour lesquels 
la deficience est de l'ordre du nombre de noeuds. 
Giaro et al. (2001) ont ameliore les resultats obtenus par Asratian et Kamalian (1994) 
en etablissant a 2n{G) — 4 la valeur de S(G), la borne superieure sur le nombre 
maximal de couleurs pouvant etre utilisees pour colorier de fa^on consecutive un 
graphe general G possedant une telle coloration. Ils generalisent ensuite aux graphes 
generaux un autre resultat obtenu par Asratian et Kamalian (1994) concernant les 
graphes bipartis. Ils obtiennent ainsi une autre borne pour S(G) soit S(G) < (d(G) + 
1)(AG— 1) + 1 ou d(G) est le diametre de G. La borne S(G) < n— 1 est connue pour 
etre serree. Les auteurs presentent une famille de graphes Gm pour lesquels S(G) < 
2n(Gm) — 2y/n(Gm), ainsi linim^oo S(Gm)/n(Gm) = 2. Ces resultats montrent que 
le coefficient 2 de la borne S(G) < 2n{G) — 4 ne peut etre diminue et que cette 
borne est assez serree. Une preuve est donnee qu'on ne peut borner le nombre 
minimum de couleurs s(G) pour colorier consecutivement le graphe G en terme de 
A(G) (i.e., il existe une famille de graphes Gm pour laquelle linim^oo s(Gm)/A(Gm) = 
(X). Les auteurs concluent leur article en etablissant que certains graphes ne sont pas 
coloriables consecutivement. 
1.7.2 Application aux problemes d'ordonnancement 
Les problemes de coloration consecutive se pretent bien a la modelisation de certains 
problemes d'ordonnancement de machines paralleles ou un ensemble de machines M 
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doivent operer sur un ensemble de pieces P. Le graphe biparti G = (JVM, Np; E) re-
sultant permet de modeliser le probleme de la fagon suivante: les nceuds NM represen-
tent les machines et les noeuds Np les pieces. L'arete e = (m,p) € E ou m £ NM et 
p € Np represente le fait que la machine m doit operer pour une unite de temps sur 
la piece p. Une coloration c de ce graphe peut etre interpreted comme un ordonnance-
ment ou la couleur c(e) de l'arete e = (m,p) € E est associee a un nombre entier 
qui represente le moment ou le traitement de la piece p est effectue par la machine 
m. Dans le cas ou l'ensemble des operations effectuees sur une piece et l'ensemble 
des traitements effectues par une machine doit se faire sans interruption, il est alors 
necessaire d'obtenir une coloration consecutive du graphe G. Si une telle coloration 
n'est pas possible, alors on peut se donner l'objectif de minimiser le nombre de peri-
odes d'interruption, ce qui revient a chercher a minimiser la somme des deficiences 
des nceuds de G. Parmi les articles concernant des problemes semblables a celui que 
Ton vient de decrire, notons ceux de de Werra (1990), de Werra et Solot (1991 et 
1993), de Werra et al. (1991), Giaro (2001), Giaro et Kubale (2004) et Kubale et 
Nadolski (2005). 
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CHAPTER 2 : ORGANISATION DE LA THESE 
Dans cette these, nous considerons deux types de problemes de coloration de graphes 
et un probleme de fabrication d'horaires. Comme on a pu le voir dans la revue 
de la litterature, il est possible de modeliser des assignations a une periode en at-
tribuant des couleurs aux aretes ou aux nceuds d'un graphe. Cette possibilite permet 
de modeliser certains problemes de fabrication d'horaires comme des problemes de 
coloration de graphes. L'idee unificatrice de cette these est d'explorer de nouvelles 
approches pour resoudre des problemes de fabrication d'horaires, en particulier le 
probleme d'attribution d'activites dans des quarts de travail et des problemes qui 
sont etroitement lies a la fabrication d'horaires, tels que les problemes de coloration 
par intervalle et de minimisation de la deficience d'un graphe. Pour commencer, nous 
presentons aux chapitres 3, 4, et 5 des heuristiques appliquees a des problemes de 
coloration de graphes et quelques observations sur ces problemes. Nous terminons 
en exposant les methodes que nous avons developpees dans le but de resoudre le 
probleme d'attribution d'activites dans des quarts de travail. 
Le prochain chapitre presente une methode heuristique basee sur la methode tabou 
visant a obtenir une coloration des aretes d'un graphe ayant la plus petite deficience 
possible. Quelques travaux theoriques ont porte sur ce probleme, lequel permet, en-
tre autres choses, de planifier des rencontres entre divers intervenants de la fagon la 
plus compacte possible. Ces travaux ont mene au developpement de quelques algo-
rithmes specialises applicables a certaines classes de graphes, mais aucun ne pouvant 
etre appliques pour un graphe general. C'est precisement ce que permet l'approche 
tabou presentee dans ce chapitre. Les voisinages de notre methode tabou tirent 
profit de la nature des problemes de coloration d'aretes afm d'ameliorer ses perfor-
mances. Dans le but de comparer les qualites de ces voisinages intelligents, nous avons 
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aussi developpe un voisinage plus simple qui sert de point de comparaison. Aussi, 
quelques resultats theoriques sont donnes, ces derniers permettent d'obtenir plus 
d'informations sur la solution optimale recherchee et procurent un nouvel eclairage 
sur le probleme. 
Le quatrieme chapitre s'interesse a un probleme de coloration des noeuds d'un graphe, 
le probleme de coloration par intervalle, dans lequel chaque nceud peut recevoir plus 
d'une couleur. Dans ce cas aussi, nous cherchons a obtenir des colorations formant 
des intervalles, sauf qu'ici cette contrainte ne peut etre violee et l'objectif est de 
minimiser le nombre de couleurs utilisees. II existe un certain nombre de problemes 
de graphes presentant des similarites avec ce probleme. C'est le cas notamment du 
probleme de coloration par bande. Toutefois on peut facilement se meprendre et 
penser que les deux problemes sont identiques. Ce n'est toutefois pas le cas et c'est 
la partie centrale du quatrieme chapitre. Dans ce chapitre, nous demontrons que 
le probleme de coloration par intervalle peut etre ramene a la resolution d'un petit 
nombre de problemes de coloration par bande. Nous presentons ensuite l'algorithme 
que nous avons developpe afin d'appliquer cette reduction. Ce dernier resout les sous-
problemes de coloration par bande a l'aide d'un algorithme existant, l'algorithme de 
Prestwich (2002). La section d'experimentations numeriques permet de comparer 
l'utilite de cette reduction en la comparant a un algorithme existant pour la resolution 
du probleme de coloration par intervalle. 
Poursuivant notre etude des problemes de coloration par intervalle, le cinquieme 
chapitre etudie la question de savoir quand deux colorations differentes sont iden-
tiques a une permutation des couleurs pres. Cette question est d'importance car on 
peut ameliorer 1'efficacite des algorithmes resolvant ce probleme en evitant de visiter 
des solutions equivalentes. Nous presentons et demontrons une condition necessaire 
et suffisante pour que deux colorations par intervalle soient identiques a une permu-
tation des couleurs pres. Pour fin de comparaison, deux algorithmes heuristiques, 
31 
bases sur la methode tabou et inspires de Tabucol (voir Hertz et de Werra 1987) ont 
ete developpes. Le deuxieme algorithme est obtenu en modifiant le voisinage et la 
liste tabou du premier de sorte a empecher, dans la mesure du possible, la visite de 
solutions equivalentes. Les experimentations numeriques montrent qu'un algorithme 
tabou pour ce probleme peut etre ameliore en empechant la visite de solutions iden-
tiques a l'aide du critere que nous avons decouvert. 
Le dernier chapitre concerne la resolution du probleme d'attribution d'activites a 
des quarts de travail. En regard au succes des methodes heuristiques basees sur la 
methode tabou pour resoudre les problemes de coloration de graphes permettant de 
modeliser des problemes de fabrication d'horaires, nous presentons d'abord une meth-
ode tabou pour resoudre l 'attribution des activites. Les instances etudiees etant tres 
grandes et difficiles a resoudre. Des methodes de reduction de la taille du probleme, 
utilisant des modeles de programmation lineaire, ont ete ajoutees a notre algorithme. 
Ces reductions ont permis de diminuer substantiellement la taille des problemes et 
d'ameliorer grandement l'efficacite de l'algorithme. Les resultats presentes pour cet 
algorithme sont satisfaisants. Cependant, cette approche n'ameliore pas les methodes 
existantes pour ce probleme. Un modele de programmation lineaire en nombres en-
tiers, qui est une extension des modeles utilisees pour les methodes de reduction, est 
ensuite considere. Des resultats pour differentes variantes de ce modele sont donnes 
et l'efficacite affichee par ces dernieres est de beaucoup superieure a celle obtenue 
avec l'approche tabou, en particulier lorsqu'il est connu qu'il existe une solution sans 
sous-couverture et sur-couverture. 
Dans la conclusion, nous faisons une synthese des nouvelles techniques de resolution 
performantes et generales proposees pour resoudre les deux problemes de coloration 
de graphes etudies ainsi que le probleme d'attribution d'activites a des quarts de 
travail. Nous y proposons aussi quelques pistes pour de futures recherches. 
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CHAPITRE 3 : LOWER BOUNDS AND A 
TABU SEARCH ALGORITHM FOR THE 
MINIMUM DEFICIENCY PROBLEM 
Accepte pour publication dans Journal of Combinatorial Optimization le 13 septem-
bre 2007. 
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Abstract 
An edge coloring of a graph G — (V, E) is a function c: E —> IN that assigns a color 
c(e) to each edge e £ E such that c(e) 7̂  c(e') whenever e and e' have a common 
endpoint. Denoting Sv(G,c) the set of colors assigned to the edges incident to a 
vertex v 6 V, and Dv(G,c) the minimum number of integers which must be added 
to SV(G, c) to form an interval, the deficiency £>((?, c) of an edge coloring c is defined 
as the sum "52v£V DV(G, c), and the span of c is the number of colors used in c. The 
problem of finding, for a given graph, an edge coloring with a minimum deficiency is 
NP-hard. We give new lower bounds on the minimum deficiency of an edge coloring 
and on the span of edge colorings with minimum deficiency. We also propose a tabu 
search algorithm to solve the minimum deficiency problem and report experiments 
on various graph instances, some of them having a known optimal deficiency. 
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3.1 Introduction 
An edge coloring of a graph G = (V, E) is a function c —• JN that assigns a color 
c(e) to each edge e E E such that c(e) ^ c(e') whenever e and e' share a common 
endpoint. A matching in G is a set of pairwise non-adjacent edges, and it is perfect 
if it covers all vertices of G (i.e, every vertex of G is incident to exactly one edge of 
the matching). A chain in G is a sequence (vi,... ,vp) of vertices such that Vi and 
vi+i are linked by an edge in G for alH = 1 , . . . , p — 1. For a vertex « 6 V, we denote 
E„ the set of edges incident to v, and degG(v) = \EV\ its degree. Also, the maximum 
and the minimum degree in G are denoted A(G) and <5(G), respectively. A fc-regular 
graph is a graph in which all vertices have degree k (i.e., A(G) = 5(G) = k). 
For an edge coloring c, let cmin(v) = mmeeEv{c(e)} and cmax(v) = m&xeeEv{c(e)} 
denote, respectively, the smallest and the largest color assigned to an edge incident 
to v. A consecutive coloring is an edge coloring where cmax(v) — cmin(v) + \EV\ — 1 
for all vertices v € V. In other words, an edge coloring is a consecutive coloring 
if and only if the colors on the edges of Ev are consecutive for every v £ V. The 
problem of determining a consecutive coloring (if any) of a graph was introduced by 
Asratian and Kamalian [2]. It often arises in scheduling problems with compactness 
constraints [5]. There are graphs with no consecutive colorings, the simplest exam-
ples being the odd cycles. The problem of determining wrhether or not a given graph 
admits a consecutive coloring is A/""P-complete [14]. 
Given an edge coloring c, we denote Sv(G,c) the set of colors assigned to the 
edges in Ev and DV(G, c) the minimum number of integers which must be added to 
Sv(G,c) to form an interval. The missing integers are called the missing colors at 
vertex v. The deficiency of an edge coloring c of G is defined as the sum D(G, c) = 
^2V&V DV(G, c). Hence, an edge coloring c is a consecutive coloring of G if and only 
if D(G,c) = 0. The deficiency of a graph G, denoted Def(G), is the minimum 
deficiency D(G, c) over all edge colorings c of G. This concept, which was introduced 
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by Giaro et al. [4], provides a measure of how close G is to have a consecutive coloring 
since the deficiency of a graph is the minimum number of pendant edges that must 
be added to G such that the resulting graph has a consecutive coloring. An edge 
coloring c with D(G,c) = Def(G) is said optimal, and the problem of finding an 
optimal edge coloring is called the Minimum Deficiency Problem (MDP for short). 
Giaro [3] has proved that the MDP is NP-hard. Outside this result and the works 
on bipartite graphs ( [1,4, 8, 9, 12], fc-regular graphs [13], odd cycles, wheels, almost 
wheels and complete graphs [6], very little is known about the deficiency of general 
graphs. In particular, to our knowledge, no algorithms have yet been proposed in 
the literature for solving the MDP. 
Consider any edge coloring c, and let p and q denote the smallest and the largest 
color used in c, respectively. Span(c) denotes its span which is defined as the number 
of different colors used in c (i.e., Span(c) = | U„ey SV(G, c)|). If there is a color 
a € {p , . . . , q) that is not used in c, then the edge coloring d obtained by setting 
die) — c(e) if c(e) < a and die) = c(e) — 1 otherwise has a deficiency D(G, d) < 
D(G, c). Therefore, in the following, we assume that all colors in {p,..., q} are used 
in c. Also, without loss of generality, we assume that p = 1, which means that 
Span(c) = q. 
While Vizing [15] has proved that the edges of a graph G — (V,E) can be 
colored using at most A(G) + 1 colors, it may happen that Span(c) is much larger 
than A(G) + 1 for all optimal edge colorings c. The next section provides lower bounds 
on the span of an optimal edge coloring and on Def(G) for particular graphs G. In 
Section 3.3, we describe two variants of a tabu search algorithm for the MDP, one of 
them being especially designed for instances needing much more than A(C) + 1 colors 
to reach the optimal deficiency. Section 3.4 is devoted to computational experiments 
performed on several classes of graphs, some having a known optimal deficiency. 
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3.2 Lower bounds on Span(c) and Def(G) 
All results proved in this section will be very useful to measure the performance of 
the algorithms tested in Section 3.4. The first proposition was proved in [6] and 
provides a lower bound on the deficiency Def(G) of fc-regular graphs G with an odd 
number of vertices. 
Proposition 1. [6] Let G be a k-regular graph with an odd number of vertices. Then 
Def(G) > \. 
Observe that each color used in an edge coloring c of a graph G with an odd 
number of vertices is missing in at least one set Sv(G,c). As a consequence, graphs 
with an odd number of vertices typically have larger optimal deficiencies than similar 
ones with an even number of vertices. Their optimal edge colorings also have, in 
general, larger spans. For example, it is known (see [6]) that a complete graph G 
with an even number n of vertices admits a consecutive coloring (i.e., Def(G) = 0) 
that uses A(G) = n — 1 colors while, for a complete graph with an odd number n 
of vertices, its deficiency is Def(G) = ^ ^ and the span of an optimal edge coloring 
c is possibly equal to 3(n~ . The next proposition links the deficiency of an edge 
coloring with its span in graphs with an odd number of vertices. 
Proposition 2. Let G be a graph with an odd number of vertices, and let c be an 
edge coloring of G. Then 
Span(c)> 28(G)-D(G,c). 
proof. First, observe that cmax(v) > 5(G) and cmin(v) < Span(c) — 8(G) + 1 for all 
v £ V. If Span(c) - 8(G) + 1 > 8(G), then Span(c) > 28(G) > 28(G) - D(G,c). 
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Otherwise, each of the 25(G)—Span(c) colors in {Span(c)—5(G)+1,..., 5(G)} is used 
in c (since we assume that each color in {1, • • • , Span(c)} is used in c). For each color 
i in this set, there exists at least one vertex vj G V such that i <£ SVi(G,c) because 
|V| is odd. Furthermore, i is a missing color at Vi since cmin(vi) < i < cmax(vi). 
Consequently, there are at least 25(G) — Span(c) missing colors at the vertices, that 
is, D(G, c) > 25(G) - Span(c) which is equivalent to Span(c) > 25(G) - D(G, c). D 
The following result is a direct corollary of Propositions 1 and 2. 
Corollary 1. Let G be a k-regular graph with an odd number of vertices, and let c 
be an edge coloring of G with D(G,c) = \. Then 
Span(c) > —. 
proof Proposition 2 with 6(G) — k and D(G, c) — | gives Span(c) > 2/c-f = ~. D 
A result similar to Proposition 2 can be proved for graphs G with an even 
number of vertices and with an edge belonging to all perfect matchings in G. 
Proposition 3. Let G be a graph with an even number of vertices and with an edge 
e belonging to all perfect matchings in G, and let c be an edge coloring of G. Then 
Span(c) > 25(G) - ^A- - \. 
Zi 
proof. As in Proposition 2, Cm,ax(v) > 5(G) and cmin(v) < Span(c) — 5(G) + 1 for all 
v G V. If Span(c) - 5(G) + 1 > 5(G), then Span(c) > 25(G) > 25(G) - ^ f^ - 1. 
Otherwise, each of the 25(G) — Span(c) colors in {Span(c) — 5(G) + 1 , . . . ,5(G)} 
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is used in the edge coloring c. Since edge e belongs to all perfect matchings in G, 
the edges with a color i ^ c(e) do not induce a perfect matching. Hence, since |V| 
is even, there exist for all colors i ^ c(e) at least two vertices Vi and Wi in V such 
that % £ SVi(G, c) U SWi{G, c). Furthermore, if i G {Span(c) - 5(G) + 1 , . . . , 8(G)}, 
then i is a missing color at vt and Wi since cmin(t;i) < i < cmax(vi) and cmin(iUj) < 
i < cmax(wi). Consequently, there are at least 2(2<5(G) — Span(c) — 1) missing colors 
at the vertices, that is, D(G,c) > 2(26(G) — Span(c) — 1) which is equivalent to 
Span(c) > 26(G) - ^ ± - 1. D 
The next proposition was proved in [4]. It provides a lower bound on the mini-
mum deficiency of a graph. 
Proposition 4. [4] Let G — (V,E) be a graph, v 6 V a vertex with degc(v) > I, 
and pi,... ,pe and qx,..., q^ two sequences of £ positive integers. Assume that, for 
any two vertices u ^ w adjacent to v there is a chain (u = t>i,t>2, • • • ,vPi+i = w) 
connecting u and w in G, where pi is one of the numbers of the first sequence, such 
that 
Pi+i 
degG(v) +pi > $ + ^2 degG(vj). 
Then Def(G) > min{gi,... , qe}. 
The distance between two vertices u and v in a graph G is the number of edges 
in a shortest chain connecting them. It is denoted dG(u,v). The diameter of a graph 
(7, denoted Diam(G), is the maximum distance between any two of its vertices. For 
a graph G = (V, E) and a vertex v G V, we denote G — v the graph obtained from 
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G by removing v and all edges incident to v. The next two results are corollaries of 
Proposition 4. 
Corollary 2. Let G = (V, E) be a graph, q a positive integer, and v G V a vertex 
with degG(v) > 1 such that G — v is connected. Assume that for any two vertices 
u y^ w adjacent to v and for any shortest chain (u — fi,t>2, • • • , Wdfl_„(u,u>)+i —
 w) 
connecting u and w in G — v, we have 
dG_l,(«.u>) + l 
degG(v) + dG-v{u, w) > q + J ^ degG(vj). 
i=i 
Then Def(G) > q. 
proof. Define pi,... ,pt as the sequence of the distances in G — v between all pairs 
of vertices u ^ w adjacent to v, and define $ = q for i = 1 , . . . , £. Consider any two 
vertices u ^ w adjacent to v and let (u — v\, v?,..., Vda_v{u,w)+i — w) be a shortest 
chain connecting u and w in G — v. There is a number Pi in the sequence such that 
da-v(u, w) = Pi, and the inequality degG(v) + dG^.v(u, w) > <? + X^=i
 + degG(i)j) 
can therefore be rewritten as 
degG{v)+Pi >qt + Y^ degG(vj). 
i=i 
Since this inequality is valid for any two vertices u^ w adjacent to v, it follows from 
Proposition 4 that Def(G) > min{^i, . . . ,qe} = q. • 
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Corollary 3. Let G = (V, E) be a graph containing a vertex v with degG(v) = |V\ — 1 
and such that G — v is connected and k-regular. Then 
Def{G) > \V\ - k,Diam(G -v)-k-2. 
proof. Consider any two vertices u =fi w adjacent to v and let (u = ?; l 7 . . . , 
vdG-v{u,w)+i —
 w) be any shortest chain connecting u and w in G — v. For q = 
\V\ — kDiam(G — v) — k — 2, we have 
q = \V\ — kDiam{G — v) — k — 2 
< \V\-kdG-v(u,w)-k-2 
= \V\-1 + dG-v(u, w) - (dG-v(u, w) + l)(fc + 1) 
dG-v(u,w) + l 
= degG(v) + dG^v(ti,w) - ^
 de9c{vi) 
i= l 
The conclusion follows from Corollary 2. D 
3.3 A tabu search algorithm for the MDP 
Let S be the set of solutions to a combinatorial optimization problem, and / a func-
tion to be minimized over S. For a solution s € S", let N(s) denote the neighborhood 
of s which is defined as the set of solutions in S obtained from s by performing a 
local change, called move. A local search is an algorithm that generates a sequence 
so, s i , . . . , sr of solutions in 5, where so is an initial solution and each Sj (i > 1) be-
longs to N(si-i). Tabu search is one of the most famous local search algorithms. In 
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order to avoid cycling, tabu search uses a tabu list T that contains forbidden moves. 
Hence, a move m from Sj_i to Sj can only be performed if m does not belong to 
the tabu list T, unless / (SJ ) < f(s*), where s* is the best solution encountered so 
far. The general scheme of a tabu search algorithm is given in Figure 3.1. For more 
details on tabu search, the reader may refer to [7]. 
Tabu search 
Generate an initial solution s € S, set T <— 0 and s* +— s; 
while no stopping criterion is met do 
Determine a solution s' E N(s) with minimum value f(s') such that the move 
from s to s' does not belong to T or f(s') < /(s*); 
if f(s') < f(s*) then 
set s* <— s'; 
end if 
Set s <— s' and update T. 
end while 
Figure 3.1: General scheme of a tabu search algorithm. 
For the MDP, we define S as the set of edge colorings of G, while the value /(c) 
of a solution c G S is its deficiency D(G,c). Vizing [15] has proved that the edges 
of a graph G = (V, E) can be colored using at most A(G) + 1 colors. The proof of 
Vizing's theorem is constructive and can be turned into an 0(|V||.E|) algorithm. We 
use this algorithm to build an initial solution for our adaptation of tabu search to the 
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MDP. We consider two types of neighborhoods, a simple one and a more complex 
one, which are defined in the two next subsections. 
3.3.1 A simple neighborhood 
The first proposed neighborhood, denoted Ni(c), contains edge colorings obtained 
from c by changing the color of a single edge e. More precisely, given an edge coloring 
c, a neighbor in N\ (c) is obtained by choosing an edge e and assigning a new color 
to e that does not belong to SU(G, c) U SV(G, c), where u and v are the endpoints of 
e. In order to try to reduce DU(G, c) and DV(G, c), the new color should preferably 
be chosen in {cmin(u),..., cmax(u)} U {cmin(v),.... cmax(v)}. We also consider the 
possibility of assigning color cmin(u) - 1, cmax(u) + 1, cmin(v) - 1 or cmax(v) + 1 to e. 
Notice that at least two of these four colors, namely min{cmin(u) — l,cmin(v) — 1} 
and m&x{cmax(u) + 1, cmax(v) + 1}, do not belong to SU(G, c) U SV(G, c), and it may 
even happen that Du(G,c) decreases when assigning one of these four colors to e. 
For example, if Su(G,c) = {2,4} and c(e) = cmax(v) = 4, then Du(G,c) = 1, and 
by assigning color cmin{u) — 1 = 1 to e one gets Su(G,c) = {1,2}, which means 
that DU(G, c) decreases to 0. We therefore define Ni(c) as the set of edge colorings 
that are obtained from c by assigning a new color to an edge e with endpoints u 
and v, this new color being chosen in ({cmin(u) — 1 , . . . , cmax(u) + 1} U {cmin(v) — 
1, • • •, cmax(v) + 1}) \ (SU(G, c) U SV(G, c)). As shown in the next proposition, it is 
possible to reach every solution in S starting from any edge coloring c, and only using 
the neighborhood Nx. 
Proposition 5. Given two distinct edge colorings c and d, there exists a finite se-
quence Ci , . . . , cfc of edge colorings such that c = c i ; d = cj, and each ci+i belongs to 
proof. Consider two distinct edge colorings c and d of G = (V, E), and denote h(c, d) 
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the number of edges e E E such that c(e) ^ c'(e). It is sufficient to prove that there 
exists a finite sequence C\,..., cr of edge colorings such that c—ci, each c i+1 belongs 
to Ni(ci), and h(cr,c') < h(c,c'). This is sufficient because the sought sequence 
c i , . . . , Cfc can be seen as a concatenation of such sequences. Let e be an edge with 
endpoints u and v such that c(e) ^ c'(e). Using neighborhood Ari, at most two 
moves are necessary to transform c into an edge coloring c with h(c, c') < h(c, c') 
and c'(e) ^ Su(G,c) U 5„(G,c). Indeed, if c'(e) G Su(G,c), then there is an edge e„ 
with endpoints u and w ^ v such that c(eu) = c'(e). Because c'(eu) ^ c'(e), the 
neighbor c" of c obtained by assigning color max{cmoa;(u), cmaa;(u>)} + 1 to e„ satisfies 
/?,(c", c') < h(c, c'). Similarly, one move is sufficient to remove color c'(e) from SV(G, c) 
(if needed). So let c be an edge coloring with c(e) ^ c'(e), c'(e) $• SU(G, c) U SV(G, c), 
and h(c,c') < h(c,d). It is now sufficient to prove that, using neighborhood Ni, 
there is a sequence of moves that transforms c into an edge coloring c' with /?.(£', c) = 
h(c, c) - 1 < ft(c', c). Let a = min{cmin(w), cmin(v)} and (3 = max{cmai(M),cmax(v)}. 
• If a < c'(e) < P, c' is obtained from c by assigning color c'(e) to e. 
• If c'(e) < a, define ct, for t = 1 , . . . , a — c'(e), such that ct(e') = c(e') for 
all e' 7̂  e, and ct(e) = a — t. We have c\ G A^i(c), ct € A
ri(ct_i) for all 
£ € { 2 , . . . , a — c ' (e )} , and /i(cQ_C '(e), c') = /?,(c, c) — 1. Hence, c' = ca_c /(e). 
• If /? < c'(e), define ct, for £ = l , . . . ,c ' (e) — /?, such that ct(e') = c(e') for 
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all d 7̂  e, and c t(e) = /? + t. We have cx € Ni(c) and ct € A^c , ,^ ) for all 
t £ { 2 , . . . , c'(e) - /?}, and h(cc>{e)_0, d) = /i(c, c) - 1. Hence, c' = c ^ ) ^ . 
n 
3.3.2 A more complex neighborhood 
Given an edge coloring c, a vertex u, an edge e incident to u, and a color a £ SU(G, c) 
with cmin(u) — I < a < cmax(u) + 1, consider the partial graph of G containing only 
those edges with color c(e) or a. and let B(c,u,e,a) be the connected component 
of this subgraph containing e. B(c, u, e, a) is a chain with endpoints u and v, with 
\Sv(G,c) fl {c(e) ,a} | = 1. A neighbor of c is obtained by permuting colors c(e) 
and a in B(c,u,e,a). Such a move is called a bichromatic exchange. Note that the 
deficiency of the internal vertices of the chain B(c,u,e,a) does not change. Such 
moves are illustrated in Figure 3.2 in which the numbers correspond to the colors. 
Because Su(G,c) = {2,3 ,5}, the possible choices for a are 1,4 and 6. The three 
possible neighbors are represented in Figure 3.2, with the corresponding chains in 
bold lines. 
Notice that the simpler neighborhood N\ is a special case of this more complex 
neighborhood where B(c.u,e,a) contains only one edge e with endpoints u and v 
and a £ Sv(G,c). For example, the first neighbor in Figure 3.2 is also contained in 
the first neighborhood. Denoting -/V2(c) the set of neighbor edge colorings that can 
be obtained with such moves on c, we have the following corollary of Proposition 5. 
Corollary 4. Given two edge colorings c and d, there exists a sequence C\,..., Ck of 
edge colorings such that c = c\, d — c^ and each Cj+i belongs to A ^ Q ) . 
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a coloring c 
B(c,v,e,\) B(c,u,e,A) 
Figure 3.2: Illustration of the second neighborhood. 
3.3.3 Tabu list and stopping criteria 
When moving from c to c' with neighborhood N\, we change the color of a single edge 
e, and this edge is introduced into the tabu list T with the meaning that it is forbidden 
to change the color of e for the next Imax iterations (where Imax is a parameter). For 
the second neighborhood N2, a neighbor of c is obtained by performing a bichromatic 
exchange on a chain P with extreme edges e\ and e2. We introduce both edges e\ and 
t2 into the tabu list with the meaning that it is forbidden for the next Imax iterations 
to perform a bichromatic exchange on a chain if one of its extreme edges is in the 
tabu list. When a move from an edge coloring c to a neighbor one c' is tabu, we say 
that edge coloring c' is tabu. 
Given any lower bound L on Def(G), the algorithm is stopped as soon as an 
edge coloring c is reached with D(G, c) = L. Notice that it is always possible to set 
L equal to 0, while better lower bounds are known for particular classes of graphs 
(see Section 3.2). Another stopping criterion is also considered, namely, a time limit 
of 20 minutes. 
B(c,u,e,6) 
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3.3.4 The proposed algorithms 
Our first idea was to develop an algorithm based only on the neighborhood N2 since 
it includes the neighborhood A^. However, as mentioned above, the initial solution 
uses at most A(G) + 1 colors and, for some classes of graphs (see Section 3.2), it 
is proved that more colors are needed to obtain an optimal deficiency. Preliminary 
experiments have shown that the number of colors does not vary very much when 
using neighborhood iV2. This is probably due to the fact that the creation of a 
new color (which is also a move using Ni) typically increases the deficiency of the 
edge coloring. Note however that it may happen that an increase in the number of 
colors decreases the deficiency, as illustrated with the graph in Figure 3.3, where an 
edge coloring c with 3 colors and D(G, c) = 1 is transformed into an edge coloring 
d G Ni(c) with 4 colors and D(G, c) = 0. 
a coloring c a neighbor coloring c' in N\ (c) 
Figure 3.3: An increase in the number of colors may decrease the deficiency. 
In summary, A^c) contains neighbors that increase the span, but moves from 
c to such a neighbor are rarely performed by a tabu search algorithm since they 
typically increase the deficiency. Since such moves are in N\ and are necessary to 
increase the number of colors used, we force the algorithm to perform moves using 
N\ on a regular basis. More precisely, every t iterations (where t is a parameter), we 
only consider neighbors in N\(c) instead of A^(c). 
To generate a neighbor d of c, we construct the set A of neighbor solutions d 
which are not tabu or such that D(G,d) < D(G,c*), where c* is the current best 
edge coloring. We use a first improvement strategy. More precisely, we first label 
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the vertices from 1 to |V|, in a random order, and then order the edges so that 
the edge e with endpoints u and v precedes the edge e' with endpoints v! and v' 
if min{u,v}<mm{u',v'} or mm{u,v}—mm{u',v'} and max{w, v}<max{u',v'}. We 
then scan the edges according to this ordering, and for every edge e with endpoints 
u < v, we do the following: 
• when exploring Ni(c), we consider every color a in ({cmin(u) — 1 , . . . , cmax(u) + 
1} U {cmin{v) - 1 , . . . , cmax(v) + 1}) \ (SU(G, c) U SV{G, c)), in increasing order, 
and evaluate the neighbor of c obtained by assigning color a instead of c(e) to 
e. 
• when exploring Ar2(c), we consider every color a in 7 = {cmin(u) — 1, • • •, 
Cmax(̂ ) + 1} \ Su(G,c), in increasing order, and evaluate the neighbor of c 
obtained by permuting colors c(e) and a in B(c, u, e, a) . We then also consider 
every color a in {cmin(v) - 1 , . . . , cma;r(w) + 1} \ (^(G, c) U 7), in increasing 
order, and evaluate the neighbor of c obtained by permuting colors c(e) and a 
in B(c,v, e, a). 
If a solution d with D(G, c') < D(G, c) is encountered during this exploration, we 
stop the process and choose d as a neighbor of c. Otherwise, when the whole set 
A is known, we choose its best member d as a neighbor of c. The proposed tabu 
search algorithm for the MDP, which we call TabuMDP, is summarized in Figure 3.4. 
Computational experiments which are reported in the next section will show that 
the use of N\ every t iterations is sometimes not sufficient to increase the number 
of colors. We have therefore implemented a variation of the above algorithm, called 
TabuMDP*, in which each neighbor d in the neighborhood 7V2(c) of the current 
solution c is evaluated according to the following function / that differs slightly from 
D(G,d) when c uses at most Span(c*) + 1 colors: 
, J D(G, d) -b if Span(c) < Span(c*) + 1 and Span(c') > Span(c*) 
1 D(G, d) otherwise. 
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TabuMDP 
Generate an initial edge coloring c E S using Vizing's algorithm; 
Set T <— 0, c* <— c and i <— 0 (iteration counter); 
while no stopping criterion is met do 
if t divides i then set I *— 1 else set ^ <— 2; 
Let A be the set of solutions d G iV (̂c) such that c' is not tabu or D(G, d) < 
D(G,d); 
if A contains a solution d with D(G, d) < D(G7 c) then select one such solution 
according to the above first improvement strategy else determine at random a 
solution d € A with minimum value D{G, d); 
if D(G, d) < D(G, c*) then set c* <- d; 
Set c -f— c', i •<— i + 1 and update T. 
end while 
Figure 3.4: A tabu search algorithm for the MDP. 
This means that if the current solution c uses at most one more color than the 
current best edge coloring c*, then all edge colorings d £ A^c) with more colors 
than c* get a bonus b, which is a parameter of TabuMDP*. Function / is only 
used to make a choice for the next solution to be visited when no neighbor d has 
a deficiency D(G,d) strictly smaller than D(G,c). The usual function D(G,d) is 
used to update c*. More precisely, the above choice of a neighbor d of c is replaced by 
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Let A be the set of solution d € Ng(c) such that d is not tabu or D(G, d) < 
D(G,c*); 
if A contains a solution d with D(G, d) < D(G, c) then select one such solution 
according to the above first improvement strategy else determine a solution d € A 
with minimum value f(G, d); 
As already mentioned, the number of colors needed to reach an optimal de-
ficiency for graphs with an odd number of vertices is typically much larger than 
A(Cr) + 1. TabuMDP* is therefore particularly useful for these graphs. Note that, 
as shown in Proposition 3, the span of an optimal edge coloring of a graph with an 
even number of vertices is also possibly much larger than A(G) + 1. For this reason, 
and for the sake of completeness, we will report results obtained with TabuMDP* on 
all graphs, including those with an even number of vertices. 
3.4 Computational experiments 
To our knowledge, no algorithms have been yet developed for the MDP so that it is 
impossible to compare our tabu search algorithms with an existing algorithm. For 
this reason, we have decided to perform computational experiments on special classes 
of graphs for which good lower bounds on the minimum deficiency are known. We 
also consider random graphs and graphs for which reaching a minimum deficiency 
requires the use of an edge coloring c with Span(c) much larger than A(G) + 1. 
A subsection is devoted to each one of the seven considered graph classes. Also, as 
already mentioned, if often happens that graphs with an odd number of vertices have 
a larger deficiency than graphs in the same class but with an even number of vertices. 
We therefore consider graphs with an odd number of vertices as more challenging for 
the MDP, and this explains "strange" numbers of vertices used in our experiments 
(e.g., 501 instead of 500 vertices). 
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The parameters of the algorithms were selected on the basis of preliminary 
experiments. In TabuMDP, parameter t (that imposes the use of iVi instead of N?) 
is set to 100. To evaluate the advantage of using N^ instead of N\, we also report 
results obtained with t = 1 which means that all moves are made using neighborhood 
iVi. The bonus 6 used in TabuMDP* is set to 10, and the tabu list length Imax is 
set to vT^T- Other parameters have sometimes produced slightly better results for 
some particular instances. Hence, a better tuning of the parameters would certainly 
improve the reported results. However, since a relatively large set of values were 
tested for each parameter, we are confident that the general behavior of the proposed 
tabu search algorithms would not change with optimised parameters. 
All tests were performed with a time limit of 20 minutes on an AMD Opteron(tm) 
285/2.6 GHz Processor. Note however that an algorithm may stop sooner when a 
known lower bound L on Def(G) is reached. 
3.4.1 Random graphs 
The first experiments are made on random graphs with edge density d = 0.5. In these 
graphs, each pair of vertices is linked by an edge with probability 0.5, independently 
for each pair. We consider random graphs with 125, 250, 501 and 1000 vertices. For 
each graph size, we have generated four instances. Results are reported in Table 3.1 
using TabuMDP with t = 100 and t = 1, as well as TabuMDP* with t = 100. The 
first three columns contain the name of the instance, its number of vertices, and its 
number of edges. For each algorithm, we report the best found deficiency D(G,c), 
the number of colors Span(c) in the corresponding edge coloring c, and the number 
of iterations performed within 20 minutes. 
These results clearly show that the use of A^ makes it possible to reach solutions 
of much better quality than those obtained using only A^ (i.e., with t = 1). While 
the best found deficiency increases with the number of vertices when using t = 1, a 
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clear decrease happens with t = 100 when moving from 125 to 250 vertices, or from 
501 to 1000. As mentioned above, such a decrease can be explained by the fact that 
graphs with an even number of vertices probably have a smaller deficiency. 
By comparing the columns Sparine) for TabuMDP and TabuMDP* with t = 100, 
we can observe that TabuMDP* systematically produces edge colorings with a larger 
span. While this can be useful for graphs with an odd number of vertices, we observe 
that TabuMDP* is not competitive with TabuMDP when |V| is even. TabuMDP* 
with t = 100 is however much more effective than TabuMDP with t = 1, even when 
the graphs have an even number of vertices. 
Note also that, for TabuMDP with t — 1, the number of iterations performed 
within 20 minutes is possibly larger for the graphs with 250 vertices than those with 
125 vertices. This is due to the fact that instead of choosing the best neighbor of the 
current edge coloring c, we select the first improving neighbor c' (if any). Indeed, we 
have observed that graphs with an even number of vertices typically have a larger 
proportion of improving moves than those with an odd number of vertices, and this 
helps reducing the time needed to perform an iteration. 
While the average degree of a random graph G — (V,E) with edge density 
d = 0.5 is ^ , the minimum degree 5(G) is possibly much smaller. Indeed, we 
know from Proposition 2 that Span(c) > 26(G) — D(G, c) for graphs with an odd 
number of vertices. Hence, for example, we have found an edge coloring c of Randl25a 
with D(G,c) = 19 and Span(c) — 81, which means that 8(G) < 50 < 62 _ ivi-i 
2 
For comparison, the next section contains results for random A>regular graphs with 
5(G) = k = \v\-i 
2 
3.4.2 R a n d o m A;-regular graphs 
The second class of graphs is the set of fc-regular graphs. These graphs have the 
property that each vertex is incident to exactly k edges (hence k = A(G) = 5(G)). 
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In order to randomly generate such graphs for a fixed number of vertices and a 
fixed k, we use the algorithm proposed by Kim and Vu [11]. To make a comparison 
with the graphs tested in the preceding section, we have generated four 62-regular 
graphs with 125 vertices, four 125-regular graphs with 251 vertices, four 250-regular 
graphs with 501 vertices, and four 500-regular graphs with 1000 vertices. All these 
graphs have an edge density approximately equal to 0.5, as in the preceding tests. 
Proposition 1 states that | is a lower bound on Def(G) if G is a fc-regular graph G 
with an odd number of vertices. Also, Corollary 1 states that if c is an edge coloring 
of a A:-regular graph with an odd number of vertices and D(G,c) — | , then c uses 
at least ^ colors. For fc-regular graphs with an even number of vertices, the trivial 
lower bound L = 0 on Def(G) is possibly reached (the simplest example being the 
graph with a single edge), while Def(G) can be strictly larger than 0, as it will be 
shown in Section 3.4.4. 
Results for these graphs are reported in Table 3.2. The columns have the same 
meaning as in Table 3.1, except that we mention k instead of \E\ (which means that 
\E\ = "a )• We have added a column, labeled "L", containing the above mentioned 
lower bound on the optimal deficiency. An asterisk in a column "D(G, c)" means that 
the lower bound L is reached and the MDP has therefore been solved to optimality. 
We observe that TabuMDP with t — 100 has determined consecutive colorings 
(i.e., edge colorings c with D(G,c) — 0) for all graphs having an even number of 
vertices. Since the lower bound L is reached in these cases, the algorithm does 
not need to run for 20 minutes, and this explains the small numbers of iterations 
when compared to the other instances. While TabuMDP* has not determined any 
consecutive coloring, it is systematically better than TabuMDP on all instances with 
an odd number of vertices. Optimal solutions are even found for all graphs with 125 
vertices. This is certainly due to the larger span of the edge colorings produced by 
TabuMDP*. Indeed, we can observe that when G has an odd number of vertices, 
TabuMDP with t = 100 systematically produces edge colorings c with Span(c) — 
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2k — D(G,c). According to Proposition 2, this is a lower bound on the number of 
colors needed to reach deficiency D(G1c). Hence, in order to decrease D(G,c), the 
algorithm has to increase the span of c, and TabuMDP* clearly better succeeds in 
this task. 
For comparison, the use of Ni only (i.e., TabuMDP with t = 1) does not permit 
to obtain any consecutive coloring, and the best found deficiency seems to increase 
linearly with the number of vertices. 
3.4.3 Complete graphs 
Let K{p) denote the complete graph with p vertices. It is a A;-regular graph with 
k — p — 1. Giaro et al. [6] proved that there exists an edge coloring c of K(p) with 
Span(c) = ^ ^ and D(K(p), c) = ^ 1 = Def(K(p)) if p is odd, and Span(c) = p-\ 
and D(K(p), c) = 0 = Def(K(p)) if p is even. Optimal edge colorings of complete 
graphs cannot use less colors because Span(c) > (p~ ' when D(K(p), c) = ^- and p 
is odd (see Corollary 1), while Span(c) is obviously at least equal to A(K(p)) = p— 1 
for all graphs K(p), including (p — l)-regular graphs with an even p. Notice that 
optimal edge colorings of complete graphs eventually use more colors. For illustration, 
Figure 3.5 contains two consecutive colorings c of K(4); one edge coloring uses 3 colors 
while the other uses 4 colors. 
Figure 3.5: Two optimal edge colorings of the complete graph with 4 vertices. 
Results for complete graphs with 25, 50, 75, 100, 125, and 150 vertices are 
reported in Table 3.3. The columns have the same meaning as in the previous tables, 
except that we indicate the optimal deficiency DefiG) rather than a lower bound L. 
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We observe that TabuMDP with t = 100 does not produce any optimal defi-
ciency for complete graphs with an odd number of vertices. This is probably due to 
the fact that the number of colors needed to reach an optimal solution is much larger 
than A(G) + 1. For example, for the complete graph K(7b), we know that all optimal 
edge colorings use at least 111 colors while the best solution found by TabuMDP with 
t = 100 uses only 89 colors. For comparison, TabuMDP* with t — 100 has found an 
optimal edge coloring that uses 120 colors. 
As in the preceding section, it is also obvious that complete graphs with an 
even number of vertices are much easier to color than those with an odd number of 
vertices. For example, while several millions of iterations are needed by TabuMDP* 
to optimally color K(75), TabuMDP with t = 100 finds an optimal solution of K(100) 
in only 1546 iterations. Again, this can easily be explained by the small number of 
colors needed to reach an optimal edge coloring of complete graphs with an even 
number of vertices. TabuMDP with t = 1 also produces smaller deficiencies for 
graphs with an even number of vertices, but the results are not as good as those 
obtained with t = 100. 
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3.4.4 Schwartz's graphs 
In a recent paper, Schwartz [13] has defined a family of fc-regular graphs with high 
deficiency. These graphs are defined as follows. Let k > 3 be an odd integer, and 
let G be the graph obtained by subdividing an edge in the complete graph K(k + 1) 
with a vertex w. Take ~^- copies of G and aggregate their vertices w into a single 
vertex to obtain a graph H with ( +1H -1) _|_ i vertices. Let Hi and H2 be two copies 
of H with Wi G V(Hi) corresponding to w for i = 1,2. Let S(k) denote the graph 
obtained by making the disjoint union of H\ and H2 and adding an edge between w\ 
and w2- Then S(k) is a fc-regular graph with k
2 + 1 vertices, and it is proved in [13] 
that Def(S(k)) > k — 1. For illustration, the graph S(b) is given in Figure 3.6. 
The lower bound k — 1 on Def(S(k)) can in fact always be reached as shown in 
the following proposition and illustrated in Figure 3.6 for k — 5. We also prove that 
the number of colors needed to reach such an optimal deficiency is much larger than 
A(S(k)) = k. 
Proposition 6. Let k > 3 be an odd integer and denote S(k) its corresponding 
Schwartz's graph. Then, 
(a) Def(S{k)) = k-l, and 
(b) Span(S(k),c) > ~^- for all optimal edge colorings c of S(k), and this bound 
is sharp, 
proof. Because Def(S(k)) > k — 1, we prove (a) by exhibiting an edge coloring c 
with D(S(k),c) = k — 1. As mentioned in the preceding section, because k is odd, 
the edges of the complete graph K(k + 1) can be colored with k colors and without 
creating any deficiency. Consider ^ copies G\,..., Gk=i of K(k + 1) and let q be 
an edge coloring of Gi such that D(Gi,Ci) = 0, and Q uses colors i,...i + k — 1. 
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Let G\ be the graph obtained from Gj by subdividing the edge of color i with a 
vertex w, and let c\ be the edge coloring of G\ obtained from c* by giving colors i 
and i + k to the two edges incident to w, and setting c^(e) = Ci(e) for all the other 
edges e in G'j. It follows that Dv(G'i,c'i) = 0 for all vertices v ^ w in G\. Now let 
H be the graph obtained by merging all graphs G\ at vertex w, and denote CR the 
resulting edge coloring. Vertex w is now adjacent to colors 1 , . . . , ^ p , k+1,... fc+^y^. 
Hence, D(H,cH) = Dw(H,cH) = (fc + l ) - *=I - l = *±I. The graph S(fc) is 
obtained by making the disjoint union of two copies Hi and H2 of i / with Wj G V(Hi) 
corresponding to w for z = 1,2, and adding an edge between wi and w2- Consider 
the edge coloring c of S(k) obtained by coloring H\ and Hi as defined above for H, 
and assigning any color in { ^ - + 1 , . . . k} to the edge linking w\ and w2. We then 
have D(S{k), c) = 2 (^Ji) - 2 = fc - 1, which means that Def(S(k)) < k - 1. 
To prove (b), notice first that the edge between wi and w2 that links Hi with 
#2 belongs to all perfect matchings in S(k) since both H\ and H2 have an odd 
number of vertices. Since S(S(k)) — k, it follows from Proposition 3 that Span(c) > 
2k ^ '' — 1 = ^p- for all optimal edge colorings c of S(k). This bound is sharp 
since the above edge coloring of S(k) uses k + ^ = ^^- colors. • 
We have tested Schwartz's graphs for k =20, 33, 41, 49, and 57. The results 
are reported in Table 3.4 and clearly show that TabuMDP with t = 1 is again not 
competitive at all on these graphs. Indeed, the deficiency obtained by using only 
Ni increases linearly with the number of vertices, while Proposition 6 demonstrates 
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Table 3.4: Results for Schwartz's graphs 
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that the optimal increase should be proportional to the square root of the number 
of vertices (since S(k) has k2 + 1 vertices while Def(S(k)) = k — 1). Notice that 
Proposition 6 also demonstrates that at least ^ p - colors are needed to reach an 
optimal deficiency. The use of Ni in TabuMDP is therefore probably very helpful to 
increase the number of colors from the initial value A(G) + l = fc + l t o % p -
We also observe that, in this case, TabuMDP with t = 100 performs better 
than TabuMDP*. This is probably due to the fact that TabuMDP with t = 100 
easily generates edge colorings c of S(k) with Span(c) > f̂̂ -, while the bonus in 
TabuMDP* is so effective that it increases the span to much higher values, and this 
induces an increase in deficiency. 
Note that we have solved the MDP to optimality for Schwartz's graphs having 
up to 1682 vertices. By increasing the computing time to one hour, an optimal 
solution can also be found for 5(49) which contains 2402 vertices. 
3.4.5 Complete bipartite graphs 
A graph is bipartite if its vertex set can be divided into two disjoint sets A and B 
such that no edge has both endpoints in the same set. It is complete bipartite if 
every vertex in A is linked to every vertex in B. We denote K(p, q) the complete 
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Figure 3.6: An edge coloring c of S(5) with D(S(5), c) = 4. 
bipartite graph with \A\ = p and \B\ — q. Complete bipartite graphs are interesting 
instances to be tested since they admit consecutive colorings (i.e., edge colorings with 
no deficiency), while the number of colors needed to reach such an optimal deficiency 
can be very large. More precisely, for a complete bipartite graph K(p, q), it is known 
[8] that an edge coloring c with D(G, c) = 0 uses at least p + q — gcd(p,q) colors, 
where gcd(p, q) is the greatest common divisor of p and q. 
We have performed tests on complete bipartite graphs with pairs (p, q) equal to 
(5,7), (11,13), (17,19), (20,25), and (29, 31). As can be observed from the results 
in Table 3.5, even though we have chosen instances with a very small number of 
vertices, the only optimal solution that could be produced is for a graph with 12 
vertices. With more than 100 million iterations, we have not been able to produce 
any consecutive coloring of JFST(11, 13) which contains only 24 vertices and 143 edges. 
This probably means that a consecutive coloring of a complete bipartite graph can 
only be obtained by using neighborhoods that differ from N\ and N2. Note that, for 
any strictly positive even number k, the complete bipartite graph K(k — 1,/c + 1) 
62 
I n s t a n c e 
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has maximum degree A(K(k — 1,/c + 1)) = k + 1 while it follows from [8] that 
(k — 1) + (k + 1) — gcd(k — 1, k + 1) = 2k — 1 colors are needed to color the edges 
of K(h — l,k + 1) without any deficiency. This very large number of colors when 
compared to the maximum degree probably explains the poor performance of our 
algorithms. 
3.4.6 Hertz's graphs 
Hertz [10] has shown through a simple example that bipartite graphs can have a 
strictly positive deficiency. Giaro et al. [4] have generalized this example to what they 
call the Hertz's graphs. These graphs, defined for every two integers p > 4 and q > 3, 
are denoted H(p, q) and constructed as follows. First, create a vertex a adjacent to 
p vertices bi,..., bp. Then connect each bi to q vertices c^i, . . . , ciA. Finally, connect 
every Cjj to a vertex d. For illustration, the graph H(4, 3) is represented in Figure 
3.7. 
A graph H(p, q) has pq + p + 2 vertices. It is proved in [4] that Def(H(p, q)) = 
pq — p — 2q — 2, and that there exists an optimal edge coloring c of H(p, q) that 
uses pq colors. We have performed tests on Hertz's graphs with p — q. Note that 
lirup^oo iv(H(p.pf)|
 = 1) which means that the deficiency increases linearly with the 
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number of vertices in H(p, p). Results obtained on Hertz's graphs H(p, p) with p =20, 
25, 30, and 35 are reported in Table 3.6. 
Figure 3.7: The Hertz's graph if (4, 3). 
TabuMDP produces surprisingly good solutions with parameter t — 1 and bad 
ones with t = 100. While both versions of TabuMDP produce edge colorings of 
H(p,p) with the same number p2 of colors, the computed deficiency is much higher 
with t — 100. In fact, the use of neighborhood N± makes it possible to reach an 
optimal edge coloring for Hertz's graphs having up to 1262 vertices, while the use of 
neighborhood A^ appears as particularly ineffective on these graphs. We have tried 
to find an explanation to such a behavior. One reason might be the range of values 
of the degrees of the vertices in H(p,p) which vary from 2 (there a rep 2 such vertices) 
to p2 (there is a unique vertex with such a high degree), while all vertices had almost 
the same degree in the previous tests. In our experiments, we have also observed 
that A^c) typically contains many solutions with the same deficiency as D(G,c), 
while this is not the case for Ni(c). Hence, in order to escape from a local optimum 
while using ./V2, the tabu list has to be much larger. Tests with a tabu list of size L^-
(instead of y f ^ j ) have indeed made it possible to get better results, but still not as 
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3.4.7 Extended hypercubic graphs 
For a strictly positive integer k, the hypercubic graph HC{k) is the graph with vertex 
set V equal to the set of all possible binary strings of length k, and where two vertices 
are linked by an edge if and only if the two corresponding strings differ in precisely one 
bit. Hence, HC(k) is connected, has 2k vertices, is /c-regular, and Diam(HC(k)) = k. 
Let HC*(k), called extended hypercubic graph, be the graph obtained from 
HC(k) by adding a vertex v adjacent to all vertices of HC(k). It follows from 
Corollary 3 that Def(HC*(k)) > (2fe + 1) - k2 - k - 2 = 2k - k2 - k - 1, which 
means that lim^oc \v(HC*tk))\ — ^ ^ o r illustration, the extended hypercubic graph 
HC*(2) is represented in Figure 3.8. 
00 01 
Figure 3.8: The extended hypercubic graph HC*{2). 
Results on extended hypercubic graphs HC*(k) with k = 4, 5, 6, and 7 are 
reported in Table 3.7. The last column contains the proved lower bound L — 
max{0, 2k — k2 — k — 1} on Def(HC*(k)). While this lower bound grows linearly 
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with the number of vertices, our algorithms seem to produce edge colorings with a 
quadratic increase of D(G, c). This may be due to a poor lower bound L or to a poor 
performance of our algorithms. 
There is no clear winner between TabuMDP and TabuMDP* (with t = 100). 
However, the use of neighborhood N2 clearly helps reducing the deficiency since the 
results are better with t = 100 than with t = 1. 
3.5 Final remarks and conclusion 
We have developed a tabu search algorithm for the minimum deficiency problem. It 
uses two types of neighborhoods, one very simple, where the color of exactly one edge 
is modified, and a more complex one based on bichromatic exchanges. The results 
of the experiments reported in Section 3.4 clearly indicate that the use of the second 
neighborhood N% helps, in general, to reduce the deficiency. One exception occurred 
for Hertz's graphs for which it seems more difficult to escape from a local optimum 
when using N% instead of N\. 
The regular use of N\ is often crucial to help the algorithms increase the number 
of colors. This is particularly important for graphs with an odd number of vertices 
which often require much more colors than A(G) + 1 to reach the optimal deficiency. 
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When the use of Ni is not sufficient to increase the number of colors, we have seen 
that the variant TabuMDP* can help in this task. The superiority of TabuMDP* 
over TabuMDP has been demonstrated for random graphs, random fc-regular graphs, 
and complete graphs with an odd number of vertices. TabuMDP* is however not 
competitive with TabuMDP for graphs with an even number of vertices. 
The reported experiments clearly demonstrate that graphs with an odd number 
of vertices are more challenging for the MDP. Indeed, one of the main difficulties of 
the MDP is to determine the number of colors that are required to obtain an optimal 
deficiency. We always start with an edge coloring that uses A(G) or A(G) +1 colors. 
This number must sometimes be raised to a much higher value, especially for graphs 
with an odd number of vertices. Note however that Schwartz's graphs are fc-regular 
graphs with an even number of vertices while optimal edge colorings use at least —^ 
colors. An increase from A; + 1 to ^p- is therefore also required in this case. 
Within 20 minutes, we have been able to solve to optimality instances hav-
ing up to 1682 vertices. On the other hand, complete bipartite graphs constitute 
an exception since they all admit consecutive colorings (i.e., edge colorings c with 
D(G, c) = 0) while no such edge colorings could be produced by our algorithms for 
such graphs with 24 vertices and more. 
Finally, note that extended hypercubic graphs seem to have very high deficien-
cies. While the proved lower bound on Def(HC*(k)) is strictly smaller than the 
number of vertices in HC*(k), TabuMDP has produced much larger deficiencies. To 
date, no graphs G = {V,E) are known with Def(G) > \V\. It would therefore be 
interesting to determine if extended hypercubic graphs satisfy this property. 
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Given a graph G = (V, 2?) with strictly positive integer weights uji on the vertices 
i £ 1/, an interval coloring of G is a function I that assigns an interval I(i) of Wj 
consecutive integers (called colors) to each vertex i G V so that J(i) C\I(j) = 0 for all 
edges {i, jf} G i£. The interval coloring problem is to determine an interval coloring 
that uses as few colors as possible. Assuming that a strictly positive integer weight <5̂  
is associated with each edge {i, j} G E, a bandwidth coloring of G is a function c that 
assigns an integer (called a color) to each vertex i E V so that \c{i) — c(j)| > Sij for 
all edges {i,j} G i?. The bandwidth coloring problem is to determine a bandwidth 
coloring with minimum difference between the largest and the smallest colors used. 
We prove that an optimal solution of the interval coloring problem can be obtained 
by solving a series of bandwidth coloring problems. Computational experiments 
demonstrate that such a reduction can help to solve larger instances or to obtain 
better upper bounds on the optimal solution value of the interval coloring problem. 
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4.1 Introduction 
Given a graph G — (V, E) with vertex set V and edge set E, the graph coloring 
problem is to assign a color to each vertex so that no two adjacent vertices have 
the same color and the total number of different colors is minimized. We consider 
two generalizations of this problem, namely the bandwidth and the interval coloring 
problems. 
Assuming that a strictly positive integer weight Sij is associated with each edge 
{i,j} € E, a bandwidth coloring of G is a function c that assigns an integer (called a 
color) to each vertex i £ V so that \c(i) — c(j)\ > 5^ for all edges {i,j} E E. Denoting 
max(c) = maxjgv c(i) and min(c) = min i e y c(i) the largest and smallest colors used 
in c, the span of a bandwidth coloring c is defined as span(c) = max(c) — min(c) +1. 
The bandwidth coloring problem is to determine a bandwidth coloring with minimum 
span. The graph coloring problem is a special case of the bandwidth coloring problem 
with Sij = 1 for all edges {i,j} £ E. 
The second generalization of the graph coloring problem assumes that a strictly 
positive integer weight u)i is associated with each vertex i € V. An interval coloring 
of G is a function / that assigns an interval I(i) of uji consecutive integers (called 
colors) to each vertex i G V so that I(i) D I(j) = 0 for all edges {i,j} € E. The 
interval coloring problem is to determine an interval coloring that uses as few colors 
as possible. The special case with uji — 1 for all vertices i € V is equivalent to 
the graph coloring problem. The interval coloring problem has a fairly long history 
dating back, at least to the 1970s. For example, Stockmeyer showed in 1976 that 
the interval-coloring problem is NP-hard, even when restricted to interval graphs and 
vertex weights in {1,2} (see problem SR2 in [6]). In 1976, Punter has formulated 
and solved a school timetabling problem with non-preemptive multiple period lessons 
using an interval coloring model. Another early application of the interval coloring 
problem was in the compile-time memory-allocation problem [5]. 
The circular coloring problem of weighted graphs, introduced by Deuber and 
Zhu [4], has similarities with the interval coloring problem. More precisely, let p be 
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a strictly posititive integer, and define a p-circular coloring of G as a function I that 
assigns to each vertex % G V an interval I(i) of Ui consecutive integers (called colors) in 
{0, • • • ,p — 1}, where 0 is considered as consecutive t o p — 1 , and I(i)Dl(j) — 0 for all 
edges {i, j} € E. The circular coloring problem is to determine the smallest integer p, 
denoted Xc(G), such that there exists ap-circular coloring of G. By denoting Xint(G) 
the optimal value of the interval coloring problem, we have Xc{G) < Xmt{G) for all 
graphs G since every interval coloring of G that uses p colors is a p-circular coloring 
of G. It may happen that Xc(G) is strictly smaller than Xint(G). For example, if 
G is a cycle on five vertices and all vertex weights equal 2, then Xc(G) = 5 while 
Xint(G) = 6. It is not difficult to prove that Xc{G) < Xint{G) < Xc(G) + maxwj. 
iev 
Since the graph coloring problem is NP-hard [6], both the bandwidth and the 
interval coloring problems are NP-hard too. In 2002, Prestwich [7] has described an 
exact algorithm for solving the bandwidth coloring problem, while an exact algorithm 
for the interval coloring problem was proposed by Cangalovic and Schreuder [2] in 
1991. 
The aim of this paper is to show that an optimal solution of the interval coloring 
problem can be obtained by solving a series of bandwidth coloring problems. This 
reduction is described in the next section with a proof of its validness. Section 4.3 will 
be devoted to computational experiments, where we compare the CPU time needed 
to solve the interval coloring problem using the algorithm in [2] with the total CPU 
time needed to solve the series of bandwidth coloring problems using the algorithm 
in [7]. 
4.2 The proposed reduction 
4.2.1 Preliminary observations 
The main idea of our reduction is based on the simple observation that if two intervals 
of length t\ and £2 are not intersecting, then the distance between their centers is at 
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least 2 • Proposition 7 uses this relation to show the one-to-one correspondence 
between the bandwidth colorings and the interval colorings of G when all vertex 
weights are even. 
Proposition 7. Let G = (V, E) be a graph with even weights uji on the vertices i e V 
and with weights 8^ = fi^fi on flxe edges {i.j} £ E. Then c is a bandwidth coloring 
ofG if and only if the intervals I(i) = {c(i) — ^ , • • • , c(i) + ^ — 1} define an interval 
coloring ofG. 
proof. Let c be a bandwidth coloring of G. The intervals I(i) = {c(i) — y , • • • , c(i) + 
Y — 1} contain exactly Ui consecutive integers. To prove that they define an interval 
coloring of G, we show that I(i) 0 I(j) = 0 for all edges {i,j} G E. So consider 
any edge {i,j} 6 E, and assume, without loss of generality, that c(i) < c(j). Then 
c{j) > c(i) + "i+^i, and the intervals I(i) and I(j) do not intersect since 
C(j) ~f> C(l) + - ^ - --£= C{l) + -j. 
Conversely, let / be an interval coloring of G and let mini(i) denote the smallest 
color in an interval I(i)- Consider any edge {?', j} € E, and assume, without loss of 
generality, that minj(i) < rnini(j). Then minj(j) > mirii(i) + uJi, which means that 
UJi . UJi UJi + Ui 
—^ — rmnT(t) — — > —=* 
2 n ' 2 - 2 
c 0 ) — c ( 0 = mini(j) + "rf  m / ( i ) ^ > - ^ - ^ — - = <^. 
Hence, c is a bandwidth coloring of G. D 
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Given a graph G = (V, E) with even weights a;, on the vertices i eV and with 
weights Sij — Wi*u* on the edges {i,j} 6 E, Proposition 7 demonstrates that there 
is a one-to-one correspondence between the bandwidth and the interval colorings of 
G. Notice however that an optimal bandwidth coloring of G does not necessarily 
correspond to an optimal interval coloring, and vice versa. Consider for example, 
the graph in Fig. 4.1(a), where the numbers into boxes correspond to weights. An 
optimal bandwidth coloring c of G with span{c) = 5 is represented in Fig. 1(b). The 
corresponding interval coloring shown in Fig. 1(c) uses 9 colors, which is not optimal. 
An optimal interval coloring of G with 8 different colors is represented in Fig. 4.1(d). 




A graph with weights on the vertices and the edges 
5 0 O l {4,5}0 Q{-1,0,1,2 
10 6 5 {-2,-1,0,1,2,3 } 0 6*3>4'5,6} 
(b) (c) 
An optimal bandwidth coloring and its corresponding non optimal interval coloring 
5,6)0 OH'0-1-2* 6 0 O 1 
{-1,0,1,2,3,4} 0 Ol3 '4-5 '6} 2 0 6 5 
(d) (c) 
An optimal interval coloring and its corresponding non optimal bandwidth coloring 
Figure 4.1: Non correspondence between optimal bandwidth and interval colorings. 
If the weights on the vertices are not all even, then the intervals in Proposition 7 
contain non integer values, and the weights 8ij on the edges are possibly non integer. 
We will show in Section 4.2.2.2 how to handle graphs having possibly odd vertex 
weights. 
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4.2.2 The algorithm and its validness 
In this section, we describe a procedure that determines an optimal interval coloring 
by solving a series of bandwidth coloring problems. We first consider graphs with 
even vertex weights, and we then extend the approach to graphs with general vertex 
weights. In what follows, we say that an interval coloring / is compact if it uses all 
colors in {rniniey min,j(i), • • • , max,;ey(mm/(i) +Ui) — 1}. 
4.2.2.1 Graphs with even vertex weights 
Let G = (V, E) be a graph with even weights uii on the vertices i G V, and let A 
be any positive integer. We denote GA the edge-weighted graph obtained from G by 
adding two adjacent vertices a and (3 linked to all vertices in V, and by setting: 
• $ij = Wi U} for all edges {z, j} G E, 
• 8ai — dpi — Y for all vertices i e V, 
• 8ap = A. 
Let Xint(G) and Xb(G) denote the optimal values of the interval and the band-
width coloring problems on a graph G. 
Proposition 8. If A < Xmt(G), then Xint{G) > Xb(GA) - 1. 
proof. Consider the graph GA for an integer A < Xint(G), and let / be a compact 
optimal interval coloring of G. Define the colors c&(i) on the vertices of GA as follows: 
• CA(«) = mini(i) + y for all i £V, 
• CA(«) = minj6y minj(i), 
• cA{(3) = maxiev (mm/(i) +Ui). 
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Since / uses maXj6y(^^/(«) +^i) — minjey minj(i) different colors, we have CA(/?) — 
CA(CK) = Xint(G0. Moreover, the colors c&(i) define a bandwidth coloring of G&. 
Indeed, 
• \CA(J) ~ CA(*)| > <% for all edges {i,j} G i?, as shown in Proposition 7, 
• |CA(«) ~ CA(CK)| = min^i) + y - min^y mm/(j) > y = 5ai Vi G V, 
• |CA(/?) - cA(i)\ = maxjGV(mini(j) + Wj) - mini(i) - y > y = ^ Vi G V, 
• |cA(/?) - cA(a)| = Xint{G) > A = <5a/3. 
Since Xint{G) = cA(/?) - cA(a) = span(cA) - 1, we conclude that Xint(G) > Xb(GA) -
i. n 
Corollary 5. Let CA &e an optimal bandwidth coloring of GA- If A < Xmt(C) 
and \CA{P) — CA(O)\ = span(cA) — 1 then Xint(G) — Xb(GA) ~ 1 and the intervals 
I(i) — (CA(«) — y , • • • , cA(z) + y — 1} define a compact optimal interval coloring of 
G. 
proof. Without loss of generality, assume CA(CK) < CA(P)- Since span(cA) — CA(P) — 
CA(O) + 1, we have cA(a) < cA(i) — y and CA(P) > cA(i) + y for all vertices i eV. 
As shown in Proposition 7, the intervals I{i) = (CA(«) — y , • • • , cA(i) + y- — 1} 
define an interval coloring of G. Such a coloring uses at most maxj6^(min/(j) + ^ j ) — 
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minjgy mm/(i) < cA{(3) — cA(a) different colors, which means that 
Xint(G) < cA{f3) - cA{a) 
= span{cA) - 1 = Xb(GA) - 1 
< Xint(G) (from Proposition 8). 
Hence Xint(G) = Xb(GA) — 1 and the interval coloring / is optimal. The above 
inequalities also imply that Xint(G) = max,Gy(rninj(i) +u>i) — minjev mini(i), which 
means that I is compact. • 
The proposed algorithm for determining an optimal interval coloring of a graph 
G with even vertex weights by solving a series of bandwidth coloring problems is 
described in Fig. 4.2. It consists in determining optimal bandwidth colorings cAk in 
graphs GAk for various values of A&, until \cAk(/3) — cAk(a)\ = span(cAk) — 1. 
Theorem 4.2.1. The EvenReduction algorithm is finite and the intervals I(i) pro-
duced as output define a compact optimal interval coloring of G 
proof. We first prove that Ak < Xmt{G) at each iteration k. This is obviously true 
for k = 1 since Ax = 0 < Xint(G). So assume Ak < Xint{G) and \cAk(/3) - cAk(a)\ < 
span(cAk) — 1. Then 
Afc+i = span(cAk) - 1 = Xb(GAk) - 1 < Xint{G) 
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Algorithm EvenReduction 
Input A graph G = (V,E) with even weights Ui on the vertices i € V; 
Output An optimal interval coloring / of G; 
(1) Set Ai «- 0 and k <- 1; 
(2) Determine an optimal bandwidth coloring cAk of GAk', 
Set Afe+i <— span(cAk) - 1; 
(3) If |cAfc(/?) — CAA.(«)| < Afe+1 then set k <— k + 1, and go to (2); 
Else set I(i) = {cAk{i) - f, • • • , cAk(i) + f - 1} for all i e V and STOP. 
Figure 4.2: The proposed algorithm for graphs with even vertex weights, 
the last inequality being valid according to Proposition 8. Now, since 
Afc+i = span(cAk) - 1 > \cAk((3) - cAk{a)\ > Ak 
we know that the algorithm is finite. Finally, since the algorithm stops with \cAk (/?) — 
CAk(ot)\
 = span(cAh) — l, it follows from Corollary 5 that the intervals I(i) — {cAk(i) — 
*2, • • • , CAfc(«) + y — 1} define a compact optimal interval coloring of G. • 
Let k* denote the final value of the iteration counter in the EvenReduction 
algorithm. It corresponds to the number of bandwidth coloring problems which have 
to be solved to determine an optimal interval coloring of G. The following result is 
a direct consequence of the proof of Theorem 4.2.1. 
Corollary 6. Ai < • • • < Afc* < Xint(G). 
80 
4.2.2.2 Graphs with general vertex weights 
The EvenReduction procedure cannot be applied to graphs with possibly odd vertex 
weights. Indeed, if uii is odd, then the extreme values c&k(i) — y and c&k{i) + y — 1 
of the intervals I(i) are not integer. Also, if an edge {i, j} E E links two vertices 
with weights of different parity, then the weight Sij — ^ ^ of {?', j} in G/\k is not 
integer. The next Proposition shows how to obtain an optimal interval coloring for 
graphs with general vertex weights. 
Proposition 9. Let G = (V, E) be a graph with weights LUi on the vertices i G V, 
and let G' be the same graph as G except that the vertices have weight UJ\ = 2uii 






-\-tOi — 1} define a compact optimal interval coloring of G. 
proof Since all weights in G' are even, it is proved in [1] that XintiG') = 2xint{G). 
Let / ' be any compact optimal interval coloring of G' and let u be a vertex with 
minimum value minp(u) and v a vertex with maximum value minr(v) + u>'v. Then 
Xint{G') = minii{v)+u)'v — rninii{u), and since Xint(G') is even, we know that minr{u) 




rnini'(v) + UJ'V — minp(u) 












 LUi — 1} for every vertex i &V. 
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uv — 1, these intervals use 
miriji (v) minji(u) 
2 
while the largest is 
= XintiG) different colors. 
+ 
It remains to prove that / is an interval coloring of G. Consider any edge 
{i,j} € E. Since the intervals I'(i) and I'(j) do not intersect, assume without loss 
of generality that minimi) > minp(j) + uo'y 
• If mini' (i) and minr(j) have the same parity, then 
mini(i) — mini(j) 
minj'(i) — minp(j) u'j 
2 ~ 2 3 
\tmini>(i) and minp(j) have different parity, then raini>{i) — minp(j) > a/- + l, 
which means that 
. minr(i)-minr{j)-l u'j m%nj[i) — mini[j) > > -p- = uij. 
Hence, I(i) and I(j) do not intersect. • 
The above proof together with Theorem 4.2.1 demonstrate that the following 
algorithm determines an optimal interval coloring I of any graph G. 
The algorithm is illustrated on Fig. 4.3, where the numbers into boxes corre-
spond to weights. 
82 
Algorithm GeneralReduction 
Input A graph G = (V, E) with weights a>; on the vertices i EV; 
Output An optimal interval coloring I of G; 
(1) Construct G' from G by multiplying every weight Ui by 2; 
(2) Determine a compact optimal interval coloring I' of G' using EvenReduction; 
(3) Set J(i) = { |"=»rfl , • • • , r ™ r f | +Ui-l} for all vertices i € V. 
Fig. 4.2.2.2. The proposed algorithm for graphs with general vertex weights. 
m m s E m m m m E 
o — o — o o — o — o o o — o 
{6,7) (1,2,3,4) (5,6,7,8) {3} {1,2) {3,4) 
A graph G The associated graph G' The corresponding 
with a possible output of the optimal interval coloring of G 
EvenReduction algorithm 
Figure 4.3: Illustration of the GeneralReduction algorithm. 
4.2.3 Complexity analysis 
Let G = (V, E) be a graph with even weights Wj on the vertices i € V, and let k* 
denote the number of bandwidth coloring problems which have to be solved when 
applying EvenReduction on G. In order to determine an upper bound on k*, we now 
associate a weight u)a = up = 0 to vertices a and j3 in G&k, and we always assume, 
without loss of generality, that CAfc(«) < c^k{(3). For a function / on a set S, let 
argminxeSf{x) and argminxeSf(x) respectively denote the set of elements x 6 S 
with minimum and maximum value f(x). For every iteration k of the algorithm, we 
define 
£ _ \ OL if cAfc(a) < mimeycAfc(i) 
1 any vertex in argminieV{
cAk{'>) — if-) otherwise 
Wfe 
/? if cAfc (/?) > max iey cAfe (i) 
any vertex in argmaxiev{cj\k{i) + if) otherwise 
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Proposition 10. For every iteration k < k*, we have 
(a) Ak+l - Afc > ^ 4 ^ > Xint(G) - Ak+l, 
(b) Xint(G) ~Ak> 2(Xint(G) - Ak+1), 
(c) Ifk>3 then ulk_2 + ujUk_2 > ujik_x + uUk_t. 
proof. Notice first that 
Indeed, this is true for £k = a since cAk(a) = cAk(a) + ^ . For tk ^ a, we have 
CAfc(4) < cAk{a), which means that cAk(a) - cAk(£k) > 8atk = ^ . Similarly, 
CAk((3)<cAk(uk)-^. 
We therefore have 
Afc < cAk{P) - cAk{a) 
< C A , M - ^ - c A f c ( 4 ) - ^ - (4.2.1) 
Also, it follows from the definitions of A^+1 and span{cAk) that 
Afe+1 = span(cAk) - 1 > cAk{uk) - cAk(£k). (4.2.2) 
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From (4.2.1) and (4.2.2), we deduce the left inequality in (a) since 
Afc+i - Ak > cAk (uk) - cAk (4) - cAk(uk) + -^
Jr cAk (4) + —-
Notice also that 
C A f c ( 4 ) - ^ < c A f c ( z ) - | ViGV. (4.2.3) 
Indeed, this inequality follows from the definition of 4 if 4 ¥" a- If 4 = a then 
cAk(a) < cAk(i) for all i G V, which means that cAk(i) — cAk{a) > Sai = y . Hence, 
CAfc(") - ^ =
 cAfc(
a) ^ cAfc(«) - f-• Similarly, 
CA,K) + ^ > c A f c ( * ) + ! ViGT^. (4.2.4) 
We know from Proposition 7 that the intervals I(i) = {cAfc (i) — y , • • • , cAk (i) + y — 1} 
define an interval coloring of G. Hence, from (4.2.3) and (4.2.4), we have 
Xint{G) < m&x(cAk(i) + -£)- mm(cAk{i) - -^ ) iev z «ev z 
< cAk(uk) + ^-cAk(ik) + ^f. 
So define p as the positive integer such that 
Xint(G) = cAk(uk) + ^-cAk(£k) + ^ - p . (4.2.5) 
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From (4.2.1) and (4.2.5), we have 
Xint{G)-Ak > cAfc(wfc) + - ^ - c A f c ( 4 ) + ^ r -p -c A f c (« / fe ) "f A,   f 
= uUk +u£k-p (4.2.6) 
and from (4.2.2) and (4.2.5), we have 
Xint{G) - Afc+i < cAk(uk) + ~Y - cAfc(4) + -j- - P - cAk(uk) + cAfc(4) 
1 
2l = 7;(uUk + uJek) - V 
This proves the right inequality in (a) as well as (b) since (4.2.6) and (4.2.7) imply 
Xint(G) ~Ak> 2(Xint(G) - A f c + i) . 
Finally, notice that if k > 3, then 
Ak-1 +
 Uj£k~2+2
U,Uk-2 > Xint(G) (by (a)) 
> Afc (by Corollary 6) 
> Afe_i + (by (a)) 
which proves (c). D 
In the following, we denote W the number of different weights in G. We now 
give three upper bounds on the number k* of bandwidth coloring problems which 
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have to be solved in the EvenReduction algorithm to determine an optimal interval 
coloring. 
Proposition 11. The three following inequalities define valid upper bounds on k*: 
(i) k* < log2(maxu;i) + 3, 
(n) k* < 2W + 2, 
(m) k* < \V\ + 2. 
proof. To prove (i), notice that it follows from Proposition 10(a) that 
XintiG) - A2 < ~(UJU2 +uj£2) < max Wi. 
2 iev 
Hence, by denoting N = log2(maxu;j) + 1, we know from Proposition 10(b) that 
Xint{G) — AAT+2 < 0. It then follows from Corollary 6 that k* < N + 2, which means 
that k* < log2(maxu)j) 4- 3. 
i€V 
To prove (ii), notice first that if k* < 4 then k* < 2W + 2 since W > 1. So 
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assume k* > 4. Then for every iteration k < k* — 3 we have 
max{ujik,u}Uk} > 
utk + uuk 
2 
> Xint(G) - Afc+i (by Proposition 10(a)) 
> 2(Xint(G) - Ak+2) (by Proposition 10(b)) 
> 2(A fe+3-A fe+2) (by Corollary 6) 
^ w 4 + 2 + S + 2 (by Proposition 10(a)) 
> max{utk+2,uUk+2} 
Since there are W different weights in G while max{ui£klujUk] > max{uJik+2,LVUk+2} 
for all k < k* — 3, we know that at most 2W iterations are needed to reach iteration 
k* — 2, which proves (ii). 
To prove (iii), note first that if k* < 3, then A ; * < | V | + 2 a s | V | > l . So assume 
k* > 3 and define H as the graph with vertex set V U {7}, where 7 represents both 
a and (3, and with an edge between two vertices x and y if and only if there is an 
iteration k with 2 < k < k* — 1 and {x,y} = {£k,Uk}. To each edge {x,y} in H we 
associate a weight cux + ujy. Observe that if {£/-, u^} — {a,/3}, then span(c&k) — 1 = 
cAk(
uk) — cAfe(̂ fc)) which means that fc = fc*. Hence, there is no loop at vertex 7 
in H. Also, we know from Proposition 10(c) that ui£k_1 + u)Uk_^ > Uik + u>Uk when 
2 < k < k* — 1, which means that H contains no parallel edge. 
Assume H contains a cycle C with edges {x%, x?}, • • • ,{xr_i,xr},{xr,Xi} 
(r > 3). Without loss of generality, we suppose that {x1,x2} has maximum weight 
on C. We then have three iteration values i, j and k such that {^,Mj} = {xi , :^}, 
{£j,Uj} = {x2,X3}, and {ik,Uk} — {x\,xr}. Since {£1,0:2} has maximum weight on 
C, we know from Proposition 10(c) that i < min{j, k}, and we may suppose without 
loss of generality that j < k. We then have 
Afc+i > Afc +
 Uxi * Uxr (by Proposition 10(a)) 
> A,+1 +
 UJxi^UJxr (by Corollary 6) 
> A j + ^ 2 + ^ 3 + ^ x 1 + ^ r (by Proposition 10(a)) 
> A i +i + + (by Corollary 6) 
> ^ i + i H 2 
> Xint(G) (by Proposition 10(a)) 
which contradicts Corollary 6. Hence H has no cycle, which means that it contains 
at most V edges. As a consequence, k* < \V\ + 2. D 
Notice that the three bounds are sharp as illustrated in Fig. 4.4 with a graph 
having two vertices with weight 2. We have represented the successive graphs C?Afc 
with optimal bandwidth colorings c&k. The colors are the numbers close to the 
vertices while the weights are shown into boxes. Since span(Gj\A) — 1 = CA4(/3) — 
cA4(a), we have k* — 4 = log2(maxu>i) + 3 = 2W + 2 = \V\ + 2. 
Observe also that the EvenReduction algorithm could have reached the optimal 
solution in one less iteration since the bandwidth coloring CA4 is also optimal for 
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G/\3. Also, instead of initializing the EvenReduction algorithm with Ax = 0, one 
could set Ai equal to any lower bound on Xint(G). For example, one could determine 
a maximal (inclusion wise) clique (i.e., a set of pairwise adjacent vertices) in G and 
set Ai equal to the total weight of this clique. In the above example, the unique 
maximal clique contains vertices v and w for a total weight of 4. By setting Ai = 4, 
the EvenReduction algorithm could skip the first three iterations, and would find the 
optimal interval coloring by solving only one bandwidth coloring problem. 
i i i 
G GAJ with CA] GA2 with c&2 GA3 with CA3 G^ with CA4 
Figure 4.4: The three upper bounds on k* are sharp. 
4.3 Computational experiments 
In this section, we report computational experiments in order to compare the CPU 
time needed to solve the interval coloring problem using the algorithm in [2] with 
the total CPU time needed to solve the series of bandwidth coloring problems using 
the algorithm in [7]. We have considered two test sets. The first experiments are 
performed on random graphs Gn^q already used in [2] and [3]. Given a positive 
integer n, a real number p e [0,1], and a positive real number q, a random graph 
Gn,p,q contains n vertices, all n(n — l ) /2 ordered pairs of vertices have a probability 
p of being linked by an edge, and the weight a;, of a vertex i is generated according 
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to an independent truncated Poisson variable with parameter q, i.e., the probability 
that uii = m for some positive integer m is set equal to T ^ T ^ T -
The second set of instances used for the experiments are the DIMACS bench-
mark graphs, which come from various sources. For a detailed description of these 
instances, the reader can refer to http://mat.gsia.cmu.edu/C0L0R04. 
We call CS-Interval the exact algorithm proposed by Cangalovic and Schreuder 
in [2] for finding an optimal interval coloring. It is based on the Branch-and-Bound 
principle. An initial lower bound on Xint{G) is obtained by determining a clique of 
maximum total weight, using a variation of the algorithm proposed in [9]. Also, an 
initial upper bound on Xint{G) is obtained by using the heuristic algorithm proposed 
in [3]. The exact algorithm proposed by Prestwich in [7] for the bandwidth coloring 
will be called P-Bandwidth. It combines a local search algorithm with a backtracking 
technique that uses constraint propagation. 
Let LB denote the above mentioned lower bound on Xint(G), and let G' be 
the graph obtained from G by multiplying every weight uii by 2 (see Step (1) of 
the GeneralReduction algorithm). Since Ai can be set equal to any lower bound 
o n Xint{G') = 2xint{G), we use Ax = 2LB in order to reduce the number k* of 
bandwidth coloring problems which have to be solved. Notice that if Xmt{G) = LB, 
then Xint(G') = Ax and it follows from Corollary 6 that k* = 1. Otherwise, if 
Xint(G) > LB, denote N = log2{Xint{G') — Ai) + 1. Using the same arguments as in 
the proof of Proposition 11 we get k* < N + 1 = \og2(xint(G) — LB) + 1. 
For all our tests, we have considered a time limit of one hour on an AMD 
Opteron(tm) 285/2.6 GHz Processor. It can happen that this time is not sufficient to 
reach an optimal solution or to prove its optimality. When the CS-Interval algorithm 
has to be stopped before its end, we report the number of colors used in the best 
interval coloring encountered during the search, which is possibly not optimal. If 
the GeneralReduction algorithm has to be stopped while running the P-bandwidth 
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algorithm, we translate the current best bandwidth coloring into an interval coloring 
using the correspondance described in Proposition 7 and report its number of colors. 
Since it may happen that the P-Bandwidth algorithm needs more than one 
hour during its first run (i.e., when applied on G'A ), we have also tested a version 
of the GeneralReduction algorithm where each run of the P-Bandwidth algorithm is 
stopped after at most 10 million backtracks, the overall time limit being however kept 
equal to one hour. This allows to run the P-Bandwidth algorithm on several graphs 
G'A with increasing Afc. The resulting solution of the GeneralReduction algorithm 
then corresponds to an upper bound on the optimal value when at least one run of 
the P-Bandwidth algorithm is stopped before its end. 
Table 4.1 contains the results for the graphs Gn>Ptq with n = 20, 30, 40, 50, p = 
0.3,0.4, 0.5, and q = 1, 5,10. Three graphs have been generated for each such triplet 
(n,p, q), which gives a total of 108 instances. For each type of graph, we indicate the 
average value of the largest vertex weight (column labeled "max u>") and the average 
number of different vertex weights (column labeled "W"). We also report the average 
value of the lower and upper bounds (columns labeled "LB" and "UB") mentioned 
above. For each algorithm, we report the average number of colors in the best found 
interval coloring (column "Xint"), the number of graphs among the three tested where 
optimality could be proved (column "opt"), and the average CPU time in seconds for 
those runs that needed less than the one hour time limit. For the GeneralReduction 
algorithm, we also indicate the number k* of bandwidth coloring problems which had 
to be solved. The last line contains the average numbers of colors produced by each 
algorithm. 
We can observe (see column "opt") that the CS-Interval algorithm easily finds 
the optimum value for graphs G„ ; M with a small number of vertices or with a small 
value of q. This is not always the case for the two versions of the GeneralReduction 
algorithm. For example, for n — 20, p = 0.5 and q — 10, no instance could be solved 
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to optimality with the GeneralReduction algorithm, while the CS-Interval algorithm 
solves the three instances with an average of 30 seconds. However, the upper bounds 
produced by the GeneralReduction algorithm are often optimal values. For example, 
for n — 50, p = 0.4, q = 1, the CS-Interval algorithm produces three optimal solutions 
with an average of 13.33 colors, while the GeneralReduction algorithm with the limit 
of 10 million backtracks produces colorings with the same number of colors, but 
without any proof of optimality. 
The CS-Interval algorithm has however more difficulty to solve larger graphs 
within the one hour time limit. While the GeneralReduction algorithm also fails 
in finding optimal solutions, it produces in these cases better upper bounds. For 
example, for n = 50, p = 0.5 and q = 10, the average upper bound found by the 
CS-Interval algorithm is 122.33, while solutions with in average 114 colors could 
be produced using the GeneralReduction algorithm. For the 108 instances of this 
first experiment, the CS-Interval algorithm produces solutions with an average of 
41.08 colors. The GeneralReduction algorithm performs a little bit better since 40.37 
colors are obtained with no limit on the number of backtracks in the P-Bandwidth 
algorithm, and 40.02 colors otherwise. 
We observe that the 10 million backtracks limit typically has a positive impact on 
the output of the GeneralReduction algorithm. For example, for n = 40, p = 0.4 and 
q = 10, one hour is not sufficient for the P-Bandwidth algorithm to reach an optimal 
solution on its first run, and the best found solution uses 76.33 colors, in average. 
When stopping the P-Bandwidth algorithm after at most 10 million backtracks, it is 
possible to run it iteratively on three different graphs (with increasing A*,) and this 
allows to obtain colorings that use only 74 colors in average. This is however not 
always the illustrated by the graphs with n = 50, p = 0.5 and q = 10. Indeed, 
one run of the P-Bandwidth algorithm during one hour produces a coloring with 
114 colors in average, while 115 colors are obtained with 4 runs of the P-Bandwidth 
algorithm with the limit of 10 million backtracks. 
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35.17 44.50 41.08 40.37 40.02 
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Table 4.2 reports computational experiments on the DIMACS benchmark graphs. 
These instances have up to 191 vertices and are therefore more challenging. The three 
first columns contain the name of the instances, their number n of vertices, and their 
number m. of edges. The next columns are similar to those of Table 4.1 except that 
column "opt" is replaced with the following rule : when an algorithm does not pro-
duce a solution with a proof of optimality, we report the obtained upper bound under 
column "Xmt" with italic characters, while normal characters are used when optimal-
ity is proved. CPU times are only given for instances where the GeneralReduction 
algorithm stopped before the 1 hour time limit. We do not report any result for 
instances R50_lg, R50_lgb and GEOMx with x = 20, 20a, 20b, 30, 30a, 30b, 40, 
40a, 40b, 50, 50a, 60, 70, 70a, 80, 90b, 100a, 110a, 110b, since the lower bound LB 
and the upper bound UB are equal on these graphs (hence there is no need to use a 
Branch-and-Bound procedure). 
The CS-Interval algorithm is able to solve 9 instances to optimality within the 
one hour time limit, while a proof of optimality is obtained 13 times for each ver-
sion of the GeneralReduction algorithm. The GEOM instances seem to be easier 
for the GeneralReduction algorithm since 11 of the 13 instances are solved to opti-
mality, while the CS-Interval algorithm solves only two of them. A deeper analysis 
indicates that the 6 instances which are solved to optimality by the CS-Interval al-
gorithm and not by the GeneralReduction algorithm all have Xint(G) > LB, while 
the 10 instances which are solved to optimality by the GeneralReduction algorithm 
and not the CS-Interval algorithm all have Xint{G) = LB. Hence the GeneralRe-
duction algorithm seems to be particularly effective in proving optimality when the 
lower bound equals the optimal value. This is confirmed by the results in Table 4.1 
since there are only 5 triplets (n,p,q) for which we know that Xint{Gn,P,q) — LB 
(namely (20,0.3,1), (20,0.4,1), (30,0.4,1), (20,0.4,5) and (30,0.5,1)), and the Gen-
eralReduction algorithm is able to obtain a proof of optimality (i.e., opt=3) only on 
these instances. 
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Table 4.2: Results for DIMACS benchmark graphs 
i n s t an 
name 
D S J C 1 2 5 . 1 g b 
D S J C 1 2 5 . 1 g 
D S J C 1 2 5 . 5 g b 
D S J C 1 2 5 . 5 g 
D S J C 1 2 5 . 9 g b 
D S J C 1 2 5 . 9 g 
G E O M 5 0 b 
G E O M 6 0 a 
G E O M 6 0 b 
G E O M 7 0 b 
G E O M 8 0 a 
G E O M 8 0 b 
G E O M 9 0 a 
G E O M 9 0 
GEOMlOOb 
G E O M 1 0 0 
G E O M 1 1 0 
G E O M 1 2 0 a 
G E O M 1 2 0 b 
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1 2 5 
1 2 5 
1 2 5 
1 2 5 
1 2 5 









1 0 0 
1 0 0 
1 1 0 
1 2 0 
1 2 0 





1 9 1 
1 9 1 
1 0 0 
1 0 0 
1 2 1 
1 2 1 
1 4 4 





1 0 0 
1 0 0 
1 0 0 
1 0 0 
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7 3 6 





2 4 9 
3 3 9 
3 6 6 
4 8 8 
6 1 2 
6 6 3 
7 8 9 
4 4 1 
1050 
5 4 7 
6 3 8 
1434 
1491 
7 7 3 
2 3 6 
2 3 6 
7 5 5 









7 2 8 
7 2 8 
1056 
1056 
5 0 9 





6 1 2 
6 1 2 
1092 
1092 
2 5 1 
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4 0 
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1 3 6 
3 8 
1 4 0 
4 1 
1 6 3 
4 2 
1 1 3 
2 8 




1 3 2 
3 5 
3 9 0 
1 0 8 
9 8 
2 7 




1 1 4 
3 1 






2 4 6 
7 2 
6 0 8 





















1 5 9 
4 3 
1 7 0 
4 8 
1 9 2 
5 2 
1 2 0 
3 4 




2 2 2 
5 8 
5 1 2 
1 4 0 
1 3 1 
3 4 




1 8 4 
5 0 
3 9 3 
1 0 4 
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We next observe from Table 4.2 that the CS-Interval algorithm produces solu-
tions with an average of 106.12 colors while, again, the GeneralReduction algorithm 
performs better in average since 103.44 colors are found with no limit on the number 
of backtracks in the P-Bandwidth algorithm, and 102.87 colors otherwise. We also 
notice that if we except four instances (namely queen8_8g, queen9_9g, R100_lg and 
R50_5g), the number of colors produced by the GeneralReduction algorithm with the 
limit of 10 million backtracks is never larger than the number of colors obtained with 
the CS-Interval algorithm, and it is even strictly smaller for 34 of the 52 instances. 
Notice also that the GeneralReduction algorithm with the 10 million backtracks 
limits has required less than one hour CPU for 42 instances. This means that the 
P-Bandwidth algorithm has produced a coloring CAfc with \c&k{0) — c&k(a)\ — A^+i 
within the one hour time limit. As mentioned above, this does not mean that the 
resulting solution is optimal since previous runs of the P-Bandwidth algorithm with 
smaller values of A& have possibly reached the 10 million backtracks limit. 
4.4 Conclusion 
We have shown that an optimal solution of the interval coloring problem can be 
obtained by solving a series of bandwidth coloring problems. Since both the interval 
and the bandwidth coloring problems are NP-hard, such a reduction could appear 
as useless. However, we have shown that when a lower bound LB on XmtiG) can be 
obtained and it has to be proved that Xint(G) = LB, then the proposed reduction is 
particularly efficient since it allows to solve larger instances than those solved by the 
exact CS-Interval algorithm. Notice that k* = 1 in these cases, which means that 
the solution of the interval coloring problem is reduced to the solution of exactly one 
bandwidth coloring problem. 
We have shown that for large instances, where the optimal solution can hardly 
be obtained in a reasonable amount of time, the proposed reduction helps producing 
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better upper bounds on Xint(G). An average improvement of more than 3% could 
be observed on the DIMACS benchmark graphs. Also, we have shown that by fixing 
a limit on the number of backtracks when solving each bandwidth coloring problem 
with a Branch-and-Bound algorithm, it is possible to use increasing values of A& and 
to typically obtain better upper bounds on Xint{G). 
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Given a graph G — (V, E) with strictly positive integer weights u){ on the vertices i € 
V, a /c-interval coloring of G is a function / that assigns an interval I(i) C {1, • • • , k} 
of Ui consecutive integers (called colors) to each vertex i € V. If two adjacent vertices 
x and y have common colors, i.e. I(i) n /( j) 7̂  0 for an edge [i,j] in G, then the 
edge [i,j] is said conflicting. A fc-interval coloring without conflicting edges is said 
legal. The interval coloring problem (ICP) is to determine the smallest integer k, 
called interval chromatic number of G and denoted Xtnt(G), such that there exists 
a legal fc-interval coloring of G. For a fixed integer k, the A;-interval graph coloring 
problem (fc-ICP) is to determine a &-interval coloring of G with a minimum number 
of conflicting edges. The ICP and fc-ICP generalize classical vertex coloring problems 
where a single color has to be assigned to each vertex (i.e., uj{ = 1 for all vertices 
iev). 
Two ^-interval colorings 7i and I2 are said equivalent if there is a permutation 
TV of the integers 1, • • • , k such that £ £ Ii(i) if and only if n(£) £ I2(i) for all 
vertices i € V. As for classical vertex coloring, the efficiency of algorithms that solve 
the ICP or the A;-ICP can be increased by avoiding considering equivalent fc-interval 
colorings. To this purpose, we define and prove a necessary and sufficient condition 
for the equivalence of two fc-interval colorings. We then show how a simple tabu 




Given a graph G = (V, E) with vertex set V and edge set E, the classical graph 
coloring problem is to assign a color to each vertex so that no two adjacent vertices 
have the same color and the total number of different colors is minimized. This is one 
of the most studied NP-hard combinatorial optimization problems [8] with various 
practical applications [15]. A number of different variations and generalizations of the 
classical graph coloring problem arise when modeling and solving real-life problems. 
For example, the number of colors assigned to a vertex can be more than one, and 
conditions can be imposed on the colors assigned to the vertices. 
One such generalization is the so-called interval coloring problem of a vertex-
weighted graph [11] where a strictly positive integer weight uji is associated with each 
vertex i G V, and an interval of cu; consecutive integers must be assigned to each 
vertex i eV such that the intervals assigned to adjacent vertices are disjoint. More 
formally, let G = (V, E) be an undirected graph with vertex set V and edge set E, and 
with strictly positive integer weights uii on the vertices i € V. A it-interval coloring of 
G is a function / that assigns an interval I(i) C {1, • • • , k} of u>i consecutive integers 
(called colors) to each vertex i € V. Without loss of generality, we will always assume 
that a ^-interval coloring of G uses all colors in {1, • • • , k}. If two adjacent vertices 
x and y have common colors, i.e. I(i) D I(j) ^ 0 for an edge [i,j] in G, then the 
edge [i,j] is said conflicting. A fc-interval coloring without conflicting edges is said 
legal. The interval coloring problem (ICP) is to determine the smallest integer k, 
called interval chromMic number of G and denoted Xint(G), such that there exists a 
legal A;-interval coloring of G. The special case with 0^ = 1 for all vertices i € V is 
equivalent to the classical graph coloring problem, and a A;-interval coloring is simply 
called A:-coloring in this case. For illustration, a legal 6-interval coloring of a graph 
G is represented in Figure 5.1, where the numbers into boxes correspond to weights 
on vertices. Note that Xint{G) — 6 for this graph since the total weight of the edge 
[a, b] or of the triangle with vertices 6, d, e is equal to 6. 
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(1,2,3,4} {5,6} 
Figure 5.1: A legal 6-interval coloring / of a graph G. 
For a fixed integer k, the fc-interval graph coloring problem (fc-ICP) is to deter-
mine a /c-interval coloring of G with a minimum number of conflicting edges. If the 
minimum value is zero, this means that G admits a legal /c-interval coloring, hence 
Xint{G) < k. 
The ICP has a fairly long history dating back, at least to the 1970s. For ex-
ample, Stockmeyer showed in 1976 that the interval-coloring problem is NP-hard, 
even when restricted to interval graphs and vertex weights in {1,2} (see problem 
SR2 in [8]). In 1976, Punter has formulated and solved a school timetabling prob-
lem with non-preemptive multiple period lessons using an interval coloring model. 
Another early application of the interval coloring problem was in the compile-time 
memory-allocation problem [5]. 
While the ICP is NP-hard, it can be solved in polynomial time for special classes 
of graphs. For example, if G is a clique then, Xint(G) is equal to Yliev u^ w r i u e f° r 
a bipartite graph G, we have Xint(G) = m a x ^ - j ^ l ^ + Uj}. More general graphs G 
for which Xint(G) can be computed in polynomial time are studied in [11, 20]. 
Upper bounds on the interval chromatic number Xint(G) are studied in [20], while 
general upper and lower bounds on Xint{G) are given in [14] when vertices possibly 
have forbidden colors. An exact algorithm for the ICP is proposed in [4] and used 
to solve a real-life timetabling problem with multiple period lessons. Approximation 
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algorithms are known for special classes of graphs such as interval graphs [2, 9] or 
chordal graphs [16]. Heuristic algorithms for the ICP are proposed for example in 
[3, 1]. 
In the classical graph coloring problem, every /c-coloring is equivalent, up to 
a permutation of the colors, to k\ — 1 other /c-colorings. In order to increase the 
efficiency of graph coloring algorithms, it is important to avoid visiting equivalent 
&;-colorings when exploring the search space. A solution to the classical ^-coloring 
problem is in fact a partition of the vertex set into k subsets called color classes, 
and the total number of non equivalent £;-colorings is equal to the number of possible 
partitions of the vertex set into k subsets. Such considerations have inspired many 
researchers, including Galinier and Hao [6] who have designed a very effective ge-
netic algorithm for the classical graph coloring problem in which new ^-colorings are 
created from a population of fc-colorings by combining color classes of two parents 
instead of copying color assignments. Also, the most effective local search algorithms 
for classical graph coloring generate neighbor fc-colorings by moving a vertex from a 
color class to another [7]. 
In the next section we generalize the above equivalence relation to fc-interval 
colorings. We then prove a necessary and sufficient condition for the equivalence 
of two fc-interval colorings. Such a condition makes it easy to recognize equivalent 
/c-interval colorings. We will use the following terminology. A clique in a graph 
G = (V, E) is a subset W C V of pairwise adjacent vertices. An interval graph 
[12, 11] is the intersection graph of a set of intervals. It has one vertex for each 
interval in the set, and an edge between every pair of vertices corresponding to 
intervals that intersect. Subsets Ci, • • • , Cp of V define a cover of V if U?=i C*
 = V-
Moreover, if the sets Ci of the cover are mutually disjoint, they define a partition of 
V. 
106 
5.2 Equivalent ^-interval colorings 
Intuitively, two fc-interval colorings are equivalent if one can be obtained from the 
other by permuting the colors 1, • • • , k. More formally, the equivalence of fc-interval 
colorings can be defined as follows. 
Definition 1. Two k-interval colorings h and I2 are said equivalent if there is a 
permutation TT of the integers 1, • • • ,k such that £ € I\{i) if and only if TT(£) E hi?) 
for all vertices i € V. 
Note that given a fc-interval coloring / of graph G = (V, E) and a permutation 
7r of the integers 1, • • • , k, it may happen that U^e/rn 7r(^) *s n o t a n interval for some 
vertex i e V. For example, considering the graph of Figure 5.1, permutation n with 
7r(l) = 6,7r(6) = 1 and n(£) = £ for £ ^ 1,6 gives colors 2,3,4 and 6 to vertex a, and 
this is not an interval. 
For the classical graph coloring problem (i.e., when Ui = 1 for all i € V), 
Definition 1 means that two A;-colorings are equivalent if their corresponding partition 
into color classes are identical. A concept similar to color classes in the case of interval 
coloring is what we call interval color classes, with the following formal definition. 
Definition 2. Given a k-interval coloring I of a graph G = (V, E), a subset W C V 
of vertices is an interval color class for I if 
(a) D H^) ^ 0, and 
(b) fl I(i)nI(j) = $forallJtW. 
The above definition can be interpreted in terms of graphs. Indeed, given an 
k-interval coloring / of a graph G = {V,E), let HQJ be the interval graph with 
vertex set V and where two vertices i and j are linked by an edge if and only if 
I(i) fl I(j) 7̂  0. Then, the interval color classes for / correspond to the maximal 
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Figure 5.2: The interval graph HQJ associated with the A;-interval coloring of Figure 
5.1. 
cliques in Hc,i- For example, the graph of Figure 5.2 is the interval graph HQ,I 
associated with the /c-interval coloring of Figure 5.1. It contains 4 maximal cliques 
(i.e. interval color classes), namely W\ = {a, c, d}, Wi = {a, c, e), Ws — {a, <i, / } and 
W4 = {b}. 
When u}{ = 1 for all i £ V (i.e., for the classical graph coloring problem), 
the interval graph HQJ is made of vertex-disjoint cliques, each one corresponding 
to a color class. Observe that the color classes in classical graph coloring induce a 
partition of the vertex set, while the interval color classes for a fc-interval coloring 
induce a cover of the vertex set, which means that some vertices possibly belong to 
several interval color classes. In the example of Figure 5.2, vertex a belongs to three 
different interval color classes, and vertex c belongs to two of them. 
Since two fc-colorings in classical graph coloring are equivalent if and only if 
they induce the same partition of the vertex set into color classes, it is tempting to 
think that two fc-interval colorings I\ and I2 of a graph G are equivalent if and only 
if they have exactly the same interval color classes, i.e. if their associated interval 
graphs HQ^ and HQJ2 are equal. Figure 5.3 illustrates with an example that such a 
statement is not correct. Indeed, the two 7-interval colorings I\ and J2 on this figure 
have the same associated interval graph. However, if I\ and 1^ were equivalent, then 
h(f) — {!> 2} = {7r(3), 7T(4)}, which means that {1,2} C h(d), a contradiction. 
Hence, in order to determine whether two A;-interval colorings of a graph G — 
(V, E) are equivalent, it is not sufficient to compare their corresponding cover of V 
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[1,2,3,4} {5,6} 
{2,3,4} {7} {3,4} 
A 7-interval coloring 7j 
H, G,l, H, 
{2,3,4} { 5 } {1,2} 
A 7-interval coloring I2 
G,u 
Figure 5.3: Two non-equivalent 7-interval colorings of a graph G, and their identical 
associated interval graph. 
with interval color classes. For a &;-interval coloring / of G7 let us associate a weight 
\I(i) fl I(j)\ to each edge [i,j] in the interval graph HQ,I- The following Theorem 
states that two A;-interval colorings Ji and h of a graph G are equivalent if and only if 
the corresponding weighted graphs HGJL
 a n d HG,I2
 a r e identical (i.e., they have the 
same edge set and the same weights on the edges). For example, the two weighted 
interval graphs associated with the 7-interval colorings of Figure 5.3 are represented 
in Figure 5.4. Since the weight of the edge [d, f] is 2 in HG,IX
 a n d 1 in HG,I2, the two 
7-interval colorings are not equivalent. 
Theorem 5.2.1. Two k-interval colorings h and J2 of a graph G = (V,E) are 
equivalent if and only if 
\h(i) n JiC?)| = \h{i) n hU)\ for all i,j in V (5.1) 
We first prove the following Lemma about A;-interval colorings satisfying Property 
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®k ©—Hs 
3 l ^ \ / 
2 1 
Figure 5.4 - The two weighted interval graphs associated with the 7-interval colorings 
of Figure 5.3. 
(5.1) of Theorem 5.2.1. For a subset W C V of vertices and a fc-interval coloring I, 
we denote I(W) = f]l&w I(i). 
Lemma 1. Let I\ and I<i be two k-interval colorings of a graph G = (V, E) satisfying 
Property (5.1), and letWCVbea subset of vertices. Then 
(a) \h(W)\ = \I2{W)\, and 
(b) W is an interval color class for I\ if and only if it is an interval color class for 
h-
Demonstration. We first prove (a). If W contains a single vertex i (i.e. W = {i}), 
then Ui = |ii(W0| = \h(W)\. So assume \W\ > 2. 
- If |7i(W)| = 0 then there exist at least two vertices i and j in W such that 
I\{i) n I\(j) = 0. By Property (5.1), we then have \h{i) H h(j)\ = 0, which means 
that \h(W)\ = 0. 
- If \I\ (W) | > 0 , then I\(W) is an integer interval (since h (i) is an integer interval for 
all i EV), and there are at least two vertices u and v in W such that Ii(u)C\Ii(v) — 
h(W). By Property (5.1), we have \h{u) D h{v)\ = |/i(W)j, which means that 
\h{W)\ < \h(W)\ since h{W) C I2(u) n h{v). 
In all cases, we have |/2(VK)| < |7i(H/)|. By permuting the roles of I\ and I2, the 
same proof gives \h{W)\ < \h{W)\. Hence, \h{W)\ = \h(W)\. 
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To prove (b), assume that W is an interval color class for one of the two fc-interval 
colorings, say I\. Then, by definition, we have I\(W) ^ 0, and it follows from (a) 
that I2(W) 7̂  0- If there exists a vertex u <£ W such that I2(W U {u}) ^ 0, then we 
know from (a) that h(W U {u}) ^ 0, which means that W is not an interval color 
class for I\, a contradiction. In summary, I2(W) ^ 0 and I2(W U {u}) — 0 for all 
u ^ W, which means that W is also an interval color class for I2. • 
We now prove that Property (5.1) is a necessary and sufficient condition for the equi-
valence of two ^-interval colorings. 
Proof of Theorem 5.2.1 
Let 11 and I2 be two equivalent A;-interval colorings of a graph G = (V,E). By 
definition 1, there exists a permutation 7r of the integers 1, • • • ,k such that I G l\{i) 
if and only if TT(£) G I2{i) for all vertices i G V. Hence, for every i and j in V and 
for every £ G {1, • • • , k) we have I G h{%) n h(j) if and only if n(£) G I2(i) C\ I2(j), 
which means that \h(i) 0 h(j)\ = \h(i) H h(j)\ for all i and j in V. Property (5.1) 
is therefore a necessary condition for the equivalence of two fc-interval colorings. 
We now prove that Property (5.1) is also a sufficient condition. The proof is by induc-
tion on the number k of colors used in ii and I2. For k = 1, we have ii(z) = J2(«) = {1} 
for all vertices i G V (since a fc-interval coloring uses all colors in {1, • • • ,k}). Hence, 
permutation -K with 7r(l) = 1 defines the equivalence between I\ and I2. 
So, assume that k > 1 and Property (5.1) is a sufficient condition for the equivalence 
of two £-interval colorings for all £ = 1, • • • , k — 1. Consider any interval color class 
W for Ii. We know from Lemma 1 that ^ ( W ) ! = ^(WOI a n d W is also an inter-
val color class for I2. So let ITI be a bijective mapping from I\{W) to I2(W) (i.e., 
U^e/ifw) ""ICO = h{W)). For all vertices i G V and r = 1, 2 define 
I l l 
A ) \ Ir(i) if i e V-W 
and 
, / Ui-lhiW)] mew 
Ui \ Ui iiieV- W 
Since W is an interval color class for Ir (r = 1, 2), we have {JieV I'r{i) = {1, • • • , k} — 
Ir(W) and \I'r(i)\ — u)[ for alH € V and r = 1,2. Note that I'r(i) is not necessarily 
an interval. Indeed, if the smallest color in Ir(W) is strictly larger than the smallest 
color in Ir(i) while the largest color in Ir(W) is strictly smaller than the largest color 
in Ir(i), then I'r(i) is the union of two integer intervals. So, let fr be a function that 
relabels the colors in {1, • • • , k} — Ir(W) from 1 to A;— |/r(V^)| so that fr(i) < fr(j) if 
and only if i < j and define I"(i) — Ufej'(i) fr(£)- The sets I"(i) are integer intervals 
for alH € V and r — 1,2. Note that if Ir(i) = Ir{W) for a vertex i e W, then ui[ — 0 
and J"(z) is empty. 
Let G' = (V, E') be the weighted graph obtained from G by removing all vertices 
with 0^ = 0, and by assigning weight ui[ to all vertices i G V . By denoting k' = 
k— \Ii(W)\ = k— |/2(W)|, we have shown that / " and I'2' are two fc'-interval colorings 
of G' with k' < k. In order to use the induction hypothesis, we now show that /[' and 
1% satisfy Property (5.1). 
- If i and j are two vertices in V D W, then Ir(W) C Ir(i) D I r(j) for r = 1,2, which 
means that \I?(i) n I?(j)\ = \Ir(i) n Ir{j)\ - \Ir(W)\. Since 
IM*) n h(j)\ = \I2{i) n / 2 ( j ) | and ^(WOI = |/2(W)|, we have |/^(i) n /; '(j)| = 
1̂ (0 nW)|. 
- If i and j are two vertices in V with at least one not in W, then Ir(W) D 7r(i) fl 
J r(j) = 0 for r = 1,2, which means that \I?(i) (1 I?(j)\ = \Ir(i) n /r(j')l-
 S i n c e 
|/i(i) D/xOOl = \I2(i)nl2(J)\, we have | / ^ ) n/{'(j)l = \I»(i) n/2 '(j)l-
By induction hypothesis, we know that there exists a permutation 7r2 of the colors 
in {1, • • • , A;'} such that £ e I"(i) if and only if 7T2(T) € 1%(i) for all vertices i € V. 
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Consider finally permutation n of the colors in 1, • • • ,k such that 
{) " I tfMMQ)) if * € {i, • • •, fc} - h(W) 
For a vertex i eV and a color £ € h(i), we have proved that 
- if I e h(W), then n(e) = vr^) € I2{W) C 72(i) 
- if£ £ 7x0^), then / ^ ) € /f(i). Since ^ ( / x ^ ) ) € /£(i), w e h a v e ^ ) = / ^ (Z^)) ) € 
/2(0. 
In summary, we have I € ^( i ) if and only if TT(£) £ h{i), which proves that I\ and 
12 are equivalent. • 
{1,2,3,4} {5,6} {6,7} 
0 0 0 
0 0 0 
{2,3,4} {7} {2,3} 




5-intcrval coloring /'.' of G' 
{4,5,6,7} {2,3} {1,2} 
0 0 0 
iu 0 H] 
{4,5,6} {1} {4,5} 










5-interval coloring l'~ of G ' 
Figure 5.5 - Illustration of the proof of Theorem 5.2.1. 
An illustration of the above construction of permutation TT for two equivalent k-
interval colorings is given in Figure 5.5. Vertex set W = {a, d, / } is an interval 
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Figure 5.6 - The weighted interval graph associated with the 7-interval colorings of 
Figure 5.5. 
color class for both 7-interval colorings I\ and J2 of G. We have h(W) = {2,3} and 
hiW) = {4,5}. We can therefore consider 7Ti such that 7i"i(2) = 4 and 7i"i(3) = 5. 
Hence, A(l) - 1,A(4) - 2,^(5) = 3,/i(6) = 4,^(7) = 5 and /2(1) = l,/2(2) -
2, /2(3) = 3, /2(6) = 4, /2(7) = 5. Since J} = 0, vertex / does not belong to G'. All 
vertices in G' have the same weight as in G, except a and d for which there is reduction 
of two units. While I[(a) = {1,4} is not an interval, I'{{a) = {/i(l),/i(4)} = {1,2}. 
The two 5-interval colorings I" and J2 of G' are equivalent, which can be observed 
with permutation 7r2 such that 7r2(l) = 5,7r2(2) = 4,7r2(3) = 3,7r2(4) = 2 and 7r2(5) = 
1. A proof of the equivalence of I\ and J2 in G is provided by permutation ir with 
TT(1) = 7, TT(2) = 4, TT(3) = 5, TT(4) = 6, TT(5) = 3, TT(6) = 2 and TT(7) = 1. For example, 
TT(4) = /2-
1(7r2(/1(4))) - /2-1(TT2(2)) = /2"
1(4) = 6. The weighted interval graph 
associated with the two 7-interval colorings of Figure 5.5 is represented in Figure 5.6. 
5.3 Comparison of two algorithms for the ICP 
In order to illustrate how the theoretical results of the previous section can help in 
the design of efficient algorithms for the ICP, we have developed two tabu search 
algorithms, the second one being based on Theorem 5.2.1 for avoiding the visit of 
equivalent solutions. We will show on a limited set of instances that the second tabu 
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search algorithm possibly finds better solutions than the first one. The computational 
experiments are not meant to be exhaustive, but rather indicative and should help to 
orient future research on the development of more elaborate algorithms for the ICP. 
5.3.1 Two tabu search algorithms for the ICP 
Let S be the set of solutions to a combinatorial optimization problem, and / a func-
tion to be minimized over S. For a solution s G S, let N(s) denote the neighborhood 
of s which is defined as the set of solutions in S obtained from s by performing a 
local change, called move. A local search is an algorithm that generates a sequence 
SQ,si,...,sr of solutions in S, where s0 is an initial solution and each Si (i > 1) be-
longs to N(si-i). Tabu search is one of the most famous local search algorithms. In 
order to avoid cycling, tabu search uses a tabu list T that contains forbidden moves. 
More precisely, a move m from Sj_i to Si is forbidden, and 5j is called a tabu solu-
tion, if rn belongs to the tabu list T and / (SJ ) > /(s*), where s* is the best solution 
encountered so far. At each iteration, the algorithm moves from the current solution 
Sj_i to the best non tabu neighbor Sj G iV(sj_i), even if / (SJ ) > /(si-i)- The general 
scheme of a tabu search algorithm is given in Figure 5.7. For more details on tabu 
search, the reader may refer to [10]. 
In order to illustrate how the theoretical results of the previous section can help in 
the design of efficient algorithms for the ICP, we have developed two tabu search 
algorithms, the second one being based on Theorem 5.2.1 for avoiding the visit of 
equivalent solutions. Both tabu search algorithms are heuristic methods for the k-
ICP. They are used to solve the ICP with the following scheme. 
1. Determine an upper bound k on Xint(G)-
2. Apply tabu search for the (k — 1)-ICP; if the output is a legal (A; — l)-interval 
coloring then set k *— k — 1 and repeat step 2, else return k. 
115 
Tabu search 
Generate an initial solution s € S, set T <— 0 and s* <— s; 
while no stopping criterion is met d o 
Determine a solution s' € N(s) with minimum value f(s') such that the move 
from s to s' does not belong to T or f(s') < f(s*); 
if f(s') < f(s*) then 
set s* <— s' ; 
end if 
Set s <— s' and update T. 
end while 
Figure 5.7 - General scheme of a tabu search algorithm. 
Tabucol [13] is a tabu search algorithm for the classical /c-coloring problem (i.e., for 
the fc-ICP with uji = 1 for all vertices i € V). The search space S is the set of (not 
necessary legal) A;-colorings of G. A solution c G 5 is therefore a partition of the 
vertex set into k subsets V i , . . . , 14. The evaluation function / measures the number 
of conflicting edges. Hence, for a solution c = ( V i , . . . , \ 4 ) in S, f(c) is equal to 
]Ci=i 1-^1' where Ei denotes the set of edges with both endpoints in Vi. The goal of 
Tabucol is to determine a /c-coloring c such that / (c) = 0. Given a A;-coloring c, a 
neighbor /c-coloring c' € N(c) is obtained by choosing an endpoint i of a conflicting 
edge and assigning a new color c'(i) ^ c(i) to i. When modifying the color c(i) of a 
vertex i, the tabu list stores the ordered triple (i, c(i), / (c ) ) , which means that for 
some number of iterations, all moves to a solution c' with / (c ' ) > / (c ) and c'(i) = c(i) 
have a tabu status. 
The first proposed tabu search algorithm, called TABUi, is a simple adaptation of 
Tabucol to the fc-ICP. The search space S is the set of (not necessary legal) fc-interval 
colorings of G. The evaluation function / measures the total overlap of intervals on 
adjacent vertices. More precisely, given a fc-interval coloring / of G, we define 
m= E i'(»)n/(j)i. 
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Hence, a k-interval coloring is legal if and only if / ( / ) = 0. Given a fc-interval coloring 
J, the neighborhood of / is defined as the set of solutions I' which can be obtained 
from / by choosing an endpoint i of a conflicting edge and assigning a new interval 
I'(i) 7̂  I(i) to i. We denote N\(I) the set of such neighbors of I. Let min/(i) denote 
the smallest integer in the interval I(i). When modifying the interval I(i) of a vertex 
i, the tabu list TLX stores the ordered triple (i, minj(i), / ( / ) ) , which means that for 
some number of iterations, a move to a solution V with / ( / ' ) > / ( / ) and min/'(i) = 
minj(i) (i.e., with I(i) = I'(i)) has a tabu status. 
Consider again the Tabucol algorithm for the classical fc-coloring problem. Let d € 
N(c) be a neighbor solution of a A;-coloring c obtained by modifying the color of 
vertex i. Then c and d are equivalent if and only if c(j) £ {c(i), d(i)} for all vertices 
j ^ i. Indeed, if there is a vertex j / i with c(i) = c(j) then i and j belong to the 
same color class in c but not in d. Similarly, if c'(i) — c(j) with j ^ i then i and j 
belong to the same color class in d but not in c. In summary, c and d are equivalent 
if and only if i is the unique vertex with color c(i) and the new color d{i) assigned 
to i is not used by any vertex j / i, which is most unlikely. The situation is totally 
different for the fc-ICP. For example, consider the 8-interval coloring I at the top of 
Figure 5.8. It contains three conflicting edges, namely [c, / ] , [d, e] and [e, / ] . Hence, a 
neighbor of I is obtained by changing the interval associated with vertex c, d, e or / , 
which gives a total of 21 neighbors in Ni(I). Four of these neighbors are equivalent 
to / and represented at the bottom of Figure 5.8. 
The second tabu search algorithm, called TABU2, has only two differences with 
TABUi. The first difference is on the definition of the neighborhood of a k-interval 
coloring. In order to avoid visiting equivalent solutions, the neighborhood A^(/) of a 
£;-interval colorings I is defined as the subset of solutions I' G N\(I) such that there 
exists at least one conflicting edge [i.j] with \I(i) D I(j)\ 7̂  \I'{i) n -^'0)1- Hence, 
given a k-interval coloring I, a neighbor solution V e iV2(7) is obtained by choo-
sing a vertex i e V that is the endpoint of a conflicting edge and assigning a new 
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{3.4,5,6,7,8}(1.2} {3} 
E m m 
©—0—0 
m m m 
{5,6} {6,7} {3,4,5,6,7,8} 
An 8-interval coloring with two conflicting edges 
{3,4,5,6,7,8} {1,2} {4} 
m m m 
-0 
{3,4,5,6,7,8} {1,2} {8} 
m m m 
©—0—0 
{3,4,5,6,7,8} {1,2} {3} 
m m m 
-0 
{3,4,5,6,7,8} {1,2} {3} 
m m m 
-0 
s m m 
{5,6} {6,7}{3,4,5,6,7,8} 
min ,(c) is changed to 4 
m m m 
{5,6} {6,7}{3,4,5,6,7,8} 
min7(t) is changed to 8 
m m m 
{7,8} {6,7}{3,4,5,6,7,8 
min j(d) is changed to 7 
m 
{4,5} {3,4,5,6,7,! 
mmj(e) is changed to 4 
Figure 5.8 - An 8-interval coloring with 4 equivalent neighbors. 
interval I'(i) ^ I(i) to i such that there is at least one vertex j adjacent to i with 
\I{i) n I(j)\ > 0 and \I(i) n I(j)\ ^ \I'(i) n I(j)\. According to Theorem 5.2.1 this 
is sufficient to ensure that no solution in A^-O is equivalent to I. For the 8-interval 
coloring / at the top of Figure 5.8, AT1(7) contains 21 neighbors while A^i") contains 
only 13 neighbors obtained by setting min//(c) = 1 or 2, minj'(d) = 1,2,3,4 or 6, 
mhv(e) = 1, 2, 3, 5 or 7, or min//(/) = 1. The four neighbors I' € Ni(I) represented 
at the bottom of Figure 5.8 do not belong to AT2(7) since they are equivalent to / . 
In addition, A2(J) does not contain the neighbors / ' with min//(c) = 5,6 or 7 or 
min// (/) = 2 since these values do not change the size of the overlap of the intervals 
on the endpoint of a conflicting edge. 
The second difference between TABUi and TABU2 is on the definition of a tabu 
move. We consider a second tabu list TL2, and a move is declared tabu if both tabu 
lists assign a tabu status to the move. The second tabu list is defined as follows. When 
modifying the interval associated with a vertex i for moving from a solution I to a 
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neighbor solution I' € N2(I), we consider all vertices j such that \I(i)f]I(j)\ > 0 and 
\I(i) r\I(j)\ y£ \I'{i) (ll(j)\, and for each such vertex we insert the ordered quadruple 
(i,j, \I(i) n I(j)\,f(I)) in a second tabu list TL^. The move from a solution / to a 
solution I' is considered as tabu according to TL<i if there exists (i,j,q,r) € TLi 
such that \I(i) D I(j)\ ^ \I'(i) f) I'(J)\ = q and / ( / ' ) > r. Notice that an ordered 
quadruple (i, j , q, r) is introduced in TL2 only if q > 0, which means that we never 
impose that two intervals should not overlap since this would forbid the visit of too 
many solutions. For illustration, if we move from the 8-interval coloring / at the top of 
Figure 5.8 to a neighbor solution / ' by setting / ' ( / ) = {1,2,3,4,5,6}, then (a, / , 6,4) 
and (e,/ ,2,4) are introduced in the tabu list. While \I(b) n I(f)\ ^ \I'(b) 0 I'(f)\, 
the ordered quadruple (6,/, 0,4) does not enter the tabu list since \I(b) fl / ( / ) | = 0. 
5.3.2 Computational experiments 
We first report computational experiments on 12 DIMACS benchmark graphs having 
up to 125 vertices. These instances have also been considered in [1], and therefore 
constitute a test set on which comparisons can be made with other algorithms. For 
a detailed description of these instances, the reader can refer to [19]. 
For measuring the performance of the proposed algorithms, we also report known 
lower and upper bounds on the optimal solution. More precisely, Cangalovic and 
Schreuder in [4] have described an exact algorithm for finding the interval chroma-
tic number. It is based on the Branch-and-Bound principle. An initial lower bound 
LB(G) on XintiG) is obtained by determining a clique of maximum total weight, using 
a variation of the algorithm proposed in [18]. Also, an initial upper bound UB(G) 
on Xint(G) is obtained by using the heuristic algorithm proposed in [3]. Moreover, 
two truncated Branch-and-Bound algorithms for the ICP are proposed in [1]. Both 
algorithms are run with a time limit of one hour. Their output is either the optimal 
value (i.e., the interval chromatic number), or an upper bound on Xint{G). 
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When using TABUi or TABU2, we start the search with k = UB(G). Then, as 
explained at the beginning of Section 5.3, we decrease k by one unit if a legal (k — 1)-
interval coloring is found, and this process is repeated until a time limit of 20 minutes 
is reached. All tests were performed on an Intel(R) Core(TM)2 cpu 6400/2.13GHz. 
According to preliminary experiments, the duration of a tabu status for the first 
tabu list is randomly chosen at each iteration in the interval [\/ft|V|, 3 \A|V| ] while 
the interval [||V|^/maxiGvu;j , §|V|^/maxjey Wi ] is used for the second tabu list. A 
better tuning of these parameters is certainly possible, but the chosen values turned 
to be the best for our limited test set. 
The three first columns of Table 5.1 contain the name of the instances, their number n 
of vertices, and their number m of edges. The next column indicates the largest vertex 
weight (column labeled "max w") which also corresponds to the number of different 
vertex weights. We then report the value of the lower and upper bounds LB(G) and 
UB(G) (columns labeled "LB" and "UB") mentioned above. Column labeled "Trunc 
BB" contains the best upper bound obtained in [1] with one of the two truncated 
Branch-and-Bound algorithms. When a proof of optimality was obtained, we use 
bold numbers. The next three columns contain the results obtained using TABUi. 
120 
We ran TABUi five times on each graph, and columns "Best", "Worse" and "Average" 
contain the best, the worse and the average solution values we have reached. Again, 
we use bold numbers when a solution produced with TABUi is known to be optimal 
(because it reaches the lower bound LB(G) or is equal to an optimal value reported 
in column "Trunc BB"). The last three columns contain the same information for 
TABU2. The last line contains average numbers for each column. 
We observe that both algorithms produce better results than those reported in [1] 
(column "Trunc BB"). We cannot conclude from these 12 benchmark problems that 
TABU2 is better than TABUi- However, we can observe that the use of Theorem 
5.2.1 for avoiding the visit of equivalent solutions has helped to reduce the number 
of colors to 152 for instance DSJC125.9g and to 125 for R100_9g. Although TABU2 
is in average slightly better than TABUi, it could never reach a 95-interval coloring 
for R75_9g, while such a solution was obtained on three of the five runs with TABUi. 
While experimenting TABUi and TABU2 on other instances, we have noticed that 
TABU2 tends to produce better results than TABUi only on instances in which the 
vertices have almost all the same weights. To illustrate this fact, we now report results 
obtained on a second set of instances and then give a possible explanation of this 
observation. 
Given a positive integer n, a real number p e [0,1] and a set ft of positive integers, 
a random graph Gn,P,n contains n vertices, all n(n — l ) / 2 ordered pairs of vertices 
have a probability p of being linked by an edge, and the weight uj{ of a vertex i is 
chosen randomly according to a uniform distribution in Q. We have generated such 
random graphs with n = 100,125 and 250, p = 0.5, and with three different weight 
sets Qi = {7,9}, Q2 = {5, 7,9,11} and Q3 - { 1 , 3 , 5 , 7,9,11,13,15}. For each triplet 
(n,p, f2j), four graphs were created and we have then run TABUi and TABU2 five 







fii o.2 n3 
Figure 5.9 - Experiments on random graphs with various weight sets. 
each set fij we give the average number of colors used by TABUi and TABU2 on the 
sixty runs (five runs on each of the twelve graphs), the plain line being for TABUi 
and the dotted one for TABU2. We observe that TABU2 is better than TABUi with 
the weight sets f2i and fi2, and worse with O3 which contains many different weights. 
Given a k-interval coloring / , the solutions I' in N2(I) are obtained from / by as-
signing a new interval I'(i) to an endpoint j of a conflicting edge so that \I(i) D 
I(j)\ 7̂  \I'{i) l"11'(j)\ f°r a^ least one conflicting edge [i,j]. As observed in Section 
5.3.1, this is a sufficient condition to ensure that there is no solution equivalent 
to / in A ^ / ) . The condition is however not necessary since it may happen that 
\I(i) fl I(j)\ = \I'(i) n I'(j)\ for all conflicting edges [i,j] while the existence of a 
vertex f with \I(i)f)I(j')\ 7̂  \I'(i)C)I'(j')\ makes I' not equivalent to / . In summary, 
it may happen that many solutions in Ni(I) but not in N2(I) are not equivalent to 
/ and we now show that this turns to be particularly true when the weights on the 
vertices have many different values. 
Consider any conflicting edge [i,j] and assume first that I(i) <£l(j) and I(j) <£l(i). 
Then there is only one change of I(i) to I'{i) which gives \I(i) C\I(j)\ = \I'(i)r\I'(j)\ 




then \I(i) D I(j)\ = \I'(i) n J'(j)| only if I'{i) = {8,9,10}. The situation is different 
when I(i) C J(ji) or /(j) C I(i). Indeed, there are then \ui — Uj\ possible ways of 
changing I(i) to I'(i) so that \I(i) fl I(j)\ = \I'(i) fl I'(j)l- If [*>.?'] is the unique 
conflicting edge, then none of these solutions belong to A^2(I) while there all belong 
to Ni(I) and are possibly all non equivalent to I. For example, if I(i) = {4,5,6} 
and I(j) = {3,4,5,6,7,8}, then the solutions obtained by setting minj(i) = 3, 5 or 
6 do not belong to N2(I) while the existence of a vertex f not adjacent to i with 
I(j') = {6,7,8} is sufficient to prove that I' is not equivalent to I if min/(?') is set 
equal to 3,5 or 6. 
In summary, the number of solutions I' in Ni(I) not equivalent to / and not in N2(I) 
is proportional to the values \uii — Uj\ of the conflicting edges [i,j]- Such values are 
small only when the weights on the vertices are almost all the same, which gives a 
possible explanation of the curves in Figure 5.9. 
A better neighborhood for tabu search would contain all solutions in N: (I) which are 
not equivalent to / , but this would increase the computational complexity. Indeed, 
for the endpoint i of a conflicting edge, one can test in 0(|V|) whether a change of 
I(i) to a new interval I'(i) gives a solution / ' equivalent to / . Hence, such a neigh-
borhood could be generated with a time complexity in 0(F(I)\V\k), where F(I) 
denotes the number of endpoints of conflicting edges in a /c-interval coloring / . While 
F(I) E 0(|V|) (which gives a theoretical time complexity in 0(|V|2A;), F(I) typi-
cally contains only few vertices which gives a time complexity in 0 ( | V|/c) in practice. 
For comparison, the generation of A^(/) can be performed in time complexity in 
0(F'(I)k), where F'(I) denotes the number of conflicting edges in I. This is theo-
retically in 0(\E\k) but typically in 0(k) since the number of conflicting edges in 
TABUi reduces very quickly to a few units. 
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5.4 Conclusion 
Two fc-interval colorings I\ and I2 are said equivalent if there is a permutation IT of the 
integers 1, • • • , k such that £ G I\{i) if and only if n(£) G fyi) for all vertices i G V. 
We have shown that a necessary and sufficient condition for such an equivalence is to 
have |ii(i) n i i ( j ) | = \h(i) ^h(j)\ for all vertices i and j . Hence, equivalent solutions 
to the A;-ICP are easy to recognize and we have shown that a tabu search algorithm 
for the k-IGP can possibly be improved by forbidding the visit of equivalent solutions. 
While the two proposed tabu search algorithms produce reasonably good results in 
comparisons with those published in [1], we do not argue that they constitute the best 
possible algorithms for the ICP. The experiments reported in Section 5.3.2 should 
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CHAPITRE 6 : UNE APPROCHE DE 
PROGRAMMATION EN NOMBRES ENTIERS 
POUR LA RESOLUTION D'UN PROBLEME 
D'HORAIRE 
6.1 Introduction 
Les problemes de planification d'horaires sont nombreux et tres diversifies et les 
approches de resolution varient enormement selon le type de problemes rencontres. 
Dans ce chapitre, nous considerons un cas particulier de ces problemes qui consiste 
a attribuer des activites, de diverses natures a des quarts de travail fixes, i.e leurs 
heures de debut et de fin et leurs heures de pauses sont connues et fixees. A notre 
connaissance les approches utilisees pour ce genre de probleme font toutes appel 
a des methodes de resolution de programmes lineaires en nombres entiers (PLNE) 
utilisant la generation de colonnes. L'approche de resolution que nous proposons, 
quoi que reposant elle aussi sur un PLNE, utilise un nouveau type de modele base sur 
deux problemes de flot dans un reseau. Le modele propose en plus de son efficacite 
a l'avantage de pouvoir etre facilement mis en application en utilisant des outils 
generiques de resolution pour le PLNE. 
Dans la premiere section de ce chapitre, nous presentons une description du probleme 
que nous proposons de resoudre. La section suivante expose une revue des travaux 
presentes dans la litterature concernant des problemes similaires a celui que nous 
etudions. La troisieme section presente un algorithme heuristique base sur la me-
thode tabou ainsi qu'une approche permettant de reduire la taille du probleme. Nous 
poursuivons ensuite en presentant notre modele et ces differentes variantes, lesquels 
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sont une extension des approches utilisees pour reduire la taille du probleme. La 
cinquieme section est consacree a la presentation des experimentations numeriques 
que nous avons menees et a la discussion des resultats obtenus. Finalement, nous 
terminons par une breve conclusion. 
6.2 Description du probleme 
La plupart des problemes de planification d'horaires vise a definir des quarts de 
travail pour une periode donnee et a assigner ces quarts a des employes. Le probleme 
consiste alors a choisir parmi un vaste ensemble de types de quarts possibles ceux qui 
permettront de repondre au mieux les objectifs fixes tout en respectant un certain 
nombre de contraintes. Ce que Ton retrouve generalement dans la litterature est le 
cas ou un seul type de travail (activite) est effectue a Finterieur d'un meme quart 
de travail : on parle alors d'un contexte mono-activite. Dans le cas plus rarement 
etudie ou plusieurs types d'activites sont possibles a Finterieur d'un meme quart de 
travail, on parlera de contexte multi-activites. Dans un contexte multi-activites, le 
nombre de quarts possibles devient souvent tres grand et il est commun de separer 
le probleme en deux phases : la premiere determine le debut et la fin des quarts, les 
periodes de pause et F employe qui effectuera le quart de travail; la deuxieme phase 
consiste a assigner les activites qui rempliront les quarts fixes a la premiere phase. Le 
probleme etudie dans ce chapitre est un cas assez typique de ceux qui doivent etre 
resolus lors de cette deuxieme phase. Dans cette section, nous decrivons en detail 
le probleme auquel nous nous sommes attaque et nous presentons ensuite quelques 
definitions qui nous serviront au fil des sections suivantes. 
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6.2.1 Le contexte multi-activites avec quarts de travail fixes 
Le probleme d'attribution d'activites a des quarts de travail vise a assigner un certain 
nombre de taches a des quarts pre-deter mines. Un horizon de planification est decoupe 
en tranches de temps de duree egale que nous appelons periodes. Pour une periode 
t donnee, on trouve, pour chaque activite a, une demande de couverture 8at. Un 
quart est divise en pieces de travail qui sont des sequences de periodes de travail sans 
pause, les heures de debut et de fin de ces pieces de travail sont connues et fixees. 
Chaque quart de travail doit etre comble par des blocs d'activite (i.e. une suite de 
periodes consecutives ou une seule activite est presente). Les blocs d'activite doivent 
durer un minimum de temps dmin,a,t et ne doivent pas depasser une certaine duree 
dmax,a,t- Ces deux valeurs dependent du type d'activite et de la periode a laquelle elle 
debute. De plus, a chaque quart q est associe un ensemble d'activites Aq permises 
durant le quart, qui correspond aux qualifications de l'employe affecte au quart. On 
dit qu'il y a une transition quand, a l'interieur d'une meme piece de travail, on passe 
de l'activite a pour la periode t a une autre activite a' j^ a a la periode t + 1. L'objectif 
est de remplir les quarts de sorte a minimiser la sous-couverture, la sur-couverture 
et aussi de minimiser le nombre de transitions. Une sous-couverture (resp. une sur-
couverture) est le manque (resp. surplus) d'une unite de demande pour une activite 
durant une periode. Plus precisement, soit z(x) l'objectif de la solution x, r le nombre 
de transitions et xaqt une variable valant 1 si l'activite a est assignee au quart q a 
la periode t et 0 sinon. Si A est l'ensemble des activites, Q l'ensemble des quarts, 
T l'ensemble des periodes de l'horizon et Tq l'ensemble des periodes appartenant au 
quart q 6 Q, on a : 
z = ct-r + ^ 'Ylicuc • max{0, 6at - ^ xaqt} 
t£T adA q&Q\t£Tq 
+ coc • max{0, ^2
 X"qt ~ &<*}) (6-1) 
q£Q\t&Tq 
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ou cuc est le cout associe a une sous-couverture, coc le cout associe a une sur-couverture 
et ct est la penalite imposee pour chaque transition d'une activite a une autre a 
l'interieur d'une meme piece de travail dans un quart. 
6.2.2 Definitions 
Nous introduisons ici un certain nombre de definitions et quelques variables de de-
cision. Celles-ci serviront a exposer les differentes methodes elaborees pour resoudre 
le probleme ainsi qu'a presenter les differentes approches que Ton retrouve dans la 
litterature dans un contexte unifie. 
- P, l'ensemble des pieces de travail; 
- Q, l'ensemble des quarts de travail; 
- A, l'ensemble des activites; 
- Aq, l'ensemble des activites permises durant le quart q € Q; 
- T, l'ensemble des periodes ; 
- B, l'ensemble des blocs d'activite respectant les durees minimale et maximale; 
- Spat l'ensemble des blocs de la piece p couvrant l'activite a et commengant a la 
periode t; 
- Epat l'ensemble des blocs de la piece p couvrant l'activite a et terminant a la periode 
- Sat, demande pour l'activite a a la periode t € T; 
- Xf,, variable de decision valant 1 si le bloc b appartient a la solution, 0 sinon; 
- uat, variable entiere correspondant au nombre de sous-couvertures pour l'activite 
a a la periode t; 
- oat, variable entiere correspondant au nombre de sur-couvertures pour l'activite a 
a la periode t; 
- cuc, cout pour une sous-couverture; 
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- coc, cout pour une sur-couverture; 
- Ct, cout pour une transition. 
Notons que selon la description faite du probleme d'attribution d'activites a des 
quarts de travail, les ensembles B, Spat et Epat sont determines par les durees mini-
males et maximales dminAtt et dmaxA,t- Cependant, pour le reste du chapitre, nous 
utiliserons uniquement les ensembles B, Spat et Epat et les methodes presentees pour-
raient tout aussi bien s'appliquer a d'autres types de restrictions sur l'ensemble des 
blocs permis. 
6.3 Revue de litter at ure 
Dans cette section, nous faisons une revue des travaux pertinents portant sur deux 
types de problemes de planification d'horaires et sur un probleme d'ordonnancement 
dont revolution des approches de resolution presente des similitudes avec notre de-
marche. Le premier type de probleme considere porte sur la construction de quarts 
de travail. Le deuxieme type etudie est celui qui a ete presente a la section pre-
cedente. Finalement, nous presentons un certain nombre de travaux portant sur le 
probleme visant a minimiser la somme ponderee des retards lors de l'ordonnancement 
des taches sur une machine, lesquels presentent des caracteristiques de modelisation 
similaires aux modeles que nous presenterons a la quatrieme section de ce chapitre. 
6.3.1 Construction de quarts de travail 
Les premiers travaux sur la construction de quarts de travail ont ete presentes par 
Dantzig (1954) et portaient sur des problemes precedemment consideres par Edie 
(1954) qui sont de nature mono-activite. Dantzig a presente une formulation basee 
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sur un modele de recouvrement d'ensemble generalise dans lequel chaque quart pos-
sible est represente explicitement par une variable de decision. Plus precisement, on a 
Q l'ensemble des types de quarts possibles et a chaque element u de cet ensemble est 
associe une variable entiere 0^ indiquant combien de quarts possedant les caracte-
ristiques de u> doivent se retrouver dans la solution. De plus, on definit un coefficient 
aiv,t indiquant si un travail est accompli par le type de quart u 6 ft a la periode 
t G T. En representant par St le nombre d'unites de travail requis a la periode t et en 
considerant que l'objectif du probleme est de minimiser le nombre de quarts, Dantzig 
a propose la formulation mathematique suivante : 
min ^ 0 , (6.1) 
sujet a : 
$> w ,*e w >5*, W£
T (6-2) 
wen 
Gw entier, \/u G Q. (6.3) 
Ce modele a le merite d'etre simple tout en permettant une grande souplesse sur le 
type de quarts possibles. De plus, le modele peut s'etendre a de nombreux contextes, 
notamment, comme nous le verrons, au cas multi-activites. Le nombre de variables 
necessaires est generalement tres eleve et le devient d'autant plus que les parametres 
definissant un quart sont nombreux. C'est le cas par exemple si ceux-ci peuvent etre 
composes de differents types d'activites. Cette approche a servi de base a plusieurs 
travaux subsequents. 
Une approche alternative a l'enumeration explicite des quarts de travail est d'utiliser 
des variables et des contraintes pour modeliser implicitement certaines caracteris-
tiques du quart, le but cherche etant de diminuer la taille des problemes. Une pre-
miere approche dans ce sens a ete proposee par Moondra (1976) alors qu'il travaillait 
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sur des problemes ou certains quarts avaient une flexibilite quant a leur debut et leur 
longueur. Cette flexibilite a ete modelise a Faide de variables defmissant les temps de 
debut et de fin de quart et un ensemble de contraintes forgant le respect des durees 
maximale et minimale de ces quarts. 
Bechtold et Jacobs (1990) ont propose une approche differente permettant de reduire 
le nombre de variables en representant implicitement le placement des pauses. Dans 
les problemes qu'ils ont considered, les types de quarts sont definis par trois para-
metres : l'heure de debut du quart, la duree du quart et l'heure de debut de la pause 
unique de duree fixe. Leur technique permet d'eliminer le temps de debut de la pause 
des parametres a considerer lors de remuneration des variables 0^ representant le 
nombre de quarts d'un certain type a utiliser. Si certaines conditions sont respectees, 
le placemement de la pause peut etre efiectue a l'aide de variables indiquant combien 
de pauses commencent a chaque periode de Fhorizon de planification. Ces variables 
sont liees aux variables de type de quart a l'aide de contraintes speciales dites en 
avant et en arriere. 
Differentes approches de representation implicite ont aussi ete proposees par Thomp-
son (1995), Aykin (1996, 1998, 2000) et Rekik et al. (2004). Ces differents travaux 
ont permis d'etendre la gamme de problemes pouvant etre modelises a l'aide d'une 
representation implicite. 
6.3.2 Le probleme d'attribution d'activites a des quarts de 
travail 
Les approches connues de resolution pour ce type de probleme considerent le pro-
bleme presente a la section precedente comme la structure principale des differentes 
variantes du probleme qu'elles ont a resoudre. Elles utilisent, pour l'essentiel, le meme 
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modele de base auquel viennent se greffer differentes modifications et ajouts permet-
tant d'etendre l'ensemble de variantes du probleme pouvant etre resolues. Ce modele 
de base represents justement une partie commune de ces variantes qui correspond au 
probleme d'attribution d'activites a des quarts de travail tel que nous l'avons defini. 
Le souci de presenter un modele de base souple pouvant facilement integrer l'ajout 
de nouvelles contraintes a oriente la recherche dans ce domaine vers des approches 
basees sur la generation de colonnes, ainsi un grand nombre de contraintes complexes 
peuvent etre transferees au niveau des sous-problemes. 
Omari (2002) a propose un algorithme heuristique permettant de resoudre le pro-
bleme d'attribution d'activites a des quarts sur un horizon continu pour les contro-
leurs aeriens. Suivant l'approche de recouvrement d'ensembles generalise proposee 
par Dantzig, on definit £lq l'ensemble des assignations possibles d'activites pour le 
quart fixe q E Q. Un quart auquel on ajoute une attribution d'activites pour toutes 
ses periodes est un quart rempli. A chaque element LU de cet ensemble est associe une 
variable de decision @w indiquant si le quart rempli u est present dans la solution. 
De plus, un cout cw est associe a ce quart rempli. On definit aussi un coefficient a^at 
indiquant si l'activite a G A est couverte par le quart rempli u € 0, a la periode 
t € T. Pour ce probleme, on impose une penalite si la demande n'est pas atteinte ou 
si elle est excedee. Omari propose done la formulation mathematique suivante : 
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(6.4) 
qeQ uieilq aeA teT aeA teT 
sujet a : 
Y2 Y2 a^t®" + u^ ~ °<>t = <̂ *> Va G ,4, Vt e T (6.5) 
qeQ uJ€Qq 
Y, 0 , = 1, Vg G Q (6.6) 
e,6{o, i} ,vwen (6.7) 
uat, oat entier, Va G A, W G T. (6.8) 
Le probleme consistant a resoudre la relaxation lineaire de ce modele est appele le 
probleme maitre, dans le cas ou on n'utilise qu'un sous-ensemble des variables Ow on 
parle de probleme maitre restreint. Une approche de generation de colonnes, imbri-
quee dans une methode de separation et devaluation progressive, est utilisee pour 
trouver des solutions entieres et contourner la difficulte associee au grand nombre de 
variables 0W . Ainsi, pour chaque quart q G Q, un probleme de plus court chemin 
est utilise pour generer une nouvelle colonne, i.e. une variable 0 ^ de l'ensemble Qq 
de plus petit cout reduit. Certaines aretes de ce graphe modelisent une transition et 
ont un cout de c t, d'autres modelisent l'assignation d'une activite a une ou plusieurs 
periodes du quart q. Ann que le probleme de plus court chemin revienne a trouver la 
colonne de plus petit cout reduit, chaque arete e representant une assignation se voit 
attribuer un cout determine par les valeurs des variables duales qui correspondent 
aux contraintes (6.5). 
Lors de la resolution de la relaxation lineaire d'un nceud de l'arbre de branche-
ment, si toutes les colonnes presentement introduites dans le probleme maitre ont 
un cout reduit positif ou nul, alors les sous-problemes de plus court chemin sont 
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resolus afin de generer de nouvelles colonnes ayant un cout reduit strictement negat-
fif. Si, a ce moment, tons les sous-problemes generent des solutions non negatives, 
alors la relaxation lineaire du noeud est optimale. Dans ces travaux, Omari utilise 
deux resources pour modeliser les contraintes de duree maximale, les sous-problemes 
resultant sont des problemes de plus court chemin avec ressources (voir Irnich et 
Desaulniers 2005). Notons qu'a l'exception des contraintes modelisees avec des res-
sources, ces sous-problemes peuvent se formuler comme un programme lineaire et 
que ces formulations peuvent etre combinees et ajoutees a une version modifiee du 
probleme maitre pour obtenir un PLNE qui est une formulation implicite du pro-
bleme d'attribution d'activites a des quarts de travail. Une formulation implicite 
complete pourrait etre obtenue en ajoutant des contraintes pour faire respecter les 
durees maximales d'affectation a une meme activite. 
Au dela de ce modele de base, Omari ajoute plusieurs autres contraintes dont nous 
ne parlerons pas. Une heuristique de decomposition temporelle est aussi utilisee pour 
decouper les problemes en une suite de problemes plus petits. Se basant sur les 
travaux d'Omari, Vatri (2001) et Bouchard (2004) ont generalise cette technique 
pour permette d'etablir, pour chaque jour de travail de Femploye, l'heure de debut 
et de fin de son quart de travail pour cette journee, de definir les periodes de pauses 
et d'assigner des activites a ces quarts. 
6.3.3 Ordonnancement sur une machine 
On retrouve dans Bigras (2008) une presentation de revolution des modeles de 
PLNE qui met en evidence un developpement similaire a celui que nous proposons 
dans ce chapitre. Ce developpement consiste a reconnaitre qu'un certain nombre de 
contraintes dans la formulation correspondent a un probleme de not et ensuite a 
remplacer ces contraintes par les contraintes du probleme de not correspondant afin 
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de diminuer le nombre d'elements non mils dans la matrice. Le probleme considere 
est celui de minimiser la somme ponderee des retards pour rordonnancement d'une 
machine (1|| ^WjTj), en particulier le cas, similaire au probleme qui nous interesse, 
ou l'horizon de planification est discretise en T periodes. Dans ce contexte on peut 
definir les variables binaires Xjt valant 1 si la tache j commence a la periode t et 0 
sinon et on pose Cjt le cout associe a cette variable. Le probleme comporte n taches, 
chacune ay ant une duree pj, et la periode t commence a t — 1 et se termine a t. 
En utilisant ces definitions, on peut presenter le modele propose par Dyer et Wolsey 
(1990) de la maniere suivante : 
n T-pj + l 
min 1 ] 5Z Wo* (6-9) 
j=l t=\ 
sujet a : 
T-Pi + l 
J2 xjt = l, j = l,...,n (6.10) 
t=\ 
n t 
Y, Yl xis<h t=l,...,T (6.11) 
j = l s-t-pj+l 
Xjt e {0,1}, j = l,...,n,t = l,...,T-Pj + l. (6.12) 
Nemhauser and Wolsey (1988) ont observe que si Ton relaxe les contraintes (6.10), le 
probleme resultant est un probleme de plus court chemin dans un reseau. Le modele 
suivant est une formulation equivalente au modele precedent mais ayant une matrice 
moins dense. Cette derniere est obtenue en remplacjant les contraintes (6.11) par les 




sujet a : 
T-p,-+l 
J^ ^ = 1, i = l, . . . ,n (6.14) 
n 
YJ
xn + ei<1^ (6-15) 
i= i 
n n 
^T xjit-Pi + et_i - ^ x i t - et = 0, t = 2 , . . . , T (6.16) 
j = i 3=1 
y^Xj,r-Pj+i + eT < 1, (6.17) 
J=I 
x i t € { 0 , l } , j = l , . . . , n , t = l , . . . , r - P j + l. (6.18) 
ou et est une variable de decision qui modelise un temps mort sur la machine pour 
la periode t. Ces variables sont necessaires pour conserver l'equivalence entre les 
deux modeles mais pourraient etre enlevees puisqu'il existe toujours une solution 
optimale sans temps mort. C'est cette idee de remplacer certaines contraintes par 
des contraintes de conservation de not afin de reduire la densite de la matrice qui 
sera repris dans ce chapitre dans le but d'accelerer la resolution des modeles de PLNE 
proposes. 
6.4 Algorithme base sur la methode tabou 
Dans cette section, nous presentons un algorithme base sur la methode de recherche 
tabou (voir Glover et Laguna 1997) pour resoudre une version simplifiee du probleme 
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d'assignation d'activites a des quarts de travail. Le probleme est simplifie en suppo-
sant qu'une solution sans sous/sur-couverture existe. Nous presentons aussi quelques 
methodes permettant de reduire la taille du probleme. 
6.4.1 Apergu de la methode 
L'algorithme propose est base sur une methode tabou. L'espace des solutions est 
compose de deux classes de solutions distinctes. D'abord Si l'ensemble des attribu-
tions d'activites respectant les durees minimales et maximales d'affectation et S*2 
l'ensemble des assignations d'activites pouvant violer les durees minimales et maxi-
males d'affectation mais ne generant aucune sous-couverture (en realite certaines 
sous-couvertures, dites inevitables, seront permises, nous en parlerons plus loin) et 
aucune sur-couverture. Une solution de la methode est un point dans Si x S2, c'est-
a-dire la combinaison d'une solution dans Si et d'une solution dans S2. Une solu-
tion x (resp. y) est exprimee par les variable xaqt (resp. yaqt) valant 1 si l'activite a 
est assignee au quart q a la periode t et 0 sinon. Le cout z'(x, y) d'une telle paire 
(x, y) € Si x 5*2 est : 
z'(x, y) = ct • r + J ] X^ ] C lXa("' ~ V^t\{coc + cuc) (6.1) 
q&Q teTq aeA 
ou r est le nombre de transition dans la solution x. La valeur de z'(x,y) n'est pas 
identique a z(x) mais z'(x,y) est une borne superieure sur z(x) lorsque S2 7̂  0. On 
peut se convaincre de cela en constatant que si, a la periode t dans la solution x, 
il y a k sur-couvertures pour l'activite o alors puisque S2 ^ 0 ces k sur-couvertures 
generent k sous-couvertures sur certaines des autres activites. De plus, puisque k' = 
Y,qeQ \xaqt ~ Uaqt\ > Y^qeQ^^qt ~ Vaqt) = k, ces k sur-couvertures et sous-couvertures 
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qui ont un cout de k(cuc + coc) dans z(x) generent un cout plus grand ou egal de 
k'(cuc + coc) dans z'(x,y). II en est ainsi pour toutes les autres sur-couvertures et 
pour toutes les periodes. Notons aussi que z et z' ne sont pas toujours identiques, 
soit x,y deux solutions realisables ayant r transitions telle que z(x) = z(y) — rct 
(pas de sur-couverture et de sous-couverture), si l'assignation pour la periode t est 
(qi, ai), (q2, a2) pour x et (qu a2), (<?2, ai) pour y alors z'(x, y) > z(x) + 2(coc + cuc). 
L'algorithme 6.1 decrit l'algorithme de recherche tabou que nous avons developpe 
pour resoudre le probleme d'attribution d'activites a des quarts de travail. 
6.4.2 Exemple 
Avant de presenter les details de la methode, nous proposons un exemple (voir figure 
6.1) qui permettra d'illustrer les differents types de reseaux utilises pour la resolution 
du probleme. Dans cet exemple, l'horizon d'optimisation est decoupe en neuf periodes 
t\,...,tg, deux pieces de travail {^1,^2} s o n t planifiees et deux types d'activites 
{ai)02} sont possibles. La premiere piece couvre les periodes tx a t6 et quatre blocs 
peuvent etre assignes a cette piece : 
- le bloc b\ couvrant l'activite a\ pour les periodes t\ a t3 ; 
- le bloc b2 couvrant l'activite a,\ pour les periodes ty a t±; 
- le bloc 63 couvrant l'activite a2 pour les periodes t4 a t6; 
- le bloc &4 couvrant l'activite a2 pour les periodes t5 a t&. 
La deuxieme piece couvre les periodes t^ a t9 et quatre blocs peuvent etre assignes a 
cette piece : 
- le bloc b5 couvrant l'activite a\ pour les periodes £4 a te ; 
- le bloc &6 couvrant l'activite a\ pour les periodes t± a t-j; 
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Algorithme 6.1 TabouSched : Algorithme de recherche tabou pour le probleme 
d; attribution des activites. 
1. Determiner les periodes de sous-couverture et de sur-couverture inevitables; 
2. Appliquer les techniques de reduction; 
3. Generer une solution initiale s2 G S2 
4. Generer une solution initiale Si € -Si qui minimise z' pour s2. 
5. Etablir z* = z'(si,s2). 
tant que la limite de temps n'est pas atteinte effectuer 
6. Obtenir la meilleure solution non taboue (x, y) £ Si x 52 dans le voisinage de 
(si,s2). 
7. Obtenir la meilleure solution (x',y') G Si x 52 dans le voisinage de (si, s2). 
si z'(x',y') < z* alors 
8. (si,s2) = {x',y'). 
sinon 
9- (si,s2) = {x,y). 
fin si 
10. Mettre a jour les graphes permettant d'explorer Si et S% ; 
11. Mettre a jour la liste tabou L. 
fin tant que 
- le bloc 67 couvrant l'activite a2 pour les periodes t-j a £9 ; 
- le bloc 6g couvrant l'activite a2 pour les periodes t$ ktg. 
La demande pour l'activite a\ est de 0 pour les periodes ig et tg, de 1 pour les periodes 
t\ a t3 et £5 a £7 et de 2 pour la periode ^4. La demande pour l'activite a2 est de 0 
pour les periodes ti a £4 et pour la periode £7 et de 1 pour les autres periodes. Notons 
que l'ensemble des blocs permis a ete determine a priori et n'est pas genere par les 
durees minimales et maximales dmin,a,t e^ dmax^t qui ne sont d'ailleurs pas defmies. 
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La seule solution s* qui permet de couvrir la demande est d'utiliser les blocs 62, 64, b^ 
et bg. 
6.4.2.1 Initialisation 
La phase d'initialisation a deux objectifs, soit de determiner les periodes ou les sous-
couvertures et les sur-couvertures sont inevitables et trouver une solution initiale 
realisable. Ces objectifs correspondent a la premiere et la troisieme etape de l'algo-
rithme 6.1. 
6.4.2.2 Sous-couvertures et sur-couvertures inevitables 
Nous cherchons ici simplement a determiner si, pour chaque periode t, la somme des 
demandes St — YlazA ^at est egale au nombre de quarts qt faisant de la couverture 
a cette periode. Nous definissons le nombre de sous-couvertures inevitables pour la 
periode t : ut = max{0, 5t — qt} et le nombre de sur-couvertures inevitables pour la 
periode t : ot — max{0, qt — St}. On voit que le nombre total des sous-couvertures 
moins le nombre total de sur-couvertures est egal a ~Y^t^T{ut — ot), c'est a dire que 
si le nombre de sous-couvertures est ut + k alors le nombre de sur-couvertures est 
ot + k. Pour verifier cette affirmation, on definit, pour la periode t, 8t,c le nombre 
de demandes couvertes, 5t,u le nombre de demandes non couvertes, qtjC le nombre de 
quarts couvrant une demande, g t0 le nombre de quarts faisant de la sur-couverture, et 
on suppose que le nombre de sur-couvertures est ot + k'. Puisque le nombre d'activites 
couvertes egale le nombre de quarts couvrant des activites, on a q^c — 8t,c, posons 
ut + k = St,u = 8t - 8t}C et ot + k' = qUo = qt - qUc alors ut + k - (ot + k') = 
8t — qt + qt,c — 8t,c = ut — ot ainsi k = k'. Dans notre algorithme nous traiterons de facon 
speciale ces sous et sur-couvertures inevitables et elles ne seront pas considerees dans 
l'objectif. Ainsi le nombre de sous-couvertures potentiellement evitables est identique 
au nombre de sur-couvertures potentiellement evitables. 
Piece pi 
h h h 
PP>i 
Piece P2 
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Figure 6.1 - Exemple d'un probleme d'assignation d'activites a des quarts. 
144 
6.4.2.3 Solution initiate 
La solution initiale s2 est obtenue par affectation successive, c'est-a-dire les affecta-
tions sont effectuees successivement, une periode apres l'autre, en commencant par 
la premiere. A chaque periode est associe un probleme de couplage dans un graphe 
biparti Gt(Vi, 14, E), un couplage parfait de poids minimal determine les attributions 
d'activites pour la periode t. Les ensembles Vi et 14 sont divises en deux parties, soit 
la partie de couverture et la partie de sous-couverture (voir figure 6.2). Dans la partie 
de couverture, on retrouve, dans 14, un nceud pour chaque unite de demande a la 
periode t (ensemble 14) et, dans 14, un noeud pour chaque quart disponible pour faire 
de la couverture a la periode t (ensemble Vq). Dans la partie de sous-couverture, on 
retrouve, dans 14, un nceud pour chaque unite de demande a la periode t (ensemble 
14) et, dans Vi, un nceud pour chaque quart disponible pour de la couverture a la 
periode t (ensemble 14). II existe une arete (i,j), i £ 14 et j £ Vq si l'affectation de 
l'activite correspondant a la demande du nceud i est possible pour le quart associe 
a j . Ces aretes represented l'affectation de l'activite associee k i an quart associe a 
j pour la periode consideree. On ajoute aussi, pour chaque unite de demande, une 
arete entre le representant de cette demande dans Va et celui dans 14- Ces aretes per-
mettent la sous-couverture de cette demande. De fa<jon similaire, il existe une arete, 
pour chaque quart disponible pour de la couverture a cette periode, entre le repre-
sentant de ce quart dans Vq et celui dans 14. Ces aretes permettent la sur-couverture. 
II est a noter qu'il n'y a pas d'activite associee a cette sur-couverture. La nature de 
ces affectations est determinee a la fin en essayant de minimiser la non realisabilite. 
Finalement, le sous-graphe induit par les ensembles de nceuds 14 et 14 est un graphe 
biparti complet afin d'assurer qu'il existe un couplage parfait dans la partie de sous-
couverture. Pour privilegier la couverture a la sous-couverture, un poids de un est 
mis sur les aretes entre Va et 14- Le probleme revient a trouver un couplage parfait 
de poids minimal. 
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La figure 6.2a illustre un exemple ou, pour une periode, il y a une demande pour l 'ao 
tivite Oi, une demande pour l'actvite a2 et ou les quarts q\ et q2 n'ont les competences 
que pour la tache a,\. La solution representee par les aretes en plus gros traits corres-
pond a l'assignation {qx, a{) et [q2l a determiner). Cet exemple illustre un autre type 
de sous-couverture/sur-couverture inevitable (dans des cas comme celui-la, chaque 
sous-couverture sera accompagnee d'une sur-couverture) dont Ton tiendra compte. 
La figure 6.2b est un autre exemple, ou dans ce cas, il y a sous-couverture inevitable, 
la solution representee est (qi, a3) et (q2, o-i). Pour finir, notons, que Ton obtient ainsi, 
pour chaque periode, une borne inferieure sur le nombre de sous-couvertures pour 
cette periode. 
a b) 
Figure 6.2 - Deux exemples de reseau pour une periode lors de l'assignation initiale. 
Pour trouver s\ on resoudra \m probleme de plus court chemin pour chaqiie piece de 
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travail. Pour la piece p du quart q, ce probleme est defini sur un graphe GP(V, E) (voir 
figure 6.3) qui contient, un noeud de depart, un noeud de fin et pour cheque periode 




at qui representent, 
respectivement, le debut (s) et la fin (e) de l'activite a a la periode t. II y a un arete 
e = {vativat') S^ n e x i s te un bloc h G Spat n £!p0t'. Cette arete correspond a assigner 
l'activite a a la piece p pour les periodes t a t'. Le cout de cette arete est (cuc + coc) 
multiplie par le nombre de periodes d'assignation dans la solution «2 G S2 pour la 
piecep c]ui ne sont pas a entre t et t', soit c(e) = {cuc+coc)\{t"\t < t" < t'As2mt" = 0}| 
ou S2,aqt" vaut 1 si l'assignation de la solution 5'2 a la periode t" pour le quart ^ est 
o et vaut 0 sinon. 
Figure 6.3 - Reseaux pour les quarts de l'exemple. 
De plus, il y a une arete de cout ct entre chaque paire de nceuds (vlt,v^,t+1),a 7̂  a', 
qui correspond a faire une transition entre une activite de type a se terminant a la 
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periode t et une activite de type a' commengant a la periode t + 1. Finalement il y a 
des aretes de cout 0 entre le noeud de depart et les noeuds vsatdeb lorsque tdeb,p est la 
premiere periode de la piece et il y a des aretes de cout 0 entre les noeuds veat n et le 
noeud de fin lorsque £/m,P est la derniere periode de la piece. En pratique les noeuds 
vsni et v
e
nt sont fusionnes, respectivement, au nceud de depart et au noeud de 
fin. La solution S\ est celle qui correspond, pour chaque graphe de piece de travail, 
au plus court chemin dans ce graphe. 
Par exemple supposons que Ton cherche a resoudre l'exemple presente au debut de 
cette section, la figure 6.3 represente les reseaux pour les deux pieces. La solution s* 
est representee par les aretes en traits plus epais. Supposons aussi que la solution s2 
est la suivante : pour la piece p\ on a le couple (t\, a\) representant Fassignation de 
l'activite a\ a la periode t\, de la meme fagon on a (t2, o-i), (£3, «i), (£4, ai), (*5, 02) et 
(t6,ai) et pour la piece p2 on a (t4, ai),(t5, ax), (t6,a2), (t7,ai)^ (t8,a2) et (t9,a2). Si 
c«c + coc vaut 1000, les couts des aretes sont c(bi) = 0 pour l'arete associee au bloc 
bh c{b2) = 0, c{b3) = 2000, c(64) = 1000, c(b5) = 1000, c(66) = 1000, c(b7) = 1000, 
c(b$) = 0, le cout est ct pour les aretes de transition et 0 pour les autres aretes. Le 
plus court chemin a un cout de 2000 4- 1ct et correspond a la solution c*. 
6.4.3 Voisinage 
Pour parler des voisinages, nous devons d'abord definir les graphes dans lesquels les 
solutions de S\ et de S% seront exprimees. Pour SX) les graphes sont identiques a 
ceux utilises lors de la phase d'initialisation sauf que les couts sont determines en 
utilisant la solution courante s2 au lieu de la solution initiale. Pour S2, on definit 
un graphe biparti pour chaque periode. Les graphes de periode sont tres similaires 
aux graphes de periodes vus dans la phase d'initialisation. En fait, si il n'y a pas 
de sous ou sur-couvertures inevitables, ceux-ci correspondent au sous-graphe induit 
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par les ensembles de noeuds Va et Vg (voir figure 6.4a). Dans le cas ou il y a k sous-
couvertures inevitables, on ajoute k noeuds de sous-couverture. Chacun de ces noeuds 
est relie a tous les noeuds de Fensemble Va (voir figure 6.4b ou on a une demande 
pour Oi, deux demandes pour a^ et seulement deux quarts disponibles). Dans le cas 
oil il y a k sur-couvertures inevitables, on ajoute k noeuds de snr-couverture. Chacun 
de ces noeuds est relie a tous les noeuds de Fensemble Vq (voir figure 6.4c ou on 
a une demande pour o,i, pour 0,2 et pour 03 et trois quarts doivent etre remplis). 
Finalement, si k sous-couvertures/sur-couvertures inevitables ont ete detectees lors 
de la phase d'initialisation (on rappelle que, dans ces cas, chaque sous-couverture est 
associee a une sur-couverture) on ajoute, de la meme fagon ciue decrit precedemment, 
k noeuds de sous-couverture et k noeuds de sur-couverture. Chaque arete de ce graphe 
represente soit l'assignation d'une demande d'activite a un quart, l'assignation crime 
demande d'activite a une sous-couverture ou l'assignation d'une sur-couverture a un 
quart. 
a b) c 
Figure 6.4 - Trois exemples de reseau pour une periode. 
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Le voisnage de la solution courante (si, s2) comportera un voisin pour chaque periode 
t de l'horizon d'optimisation T. Ann d'exprimer les attributions effectuees dans une 
solution s, nous defmissons la fonction d'affectation d'une piece fs,P(t) '• Tp —> Aq 
ou Tp est l'ensemble des periodes ou la piece p est disponible pour de la couverture. 
Cette fonction determine l'activite affectee a la piece p du quart q a la periode t. La 
solution (s\. s2) de ce voisinage pour la periode t a les proprietes suivantes : 
- Les attribution d'activites dans s'2 et dans s2 ne different que pour la periode t. 
Ainsi, fs'2,p(t') = fS2,p{t') pour tout t' ^ t et pour toutes les pieces p e P. 
- s'2 et s2 ne sont pas identiques, i.e. il existe au moins une piece p telle que fs' ;P(t) 7̂  
- On assigne une piece p appartenant a l'ensemble Pt des pieces disponibles pour 
faire de la couverture a la periode t la meme activite pour la periode t dans s[ et 
dans 4 On a done p e Pt => fs'^pit) = fs'2,p(t). 
- Les attribution d'activites dans s[ et dans sx sont identiques pour les pieces qui ne 
sont pas disponibles pour de la couverture a la periode t. Ainsi, p ^ Pt => fsi ,p(i') = 
- La paire de solutions {s'1,s'2) respecte les contraintes precedentes et minimise 
z'(s[}s>2). 
La solution {s'l7s2) pour la periode t est obtenue en resolvant d'abord un couplage 
de cout minimum dans le reseau Gt de la periode t pour obtenir s'2. Ensuite, pour 
chaque piece de travail p E Pt nous creons le graphe G'pta ou a — fs'2,p(t) en modifiant 
le graphe Gp afin de forcer l'attribution de l'activite fs> tP(t) a la piece p a la periode 
t. Pour ce faire, on enleve du graphe Gp toutes les aretes qui n'assignent pas l'activite 
fs'2,p(t) a la piece p a la periode t. Ensuite, si /S2,p(^) 7̂  fs'2,p(t)i
 o n soustrait cuc + coc 
au cout des aretes qui assignent l'activite fs\p(t) a la piece p a la periode t afin 
d'ajuster le cout des aretes a la solution s2. Les couts des aretes de Gt doivent etre 
determines de sorte a ce que la valeur d'un couplage dans ce graphe corresponde 
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a la, variation de z^s'^s^) par rapport a la valeur courante z'(si,S2); oil s2 est la 
solution associee au couplage et s\ la solution qu'il induit dans S\. Soit e une arete 
du graphe Gt representant l'assignation de l'activite a a la piece p pour la periode t. 
Si cette assignation ne correspond pas a l'assignation correspondante dans la solution 
courante s2 on definit le cout de e de la fagon suivante : 
- On calcule le cout ci(spp(e)) du plus court chemin spp(e) du graphe modifie G'pta 
deer it precedemment. 
- On definit le cout c(e) = ci(spp(e)) — cSl(p) ou c8l(p) est le cout du plus court 
chemin de la solution courante s\ dans le graphe Gp. 
Les aretes qui correspondent a la solution courante s2 ou a des sous-couvertures ou 
des sur-couvertures ont un cout de zero. Ainsi, le cout du couplage correspond done 
a z'(sii s2) — z'(si, S2) car le cout c(e) = c\(spp(e)) — cSl(p) de l'arete e correspond a 
la variation du cout de l'attribution pour la piece p dans la nouvelle solution (s[, s'2) 
par rapport a son cout dans la solution (si,S2)- Les affectations qui correspondent 
aux pieces n'appartenant pas a Pj restent inchangees dans s\ et s2 et ne modifient 
pas la valeur de z'. 
6.4.4 Liste tabou 
A chaque iteration, on choisit un couplage dans le graphe Gt d'une periode t. Suite a 
cela, on ajoute a la liste tabou les aretes e appartenant a ce couplage et correspondant 
a une nouvelle assignation par rapport a la solution pecedente. Les aretes taboues 
sont retirees du graphe Gt tant que leur statut tabou n'est pas leve. 
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6.4.5 Reduction de la taille du probleme 
Dans tous les cas, on peut enlever les blocs qu'il est impossible d'utiliser dans une 
piece de travail. Pour ce faire, on resout pour chaque b' G B appartenant a la piece p 
du quart q un probleme de plus court chemin. Les reseaux utilises sont les memes que 
ceux developpes pour trouver la solution initiate Si et pour lesquels un exemple est 
presente a la figure 6.3. Cependant, pour la reduction, les couts de toutes les aretes 
sont nuls a l'exception de l'arete representant le bloc b' qui a un cout de —1. Un plus 
court chemin de cout —1 dans ce graphe correspond a une assignation pour la piece 
p utilisant le bloc b'. On resout ce probleme de plus court chemin et on enleve le bloc 
b' si la valeur optimale n'egale pas —1. Dans l'exemple de la sous-section 6.4.2 pour 
lequel les reseaux sont illustres a la figure 6.3, la reduction n'enleverait aucun bloc. 
Cependant, si Ton ajoute a la piece p\ un bloc couvrant l'actvite a\ pour les periodes 
£2, H et £4, on peut se convaincre qu'il n'y aurait pas de chemin passant par l'arete 
qui serait ajoutee pour representer ce nouveau bloc. Le modele de programmation 
lineaire associe a ce probleme de flot est le suivant : 
F l ' < 
mm — xy 
sujet a : 
aeAq beSpa,tdeb 
beEpa,t-i a'eAq\{a} 
E r«'̂ * - E x" = °'Va e Avyt e T'v 
a'eAq\{a} beSpa,t 
xb G {0, l } , V 6 e Bp 







ou on a : 
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- Tp, l'ensemble des periodes appartenant a la piece p; 
p ~ •'•p\\Jdeb,pj i 
~ Bp, l'ensemble des blocs d'activite de la piece p; 
- tde^p, la premiere periode de la piece p; 
- TQ,o',t, vaut 1 si il y a transition d'une activite a se terminant a la periode t — 1 vers 
une activite a' commengant a la periode t, et 0 sinon. 
La contrainte (6.3) demandent qu'une activite commence au debut du quart, alors 
que les equations de conservation de flot (6.4)-(6.5) imposent que, lorsqu'un bloc 
d'un type d'activite se termine avant la fin de la piece, il doit etre suivi par un bloc 
d'un autre type d'activite. II est possible de se debarasser des |i4g|(|Ag| — 1)(|TP| — 1) 
variables r en ajoutant |Ag|(|Tp| — 1) contraintes selon le modele suivant : 
mm - s i 
F l < 
sujet a : 
E E * - i 
aeAq beSpa,tdebp 
E E **-£ £** = °>VieT; 
aeAq beEpa,t-i aeA beSpat 
E Xb~ E E x^°> vae^ter ; 
beEPatt 






Ce modele est obtenu en fusionnant ensemble les nceuds d'activites differentes cor-
respondant a une meme periode, puis en eliminant le nceud d'arrivee agglomere de 
la periode t en le fusionnant au nceud de depart agglomere de la periode t + 1. Cette 
transformation a pour effet d'eliminer du graphe le mecanisme empechant que deux 
blocs d'une meme activite se suivent immediatement dans une meme piece. Ce meca-
nisme a ete remplace par les contraintes (6.11). La proposition suivante montre que 
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les relaxations lineaires de ces deux formulations sont, d'une certaine fagon, equiva-
lentes : 
Proposition 12. le vecteur x = {xt,}.Vb E Bp est une solution de la relaxation 
lineaire de Fl si et seulement si il existe un vecteur r = {raa/ i t}, Va, a' E Ag,a ^ 
a',t E Tp tel que (x, r) est solution de la relaxation lineaire du m,odele Fl'. 
Demonstration. «4= Soit (x, r) une solution de F l ' . Puisque le vecteur x respecte la 
contrainte (6.3) il respecte forcement la contrainte (6.9) qui est identique, de plus, 
dans les deux relaxations on demande 0 < Xb < 1, V6 E Bp . Pour verifier le respect 
des contraintes (6.10) et (6.11), nous definissons r*t (resp. Y\t) le terme correspondant 
au membre de gauche de la contrainte (6.4) (resp. (6.5)) associee a l'activite a et a la 
periode t et T] le terme correspondant au membre de gauche de la contrainte (6.10) 
associee a la periode t, on a : 
a£Aq 
a'<=Aq\{a} 
Yl Xb~ Yl YlXb+ J2 ] L Ta'a" (6-14) 
b£Epa,t-\ a'eAq\{a}b<ES,t a'eAq\{a} a"eAq\{a,a'} 
Puisque les termes de droite des contraintes (6.4) et (6.5) sont nuls, l'equation 
(6.13) implique que T] = 0 et done que le vecteur x respecte les contraintes (6.10) 
pour tout t E Tp\{tdebjP}. On conclut aussi, par l'equation (6.14), que S_]
 xb ~ 
6£Epa,t —1 
/ y Xb + y^ y , Ta'a" — 0. Puisque r > 0, on a YJ xb — 
a'eAq\{a}beSpait a'€Aq\{a} a"EAq\{a,a'} b€Epa,t-i 
y j Z_> Xb — ^ e^' P a r cons^quent, x respecte les contraintes (6.11) pour tout 
a'eAq\{a} b€Spa,t 
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a € A et t e T'. Le vecteur x est une solution realisable de la relaxation lineaire de 
F l . 
=>• II reste a montrer que pour tout vecteur solution x de la relaxation lineaire de F l il 
existe un vecteur r tel que (X,T) est une solution realisable de la relxation lineaire de 
F l ' . Comme precedemment, le vecteur x respecte la contrainte (6.3) car il respecte 
la contrainte (6.9) qui est identique et dans les deux cas 0 < Xb < 1,V6 G Bp. Soit 
t une periode quelconque de T'p : on definit fa,t-i — /_, %b et fa,t — YJ %b; 
6€i5po,t-l beSpa,t 
considerons maintenant le probleme suivant 
z =min ^ ((/a,t-i - <Pa,t-i) + (/a,* - <A,,t)) (6.15) 
sujet a : 
/a,t-i - W - i > 0, V a e A g (6.16) 
<Pa,t - fa,t < 0, Va € Ag, (6.17) 
0 < r0/0jl < 1, Va', a G A „ a ^ a ' (6.18) 
ou </?a,t-i = ^2
 T°.a',t et ¥a,t = ] P Ta'o,t- Les contraintes (6.16) et (6.17) sont 
a'€Aq\{a} a'eAq\{a} 
des relaxations des contraintes de conservation de flot (6.4) et (6.5) ou Ton permet 
que le flot fa,t-i (qui est fixe) entrant dans le noeud v[t_1 soit plus grand que le flot 
sortant ipa,t-i de ce noeud. De fagon similaire on permet que le flot /flif (qui est fixe) 
sortant du noeud veat soit plus grand que le flot entrant <paf de ce noeud. La fonction 
objectif a pour but de minimiser l'ecart entre les flots entrants et sortants. Dans le 
meilleur des cas, il y a conservation de flot et la valeur de Fobjectif est 0, notons 
qu'inversement, une valeur de l'objectif de 0 implique une conservation de flot. Le 
vecteur trivial r = 0 est toujours solution de ce probleme car les flots entrants fa,t-i 
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et sortants /tt;t sont positifs ou nuls. Done, (x, r) est une solution de F l ' si r est une 
solution optimale du probleme (6.15)-(6.18) et que la valeur optimale est z = 0. Les 
trois observations suivantes seront utiles pour le reste de la demonstration : 
a£Aq aeAq a,a'\a^a' 
^2 f ^ 1 = 5Z fa* Par la contrainte (6-10) (6"2°) 
a€Aq aeAq 
Y, (/«.*-i - ^t-i) = J2 (/«.* - *»*) par (6-1 9) e t (6-2°) (6-21) 
aeA„ aeA„ 
Montrons par l'absurde qu'il existe toujours un vecteur r pour lequel z = 0. Soit 
r une solution optimale du probleme, si z > 0 alors Y , Va.t-i < T J fa,t-\, et il 
existe une activite a telle que <^a,t-i < fa,t-i- Si il existe deux activites a' et a" 
telles que a' ^ a", <pa',t-i < fa',t-i et yv.t < fa",t alors on peut augmenter le flot 
raia" de S — min{/a/;i_i — <pa',t-ii fa",t — fa",t} > 0 tout en laissant les autres flots 
inchanges, ce qui fait diminuer la valeur de l'objectif de 6 > 0, par consequent r 
n'est pas optimal, une contradiction. Si ce n'est pas le cas alors pour toute activite 
a' ^ a on a c/v,t = fa',t done 6.21 implique y?Qit < faj. L'inequation (6.11) etablit que 
Vo.t-i < fa,t-i < 5 3 $«'* e t Pu i s <lu e si a' ^ a on a (/v,4 = /0,>t l'inegalite devient 
o'eA,\{o} 
Va,t-i < / ^ </V,t et par consequent il existe une actvite a1 telle que ipa',t >
 ra<z' ce 
a'<EAg\{a} 
qui implique l'existence d'une activite a" telle que rana, > 0. Ainsi les modifications 
Taa' = W + 8, T a» a ' = Ta»a/ - 5, T a» a = T a» a + 5 OU 5 = m i n f / a ^ - ! - <pa,t-l, fa,t ~ 
<Ai,t> Ta"a'} > 0 respectent les contraintes et diminuent l'objectif de 5 > 0, encore la r 
n'est pas optimal et on a une contradiction. Alors une solution optimale au probleme 
(6.15)-(6.18) produit la solution (x,r) recherchee, ce qui complete la demonstration 
d'equivalence entre les deux formulations. • 
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Dans le cas ou Ton sait qu'il existe une solution sans sous-couverture (ou que Ton 
suppose qu'il en existe une) et que Ton minimise d'abord la sous-couverture avant les 
transitions (cuc ;§§> c t), il est possible d'enlever un certain nombre de blocs en verifiant 
pour chacun si il est possible de repondre exactement a la demande en utilisant ce 
bloc. Pour ce faire, on resout pour chaque b G B (en supposant b e Bpa) un probleme 
de not a cout minimum. On associe pour l'activite a E A un multi-graphe oriente 
Ga(V, E) (voir figure 6.5). Dans ce graphe, on definit un nceud de fin ifin et, pour 
chaque periode t G T, un noeud it. Soit un bloc b' commengant a la periode t\ et 
se terminant a la periode t2, si t2 ^ tfin, on aura une arete e = (itl,it2+i) ou, si 
2̂ — tfim u n e arete e = (i t l , ifin). Le cout de cette arete est 0, les capacites minimale 
et maximale de flot sur cette arete sont respectivement de 0 et de 1. Pour chaque paire 
de nceuds it,it+i et pour la paire itjin,ifin, on a une arete (it,it+i) (resp. (itfin,ifin)) 
de cout cuc correspondant a une sous-couverture a la periode t (resp. tfin) et une 
arete (it+i,it) (resp. (ifin,Hfin)) de cout coc correspondant a une sur-couverture a la 
periode t (resp. tfin). La capacite minimale de flot sur ces aretes est de 0. Le nceud 
it est une source (ou un puits) fournissant (ou acceptant) Sat — <5at_i (Sat si t = tdeb) 
unites de flot. Pour savoir si l'on peut eliminer le bloc b, on modifie le probleme de 
flot associe au graphe Ga en attribuant un cout c(e) = — 1 a l'arete e correspondant 
au bloc b, on resout le probleme de flot a cout minimum de ce graphe modifie et 
on enleve le bloc b si la solution n'egale pas — 1. Notons qu'on suppose cuc > 0 et 
coc > 0, ainsi il est impossible d'avoir une solution de cout —1 si l'on utilise une arete 
correspondant a une sous-couverture ou a une sur-couverture. 





^T CucUat + "^2
 cocOat - %b 
a€A,t£T aeA,teT 
(6.22) 
(6.23) / j Xb' + ua,tdeb °a,tdeb — °a,tdeb 
^ XV + Ma , t-1 + Oat~ ^
 Xb' ~ ^ V " 1 ~~ Uat 
VeEat-i b'ZSat 
= 6a,t-i-6at,VteT\{tdeb} (6.24) 
/ , XV + ua,tfin - Oa.tfm - Sattfi. 
b'eEa fin 
x € {0, l},u,o entier 
(6.25) 
(6.26) 
ou on a : 
tdeb, la premiere periode de l'horizon d'optimisation; 
tfin, la derniere periode de l'horizon d'optimisation; 
Sat Fensemble des blocs couvrant l'activite a et commengant a la periode t; 
Eat l'ensemble des blocs couvrant l'activite a et terminant a la periode t; 
Si Ton considere l'exemple de la sous-section 6.4.2, les reseaux utilises pour eliminer 
des blocs qui ne peuvent repondre exactement a la demande, lorsqu'on sait qu'il n'y 
a pas de sous-couvertures, sont illustres a la figure 6.5. La solution s* est representee 
par les aretes en traits plus epais. Pour le reseau de l'activite ai, on pourrait enlever 
le bloc b\ car les solutions realisables ayant un flot de 1 sur cette arete doivent toutes 
avoir un flot de 1 sur 1'arete correspondant a une sous-couverture pour la periode £4. 
On pour ra i t aussi grace a ce t t c procedure enlever les blocs t>3, b5 et bT. II ne res tera i t 
alors que les blocs utilises dans l'unique solution sans sous-couverture. 
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Figure 6.5 - Reseaux de demande de l'exemple. 
6.4.6 Modeles de programmation en nombres entiers 
La methode proposee consiste a resoudre un probleme de programmation lineaire 
en nombres entiers. Dans ce modele, des variables representent les blocs d'activites 
consecutives valides. Les antres variables permettent la sous-couverture et la sur-
couverture d'activite. Afin de dirninuer la taille du probleme, nous resolvons dans un 
premier temps, une serie de sous-problemes pour eliminer des variables represent ant 
des blocs d'activites. Ces variables correspondent aux aretes des reseaux presentes 
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a la section precedente. C'est pourquoi on peut reutiliser les techniques d'elimina-
tion presentees dans cette section. Ensuite un logiciel de programmation en nombres 
entiers resout le modele reduit. Plusieurs modeles sont presentes, et les experimenta-
tions numeriques menees auront pour but de comparer leur merites respectifs. Pour 
commencer, nous proposons le modele M l : 
min 
sujet a 
M l < 
X cucuat + ^ cocoat + ^
 ctxb - \P\ • ct (6.27) 
a€A,teT a€A,teT beB 
XI( X abatXb^ + Uat - °at = 5aU Va e A Vt G T (6.28) 
P&P 6eJBpa 
X ( X Qbatxb^ = 1 ^ e p> w e TP (6-2 9) 
a€A b^Bpa 
X %b + X Xb - lj Vp e F'a e '̂t e TP (6>3°) 
&€-Epa, t - l bdSpat 
xe { 0 , l } , V 6 e £ p (6.31) 
wa*, oa* entier, Va € A, Vt e T. (6.32) 
Ou abat = 1 si le bloc b couvre l'activite a a la periode i € T, 0 sinon et les autres nota-
tions ont la meme signification que precedemment. Les contraintes (6.28) assurent que 
soit la demande est exactement respectee, soit les penalites de sous-couverture ou de 
sur-couverture sont appliquees. Les contraintes (6.29) assurent que, pour chaque piece 
de travail, toutes les periode de la piece sont couvertes. Finalement, les contraintes 
(6.30) empechent qu'un bloc couvrant une activite quelconque soit immediatement 
suivi par un bloc couvrant cette meme activite dans un meme quart. Ces contraintes 
ne sont pas equivalentes aux contraintes (6.11) que nous avons utilisees a la sec-
tion precedente dans le meme but. Ces nouvelles contraintes quoique moins serrees 
introduisent moins d'elements non-nuls dans la matrice de contraintes. Le prochain 
modele M2 consiste simplement a remplacer les contraintes (6.30) par les contraintes 





^ CucUat + ^ Coc°at + 5Z CtXh ~ 1̂ 1 ' Ct ^6'33^ 
aGAAGT aeA,t£T b£B 
y ] ( ^ abaia;ft) + «a t - oot = 50t,Va e A,\/t € T (6.34) 
£ ( J ] «batx6) = l,Vp G P,Vt e Tp (6.35) 
ae^4 beBpa 





i e {0,i},V6e Bp 
uati °at entier, Va € A, Vt € T. 
On peut observer que ce probleme consiste a choisir des blocs d'activite qui vont a 
la fois former des quarts de travail valides tout en imposant les penalites de sous-
couverture et de sur-couverture, c'est-a-dire un ensemble de blocs qui est une solution 
qui respecte a la fois les contraintes des problemes de not F l pour chaque quart et les 
contraintes des problemes de flot F2 pour chaque activite. Suivant cette constatation, 
les deux prochains modeles sont obtenus en remplagant les contraintes (6.28) et (6.29) 





E C^uat + E C°c°at + E °tXb ~ ^1 " Ct '̂39^ 
aeA,t€T aeA,teT beB 
E E ^ = 1, Vp€P (6.40) 
a£Aq beSpa,tdebtp 
E E ^-E E ^ = 0 ' v ^ G P ' v t G T p (6-41) 
aeAq 6e£ p o , t - i °€A be Spot 
E ^ ' + w<M<fea - Oa,tdeb = <5a,tdeb, V a e A (6.42) 
E Xb' + "a-*"1 + °at- E X6' ~~ °°'t-1 ~ Uat 
VeEat-l b'esa 
= <5o,t-i-5at, V a e A , V t e T ' (6.43) 
E ^ ' + u^fin - °°,tfin =
 sa,tfin, Va&A (6.44) 
b'£Ea, fin 
E xb + E
 X6 - 1 ' Vp G P, a G 4 , t G 7j (6.45) 
b€Epatt-i b£Spat 
xe{Q,l}ybeBp (6.46) 
Moti °ot entier, Va € A , Vt G T. (6.47) 
ou V = T\{ide?>}- Puis, en remplagant les contraintes (6.45) par les contraintes (6.11), 




Y °ucUat + Y c°c°at+Yc%Xh _ ipi •c* (6-48) 
aeA,teT a<EA,i€T beB 
M4< 
Y Y xb = i,vP€P (6.49) 
aeAq bespa,tdeb 
Y Y Xb~Y Y x> = 0' VpGP,Vt€7; (6.50) 
a £ A , 6 € B p a , t - i a€^4 feeSpat 
X ] xv + uaMeb - oa,tdeb = 5a,tdeb, VaeA (6.51) 
b'^s^deb 
Y Xb' + ua,t-l + Oat - Y
 Xb' ~ °a'*-1 ~~ Uat 
b'eEat-! b'esa 
= Sa,t-i-Sat, VaeA,VteV (6.52) 
Y Xb' + u^nn ~ °a,tftn = Sa,tfin, Va € A (6.53) 
Y x" - Y Y x» ^ °> 
6€po,t-l a'€Aq\{a}beSpa,t 
WpE P,Va€Aa,teT; (6.54) 
i G {0,1},V6G Bp (6.55) 
itat, oat entier, Va € A, V< € T\ (6.56) 
Dans notre approche, la methode d'elimination F l visant a eliminer les blocs qui ne 
peuvent faire partie d'un quart admissible est appliquee systematiquement, alors que 
la methode d'elimination F2 qui retire les blocs qui ne peuvent faire partie d'une 
solution sans sur-couverture et sans sous-couverture est optionnelle. 
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6.5 Experimentations numeriques 
Afin d'evaluer les qualites des differents modeles que nous avons mis de l'avant, 
nous les appliquerons sur un certains nombre d'instances. Nous decrivons d'abord les 
instances utilisees, puis les resultats obtenus avec la methode heuristique et ensuite 
les resultats obtenus avec l'approche de programmation lineaire en nombres entiers 
(PLNE) utilisant les modeles Ml,M2,M3 et M4. Nous terminons par une dicussion 
des avantages respectifs des methodes etudiees. 
6.5.1 Banc de test 
Les instances utilisees pour l'experimentation sont divisees en trois categories selon la 
duree de l'horizon d'optimisation soit des problemes d'une journee (96 periodes de 15 
minutes), des problemes de deux jours (192 periodes de 15 minutes) et des problemes 
d'une semaine (672 periodes de 15 minutes). Chaque instance a ete generee de fagon 
aleatoire, c'est-a-dire que les heures de debuts des quarts, la longueur des pieces, 
les durees minimales et maximales des activites varient aleatoirement autour d'une 
valeur cible. Le tableau 6.1 presente les caracteristiques des instances. On y trouve 
le nom de l'instance, le nombre de periodes |P| , le nombre d'activites \A\ ainsi que 
le nombre moyen de qualifications par employe (Act/ Emp), le nombre de pieces \P\ 
ainsi que la duree moyenne des pieces (duree), le nombre de blocs d'activite possibles 
\B\ apres la reduction F l (apres F l ) ainsi qu'apres la reduction F2 (apres F2) si 
elle a ete appliquee. Ensuite suivent, exprimees en nombre de periodes, la plus petite 
duree minimale pour une activite mmdmin, la plus grande duree maximale pour une 
activite maxdmaa;, la moyenne des durees minimales dmin et la moyenne des durees 
maximales dmax. Finalement on a la valeur de la relaxation lineaire RL pour les 
modeles M2 et M4 ainsi que pour les modeles M l et M3 (Ml,M3) et finalement 
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Tableau 6.1 - Description des instances. 
Instance 
U o u r A 
U o u r B 
U o u r C 
U o u r D 
U o u r E 
U o u r F 
U o u r G 
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l'ecart d'integrite imu^HL) pour M2 et M4 ainsi que pour M l et M 3 (M1,M3) 
ou OPT est la valeur optimale. Pour alleger le tableau, les valeurs liees a la relaxation 
lineaire pour M l et M3 ne sont pas presentees quand celles-ci sont identiques a la 
relaxation lineaire pour M2 et M4. 
L'approche heuristique basee sur la methode tabou a ete utilisee sur les instances 
d'une journee ayant aucune sous/sur-couverture, en utilisant les deux methodes de 
reduction. Les instances UourF, UourG et UourH ont ete ajoutees pour augmenter 
le nombre d'instances d'une journee sans sous/sur-couverture et ne sont resolues 
qu'avec l'approche heuristique basee sur la methode tabou. Tous les tests ont ete 
executes sur une machine Intel(R) Core(TM)2 cpu 6700/2.66GHz. Les resultats sont 
presentes au tableau 6.2. On y retrouve le nom de l'instance, le nombre d'iterations 
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Nb de sous-couvertures dans 






apres 2 heures de calcul et le nombre de paires de sous/sur-couvertures de la meilleure 
solution trouvee. Les resultats montrent que cette approche arrive qu'une seule fois 
a descendre en dessous de 10 sous-couvertures. II reste done beaucoup de place a 
l'amelioration. De toutes les tentatives pour ameliorer notre methode celle qui a 
donne les meilleurs resultats est l'utilisation des methodes de reduction basees sur 
la resolution de sous-problemes simples. C'est cette constatation qui nous a incites a 
investiguer plus en profondeur les modeles de PLNE que nous avons presenters a la 
section pecedente. 
Le tableau 6.3 presente les resultats des quatre modeles M l a M4 sur 15 instances 
(5 pour chaque type de duree). Les modeles de PLNE ont ete resolus en utilisant 
le logiciel Xpress-MP 2007b de Dash Optimization avec les parametres par defaut 
pour la methode de separation et evaluation progressive avec les coupes par defaut 
sur le nceud racine. Le logiciel a effectue un pre-traitement pour reduire la taille de 
la matrice. Tous les tests ont ete executes sur une machine Intel(R) Core(TM)2 cpu 
6700/2.66GHz. Le temps maximal de calcul est de deux heures. Rappelons que la 
methode de reduction F l a ete appliquee sur chacune des instances, de plus, lorsque 
l'instance possedait une solution sans sur/sous-couverture, nous avons effectue un 
test supplement aire en appliquant la reduction F2 en conjonction avec le modele M 3 
(M3+F2 dans le tableau) afin d'avoir un apergu de l'impact de cette methode. Le 
166 
tableau presente le nom de l'instance, le modele utilise, la valeur de la borne inferieure 
apres Fapplication des coupes au nceud racine, la meilleure solution entiere obtenue 
ainsi que la borne inferieure (BInf) si la solution n'est pas optimale, le nombre de 
noeuds de branchement, le nombre de rangees dans la matrice ainsi que le nombre de 
rangees apres pre-traitement (pre-traitement), le nombre de colonnes dans la matrice 
ainsi que le nombre de colonnes apres pre-traitement (pre-traitement), le nombre 
d'elements non-nuls dans la matrice ainsi que le nombre d'elements non-nuls apres 
pre-traitement (pre-traitement) et fmalement, le temps total, en secondes, ainsi que 
le temps, en secondes, pris pour resoudre la relaxation lineaire du nceud racine (RL). 
Notons que, pour l'instance 2JoursD, meme si la valeur optimale n'a pas ete trouvee 
a l'interieur de la limite de deux heures, nous avons pu obtenir cette valeur optimale 
qui est de 170160 lors de tests plus longs. 
II est difficile d'etablir a partir de ces resultats quels parametres font qu'une instance 
est plus difficile qu'une autre. La duree de l'horizon, comme on pouvait s'en douter, a 
un effet certain. Cependant la difference la plus marquee est entre les trois premieres 
instances et les quatrieme et cinquieme instances de chaque groupe de duree. Ces 
differences peuvent s'expliquer par le procede qui a mene a leur creation. Dans le cas 
des trois premieres instances, des quarts de travail valides sont generes aleatoirement 
et la demande est construite de fagon a correspondre exactement a F off re des quarts. 
Dans certains cas des sous/sur-couvertures sont generees en perturbant legerement les 
durees minimales et maximales des activites. Le resultat est une courbe de demande 
qui presente peu de variations rapides proche de ce que Ton retrouve en pratique. 
Dans le cas des quatrieme et cinquieme instances les quarts sont remplis aleatoire-
ment d'activite permises pour celui-ci, mais sans imposer que les durees minimales 
et maximales soient respectees. Un incitatif est toutefois applique pour favoriser les 
chances que deux periodes consecutives se voient attribuer la meme activite. Dans 
ce cas, la courbe de demande est plus anarchique et plus eloignee des courbes de 
Tableau 6.3 - Resultats pour les modeles de PLNE. 
Instances 
U o u r A 
U o u r B 
U o u r C 
U o u r D 










































































































































































































































































































































































































































































































































































demandes reelles. Un exemple tire de l'instance ljourD est une demande de 3 suivi 
d'une demande de 6 suivi d'une demande de 3 sur trois periodes pour une meme 
activite qui a une duree minimale de 6 periodes. 
Ce qui apparait cependant plus clairement, ce sont les merites des differentes ap-
proches. Ann d'illustrer plus clairement ces comparaisons, le tableau recapitulatif 
6.4 presente le modele, le nombre de meilleur rang, le nombre de solutions entieres 
obtenues, le nombre de solutions optimales obtenues, le rang pour chaque instance 
et le rang moyen. Les rangs sont determines par le temps de calcul pour trouver la 
solution optimale ou la comparaison des bornes inferieures pour les methodes n'ayant 
pas trouve la solution optimale. Quoique les modeles M 3 et M 4 bases sur une for-
mulation avec contraintes de flot ont moins de rangees et beaucoup moins d'elements 
non nuls dans la formulation de depart que les modeles M l et M 2 correspondants, 
cet avantage est grandement diminue apres le pre-traitement. Neanmoins, les formu-
lations basees sur des contraintes de flot conservent un avantage significatif en ce qui 
a trait au nombre d'elements non nuls. Cependant cet avantage ne se traduit pas en 
une efficacite generale accrue. Les methodes basees sur les modeles M l et M 3 livrent 
des performances semblables, tout comme les methodes basees sur les modeles M 2 
et M 4 . II aurait ete possible que la formulation de flot ait nui a la generation de 
coupes, mais nos resultats ne pointent pas dans cette direction et nous ne trouvons 
pas d'explications satisfaisantes a ces resultats. Cependant il apparait clairement, que 
en depit d'une relaxation lineaire moins serree (quoique en pratique la difference est 
infime), les methodes basees sur les modeles M l et M 3 sont beaucoup plus perfor-
mantes que les methodes basees sur les modeles M 2 et M 4 . Dans ce cas, la difference 
en nombre d'elements non nuls n'est pas affectee par le pre-traitement, et, quoique 
cette difference en nombre d'elements non nuls est semblable a cette meme difference 
entre les modeles M 3 et M 4 et les modeles M l et M 2 , le nombre d'elements non 
nuls semble cette fois avoir de l'importance. 
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R a n g 
1 ,1 ,3 ,3 ,2 ,1 ,2 ,1 ,1 ,2 ,2 ,3 ,2 ,1 ,4 
4 ,3 ,2 ,4 ,4 ,4 ,4 ,4 ,2 ,3 ,3 ,1 ,3 ,2 ,2 
2 ,2 ,1 ,1 ,1 ,2 ,1 ,2 ,3 ,1 ,1 ,2 ,1 ,3 ,3 







Finalement, il apparait clairement que la methode de reduction F2 a un impact 
considerable sur la rapidite d'execution : les temps de calcul de cette methode sont 
toujours inferieurs au meilleur temps de calcul des autres (en moyenne 6.32 plus 
rapide que le meilleur temps). Quoique cette methode a une portee limitee car res-
treinte aux problemes dont on sait qu'il n'existe pas de sous/sur-couvertures, elle est 
suffisamrnent performante pour justifier son emploi dans un contexte ou Ton voudrait 
d'abord chercher une solution sans sous/sur-couvertures a Faide de cette methode. Si 
il n'y a pas de telle solution, on pourrait utiliser la methode generale pour trouver la 
solution optimale tout en ajoutant une contrainte pour forcer le nombre de variables 
de sous-couvertures (et aussi de sur-couvertures) a etre plus grand ou egal a 1 et ainsi 
peut-etre augmenter les bornes inferieures obtenues par la relaxation lineaire. Cette 
approche serait d'autant plus justifiee, que dans la plupart des cas testes, quand il 
existe au moins une sous-couverture, la relaxation lineaire est non realisable et la me-
thode utilisant F2 se termine rapidement, le temps pris par le pre-traitement serait 
alors tres petit. II est aussi envisageable de modifier la technique arm de generaliser 
son utilisation. Notons pour fin de comparaison, que les techniques utilisees pour 
generer nos instances utilisent des valeurs cibles qui visent a la creation de problemes 
similaires a des problemes d'horaires issus de situations reelles de planification d'ho-
raires pour les controleurs aeriens qui sont difficiles a resoudre avec les methodes 
existantes. Dans ce contexte, les resultats obtenus sont tres prometteurs. 
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6.6 Conclusion 
Cette recherche visait a obtenir une technique de resolution efficace pour le probleme 
d'assignation d'activites a des quarts de travail. Pour ce faire, nous avons d'abord 
elabore une approche metaheuristique basee sur une methode tabou et utilisant des 
problemes de flot pour reduire la taille du probleme. Cette methode s'est montree 
d'une efficacite limitee. Elle a cependant mis en lumiere l'efficacite des methodes de 
reduction et inspire une modelisation efncace du probleme comme un PLNE. Nous 
avons developpe une methode de resolution basee sur quatres modeles de program-
mation lineaire en nombres entiers et sur l'utilisation des techniques de reduction de-
veloppees pour la methode tabou. Un logiciel commercial a ete utilise pour resoudre 
ces modeles et les resultats obtenus sont excellents. La comparaison des modeles a 
permis d'en etablir deux comme clairement superieurs, mais, malgre des considera-
tions theoriques laissant penser qu'un de ces deux modeles serait superieur a l'autre, 
ces deux modeles se sont averes aussi efficaces Fun que l'autre et possiblement com-
plementaires. Une des techniques de reduction, applicable uniquement sur certains 
types de problemes s'est aussi revelee tres efficace. Ces resultats nous portent a croire 
que la methode de resolution basee sur un PLNE que nous avons etablie est tres pro-
metteuse car elle est efficace et, par sa simplicite, offre la possibilite de nombreuses 
ameliorations. 
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DISCUSSION GENERALE ET CONCLUSION 
Les problemes de fabrication d'horaires sont issus de plusieurs secteurs differents et 
sont, par consequent, nombreux et varies. C'est dans ce domaine que nous avons 
puise le sujet de cette these. Nous nous sommes d'abord interresse a la resolution 
de problemes de coloration des aretes et des nceuds d'un graphe. Ces problemes de 
coloration permettent de modeliser certaines classes de problemes d'horaires. Nous 
avons donne une attention particuliere a la coloration de graphe modelisant des ho-
raires qui presentent des contraintes de compacite (i.e. des contraintes exigeant la 
consecutivite de certaines periodes). 
Dans cette these, nous avons d'abord presente, pour la premiere fois, un algorithme 
permettant de resoudre le probleme de minimisation de la deficience pour un graphe 
general. L'algorithme developpe, base sur la methode tabou s'est revele beaucoup 
plus efficace qu'un autre algorithme base sur une implementation plus simple de la 
methode tabou. L'idee principale de la methode proposee reposait sur l'utilisation 
d'un operateur d'echange bi-chromatique pour generer des voisinages de meilleure 
qualite. Nous avons aussi propose une borne inferieure sur le nombre de couleurs 
necessaries si Ton souhaite obtenir une coloration ayant une deficience donnee. Cette 
information a permis de mettre en lumiere la raison pour laquelle l'algorithme avait 
de la difnculte avec certains graphes (ceux dont les colorations optimales necessitent 
substantiellement plus de couleurs que leur indice chromatique) et d'apporter des 
correctifs. II reste toutefois que la methode tabou, telle que nous l'avons implantee, 
a tendance, naturellement, a visiter des solutions utilisant peu de couleurs. Un defi 
interessant pour une recherche future serait dc trouver une fagon plus efficace de 
favoriser l'exploration de coloration utilisant plus de couleurs. 
Ensuite, notre interet s'est porte sur le probleme de coloration par intervalle. Dans un 
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premier temps nous avons mis en lumiere la difference entre celui-ci et un probleme 
semblable, la coloration par bande. Malgre cette difference, nous avons demontre 
qu'il est possible de reduire le probleme de coloration par intervalle a une serie de 
problemes de coloration par bande. Cette reduction a ete mise en pratique dans un 
algorithme utilisant des methodes connues pour resoudre la serie de problemes de 
coloration par bande. Les resultats obtenus ont montre que l'algorithme se compare 
avantageusement a un algorithme existant utilise a titre de comparaison. Un gain de 
3% a ete observe sur les graphes du banc de test DIM ACS. De plus, il permet, dans 
sa version exacte et dans sa version heuristique, d'obtenir de meilleures bornes supe-
rieures sur le nombre maximal de couleurs necessaires pour la coloration d'instances 
difficiles. Finalement, dans le cas ou une borne inferieure est fournie et ou l'on veut 
verifier si une coloration atteint cette borne, l'agorithme est particulierement efficace 
car la reduction se resume a un seul probleme de coloration par bande. Dans ces cas, 
ce dernier a ete capable de resoudre de plus grandes instances que l'algorithme utilise 
pour fin de comparaison. 
Nous avons poursuivi nos recherches sur le probleme de coloration par intervalle 
en nous attaquant a un enjeu, toujours important dans la resolution de problemes 
d'optimisation combinatoire, qui est d'identifier des symetries dans les solutions afin 
de reduire l'espace des solutions. Dans le contexte de la coloration par intervalle, 
cet objectif consiste, entre autres choses, a identifier si une coloration n'est en fait 
que la permutation des couleurs d'une autre coloration. Si c'est le cas, les deux 
colorations sont, a toute fin pratique, equivalentes, et il suffit d'en evaluer juste 
une lors de Fexploration de l'espace des solutions. Dans ce but, nous avons propose 
une condition necessaire et suffisante pour que deux colorations soient equivalentes. 
Nous avons integre cette condition au sein d'une methode tabou afin d'illustrer son 
utilite. Quoique les resultats obtenus soient suffisants pour justifier la pertinence de 
la condition d'equivalence, nous croyons qu'une utilisation plus judicieuse de cette 
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derniere reste a trouver pour la methode tabou. II serait aussi interessant d'evaluer 
comment cette condition pourrait etre integree a d'autres techniques de resolution. 
Le dernier probleme aborde dans cette these est celui de Fattribution d'activites a des 
quarts de travail pour lequel nous cherchions a obtenir une technique de resolution ef-
ficace. Les techniques connues precedemment utilisees pour resoudre ce probleme sont 
toutes basees sur rutilisation de la generation de colonnes combinee a une approche 
de separation et devaluation progressive. Mais, en raison de la taille des problemes, 
un element heuristique est toujours ajoute a la methode pour en accelerer la vitesse 
d'execution. Dans ce contexte, nous avons d'abord essaye de resoudre ce probleme 
en utilisant une approche purement heuristique basee sur une methode tabou. Une 
technique de reduction de la taille du probleme utilisant deux problemes de flot a 
aussi ete developpee. L'approche heuristique, quoique convenable, n'a pas ete a la 
hauteur de nos attentes; elle a cependant mis en lumiere l'emcacite des methodes 
de reduction et inspire une modelisation efficace du probleme comme un programme 
lineaire en nombres entiers. Nous avons mis a l'essai plusieurs variantes de ce modele 
de programmation lineaire en nombres entiers et deux de celles-ci se sont averees tres 
efficaces. Les experimentations numeriques ont aussi montre l'emcacite des methodes 
de reduction de la taille du probleme tant pour l'approche heuristique que pour l'ap-
proche exacte. Certaines questions restent en suspens quant a l'emcacite de certaines 
variantes du modele. Dans un developpement futur, nous croyons que le domaine 
d'application des techniques de reduction pourrait etre etendu. 
L'objectif de cette these etait de developper de nouvelles methodes de resolution pour 
des problemes de fabrication d'horaires ou pour des problemes qui leur sont connexes. 
Pour chacun des problemes considered, une approche nouvelle a ete developpee. Ces 
approches sont fondees sur des considerations theoriques que nous avons etablies et 
qui permettent d'evaluer leurs forces et leurs faiblesses. Les methodes presentees se 
sont revelees efficaces et susceptibles de mener a des developpements ulterieurs. 
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