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We employ equation of motion techniques to study the non-equilibrium dynamics in a lattice model
of weakly interacting spinless fermions. Our model provides a simple setting for analyzing the effects
of weak integrability breaking perturbations on the time evolution after a quantum quench. We
establish the accuracy of the method by comparing results at short and intermediate times to time-
dependent density matrix renormalization group computations. For sufficiently weak integrability-
breaking interactions we always observe prethermalization plateaux, where local observables relax
to non-thermal values at intermediate time scales. At later times a crossover towards thermal
behaviour sets in. We determine the associated time scale, which depends on the initial state,
the band structure of the non-interacting theory, and the strength of the integrability breaking
perturbation. Our method allows us to analyze in some detail the spreading of correlations and in
particular the structure of the associated light cones in our model. We find that the interior and
exterior of the light cone are separated by an intermediate region, the temporal width of which
appears to scale with a universal power-law t1/3.
PACS numbers: 71.10.Fd, 05.70.Ln, 71.10.Pm, 03.75.Ss
I. INTRODUCTION
It is now well established that there is a significant
difference between the nonequilibrium dynamics of inte-
grable and nonintegrable quantum systems after a quan-
tum quench.1–13 Generic (nonintegrable) systems ther-
malize: local observables relax towards stationary values
described by a Gibbs ensemble with an effective tem-
perature set by the initial state.14–22 Integrable systems,
however, relax towards a generalized Gibbs ensemble
(GGE),23–60, which retains an infinite amount of infor-
mation on the initial state.
This raises interesting questions: how does adding a
weak perturbation to an integrable model affect its non-
equilibrium dynamics? Does the proximity to an inte-
grable theory influence the dynamics at finite times? In
classical few-particle systems, this is a long-studied prob-
lem: a weak integrability breaking perturbation induces
a fascinating crossover between nonergodic and chaotic
motion, where the system retains aspects of the noner-
godic integrable motion on intermediate time scales.61
It has recently been understood that something analo-
gous occurs in quantum many-body systems. Models
with weak integrability breaking perturbations have been
found to exhibit transient behaviour, in which observ-
ables relax to non-thermal values at intermediate times.
This phenomenon was termed prethermalization (PT)62
and has been observed in a number of models62–79 as well
as in experiments on ultra-cold bosonic gases.11,80–83
The general expectation is that PT is a transient phe-
nomenon, and that at late times thermalization sets in.
This is a natural assumption, but the evidence in its favor
is rather scant; most of the available numerical84 and an-
alytical62,67 techniques are not able to reach sufficiently
late times. Recently, progress has been achieved by
means of equations of motion (EOM) techniques. These
methods were used to study a weakly nonintegrable
model in infinitely many dimension, which was observed
to thermalize.85 Reference [75] considered a one dimen-
sional weakly non-integrable model and showed that the
single-particle Green’s function exhibits PT at interme-
diate time scales, while at long times it eventually evolves
towards a thermal stationary state. In Ref. [75] the EOM
were benchmarked against time-dependent density renor-
malization group (t-DMRG) computations and found to
be in excellent agreement for all times accessible with
t-DMRG. In both of these works, at long times expec-
tation values approach their thermal values with correc-
tions which are exponentially small in time.
In this work, we expand on the results of Ref. [75]
and study the PT–thermalization crossover in detail us-
ing EOM. In particular, we focus on studying how the
time scale for thermalization depends on initial state
properties, the band structure and interaction strength
of the post quench Hamiltonian that governs the time-
evolution. Using EOM, and their long-time simplification
to a quantum Boltzmann-like equation, we can study the
time-evolution from short times to the PT plateau and
beyond.
This paper is organized as follows. In Sec. II we in-
troduce the class of interacting lattice fermion models
considered in the following, discuss the limits in which it
describes integrable models, and review some important
symmetries of the Hamiltonian. In Sec. III we discuss
our protocol for inducing the non-equilibrium dynam-
ics and the “initial conditions” this induces, and intro-
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2duce the central object of our study, the single-particle
Green’s function. Following this, we derive the equations
of motion for the momentum-space two point functions
in Sec. IV. In Sec. V we present results for the time evo-
lution of the Green’s function, compare the EOM results
to t-DMRG computations and discuss the roles played by
the next-nearest neighbour hopping and the initial state
in the PT-thermalization crossover. In Sec. VI we in-
vestigate light cone effects in the time-evolving Green’s
function. In Sec. VII we consider the long-time limit
of the EOM and show that under certain assumptions
they can be reduced to a set of quantum Boltzmann-like
equations. We then use these to study the thermalization
time scale. Section VIII reports results on the dynamics
after quantum quenches in a modified Hamiltonian that
breaks the global U(1) symmetry associated with particle
number conservation. PT is seen to persist in this case.
We conclude in Sec. IX and cover a number of technical
points in the appendices.
II. THE MODEL
We consider a three-parameter family of interacting
spinless fermion models with Hamiltonian
H(J2, δ, U) = −J1
L∑
l=1
[
1 + (−1)lδ
](
c†l cl+1 + H.c.
)
− J2
L∑
l=1
[
c†l cl+2 + H.c.
]
+ U
L∑
l=1
nlnl+1 , (1)
where we impose periodic boundary conditions cL+1 ≡
c1. Here ci and c
†
i are spinless fermion operators on site
i, obeying the canonical anticommutation relations
{c†i , cj} = δij , {ci, cj} = 0 . (2)
The amplitudes J1 and J2 describe tunneling between
nearest-neighbour and next-nearest-neighbour sites re-
spectively, and we include a nearest-neighbour dimer-
ization of strength 0 ≤ δ < 1. Finally there is a
nearest-neighbour density-density interaction of strength
U . From here on we set J1 = 1 and measure energies in
units of J1.
There are several limits in which the Hamiltonian (1)
becomes integrable:
1. For U = 0 we are dealing with a non-interacting
theory, which is a particularly simple example of
an integrable model.
2. If we set δ = J2 = 0, the model (1) becomes equiv-
alent to the anisotropic spin-1/2 Heisenberg model
in an external magnetic field.86
3. The low-energy description for J2 = 0 and δ, U  1
is given by the quantum sine-Gordon model.87
We have checked by computing the level spacing statis-
tics that the model is non-integrable away from these
limits. The Hamiltonian H(J2, δ, U) is invariant under
the following transformations of the fermion operators
1. Global U(1) transformations: U(φ)
ci → U(φ)ciU†(φ) = eiφci , φ ∈ [0, 2pi] , (3)
2. Translation by two sites: T2
ci → T2ciT †2 = ci+2 , (4)
3. Inversion with respect to any bond j: Bj
ci → BjciB†j = c2j−i+1 . (5)
In the absence of next nearest neighbour tunneling J2 =
0, the model exhibits an additional particle-hole symme-
try at half filling (one fermion per two sites)
ci → J ciJ † = (−1)ic†i . (6)
We are interested in the regime of weak interactions,
U . 1. In this case, a convenient basis for analyz-
ing the quench dynamics is provided by diagonalizing
the quadratic (non-interacting) part of the Hamiltonian.
This is done by going to Fourier space (using an elemen-
tary cell with two sites) and then carrying out a Bogoli-
ubov transformation to momentum space fermion cre-
ation and annihilation operators with anticommutation
relations {αµ(k), α†ν(q)} = δµνδk,q
cl =
1√
L
∑
k>0
∑
η=±
γη(l, k|δ)αη(k) . (7)
Here the coefficients are given by
γ±(2j − 1, k|δ) = e−ik(2j−1) ,
γ±(2j, k|δ) = ±e−ik2je−iϕk(δ) , (8)
where ϕk(δ) is the Bogoliubov angle
e−iϕk(δ) =
− cos k + iδ sin k√
cos2 k + δ2 sin2 k
. (9)
In terms of the two species of Bogoliubov fermions the
Hamiltonian reads
3H(J2, δ, U) =
∑
η=±
∑
k>0
η(k)α
†
η(k)αη(k) + U
∑
η
∑
k>0
Vη(k)α
†
η1(k1)α
†
η2(k2)αη3(k3)αη4(k4) , (10)
where we introduced notations η = (η1, η2, η3, η4), k = (k1, k2, k3, k4) and k > 0 is shorthand for ki > 0 for all
i = 1, . . . , 4. The single particle dispersion relation is
η(k) = −2J2 cos(2k) + 2η
√
δ2 + (1− δ2) cos2(k) , (11)
while the interaction Vη(k) can be written in a convenient antisymmetrized form
Vη(k) = −1
4
∑
P,Q∈S2
sgn(P )sgn(Q)V ′ηp1ηq1ηp2ηq2 (kp1 , kq1 , kp2 , kq2) . (12)
Here P = (p1, p2) and Q = (q1, q2) are permutations of (1, 2) and (3, 4) respectively and
V ′η(k) =
ei(k3−k4)
2L
[ (
η1η2e
iϕk1 (δ)−iϕk2 (δ) + η3η4eiϕk3 (δ)−iϕk4 (δ)
)
δk1−k2+k3−k4,0
+
(
η1η2e
iϕk1 (δ)−iϕk2 (δ) − η3η4eiϕk3 (δ)−iϕk4 (δ)
)
δk1−k2+k3−k4±pi,0
]
. (13)
III. QUANTUM QUENCH
A. Quench Protocol
Our protocol for inducing and analyzing nonequilib-
rium dynamics is as follows. We always prepare the sys-
tem in an initial density matrix ρ0 that is “not an eigen-
state of H(J2, δf , U)” for any value of U [i.e., it does not
commute with H(J2, δf , U)]. An important condition we
impose is that Wick’s theorem holds in the initial den-
sity matrix. A convenient choice we use in the following
is provided by the equilibrium states
ρ0(βi, δi) =
e−βiH(0,δi,0)
Tr[e−βiH(0,δi,0)]
, (14)
These states include, as a particular case, the ground
state of the Hamiltonian H(0, δi, 0). The rationale for
considering finite temperatures βi < ∞ is that this pro-
vides us with a simple way of changing the energy density
in the initial state.
1. Integrable quench
One class of quenches we consider is to the non-
interacting theory with Hamiltonian H(J2, δf , 0). The
time evolved density matrix in this case is
ρ(t) = e−itH(J2,δf ,0)ρ0eitH(J2,δf ,0) . (15)
2. Integrability breaking quench
The second class of quenches we consider is to the non-
integrable theory with Hamiltonian H(J2, δf , U). The
time evolved density matrix in this case is
ρ(t) = e−itH(J2,δf ,U)ρ0eitH(J2,δf ,U) . (16)
Here the interaction with strength U plays the role of a
weak integrability-breaking perturbation, and our aim is
to quantify how this perturbation changes the dynamics
compared to the integrable quench.
We stress that our protocol differs in a very impor-
tant way from weak interaction quenches which have
been analyzed previously with equations of motion
techniques.85,88 In these cases, no dynamics are present
for U = 0; hence quenching the interaction from zero to
a finite value simultaneously induces a time dependence
in the problem and breaks the integrability. Accordingly,
the effect of the integrability breaking on the nonequilib-
rium dynamics is masked.
B. The single-particle Green’s function
The main object of interest in this work is the single-
particle Green’s function
G(j, l; t) = Tr
[
ρ(t)c†jcl
]
. (17)
From the symmetries of the Hamiltonian (and hence
those of the initial state (14)), the following properties of
the Green’s function can be derived
G(j, l; t) = G(j + 2n, l + 2n; t) , (18)
G(j, l; t) = G(j, l; t)∗ , j − l = 2n+ 1 , (19)
G(j, l; t) = G(j, 2j − l; t)∗ , j − l = 2n , (20)
where n is an integer. The Green’s function can be
obtained from the two-point functions of the Bogoli-
ubov fermion operators α±(k) of the final Hamiltonian
H(J2, δf , U)
G(j, l; t) = 1
L
∑
k>0
∑
µ,ν=±
γ∗µ(k, j)γν(k, l)nµν(k, t) , (21)
4where we have defined
nµν(k, t) = Tr
[
ρ(t)α†µ(k)αν(k)
]
. (22)
Since ρ0 is noninteracting, we can easily evaluate (22) for
t = 0
nµµ(k) =
1
2
− 1
2
cos
(
∆ϕk(δf , δi)
)
tanh
(
β
(0)
µ (k)
2
)
, (23)
nµµ¯(k) =
i
2
sin
(
∆ϕk(δf , δi)
)
tanh
(
β
(0)
µ (k)
2
)
. (24)
Here ∆ϕk(δf , δi) ≡ ϕk(δf )−ϕk(δi) and the dispersion re-
lations 
(0)
α (k) are given by (11) with J2 = 0 and δ = δi.
We note that as a consequence of the inversion symme-
try (5) Re[G(j, j+2n; t)] depends only on the occupation
numbers nµµ(k; t).
IV. EQUATIONS OF MOTION
To study the time-evolution of the Green’s function we
use EOM techniques.75,85,88–90,94 In this section, for the
purpose of completeness, we present the derivation of the
EOM. We will closely follow the derivation given in the
Supplemental Material of Ref. [75] which is in turn based
on the one given in Ref. [90], where the EOM are used
as an intermediate step to derive a quantum Boltzmann
Equation. Our starting point is the Heisenberg equations
for the time-evolved bilinears nˆµν(k, t) = α
†
µ(k, t)αν(k, t),
which read
∂
∂t
nˆµν(k, t) =i
[
H, nˆµν(k, t)
]
= iµν(k)nˆµν(k, t) + iU
∑
η
∑
q>0
Y ηµν(k, q)Aˆη(q, t) , (25)
Here we have defined the functions µν(k) ≡ µ(k)− ν(k),
Y ηµν(k, q) ≡δν,η4δk,q4Vη1η2η3µ(q) + δν,η3δk,q3Vη1η2µη4(q)− δµ,η2δk,q2Vη1νη3η4(q)− δµ,η1δk,q1Vνη2η3η4(q) , (26)
and the operators
Aˆη(q, t) ≡ α†η1(q1, t)α†η2(q2, t)αη3(q3, t)αη4(q4, t) . (27)
The quartic operators in (25) evolve according to the following Heisenberg equations of motion
∂
∂t
Aˆη(q, t) = iEη(q)Aˆη(q, t) + iU
∑
γ
∑
p>0
Vγ(p)
[
Aˆγ(p, t), Aˆη(q, t)
]
, (28)
where Eη(q) ≡ η1(q1) + η2(q2) − η3(q3) − η4(q4). The commutator on the right-hand side produces operators
involving six fermion creation and annihilation operators. Continuing this procedure leads to an infinite hierarchy
of coupled equations. This hierarchy is closely related to the equations of motion for the reduced density operator
obtained in the BBGKY approach, see e.g. Ref. [91]. The relation between the two follows directly from the Fock
space representation for the reduced density operators
〈k′nη′n, . . . , k′1η′1|Fn|k1η1, . . . , knηn〉 =
Tr
[
ρ(t)α†η1(k1) . . . α
†
ηn(kn)αη′n(k
′
n) . . . αη′1
(k′1)
]
n!Ln 〈N〉 (〈N〉 − 1) · · · (〈N〉 − n) . (29)
Here Fn is the n-particle reduced density operators, obtained by tracing out the degrees of freedom associated with
all but n particles from the density matrix ρ(t), and 〈N〉 ≡ Tr[ρ(t)N ] = Tr[ρ(0)N ] where N is the particle-number
operator. We also defined
|k1η1, . . . , knηn〉 = α†η1(k1) . . . α†ηn(kn) |0〉 , (30)
where |0〉 the vacuum state, satisfying αη(k) |0〉 = 0 for all k and η. From Eq. (29) we see that the expectation
values of strings of fermionic operators that appear in our hierarchy are essentially the matrix elements of the reduced
density operators. In particular, by taking the expectation value of (25) and (28) we recover the first two equations
of the BBGKY hierarchy.
In order to proceed we integrate (28) in time and then take the expectation value in our initial state ρ0. This gives
〈Aˆη(q, t)〉 = 〈Aˆη(q, 0)〉 eitEη(q) + iU
∑
γ
∑
p>0
∫ t
0
ds ei(t−s)Eη(q)Vγ(p)
〈[
Aˆγ(p, s), Aˆη(q, s)
]〉
, (31)
5where we have defined 〈Oˆ〉 ≡ Tr[ρ0Oˆ]. Taking the expectation value of Eq. (25) in ρ0 and then using (31), we obtain
a set of exact integro-differential equations for the expectation values nµν(k, t) = Tr[ρ0nˆµν(k, t)] (see Eq. (22))
∂
∂t
nµν(k, t) =iµν(k)nµν(k, t) + iU
∑
η
∑
q>0
Y ηµν(k, q) 〈Aˆη(q, 0)〉 eitEη(q)
− U2
∑
η,γ
∑
q,p>0
∫ t
0
ds Y ηµν(k, q)e
i(t−s)Eη(q)Vγ(p) 〈Aˆγ(p, s)Aˆη(q, s)〉
+ U2
∑
η,γ
∑
q,p>0
∫ t
0
ds Y γµν(k,p)e
i(t−s)Eγ(p)Vη(q) 〈Aˆγ(p, s)Aˆη(q, s)〉 . (32)
Since we focus on cases where Wick’s theorem holds for the initial density matrix ρ0, see Eq. (14), the expectation
value 〈Aˆα(q, 0)〉 can be written in terms of the initial values nµν(k, 0). The time-dependent eight-point average
present in Eq. (32) can be decomposed into the form
〈Aˆγ(p, t)Aˆα(q, t)〉 = f({nµν(k, t)}) + C[〈Aˆγ(p, t)Aˆα(q, t)〉] , (33)
where f represents the fully disconnected part (which is obtained by applying Wick’s theorem), and C [· · · ] denotes
terms involving the four, six and eight-particle cumulants [the eight particle cumulant does not contribute to Eq. (32)
due to the antisymmetric structure of the accompanying term]. In order for Eq. (32) to reduce to a closed set of
integro-differential equations, we now assume that the four and six particle cumulants are negligible at all times. This
assumption is uncontrolled – we check it by comparison of our results to those obtained using t-DMRG (it will be
apparent that this assumption is valid for the model and initial conditions under consideration). This truncation leads
a closed system of equations for the expectation values
∂
∂t
nµν(k, t) =iµν(k)nµν(k, t) + 4iU
∑
γ1γ2γ3
∑
q>0
Vγ1γ2γ3µ(k, q, q, k)e
iγ1ν(k)teiγ2γ3 (q)tnγ1ν(k, 0)nγ2γ3(q, 0)
− 4iU
∑
γ1γ2γ3
∑
q>0
Vνγ2γ3γ1(k, q, q, k)e
iµγ1 (k)teiγ2γ3 (q)tnµγ1(k, 0)nγ2γ3(q, 0)
− U2
∫ t
0
dt′
∑
~γ
∑
k1,k2,k3>0
L~γµν(k1, k2, k3; k; t− t′)nγ1γ2(k1, t′)nγ3γ4(k2, t′)nγ5γ6(k3, t′)
− U2
∫ t
0
dt′
∑
γ
∑
k1,k2>0
Kγµν(k1, k2; k; t− t′)nγ1γ2(k1, t′)nγ3γ4(k2, t′) . (34)
Here we have introduced notations such that ~γ = (γ1 . . . γ6) and the kernels are given by
Kγµν(k1, k2; k; t) = 4
∑
k3,k4>0
∑
η,η′
Xγ1γ3ηη
′;ηη′γ4γ2
k;k′ (µ, ν; k; t),
L~γµν(k1, k2, k3; k; t) = 8
∑
η
∑
k4>0
Xγ1γ3γ6η;ηγ5γ4γ2k;k′ (µ, ν; k; t)− 16
∑
η
Xγ1γ3ηγ4;γ5ηγ6γ2k1k2k1k2;k3k1k3k1(µ, ν; k; t) ,
Xγ;ηk;q (µ, ν; q; t) = Y
γ
µν(k, q)Vη(q)e
iEγ(k)t − (γ,k)↔ (η, q). (35)
In the framework of the BBGKY approach, our truncation scheme is sometimes referred to as the second Born
approximation.91 We note that the same result can be obtained in the non-equilibrium Green’s function approach,92
as discussed in Ref. [93].
It is useful to note that our truncation scheme and Eqs. (34) conserve the total energy
E =
∑
η=±
∑
k>0
η(k)nηη(k, t) + U
∑
η
∑
k>0
Vη(k) 〈Aˆη(k, 0)〉 eitEη(k)
+ iU
∑
γ,η
∑
k,p>0
∫ t
0
ds ei(t−s)Eη(q)Vη(k)Vγ(p)f({nµν(k, t)}) , (36)
where f({nµν(k, t)}) is the Wick’s theorem part of 〈Aˆγ(p, t)Aˆα(q, t)〉 appearing in (33).
Solving the system of integro-differential equa-
tions (34) is computationally demanding; we designed an
algorithm which scales as L3×T , where T is the number
6of time steps and L the number of lattice sites. Our algo-
rithm is based on the following idea: we store the values
of the integrals in variables of the form
Iα1...αj (k1, k2, k3; t) =
∫ t
0
ds Fα1...αj (k1, k2, k3; s), (37)
where F (k1, k2, k3; s) contains products of nµν(kj , t), ver-
tex functions and oscillating phases eiµν(k)t; then we
solve the extended system of equations for {nµν(k, t)}
and {I(k1, k2, k3; t)} by means of a fourth-order Runge-
Kutta method.95 Using this procedure we can reach long
times J1t ∼ 100 on large systems L ∼ 400 (an algo-
rithm with similar scaling was proposed in Ref. [88]).
The maximum times that we consider are controlled by
the appearance of finite-size related traversals.7
A. Window of applicability
Truncating the Green’s function hierarchy is an uncon-
trolled approximation and an important question is: in
what parameter regime we may expect it to be accurate?
A crucial aspect of our work is that we always initialize
the system in states where the neglected cumulants van-
ish. This means that for small U and short times the
EOMs will provide a good approximation. We have ver-
ified this by independent checks, cf. Sec. V. Over time
the higher cumulants may grow and eventually become
important. If this happens, our approach will cease to be
quantitatively accurate. The basic premise of our work is
to apply the EOM approach to some intermediate time
window. The behaviour at asymptotically late times may
well show features not captured by our method.96,97
B. Leading order approximation
The EOM (34) that we have derived are the result
of a second order expansion in the interaction parame-
ter U : we approximately take into account the effect of
the four-particle connected cumulants in the expectation
value of Eq. (25) with respect to the initial density ma-
trix ρ0 by means of Eqs. (31). A less accurate ‘leading
order’ approximation would be to neglect all four-particle
cumulants from the expectation value of (25): this gives
rise to a simpler system of equations, which read
∂
∂t
nµν(k, t) =iµν(k)nµν(k, t)
+ 4iU
∑
γ1γ2γ3
∑
q>0
[
Vγ1γ2γ3µ(k, q, q, k)nγ1ν(k, t)nγ2γ3(q, t)− Vνγ2γ3γ1(k, q, q, k)nµγ1(k, t)nγ2γ3(q, t)
]
. (38)
For short times, the right hand sides of Eqs. (38) and
Eqs. (34) coincide with the perturbative expansion of
iTr
[
ρ0
[
H, nˆµν(k, t)
]]
to first and second order in U , re-
spectively.
Equations (38) give results which are equivalent to
those found by means of the first-order continuous uni-
tary transformation (CUT)62,98–100 approach used in
Ref. [67]. Solving the equations up to O(U2) corrections,
it is easy to extract the expectation values of nˆµν(k) in
the “deformed GGE” of Ref. [67].
The EOM (34) at short times refine the leading order
description (obtained by either the leading order EOM or
CUT approach) by going to next order in perturbation
theory. However, at later times we will see that non-
perturbative feedback mechanisms present in the second
order EOM cause a drifting away from the PT plateau
observed in the leading order approximations.
V. THE GREEN’S FUNCTION FROM THE
EQUATIONS OF MOTION
We now turn our attention to computation of the time-
evolution of the Green’s function (21) by means of the
EOM. We first begin by providing a crucial check of the
validity of the approximations underlying the EOM by
direct comparison to t-DMRG computations. In Fig. 1
we report the time-evolution of G(L/2, L/2+1) computed
by means of the EOM and t-DMRG for a quench in which
the system is prepared in the ground state of H(0, 0.8, 0)
and time-evolved withH(0, 0.4, 0.4). We see that, despite
U = 0.4 being relatively large, there is remarkably good
agreement between the two methods for all times accessi-
ble to the t-DMRG computations. Importantly, t-DMRG
results67 for the Green’s functions at larger distances are
similarly well reproduced. This agreement confirms that
the EOM method is accurate for small values of U on
short and intermediate time scales. The main advantage
of the EOM method compared to t-DMRG is that it al-
lows us to access larger systems and longer times than
those previously reported.67
We observe very long-lived PT plateaux, as is exempli-
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FIG. 1. Green’s function G(L/2, L/2 + 1; t) on a L =
256 site system for a quench where the system is prepared
in the ground state of H(0, 0.8, 0) and time evolved with
H(0, 0.4, 0.4). EOM results (red line) are in excellent agree-
ment with t-DMRG computations67 (triangles); the green
dotted line shows the result of the “integrable quench” (i.e.
time evolution generated by H(0, 0.4, 0), cf. Sec. III A 1). In-
set: behaviour on a larger time interval.
fied in the inset of Fig. 1. There is an intermediate time
window during which the Green’s functions appear to set-
tle to quasi-stationary values. These are well-separated
from the thermal values, computed via exact diagonal-
ization (ED) on a system of L = 16 sites. In computing
the thermal values, we adopt the following procedure: we
first compute the energy density in our system, given by
e =
1
L
Tr [ρ0H(J2, δf , U)] . (39)
We then determine the effective temperature 1/βeff of
the thermal ensemble for the post-quench Hamiltonian
H(J2, δ, U) through
e
!
=
1
L
Tr
[
1
Z
e−βeffH(J2,δf ,U)H(J2, δf , U)
]∣∣∣
fixedn
. (40)
In practice we compute (40) by ED, where the trace
is performed over states with a fixed particle number
density n = Tr [ρ0N ] /L. We then compute the single-
particle Green’s function in thermal equilibrium at tem-
perature 1/βeff using the same method. Our ED re-
sults for the thermal value of G(L/2, L/2 + 1) are consis-
tent with the quantum Monte Carlo results reported in
Ref. [67].
The quasi-stationary values to which the Green’s func-
tions relax are compatible with the CUT results of
Ref. [67] up to order U2 corrections. This means that
(up to the O(U2) corrections) the stationary values can
be described the “deformed GGE” ensemble,67 which cor-
rects the stationary values of the non-interacting GGE to
O(U).
A. Effects of next-nearest-neighbour hopping and
finite temperature initial states.
To investigate whether the prethermalized regime
eventually evolves toward thermal equilibrium, it is con-
venient to both invoke a non-zero next-nearest-neighbour
hopping amplitude J2, and to initialize the system in a
thermal density matrix rather than a ground state. Here
we focus on the thermal initial state (14) with inverse
temperature βi = 2 and δi = 0. A detailed analysis of
the dependence of the time evolution on βi and δi is car-
ried out in Sec. V C. The dependence of the dynamics of
G(i, j; t) on the final dimerization δf , the sign of inter-
action U , and the presence of particle-hole symmetry is
discussed in Appendix A.
We start by investigating the effects of a finite tem-
perature initial state on the dynamics with J2 = 0.
In Fig. 2 we show results for the Green’s functions
G(L/2, L/2±1; t) for a L = 320 site system time-evolved
with the Hamiltonian H(0, 0.1, 0.4) and initially prepared
in a thermal state (14) with density matrix ρ0(2, 0). We
observe a very slow drift towards the thermal value (note
the scale on the y-axis). This should be contrasted to
starting from the ground state and J2 = 0, cf. Fig. 1 and
Ref. [67], where no drift is observed on the time scales
accessible to us.
We now turn our attention to the effects of in-
cluding a next-nearest-neighbour tunneling J2 at fixed
U . In Fig. 3 we report the time-evolution of
the Green’s function G(L/2, L/2 − 1) for the sys-
tem prepared in the thermal density matrix ρ0(2, 0)
defined in Eq. (14) and subsequently time-evolved
with the Hamiltonian H(J2, 0.1, 0.4) for J2 =
0, 0.25, 0.375, 0.425, 0.5, 0.55, 0.6. We see that the
main effect of increasing J2 at fixed U is to induce a drift
off the PT plateau towards the thermal values.
For weak next-nearest-neighbour hopping the system
is close to the prethermalized quasi-stationary state over
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FIG. 2. Green’s function G(L/2, L/2 + 1; t) for a system of
size L = 320 prepared in state with density matrix ρ0(2, 0)(14)
and time-evolved with H(0, 0.1, 0.4). The insets show the
position of the ED thermal values.
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a large time interval as is illustrated in Fig. 3. Increasing
the value of the J2 causes this time window to signifi-
cantly reduce and for large values of J2 expectation val-
ues rapidly approach their thermal values. Importantly,
the first order EOM remain prethermalized for all times
and for all strengths of J2. We stress that this does not
imply that the first order EOM “do not work” for large
J2: for any given value of J2 we always observe a PT
plateau as long as U is sufficiently small. In this regime
the first order EOM are in good agreement with those at
second order. This point is illustrated in Fig. 4.
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FIG. 4. Green’s function G(L/2, L/2 − 1; t) for a system of
size L = 320 prepared in the density matrix ρ0(2, 0) (14)
and time-evolved with H(0.375, 0.1, U) for several values of
U . Solid lines show results from the second order EOM (34)
for U = 0.1, 0.2, 0.4 (top to bottom). For U = 0.1 we compare
with the first order EOM (dashed).
In summary, at fixed U the addition of J2 allows us
to tune the crossover timescale between the prethermal-
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FIG. 5. Dispersion relations for the two bands of Bogoliubov
fermions in the non-interacting model with J1 = 1, δ = 0.1
and J2 = 0 (violet, dotted), J2 = 0.25 (blue, dashed), J2 =
0.375 (red, solid), J2 = 0.5 (green, dot-dashed). Increasing
J2 leads to additional crossings at a fixed energy for +(k).
For J2 > 0.6 additional crossings at fixed energy appear as
the ranges of +(k) and −(k) overlap.
ized and thermalized regimes. Some understanding of
the strong dependence on J2 can be gained by consider-
ing J2 > 0.25, where additional scattering channels open
due to crossings at a fixed energy (see Fig. 5), which
promotes relaxation. Figure 5 exhibits a second impor-
tant effect of J2: it changes the bandwidths W1,2 of both
bands and leads to a reduction of Wmin = min(W1,W2).
This in turn leads to a larger value U/Wmin of the di-
mensionless interaction strength. However, as is shown
in Appendix A 1, even in cases where Wmin is unchanged,
the opening of additional scattering channels (i.e. in-
creasing the number of crossings at fixed energy) is suf-
ficient to speed up the relaxation. These findings are in
accord with recent work on the relaxational dynamics in
the Hubbard model101,102 by means of quantum Boltz-
mann equation methods. In these works it was observed
that adding a next-nearest neighbour hopping leads to
thermalization.
B. Beyond the prethermalization plateaux
As we have stressed before, for sufficiently small in-
tegrability breaking parameter U we always observe a
PT plateau. On the other hand, by keeping U fixed
and increasing J2 we can access a regime beyond PT.
Figures 6–8 show the time-evolution of the Green’s func-
tion for different separations and two values of the next-
nearest-neighbour hopping amplitude J2 which generate
qualitatively different evolution of the local observables.
With J2 = 0.25, the Green’s function remains close to the
value in the prethermalized state for long times, whilst
for J2 = 0.5 the system rapidly thermalizes. The ther-
mal values shown in the figures are computed by ED of
small systems of L = 16 sites. Note that the Green’s
function for even separations are complex and their real
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FIG. 6. Green’s function G(L/2, L/2 ± 1; t) for a system of
size L = 320 prepared in state with density matrix ρ0(2, 0)
and time-evolved with H(J2, 0.1, 0.4). Expected steady state
thermal values are shown as dotted lines, whilst the black
dashed lines are exponential fits to Eq. (41). Data in the
lower panel have been previously reported in Ref. [75].
parts always show a smooth behaviour in time, see for
example Fig. 7. This is because they depend only on the
occupation numbers nµµ(k, t) which are slowly varying
functions of time, cf. Section VII.
We now focus on the Green’s function between sites at
distances such that we observe a clear drift towards the
thermal values on the time scales accessible to us, see
Figs. 6, 7 and 8. The observed behaviour is compatible
with an exponential decay towards the thermal value
G(i, j; t) ∼ G(i, j)th +Aij(J2, δ, U)e−t/τij(J2,δf ,U) . (41)
Here G(i, j)th is the thermal Green’s function at tem-
perature 1/βeff . In general the relaxation times for the
real and imaginary parts of the Green’s function between
evenly separated sites are different, and we denote them
by τij(J2, δf , U)r,i in the following. In some cases, for
example the J2 = 0.5 case of Figs. 7 and 8, to obtain
a better fit we have to allow the thermal value G(i, j)th
to deviate from the ED result by a small amount. We
believe that this (tiny) discrepancy can be explained by
a combination of errors in the EOM and finite-size effects
on the ED result.
In Fig. 9 we show the inverse relaxation times deter-
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FIG. 8. Same as Fig. 7 for G(L/2, L/2 + 4; t).
mined by fitting the decay of the Green’s function to the
form (41) for a system prepared in the thermal state (14)
with density matrix ρ0(2, 0) and time-evolved under the
Hamiltonian H(J2, 0.1, 0.4) on a L = 320 site chain. We
see that the relaxation times τij(J2, δf , U) are quite sen-
sitive to the value of J2, which in turn has a large in-
fluence on whether drifting towards thermalization can
be observed within the time window accessible to us.
Increasing the separation between the two sites leads to
an increase of the relaxation times. This takes the time
window in which (41) holds beyond the regime accessi-
ble to us by a numerical solution of (34). However, we
conjecture that the relation (41) describes the relaxation
towards the thermal value of the Green’s function for
any value of the separation if one waits for long enough
times. This is in some sense a “minimal” assumption: it
is reasonable to think that the relaxation behaviour of
the Green’s function remains qualitatively the same for
any separation of the two sites, providing |i − j|  L.
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In the following, we will give other arguments in favor
of this conjecture by exploring the dynamics for longer
times with a quantum Boltzmann equation, which can
be derived as the scaling limit of the equations (34) for
the occupation numbers, see Sec. VII.
C. Initial state dependence
We now turn to the dependence of the relaxation of
local observables on properties of the initial state. We
note that for integrable models this question has been
the subject of extensive numerical studies, see for exam-
ple [103–106].
1. Dependence on the energy density
We first consider the dependence of the relaxational
behaviour on the energy density of the initial state. We
note that the energy density of the various quenches we
considered in Secs. V A and V B (see also Appendix A 2)
was, in fact, fixed because the initial state satisfies
Tr [ρ0(β, 0)H(J2, δ, U)] = Tr [ρ0(β, 0)H(0, 0, U)] . (42)
In Fig. 10 we present the time-evolution of the Green’s
function G(L/2, L/2− 1; t) starting from the initial den-
sity matrices ρ0(β, 0) (14) with β = 0.2, 0.85, 2, 8.
Our results suggest that, fixing all other parameters,
the time window for which observables show a prether-
malized behaviour increases when the temperature of the
initial state is decreased (i.e., with increasing β). In or-
der to quantify this statement, we note that the data
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FIG. 10. G(L/2, L/2 − 1; t) for a system with Hamiltonian
H(0.5, 0.1, 0.4) and sizes L = 256, 320 initially prepared in
the density matrix ρ0(β, 0) for four different values of β. The
expected steady state thermal values are indicated by dotted
lines and the exponential fit (41) by a dashed line.
are well described by the “exponential relaxation” intro-
duced in Eq. (41). We plot the inverse exponents τ−1i,i−1
and τ−1i,i+2 as a function of β in Fig. 11; we see that even
when there is clear decrease of both exponents with β,
the dependence is not of a simple power-law form. In
Ref. [85], Stark and Kollar examined the limit of infi-
nite dimensions d→∞ and found that the exponent de-
pends on the final inverse temperature βf as τ
−1
i,j ∝ β−2f .
In the limit of high initial temperature βi ∼ 0, we ex-
pect the initial and final temperatures to be comparable
βi ∼ βf . In this limit we find a dependence τ−1i j ∝ β−αf
with α ≈ 0.1− 0.2. The different exponent compared to
Ref. [85] has its origin in the distinct quench protocol as
well as dimensionality.
We note that for small β the range of variation of the
Green’s function is very small. This is reasonable: both
the initial and thermal density matrices have the form
ρ ∝ 1+O(β), where 1 is the identity matrix. This means
that to leading order in β, the expectation values do not
time evolve.
2. Different initial states at fixed energy density
As our model is non-integrable, at late times we expect
that the only relevant information contained in the initial
conditions should be the energy density. Concomitantly,
we expect that the Green’s functions evolve towards the
same limiting values when starting from macroscopically
different initial states which have the same energy den-
sity. In order to investigate this point, we compare the
time-evolution of the Green’s function starting from the
density matrix ρ0(β, δi) for four different sets of (β, δi),
chosen such that the energy density in each case is iden-
tical (the number density is 1/2 in ρ0 with J2i = 0). By
construction, these initial states are macroscopically dif-
ferent. As shown in Fig. 12, in each of the four cases the
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time evolution of Green’s functions proceeds quite dif-
ferently at short and intermediate times. The late time
behaviour, however, appears to be compatible with the
same stationary value within the errors associated with
our approximations. This can be seen in the inset of
Fig. 12, which shows the difference between the two most
distant curves
dj(i; 0, 0.5) =
∣∣G(i, i+ j)|δi=0 − G(i, i+ j)|δi=0.5∣∣ . (43)
We may push this analysis further by carrying out fits of
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FIG. 12. G(L/2, L/2 − 1; t) for a system with Hamiltonian
H(0.5, 0.1, 0.4) and size L = 320 initially prepared in a den-
sity matrix ρ0(β, δi), where β is chosen such that all initial
states have the same energy density. Dashed lines show the
exponential fit (41). Grey dotted lines indicate the thermal
values computed by ED. The insets show the behaviour of
dj(i; 0, 0.5) [cf. Eq. (43)].
the EOM results to the exponential form (41), and then
extrapolating to late times. In cases where the relaxation
is fast, e.g. δi = 0, 0.1), we find that the extrapolated
“stationary values” are in good agreement with one an-
other and the expected thermal result computed by ED
on L = 16 sites (the differences are ∼ 10−3). For larger
values of δi the relaxation is slower and the extrapolated
values differ significantly from the thermal result. This is
perhaps not surprising, as the quality of the exponential
fit is not expected to be as good in these cases. We note
that the case with δi = δf = 0.1 is very similar to the
one considered in Ref. [88].
VI. LIGHT CONE EFFECTS
The CUT approach62,67 to quantum quenches provides
a simple intuitive picture of PT. Switching on weak in-
teractions does not immediately destroy the free (non-
interacting) quasi-particles, but rather “dresses” them
through particle-hole excitations. To leading order in U
this deforms their dispersion, and higher orders will gen-
erate quasi-particle decay and render their lifetime finite.
This picture propounds the idea that deviations from the
PT plateau and eventual relaxation to a thermal state
may be related to quasi-particle decay at finite energy
densities. A very direct probe of quasi-particle propaga-
tion is provided by light cone effects.4,7,9,10,26,31,108–120
We expect the Green’s function to exhibit such an effect,
where the propagation velocity of the light cone is de-
termined by the maximal quasi-particle group velocity.
In cases where quasi-particles are long lived, we expect
to observe a “clean” light cone effect over a large time
window. On the other hand, when there is a substan-
tial decay rate, we expect the structure of the light cone
to be modified. While it is more or less obvious that
this intuition will hold for local quenches121 it is a priori
completely unclear whether it carries over to global ones.
Closely related questions have been recently investigated
for global quenches in the context of perturbed conformal
field theories122 as well as certain lattice models123.
A. Non-interacting case
In order to set the stage we first consider quenches in
the non-interacting case U = 0. We prepare the sys-
tem in the density matrix ρ0(β, δi) and, to keep things
as simple as possible, time evolve with H(0, δf , 0). We
focus on the single particle Green’s function (21). An
example of the light cone effect is shown in Fig. 13.
The real and imaginary parts of G(L/2 + j, L/2, t) are
seen to be very small outside a light cone that spreads
with a velocity that equals the maximal group veloc-
ity of elementary excitations of the post-quench Hamil-
tonian. In the absence of interactions the structure of
the light cone can be straightforwardly analyzed. For
ease of presentation we restrict ourselves to odd sepa-
rations j, choosing (even) L/2 as the reference point.
For odd separations the Green’s function is real, see
Eq. (19) (even separations can be treated in complete
analogy). In the thermodynamic limit our object of in-
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FIG. 13. Dynamics of the full Green’s function G(L/2, L/2 +
j; t) as a function of time. The system is initialized in the
density matrix ρ0(2, 0.5) and time evolved with the integrable
(free) Hamiltonian H(0, 0, 0). The light cone’s edge is spread-
ing with velocity vmax = 2maxk
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∣∣
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= 2J1, see
Eq. (11). The signal outside of the light cone decays expo-
nentially in time.
terest g(j, t) = G(L/2, L/2 + j; t) is thus given by
g(j, t) =
∫ pi
0
dk
2pi
eikj−iϕk(δi)
[
n++(k)− n−−(k)
− n+−(k)ei+−(k)t + n−+(k)ei−+(k)t
]
. (44)
The contribution due to the n++ and n−− terms is time
independent and plays no role in the light cone effect at
large separations j. We now simplify the problem further
by taking δf = 0. The relevant part of the integral is then
given by
g(j, t) '
∫ pi
0
dk
pi
eikj n˜+−(k) cos (4t cos k) . (45)
where we introduced
n˜+−(k) =
i
2
sin(ϕk(δi)) tanh
(
β
2
ε
(0)
+ (k)
)
. (46)
The structure of n˜+−(k) is such that there are no branch
points in the complex k-plane. The only singularities are
simple poles at positions determined by the argument of
the tanh. Depending on the ratio j/t we have to distin-
guish between three regimes. It is convenient to define a
parameter γ by
γ =
√
pi2
4β2 + 1
1− δ2i
> 1. (47)
1. Interior of the light cone: j < 2vmaxt
The first regime is characterized by j < 2vmaxt, where
vmax = 2 is the maximal group velocity of elementary
excitations. As long as 2vmaxt is sufficiently larger than
j  1, the k-integral can be evaluated by a straightfor-
ward stationary phase approximation, which gives
g(j, t) ∼ 1
2
√
2pit
f
(
j
2vmaxt
)
×Im
[
e
i
(√
(2vmaxt)2−j2+j arcsin( j2vmaxt )−
pi
4
)]
,
f(z) =
zδi tanh
(
β
√
1− (1− δ2i )z2
)√
1− (1− δ2i )z2 |1− z2|1/4
. (48)
We see that inside the light cone the real part of the
Green’s function displays an oscillating power-law decay
with exponent 3/2 (at late times).
2. Short-time regime: 2vmaxtγ < j
In this regime the integrand features two saddle points
in the complex k-plane at k± = pi2 ± iarccosh
(
j
2vmaxt
)
.
When deforming the integration contour to pass through
k+, one encounters at least the simple pole at k =
pi
2 + iarccosh(γ). The leading contribution to the inte-
gral stems from this pole. For large j we then obtain
g(j, t) ∼ A(j)e−
(
j arccosh(γ)−2vmaxt
√
γ2−1
)
,
A(j) =
δi cos
(
(j − 1)pi/2)
2β(1− δ2i )
√
γ2 − 1 . (49)
This shows an exponential increase in time.
3. Intermediate regime: j < 2vmaxtγ < jγ.
Interestingly there exists an intermediate regime that
separates the interior of the light cone from the early time
behaviour. For times j < 2vmaxtγ < γj and large values
of j, the integral (45) can be evaluated by deforming the
integration contour into the complex plane until it passes
through the saddle point k+ =
pi
2 + iarccosh
(
j
2vmaxt
)
. As
long as Im(k+) is smaller than the imaginary parts of the
simple poles of the integrand, which defines the interme-
diate regime, the leading contribution to the integral (45)
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can be obtained by a saddle point approximation. This
gives
g(j, t) ∼ (−1)
(j−1)
2
4
√
2pit
f
(
j
2vmaxt
)
×e−
(
j arccosh( j2vmaxt )−
√
j2−(2vmaxt)2
)
. (50)
Equation (50) provides a good approximation of the in-
tegral only “far enough” from the light cone j = 2vmaxt
(as it exhibits a singularity at j = 2vmaxt).
Fig. 14 reports a representative fixed-separation cut of
G(0, j; t) (here we have used invariance under translations
by two sites to shift the reference position to zero), com-
paring the expansions (48), (49), and (50) with the ex-
act expression obtained by numerical integration of (45).
The agreement is clearly excellent.
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FIG. 14. Time evolution of G(0, 111; t). The full line is
obtained numerically integrating the exact expression (45),
while the dashed lines are obtained using the asymptotic ex-
pansions (48), (49), (50).
4. Proximity of the light cone
For δf = 0 we can furthermore describe the regime
close to the light cone j = 2vmaxt. Starting from equation
(45), we again deform the integration contour into the
complex plane so that it passes through the saddle point
at k+. We then make the approximation that we can
replace the factor n˜+−(k) in the integrand by its value at
the saddle point n˜+−(k+). Deforming the contour back
to the real line we obtain the following approximation to
the integral
g(j, t) ' h
(
j
2vmaxt
)
Im
[∫ pi
0
dk
pi
eikj+4ti cos k
]
, (51)
where
h(z) =
zδi
2
tanh
(
β
√
1− (1− δ2i )z2
)
√
1− (1− δ2i )z2
(52)
Carrying out the integral then gives
g(j, t) ' (−1) (j−1)2 h
(
j
2vmaxt
)
Jj(4t) . (53)
As can be seen from Fig. 15, this is a very good ap-
proximation. For large j we can furthermore expand
the Bessel function for large orders.124 This allows us to
recover the results of the stationary phase/saddle point
approximations for the intermediate regions and the in-
terior of the light cone. In the vicinity of the light cone,
i.e. 2vmax ≈ j, we find
g(j, t) ' (−1)
(j−1)
2
2−1/3j1/3
h
(
j
2vmaxt
)
Ai
(
j − 2vmaxt
2−1/3j1/3
)
. (54)
As shown in Fig. 15 this provides a very good approxima-
tion of g(j, t) close to the light cone. Similar results in-
volving the Airy function have been previously obtained
for the propagation of fronts in “inhomogeneous quan-
tum quenches” in tight-binding and XX models.125–127
The setting in these works is different in that the initial
state features a step-like density profile, and the observ-
able of interest is the time evolution of the density.
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FIG. 15. Comparison of the Green’s function G(0, j; t) for an
infinite system as a function of time at fixed distance j =
401 with the approximations (53) and (54). The system is
initialized in the density matrix ρ0(2, 0.5) and time evolved
with the free Hamiltonian H(0.5, 0, 0).
5. “Width” of the light cone
We are now in a position to define the width of the
light cone. This is most conveniently done by considering
the approximation (54). At large values of j most of the
variation of g(t, j) in the vicinity of the light cone is due
to the Airy Function. Irrespective of the details of how
one defined the width σ(j), it then scales as
σ(j) ∝ j1/3 . (55)
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This behaviour is the same as for the inhomogeneous
quenches in lattice models125–127, and was argued to hold
for inhomogeneous quenches in perturbed conformal field
theories as well128.
6. δf 6= 0 case
When the final dimerization is non-zero the analytic
structure of the integrand in (44) becomes more com-
plicated: +−(k) has branch cuts in the complex k-
plane. In addition, the number of saddle points increases.
This complicates the analysis of the short-time regime.
Nonetheless, the behaviour of the Green’s function in the
intermediate regime, Cj < 2vmaxt < j (C < 1), and in
the interior of the light cone, 2vmaxt > j, can be de-
termined as above. The structure remains very similar:
for 2vmaxt > j the Green’s function decays as t
− 32 and
for Cj < 2vmaxt < j it decays exponentially, but there
are oscillatory contributions multiplying the exponential
decay. Importantly, the “width” σ(j) of the light cone
scales always as j1/3.
B. Interacting case
The structure of the light cone in the interacting case
remains qualitatively similar, see Fig. 16. The most
marked difference is that the height of the maximum at
fixed separation now displays a much faster decay in j as
is shown in Fig. 17.
In order to determine the width of the light cone we
fit the Green’s function in the vicinity of the light cone
by an expression of the form
G(L/2, L/2 + j, t) = aAi (b(2vmaxt− j)) , (56)
where a, b and vmax are fit parameters (a and b are j-
dependent). This provides an excellent description in
the proximity of the light cone for a wide range of j as is
shown for an example in Fig. 18. The width σ(j) of the
light cone can be extracted from the j-dependence of the
parameter b, and we find that
σ(j) ∝ jα α < 1 . (57)
The main difficulty we face is that we can only reach
separations of around 160 sites, which imposes serious
limitations to the precision with which we can determine
the scaling exponent α. In the non-interacting case we
need to consider extremely large values of j to observe
the scaling σ(j) ∝ j1/3. Comparing the scaling in the free
and interacting case for different values of U in the regime
accessible to us, we do not find a significant dependence
of the scaling exponent on the interaction strength U ,
and all of our results are compatible with an exponent
α = 1/3, see Fig. 19. We have also considered some
quenches with δf > 0 and come to identical conclusions.
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FIG. 16. Dynamics of the full Green’s function G(L/2, L/2 +
j; t) as a function of time. The system is initialized in the den-
sity matrix ρ0(2, 0.5) and time evolved with the non-integrable
Hamiltonian H(0.5, 0, 0.4). The signal outside of the light
cone decays exponentially in time.
VII. QUANTUM BOLTZMANN EQUATION
An important question is whether the set (34) of
coupled integro-differential equations can be simplified
for late times by removing the time integration, in
analogy with standard quantum Boltzmann equations
(QBE).90,94 Given that the structure of (34) is rather
different to the standard QBE case, cf. Ref. [90], it is
not a priori clear that this is possible. More precisely,
as (34) includes an O(U) term intimately related to the
existence of a PT plateau, it is far from obvious that the
solutions of the EOM will only depend on t through the
rescaled variables τ = U2t at late times, as is the case in
the standard QBE framework.90,94
A. Simplifying the EOM
In all the cases that we have analyzed, the “off-
diagonal” two-point functions nµµ¯(k; t) become negligi-
ble at sufficiently late times and small values of U , see
Figs. 20–22 for representative examples. This leads us to
15
0.02
0.03
0.04
0.05
0.06
0.07
0.08
0.09
10 50 100 150 250 400 600 900
m
ax
t
[G
(L
/2
,L
/2
+
j;
t)
]
j
U = 0
U = 0.1
U = 0.2
U = 0.4
FIG. 17. Double logarithm plot of maxtG(L/2, L/2 + j; t) as
a function of the odd separation j, for a system of length L =
1920 (U = 0) and L = 320 (U 6= 0), initialized in the state
ρ0(2, 0.5) and evolved with H(0.5, 0, U) for U = 0, 0.1, 0.2, 0.4.
Different symbols correspond to different values of the inter-
action and the red dashed line is ∝ j−1/3.
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FIG. 18. Airy Function fit of the Green’s function
G(L/2, L/2 + j; t) as a function of time at fixed distance
j = 137. The system is initialized in the density matrix
ρ0(2, 0.5) and time evolved with the non-integrable Hamil-
tonian H(0.5, 0, 0.4).
formulate the following approximation
nµµ¯(k, t) ≈ 0 for t U−1 , (58)
where we have introduced the notations µ¯ = −µ. We
note that our approximation is consistent with relaxation
of nµν(k, t) towards their thermal values at late times as
this would suggest nµµ¯(k;∞) ∼ O(U) and nµµ(k;∞) ∼
O(U0).
We now use the approximation (58) to simplify the
EOM. We drop the equation for n+−(k, t) and retain only
those for n++(k, t) and n−−(k, t). These do not contain
O(U0) contributions on the right-hand side of (34), but
they do feature O(U1) terms, which can be cast in the
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FIG. 19. Double logarithm plot of the fitting parameter b
(cf. Eq. (56)) as a function of j. The system, of length
L = 1920 for U = 0 and L = 320 for U 6= 0, is initialized in
the density matrix ρ0(2, 0.5) and time evolved with the non-
integrable Hamiltonian H(0.5, 0, U) with U = 0, 0.1, 0.2, 0.4.
Different symbols correspond to different values of U and the
red dashed line is ∝ j−1/3.
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FIG. 20. The time dependence of the Bogoliubov mode occu-
pation numbers n++(k) for a system of size L = 320 initial-
ized in the density matrix ρ(2, 0.5) and time evolved with
H(0.375, 0, 0.4). The different lines are different k-modes
(we restrict our attention to 0 ≤ k ≤ pi/2, as nµν(k, t) =
µνnµν(pi − k, t), and plot every fourth k-mode).
form
8U Im
{
[Aµ¯(k) +Bµ¯(k, t)]nµµ¯(k)e
iµµ¯(k)t
}
, (59)
where we have introduced notations
Aµ(k) ≡
∑
γ
∑
q>0
Vµ¯γγµ(k, q, q, k)nγγ(q) , (60)
Bµ(k, t) ≡
∑
γ
∑
q>0
Vµ¯γγ¯µ(k, q, q, k)nγγ¯(q)e
iγγ¯(q)t . (61)
The function Bµ(k, t) sums an oscillating phase multi-
plied by a smooth function and consequently decays to
zero at late times (see below). Aµ(k), however, is inde-
pendent of time and its presence generally complicates
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our analysis of the long time limit. An exception occurs
for the special value δf = 0, where
Vηγγη¯(k, q, q, k)|δf=0 = 0 ∀η, γ ,∀k, q , (62)
and concomitantly Aµ(k) vanishes. For the rest of the
section we will focus on this special case, and show
that the remaining O(U) terms do not contribute in the
“Boltzmann scaling limit”
U → 0 and t→∞ with τ = tU2 fixed . (63)
This then implies that we may use a QBE description
at late times. We return to the general case δf 6= 0 in
Sec. VII E.
B. QBE for δf = 0
In the scaling limit (63), the diagonal EOM (34) for
δf = 0 become
∂τnµµ(k, τ) = limsc 4iU
−1
(
Bµ(k, t)nµ¯µ(k)e
iµ¯µ(k)t + c.c.
)
+ limsc
∑
p>0,ν
∫ t
0
ds eiEν(p)(t−s)Fµν (p; k; s) .
(64)
Here limsc denotes the Boltzmann scaling limit (63) and
we have collected the integrand of the s-integral into a
single function Fµν (p; k; s) to lighten notations. At late
times in the scaling limit (63) the Bµ(k, t)-term can be
evaluated by a stationary phase approximation
limsc
4i
U
Bµ(k, t)nµ¯µ(k)e
iµ¯µ(k)t
= limsc
U
τ3/2
sin
(
τ+−(0)
U2
− pi
4
)
Vµ(k)eiµ¯µ(k)τU−2
= 0 . (65)
Here Vµ(k) is an amplitude depending on the initial state
and the vertex function
Vµ(k) = 2µδi sin(k)nµ¯µ(k)√
2pi(′′+−(0))3/2
| cos(k)|
cos(k)
tanh(βi) . (66)
The exponent 3/2 in (65) is a consequence of n+−(k, 0)
being zero at the saddle point k = 0, cf. Eq. (24). From
Eq. (65), we conclude that the O(U) terms do not con-
tribute in the scaling limit when δf = 0.
This leaves us with the O(U2) contribution on the
right-hand side of Eq. (64). According to our basic
approximation (58), this can be simplified in the long
time limit because the off-diagonal two point functions
n+−(k; s) can be neglected for s  U−1. We now make
the further assumption that the diagonal mode occupa-
tion numbers nµµ(k; s) depend on s only through sU
2,
i.e. they are very slowly varying. This assumption is
again motivated by numerical results obtained by inte-
grating the full EOM, see Figs. 20 and 21 for a rep-
resentative example. The O(U2) terms can then be
treated as follows. We introduce an intermediate time-
scale U−1  t¯  t and split the time integral into two
parts ∫ t
0
ds eiEν(p)(t−s)Fµν (p; k; s)
=
∫ t¯
0
ds eiEν(p)(t−s)Fµν (p; k; s)
+
∫ t−t¯
0
ds eiEν(p)sFµν (p; k; t− s) . (67)
We then make the assumption that the first term on the
right hand side of (67) does not contribute in our scal-
ing limit, while the remaining integral can be treated as
follows. We first replace Fµν (p; k; s) by its smooth part
Fµν (p; k; s)slow depending on s only through U
2s, this is
motivated by numerical analysis as discussed above. We
then add an infinitesimal convergence factor iη, to Eν(p)
in the exponential factor of the integrand in order to en-
sure the convergence of the integral. In principle the
parameter η should be taken to zero after the Boltzmann
scaling limit has been performed. In practice we keep
η small but finite and ensure that our results for the
Green’s function only depend very weakly on it in the
time interval considered. This procedure is equivalent to
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the regularization adopted in Refs. [101, 129]. Next we
expand the function Fµν (p; k; t − s)slow around t, which
gives∫ t−t¯
0
ds ei(Eν(p)+iη)sFµν (p; k; t− s)slow =
=
∞∑
n=0
(−1)n
n!
dn
dsn
Fµν (p; k; t)slow
∫ t−t¯
0
ds ei(Eν(p)+iη)ssn .
(68)
As Fµν (p; k; s)slow is a function of U
2s its derivatives are
suppressed by factors of U2 in the Boltzmann scaling
limit, which implies that we only need to retain the first
contribution. Evaluating the first integral we have
limsc
∫ t−t¯
0
ds ei[Eν(p)+iη](t−s) =
i
Eν(p) + iη
≡ D(Eν(p)) .
(69)
Putting everything together we arrive at a QBE for the
mode occupation numbers
∂τnµµ(k, τ) = −
∑
γ,η
∑
p,q>0
K˜γηµ (p, q|k)nγγ(p, τ)nηη(q, τ)
−
∑
γ,η,
∑
p,q,r>0
L˜γηµ (p, q, r|k)nγγ(p, τ)
×nηη(q, τ)n(r, τ) . (70)
Here the kernels are given by
K˜γ1γ2α (k1, k2|q) = 4
∑
k3,k4>0
∑
ν,ν′
X˜
γ1γ2νν
′|νν′γ2γ1
k|k′ (α|q),
L˜γ1γ2γ3α (k1, k2, k3|q) = 8
∑
ν
∑
k4>0
X˜
γ1γ2γ3ν|νγ3γ2γ1
k|k′ (α|q)
−16
∑
ν
X˜
γ1γ2νγ2|γ3νγ3γ1
k1k2k1k2|k3k1k3k1(α|q),
X˜
γ|α
k|q (α|q) = Y γαα(k, q)Vα(q)D(Eγ(k))
−(γ,k)↔ (α, q) . (71)
The Boltzmann equation has been derived in the scal-
ing limit (63). In practice, this limit cannot be accessed
in numerical computations starting from t = 0. Instead,
we keep U small but finite and initialize the QBE at a
finite time t0  U−1 using the occupation numbers com-
puted up to t = t0 with the full EOM (34).
In Figs. 23 we present results obtained using the QBE
for cases where the system is initialized in the density ma-
trix ρ0(2, 0.5) and time evolved with H(J2, 0, 0.4), where
J2 = 0.375, 0.5. The QBE is initialized at time t0 = 20.
Even for the relatively large value of U = 0.4, we see
that the results of the QBE are in good quantitative
agreement with the full EOM. The agreement worsens for
larger separations, which is not surprising as the Green’s
function itself becomes smaller. At late times the mode
occupation numbers also approach their thermal values.
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FIG. 23. G(L/2, L/2 + j; t) with (upper) j = 1 and (lower)
j = 2 for a system of size L = 320 initially prepared in a
state with density matrix ρ(2, 0.5), and time evolved with
H(J2, 0, 0.4). Full lines show results obtained by integrating
the EOM (34), and black dashed lines indicate the QBE re-
sults.
This approach should not be taken too literally as we
now explain. The non-interacting Fermi-Dirac distribu-
tion (for arbitrary β and µ) is always a stationary solution
of the QBEs (70). It is believed that for non-integrable
models it is the only stationary solution.101 If this holds
true, the value to which a mode occupation number re-
laxes is determined by the number density and the ki-
netic energy at the time the QBE is initialized.94,129 This
means that in the late time limit we expect the QBE to
converge to values that agree with the “correct” thermal
values only up to corrections of order O(U).
C. Scaling form of the Green’s function
In the QBE framework the Green’s function depends
on U both via the rescaled time τ , and through the initial
conditions imposed at time t0. We express this as
G(i, j; t, U) = Fij(τ, U) , t > t0  U−1 . (72)
Expanding Fij(τ, U) to leading order in U (at fixed τ)
then gives
Fij(τ, U) ∼ Fij(τ, 0) +O(U) . (73)
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FIG. 24. Green’s functions FL/2L/2+1(τ, U) (top) and
FL/2L/2+2(τ, U) (bottom) obtained by numerical solution of
the full EOM (34) for a system prepared in the state with
density matrix ρ0(2, 0.5) and time evolved with H(0.5, 0, U).
Results for several values of U are plotted against the rescaled
variable τ = U2t.
We expect that the full EOM will give rise to the scaling
form (72), (73) at sufficiently late times. This is indeed
the case as shown in Fig. 24 for a representative example.
By virtue of its simpler structure, the QBE allows us to
determine how the exponent (41) scales with the interac-
tion strength U . To that end we consider the exponential
fit (41) that we have found to give a good account of the
intermediate time behaviour of the Green’s function. Ex-
panding the inverse relaxation time in powers of U
τ−1ij (U) =
∞∑
i=0
aiU
i , (74)
we have
G(i, j; t;U) ≈ G(i, j)th
+ Aij(J2, 0, U)e
−ta0−tUa1−τa2 + . . . (75)
In order for this to be compatible with (72) we must have
a0 = a1 = 0, a2 6= 0, which gives
τ−1ij (J2, δf = 0, U) = U
2a2 +O(U
3) . (76)
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FIG. 25. Double logarithmic plot of the U -dependence of the
inverse relaxation times τ−1L/2L/2+1(U) for a system initial-
ized in the density matrix ρ0(2, 0.5) and time evolved with
H(0.5, 0, U). Relaxation times are obtained by fitting the
EOM results to the form (41). Errors are estimated by vary-
ing the initial time at which the exponential fit is applied.
As shown in Fig. 25 for a particular example, the U2-
scaling in (76) is in good agreement with inverse relax-
ation times extracted from the numerical solution of the
EOM.
We note that the scaling of inverse relaxation times
with U found here differs from that obtained in Ref. [85].
In contrast to our quench protocol, Ref. [85] considers
situations where the energy density in the initial state is
O(U), which results in a U4 scaling.
D. Mode occupation numbers
In order to obtain further indicators that integrability
breaking perturbations lead to thermalization, we turn
our attention to the (Bogoliubov) mode occupation num-
bers nµµ(q, t) themselves. The first question to consider
is whether we expect these quantities to relax at all?
The number operators are local in momentum space, and
hence are non-local in real space. It is then a priori un-
clear whether they will relax at late times (see, however,
Ref. [130]). Here we take a practical point of view: we
simply follow the evolution of nµµ(k, t) on the time scales
accessible to us, and compare them to the appropriate
thermal values nµµ(k, βeff , µeff) of the putative station-
ary behaviour. The latter are calculated by standard
second order perturbation theory in U ; details are given
in Appendix B.
In Fig. 26 we show results for the mode occupation
numbers nµµ(k, t) at several different times for a system
of size L = 320 that has been prepared in the density ma-
trix ρ(2, 0, 0.5, 0) and evolved with H(0.375, 0, 0.4) (see
also the example reported in Ref. [75]). For short and
intermediate times J1t . 70 we use the full EOM, while
later times are analyzed in the framework of the QBE.
The QBE is initialized at time t0 = 20, and is in good
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agreement with the full EOM until the latest times ac-
cessible by the latter. We observe that the mode oc-
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FIG. 26. Mode occupation numbers n++(k, t) (top) and
n−−(k, t) (bottom) for a system of size L = 320 that is ini-
tialized in the thermal state ρ0(2, 0.5) and time evolved with
H(0.375, 0, 0.4). Solid (dotted) lines are obtained by integrat-
ing the EOM (QBE). The solid black line is the thermal value
found by means of second order perturbation theory in U .
cupation numbers slowly evolve towards the values for
a system at thermal equilibrium with the correct par-
ticle and energy densities, see Appendix B. In particu-
lar, at the latest time reached (t = 450), the occupa-
tion numbers n++(k, t) are close to the appropriate ther-
mal distribution. We recall that integration of the full
EOM (34) indicates that the “off-diagonal” occupation
numbers n+−(k, t) approach their thermal value (zero) in
an oscillatory fashion, see Fig. 22. These results suggest
that the weak integrability breaking term induces thermal-
ization of the system.
E. Quantum Boltzmann equation for δf 6= 0
In the case δf 6= 0 we again observe that the off-
diagonal two-point functions n+−(k, t) become O(U) at
sufficiently late times; for Jt ∼ 100 they are oscillat-
ing around the thermal value, found by means of sec-
ond order perturbation theory. However, this fact can no
longer be exploited in a straightforward manner to ob-
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FIG. 27. (upper) FL/2L/2+1(τ, U) = G(L/2, L/2 + 1; t, U)
and (lower) FL/2L/2−3(τ, U) = G(L/2, L/2− 3; t, U), the sys-
tem is initially prepared in the state ρ0(2, 0) and evolved with
the Hamiltonian H(0.5, 0.4, U), for different values of U . The
time evolution is obtained by numerical solution of the full
EOM (34) and plotted as a function of the rescaled variable
τ = U2t.
tain a closed system of equations for the mode occupation
numbers nµµ(k, t). This is because for δf 6= 0 the right
hand side of the EOM (34) for the diagonal components
contains a term which does not decay in time
8U Im
[
Aµ¯(k)nµµ¯(k, 0)e
iµµ¯(k)t
]
. (77)
Here Aµ(k) has been introduced in (60).
In spite of this, local observables computed from our
numerical solutions of the EOM exhibit an approximate
scaling collapse at sufficiently late times as is shown in
Fig. 27 for two representative examples. This in turn al-
lows us to repeat the arguments of the previous subsec-
tion for generic δf , and suggests that the inverse decay
times scale as
τ−1ij (J2, δf , U) ∝ U2. (78)
In other words, the time scale for thermalization is pro-
portional to U−2 for generic δf . This is consistent with
our solution of the full EOM on the accessible time scales,
cf. Fig. 28.
In order to obtain a quantum Boltzmann like equation
for δf 6= 0 we proceed as follows. The numerical solutions
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FIG. 28. The U dependence of the exponents (upper)
τ−1L/2L/2−1(U) and (lower) τ
−1
L/2L/2+2(U)r obtained from the
exponential fit (41), plotted in logarithmic scale.107 In the
lower panel the error bars are contained within the sym-
bols. Data is presented for the time-evolution from the ini-
tial state ρ0(2, 0) with Hamiltonian H(0.5, 0.1, U) for U =
0.15, 0.2, 0.25, 0.3, 0.4 (see also Figs. 27). The errors are esti-
mated by varying the initial time at which the exponential fit
is applied.
of the full EOM indicate that the mode occupation num-
bers exhibit small amplitude, high-frequency oscillations
on top of a smoothly varying part. Separating these two
components using a low pass filter L we have
nµµ(k, t) = L[nµµ(k, t)] + (1− L)[nµµ(k, t)],
= sµ(k, U
2t) + ∆µ(k, t). (79)
The low-pass filter L separates the slowly varying con-
tributions sµ(k, U
2t) from the rapidly oscillating (small
amplitude) parts ∆µ(k, t). We expect that the late time
behaviour of local observables will not depend on the os-
cillatory parts. This expectation is based on the observa-
tion that a stationary phase approximation applied to the
momentum sum would show that these contributions are
suppressed, cf. Eq (21). Applying the low-pass filter L to
the equation of motion (34), where the off-diagonal two-
point functions n+− have been neglected, and consider-
ing the Boltzmann limit (63), we find that sµ(k, τ) satisfy
the Boltzmann equation (70) with nµµ(k, τ) → sµ(k, τ).
Further details are presented in Appendix C. In Fig. 29
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FIG. 29. G(L/2, L/2 − 1; t) (upper panel) and G(L/2, L/2 +
2; t) (lower panel) for two systems with Hamiltonians
H(0.25, 0.1, 0.2), H(0.5, 0.4, 0.4) and size L = 320 initially
prepared in a thermal state (14) with density matrix ρ0(2, 0).
The full lines are obtained by integrating the EOM (34) and
the black dashed lines are found by means of the QBE.
we show comparisons between results obtained from the
quantum Boltzmann equation (70) for sµ(k, t) to the full
EOM (34). We see that the agreement is quite satisfac-
tory, which gives us some confidence in the above line of
argument.
To conclude our discussion of the δf 6= 0 case, we note
that the occupation numbers sµ(k, τ) appear to approach
their thermal values (computed by second order pertur-
bation theory) in the long time limit.
VIII. BREAKING THE U(1) SYMMETRY
One of the key features of the class of models (1) is
that they possess a global U(1) symmetry associated with
particle number conservation, see Sec. II. We expect PT
to be robust with respect to breaking this symmetry. To
check whether this is indeed the case we have investigated
21
quantum quenches to the class of models
H(γ, h, U) = J
2
∑
i
[
c†i ci+1 + γc
†
i c
†
i+1 + h.c.
]
+ Jh
∑
i
c†i ci + U
∑
i
c†i ci c
†
i+1ci+1 , (80)
which are related to the Heisenberg XYZ chain in a
magnetic field by a Jordan-Wigner transformation. The
model (80) becomes integrable in several limits
1. For U = 0 the model is non-interacting;
2. For γ = 0 it is equivalent to the spin-1/2 Heisenberg
XXZ chain in an external magnetic field;
3. For h = −U , where it is equivalent to the spin-1/2
Heisenberg XYZ chain.
In order to apply the EOM formalism we prepare the
system in an initial density matrix with respect to which
Wick’s theorem holds. Our choice is
σ0 = σ(β, γi, hi) =
e−βH(γi,hi,0)
Tr
[
e−βH(γi,hi,0)
] . (81)
We then time evolve with H(γf , hf , U) and are interested
in the following Green’s functions
G+−(i, j; t) = Tr
[
c†i (t)cj(t)σ0
]
,
G++(i, j; t) = Tr
[
c†i (t)c
†
j(t)σ0
]
. (82)
Details regarding the implementation of the EOM for-
malism are presented in Appendix D. Figure 30 shows
results for the Green’s functions (82) for a system pre-
pared in the density matrix σ(∞, 0.2, 0) and time evolved
with H(0.5, 0.1, U). In the integrable case U = 0 we ob-
serve relaxation towards the appropriate GGE. On the
other hand, in the non-integrable case U = 0.1 we ob-
serve a PT plateau. This analysis establishes that PT is
robust under U(1) symmetry breaking.
A. Pre-relaxation
An interesting limit of the model (80) is the case when
h = O(U), i.e. the chemical potential is included in the
integrability-breaking perturbation. Then the “unper-
turbed” integrable model is related to the XY chain in
zero magnetic field by a Jordan-Wigner transformation.
The XY chain is known to possess infinitely many local
conservation laws {Qn} that satisfy a non-abelian com-
mutation algebra,69 as well as a infinite set of mutually
commuting local conserved charges {In}.
Reference [71] investigated how the additional conser-
vation laws influence the time evolution in the presence
of an interacting perturbation which breaks this struc-
ture. The problem was studied using a novel mean-field-
like technique which was conjectured to be accurate for
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FIG. 30. G+−(L/2, L/2 + 1; t) (top) and G++(L/2, L/2 + 1; t)
(bottom) for a system prepared in the state σ(∞, 0.2, 0) and
time evolved with H(0.5, 0.5, 0.1). Dotted lines denote the
non-interacting GGE.
times t ∼ U−1. It was found that observables show highly
non-trivial behaviour if one starts from an initial state in
which some of the additional charges have non-zero ex-
pectation values. In this situation, observables rapidly
relax towards values close to the unperturbed GGE pre-
diction (which describes the stationary state for U = 0)
and then, at times t ∼ U−1, drift away. Two scenar-
ios are possible at this point: either the observables re-
lax towards a second nonthermal plateau which is O(U0)
different from the first, or they show persistent oscilla-
tions within the entire accessible time-window. This phe-
nomenon was termed pre-relaxation because it describes
the crossover between two non-thermal behaviours. In
the case where the introduced perturbation breaks inte-
grability, the system is believed to eventually thermalize,
although the thermalization time-scales are beyond the
time regime that is accessible to the method of Ref. [71].
The Hamiltonian (80) for h = O(U) is precisely one of
the cases considered in Ref. [71], once spins are mapped
to fermions. Moreover, the time scale t ∼ U−1 on which
the mean-field-like approach was conjectured to be accu-
rate is amenable to analysis by our first-order EOM and
it is interesting to compare the two results. To perform
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the comparison, we consider the correlation function
S(i; t) ≡ Re [G++(i+ 1, i; t)− G+−(i+ 1, i; t)] , (83)
which corresponds, through a Jordan-Wigner transfor-
mation, to 〈σxi σxi+1〉 (t) in the spin model. As the addi-
tional “non-abelian” local conservation laws Qn of the
XY chain change sign under translation by one site, we
require an initial state that is not invariant under trans-
lations by one site. In order for the Qn to have non-
vanishing expectation values. To compare to the results
of Ref. [71], we take the initial state to be the ground
state of the Majumdar-Ghosh (MG) Hamiltonian,131
which is invariant only under translations by two sites.
Expectation values in the initial state can be calculated
using Wick’s theorem, as required for the EOM to be
applicable, and the initial Green’s functions read
G+−(2i− r, 2j − s; 0)
∣∣
MG
= δi−r,j−s , r, s = 0, 1
G++(i, j; 0)
∣∣
MG
= 0 . (84)
In Fig. 31 we report a comparison between the mean-
field approach of Ref. [71] and the first order EOM. The
mean-field solution starts from the prediction of the non-
interacting GGE and it is in excellent agreement with
the EOM. The agreement is almost perfect because the
interaction is very small in the case considered, but in
general we do expect O(U) differences between the two
results.
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FIG. 31. S(1; t) (cf. Eq. (83)) evolved by H(2, 0.005, 0.005),
starting from the ground state of the Majumdar-Ghosh
Hamiltonian.131 The full line is obtained by integration of the
first order EOM (reported in Appendix D), while the dashed
lines are the prediction of the mean-field approach developed
in [71]. The inset shows a shorter time window where the ob-
servable lies on the first quasi-stationary plateau (black dotted
line).
IX. CONCLUSIONS
In this work we have used equation of motion tech-
niques to investigate prethermalization in a class of
one dimensional fermion models with weak integrabil-
ity breaking perturbations. Our integrable model is a
non-interacting theory, and the role of the integrability
breaking perturbation is played by density-density inter-
actions. We focus on the time evolution of the single-
particle Green’s function after initializing the system in
a density matrix that is not an eigenstate of the time
evolution operator.
The non-equilibrium evolution in the non-interacting
theory is non-trivial in our setup and provides an impor-
tant point of reference. As expected expectation values of
local operators relax towards GGEs in this case. When
we turn on a weak integrability breaking perturbation
of strength U , we observe long lived PT plateaux: the
Green’s function (for finite separations) relaxes towards
constant values that differ from the ones in the GGE at
order O(U), and are compatible with the deformed GGE
description proposed in Ref. [67]. We have verified that
PT occurs irrespective of whether particle number is con-
served. This is in accord with expectations based on the
CUT approach to non-equilibrium evolution62,67: as long
as the integrability-breaking perturbation merely dresses
the elementary excitations of the non-interacting theory
we expect PT to occur. For very weak perturbations U
the PT plateau is stable throughout the time window ac-
cessible to us. By increasing U we are able to observe a
crossover between PT and evolution towards a thermal
steady state. The corresponding crossover time scales as
U−2.
We have used our EOM methods to analyze the struc-
ture of light-cones in the single-particle Green’s function.
Light cone effects provide a direct probe of quasi-particle
properties, and it is clearly an interesting question how
these are affected by integrability breaking terms. We ob-
served that in all cases the exterior and interior regions of
the light-cone are separated by an “intermediate” regime,
the width of which appears to scale with a universal expo-
nent t1/3 irrespective of whether or not the post-quench
Hamiltonian is integrable. In contrast, the maximum val-
ues of the real and imaginary parts of the single-particle
Green’s function, i.e. our “signals”, exhibit a markedly
faster decay in time t in the non-integrable case as com-
pared to the integrable one.
Our work raises a number of issues deserving of further
investigation. First, our work suggests that PT is rather
robust provided the integrability breaking perturbation
does not dramatically alter the nature of quasi-particle
excitations. It would be interesting to analyze exam-
ples where we know confinement to occur, an example
being the transverse field Ising model in a weak longi-
tudinal magnetic field.123,132,133 Unfortunately such sit-
uations cannot be accommodated in the EOM approach,
because the perturbation is non-local in terms of the ele-
mentary fermions. Second, our approach is by construc-
tion uncontrolled. We have checked that our results are
in excellent agreement with existing t-DMRG results,67
but further checks are highly desirable. We also expect
our truncation of the infinite hierarchy of EOMs to be-
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come inaccurate at late times. It would be interesting to
try to implement a truncation scheme that incorporates
effects of the four particle cumulant. This is numerically
very demanding, but would open the possibility of ex-
ploring the late time regime.96
Finally, it would be very interesting to investigate the
analogous set of questions for a weak perturbation to a
strongly interacting integrable model.
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Appendix A: Further details on the time evolution
of the Green’s function
In this appendix we collect some results on how the
time evolution of G(j, l; t) is influenced by (i) particle-
hole symmetry, (ii) final dimerization, (iii) sign of the
interaction.
1. The role of particle-hole symmetry
For a given interaction strength U , we have seen that
the addition of next-neighbour hopping (J2 > 0) to the
Hamiltonian has a significant effect on the time evolution
of local observables – they show a marked drift towards
their thermal values. To investigate whether this effect is
related to the breaking of particle-hole symmetry by the
J2 term, we study the time evolution with a modified
Hamiltonian where we replace the next-neighbour hop-
ping with a next-next-neighbour term, J3. Such a modi-
fication preserves particle-hole symmetry, whilst modify-
ing the single-particle dispersion to introduce more cross-
ings at a fixed energy. Specifically, we consider
H3(J3, δ, U) = H(0, δ, U)−J3
L∑
i=1
(
c†i ci+3 + h.c.
)
. (A1)
The EOM analysis proceeds as before, provided one uses
the appropriately modified single-particle dispersion and
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FIG. 32. Green’s function G(L/2, L/2 + 1; t) for a systems
of sizes L = 320, 384 that is prepared in the density matrix
ρ0(2, 0) and time-evolved with H3(J3, 0.1, 0.4) [cf. (A1)]. The
expected steady state thermal values computed by ED for
L = 16 are shown by dotted lines. We note that the cases
with J3 6= 0 exhibit pronounced finite-size effects in the ED
data.
Bogoliubov angle
η(k, δf , J3) = 2η
√
(cos(k) + J3 cos(3k))2 + δ2f sin
2(k) ,
e−iϕk(δf ,J3) =
−(cos k + J3 cos(3k)) + iδf sin k√
(cos(k) + J3 cos(3k))2 + δ2f sin
2 k
.
(A2)
In Fig. 32, we show that drifting towards the thermal val-
ues also occurs when particle-hole symmetry is preserved.
Instead, it appears that the presence of multiple cross-
ings at fixed energy (“scattering channels”) in the single
particle dispersion (cf. Fig. 33) is the key ingredient for
observing the drift towards thermalization in achievable
time scales. As for the case with J2, the higher the de-
generacy at fixed energy in the single particle dispersion,
the stronger the drifting becomes. We stress that there is
no enhancement of the effective interaction with increas-
ing |J3| (cf. Sec. V A), as the bandwidths of both bands
are (slightly) increased by the addition of |J3|.
As an aside, we note that the initial relaxation towards
the PT plateau is much slower in the J3 6= 0 case. For
large positive J3, relaxation takes places at times much
larger than those reachable with the EOM. The slow de-
cay of oscillation towards PT can be understood from
the leading order EOM (38), see also Ref. [67]. Inserting
the solution of Eq. (38) into Eq. (21), one obtains the
prethermal behaviour of the Green’s function. By means
of a stationary phase analysis, it can be seen that the re-
laxation of the Green’s function towards the PT plateau
is generically t−1/2 for J3 6= 0, compared to t−3/2 when
J3 = 0. For the cases reported in Fig. 32, the leading
t−1/2 term has a small pre-factor, and one effectively sees
oscillations whose amplitude decays as 1/t.
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FIG. 33. Dispersion relation +(k, δ, J3) = −−(k, δ, J3) [see
Eq. (A2)] for the two bands of Bogoliubov fermions in the non-
interacting model with J1 = 1, δ = 0.1 and J3 = 0 (dotted),
J3 = −0.25 (dashed), J3 = −0.5 (solid). Increasing J3 leads
to additional crossings at a fixed energy.
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FIG. 34. The Green’s function G(L/2, L/2 − 1; t) for a sys-
tem of size L = 320 that is prepared in the density matrix
ρ0(2, 0) and time-evolved with H(0.5, δf , 0.4) [cf. (1)] with
δf = 0.1, 0.3, 0.5, 0.7 (top to bottom). The expected steady
state thermal values are shown by dotted lines.
2. Dependence on dimerization parameter δf
We now turn to the dependence of the post-quench dy-
namics on the nearest-neighbour dimerization δf , which
without loss of generality can be taken in the range
0 ≤ δf ≤ 1. In Fig. 34 we show the time-evolution of the
Green’s function when the system is initialized in the den-
sity matrix ρ0(2, 0) and time evolved with H(0.5, δf , 0.4)
for a range of values of δf . As we increase δf we initially
observe a decrease in the inverse relaxation times.
a. Restoration of translational symmetry: δf = 0
In the special case δf = 0 our post-quench Hamiltonian
is translationally invariant by one site (rather than two).
This allows us to address the issue of translational sym-
metry restoration: if we start in an initial state that is
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FIG. 35. Time evolution of G(L/2, L/2±1; t) for a system ini-
tialized in the density matrix ρ0(2, 0, 5) (14) and time evolved
with the translationally invariant Hamiltonian H(0.5, 0, 0.4).
invariant only under translations by two sites, is one-site
translational symmetry restored at long times after the
quench? To address this question, we consider the time-
evolution of the initial density matrix (14) with βi = 2,
δi = 0.5 with the Hamiltonian (1) with J2 = 0.5, δf = 0
and U = 0.4. Figure 35 show results for the Green’s func-
tion with separation ±1. In both cases we see that there
is a rapid restoration of translational symmetry – by time
J1t ∼ 10 the results are already extremely close. The sit-
uation for larger separations is completely analogous, but
the time scale after which symmetry restoration is seen
is pushed back, as expected.
3. Attractive interactions
In the main text we have focused on repulsive in-
teractions U > 0 in the Hamiltonian (1). Here we
briefly consider the case of attractive interactions. In
Fig. 36 we compare the results for the time evolution
of the Green’s function at separation 1 for interactions
strengths U = ±0.4. We see that the results look broadly
similar. The most marked difference is observed for in-
termediate times (5 . t . 30 in the figure). The same
holds true for larger separations. This is accordance with
our expectation: in the intermediate (PT) time-window
the Green’s functions in the two cases are generically or-
der U different, but at late enough times their evolution
is described by the same quantum Boltzmann equation.
Appendix B: Perturbative calculation of the thermal
values
In this appendix we compute the thermal expectation
values
nµν(k) ≡ 〈α†µ(k)αν(k)〉 (B1)
≡ 1
Z
Tr
[
α†µ(k)αν(k)e
−βeff(H−µN)
]
, (B2)
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FIG. 36. The Green’s function G(L/2, L/2 + 1; t) with
time-evolution generated by (blue) H(0.5, 0.1, 0.4) and (red)
H(0.5, 0.1,−0.4). The system starts from the thermal
state (14) with βi = 2, J2 = 0, δi = 0 and U = 0.
where Z ≡ Tr [e−βeff(H−µN)] and we use the shorthand
notation H ≡ H(J2, δf , U). The inverse temperature βeff
and the chemical potential µeff are fixed by requiring
〈H〉0 =
1
Z
Tr
[
He−βeff(H−µeffN)
]
, (B3)
〈N〉0 =
1
Z
Tr
[
Ne−βeff(H−µeffN)
]
, (B4)
where 〈·〉0 is the expectation value in the initial state. In
order to compute the finite-temperature mode occupa-
tion numbers (B2), we compute the thermal propagator
Gµν(τ, k) = 〈Tτ
[
α†µ(τ, k)αν(0, k)
]〉 , (B5)
α†µ(s, k) ≡ esHα†µ(k)e−sH , (B6)
using finite-temperature perturbation theory to the or-
der U2. The thermal mode occupation numbers can be
recovered from the thermal propagator using
nµν(k) = lim
τ→0+
Gµν(τ, k) =
1
βeff
∑
ωn
Gµν(ωn, k)e
iω0+ .
(B7)
Writing the Green’s function in matrix notation, the
single particle self energy Σ(ωn, k) is defined by the
Dyson equation
G(ωn, k)
−1 = G0(ωn, k)−1 −Σ(ωn, k) (B8)
where
(G0)µν(ωn, k) =
δµν
iωn − ¯µ(k) (B9)
and ¯η(k) ≡ η(k)− µeff. The Feynman rules read:
ωn, k, η = 1iωn − ¯η(k) ,
ωn4 , k4, η4
ωn3 , k3, η3
ωn1 , k1, η1
ωn2 , k2, η2
= 4UVη1η2η3η4(k1, k2, k3, k4) .
with conservation of ω at each vertex. Therefore the
diagrams contributing to the self energy to second order
are
Σ(1)µν (k) :

ωn, k, µ ωn, k, ν
ωm, q, γ
Σ(2)µν (k)[1] :

ωn, k, µ
ωm2 , q2, γ2
ωm3 , q3, γ3
ωm1 , q1, γ1
ωn, k, ν
Σ(2)µν (k)[2] :
ωn, k, µ ωn, k, ν
ωm1 , q1, γ1ωm3 , q3, γ3
ωm2 , q2, γ2
where the incoming and outgoing legs are amputated.
Evaluating these, we find:
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Σ(1)µν (k) ≡ 4U
∑
q,γ
Vνγγµ(k, q, q, k)n(¯γ(q)) , (B10)
Σ(2)µν (k)[1] ≡ −4U
∑
γ1,γ3,q1
Σ(1)γ1γ3(q1)Vνγ1γ3µ(k, q1, q1, k)n(¯γ1(q1))n˜(¯γ3(q1))f(γ1γ3(q1)) , (B11)
Σ(2)µν (ω, k)[2] ≡ 8U2
∑
{γi}
∑
{qi}
{
Vνγ1γ2γ3(k, q1, q2, q3)Vγ3γ2γ1µ(q3, q2, q1, k)n(¯γ1(q1))
× n˜(¯γ2(q2))n˜(¯γ3(q3))f(iω + ¯γ1(q1)− ¯γ2(q2)− ¯γ3(q3))
}
. (B12)
with the functions n˜(x) ≡ 1−n(x), n(x) being the Fermi-
Dirac distribution and f(x) ≡ eβeffx−1x . Using the Dyson
equation for the propagator (B8), expanding to second
order in the self energy and inserting into Eq. (B7), we
find the thermal mode occupation numbers up to O(U2)
nµν(k, βeff, µ) =δµ,ν n(¯µ(k))− (Σ(1)µν (k) + Σ(2)µν (k)[1])n(¯µ(k))n˜(¯ν(k))f(µν(k))
+
∑
δ
Σ
(1)
µδ (k)Σ
(1)
δν (k)
µδ(k)δν(k)µν(k)
(
n(¯µ(k))δν(k)− n(¯δ(k))µν(k) + n(¯ν(k))µδ(k)
)
+ 8U2
∑
{γi}
∑
{qi}
{
Vµγ1γ2γ3(k, q1, q2, q3)Vγ3γ2γ1ν(q3, q2, q1, k)n˜(¯γ3(q3))n˜(¯γ2(q2))
× n(¯γ1(q1))Gµνγ1γ2γ3(k, q1, q2, q3)
}
. (B13)
where we set
Gµνγ1γ2γ3(k, q1, q2, q3) =
1
µν(k)
∑
η=±
{(δη,µ − δη,ν)n(¯η(k))f(Eηγ1γ2γ3(k, q1, q2, q3))} . (B14)
Appendix C: Boltzmann Equation for δf 6= 0
The numerical solution of the EOM (34) for δf 6= 0
suggests that at sufficiently late times the occupation
numbers assume the form
nµµ(k, t) = sµ(k, U
2t) + ∆µ(k, t) , (C1)
where sµ(k, U
2t) is a smooth, slowly varying function of
time and ∆µ(k, t) is a small highly oscillatory contribu-
tion. As we are interested in the single particle Green’s
function in position space, the contributions arising from
∆µ(k, t) will be negligible at late times. As we will now
argue, the smooth component sµ(k, U
2t) fulfils a QBE in
the Boltzmann limit (63).
Our starting point are the EOM for the occupation
numbers, where we neglect all contributions involving the
off-diagonal two-point functions {n+−(k, t)} as at late
times they are O(U) and rapidly oscillating. The “re-
duced” EOMs can be written in the following compact
form
n˙µµ(k, t) = UDµ(k, t) + U
2Iµ[{nνν}](k, t) , (C2)
where we introduced
Dµ(k, t) = 8Im
[
(Aµ¯(k) +Bµ¯(k, t))nµµ¯(k)e
iµµ¯(k)t
]
.
(C3)
Here Aµ¯(k) and Bµ¯(k, t) are defined in Eqs. (60) and (61)
respectively and
Iµ[{nνν}](k, t) ≡ −
∫ t
0
ds
∑
γ
∑
k1,k2>0
Kγµµ(k1, k2; k; t− s)nγ1γ2(k1, s)nγ3γ4(k2, s)δγ1,γ2δγ3,γ4
−
∫ t
0
ds
∑
~γ
∑
k1,k2,k3>0
L~γµµ(k1, k2, k3; k; t− s)nγ1γ2(k1, s)nγ3γ4(k2, s)nγ5γ6(k3, s)δγ1,γ2δγ3,γ4δγ5,γ6 , (C4)
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where the kernels are defined in Eq. (35). Substituting (C1) into (C2) we obtain
U2∂τsµ(k, τ)
∣∣
τ=U2t
+ ∂t∆µ(k, t) = UDµ(k, t) + U
2Iµ[{sν + ∆ν}](k, t) . (C5)
We now remove the rapidly oscillating part of (C5) by
acting with a low-pass filter and then take the Boltzmann
scaling limit (63). We employ a filter of the form
L[f(t)] ≡
∫ ∞
−∞
ds `(t− s, ωcut) f(s) ,
`(t, ω) ≡
∫ ω
−ω
dσ
2pi
eiσt =
sin(ωt)
pit
. (C6)
The cutoff frequency ωcut is chosen such that
L[∂nt sµ(k, U2t)] = ∂nt sµ(k, U2t) , n = 0, 1, . . . ,
L [eiωt] = 0 , for ω = O(1) . (C7)
These two requirements can be met by choosing
ωcut ∼ Uα with 0 < α < 2. Applying the filter to the
EOM (C2) and taking the Boltzmann scaling limit (63)
we find
∂τsµ(k, τ) = limscL [Iµ[{sν + ∆ν}](k, t)] . (C8)
Here we have used that |µµ¯(k)| is bounded from below
by a constant of order one, which implies that Dµ(k, t)
is rapidly oscillating at late times. Let us now study the
effect of the low-pass filter combined with the Boltzmann
scaling limit on the functional Iµ. Because of the linearity
of the filter we have
L[Iµ[{sν + ∆ν}](k, t)] = L [Iµ[{sν}](k, t)]
+L [Iµ[{sν + ∆ν}](k, t)− Iµ[{sν}](k, t)] . (C9)
The term Iµ[{sν}](k, t) is of the same form as the one
considered in Eq. (67). It can be cast in the form
Iµ[{sν}](k, t) =
∑
q>0,λ
∫ t
0
ds fµλ(q, k;U
2s)eiEλ(q)(t−s).
(C10)
Importantly fµλ(q, k;U
2s) depends on the variable s only
through the combination U2s. In writing (C10) we have
assumed that in the scaling limit we can neglect the ana-
logue of the first term in the right hand side of Eq. (67),
and we have replaced the integration boundary t− t¯ by t
in the remaining contribution (which is justified by refer-
ring to the scaling limit). In order to ease notations we
now focus on a single term to the sums in (C10) and sup-
press all unnecessary indices. It is convenient to define a
function
F(s1, E) =
∫ s1
0
ds2 f(U
2(s1 − s2))eiEs2 . (C11)
We now define the action of the low-pass filter by
L[F(t, E)] =
∫ 0
−∞
ds1
sin(ωcut(t− s1))
pi(t− s1) F(s1, E − iη)
+
∫ ∞
0
ds1
sin(ωcut(t− s1))
pi(t− s1) F(s1, E + iη)
≡ Σ1 + Σ2. (C12)
where we have appropriately regularised the two integrals
using an infinitesimal parameter η (cf. VII B). Impor-
tantly, we will exchange limits and keep η fixed when tak-
ing the Boltzmann scaling limit. Using that the deriva-
tives of f are suppressed by powers of U2, in the scaling
limit we have
Σ1 → i
(E − iη) limsc
∫ ∞
t
ds1
sin(ωcuts1)
pis1
f(U2(t− s1))
=
if(τ)
E − iη limsc
∫ ∞
−∞
ds1
sin(ωcuts1)
pis1
θh(s1 − t)
= 0 . (C13)
Here τ = U2t and in the second step we have used that
sin(ωcuts1)/s1 is oscillating and peaked around s1 = 0
with a width that scales as ω−1cut, while f(U
2(t − s1)) is
essentially constant in that window. Going through the
analogous steps for the second term in (C12) gives
Σ2 → if(τ)
E + iη
∫ ∞
−∞
ds1
sin(s1)
pis1
= D(E)f(τ) , (C14)
where D(E) is defined in Eq. (69). Putting everything
together we conclude that
limscL [Iµ[{sµ}](k, t)] = I˜µ[{sµ}](k, τ) , (C15)
where
I˜µ[{sµ}](k, τ) ≡ −
∑
γ,η
∑
p,q>0
K˜γηµ (p, q|k)sγ(p, τ)sη(q, τ)−
∑
γ,η,
∑
p,q,r>0
L˜γηµ (p, q, r|k)sγ(p, τ)sη(q, τ)s(r, τ) . (C16)
The various kernels appearing in (C16) are defined in Eq. (71).
We now turn to the second term in (C9). This is more difficult to treat, because of the oscillating con-
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tributions to the occupation numbers. The difference
Iµ[{sν+∆ν}](k, t)−Iµ[{sν}](k, t) can be cast in the form∑
q>0,λ
∑
i
∫ t
0
ds hµ, iλ (q, k;U
2s)eiελ, i(q)seiEλ(q)(t−s).
(C17)
In order to proceed we now make the assumption that,
as a function of q, εµ, i(q) is generically of order one and
vanishes only on a set of measure zero. When applying
the low-pass filter to (C17) it useful to distinguish be-
tween two cases: (i) εµ, i(q) 6= Eµ(q) except on a set of
measure zero; (ii) εµ, i(q) = Eµ(q). We now again ease
notations by focussing on a single term and suppressing
all indices. It is convenient to define a function
H(s1, E) = e
iεs1
∫ s1
0
ds2 h(U
2(s1 − s2))eiEs2 . (C18)
Proceeding as before, we define the action of the low-pass
filter by
L[H(t, E)] =
∫ 0
−∞
ds1
sin(ωcut(t− s1))
pi(t− s1) H(s1, E − iη)
+
∫ ∞
0
ds1
sin(ωcut(t− s1))
pi(t− s1) H(s1, E + iη)
≡ Σ3 + Σ4. (C19)
Considering the first term, we have in the scaling limit
Σ3 → limsc
∫ 0
−∞
ds1
sin(ωcut(t− s1))
pi(t− s1)
ih(U2s1)e
iεs1
(E − ε− iη)
= 0. (C20)
Here we used that tωcut tends to infinity in the scaling
limit. Similarly we obtain
Σ4 → ih(τ)
E − ε+ iη limsc
∫ t
−∞
ds1e
iεt sin(ωcuts1)
pis1
e−iεs1
= 0 . (C21)
Finally, let us consider case (ii) defined above. Fo-
cussing again on a single contribution we now have∫ ∞
−∞
ds1 e
iEs1
sin(ωcut(t− s1))
pi(t− s1)
∫ s1
0
ds2 h(U
2s2) . (C22)
The function
∫ t
0
ds h(U2s) does not contain highly oscil-
latory contributions and thus it can not counter balance
the rapidly oscillating phase eiEt. As a consequence the
contribution (C22) vanishes in the scaling limit. This
conclusion holds true even if an appropriate regulariza-
tion of
∫ t
0
ds h(U2s) is considered in order to deal with
the limits t → ±∞ (similarly to the cases considered
before).
Putting everything together we conclude that the in
the scaling limit the smooth parts sµ(k, τ) of the mode
occupation numbers fulfil
s˙µ(k, τ)− I˜µ[{sν}](k, τ) = 0 , (C23)
which has precisely the same form as the Quantum Boltz-
mann equation (70).
Appendix D: First order EOM for the U(1)-breaking
case
Here we present some details regarding the first order
EOM analysis of Sec. VIII. The first step is to move to
momentum space. We do this by working with a 2-site
elementary cell which allows us to accommodate e.g. ini-
tial states that are invariant only under translations by
two sites. We define canonical momentum space fermion
operators by
ekn =
√
2
L
∑
j
eikn(2j)c2j ,
fkn =
√
2
L
∑
j
eikn(2j−1)c2j−1 , (D1)
where kn = 2pin/L with n = 1, . . . , L/2. The Hamilto-
nian (80) is expressed as
H(γ, h, U) = J
∑
k>0
[
cos(k)f†kek + iγ sin(k)f
†
ke
†
pi−k + h.c.
]
− Jh
∑
k>0
[
f†kfk + e
†
kek
]
+ 4U
∑
k>0
W (k)e†k1ek2f
†
k3
fk4 , (D2)
where
W (k) =
1
L
(
δk1−k2+k3−k4±pi,0
+ δk1−k2+k3−k4±pi,0
)
cos(k3 − k4) . (D3)
The EOMs are formulated for the fermion two point func-
tions
v1(k; t) ≡ Tr
[
f†k(t)fk(t)σ0
]
,
v2(k; t) ≡ Tr
[
e†k(t)ek(t)σ0
]
,
v3(k; t) ≡ Tr
[
f†k(t)f
†
pi−k(t)σ0
]
,
v4(k; t) ≡ Tr
[
e†k(t)e
†
pi−k(t)σ0
]
,
v5(k; t) ≡ Tr
[
f†k(t)ek(t)σ0
]
,
v6(k; t) ≡ Tr
[
f†k(t)e
†
pi−k(t)σ0
]
.
(D4)
As with Sec. IV, we derive the first order EOM by writing
the Heisenberg equations for the bilinears and neglecting
the four-particle connected cumulants at all times. Defin-
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ing k¯ = pi − k the result can be written in the form
v˙1(k; t) = 2 cos(k)Im[v5(k; t)] + 2γ sin(k)Re[v6(k; t)]
− 4Ui
∑
q>0
W (q, k, k, q)v5(q; t)v
∗
5(k; t)
+ 4Ui
∑
q>0
W (k, q, q, k)v5(k; t)v
∗
5(q; t)
+ 4Ui
∑
q>0
W (q, q¯, k, k¯)v6(q; t)v
∗
6(k; t)
− 4Ui
∑
q>0
W (k, k¯, q, q¯)v6(k; t)v
∗
6(q; t), (D5)
v˙2(k; t) = −2 cos(k)Im[v5(k; t)] + 2γ sin(k)Re[v6(k¯; t)]
− 4Ui
∑
q>0
W (k, q, q, k)v5(k; t)v
∗
5(q; t)
+ 4Ui
∑
q>0
W (q, k, k, q)v5(q; t)v
∗
5(k; t)
+ 4Ui
∑
q>0
W (k, k¯, q, q¯)v6(k¯; t)v
∗
6(q; t)
− 4Ui
∑
q>0
W (q, q¯, k, k¯)v6(q; t)v
∗
6(k¯; t), (D6)
v˙3(k; t) = −i cos(k)
(
v6(k; t) + v6(k¯, t)
)
+ γ sin(k)
(
v5(k; t)− v5(k¯, t)
)− 2ihv3(k; t)
+ 4Ui
∑
q>0
W (k, q, k, q)v2(q; t)v3(k; t)
+ 4Ui
∑
q>0
W (q, k¯, k¯, q)v5(q; t)v6(k; t)
− 4Ui
∑
q>0
W (k¯, q, k¯, q)v2(q; t)v3(k¯; t)
+ 4Ui
∑
q>0
W (q, k, k, q)v5(q; t)v6(k¯; t)
− 4Ui
∑
q>0
W (q, q¯, k¯, k)v6(q; t)v5(k; t)
− 4Ui
∑
q>0
W (q, q¯, k, k¯)v6(q; t)v5(k¯; t), (D7)
v˙4(k; t) = i cos(k)
(
v6(k; t) + v6(k¯, t)
)
− γ sin(k) (v5(k; t)− v5(k¯, t))+ 2ihv4(k; t)
− 4Ui
∑
q>0
W (q, q¯, k, k¯)v6(q; t)v
∗
5(k; t)
+ 4Ui
∑
q>0
W (k¯, q, q, k¯)v∗5(q; t)v6(k¯; t)
− 4Ui
∑
q>0
W (k¯, q, k¯, q)v1(q; t)v4(k¯; t)
+ 4Ui
∑
q>0
W (k, q, k, q)v1(q; t)v4(k; t)
− 4Ui
∑
q>0
W (q, q¯, k¯, k)v6(q; t)v
∗
5(k¯; t)
+ 4Ui
∑
q>0
W (k, q, q, k)v∗5(q; t)v6(k; t), (D8)
v˙5(k; t) = i cos(k) (v2(k; t)− v1(k; t))
+ γ sin(k) (v∗4(k; t)− v3(k; t))
− 4Ui
∑
q>0
W (q, k, q, k)v1(q; t)v5(k; t)
+ 4Ui
∑
q>0
W (k, q, k, q)v2(q; t)v5(k; t)
+ 4Ui
∑
q>0
W (q, k, k, q)v1(k; t)v5(q; t)
− 4Ui
∑
q>0
W (q, q¯, k, k¯)v∗4(q; t)v6(k¯; t)
− 4Ui
∑
q>0
W (k¯, k, q, q¯)v3(q; t)v
∗
6(k; t)
− 4Ui
∑
q>0
W (q, k, k, q)v2(k; t)v5(q; t), (D9)
v˙6(k; t) = i cos(k) (v4(k; t)− v3(k; t))
− γ sin(k) (v1(k; t) + v2(k¯; t)− 1)+ 2ihv6(k; t))
− 4Ui
∑
q>0
W (q, q¯, k, k¯)v6(q; t)v1(k; t)
+ 4Ui
∑
q>0
W (k, q, k, q)v2(q; t)v6(k; t)
+ 4Ui
∑
q>0
W (k¯, q, k¯, q)v1(q; t)v6(k; t)
− 4Ui
∑
q>0
W (q, k, k, q)v5(q; t)v4(k; t)
+ 4Ui
∑
q>0
W (q, q¯, k, k¯)v6(q; t)(1− v2(k¯; t))
+ 4Ui
∑
q>0
W (k¯, q, q, k¯)v∗5(q; t)v3(k; t) . (D10)
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