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In this paper, we completely solve a problem whose two-interval
case has been studied recently by Wang et al. in [A. Wang, J. Sun,
A. Zettl, Two-interval Sturm–Liouville operators in modiﬁed Hil-
bert spaces, J. Math. Anal. Appl. 328 (2007) 390–399]. The problem
is to give an explicit description of all boundary conditions deﬁn-
ing the self-adjoint differential operators associated with several
Sturm–Liouville equations together, i.e., the so-called multi-inter-
val Sturm–Liouville problems. The explicit description obtained in
this paper only uses Hermitianmatrices. As an application, we then
show that a generic self-adjoint boundary condition cannot come
from any direct sum of self-adjoint operators associated with the
individual Sturm–Liouville equations, and it depends non-trivially
on the multiples used in the definition of the so-called maximum
operator.
© 2009 Published by Elsevier Inc.
Let k  2 be an integer. Consider k Sturm–Liouville equations (SLEs)
−(fjy′)′ + qjy = λwjy on (aj , bj), j = 1, . . . , k.
Assume that the coefﬁcient functions of these equations satisfy certain general conditions. Then there
are kweighted Hilbert spaces L2wj((aj , bj),C). In [2], Everitt and Zettl initiated the study of self-adjoint
differential operators in the direct sumH of these spaces and associated with the SLEs. They showed,
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among other things, that these self-adjoint operators are the restrictions of the corresponding maxi-
mum operator inH to domains determined by boundary conditions (BCs) of the form
k∑
j=1
Aj
(
yj(aj)
(fjy
′
j
)(aj)
)
+
k∑
j=1
Bj
(
yj(bj)
(fjy
′
j
)(bj)
)
= 0,
where A1,B1, . . . ,Ak and Bk are 2k by 2 complex matrices such that the 2k by 4k coefﬁcient matrix
(A1|B1 . . . |Ak|Bk) of the BC satisﬁes the rank condition
rank (A1|B1| . . . |Ak|Bk) = 2k
and the self-adjointness condition
k∑
j=1
Aj
(
0 −1
1 0
)
At
j
=
k∑
j=1
Bj
(
0 −1
1 0
)
Bt
j
.
To be really able to use these self-adjoint BCs in the study of the corresponding operators, it is
very desirable to explicitly describe the coefﬁcient matrices (A1|B1|· · ·|Ak|Bk) of these BCs. For many
purposes, it is necessary to have such an explicit description. A very good example of such a situation
is the study of the dependence of the eigenvalues of a self-adjoint operator on the BC deﬁning this
operator, especially the investigation of the continuity and differentiability of the eigenvalues with
respect to the BC.
To have an explicit description of all these self-adjoint BCs, one needs to solve the self-adjointness
condition under the rank condition. However, it seems to us that it is impossible to solve the self-
adjointness conditiondirectly, since it is equivalent tomany related scalar quadratic equationsonmany
unknowns. This partially explains why examples of such BCs other than the obvious ones, i.e., those
coming from direct sums of self-adjoint differential operators in the individual spaces L2wj((aj , bj),C),
are rare.
In [8], Wang et al. studied such self-adjoint BCs when the definition of the maximum operator
involves positive multiples, for the case of k = 2, and obtained some non-obvious examples.
In this paper, we give an explicit description of all these self-adjoint BCs, for an arbitrary k. The
explicit description is simple: it only uses Hermitianmatrices. See Theorem1.20. Thus, now, it takes no
effort to write down all these BCs. As an application of this description, we then show that the space of
self-adjoint BCs for k-interval SLPs has a (real) dimension of 4k2, its subspace of BCs coming fromdirect
sums of self-adjoint operators in the individual spaces has a dimension of 4k, and hence a generic self-
adjoint BC formulti-interval SLPs cannot come fromanydirect sumof self-adjoint operators associated
with the individual SLEs, i.e., is non-obvious. See Corollaries 1.34 and 1.35. Moreover, we compare the
self-adjoint BCs deﬁned using different multiples. It is shown that if two multiples do not differ by
a common factor, then each BC self-adjoint under both multiples must come from a direct sum of
operators in two proper subspaces of the whole space, with each L2wj((aj , bj),C) undecomposed; and
hence, a generic BC self-adjoint under a multiple is not self-adjoint under any multiple that does not
differ fromtheoriginalmultiple by a common factor, i.e., a generic self-adjoint BCdependsnon-trivially
on the multiple used in its definition. See Corollaries 1.36 and 1.37.
For the usual SLPs, i.e., the one-interval ones, a similar description of the self-adjoint BCs has been
used in effectively describing the discontinuities of the n-th eigenvalue, especially on the space of
self-adjoint BCs, see Theorems 3.39, 3.73 and 3.76 in [6].
This paper’s explicit and simple description of the self-adjoint BCs in k-interval SLPs is derived
from the known description of the self-adjoint BCs in spectral problems (SPs) of order 2k in [1]. This
is achieved via a one-to-one correspondence between the self-adjoint BCs for k-interval SLPs and the
self-adjoint BCs for SPs of order 2k. See Theorem 2.23 for the correspondence.
This description of the self-adjoint BCs for multi-intervals leads to a nice geometric structure on
the space of these BCs, and this structure has important applications in the study of the dependence of
eigenvalues of such a problem on the problem. See [12]. SLPs with transmission conditions are special
two-interval SLPs. So, the results of [12] are then used in the investigation of SLPs with transmission
conditions. See [13–17,9–11].
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The BCs in self-adjoint multi-interval SLPs with limit-circle end points have a similar explicit and
simple description, and here we omit the details. Moreover, the method of [1] can also be used to
derive an explicit and simple description of the BCs in self-adjoint multi-interval SLPs with at least
one limit-point end point, and of the BCs in high order self-adjoint multi-interval SPs. See [18,3].
A remark on the relation between this work and the literature follows. For a closed symmetric
operator in a Hilbert spacewith equal deﬁciency indices, all its self-adjoint extensions are given by the
Second Formula of von Neumann (see, e.g., [7,19]) via the isometries from one of its deﬁciency spaces
to the other, and when the deﬁciency indices are ﬁnite, the isometries can be represented as unitary
matrices. For multi-interval SLPs, the self-adjointness condition on their BCs can be derived from this
general formula; however, the self-adjoint BCs have the advantage that their form does not depend on
the SLPs studied. Moreover, equivalent to the Second Formula of von Neumann, another description
of self-adjoint extensions can be given in terms of a symplectic space (basically, the direct sum of the
two deﬁciency spaces) and Lagrange subspaces (see, e.g., [4]).
The organization of this paper is as follows. In Section 1, we introduce our notation, review the
self-adjoint BCs for multi-interval SLPs, and present the main result of this paper and its corollaries.
Section 2 gives a one-to-one correspondence between the self-adjoint BCs for k-interval SLPs and the
self-adjoint BCs for SPs of order 2k. Section 3 contains the proof of the main result, using the explicit
description of the self-adjoint BCs for high orders from [1].
1. Main result and corollaries
For an interval J ⊆ R, we denote by L(J,R) the space of Lebesgue integrable real-valued functions
on J, and by AC1oc(J,C) the space of complex-valued functions on J that are absolutely continuous on
compact subintervals of J. For each j ∈ N satisfying j  2, let Ij be the identity matrix in dimension j,
and
Ej =
⎛⎜⎜⎜⎜⎜⎝
0 · · · 0 −1
... q (−1)2 0
0 q q
...
(−1)j 0 · · · 0
⎞⎟⎟⎟⎟⎟⎠ . (1.1)
Fix a k ∈ N fulﬁlling k  2. Consider k SLEs
− (fjy′)′ + qjy = λwjy on (aj , bj), j = l, . . . , k, (1.2)
where for each j,
−∞ aj < bj  +∞, (1.3)
1/fj , qj ,wj ∈ L((aj , bj),R), wj > 0 a.e. on (aj , bj), (1.4)
and λ ∈ C is the so-called spectral parameter. Letm = (m1, . . . ,mk) be an (ordered) k-tuple of positive
numbers. In the direct sum
H = H1⊕ · · ·⊕Hk := L2w1((a1, b1),C)⊕ · · ·⊕L2wk((ak , bk),C) (1.5)
ofweightedHilbert spaces associatedwith the above SLEs, there is a natural linear differential operator
l, with domain
Dmax :=
⎧⎪⎨⎪⎩
yj , fjy
′
j
∈ ACloc((aj , bj),C)
(y1, . . . , yk) ∈ Hk; [−(fjy′j)′ + qjyj]/wj ∈ Hj
for each j
⎫⎪⎬⎪⎭ (1.6)
deﬁned by
l(y1, . . . , yk) = (m1[−(f1y′1)′ + q1y1]/w1, . . . ,mk[−(fky′k)′ + qkyk]/wk). (1.7)
It is usually called the maximum operator associated with the SLEs in (1.2) and the k-tuple m of
multiples. For simplicity, frequently we also call the tuple m the multiple in l.
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When k = 2, our m1 and m2 correspond precisely to the constants h and k, respectively, in [8].
Note that contrast to [8], in the above definitions, we do not change the inner products in the natural
spaces Hj , but rather we put the multiples into l. In this way, the maximum operators l coming from
different multiples m are in the same Hilbert spaceH (with the same inner product), and it is natural
to compare these operators. For example, we will give a relation among their self-adjoint restrictions.
See Theorem 2.1.
For (y1, . . . , yk) ∈ Dmax, set
Yj =
(
yj
fjy
′
j
)
for j = 1, . . . , k. (1.8)
The integrability conditions in (1.4) and (1.6) imply that for each (y1, . . . , yk) ∈ Dmax and every j, the
component function yj and its quasi-derivative fjy
′
j
have ﬁnite limits at the two corresponding end
points aj and bj , even when one or both of the end points are inﬁnity. So, each BC
A1Y1(a1) + B1Y1(b1) + · · · + AkYk(ak) + BkYk(bk) = 0 (1.9)
on functions (y1, . . . , yk) ∈ Dmax always makes sense, where A1,B1, . . . ,Ak and Bk are 2k by 2 com-
plex matrices such that the 2k by 4k coefﬁcient matrix (A1|B1| · · · |Ak|Bk) of the BC satisﬁes the rank
condition
rank (A1|B1| · · ·Ak|Bk) = 2k. (1.10)
About the maximum operator l, we have the following facts.
Lemma 1.11. (i) The maximum operator l is densely deﬁned, its adjoint l∗ is a restriction of l. Moreover, l∗
is also densely deﬁned, and (l∗)∗ = l. In particular, l∗ is closed and symmetric.
(ii) The deﬁciency indices of l∗ are both equal to 2k, and hence l∗ has self-adjoint extensions, i.e., l has
self-adjoint restrictions.
(iii) A linear subspace of Dmax is the domain of a self-adjoint restriction of l if and only if there are 2k
by 2 complex matrices A1,B1, . . . ,Ak and Bk satisfying (1.10) and the self-adjointness condition
m1A1E2A
t
1
+ · · · + mkAkE2Atk = m1B1E2Bt1 + · · · + mkBkE2Btk. (1.12)
such that the subspace equals
{(y1, . . . , yk) ∈ Dmax; (y1, . . . , yk) fulﬁlls (1.9)}. (1.13)
Proof. See, e.g., [2,8]. 
The BC (1.9) is said to be self-adjoint, with respect to m, if (1.12) holds. We want to emphasize
that the self-adjointness condition (1.12) does not involve any of the coefﬁcient functions of the SLEs
in (1.2). So, the “space” of self-adjoint BCs is independent of the SLEs in (1.2), and there should be a
description of the coefﬁcient matrices of the self-adjoint BCs without using any of the SLEs in (1.2).
Note that equivalent algebraic systems of the form (1.9) deﬁne the same BC, and that the row
operations on the coefﬁcient matrix (A1|B1| · · · |Ak|Bk) of (1.9) preserve self-adjointness of (1.9).
To give an explicit description of the coefﬁcient matrices (A1|B1| · · · |Ak|Bk) in self-adjoint BCs, we
now introduce some column operations on the coefﬁcient matrices that preserve self-adjointness.
Proposition 1.14. A 2k by 4k complex matrix (A1|B1| · · · |Ak|Bk) is the coefﬁcient matrix of a self-adjoint
boundary condition in k-interval Sturm–Liouville problems with multiple m = (m1, . . . ,mk) if and only if
the matrix
(A1E2|B1| · · · |Ak|Bk) (1.15)
is, if and only if the matrix
(A1|B1E2|A2|B2| · · · |Ak|Bk) (1.16)
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is, . . . , and if and only if the matrix
(A1|B1| · · ·Ak|BkE2) (1.17)
is.
Proof. See Section 3. 
Remark 1.18. If A = (aij) is anm by 2 matrix, wherem ∈ N, then
AE2 =
⎛⎜⎜⎝
a12 −a11
...
...
am2 −am1
⎞⎟⎟⎠ , (1.19)
i.e., the ﬁrst column of AE2 is precisely the second column of A, while the second column of AE2 equals
the ﬁrst column of Amultiplied by −1.
The column operations used in Proposition 2.11 are called the self-adjoint column operations, for
the obvious reason.
Note that in general, column operations on (A1|B1| · · · |Ak|Bk) change the BC (1.9).
Now, we are ready to give themain result of this paper, i.e., an explicit description of the coefﬁcient
matrices (A1|B1| · · · |Ak|Bk) of self-adjoint BCs.
Theorem 1.20. Up to the row operations and the self-adjoint column operations, the coefﬁcient matri-
ces of the self-adjoint boundary conditions in k-interval Sturm–Liouville problems with multiple m =
(m1, . . . ,mk) are⎛⎜⎜⎜⎜⎜⎜⎝
1 c11 0 c12 · · · 0 c2k−1,1 0 c2k,1
0 c21 −1 c22 · · · 0 c2k−1,2 0 c2k,2
...
...
...
...
...
...
...
...
...
...
...
0 c2k−1,1 0 c2k−1,2 · · · 1 c2k−1,2k−1 0 c2k,2k−1
0 c2k,1 0 c2k,2 · · · 0 c2k,2k−1 −1 c2k,2k
⎞⎟⎟⎟⎟⎟⎟⎠D, (1.21)
where
cii ∈ R for 1 i  2k, cij ∈ C for 1 j < i  2k (1.22)
are arbitrary, and
D =
⎛⎜⎜⎝
I4/
√
m1 0
. . .
0 I4/
√
mk
⎞⎟⎟⎠ . (1.23)
Proof. See Section 3.
The conditions in (1.22) together are equivalent to the requirement that the complex matrix con-
sisting of the even numbered columns of the ﬁrst matrix in (1.21), i.e.,⎛⎜⎜⎜⎜⎜⎜⎝
c11 c12 · · · c2k−1,1 c2k,1
c21 c22 · · · c2k−1,2 c2k,2
...
...
...
...
...
...
...
c2k−1,1 c2k−1,2 · · · c2k−1,2k−1 c2k,2k−1
c2k,1 c2k,2 · · · c2k,2k−1 c2k,2k
⎞⎟⎟⎟⎟⎟⎟⎠ (1.24)
is Hermitian.
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Remark 1.25. If we only allow the row operations on (A1|B1| · · · |Ak|Bk), then it can be normalized to
one of the 22k normalized forms such as the one in (1.21). For example, when k = 2, there are 24 = 16
normalized forms of (A1|B1|A2|B2) , and they are⎛⎜⎜⎜⎝
1 c11 0 c12 0 c13 0 c14
0 c21 −1 c22 0 c23 0 c24
0 c31 0 c32 1 c33 0 c34
0 c41 0 c42 0 c43 −1 c44
⎞⎟⎟⎟⎠D, (1.26)
⎛⎜⎜⎜⎝
1 c11 0 c12 0 c13 c14 0
0 c21 −1 c22 0 c23 c24 0
0 c31 0 c32 1 c33 c34 0
0 c41 0 c42 0 c43 c44 1
⎞⎟⎟⎟⎠D, (1.27)
⎛⎜⎜⎜⎝
1 c11 0 c12 c13 0 0 c14
0 c21 −1 c22 c23 0 0 c24
0 c31 0 c32 c33 −1 0 c34
0 c41 0 c42 c43 0 −1 c44
⎞⎟⎟⎟⎠D, (1.28)
⎛⎜⎜⎜⎝
1 c11 0 c12 c13 0 c14 0
0 c21 −1 c22 c23 0 c24 0
0 c31 0 c32 c33 −1 c34 0
0 c41 0 c42 c43 0 c44 1
⎞⎟⎟⎟⎠D, (1.29)
· · · ,⎛⎜⎜⎜⎝
c11 −1 0 c12 0 c13 0 c14
c21 0 −1 c22 0 c23 0 c24
c31 0 0 c32 1 c33 0 c34
c41 0 0 c42 0 c43 −1 c44
⎞⎟⎟⎟⎠D, (1.30)
· · · ,⎛⎜⎜⎜⎝
c11 −1 c12 0 c13 0 c14 0
c21 0 c22 1 c23 0 c24 0
c31 0 c32 0 c33 −1 c34 0
c41 0 c42 0 c43 0 c44 1
⎞⎟⎟⎟⎠D, (1.31)
where (cij) is an arbitrary 4 by 4 Hermitian matrix, and
D =
(
I4/
√
m1 0
0 I4/
√
m2
)
(1.32)
Therefore, the row operations on the coefﬁcient matrices (A1|B1| · · · |Ak|Bk) allow us to bring them
into their normalized forms, and the self-adjoint column operations on these matrices give us simple
one-to-one correspondences among the coefﬁcient matrices in different normalized forms.
Remark 1.33. When the BC (1.9) is self-adjoint, its coefﬁcient matrix has a given normalized form if
and only if the matrix consisting of its corresponding 2k columns to be normalized is non-singular.
The normalized forms of the coefﬁcient matrices of self-adjoint BCs correspond to some of the
canonical coordinate charts on the Grassmann manifold of 2k-dimensional complex subspaces in C4k
through the origin [5]. These coordinate charts are sometimes called Plü coordinate charts.
As a direct consequence of Theorem 1.20, we have the following fact.
Corollary 1.34. The space of boundary conditions in self-adjoint k-interval Sturm–Liouville problems has
a real dimension of 4k2.
X. Cao et al. / Linear Algebra and its Applications 430 (2009) 2877–2889 2883
Proof. Note that for each of the normalized forms of the coefﬁcient matrices (A1|B1| · · · |Ak|Bk), the
only row operation on it that leaves its form (i.e., the normalized columns) unchanged is the trivial
one. So, we obtain the dimension of the space of these self-adjoint BCs by a direct count of the free
parameters in (1.21). 
From Corollary 1.34 we immediately deduce the following result.
Corollary 1.35. The subspace of boundary conditions in self-adjoint k-interval Sturm–Liouville problems
coming fromdirect sumsof self-adjoint differential operators associatedwith the individual Sturm–Liouville
equations in (1.2) has a real dimension of 4k. Therefore, a generic boundary condition in self-adjoint
k-interval Sturm–Liouville problems is not in this subspace.
Next,wewant tocompare theself-adjointBCs fordifferentmultiples. Twomultiplesm = (m1, . . . ,mk)
and m˜ = (m˜1, . . . , m˜k) are said to differ by a scalar factor if there is a d such thatmj = dm˜j for all j.
Corollary 1.36. If a boundary condition is self-adjoint with respect to two multiples m and m˜ that do not
differ by a scalar factor, then it comes from a direct sum of two self-adjoint differential operators associated
with two proper subcollections of Sturm–Liouville equations in (1.2).
In particular, if mi/mj /= m˜i/m˜j for all i /= j, then the boundary condition comes from a direct sum of
self-adjoint differential operators associated with the individual Sturm–Liouville equations in (1.2).
Proof. See Section 3. 
A direct consequence of Corollary 1.36 is the following result.
Corollary 1.37. A generic boundary condition self-adjoint with respect to a multiple m is not self-adjoint
with respect to any other multiple that does not differ from m by a scalar factor.
Proof. There are only ﬁnitely many ways to decompose H as a direct sum of two proper subspaces,
keeping each Hj as a whole. By Corollary 1.34, for every such decomposition, there are k1, k2 ∈ N
such that k1 + k2 = k, and the space of self-adjoint BCs (1.9) coming from direct sums of self-adjoint
operators in the twosubspaceshasdimension4k2
1
+ 4k2
2
< 4k2. So, theclaimof thecorollary isdeduced
again from Corollary 1.34. 
For example, when k = 2 and m1/m2 /= m˜1/m˜2, the only BCs self-adjoint with respect to both m
and m˜ are those coming from direct sums of operators inH1 andH2, i.e., the obvious self-adjoint BCs.
2. One-to-one correspondences
In this section,we ﬁrst give a one-to-one correspondence between the BCs self-adjointwith respect
to a general multiple and those self-adjoint with respect to the special multiple (1, . . . , 1). Then, we
review the BCs in high order self-adjoint SPs, and present a one-to-one correspondence between the
BCs in self-adjoint k-interval SLPs and the BCs in self-adjoint SPs of order 2k.
Theorem 2.1. A2k by4k complexmatrix (A1|B1| · · · |Ak|Bk) is the coefﬁcientmatrix of a self-adjoint bound-
ary condition in k-interval Sturm–Liouville problems with multiple m = (m1, . . . ,mk) if and only if the
matrix
(
√
m1A1|
√
m1B1| · · · |√mkAk|
√
mkBk) (2.2)
is the coefﬁcient matrix of a self-adjoint boundary condition in k-interval Sturm–Liouville problems with
multiple (1, . . . , 1).
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Proof. The matrix M := (A1|B1| · · · |Ak|Bk) satisﬁes the rank condition (1.10) if and only if the matrix
in (2.2) does; and M fulﬁlls the self-adjointness condition (1.12) if and only if the self-adjointness
conditionwithmultiple (1, . . . , 1) is satisﬁed by thematrix in (2.2). Therefore, the claimof the theorem
is proved. 
By Theorem 2.1, to study the BCs self-adjoint with respect to a general multiple, we only need to
investigate the BCs self-adjoint with respect to the special multiple (1, . . . , 1).
Moreover, Theorem 2.1 yields a one-to-one correspondence between the BCs self-adjoint with
respect to one multiple and those self-adjoint with respect to another multiple. Here we omit the
details.
Next, we review the BCs in high order self-adjoint SPs. Let (a, b) be a ﬁnite interval. For any
1/f0, f1, . . . , fk ∈ L((a, b),C), w ∈ L((a, b),R), w > 0 a.e. on (a, b), (2.3)
if we deﬁne the quasi-derivatives of y associated with f0, f1, . . . , fk by
y[j] = y(j) for j = 0, 1, . . . , k − 1, (2.4)
y[k] = f0y(k), (2.5)
y[j] = (y[j−1])′ − fj−ky(2k−j) for j = k + 1, . . . , 2k, (2.6)
then we can consider the quasi-differential equation (QDE)
(−1)ky[2k] = λwy on (a, b). (2.7)
In the weighted Hilbert space H˜ := L2w((a, b),C), there is a natural linear differential operator l˜, with
domain
D˜max = {y ∈ H˜; y[0], . . . , y[2k−1] ∈ ACloc((a, b),C), y[2k]/w ∈ H˜}, (2.8)
deﬁned by
l˜y = (−1)ky[2k]/w. (2.9)
It is usually called themaximum operator associated with the QDE (2.7).
For each y ∈ D˜max, set
Y =
⎛⎜⎜⎜⎜⎝
y[0]
y[1]
...
y[2k−1]
⎞⎟⎟⎟⎟⎠ (2.10)
Then,using thematrix formof (2.7) togetherwith theﬁnitenessof (a, b)and the integrability conditions
in (2.3) and (2.8), it can be shown that Y has ﬁnite limits at the two end points a and b, and hence every
BC
MY(a) + NY(b) = 0 (2.11)
on the functions y ∈ D˜max is always well-deﬁned, whereM and N are 2k by 2k complex matrices such
that the 2k by 4k coefﬁcient matrix (M|N) of the BC satisﬁes the rank condition
rank(M|N) = 2k. (2.12)
We have the following facts about the maximum operator l˜.
Lemma 2.13. (i) The maximum operator l˜ is densely deﬁned, and its adjoint (l˜)∗ is a restriction of l˜.
Moreover, (l˜)∗ is also densely deﬁned, and ((l˜∗))∗ = l˜. In particular, (l˜)∗ is closed and symmetric.
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(ii) The deﬁciency indices of (l˜)∗ are both equal to 2k, and hence (l˜)∗ has self-adjoint extensions, i.e., l˜
has self-adjoint restrictions.
(iii) A linear subspace of D˜max, is the domain of a self-adjoint restriction of l˜ if and only if there are 2k
by 2k complex matrices M and N satisfying (2.12) and the self-adjointness condition
ME2kM
t = NE2kNt (2.14)
such that the subspace is equal to
{y ∈ D˜max; y fulﬁlls (2.11)}. (2.15)
Proof. See, for example, [7,19].
Such a maximum operator can be deﬁned for a much larger class of QDEs. See, for example, [1].
However, for the purpose of this paper, (2.7) is enough.
To relate self-adjoint BCs for k-interval SLPs to the above self-adjoint BCs, we ﬁrst note that (1.12)
can also be written as
(A1| · · · |Ak)
⎛⎜⎜⎝
m1E2 0
. . .
0 mkE2
⎞⎟⎟⎠ (A1| · · · |Ak)t
= (B1| · · · |Bk)
⎛⎜⎜⎝
m1E2 0
. . .
0 mkE2
⎞⎟⎟⎠ (B1| · · · |Bk)t.
(2.16)
So, we want to transform diag(E2, . . . , E2) to E2k . For this task, let
R =
(
1 0
0 0
)
, S =
(
0 0
0 1
)
. (2.17)
Then,
Rt = R, St = S, R2 + S2 = I2, RS = SR = 0, (2.18)
RE2R = SE2S = 0, RE2S + SE2R = E2. (2.19)
When k = 2j for some j ∈ N, deﬁne
Tk =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
R S
. . . q
R S
S R
q . . .
S R
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
; (2.20)
when k = 2j + 1 for some j ∈ N, set
Tk =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
R S
. . . q
R S
I2
S R
q . . .
S R
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (2.21)
Here the unshown blocks of the 2k by 2k matrix Tk are all 0. Then,
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(Tk)
t = Tk = (Tk)−1, Tk
⎛⎜⎜⎝
E2 0
. . .
0 E2
⎞⎟⎟⎠ Tk = E2k. (2.22)
Thus, we have shown the following result.
Theorem 2.23. (i) A 2k by 4k complex matrix (A1|B1| · · · |Ak|Bk) is the coefﬁcient matrix of a self-adjoint
boundary condition in k-interval Sturm–Liouville problems if and only if the matrix
(
√
m1A1| · · · |√mkAk|
√
m1B1| · · · |√mkBk)
(
Tk 0
0 Tk
)
(2.24)
is the coefﬁcient matrix of a self-adjoint boundary condition in spectral problems of order 2k.
(ii) The above correspondence between the coefﬁcientmatrices of the self-adjoint boundary conditions in
k-interval Sturm–Liouville problems and those of the self-adjoint boundary conditions in spectral problems
of order 2k is one-to-one, even after moduloing the row operations on these matrices.
Remark 2.25. If A is an m by 2k matrix, where m ∈ N, then multiplying A by Tk from the right is
equivalent to interchanging the 2i-th and (2k − 2i + 2)th columns of A for i = 2, 4, . . . , j, where k = 2j
or 2j + 1 with j ∈ N. So, the correspondence given in Theorem 2.23(i) is simple.
3. Proofs
In this section, we present proofs of Proposition 1.14, Theorem 1.20 and Corollary 1.36.
Proof of Proposition 1.14. By Theorem 2.23 and Remark 2.25, this claim is a direct consequence of
Lemma3.8 in [1].Moreover, this proposition can also be directly deduced from (1.12) and the identities
(E2)t = −E2, (E2)2 = −I2 (3.1)
Proof of Theorem 1.20. By Theorem 2.1, we can assume that the multiple used is (1, . . . , 1). For each
2k by 2k complex matrix A and every i ∈ N satisfying i  k, let A(i) be the matrix whose i-th column
is the (2k + 1 − i)-th column of A, (2k + 1 − i)th column equals the ith column of Amultiplied by −1,
and the other columns are the same as those of A. For 2k by 2k complex matricesM and N, we call the
column operations yielding (M(i)|N) or (M|N(i)), 1 i  j with j ∈ N determined by k = 2j or 2j + 1,
from (M|N) the high order self-adjoint column operations. By (3.22) and its derivation in [1], up to
the row operations and the high order self-adjoint column operations, the coefﬁcient matrices of the
self-adjoint BCs in SPs of order 2k have the form(
Ik D 0 E
0 K −Ik L
)
, (3.2)
where D, E,K and L are certain k by k complex matrices. By Remark 2.25, the high order self-adjoint
column operations on (M|N) correspond precisely to the self-adjoint column operations on (A1|B1| · · ·
|Ak|Bk). Thus, up to the self-adjoint column operations, we can assume that the matrix consisting of
the odd numbered columns of (A1|B1| · · · |Ak|Bk) is non-singular. Hence, up to the row operations and
the self-adjoint column operations, (A1|B1| · · · |Ak|Bk) has the form⎛⎜⎜⎜⎜⎜⎜⎝
1 c11 0 c12 · · · 0 c1,2k−1 0 c1,2k
0 c21 −1 c22 · · · 0 c2,2k−1 0 c2,2k
...
...
...
...
...
...
...
...
...
...
...
0 c2k−1,1 0 c2k−1,2 · · · 1 c2k−1,2k−1 0 c2k−1,2k
0 c2k,1 0 c2k,2 · · · 0 c2k,2k−1 −1 c2k,2k
⎞⎟⎟⎟⎟⎟⎟⎠ (3.3)
for some 2k by 2k matrix C = (cij). Note that such a matrix always satisﬁes the rank condition (1.10).
Now,
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A1E2(A1)t =
⎛⎜⎜⎜⎝
c11 − c11 −c21 · · · −c2k,1
c21 0 · · · 0
...
...
...
...
...
...
c2k,1 0 · · · 0
⎞⎟⎟⎟⎠, (3.4)
B1E2(B1)t =
⎛⎜⎜⎜⎜⎜⎜⎝
0 −c12 0 · · · 0
c12 c22 − c22 c32 · · · c2k,2
0 −c32 0 · · · 0
...
...
...
...
...
...
...
0 −c2k,2 0 · · · 0
⎞⎟⎟⎟⎟⎟⎟⎠, (3.5)
· · ·
AkE2(Ak)t =
⎛⎜⎜⎜⎜⎜⎜⎝
0 · · · 0 c1n 0
...
...
...
...
...
...
...
0 · · · 0 cmn 0
−c1n · · · −cmn cnn − cnn −c2k,n
0 · · · 0 c2k,n 0
⎞⎟⎟⎟⎟⎟⎟⎠, (3.6)
BkE2(Bk)t =
⎛⎜⎜⎜⎝
0 · · · 0 −c1,2k
...
...
...
...
...
...
0 · · · 0 −c2k−1,2k
c1,2k · · · c2k−2,2k c2k,2k − c2k,2k
⎞⎟⎟⎟⎠, (3.7)
where m = 2k − 2 and n = 2k − 1. Thus, the self-adjointness condition (1.12) is equivalent to the
requirement that C is Hermitian. Therefore, the claim of the theorem is proved. 
The above proof clearly demonstrates the important advantage of using a normalized form of
(A1|B1| · · · |Ak|Bk) such as the one in (3.3): the products AjE2(Aj)t and BjE2(Bj)t are then linear in the
cij ’s and cij ’s.
Proof of Corollary 1.36. Without loss of generality, we can assume that m1 = m˜1 = 1, and there is a
j ∈ N satisfying 1 j < k such thatmi = m˜i for i  j andmi /= m˜i for i > j.
By Theorem 1.20 and Remark 1.25, up to the row operations, the coefﬁcient matrix of (1.9) has a
normalized form. Assume further that it is given by (1.21). Note that now the matrix consisting of its
odd numbered columns is non-singular. Since the BC is also self-adjoint with respect to m˜, by Theorem
1.20 again and Remark 1.33, the coefﬁcient matrix also equals
R
⎛⎜⎜⎜⎜⎜⎜⎝
1 c˜11 0 c˜12 · · · 0 c˜1,2k−1 0 c˜1,2k
0 c˜21 −1 c˜22 · · · 0 c˜2,2k−1 0 c˜2,2k
...
...
...
...
...
...
...
...
...
...
...
0 c˜2k−1,1 0 c˜2k−1,2 · · · 1 c˜2k−1,2k−1 0 c˜2k−1,2k
0 c˜2k,1 0 c˜2k,2 · · · 0 c˜2k,2k−1 −1 c˜2k,2k
⎞⎟⎟⎟⎟⎟⎟⎠ D˜ (3.8)
for some non-singular matrix R, where C˜ = (c˜in) is a 2k by 2k Hermitian matrix, and
D˜ =
⎛⎜⎜⎝
I4/
√
m˜1 0
. . .
0 I4/
√
m˜k
⎞⎟⎟⎠. (3.9)
A comparison of (1.21) and (3.8) then yields that
R =
⎛⎜⎜⎝
√
m˜1/m1I2 0
. . .
0
√
m˜k/mkI2
⎞⎟⎟⎠, (3.10)
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and for r = 2i − 1, 2i and s = 2n − 1, 2nwith j < i  k and 1 n j,
crs =
√
m˜i/mic˜rs
√
mn/m˜n =
√
m˜i/mic˜rs, (3.11)
crs =
√
m˜n/mnc˜rs
√
mi/m˜i = c˜rs
√
mi/m˜i = c˜rs
√
mi/m˜i, (3.12)
which together imply that
(m˜n/mn − 1)crs = 0, i.e., crs = 0. (3.13)
Thus, the coefﬁcient matrix has the form(
K(2j)×(2j) 0
0 L(2k−2j)×(4k−4j)
)
, (3.14)
i.e., the self-adjoint restriction of l corresponding to (1.9) is the direct sum of an operator inH1 ⊕ · · · ⊕
Hj and an operator inHj+1 ⊗ · · · ⊕ Hk .
Similarly, we prove the claim of the corollary for the other normalized forms of the coefﬁcient
matrix. 
The above proof actually gives a way for determining all BCs that are simultaneously self-adjoint
with respect to several multiples. Here we omit the details.
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