Let G be a simple simply-connected group scheme over a regular local scheme U . Let E be a principal G-bundle over A 1 U trivial away from a subscheme finite over U . We show that E is not necessarily trivial and give some criteria of triviality. To this end, we define affine Grassmannians for group schemes and study their Bruhat decompositions for semi-simple group schemes. We also give examples of principal G-bundles over A 1 U with split G such that the bundles are not isomorphic to pullbacks from U .
with algebraically non-closed k, e.g., k being the field of real numbers, were known before, see Remark 2.6(ii)).
The principal bundles over A 1 R we construct have the following property: they are isomorphic to the pullback of principal bundles over Spec R on the complement of a subscheme in A 1 R finite over Spec R. In this case, replacing the group scheme G by a strongly inner form and "twisting" the bundle we may assume that the bundle is trivial away from the subscheme (see the proof of Theorem 3 for details). Thus we arrive at the following question.
Question 2. Let E be a principal G-bundle over the affine line A 1 R . Assume that E is trivial on the complement of a subscheme finite over Spec R. Does this imply that E is trivial?
A positive answer to this question was obtained in [PSV, Thm. 1.3] in the case, when the group scheme G is isotropic. Using the technique of nice triples (similar to standard triples of Voevodsky), Panin, Stavrova, and Vavilov derived from this statement the conjecture of Grothendieck and Serre on principal bundles for isotropic group schemes (see Section 2.6 for more details).
There was a certain hope that Question 2 would have a positive answer without the isotropy condition, implying that the conjecture of Grothendieck and Serre holds without the isotropy condition. However, using the technique of affine Grassmannians, we will show that the answer is in general negative. A counterexample is given in this paper (see Theorem 3 and Example 2.4). We give some criteria for principal G-bundles as in Question 2 to be trivial, see Theorem 1 below.
Note that a statement slightly weaker, than the positive answer to Question 2, was proved by Panin and the author, see [FP, Thm. 3] . This statement was still sufficient to prove the conjecture of Grothendieck and Serre for regular local rings containing infinite fields. The idea is that, instead of studying the triviality of bundles over A 1 R one should study the triviality over P 1 R − Y , where Y is finite and etale over Spec R. This is also discussed in Section 2.4 below (cf. Theorem 4).
Affine Grassmannians.
The proofs of the announced results are based on the technique of affine Grassmannians. Let T = Spec A be an affine scheme. We define "the formal disc" D T over T as Spec A [[t]] , where A [[t] ] is the ring of formal power series with coefficients in A. Similarly, let A((t)) = A [[t] ][t −1 ] denote the ring of formal Laurent series. LetḊ T := Spec A((t)) be the "punctured formal disc over T ".
Next, let U be any connected affine scheme. Let Aff/U be the (big)étale site of affine schemes over U . Recall that a U -space is a sheaf on Aff/U .
Let G be a smooth affine U -group scheme. In Section 5 we define the affine Grassmannian of G as the sheafification of the presheaf T → G(Ḋ T )/G(D T ) (here T is an affine U -scheme). We show that this affine Grassmannian parameterizes principal G-bundles over P 1 U with trivialization on A 1 U .
Then we develop a Bruhat decomposition of affine Grassmannians in the case when G is semi-simple and U is a scheme over a field. While these results are not very surprising, to the best of our knowledge this was not done before for non-split group schemes. Cor. 6.14] this is equivalent to the condition that the restriction of G to each connected component of T contains a proper parabolic subgroup scheme. A group scheme that is not isotropic is called anisotropic.
Principal bundles over affine lines.
Let R be a regular local kalgebra, where k is an infinite field. Set U = Spec R, let u ∈ U be the closed point. Let G be a simple simply-connected group scheme over U . Let G u be the fiber of G over u so that G u is a simple k-group. Let E be a principal G-bundle over A 1 U trivial on a complement of a finite over U subscheme Z. We ask whether E is trivial. Amazingly, we can give a conjecturally complete answer to this question. Note that Z is closed in P 1 U ; choose a trivialization of E on A 1 U − Z. We can extend E to P 1 U by gluing E with the trivial G-bundle over P 1 U − Z; denote the obtained bundle byÊ. THEOREM 1. Assume that E is a principal G-bundle over A 1 U whose restriction to A 1 U − Z is trivial. Then: (i) IfÊ u :=Ê| P 1 u is a trivial G u -bundle, thenÊ is trivial. (Thus, E is also trivial.) (ii) If G is isotropic, then E is trivial.
(iii) If G is anisotropic at the generic point of U , andÊ u is not a trivial G ubundle, then E is not trivial.
Proof. The theorem follows from more general Theorem 4 below.
Remarks 2.1. (i) The reader may ask what happens if G is isotropic at the generic point of U but anisotropic on U . This would contradict a conjecture, predicting that a principal bundle under a reductive group can be reduced to a parabolic subgroup over a regular local ring, if it can be reduced to this subgroup generically (cf. the Grothendieck-Serre conjecture, Section 2.6). To the best of my knowledge this conjecture belongs to Colliot-Thélène. It follows from [OP, PP] , that the conjecture holds for many simple groups schemes.
(ii) Note that part (i) of the theorem follows from the fact that the trivial bundle is open in the moduli of G u -bundles over P 1 u (see [FP, Prop. 5 .1]). Part (ii) follows from [PSV, Thm. 1.3] . Part (iii) is one of the main results of this paper; it is proved below using the technique of affine Grassmannians.
(iii) If G u is anisotropic, then the bundleÊ u is trivial by [Gil1, Thm. 3.8] . Thus in this case only possibility (i) can occur in the theorem.
The theorem has the following unexpected corollary. COROLLARY 2.2. In the situation of the theorem assume that G is anisotropic at the generic point of U . Then the following are equivalent:
Another question is whether the situation of Theorem 1(iii) is possible at all. The answer is given by the following extension theorem. THEOREM 2. Let U be any affine scheme; let u ∈ U be a closed point; let G and G u be as before. Assume that Z ⊂ A 1 U is finite andétale over U , the restriction of the group scheme G Z := G × U Z to each connected component of Z has a proper parabolic subgroup scheme, and the fiber Z u has a k(u)-rational point, where k(u) is the residue field of u. Let E be any G u -bundle over P 1 u trivial at the generic point. Then there is a G-bundle E over P 1 U such that E| P 1 u ≈ E and E is trivial away from Z. This is the second main result of the paper. One can give a proof very similar to that of [FP, Thm. 3] . We will give a proof using affine Grassmannians in Section 7.1. COROLLARY 2.3. Assume that U is the spectrum of a regular local k-algebra, where k is an infinite field. Let G be a simple simply-connected U -group scheme such that G is anisotropic at the generic point of U but isotropic at the closed point u of U . Then there exists a non-trivial
Proof. Recall that generically trivial G u -bundles over P 1 u are classified by the Weyl group orbits of the co-characters of a maximal split torus (see [Gil1, Thm. 3.8(b) ] and [Gil2] ). Thus, since G u is isotropic, there is a non-trivial G ubundle E over P 1 u such that E is trivial generically. By [FP, Prop. 4 .1] we can choose Z ⊂ A 1 U satisfying the conditions of Theorem 2. It remains to apply Theorem 2 and Theorem 1(iii).
This corollary shows that [PSV, Thm. 1.3] is not true without the isotropy condition. Also, it is clear that a bundle E in this corollary is not isomorphic to the pullback of any G-bundle over U . Indeed, since U is local and k is infinite, we can choose a ∈ k such that a × k U does not intersect Z (we view a as a rational point of A 1 k ). Now, if E is isomorphic to the pullback of F, then restricting E to a × k U , we would see that F is trivial.
Counterexamples. Now we will give some explicit examples.
Through the end of Section 2.3 we assume that k is algebraically closed. Let G be a k-group, let H ⊂ G be a k-subgroup. Recall that an H-bundle H is a reduction of a G-bundle G to H if there is an isomorphism of G-bundles G × H H ≈ G (see Section 3.1 for more details on associated spaces). Recall also that the group scheme of automorphisms of a principal G-bundle is called a strongly inner form of G (again, see Section 3.1 for more details). THEOREM 3. Let G be a simple simply-connected k-group, where k is an algebraically closed field. Let U be a regular local k-scheme. Assume that there is a G-bundle over U that cannot be reduced to a proper parabolic subgroup of G at the generic point of U . Then:
This theorem will be proved in Section 7.2.
Example 2.4. An algebraic group G is called special, if every G-bundle is locally trivial in Zariski topology. Consider G = Spin(7,k). Then G is a simply-connected simple k-group of type B 3 . According to the classification of Grothendieck [Gro1, Thm. 3] , G is not special, that is, there exists a smooth connected k-variety X and a principal G-bundle F over X such that F is not Zariski locally trivial. In fact, as Corollary 3 of [Gro1, Thm. 1] shows, we can take any faithful representation Spin(7,k) → SL(n, k) and put X = SL(n, k)/ Spin(7,k),
LEMMA 2.5. The G-bundle F cannot be reduced to a proper parabolic subgroup of G over U .
Proof. Let P be a proper parabolic subgroup of G, let L be the derived group of a Levi factor of P . Then L is trivial or semi-simple of type B 2 = C 2 , A 2 , A 1 A 1 , or A 1 . By [BT1, Cor. 4.4 ] L is also simply-connected, thus it is trivial or isomorphic to Sp(4), SL(3), SL(2) × SL(2), or SL(2). If it was possible to reduce F to P over U , it would be possible to reduce it to L, but all possible groups L are special, so every principal L-bundle over U is trivial. Thus F would be trivial over U . But then the positive answer to the conjecture of Grothendieck and Serre (see Section 2.6 and [FP, Thm. 1]) would imply that F is Zariski locally trivial over X.
Since the point x was arbitrary, we see that F cannot be reduced to a proper parabolic subgroup of G at the generic point ω of X. Thus Theorem 3 is applicable to Spin(7,k) and U . In particular, there is a Spin(7,k)-bundle over A 1 U not isomorphic to a pullback from U . Also, according to the theorem, there is a strongly inner form G of Spin(7,k) over U and a non-trivial
Remarks 2.6. (i) We could have taken G = Spin(8,k) or a k-group of type G 2 as well. We expect that similar examples exist for any non-special simple k-group.
(ii) An example of a principal SO(4, R)-bundle over A 1 R not isomorphic to a pullback from Spec R has been constructed by Parimala, see [Par, Thm. 2.1] . (Here R is a localization of R[x].) However, in this case the field is not algebraically closed and the group is not simply-connected. Another counterexample with the same R and G = SL(1,Q), where Q is the real quaternion algebra has been suggested by the referee. In this case, the group is not a strongly inner form of a split group (and again the field is not algebraically closed).
A generalization.
As before, let U = Spec R be the spectrum of a regular local k-algebra, where k is an infinite field; let u ∈ U be the closed point. Let G be a simple simply-connected U -group scheme. Let Z ⊂ P 1 U be a subscheme finite over U , let Y ⊂ P 1 U be a subscheme finite andétale over U . Assume that E is a G-bundle over P 1 U trivial over P 1 U − Z. We wonder whether it is trivial over
is the residue field of u. Note that Y may be disconnected in which case it has many generic points.
Proof. Part (i) follows from [FP, Prop. 5 .1] (or from [PSV, Prop. 9 .6]). Part (ii) is essentially [FP, Thm. 3 ]. (In [FP] we work with semi-local rings. In the present paper we only consider local rings to simplify notation. The generalization to semi-local case is, however, straightforward.) We will give a proof based on affine Grassmannians in Section 7.3. Part (iii) follows from the next, more general theorem.
THEOREM 5. Let U be any affine integral k-scheme and let Y ⊂ P 1 U be finite
Then E is a trivial bundle. This theorem will be proved in Section 6. The idea of the proof is as follows. The pair (E,τ ), where τ is a trivialization of E on P 1 U − Y , can be viewed as a modification of the trivial bundle at Y , or equivalently as a Y -point of an affine Grassmannian. However, to any non-trivial modification one can assign a proper parabolic subgroup of G at the generic point of Y . Since such subgroup does not exist, the modification is necessarily trivial. In other words, the bundle E| P 1 U −Y admits a unique extension to P 1 U . Note that similar considerations appeared in [Rag] .
Remark 2.7. We see that Theorem 4(iii) holds for all semi-simple group schemes. I expect that whole Theorem 4 is true for all semi-simple group schemes.
In Theorem 2, however, if G is not simply-connected, one should require that E belongs to the connected component of the trivial bundle in the stack of G u -bundles over P 1 u .
Affine Grassmannians.
We briefly summarize the results of Section 5. Let U be a connected affine scheme, let G be a smooth affine U -group scheme. In this case we define the affine Grassmannian Gr G . This is a sheaf on the bigétale site Aff/U assigning to a U -scheme T the set of isomorphism classes of pairs
In the case, when U is a k-scheme and G is a semi-simple U -group scheme, we show that Gr G is a (strict) ind-projective ind-scheme over U (Proposition 5.11). We also develop a stratification
whereλ ranges over the set of dominant co-characters of the split k-group of the same type as G modulo the action of outer automorphisms (see Proposition 5.12).
Finally, for each cell Grλ G we construct a morphism to the scheme of parabolic subgroup schemes of G, see Proposition 5.13.
2.6. Relation to a conjecture of Grothendieck and Serre. Let, as usual, R be a regular local ring, U = Spec R. Let G be a reductive U -group scheme, let G be a principal G-bundle over U . A conjecture of Grothendieck and Serre (see [Ser, Remarque, p. 31] , [Gro1, Remarque 3, , and [Gro2, Remarque 1.11.a]) predicts that G is trivial if it is trivial over Spec K, where K is the fraction field of R.
In [Pan, PSV] Panin, Stavrova, and Vavilov proved the conjecture in the case, when R contains an infinite field, G is isotropic (in fact, they proved a generalization of the conjecture). One of the main steps in their proof was Theorem 1(ii) (see [PSV, Thm. 1.3] ). This is exactly where the isotropy condition was used. There was a hope that it would be possible to prove this theorem without the isotropy condition, thus proving the conjecture of Grothendieck and Serre without the isotropy condition.
A few years later Panin and I applied the technique of affine Grassmannians to the problem. It was soon clear that Theorem 1(ii) is unlikely to be true without the isotropy assumption. Soon, we figured out how to modify the statement: Theorem 1(ii) was replaced by Theorem 4(ii); the latter theorem was sufficient to prove the conjecture of Grothendieck and Serre for all regular local rings R containing infinite fields and all reductive group schemes G.
Organization of the paper.
In Section 3 we discuss associated spaces of principal bundles and strongly inner forms of group schemes. In Section 4 we explain how to glue a principal bundle defined away from a divisor with a bundle over "completed product" of this divisor with a formal disc. In Section 5 we introduce the main objects of our study, that is, affine Grassmannians. We explain that affine Grassmannians are ind-schemes and study a Bruhat decomposition of an affine Grassmannian into the union of quasi-projective U -schemes. These results are used in Section 6 to prove Theorem 5 and in Section 7 to prove Theorem 2. In the second half of Section 7 we reprove Theorem 4(ii) using the affine Grassmannians.
Generalities on principal bundles.
3.1. Generalities on associated spaces. Let S be a scheme; recall that an S-space is a sheaf on the bigétale site of schemes over S (denoted byÉt/S).
Let H be an S-group scheme; let H be a right H-bundle over S. Let X be an S-space acted upon by H on the left. The associated S-space H × H X is the sheafification of the following presheaf onÉt/S
x ∈ X (T ). If H is smooth over S, then the H-bundle H isétale locally trivial, and one sees that H × H X → S isétale locally over S isomorphic to X → S.
Equivalently, composing the action of H on H with the group inversion, we can view H as a left H-bundle, then H × S X acquires an action of H, and we have H × H X = (H × S X )/H. We also call H × H X the twist of X by H. Similarly, if X is an S-space with a right action of H, and H is a left H-bundle, we can form the associated space X × H H.
More generally, let H and X be as above, let S be an S-scheme and let H be an H-bundle over S (that is, an H × S S -bundle). In this case we use the notation
The following proposition seems to be well known. However, I was unable to find a reference, so I give a proof for the sake of completeness. PROPOSITION 3.1. Let k be a field. Assume that H is an affine k-group of finite type, H is an H-bundle over a k-scheme S, and X is a quasi-projective k-scheme. Then H × H X is a scheme.
Proof. We will reduce the statement to the results of [Ser] . First of all, the statement is obvious if X is an affine scheme, because H is locally trivial inétale topology, and affine schemes can be glued inétale topology.
Next, we claim that H is isotrivial, that is, for all s ∈ S there is a Zariski neighborhood S of s and anétale finite morphism S → S such that the pullback of H to S is a trivial H-bundle. Indeed, let H → GL(n) be a faithful representation (existing, e.g., by [Bor, Prop. 1.10] ), and consider the scheme H × H GL(n) (this is a scheme because GL(n) is an affine scheme). This is a principal GL(n)-bundle over S, and, replacing S by a Zariski cover, we can assume that this bundle is trivial:
(Indeed, using the equivalence between principal GL(n)-bundles and rank n vector bundles, one checks that every GL(n)-bundle is Zariski locally trivial.) Now H can be viewed as a reduction of the trivial GL(n)-bundle to H. As such, it corresponds to a morphism S → GL(n)/H, in the sense that the bundle H → S is isomorphic to the pullback of GL(n) → GL(n)/H, see [Sor, Proof of Lemma 2.2.3] . Now the isotriviality of H follows from [Ser, Prop. 3] , which claims that GL(n) is an isotrivial H-bundle over GL(n)/H. It remains to use [Ser, Prop. 4] . (Note that there is a certain clash of terminology. The notion of "algebraic space" used in [Ser] is different from what we usually mean by algebraic space now. In particular, algebraic spaces in [Ser] 
Denote by P the sheafification of this presheaf. We claim that P is a principal Pbundle over S. Indeed, it is clear that P acts on P, and we need to check that P is locally trivial inétale topology. Since the statement isétale local, we can assume that H is a trivial bundle, then the statement follows from the fact that a parabolic subgroup is its own normalizer (see [DG, Exp. XXVI, Prop. 1.2] ). It is easy to construct an S-morphism from the associated scheme H × P P to H. It remains to check that this morphism is an isomorphism. Again, it is anétale local statement, so we can assume that H is trivial, making the statement obvious.
Gluing principal bundles. In this section we assume that
denote the ring of formal Laurent series. LetḊ Z := Spec A((t)) be the "punctured formal disc over Z".
The main result of this section can be summarized as follows: There is a canonical commutative diagram of morphisms of U -schemeṡ
Further, let G be an affine flat U -group scheme. Given a principal G-bundle over P 1 U − Y , a principal G-bundle over D Y , and an isomorphism between their restrictions toḊ Y , we can glue the bundles into a principal G-bundle over P 1 U . Below we will reduce this statement to the main result of [BL] . The statement is well known to specialists, at least in the case, when the projection Y → U is an isomorphism. Unfortunately, I could not find a reference. This gluing technique goes back to [FR, Appendix] . The advantage of [BL] is that the schemes are not necessarily Noetherian.
Constructing the commutative diagram.
We need a general statement.
where maximum is taken over all maximal ideals of R. This degree is finite, because it is bounded by the number of generators of A as a module over R. In particular, Y has finitely many connected components, since every component maps to U surjectively. Thus we can assume that Y is connected. We prove the lemma by induction on deg(Y /U). If deg(Y /U) = 0, then Y = ∅ and we are done. Otherwise, as was explained in the beginning of the section, the morphism Y → U is surjective.
Consider the projection to the second multiple [AK, Ch. 6, Prop. 4.7(v) 
and we can apply the induction hypothesis.
We define a morphism j Y as the composition
Here the first morphism is induced by the inclusion
The second morphism is the restriction of the group scheme multiplication morphism A 1 (2) is the composition of j Y and the embedding
Proof. We start with the following: 
The top morphism is closed and surjective, since by Lemma 4.3 it is a base change of U → U . It is also clear that the preimage of Y under this morphism is Y . Thus if we prove the lemma for Y → U , we prove it for Y → U . Now, applying Lemma 4.1, we can assume that Y = l i=1 Y i , and for all i the projection Y i to U is an isomorphism.
It follows that for all i there is
However for i = j we know that
, thus the above ideal coincides with (t).
The lemma implies the existence of the commutative diagram (2).
Gluing principal bundles. Recall that G is an affine flat
isomorphisms (the restrictions are defined as the pullbacks via morphisms from diagram (2)
where we view the right-hand side as a discrete category. Then Φ is an equivalence of categories. (Here Iso stands for the set of isomorphisms between principal bundles.)
Proof. This essentially follows from the results of [BL] but we give some details. First of all, it is easy to see that for any two objects of A there is at most one morphism from the first to the second. Indeed, any two such morphisms coincide on P
Thus Φ is faithful. Next, since G-bundles and their isomorphisms can be glued inétale topology, the statement isétale local over U . Thus by Lemma 4.1 we can assume that
We give a proof by induction on l. If l = 0, then Y = ∅ and there is nothing to prove. Let us prove the step of induction. Let us prove that the functor Φ is essentially surjective, the fullness is proved similarly.
Since (t − r 1 ,g) is the unit ideal, the morphism
is easily seen to be an isomorphism for all n. Passing to the limit we get an iso-
with respect to f -adic topology. Now we see that the diagram
(3)
gives rise to a diagram of morphisms of affine schemes
and one checks that this diagram is an open subdiagram of (2) in the obvious sense. On the other hand, diagram (3) is an example of the diagram on page 4 of [BL] . It follows that we can glue a flat quasi-coherent sheaf on A 1 U − Y with a flat quasicoherent sheaf on D Y 1 , provided we are given an isomorphism of restrictions of the sheaves toḊ Y 1 (and we get a sheaf on A 1 U − Y ). This gluing is compatible with tensor product, thus one can, in fact, glue flat affine schemes. Since the gluing of affine schemes is compatible with the product, one can glue principal bundles as well.
Let E 1 be the bundle obtained by gluing E |
We have an isomorphism of E 1 and E on A 1 U − Y , so we can glue them (in Zariski topology). We obtain a G-bundle E 1 over P 1 U − Y . It remains to apply the induction step to E 1 ,Ê| Y and ϕ| Y .
Affine
Grassmannians for group schemes. This is the main section of the paper. We define affine Grassmannians for smooth affine group schemes over affine schemes. In the case, when the scheme is over a field k and the group scheme is semi-simple, we establish this affine Grassmannians as a twist of the affine Grassmannian for a k-group by a principal bundle, see Proposition 5.4. In this case we show that the affine Grassmannian is an ind-projective scheme and develop its Bruhat decomposition. Propositions 5.12 and 5.13 are crucial for the proof of Theorem 5.
Affine Grassmannians were mostly studied over the field of complex numbers. Notable exceptions are [Fal] and [PR] . The "family version" of affine Grassmannians was considered in [Hei, Sect. 3 ]. However, it seems that the Bruhat decomposition was not known before in the generality needed.
Two nice reviews of affine Grassmannians are found in [Sor] (over complex numbers) and [Gör] . Below we are using the notation of Section 4 and diagram (2).
Generalities on affine Grassmannians.
Let U = Spec R be a connected affine scheme and Aff/U be the (big)étale site of affine schemes over U . Recall that a U -space is a sheaf of sets onÉt/U . We can equivalently view it as a sheaf on Aff/U (see [SGA, Exp. VII, Prop. 3.1] ). Let G be a smooth affine U -group scheme. Our main object of study is the affine Grassmannian Gr G . It is defined as the sheafification of the presheaf, sending an affine U -scheme T to the set G(Ḋ T )/G(D T ). (The morphismḊ T → D T induces a morphism G(D T ) → G(Ḋ T ). It is obvious that this morphism is injective and we identify G(D T ) with its image.)
As in the previous section, let Y be a finite andétale over U subscheme of A 1 U (automatically closed). Assume also that Y = ∅, then the projection Y → U is surjective. Let Ψ be the functor, sending a U -scheme T to the set of isomorphism classes of pairs (E,τ ), where E is a G-bundle over P 1 T , τ is its trivialization on
PROPOSITION 5.1. The functor Ψ is canonically isomorphic to the functor sending a U -scheme T to Gr G (Y × U T ).
Proof. The proof is similar to that of [Sor, Prop. 5.3.1] . Let E be a G-bundle over P 1 T , τ be its trivialization on P 1 T − (Y × U T ). We need to construct a Umorphism from Y × U T to Gr G . We claim, that there is a surjectiveétale affine morphism ϕ : T → T such that the restriction of ϕ * E to D Y × U T is trivial. Indeed, using Lemma 4.1 and the fact that every G-bundle isétale locally trivial, we can choose ϕ such that T is affine and the restriction of ϕ * E to Y × U T is trivial, that is, this restriction has a section. It remains to use LEMMA 5.
Let B be a smooth A[[t]]-algebra, where A is a commutative ring. If there is an A[[t]]-homomorphism B → A, then there is an A[[t]]-homomorphism B → A[[t]].
Proof . Denote the A[[t] ]-homomorphism B → A by θ 1 . Using smoothness we can successively for all n construct an A [[t] ]-homomorphism θ n : B → A[[t] ]/t n such that θ n mod t n−1 = θ n−1 for all n ≥ 2. The homomorphisms θ n give rise to
Let us continue with the proof of the proposition. Choose ϕ as above, and let σ be a trivialization of the restriction of ϕ * E to D Y × U T . Then, in the notation of Proposition 4.4, (ϕ * E,ϕ * τ, σ) ∈ A (E ,Ê) , where E andÊ are trivial bundles over
But then it is easy to see that
Now it is obvious that α satisfies the descent condition for theétale morphism Id Y × U ϕ, so it descends to a morphism from Y × U T to Gr G by definition of sheafification. A standard argument shows that this morphism does not depend on the choice of ϕ.
We have constructed a map
It is straightforward to show that these maps are compatible with base changes T → T so we get a canonical transformation δ from Ψ to the functor (T → Gr G (Y × U T )). It remains to show that this transformation is an isomorphism of functors, that is, for every affine U -scheme T the map δ T is a bijection. We will now prove the injectivity of δ T . Assume that E 1 and E 2 are G-bundles over P 1 T , τ 1 and τ 2 are their trivializa-
, then there are a surjectiveétale affine morphism ϕ : T → T and trivializations σ 1 and σ 2 of ϕ * E 1 and ϕ * E 2 on
But then we have
Now by Proposition 4.4 there is an isomorphism ν : ϕ * E 1 → ϕ * E 2 taking trivialization ϕ * τ 1 to ϕ * τ 2 . It remains to check that ν descends to an isomorphism E 1 → E 2 . Let p 1 and p 2 be two projections from T × T T to T , q : T × T T → T be the canonical morphism. We only need to check that p * 1 ν = p * 2 ν. However, both isomorphisms take q * τ 1 to q * τ 2 , thus they coincide. The injectivity of δ T is proved.
Let us prove the surjectivity of δ T . Let α ∈ Gr G (Y × U T ). By the definition of the Grassmannian, there is a surjectiveétale affine morphism T → T such that the
Then (Ẽ,τ ) ∈ Ψ(T ), and, using the descent condition forα and Proposition 4.4, one shows that the pair (Ẽ,τ ) descents to (E,τ ) ∈ Ψ(T ). It is clear that δ T (E,τ ) = α. We see that δ is an isomorphism of functors, which completes the proof of the proposition. Proof. Take Y = ∞ × U in the proposition.
Affine Grassmannians for semi-simple group schemes as twists.
Recall that U is a connected affine scheme. Now we assume that G is a semisimple U -group scheme. Let u ∈ U be a point. Recall that the type of G is the isomorphism class of a root datum of Gū, whereū is an algebraic closure of u (cf. Definitions 2.6.1 and 2.7 of [DG, Exp. XXII] ). By [DG, Exp. XXII, Prop. 2.8] the type does not depend on the choice of u. Let G 0 be the split semi-simple U -group scheme of the same type as G (existing by [DG, Exp. XXIII, Cor. 5.9] , unique up to isomorphism by [DG, Exp. XXIII, Cor. 5.3] ). Now assume that U is a k-scheme, where k is a field. Then G 0 ≈ G × k U , where G is a split k-group (cf. [DG, Exp. XXIII, Def. 5.11 ] and the discussion thereafter).
Let Aut ( (G × k U, G) is the scheme of isomorphisms of group schemes.)
On the other hand, Aut(G) acts on the k-space Gr G .
PROPOSITION 5.4. There is a canonical isomorphism of U -spaces
Proof. Let T → U be anétale cover trivializing the torsor T such that T is affine, choose a trivialization τ :
(Here the second and the last isomorphisms depend on τ , while the remaining are canonical.) One checks that the resulting isomorphism does not change if we replace τ by τ σ, where σ ∈ (Aut(G))(T ). It follows that this isomorphism descends via the cover T → U .
Stratifications of ind-schemes.
The notions defined here will be used below extensively. An ind-scheme over an affine scheme U is a U -space that is a filtered direct limit of U -schemes in the category of U -spaces. An ind-scheme X over U is of ind-finite type if it can be presented as lim − → X i , where X i are schemes of finite type over U . We say that X is a strict ind-scheme if it admits a presentation of the form lim − → X i such that all the corresponding morphisms X i → X j are closed embeddings. Below we only consider strict ind-schemes of ind-finite type over U , and we only consider presentations X = lim − → X i with morphisms X i → X j being closed embeddings and with each X i of finite type over U . It is easy to check the following (see, e.g., [Gör, Lemma 2.4] ).
LEMMA 5.5. Let X = lim − → X i be an ind-scheme over U and let Y be a scheme of finite type over U . Then every morphism from Y to X factors through some X i .
By a subscheme of X we mean a subsheaf of X represented by a locally closed subscheme of X i for some i. Using Lemma 5.5 it is easy to check that this notion does not depend on the presentation of X as a limit of schemes.
Definition 5.6. Let X = lim − → X i be a strict ind-scheme of ind-finite type over U . A collection Z α of subschemes of X is called a stratification of X, if for all i we have an equality of sets
Again, this does not depend on a presentation of X as a limit of schemes. Equivalently, the last condition means that every geometric point of X factors through a unique Z α .
Recollections on affine Grassmannians for split semi-simple groups.
Recall that k is a field. Let G be a split semi-simple k-group. The results in this section are well known, when k is the field of complex numbers, see [Sor, Sect. 8] , and [BF, Sect. 2] .
5.4.1.
Gr G is an ind-scheme. For positive integers n and N , denote by GL(n) (N ) the presheaf on Aff/k given by
(Here Mat n×n stands for the set of n × n matrices.) It is easy to see that GL(n) (N ) is represented by an affine scheme, so in particular it is a sheaf. In other words, GL(n) (N ) is the scheme of loops α such that both α and α −1 have a pole of order at most N . Clearly, GL(n) (0) is an affine k-group. Let Gr (N ) GL(n) be the k-space GL(n) (N ) / GL(n) (0) . More precisely, Gr (N ) GL(n) is the sheafification of the functor
It is well known that Gr (N ) GL(n) is represented by a projective scheme (as it classifies certain lattices in k((t)) n , see [Sor, Prop. 8.3 .2]) and we have
Next, consider a faithful n-dimensional representation V of G, it gives rise to an embedding of k-groups G → GL(n). Then GL(n)/G is an affine scheme (Indeed, G is geometrically reductive by [Hab] , thus the statement follows from [Nag, Sect. 8 ], see also [Nis, Corollary] ). Therefore we get a closed embedding Gr G → Gr GL(n) , see the lemma in the proof of [BD, Thm. 4.5 .1]. Let Gr (N ) G be the preimage of Gr (N ) GL(n) under this closed embedding; it is a closed subscheme in Gr (N ) GL(n) . We have
In particular, we see that Gr G is an ind-scheme.
L + G-orbits.
Let L + G be the jet scheme of G; it represents the functor Spec R → G(R [[t]] ). Thus L + G is an affine k-group scheme of infinite type. Note that L + GL(n) = GL(n) (0) . Clearly, L + G acts on Gr G ; we want to describe the orbits.
Note that the action of L + G preserves the schemes Gr Let X * = X * (G) be the lattice of co-characters of G. For any choice of a Borel subgroup B ⊂ G and a split maximal torus T ⊂ B we get an identification
For λ ∈ X * denote by t λ the corresponding element of T k ((t) ) . Abusing notation, we also denote by t λ the projection to Gr G (k) of
Denote by Gr λ G the L + G-orbit of t λ . Since any two pairs (T, B) are conjugate, Gr λ G does not depend on the choices of T and B. The following proposition is well known, when k is the field of complex numbers. In general, it is easily reduced to the case, when k is algebraically closed, where it follows from [HR, Prop. 8 ] (see also [BT2] 
(Slightly abusing notation, we denote by Gr λ G the orbit Grλ G , whereλ is any lift of λ to X * .) 5.4.3. The structure of Gr λ G . Note that G is a subgroup of L + G. Denote the G-orbit of t λ by F λ G . We have an evaluation morphism L + G → G left inverse to the embedding G → L + G. One checks that the evaluation morphism takes the stabilizer of t λ in L + G to the stabilizer of t λ in G. This is used to construct a morphism
Remarks 5.8. (i) While this morphism is easy to construct, when k is the field of characteristic zero, some care should be taken in finite characteristic; let us indicate the main steps. First of all, one can replace L + G by L + (M ) G, where M is large enough. Next, one needs to show that the stabilizer of t λ in L + (M ) G is smooth (so that Gr λ G is a categorical quotient of L + (M ) G). To this end, one first calculates the Lie algebra k of this stabilizer. Then one constructs a subgroup K ⊂ L + (M ) G with the Lie algebra k. It remains to show that K is contained in the stabilizer of t λ , which is done by reducing the statement to the case G = GL(n) via a faithful representation of G.
(ii) On can show that this morphism is smooth and the fibers are isomorphic to vector spaces.
It is easy to see that the G-stabilizer P s of any s ∈ F λ G is a parabolic subgroup in G k(s) = G × k Spec k(s), where, as usual, k(s) is the residue field of s. This is a parabolic subgroup of type λ, that is, the Weyl group of a Levi factor of P s is the stabilizer of λ in W .
LEMMA 5.9. The map s → P s is an isomorphism from F λ G to the flag variety of parabolic subgroups of type λ in G.
We emphasize that this isomorphism does not depend on a choice of a torus T and a Borel subgroup B.
Proof. After a choice of a Borel subgroup and a split maximal torus in G, both F λ G and the flag variety get identified with G/P λ , where P λ is the stabilizer of t λ in G.
Thus we can (and always will) identify F λ G with the flag variety of parabolic subgroups of type λ in G, so that morphism (4) becomes a morphism from Gr λ G to a partial flag variety of G.
The action of automorphisms.
Recall from [DG, Exp. XXIV] (see especially Th. 1.3) that we have an exact sequence
Here Aut(G) := Aut k−gr (G); Inn(G) is the group of inner automorphisms of G, it is isomorphic to the quotient of G by its center; Out(G) is the group of outer automorphisms, it is a finite k-group. Note that Aut(G) acts on Gr G but the strata of Proposition 5.7 are only Inn(G) invariant, Out(G) permutes them. We want to develop a coarser stratification with Aut(G)-invariant strata.
First of all, Out(G) acts on a root datum of G and, thus, on the Weyl group W = W (G) and on the co-character lattice X * = X * (G). Thus we get a semidirect product W Out(G) and its action on X * . Forλ ∈ X * /(W Out(G)), we denote by Orb(λ) ⊂ X * /W the Out(G)-orbit of any lift ofλ to X * /W . Note that Inn(G) preserves the orbits Gr λ G , while Aut(G) permutes them according to the action of Out(G) on X * /W . Forλ ∈ X * /(W Out(G)) set
Clearly, this is Aut(G)-invariant locally closed subscheme of Gr G . Moreover, if λ 1 ,λ 2 ∈ Orb(λ), then Gr λ 1 G ≈ Gr λ 2 G , so these orbits have the same dimension. It follows that Gr λ 1 G cannot lie in the closure of Gr λ 2 G , and we have (scheme theoretically)
By Proposition 5.7 we have
Next, set
The next lemma follows from definitions.
LEMMA 5.10. For eachλ ∈ X * /(W Out(G)) the morphisms (4) give rise to an Aut(G)-equivariant morphism
By a slight abuse of notation we denote by 1 ∈ Gr G (k) the image of the unity of G k ((t) ) . Clearly Gr 0 G = F 0 G = {1}. For all λ = 0, F λ G has positive dimension, that is, F λ G classifies some proper parabolic subgroups.
Group scheme affine
Grassmannians are ind-schemes. Assume that we are in the situation of Proposition 5.4. Recall that in Section 5.4.1 we defined the closed subschemes Gr (N ) G ⊂ Gr G depending on a faithful n-dimensional representation V of G. Note that we may assume that Out k (G) acts on GL(n) by automorphisms and the embedding is equivariant. Indeed, it is enough to replace V by ⊕ σ∈Out(G) V σ , where V σ is the twist of the representation V by σ (we use a splitting of (5)).
Then it is easy to check that Gr 
be a trivialization. Then by Proposition 5.1 (E,ϕ) gives rise to a U -morphism s : Y → Gr G . Let ω be a generic point of Y ; letλ ∈ X * /(W Out(G)) be such that s(ω) ∈ Grλ G , see Proposition 5.12. Composing s with (8), we get a U -morphism ω → Fλ G , that is, a choice of a parabolic subgroup in G × U ω. However, we assumed that G is anisotropic at ω, so this parabolic subgroup cannot be proper, which means thatλ = 0 (see the paragraph after Lemma 5.10). But then, since Gr 0 G is a closed subscheme of Gr G , we see that s(ω) ⊂ Gr 0 G , whereω is the Zariski closure of ω. Since this is true for all generic points ω of Y , we see that s(Y ) ⊂ Gr 0 G , that is, s is the trivial section of Gr G . It follows that E is trivial. Theorem 5 is proved.
Extending sections of affine Grassmannians.
7.1. Proof of Theorem 2. We use the notation from the theorem statement. We view Z u as a U -scheme via the composition morphism Z u → u → U . The proof is based on the following extension property.
Derivation of Theorem 2 from the proposition. Note first that the exact sequence from [Gil1, Cor. 3.10(a) ] shows that E is locally trivial in Zariski topology
by the second part of [Gil1, Cor. 3.10(a) ]. Thus E is also trivial on P 1 u − Z u , let τ be a trivialization. The pair (E, τ ) can be viewed as a Z u -point of Gr G due to Proposition 5.1. By the proposition, this Z u -point can be extended to a Z-point of Gr G , that is, to a pair (E,τ ), where E is a G-bundle over P 1 U ,τ is its trivialization away from Z. Clearly, E satisfies the requirements of Theorem 2.
The following argument is similar to [FP, Sect. 5.9 ]. By our assumption on the group scheme G Z = G × U Z we can and will choose a parabolic subgroup scheme P + ⊂ G Z such that the restriction of P + to each connected component of Z is a proper parabolic subgroup scheme in the restriction of G Z to this component of Z.
Since Z is an affine scheme, by [DG, Exp. XXVI, Cor. 2.3, Thm. 4 .3.2(a)] there is an opposite to P + parabolic subgroup scheme P − in G Z . Let U + be the unipotent radical of P + , and let U − be the unipotent radical of P − . Definition 7.2. We will write E for the functor, sending a Z-scheme T to the subgroup E(T ) of the group G Z (T ) = G(T ) generated by the subgroups U + (T ) and U − (T ) of the group G Z (T ) = G(T ).
LEMMA 7.3. The functor E has the property that for every closed subscheme S in an affine Z-scheme T the induced map E(T ) → E(S) is surjective.
Proof. The restriction maps U ± (T ) → U ± (S) are surjective, since U ± are isomorphic to vector bundles as Z-schemes (see [DG, Exp. XXVI, Cor. 2.5] ).
Recall that D Z is the formal disc over Z,Ḋ Z is the punctured formal disc over Z. We viewḊ Z as a Z-scheme via the projection. Thus its closed subschemė D Z u is also a Z-scheme. Hence E(Ḋ Z ) and E(Ḋ Z u ) make sense.
Proof of Proposition 7.1. Consider the diagram
The left vertical arrow is the composition
The right vertical arrow is defined similarly. The top horizontal map is surjective by Lemma 7.3. Thus it is enough to show that the right vertical arrow is surjective. Let (F, τ ) ∈ Gr G (Z u ), that is, F is a G u -bundle over P 1 u , τ is its trivialization on P 1 u − Z u . Recall that we have a canonical morphism D Z u → P 1 u (cf. diagram (2)). The exact sequence from [Gil1, Cor. 3.10(a) ] shows that F is locally trivial in Zariski topology on P 1 u . Therefore it is trivial on D Z u ; let σ be a trivialization. Thus, in the notation of Proposition 4.4, (F, τ, σ) ∈ A(F ,F ), where F andF are trivial G u -bundles over P 1 u − Z u and D Z u respectively. Then
(note that Z u is a finite scheme). We need the following lemma.
LEMMA 7.4. Let k be an infinite field, H be a simple simply-connected kgroup, P ± ⊂ H be opposite parabolic subgroups of H (defined over k). Let U ± be unipotent radicals of P ± . For a k-scheme T denote by E(T ) the subgroup of H(T ) generated by U ± (T ). We have H k((t)) = E k((t)) H k [[t] ] .
Proof. Let α ∈ H k((t)) . By [Gil1, Thm. 3 .4] applied to α −1 we can write α = βγ, where β ∈ H(k(t)), γ ∈ H k [[t] ] . By Propositions 8.4 and 8.5 of [PSV] we can write β as β β , where β ∈ E(k(t)) ⊂ E k((t)) , β ∈ H ⊂ H k [[t] ] .
Applying this lemma to each point of Z u , we can write Φ(F, τ, σ) as βγ, where β ∈ E(Ḋ Z u ), γ ∈ G u (D Z u ). It follows from the proof of Proposition 5.1 that under the isomorphism of this proposition the projection of Φ(F, τ, σ) = βγ to Gr G u corresponds to (F, τ ) . Then the image of β under the right vertical map in the above diagram is also (F, τ ).
Proof of Theorem 3.
Let ω be the generic point of U , let F be a principal G-bundle over U such that F cannot be reduced to a proper parabolic subgroup of G at ω. By Proposition 3.2 the group scheme Aut(F) is anisotropic at the generic point. Since we are working over the algebraically closed field k, Aut(F) is isotropic at the closed point of U . Thus by Corollary 2.3 there exists a non-trivial Aut(F)-bundle E over A 1 U such that E is trivial on A 1 U − Z for a certain Z finite andétale over U . This proves part (ii).
To prove part (i) consider the associated scheme (cf. (1))
This is the required G-bundle. Indeed, if it was isomorphic to p * U F 0 , then, as it is easy to check
where Iso G is the scheme of isomorphisms of G-bundles. But, as it was explained in the last paragraph of Section 2.2, E is not isomorphic to the pullback of an Aut(F)-bundle over U . Theorem 3 is proved.
Modifications and a proof of Theorem 4(ii).
In the situation of Theorem 4 we call a modification of E at Y a G-bundle F over P 1 U together with an isomorphism
We can assume that Y ∩ Z = ∅ (cf. Remark 2 after [FP, Thm. 3] ). Let us choose a trivialization of E on P 1 U − Z.
PROPOSITION 7.5. The functor, sending a U -scheme T to the set of isomorphism classes of modifications of ϕ * E at Y × U T , is isomorphic to the functor, sending T to Gr G (Y × U T ).
The proof is a slight generalization of the proof of Proposition 5.1 (note that E is trivialized in a Zariski neighborhood of Y ).
Sketch of proof of Theorem 4(ii).
Similarly to the proof of Theorem 2 we can find a modification (F, τ ) of E u at Y u such that F is a trivial bundle over P 1 u . Using the above proposition and Proposition 7.1 we can find a modification (F,τ ) of E at Y such that F u ≈ F . Applying Theorem 4(i) with Z ∪ Y instead of Z, we see that F is trivial. Thus 
