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Abstract 
The Minimum Cost Tension problem (MCT) is a network combinatorial optimization prob- 
lem which has been relatively ignored by the literature. This problem appears however in many 
applications concerning n&works such as timing of events, location of facilities, shared cost 
problems, and so on. 
The most known algorithm for solving the minimum cost tension problem is the classical ‘out- 
of-kilter’ method which was developed by J.M. Pla in 1971. In this paper, we prove that this 
algorithm is non-polynomial by giving a graph family {T,, n > 2}, on which it runs necessarily 
in an exponential number of iterations, namely 2” + 2”-’ + 2”-2 - 2 calls to a linear labeling 
process. The demonstration is based on the fact that the execution on T, can be seen as divided 
into two main stages: the first one repeats the same execution as that on T,_I and the second 
stage undo one by one the iterations of the first stage. By analogy with Greek mythology, we 
called this family of instances Penelope’s graphs. 
Keywords: Tension; Flow; Duality; Out-of-kilter method; Analysis of algorithms 
1. Introduction 
This paper deals with the problem of looking for a Minimum Cost Tension (MCT) 
in a directed graph. This theoretical tension, which is a potential difference, looks like 
the tension known in electrical networks except the fact that it does not satisfy Ohm’s 
law. Given lower and upper capacity bounds on every arc of the graph, a feasible 
tension is such that its value on each arc is between both capacity bounds. When 
we also associate with each arc a unitary tension cost, the MCT problem is then to 
determine a feasible tension of minimum total cost. 
The MCT problem is somewhat the dual of a more known network optimization 
problem: the Minimum Cost Flow (MCF) one. On pretext of the existence of such 
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a duality relation (which I proved [8] to be indirect since it requires an extra graph 
transformation), tension problems have been almost ignored by the scientific literature. 
Very few works have been performed on tension, which found expression in rarity 
(only 3 papers were published on this subject) and scattering in time of the scientific 
results obtained on tension. This problem appears however in many applications con- 
cerning networks such as timing of events, location of facilities, shared cost problems, 
and so on. First theoretical studies on tension are due to Berge and Ghouila-Houri 
[ 1,6] in the beginning of the 1960s. In 1971, Pla [ 171 was the first who published an 
algorithm solving the MCT problem, which is an out-of-kilter algorithm analogous to 
the one proposed for the flow (which will be in the sequel referred to as out-of-kilter). 
Thirteen years later, two other pseudo-polynomial time algorithms were developed by 
Hamacher [12]. Much more later, Maurras [14] presented the first polynomial algo- 
rithm for the tension problem. He used cost scaling to get a polynomial variant of the 
out-of-kilter method. 
Using duality between flow and tension, we have tried to perform for the tension 
[lo] a work analogous to the one realized for the flow. We have then adapted the 
primal and dual simplex to the MCT problem. We have also established the capacity 
scaling, giving rise to another polynomial algorithm. Afterwards, we worked in order to 
determine a strongly polynomial algorithm, which is introduced in [ 111. This algorithm 
is inspired from recent ideas of Goldberg and Tarjan [7]. Finally and in order to 
achieve this similarity with the MCF problem, we decided to study the complexity of 
some MCT classical algorithms. In this article, we intend to show that out-of-kilter is 
exponential. 
Norman Zadeh [20] proved that the out-of-kilter algorithm solving the minimum 
cost flow problem (MCF) is exponential. Out-of-kilter is a primal-dual algorithm that 
considers paths and cuts. In order to simplify the proof, Zadeh studies another MCF 
algorithm called M-PATH [19,4] which only consists in modifying flow through paths. 
Zadeh presents a graph family on which M-PATH produces an exponential number of 
iterations, and notes that out-of-kilter and M-PATH are equivalent on these graphs. 
We have shown in [8] that an MCF problem is reducible to an MCT problem 
via a graph transformation. We had afterwards the curiosity for transforming the flow 
problem on Zadeh’s graph (denoted by G) into a tension problem on another graph 
G’. We have then noticed empirically that ‘out-of-kilter flow’ on G and ‘out-of-kilter 
tension’ on G’ run in a same number of iterations, this number being exponential 
following Zadeh’s results. As we might predict it (because the flow-tension duality 
relation is not direct), this observation is peculiar to this graph family and is by no 
means satisfied on other graphs. We thought that graph G’ had the properties that make 
out-of-kilter tension exponential. We intend to show it in this article. 
Our paper is organized as follows. First, we introduce some definitions and nota- 
tions. Next, the tension out-of-kilter algorithm is presented in Section 3, followed by 
the description of Penelope’s graphs. In Section 5, we study one by one the successive 
iterations of the algorithm on the generic graph T,, and the proof is achieved by induc- 
tion. In order to make this paper more easy to read we gave for some lemmas outline 
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of proofs. However, an extensive version can be found in the associated technical 
report [9]. 
An important remark is that our demonstration also proves indirectly, for these special 
graphs, the existence of a mapping between both running of the flow and tension 
versions of out-of-kilter, since the approximately same running has been proved by 
Zadeh for the flow (two stages, same labeled paths, and the reverse paths are used in 
the second stage to undo the first iterations). By highlighting this one-to-one relation, 
we can also conclude using Zadeh’s result that the tension out-of-kilter algorithm is 
exponential. 
2. Definitions and notations 
We consider a directed graph G = (X, U) with vertex set X and arc set U. 
We assume that the reader is acquainted with the concepts of paths and cycles. Let 
y be a cycle on which we have chosen an orientation: y+ (resp. y-) denotes the set 
of forward (resp. backward) arcs of y. 
Let S be a subset of vertices. By definition, the cut co(S) is the set of those arcs 
which have one end in S and the other in the remain subset of vertices. Again, w+(S) 
(resp. o-(S)) will denote the class of those arcs of o(S) which go out of (resp. come 
into) S. 
A circulation cp is a function from the set of arcs to the real line R which satisfies 
the flow conservation law, i.e. which is conservative at each vertex. If y is a cycle, cpy 
is the unit circulation carried by y, whose components are: 
{ 
1 if uEy+, 
cp’, = -1 if uEy_, 
0 otherwise. 
A potential on a graph is a set of arbitrary real values associated with vertices. 
A tension 8 E R” is a set of arc values such that it exists a potential 71 satisfying 
‘v’(i,j) E U, %(i,i) = Xj - xi. In other words, a tension is a potential difference. The unit 
tension carried by a cut o is denoted by 8” and is defined in the same way as the 
unit circulation. 
We associate with each arc u a cost denoted by c, and a capacity interval [a,, b,]. 
If Vu a, < 8, <b,, tension % is then called feasible. 
Canceling a cut o consists in increasing the tension on the arcs of w+ and decreasing 
it on those of o- by the same quantity, as much as possible while preserving the feasi- 
bility of the tension: i.e. 8 := %+A%O, where 3, = min{minUE,+(b, - %,), minuEoP (%, - 
a,)>. 
The cycle canceling operation modifies in the same way the flow on the arcs of the 
cycle. 
Finally, the minimum cost tension problem consists in looking for a feasible tension 
minimizing the total cost CuEU c,%,. 
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3. Introducing the tension out-of-kilter algorithm 
The tension out-of-kilter algorithm is based on the kilter notion which can be defined 
as follows. Let us assume given on a graph a feasible tension 6’ and any circulation 
q. An arc u is said to be in-kilter if one of the following statements is true: 
1. &=a, and qU<c,; 
2. a,<&<b, and cpU=c,; 
3. 9,=b, and (P~>c,,. 
The kilter notion may be illustrated by associating with each arc u an increasing 
curve in the plan (cp,, 0,) (see Fig. 1). This curve is composed of three parts such that 
each one of them represents one of the alternatives cited in the previous definition. 
An arc is then in-kilter if and only if its corresponding point belongs to this curve, 
called consequently the kilter diagram. This diagram is of great importance since we 
can easily prove that when all arcs are in-kilter the tension is of minimum cost. 
The out-of-kilter algorithm (described in Fig. 2) is based on a simple idea: moving 
iteratively the out-of-kilter points towards their kilter curves while keeping on curve 
the points that are already on. In other words, it takes one by one the out-of-kilter arcs 
and makes them in-kilter by modifying for each of them iteratively either their flow or 
their tension. These flow and tension modifications are performed by canceling cycles 
and cuts. In the next section, we will see how we can find these cycles and cuts which 
keep the in-kilter property of the arcs that are already so. 
3.1. Minty’s lemma and the labeling process 
Lemma 1 (Minty [15]). We suppose given an arbitrary painting of the arcs of a 
graph by the colors green, red, blue and black. Let g be a distinguished arc. There 
exists one but not both of the follo,ving: 
_ a cycle passing through g composed of black arcs having the same direction as 
g, of blue arcs having a reverse direction to that of g, or of green arcs directed 
anyhow; 
_ a cut passing through g composed of black arcs having the same direction as g, of 
blue arcs having a reverse direction to that of g, or of red arcs directed anyhow. 
Fig. 1. Kilter diagram of arc u. 
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Begin 
While 3 an out-of-kilter arc in the graph do 
Let g be such an arc; 
While g is out-of-kilter do 
painting; 
labeling with respect to g; 
If a cycle y is obtained then 
3, := min{min u~Y+.Vp,,zc,,(~u -G), minuE,-,,t,<C,,(cU - cpll)l; 
cp:=cp-I4?; 
Otherwise 
End 
A := min{min, E ,+(b, - e,), minUE ,-(0, - a,)}; 
0:=O+W 
Fig. 2. The out-of-kilter algorithm. 
A simple routine produces the cycle or the cut cited in Minty’s lemma. This pro- 
cedure starts from the tail of arc g, and tries to reach its head by labeling iteratively 
vertices of the graph. If the algorithm succeeds, this means that we find a cycle satis- 
fying Minty’s lemma. Otherwise, we find a cut satisfying Minty’s lemma, that is o(S) 
where S is the set of all labeled vertices. In the sequel, this cut will be simply denoted 
by co. 
If we want to use Minty’s lemma to find cycles and cuts needed in the out-of-kilter 
algorithm, we just have to choose the good painting for all arcs of the graph (initially, 
we start with a feasible tension and any circulation, a zero one for instance): 
green if (@,=a, and qpu<cU) or (tI,=b, and (pu>cU), 
red 
color(u) = 
if (a,<&<b, and (pU=cU), 
blue if (&=b, and (pu=cU) or (a,<&db, and cpU<cu), 
\ black if (0, = a,, and cpU = c,) or (a, d &, <b, and cpU >c,). 
One can easily be persuaded that with the chosen painting, the algorithm keeps the 
in-kilter property of the arcs that are so. One may also note that every out-of-kilter 
arc do not go away from its kilter curve, during all the running of the algorithm. 
In fact, the out-of-kilter arcs are colored in blue or black depending on whether the 
corresponding point is above or under its kilter curve. A blue arc is such that the 
carried flow can only increase and the tension may only decrease, which irremediably 
moves it closer to its curve. It is also the case for black arcs where the flow decreases 
or the tension increases at each iteration of the algorithm. 
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4. Description of Penelope’s graphs 
We present actually a family of graphs T, having 2n+2 vertices. In a general way, G 
-- 
is defined by the set of verticesX,,={s,t}U{1,2,...,n}U{1,2,...,~} and by the set 
ofarcs U,={(t,s),(s,1),(1,t)}U{(s,i),(~,t)/ldidn}U{(i,k)/l~idn,ldk~n and 
i # k}. For convenience sake, vertex 1 of graph T, will also be sometimes denoted by i. 
With each arc u are associated a cost c, and a capacity interval [a,, b,] which are 
mentioned in Fig. 3. It must be noted that the cost of arc (t, S) is the sum of the costs 
of arcs (s, i) for 1 <i<n. 
The arcs of G are split up according to their kilter diagrams into 3 classes which 
we will denote by a, b, and c. These 3 kinds of diagrams are presented in Fig. 4. The 
distribution is described as follows: 
- Type a: (t, s); 
- Type b: (s, i) and (i; t) for 1 <i <n; 
- Type c: (i,k) for l<i<n, ldkdn and i#k; 
If the starting circulation and tension in out-of-kilter are nil, the only arc which is 
out-of-kilter is (t, s). To get it in-kilter we must increase the flow carried by this arc 
until the value c((,~) is reached. This remark brings us to show the following lemma: 
Lemma 2. At the optimum, ,l,e have: 
Vl <i<n, cP(s,i) =C(s,i)3 Vl didn, cP(FJ, =qi;tj and CP(~,~ = qt,+ 
” n-2 
cos1=2 +2 -1 , I- infinity, + infinity [ 
s I 
Fig. 3. Graphs T,. 
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Type& Tnwh 
Fig. 4. Kilter diagrams of arcs of T, 
- h 
TWC 
Proof. The flow conservation law establishes that v((,~) = CH, cpcS,i) = Cy=, c~(,~,. 
When arcs (s, i) and (i; t) are in-kilter, ‘pcS,;) dc(,~ and ~~+i;~,dc(i;~,. As at the optimal- 
ity (poS) = coS) and since cus) = Cy=, c(~,~) = Cy=, c(ctj the equalities of the lemma 
are clearly established. 0 
5. Running the out-of-kilter algorithm on T, 
In order to prove that out-of-kilter runs in an exponential time, we have to analyze 
its iterations on the generic graph Tn. We will show that its iterations split up into 3 
stages, the third stage involving the same number of iterations as the first one. The 
key point is that the first stage of graph z repeats all iterations of graph z-1. In this 
way, the number of iterations of the algorithm doubles at least from z-1 to z, which 
proves the exponential behavior. 
Our proof shall lie on the following inductive assumptions, deduced from experi- 
mental observations, which are supposed true on z, ‘d3 d i <n - 1. 
- (Hi ): all labeled cuts modify the tension by 1; 
- (Hz): the number of labeled cuts is equal to 2’-2; 
- (H3): the iterations of K split up into 3 distinct stages: 
1. The first stage is composed of iterations similar to all those of z-1 (same 
cycles, cuts extended to some additional arcs which do not belong to Z_ 1). 
2. The second stage contains two iterations labeling successively two cuts: 
01 = {(.s,k),(i,k)/ 1 <k<i - l}, cm={(k,t),(k,~)/l<k<i- l}. 
3. If (~4 t), (sP,t), . . . , < sP,t) denote the paths from s to t labeled in the 
course of the first stage, the paths labeled in the third stage are in the 
order (S i FE rt) ,...,(si&Tt) and (Si&Trt). 
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- (Hd): At each iteration, the number of paths that can be labeled is less than or 
equal to 1. In other words, all the labeled paths are sole in the graph. 
5.1. The jirst stage 
The arcs of T, which do not belong to T,_i are: (s, n), (?i, t), (n, k) and (k,%) (with 
1 <k <la - 1). Clearly, arcs (it, k) and (k,Z) cannot have initially a modification of 
flow, and they are consequently called blocking. More precisely, the blocking arcs are 
those which prevent labeling, and hence they cannot belong to cycles. 
As long as arcs (n, k) and (k-E) remain blocking in both ways, they can be ignored 
by the labeling process, and therefore the arcs (s, n) and (n, t) too. In other terms, in 
this situation, running out-of-kilter on r, is equivalent to run it on T,_l. The iterations 
of rz;,-l are repeated on 7;, in such a manner that to every cycle of T,_l corresponds 
the same cycle in T, and to every cut of 7;,_i corresponds the same cut in T, with in 
addition some blocking arcs of type (n, k) or (k, E). Consequently, as the cuts of m-1 
modify the tension by value 1 (according to Hi ), the cuts of T, in this first stage do 
the same. 
If ri denotes the number of iterations on graph T. the following lemma implies that 
all iterations of T,_l are repeated on T,: 
Lemma 3. Arcs (n, E) and (k, i?) jbr 1 <k <n - 1 remain blocking in both ways during 
the q-1 first iterations of T,. 
Proof. It follows from the fact that even if these arcs belong to all the cuts labeled 
during the r,_i first iterations, their tension is always less than the upper capacity 
which implies that they remain blocking in both ways. 0 
5.2. The second stage 
The state of graph G at the end of the r,_l first iterations is such that the two first 
labeling at iterations r,_i + 1 and rn_i + 2 return, respectively, the cuts 
wi ={(s, i),(n,F)/l <i<n - I} (wherewl =8), 
04 = {(i, t),(i,E)/l <i<n - l} (where LO; =8). 
The following lemma induces that both cuts (01 and LC)Z modify the tension necessarily 
by 1. 
Lemma 4. At the end of the first stage, we have: 
Proof. In accordance with (Hs), iteration z,~-I labels a cycle. Furthermore, we can 
easily show that every cut disconnecting s and t found during the r,_i - 1 first iterations 
contains necessarily (n, n - 1) and (n - l,%) in the forward direction. Thus, according 
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cosl=Zn+2 
n-2 
-1 . I- infinity, + intinity 1 
n 
: 
*\ 
>’ 
n-2 
11’ 
5’ 
‘5 , , cap.=2 -I 
\ : ,’ ,I 
h L; ,1’ 
‘\ ’ ,‘,’ . . \. I 
!a 
‘.:* : 
,,’ 
.tx ,’ 
a 
n-1 n-l 
Fig. 5. T,‘: equivalent configuration of T,, in the beginning of the 3rd stage. 
to (Hi) and (Hz), at the end of iteration r,_i, 8,,,, = &-t,n) = 2”-l-2, hence 
o(n,n_l) = b,,,, - 1 and &-1,~) = &--I,z) - 1. 0 
After canceling cuts cc)1 and wz, both arcs (n, n - 1) and (n - 1, ?I) become non- 
blocking. 
5.3. The third stage 
At the beginning of this stage, arcs (s, i) and (i, t) for 1 <i <n - 1 are blocking. In 
accordance with their kilter diagrams and since if they are taken in a cut, they will be 
in the forward direction, these arcs remain blocking until the end of the algorithm. As 
they are ignored by the labeling process, these arcs do not influence on the continuation 
of the algorithm. So, we will delete them from the graph. Consequently, all next labeled 
paths joining s and t will necessarily pass through (s, n) and (E, t). As a consequence, 
vertices s, n on the one hand and E, t on the other hand can be merged into two 
vertices denoted by n and ii. 
Graph T, simplified in this way at the beginning of the third stage has the configu- 
ration pictured in Fig. 5. This new graph will be denoted by T,‘. 
In graph T,‘, let us reverse arcs (n,;) and (i,i?) (i.e., replacing them by (i; n) and 
(E, i), and multiplying by -1 their flows, tensions, costs and capacities). At this time, 
c presents the same structure as T,_i seen back to front, n and E playing, respectively, 
the roles of t and s. Let us consider then the initial state of T,’ and the final state of 
T,_i (i.e., at the end of the algorithm). 
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Arcs (i, k) (i, k <n - 1) have equal values of flow and tension on T,’ and T,_I since 
they get no modification during the second stage of T,. Lemmas 5 and 6 describe, 
respectively, the initial state of TL and the final state of Tn_l (see [9] for detailed 
proofs). 
Lemma 5. In the beginniixg of the third stage: 
(1) arcs (E, n - 1) and ( n - 1, n) are blocking only in the forward direction; 
(2) arcs (E, i) and (T,n),for 1 <i<n-2 are blocking in both ways. 
Lemma 6. At the end of out-of-kilter on 7;,_1: 
(1) arcs (s, n - 1) and (n - I, t) are blocking only in the forward direction; 
(2) arcs (s, i) and (i; t) for- 1 <i<n-2 are blocking in both ways. 
On account of these lemmas, graphs r,’ (initial state) and T,_i (final state) own 
exactly the same painting. It is clear that as long as both graphs have a same painting, 
and on account of the uniqueness of labeled paths in T,_, and of the labeling process 
mechanics, the iterations of TL undo one by one the iterations of T,_ 1. More precisely, 
if at some iteration c( of c-1 a path (s P t) is labeled, then iteration z,-i - a + 1 of T,’ 
labels the reverse path (n FE) (which corresponds to path (s n FZt) in z). Otherwise, 
if a cut c~ is labeled in T,_ 1, the cut 2 obtained from & by replacing every arc (?, t) 
of o by (i; n) and every arc (s, i) of Q by (E, i), is labeled in TA. 
It remains to demonstrate that if iteration a changes the painting of graph T,_ 1, then 
iteration z,-1 - c( + 1 of T,’ produces the reverse painting modification. For that, it 
suffices to consider the arcs that are not in common between T,’ and T,_l, i.e. arcs 
(s, i), (ii, i), (7, t) and (i; n) which h ave different costs and capacity intervals. This 
study is realized by the following lemma: 
Lemma 7. Zf at iteration x of G-1 the color cl of an arc (s, i) (resp. (i; t)) changes 
to color ~2, then iteration ~~-1 - c( + 1 of T,: changes the color of arc (E, i) (resp. 
(i; n)) from c2 to cl. 
Proof. Let us prove the lemma for any arc (s, i); the argument is similar for any arc 
(i; t). We reason by induction, assuming that until the end of iteration r,_i - LX on T,‘, 
we undo exactly the iterations of 7;,_ I. 
Consequently, before the beginning of iteration z,,_i - c( + 1 arc (?I, i) is of color 
~2. The color change of (s, i) is either green - black or black + red, because it is 
always taken in the forward direction by a path or a cut. 
The first case of color change corresponds to a labeled path that allows a flow 
increase in (s, i). According to the inductive assumption, the reverse path is labeled 
in T,’ and thus induces a decrease in (E, i) flow, which makes it going from black to 
green. 
The proof for the second type of color change is less obvious since the lower tension 
capacities are different. 
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For this color change, iteration CI of T,_i labels necessarily a cut o containing (s, i). 
At iteration r,-1 - CI + 1 of T,‘, we label also a cut gT, containing (5, i). 
Lemma 8 which follows achieves the proof. 0 
Lemma 8. If at iteration CI of G-1, arc (s, i) goes from black to red, then at iteration 
~,,-l - LX + 1 of T,l, we have: 
‘4~ =b(ii,i) + 1 
Proof. All the cuts containing (3, i) take it in the reverse direction, i.e. its tension only 
decreases. The proof is then based on computing the number of cuts passing through 
arc (?i, i). 0 
It is clear that, at this point, we achieved our demonstration since all assumptions 
made for Tk, k <It are now proved to be satisfied for T,. In fact, we could demonstrate 
(Hs) for K. The assumption (H4) is consequently deduced on G. The cuts of T, are 
those of T,,_i plus two cuts which modify the tension by one, thus (HI) is checked. 
Finally, we showed that the number of T,,‘s cuts is twice the number of T,_~‘s cuts 
plus 2 which is exactly 2”-2. This proves the assumption (Hz). 
6. Conclusion 
It is interesting to see that the flow and tension versions of the out-of-kilter algorithm 
are nonpolynomial on dual instances. Even if this fact may be not surprising, we had 
inevitably to prove it. It may also be noted that the demonstration given in this paper is 
not based on the one done by Zadeh for the flow. The reason is that Zadeh’s proof, for 
convenience sake, is not done on the out-of-kilter algorithm. Actually, Zadeh presents 
a graph family on which a path canceling algorithm [19] produces an exponential 
number of iterations, and notes that this later algorithm and out-of-kilter are equivalent 
on these graphs. The only way to use his results was to show the existence of a one- 
to-one relation between both running of the flow and tension versions of out-of-kilter. 
Unfortunately, since this relationship is specially valid only on the exponential family 
of graphs, we could not avoid studying the execution of tension-out-of-kilter on the 
dual instances (i.e. Penelope’s graphs), which suffices to prove the nonpolynomiality 
behavior of the algorithm. 
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