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ABSTRACT: Preference data represent a particular type of ranking data where a group
of people gives their preferences over a set of alternatives. The traditional metrics be-
tween rankings don’t take into account that the importance of elements can be not
uniform. In this paper the item weighted Kemeny distance is introduced and its prop-
erties demonstrated.
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1 Introduction
Ranking is one of the most simplified cognitive processes used by people to
handle many aspects of their lives. When some subjects are asked to indi-
cate their preferences over a set of alternatives (items), ranking data are called
preference data. Therefore, ranking data arise when a group of n individuals
(judges, experts, voters, raters, etc.) shows their preferences for a finite set of
items (m different alternatives of objects, like movies, activities and so on).
The two representations of a ranking are the rank vector and the order vector.
The rank vector lists the ranks given to the objects, the order vector lists the
true order of objects in order from best to worst. It is possible to switch from
orderings to rankings and vice-versa, and in this paper, we will refer to order-
ings. If the m items, labeled 1, . . .m, are ranked in m distinguishable ranks,
a complete (full) ranking or linear ordering is achieved (Cook, 2006): this
ranking a is a mapping function from the set of items {1, . . . ,m} to the set of
ranks {1, . . . ,m}, endowed with the natural ordering of integers, where a(i) is
the rank given by the judge to item i. Ranking a is, in this case, one of the
m! possible permutations of m elements. When some items receive the same
preference, then a tied ranking or a weak ordering is obtained. In real situa-
tions, sometimes not all items are ranked and we talk of partial rankings, when
judges are asked to rank only a subset of the whole set of items, and incomplete
rankings, when judges can freely choose to rank only some items. In order to
obtain homogeneous groups of subjects with similar preferences, it is natural
to measure the spread between rankings through dissimilarity or distance mea-
sures d between two rankings, a non-negative value ranging in 0−Dmax. In
this sense, a consensus is defined as the ranking that is closest (i.e. with the
minimum distance) to the whole set of preferences. Another possible way for
measuring (dis)-agreement between rankings is in terms of a correlation co-
efficient: rankings in full agreement are assigned a correlation of +1, those
in full disagreement are assigned a correlation of −1, and all others lie in be-
tween. Kumar and Vassilvitskii (2010) introduced two essential aspects for
many applications involving distances between rankings: positional weights
and element weights. In brief, i) the importance given to swapping elements
near the head of a ranking could be higher than the importance attributed to el-
ements belonging to the tail of the list or ii) changing the ranking of important
items should be less penalized than changing the ranking of important ones
The first aspect has been widely addressed in literature. Recently Plaia et al
(2019a, 2019b) proposed a new position weighted correlation coefficient for
linear and weak orderings. Differently, the aspect of element weights is less
explored. As Kumar and Vassilvitskii (2010) say, item weights are important,
for example, when swapping similar elements should be less penalized than
swapping dissimilar elements. To illustrate the idea, when ranking politicians,
we should take into account if candidates belong to the same or to different
parties: if two rankings differ for the position of two candidates from the same
party, it should be reasonable to assume that the distance between these two
rankings must be lower than the one between two rankings that differ for the
position of candidates that belong to different parties.
In order to take this aspect into account, in this paper we introduce the item
weighted Kemeny distance.
2 Distances for ranking data: item weighting
In order to get homogeneous groups of subjects having similar preferences,
it is natural to measure the spread between rankings through dissimilarity or
distance measures among them. Among the metrics proposed in the literature
for computing distances between rankings, we choose to consider the Kemeny
distance (Kemeny and Snell, 1962) that, with reference to two rankings a and
b, is a city-block distance defined as:
K(a,b) =
1
2
m
∑
i=1
m
∑
j=1
|ai j−bi j|. (1)
ai j and bi j are the generic elements of the m×m score matrices associated
to a and b, respectively, assuming a value equal of 1 if item i is preferred to
item j, -1 if item j is preferred to item i and 0 if the two items are tied or if
i= j.
The choice of the Kemeny’s axiomatic framework (Kemeny and Snell
1962) is justified beacuse we consider the possibility of ties, thus the geo-
metrical space of preference rankings is the generalized permutation polytope
(D’Ambrosio and Heiser, 2016), for which the natural distance measure is the
Kemeny distance.
In order to consider the possibility that the items are not equally important,
we introduce a vector of weights w = (w1,w2, . . . ,wm), with wi ≥ 0, whose
elements represent the weight (i.e. the importance) we give to each item. The
item weighted Kemeny distance is defined as:
diwK (a,b) =
m
∑
i< j
wi+w j
2
|ai j−bi j| (2)
It is easily demonstrated that the maximum value of eq. (2) is dmax =
(m−1)∑mi=1wi.
3 Distance properties
We will prove that eq (2) meet the usual properties of a distance function; given
two rankings, a and b:
1. Non negativity: d(a,b)≥ 0 and equality hold if and only if a= b limited
to items corresponding to weights wi > 0,
2. Symmetry: d(a,b) = d(b,a),
3. Triangle inequality: d(a,b)≤ d(a,c)+d(c,b) if b is between a and c (in
case of a metric).
Moreover, a desirable property of any distance is its invariance toward a
renumbering of the elements (the so-called label invariance, right invariance
or equivariance).
Proof
1. Eq (2) is a sum of absolute values, hence it cannot be negative. If a 6= b
at least for the items with corresponding weights greater than 0, then the
distance is positive. At the same time, if a= b at least for the items with
corresponding weights greater than 0, then the distance is null.
2. Symmetry occurs since |ai j−bi j|= |bi j−ai j|.
3. Given i and j, the triangular inequality reduces to:
wi+w j
2
|ai j−bi j| ≤ wi+w j2 |ai j− ci j|+
wi+w j
2
|ci j−bi j|
and dividing by wi+w j2 we return to the known Kemeny distance that, as
demonstrated by Kemeny and Snell, meets the inequality if c is between
a and b.
Finally, since a permutation of items simply rearranges the rows and columns
of the score matrix, if a′ results from a by a permutation, and b′ results from
b by the same permutation, then diwK (a
′,b′) is the sum of the same terms as
diwK (a,b), with the terms occurring in a different order: hence the label invari-
ance holds.
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