Temporal stimulus reinforcement sequences have been shown to determine the directions of synaptic plasticity and behavioral learning. Here, we examined whether they also control the direction of cortical reorganization. Pairing ventral tegmental area stimulation with a sound in a backward conditioning paradigm specifically reduced representations of the paired sound in the primary auditory cortex (AI). This temporal sequence-dependent bidirectional cortical plasticity modulated by dopamine release hypothetically serves to prevent the over-representation of frequently occurring stimuli resulting from their random pairing with unrelated rewards. C ortical stimulus feature representations can be reorganized by our experiences throughout life. In the auditory system, for example, frequency discrimination training results in a selective expansion of the cortical area representing the training frequencies (1). Simple auditory classical conditioning and instrumental conditioning can also modify the spectral receptive fields of cortical neurons, enhancing and suppressing responses evoked by the paired sound (2-9). Although response suppression effects have been puzzling, in general, these cortical plasticity effects are believed to underlie improved sensory discrimination, to enlarge and temporally organize the responding population, and to enhance the salience of conditioned stimuli (10-12).
Temporal stimulus reinforcement sequences have been shown to determine the directions of synaptic plasticity and behavioral learning. Here, we examined whether they also control the direction of cortical reorganization. Pairing ventral tegmental area stimulation with a sound in a backward conditioning paradigm specifically reduced representations of the paired sound in the primary auditory cortex (AI). This temporal sequence-dependent bidirectional cortical plasticity modulated by dopamine release hypothetically serves to prevent the over-representation of frequently occurring stimuli resulting from their random pairing with unrelated rewards. C ortical stimulus feature representations can be reorganized by our experiences throughout life. In the auditory system, for example, frequency discrimination training results in a selective expansion of the cortical area representing the training frequencies (1) . Simple auditory classical conditioning and instrumental conditioning can also modify the spectral receptive fields of cortical neurons, enhancing and suppressing responses evoked by the paired sound (2) (3) (4) (5) (6) (7) (8) (9) . Although response suppression effects have been puzzling, in general, these cortical plasticity effects are believed to underlie improved sensory discrimination, to enlarge and temporally organize the responding population, and to enhance the salience of conditioned stimuli (10) (11) (12) .
The activation of brain neuromodulator systems appears to be required for long-lasting plasticity in the adult cerebral cortex (7, (13) (14) (15) (16) (17) (18) . Brain cholinergic and dopaminergic systems are activated in the cortex during learning (19) (20) (21) (22) and have been demonstrated to play important roles in cortical plasticity (7, 15, (23) (24) (25) (26) (27) (28) (29) . Cholinergic basal forebrain lesions or cortical cholinergic receptor blockade prevents cortical reorganization (13) (14) (15) (16) (17) (18) . Systematically pairing the microstimulation of cholinergic basal forebrain or dopaminergic ventral tegmentum neurons with sensory stimulation induces distinctly different forms of cortical plasticity that parallel different aspects of change induced by behavioral training (1-4, 15, 23-28) . The specific form of the cortical plasticity is likely determined by a number of factors, including the spectral, spatial, and temporal characteristics of the sensory input and the temporal sequence of the sensory and neuromodulator activation (15, (24) (25) (26) .
Studies of experience-dependent plasticity have demonstrated enhancement of cortical representations of behaviorally important stimuli, in which neuromodulators are involved presumably through a positive modulation of long-term potentiation (30) (31) (32) (33) , a putative cellular mechanism underlying plasticity (34, 35) . Under certain circumstances, neuromodulators also enhance long-term depression (36, 37) , suggesting that they may also mediate reduction of cortical representation.
The temporal relationships of stimulus and reinforcement appear to be important for determining the directions of brain plasticity. On the synaptic level, synaptic transmission is potentiated if presynaptic activity consistently precedes postsynaptic action potentials and is depressed if presynaptic activity trails postsynaptic action potentials (38, 39) . On the cortical level, directions of cortical plasticity are also determined by timing of the stimulus and cortical activity (40, 41) . On the behavioral level, stimulus-reinforcement contingency determines the directions of learning. Although forward conditioning [reward follows the conditioned stimulus (CS)] results in the learning of conditioned responses (CRs), backward conditioning (rewards precede the CS, a procedure of negative contingency) impairs subsequent learning (42) . Given that forward conditioning generally increases cortical CS representations (2, 3, 15, 24, 27) , we here examined whether backward pairing of ventral tegmental stimulation and auditory stimuli systemically reduces the cortical representations of paired stimuli.
Methods
Preparation. Platinum bipolar stimulating electrodes were stereotaxically implanted within the right ventral tegmental area (VTA) (4.5 mm posterior, 0.7 mm lateral, and 8.5 mm ventral to Bregma) in barbiturate-anesthetized female rats (300 g) by using techniques approved under University of California, San Francisco, Animal Care Facility protocols. After a 2-week recovery period, rats were placed in an operant conditioning chamber and were allowed to bar press for brief VTA microstimulation (10 biphasic pulses of 0.1-ms duration at 100 Hz). The minimal current levels that reinforced consistent bar presses at least once every 2 sec were determined as the electrical stimulus threshold (100-200 A). Subsequent pairing of auditory stimuli with VTA stimulation took place in a sound-attenuation chamber. One group of six rats was presented with paired VTA electrical microstimulation (10 biphasic pulses of 0.1-ms duration at 100 Hz) and a narrow band pulsed noise (six 25-ms noise pulses with 5-ms on͞off ramp delivered at a rate of 10 pips͞sec, 55 dB SPL peak intensity, in the frequency band of 7.3-11.1 kHz, started 200 or 500 ms after the offset of the VTA stimulation). Each daily session consisted of 360 pairing trials. The intervals between successive pairing trials were pseudorandom in the range from 12 to 28 sec. Twenty sessions were given in a 4-week period. A second group of three animals underwent the same pairing procedure as the first, except that the noise was replaced with 9-kHz tone. To control for stimulus-induced changes in the auditory cortex, four animals were presented with a 9-kHz pulsed tones and four animals with pulsed noise alone for the same number of sessions.
Electrophysiology. Twenty-four hours after the last stimulation session, experimental and auditory control animals were anesthetized with sodium pentobarbital, the right auditory cortex surgically exposed, and neuronal responses recorded with parylene-coated tungsten microelectrodes (FHC, Bowdoinham, ME, Ͻ1-m tip diameter, 1-2 M⍀ at 1 kHz). Six naïve animals underwent similar procedures. Recording sites were chosen to evenly sample from the auditory cortical zone while avoiding blood vessels. At every site, the recording microelectrode was lowered orthogonal to the surface 470-550 m in depth (layers 4͞5), where vigorous driven responses were recorded. Only one recording was made per penetration. The evoked spikes of a neuron or a small cluster of two to five neurons were collected at each site. Spectral-intensity receptive fields were reconstructed in detail by presenting 50 pure-tone frequencies (1-30 kHz, 25-ms duration, 5-ms ramps) at each of eight sound intensities to the contralateral ear at a rate of two stimuli per sec by using a calibrated sound delivering system. The tuning curve characterization was made by using a ''blind'' procedure, in which all receptive field files were pooled and presented in a computer-generated random sequence. The sequence was stored in a file for later ''decoding'' of the results. An objectively recorded best frequency (BF) was defined as the frequency that evoked a neuronal response at the lowest stimulus intensity. To generate BF maps, points on the cortex were assigned the BFs of the nearest recording site through Voronoi tessellation. The boundaries of the map were functionally determined by using sites that did not have a well-defined frequency-intensity receptive field. The response latency was defined as the time from stimulus onset to the earliest response (4ϫSD above baseline activity) for five frequencies that were nearest the BF at a sound level (30 or 70 dB SPL). Response magnitude was defined as the average number of spikes per tone for five frequencies nearest the BF at a sound level (30 or 70 dB SPL). Response latencies and magnitudes were analyzed only for sites in the tonotopic BF maps (i.e., sites with well-defined receptive fields). A computer program was used to objectively identify the receptive fields with notches that were at least 20 dB deep, generated by the backward-paired frequency band. The percent of cortical area responding to tones of various frequencies and intensities was calculated by using raw receptive field data of all sites with best frequencies in a range from 5 to 16 kHz.
Unless otherwise specified in the text, statistical significance was assessed by using a two-tail t test. Data are presented as mean Ϯ SEM. On completion of the experiment, electrolytic lesions were made through the stimulating electrodes, and the placement of the stimulating electrodes in the VTA was histologically verified.
Results
A group of rats (n ϭ 6) were presented with paired VTA electrical microstimulation and pulsed band-limited noise (7.3-11.1 kHz) in a backward conditioning sequence (VTA stimulation preceding the auditory stimulus) for 20 days. Control animals were naïve or received only noise stimulation (n ϭ 4). Animals receiving only VTA stimulation have been previously shown to exhibit no significant auditory cortical reorganization (24) . The auditory cortex was mapped in detail 24-48 h after the last conditioning stimulation session. The primary auditory cortex of backward-paired and auditory control animals showed largely normal tonotopic BF organization, and the area of the primary auditory cortex (AI) was comparable to that of naïve animals ( Fig. 1 A-C ; naïve: 1.24 Ϯ 0.09, n ϭ 6; noise control: 1.20 Ϯ 0.19, n ϭ 4; backward-paired: 1.21 Ϯ 0.28, n ϭ 6, P Ͼ 0.1). We also quantified neuronal response properties such as response magnitude (number of impulses per stimulus) and latency (see Methods for details) at two sound intensity levels (30 or 70 dB SPL). Statistical comparisons were made for all AI sites, sites tuned to 9 kHz Ϯ 0.3 octave and sites tuned to 9 kHz Ϯ 0.6 octave. No significant differences were found among the three groups for any of the six analyses (ANOVAs, P Ͼ 0.1 for all: two intensities and three BF ranges). However, inspection of frequency-intensity receptive fields revealed that those for many recording sites in the backward-paired auditory cortex showed a notch in the range of the paired noise frequency band (Fig. 1F ) . A computer program was used to objectively define the number of sites with a notch at least 20 dB deep. Although notches were rarely seen in naïve or noise control animals, there were, on average, four sites with a notch in each of the backward-paired animals (naïve: 0.5 Ϯ 0.33; noise control: 0.75 Ϯ 0.55; backwardpaired: 4.3 Ϯ 1.04, P Ͻ 0.01). All were located in the AI zone that represented frequencies in the 6-14 kHz, i.e., the paired noise frequency range. These notches manifested reduced cortical responses to the paired noise band.
Reduction of cortical responses in the paired frequency range was also recorded in BF distributions along the tonotopic frequency axis. While BFs were evenly distributed for the noise control group as for the naïve group, the distribution was discontinuous in backward-paired animals ( Fig. 2A) . There are fewer sites tuned to frequencies close to 9 kHz. The reduction appeared to be limited to a 0.3-octave-wide frequency band. When analyzed with 0.6-octave-wide bins, no significant differences were found in the percentage of cortical area representing any of the eight frequency bands (at 9 kHz: naïve, 23.4 Ϯ 4.1%; noise control, 23.7 Ϯ 5.7%; backward-paired, 16.5 Ϯ 4.1%, P Ͼ 0.1). On the other hand, for a 0.3-octave bin size, there was a significant reduction in the percentage of cortical area representing a band centered at 9-kHz in the backward-paired animals compared with naïve ( Fig. 2B , P Ͻ 0.0005) and noise control animals (P Ͻ 0.05). In addition, areas representing the adjacent frequencies (0.3 octave centered at 7.3-kHz and 11.1-kHz) appeared to be increased in the backward-paired animals, although statistical significance was reached only for the 7.3-kHz bin (P Ͻ 0.05). These results do not indicate that only the center half of the 0.6-octave backward-paired noise bandwidth was effective in suppressing cortical representations, because, as noted below, changes in receptive fields are not fully quantified by BF shifts.
To assess the effects of backward pairing on receptive fields of the overall population of cortical neurons, we calculated the percentage of the cortex responding to frequency-intensity combinations. Only areas with BFs ranging from 6 to 14 kHz were included in this analysis, because neurons tuned to other frequencies were generally not responsive to the paired noise and were unlikely to be affected. Because raw receptive field data instead of experimenterdetermined tuning curves were used, and because all sites responsive to the paired noise frequency band were pooled, this analysis is unbiased. Fig. 3 A-C show three representative cases. Noise exposure alone did not consistently alter cortical response to the paired frequency band (Fig. 3D) . Compared with noise exposure, backward pairing reduced the percentage of cortical area responding to tones in the paired frequency range by as much as 60% (Fig.  3E) . Although the reduction of responses was most pronounced in a 0.3-to 0.4-octave bandwidth around 9 kHz, responses in the whole backward-paired frequency band were significantly suppressed ( Fig. 3C , P Ͻ 0.05 for an area of 17 pixels; pixel size, 10 dB ϫ 0.1 octave). The effect was significant when backward-paired and noise control groups were compared (Fig. 3F ) .
To test whether the observed reduction of cortical representation was unique to noise, we paired VTA stimulation with a trailing 9 kHz pulsed tone (n ϭ 3). An analysis of receptive fields, similar to that in Fig. 3 , indicated that significantly less cortical area responded to 9 kHz (P Ͻ 0.05 for five pixels). The reduction was limited to a bandwidth of 9 kHz Ϯ 0.15 octave (data not shown).
Discussion
We have previously reported that when VTA microstimulation is preceded by a 4-kHz tone and followed by a 9-kHz tone, the representations of the 4-kHz tone are enhanced and those of the 9-kHz are reduced (24) . However, it was unclear whether the reduction was caused by the expansion of the nearby cortical representation of the preceding tone. In the present study, we have demonstrated that backward pairing of VTA stimulation with an auditory stimulus highly selectively suppresses the representation of the paired stimulus. The reduction of cortical representation of a frequency band was accompanied by enhancement of representations of the flanking frequency bands, which appears to be a reversal of the plasticity pattern observed in forward-paired animals (24) . The reduction of cortical responses to backward-paired tones observed in this study is less robust but more frequency-specific than that observed in the two-tone pairing study, suggesting that the reduction of the representation of the tone trailing VTA stimulation observed in the previous study is partly due to the expansion of the representation of the preceding tone.
The suppression of cortical representation induced by backward conditioning is different from simple habituation. Repetitive exposure to an auditory stimulus has been shown to alter the organizations of the auditory cortex and the functions of the auditory system. However, the effects are variable. For example, reduction, no change, and mild enhancement of the response to the exposed tone have all been reported (15, 24, 27, 43, 44) . Behaviorally, exposure impairs performance in some tasks (42) , but facilitates it in others (45) . Furthermore, unlike long-lasting backward pairing-induced suppression, both behavioral and physiological habituations spontaneously recover (43, 44, 46) .
The cerebral cortex reorganizes to optimally represent behaviorally important stimuli. The importance of a stimulus is not correlated with its occurring frequency but is often marked by activity of neuromodulator systems such as basal forebrain cholinergic and ventral tegmental dopaminergic systems. Repeated pairing of a stimulus with cholinergic or dopaminergic activity results in enhanced representations of the stimulus. However, a mechanism that increases cortical representations based only on temporal coincidence would cause overrepresentation of frequently occurring stimuli because of the high probability of random pairing between such stimuli and unrelated rewards. By contrast, a contingency-based mechanism, which increases cortical representations on positive contingency and decreases them on negative contingency, would selectively enhance representations of behaviorally important stimuli. An irrelevant stimulus, regardless of its occurring frequency, would have no contingency with unrelated rewards, and its representations would not be modulated.
In some reinforcement learning, animals have to make specific motor responses when a CS is presented to obtain a reward (e.g., pressing a bar after hearing a tone). The ventral tegmental dopaminergic neurons initially respond to the reward. As the animal learns, the VTA dopaminergic neurons start responding to the CS before the CR and the reward (47) . Our results seem to suggest that the VTA response to the CS could adversely impact the cortical representations of the ensuing CR. Learning motor responses is generally initially associated with enhanced neural responses and enlarged movement representations in the motor cortex (48) (49) (50) . As the behavior comes to be performed ''automatically,'' i.e., without requisite attention, the initial changes may fade in the cortex to drive it in the direction of its initial pretraining representational state. If these modulatory effects of dopamine release contribute to active ''unlearning,'' the transition in timing of dopamine release between dopamine-CR (backward) and CRdopamine (forward) sequences must be directly linked to processes governing CS-CR automaticity. Further studies are needed to confirm whether this is the case.
It is also important to note that successful performance of the CR is a prerequisite for the CS to predict the reward and to activate the VTA. Failure to perform CRs will result in, (i) disruption of the CS-reward prediction; (ii) activation of VTA dopaminergic neurons by reward after the CR; and consequently, (iii) improved cortical representations of the CR. CR representations may therefore be maintained at a level instead of being degraded.
The effects of the cholinergic and the dopaminergic systems on cortical plasticity differ in many respects. Although dopaminergic activity may enhance or reduce cortical representation depending on the stimulus contingency, the extent and direction of the cholinergic effects are largely determined by the spectral and temporal characteristics of the paired sensory stimulus (26) . These differences suggest that although the ventral tegmental dopaminergic activity may be essential in contingency-based associative learning, the cholinergic system could be more engaged in stimulus feature-directed perceptual learning.
