Let Π : X e → P 1 (e ≥ 0) be the rational ruled complex surface defined by O P 1 ⊕ O P 1 (−e)
Introduction
We shall work over the complex number field C. Our purpose is to study the function field of a nonsingular projective curve which lies on a Hirzebruch surface, from a geometrical viewpoint, in accordance with the concepts introduced in [3, 5] .
First, we recall the concepts in brief. Let C(C) be the function field of an algebraic curve C . We would like to study the structure of the field extension C(C)/C, in particular, to study what fields exist between C and C(C). Let K m be a maximal rational subfield, i.e., a maximal subfield among those which are pure transcendental extensions of C. By Lüroth's theorem, every intermediate field between C and K m is also pure transcendental. So, it is sufficient to consider the finite extensions C(C)/K m . However, it is very difficult to treat all maximal rational subfields. We shall treat only special ones. The number Gon(C ) := min{ m = [C(C) : C(x)] | x ∈ C(C) \ C } is called the gonality of C(C) (or C ), and a maximal rational subfield K gon satisfying [C(C) : K gon ] = Gon(C ) is called a g-maximal rational subfield of C(C). We note that if C is a nonsingular projective curve, then the gonality Gon(C ) is equal to the minimum degree of morphisms from C onto P 1 . We are interested in the structure of the extension C(C)/K gon . For example, we have the following questions:
(1) When is the extension C(C)/K gon Galois? (2) Let L be the Galois closure of C(C)/K gon . What can we say about L? (3) What is the Galois group Gal(L/K gon )?
In [3, 5] , these questions have been studied in detail from a geometrical viewpoint for the function field of a nonsingular plane curve. In the present paper, as a next step from [3, 5] , we shall study question (1) for the function field of a nonsingular projective curve which lies on a Hirzebruch surface.
Let Π : X e → P 1 (e ≥ 0) be the eth Hirzebruch surface, i.e., the rational ruled surface defined by O P 1 ⊕ O P 1 (−e) on P 1 .
Let C be a nonsingular projective curve on X e , and π : C → P 1 the restriction of Π to C . We recall that Pic(X e ) is generated by the classes of two rational curves C 0 and f , where C 0 is a minimal section (i.e., a section of Π with the self-intersection number (C 2 0 ) = −e) and f is a fiber of Π. We also recall the following. Remark 1 (Theorem 2.17 and Corollary 2.18 in Chapter V of [1] ). Let D be the divisor aC 0 + bf on X e . Then:
(1) D is very ample ⇔ D is ample ⇔ a > 0 and b > ae; (2) the linear system |D| is base-point-free ⇔ D is nef ⇔ a ≥ 0 and b ≥ ae; (3) the linear system |D| contains an irreducible nonsingular curve ⇔ it contains an irreducible curve
The following theorem gives us a geometrical viewpoint.
Theorem 0 ([2]
). Let C ∼ aC 0 + bf be a nonsingular projective curve on the Hirzebruch surface X e (e ≥ 0) and assume that a, b ≥ 3 and (e, a)
(1) if either e ≥ 1, or e = 0 and a < b, then Gon(C ) = a, and π is the unique morphism of degree Gon(C ) from C onto P 
Remark 2.
We remark on the assumptions in Theorem 0. Let C ∼ aC 0 + bf be a nonsingular projective curve on X e and assume that C ̸ ∼ C 0 , f , i.e., (a, b) ̸ = (1, 0), (0, 1).
(1) We may always assume that a ≤ b. Indeed, in the case e = 0 and a > b, we can interchange the symbols C 0 and f . In the case e ≥ 1, by Remark 1, we have a ≤ ae ≤ b.
Namely, a, b ≥ 3 means that C is not rational nor elliptic nor hyperelliptic. From Theorem 0, we shall consider the morphism π for our purposes. If the function field extension C(C)/C(P 1 ) induced by π is Galois, then the morphism π is said to be Galois. We denote by Gal(π ) the Galois group. In the present paper, we shall determine Gal(π ) and the defining equation of C when π is Galois.
Our main results are the following two theorems. 
Recall that X 0 is isomorphic to P 1 × P 1 . To avoid confusion, we denote these two projective lines by P
1
(1) and P 1 (2) , so We also have the following result, which is essential in proving the theorems above. 
In the following sections, we shall prove Theorems 1-3 for the separate cases where e ≥ 1 and e = 0.
2.
The case where C lies on X e with e ≥ 1
In this section, let C ∼ aC 0 + bf be a nonsingular projective curve on the Hirzebruch surface X e (e ≥ 1) and assume that a ≥ 3. We prove Theorems 1 and 3 for the case e ≥ 1.
First, we state the following lemma without proof; this may be treated as a typical exercise on cohomology groups.
Lemma 1. Let i and j be non-negative integers, and let α be the greatest integer not greater than j/e. Then, we have the following:
We prove Theorem 3 for the case e ≥ 1.
Proof. From Theorem 0, we have Gon(C ) = a. Moreover, the morphism π , which is induced by the linear system |f | C |, is the unique morphism of degree Gon(C ) from C onto P 1 . Hence, we have σ
We prove Claim 1.
We shall show that σ (C 0 +ef ) induces an automorphism of X e . By Lemma 1, we have that the natural homomorphism
induced by the inclusion C ↩→ X e is an isomorphism. Hence, for the morphisms Φ |C 0 +ef | :
We denote the images Φ |C 0 +ef | (X e ) and Φ |C 0 +ef | (C) byX e andC , respectively. We note that σ (C 0 +ef ) (C) =C, and we have a commutative diagram as follows. 
. In fact,X e is a cone with vertex (0 : · · · : 0 : 1) over the rational normal curve; the curve is given by the equations x e+1 = 0 and 
. Then, as a result of Claim 1, we may assume that σ
where α 0 , . . . , α e , β ∈ C, and β ̸ = 0. Namely, we have
Therefore, from the equations definingX e , we see that σ (C 0 +ef ) (X e ) =X e . The proof of Claim 2 is complete. We remark again that the morphism Φ |C 0 +ef | is not an inclusion. In fact, Φ |C 0 +ef | (C 0 ) is a point, say P 0 ,X e is a cone with vertex P 0 , and the morphism Φ |C 0 +ef | is the blowing-up ofX e at P 0 . From the representation of σ (C 0 +ef ) stated in the proof of Claim 2, we see that σ (C 0 +ef ) (P 0 ) = P 0 . Hence, by the universal property of blowing-up ([1, II, Corollary 7.15]), there is a unique morphismσ ∈ Aut(X e ) giving the following commutative diagram.
We note thatσ (C) = C andσ | C = σ .
Remark 5.
If the morphism π : C → P 1 is Galois and σ ∈ Gal(π ), then we see that σ Let us determine the Galois group Gal(π ) when the morphism π = Π| C : C → P 1 is Galois. Using the matrix B in the proof of Lemma 2, we have a representation Gal(π ) ↩→ PGL(e + 1, C) ∼ = Aut(P e+1 ).
Lemma 3.
Suppose that the morphism π is Galois. Then, every σ ∈ Gal(π ) induces a unique automorphism
be expressed as follows:
In addition, σ is an identity element if and only if β = 1.
Proof. By the same argument as in the proof of Lemma 2, and by π • σ = π (i.e., σ * (s/t) = s/t), we have σ (C 0 +ef ) ∈ Aut(P e+1 ) and B ∈ PGL(e + 1, C), as above. It is clear that β ̸ = 0 since B ∈ PGL(e + 1, C).
We prove Claim 3. Let A ∈ PGL(e + 1, C) be a representation of σ (C 0 +ef ) and P = (x 0 : · · · : x e+1 ) be a fixed point of σ (C 0 +ef ) . Then, the vector (x 0 , . . . , x e+1 ) is an eigenvector of A. Hence, the set { P ∈ P e+1 | σ (C 0 +ef ) (P) = P } corresponds to a union of eigenspaces of A, i.e., the set is a union of finitely many linear varieties in P
| σ (C 0 +ef ) (P) = P } ∩C is a finite set, so σ (C 0 +ef ) |C is not an identity automorphism. Namely, if σ (C 0 +ef ) |C = idC , then σ (C 0 +ef ) = id P e+1 . The proof of Claim 3 is complete.
Assume that β = 1. Then, we show that σ = id C . Since σ a = id C , B a must be a unit matrix. On the other hand, evaluating B a , we have
Hence, we see that α 0 = · · · = α e = 0, thus B is a unit matrix. Therefore, we have σ = id C .
We now prove Theorem 1(1).
Lemma 4. If the morphism π is Galois, then Gal(π ) is a cyclic group of order a.
Proof. We define an injective homomorphism Gal(π ) → C \ {0} as follows. From Lemma 3, for σ ∈ Gal(π ), we have B ∈ PGL(e + 1, C) as
Using the number β, we define the map σ  → β. From Lemma 3, we see that the map is an injective homomorphism. Therefore, we conclude that Gal(π ) is a cyclic group.
If the morphism π is Galois, then let σ be a generator of the cyclic group Gal(π ). 
where β is a primitive ath root of unity.
Proof. We express B as in Lemma 3. Then, we can replace φ 2 by the following element:
We see that
, e).
From Lemma 5, we see the following.
Corollary 1. If the morphism π is Galois, then the ramification index at every ramification point is equal to a, which is equal to the degree of π .
We now prove Theorem 1(2). 
} is a basis of the C-vector space Γ (X e , O X e (aC 0 + bf )). Indeed, we see that
• S is linearly independent over C;
• the number of elements in S is equal to (a
Hence, we can express the defining equation of C ∈ |aC 0 + bf | as follows:
Let σ be a generator of the cyclic group Gal(π ). By Lemma 2 and Remark 5, σ can be extended to an automorphismσ of
We choose φ 2 as in Lemma 5, so thatσ * (s) = λs,σ * (t) = λt, σ * (φ 1 ) = νφ 1 , andσ * (φ 2 ) = λ e νβφ 2 , where λ, ν, β ∈ C \ {0} and β is a primitive ath root of unity. Hence,
Since C is irreducible, we infer that P (a,0) (s, t) ̸ = 0 and P (0,a) (s, t) ̸ = 0. Therefore, we see that ξ = λ b ν a and P α (s, t) = 0 for α ̸ = (a, 0), (0, a), since β is a primitive ath root of unity. 
homogeneous coordinates on P 1 , which is the base curve of Π : X e → P 1 , and (s e φ 1 : φ 2 ) or (t e φ 1 : φ 2 ) are homogeneous coordinates on f ∼ = P 1 , which is a fiber of Π. We easily see that C is irreducible, reduced, and nonsingular. Further, we see that C ∼ aC 0 + bf , π is a cyclic Galois morphism, the number of ramification points of π is equal to 2b − ae, and the ramification index at every ramification point is equal to a.
From a Galois morphism π , we can construct an example of a plane curve which has a Galois point as follows. (For the definition of ''Galois point'', see [3] or [5] .) Example 2. Let (x 0 : x 1 : x 2 ) be homogeneous coordinates on P 2 and let ϕ : X e · · · → P 2 be the birational map given by the following: (x 0 : 
The case where C lies on X 0
In this section, we prove Theorems 2 and 3 for the case where C lies on X 0 ∼ = P 1 × P 1 . To avoid confusion, we denote by
be a fiber of the first projection pr 1 : X 0 → P 1 (1) [resp. the second projection pr 2 : 2) and assume that a, b ≥ 3. Further, we put that
In this section, we use the symbols f 1 , f 2 , and p 2 instead of C 0 , f , and π , respectively, which were used in the previous sections. First, we state the following lemma without proof; this may be treated as a typical exercise on cohomology groups.
Lemma 7. Let i and j be non-negative integers. Then, we have the following:
We now prove Theorem 3 for the case where C is on X 0 .
Lemma 8. For every
Proof. First, we assume that a < b. Then, by Theorem 0, Gon(C ) = a, and p 2 is the unique morphism of degree Gon(C ) from
Further, we have the following.
We prove Claim 4. From
By Lemma 7, we have two isomorphisms
, which are induced by the first projection pr 1 and the inclusion C ↩→ X 0 , respectively. Hence, there exist fibers N i of pr 1 
Namely, σ induces automorphisms σ 1 :
(1) and σ 2 : 2) . Thus, we have an automorphism of X 0 as follows:
In the case a > b, we can prove the assertion by the same argument as above.
We assume that a = b. Then, by Theorem 0, the only morphisms which compute the gonality of C are p 1 and p 2 . Hence, we have that either
In the former case, we conclude using the same argument as above. In the latter case, we have two isomorphisms Γ (C, 
Lemma 9. In Lemma 8, the automorphismσ ∈ Aut(X 0 ) induced by σ ∈ Aut(C ) is unique.
where a i , b j ∈ C. Hence, the set { P |σ (P) = P } is given by either
Since C is irreducible and a, b ≥ 3, we infer that
We now prove Theorem 2(1). Proof. From the proof of Lemma 8, we see that σ ∈ Gal(p 2 ) induces σ 1 ∈ Aut(P 1 (1) ), and we have an automorphism σ := (σ 1 , id P 1 (2) ) :
, which satisfiesσ (C) = C andσ | C = σ . By Lemma 9, we can define the map Gal(p 2 ) → Aut(P 1 (1) ) which is given by σ  → σ 1 , and we see that this map is an injective homomorphism. It is well known that a finite group of automorphisms of Aut(P 1 ) is isomorphic to one of the groups above ([4, Section 1.2]).
We now prove Theorem 2(2).
Lemma 11. Suppose that p 2 is Galois. Then, by choosing suitable homogeneous coordinates (x 0 : x 1 ) on P 1 (1) , we can express C as follows: be homogeneous coordinates on P 1 (3) . Let (ϕ, id P 1 (2) ) : P 1 (1) × P 1 (2) → P 1 (3) × P 1 (2) and D := (ϕ, id P 1 (2) )(C). Then, from the second projection P 
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