This is the third of a sequence of papers in an attempt to study the Perron-Frobenius theory of a nonnegative matrix and its generalizations from the cone-theoretic viewpoint. Our main object of interest here is the core of a cone-preserving map. If A is an n x n real matrix which leaves invariant a proper cone K in R" , then by the core of A relative to K , denoted by cokk{A) , we mean the convex cone |~)~, A'K. It is shown that when coreK(A) is polyhedral, which is the case whenever K is, then cotck(A) is generated by the distinguished eigenvectors of positive powers of A . The important concept of a distinguished /1-invariant face is introduced, which corresponds to the concept of a distinguished class in the nonnegative matrix case. We prove a significant theorem which describes a one-to-one correspondence between the distinguished ^-invariant faces of K and the cycles of the permutation induced by A on the extreme rays of core^f/l), provided that the latter cone is nonzero, simplicial. By an interplay between cone-theoretic and graph-theoretic ideas, the extreme rays of the core of a nonnegative matrix are fully described. Characterizations of A"-irreducibility or A-primitivity of A are also found in terms of cotzk(A) . Several equivalent conditions are also given on a matrix with an invariant proper cone so that its spectral radius is an eigenvalue of index one. An equivalent condition in terms of the peripheral spectrum is also found on a real matrix A with the Perron-Schaefer condition for which there exists a proper invariant cone K suchthat core^(^) is polyhedral, simplicial, or a single ray. A method of producing a large class of invariant proper cones for a matrix with the Perron-Schaefer condition is also offered.
Introduction
The classical theorems of Perron and Frobenius on spectral properties of nonnegative matrices have been studied and generalized in various ways. By now there is an extensive literature on the subject. In the book of Berman and Plemmons [B-P] the finite-dimensional aspects of this theory are described, whereas in the two monographs of Schaefer [Scha 1, 2] the infinite-dimensional theory is developed. The past decade has witnessed a rapid development of the graph-theoretic spectral theory of nonnegative matrices (see [Sehn 2, 2, 3] and the references therein) where emphasis is put on the relation between the combinatorial structure and the spectral structure of the generalized eigenspace associated with the spectral radius or distinguished eigenvalues of a nonnegative matrix. Many of the graph-theoretic ideas of a nonnegative matrix were also generalized to the integral operator setting (see [Nel, Vic 1, ). The present authors are writing a sequence of (more or less independent, but related) papers [T-W, Tam 1, the present paper, T-S and Tarn 2] in an attempt to study the Perron-Frobenius theory of a nonnegative matrix and its generalizations from the cone-theoretic viewpoint. This paper is the third in this sequence. At present our study is confined to the finite-dimensional setting. Our approach exploits the fact that a convex cone is a geometric object-a particular kind of convex sets; the facial and duality concepts play an important role in our treatment. In contrast to the previous treatments of the subject, especially in the infinite-dimensional cases, where function-theoretic methods dominated, our treatment is elementary, algebraic, geometric, and sometimes combinatorial in nature, more in the spirit of the paper [B-S] . We have found that many of the results about nonnegative matrices which were previously obtained by matrix-theoretic or combinatorial methods can also be proved by cone-theoretic methods. For instance, in [Tam 1 ] a simple cone-theoretic proof is offered to the Nonnegative-Basis Theorem for a singular M-matrix. Our approach appears to be quite promising; many fundamental interesting results are obtained which can clarify some known results, and may stimulate further investigations either in a finite-dimensional or in an infinite-dimensional setting. (The paper [T-W] has already led to the work of Friedland [Fri 1, 2] in the settings of a Banach space or a C*-algebra.)
In the sequel our main object of interest is the core of a cone-preserving map. If AT is a proper (that is, closed, pointed, full convex) cone in a finitedimensional real vector space, and if A is a linear mapping which takes K into itself, then by the core of A relative to K, which we denote by core^(A), we mean the (convex) cone f)/^i A'K. There are plausible reasons which explain why a study of the core of a cone-preserving map is worthwhile. First, in an initial study of the core of a nonnegative matrix (relative to the nonnegative orthant) Pullman [Pu 1 ] succeeded in rederiving the famous Frobenius theorem for an irreducible nonnegative matrix. This theorem, as we now know, is important to the treatment of nonnegative matrices by matrix-theoretic methods. Second, Birkhoff [Bir] gave an elementary proof of the Perron-Frobenius theorem for a cone-preserving map by considering the Jordan canonical form of a matrix. His method was later modified by Vandergraft [Van] to obtain an equivalent condition, now known as the Perron-Schaefer condition (which will be given in §2), for a matrix to have an invariant proper cone. Their proofs start by considering the limit of a convergent subsequence of (A'x/\\A'x\\)je?¡, where A is the cone-preserving map under consideration and x is an appropriate nonzero vector in the cone. But any such limit belongs to the core of A (relative to the cone). So it seems likely that the core of A contains much information about its spectral properties.
Hereafter in this section, unless specified otherwise, we always use A to denote a linear mapping preserving some proper cone K of K" . This paper is organised as follows. Background results and most of the necessary definitions are given in §2. In particular, we show that core¡<;(A) is always a closed, pointed cone mapped onto itself under A . In §3 we show that if core* (A) is polyhedral, which is the case when K is, then cokk(A) is generated by the distinguished eigenvectors (i.e. eigenvectors lying in the cone) of positive powers of A corresponding to nonzero distinguished eigenvalues. The important concept of a distinguished /1-invariant face of K is introduced, which corresponds to the combinatorial concept of a distinguished class (introduced by Victory [Vic 3 ], related to the concept of a distinguished eigenvalue, and exploited in his work) in the nonnegative matrix case. Besides many other useful by-products, we prove a significant theorem (Theorem 3.14) which describes a one-to-one correspondence between the distinguished ^-invariant faces of K and the cycles of the permutation induced by A on the extreme rays of corete (A), provided that the latter cone is nonzero, simplicial (which is the case, if K is the nonnegative orthant and A is a nonnilpotent nonnegative matrix). The relation between the A -invariant faces of K and the spectral properties of A will be investigated in our next paper [T-S] .
In §4, where we apply our results of §3 to study the nonnegative matrix case, an interplay between cone-theoretic and graph-theoretic ideas dominates. The relation among the distinguished classes, the distinguished invariant faces of a nonnegative matrix and the cycles of the permutation induced by the matrix on the extreme rays of its core are clarified.
In §5 we characterize the AT-primitivity or A'-irreducibility of A in terms of its core. The latter result extends a corresponding result of Pullman [Pul] on an irreducible nonnegative matrix. We also give several equivalent conditions on A for its spectral radius to be an eigenvalue of index one, extending the work of Schaefer [Scha 3] on a nonnegative matrix.
Multipurpose examples illustrating how some of the results in the previous sections fail to hold when corex(A) is not polyhedral or simplicial are given in §6. A subcone of core¡c(A) which includes the cone generated by the distinguished eigenvectors of positive powers of A corresponding to nonzero distinguished eigenvalues is also found. Our examples show that, in general, it is difficult to determine core^^) completely, or to find an equivalent condition in terms of A and K for coren(A) to be polyhedral or simplicial.
In §7 we solve completely the following problems: given an n x n real matrix A that satisfies the Perron-Schaefer condition, find an equivalent condition on A for which there exists a proper cone K of K" invariant under A such that core k (A) is a polyhedral cone (a single ray, or a simplicial cone). It turns out that our conditions, like the Perron-Schaefer condition, are given in terms of the peripheral spectrum of A. In the infinite-dimensional settings, the peripheral point spectrum of a positive operator has been a source of interest, where the operator is usually assumed to be irreducible, or the underlying space is restricted to a special type, for instance, a Banach lattice (see [Scha 1, 2] ). Our work may suggest further generalizations. In the course of establishing our results, we also develop a method of producing a large class of invariant proper cones for a matrix with the Perron-Schaefer condition. Conceivably, our method of construction will be useful not only to the study of the spectral properties of cone-preserving maps, but also to the study of allied fields, like linear dynamical systems, where invariant cones for matrices are often encountered (see, for
instance, [B-N-S]).
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Finally, in §8 we indicate how one can carry over the results in this paper to the complex case.
Preliminaries
Unless stated otherwise, all matrices considered in this paper are square. We take for granted standard properties of nonnegative matrices, complex matrices and of graphs that can be found in many textbooks. A familiarity with elementary properties of finite-dimensional convex sets, convex cones and conepreserving maps is also assumed. To fix notation and terminology, we give some definitions.
Let AT be a nonempty subset of a finite-dimensional real vector space V. K is called a convex cone if ax + ßy e K for all x, y e K and a, ß > 0.
K is pointed if K n (-K) = {0} . K is full if its interior inXK (in the usual topology of V) is nonempty; equivalently, K -K = V. If AT is closed and satisfies all the above properties, K is called a proper cone. Though our primary interest is on proper cones, closed, pointed cones occur frequently in our study. Hereafter in this section, we use K to denote a closed, pointed cone in the «-dimensional euclidean space W . By the dual cone of K, denoted by K*, we mean the (closed) cone {z e Rn : (z, x) ^. 0 for all x e K), where ( , ) denotes the usual inner product of R" .
The cone K induces a partial ordering on R" by: x^.Ky (also write as y K^x) if and only if x -y £ K . A subcone F of K is called a face of K if 0KuyK^x and x e F imply y e F . (Our definition of a face is related to the concept of an ideal in a partially ordered vector space as used by Bonsall [Bon] or an order ideal as in Ellis [Ell] , and agrees with the usual definition of a face of a convex set, except that the empty set is not treated as a face of a cone.) If S ç K , we denote by Q>(S) the face of K generated by S, that is, the intersection of all faces of K including S. If x e K , we write 0({x}) simply as O(jc) . For any face F of K, we denote its relative interior and relative boundary (relative to its linear span) respectively by relint F and rbdF. If x is a nonzero vector in R" , by the ray generated by x, which we denote by ray(jc), we mean the set {Xx : X ^ 0} . Two nonzero vectors x, y are said to be distinct if ray(x) / ray(y). A vector x e K is called an extreme vector if either x is the zero vector or x is nonzero and $>(x) = ray(x) ; in the latter case, the face O(x) is called an extreme ray. K is said to be polyhedral (or finitely generated, according to some authors) if it has finitely many extreme rays; it is called simplicial if it has exactly m extreme rays, where m is the dimension of K (i.e. dim span AT).
K is said to be the direct sum of its subcones K\, ... , Kp , and we write K = K\ ©■ --®KP , if each vector in K can be expressed uniquely as xi+x2-\-Yxp , where Xj e K,, 1 ^ i: 5Í p. K is called decomposable if it is the direct sum of two nonzero subcones; otherwise, it is said to be indecomposable.
Let C be a nonempty convex set in R" . We denote by 0+C the set {y G R" : x + ky e C for every X ^ 0 and x e C); this set is a cone and is called the recession cone of C [Roc, §8] . If, in addition, C is closed, then the set {a{\) :xeC,a^0}U
({0} x O+C) is a closed cone of R"+1 [Roc, Theorem 8.2] , referred to as the closed cone of R"+1 that arises from C in the standard way. It is not difficult to prove that this latter cone is a proper cone of R"+1 if and only if the closed set C has nonempty interior and contains no straight line.
We often use the terms "matrix" and "linear mapping" interchangeably. The nullspace and the range space of a matrix A are denoted respectively by *R(A) and SH(/í). When the nullspace or range space of a real matrix is considered, the subspace is usually meant to be taken in the corresponding real space. The spectrum of A (in C) is denoted by a (A), and its spectral radius by p(A). Eigenvalues of A with modulus p(A) are said to compose the peripheral spectrum of A. By the index of A we mean that smallest nonnegative integer k such that rank ,4 * = rank^fc+1 , and is denoted by v(A). For any eigenvalue X of A . We denote by i>x(A) the index of X as an eigenvalue of A , that is, u(A-XI).
Let A be an n x n real matrix. A" is said to be invariant under A, (or A leaves invariant K) if AK ç K. If AT is a proper cone of W , we denote by n(K) the set of all such matrices A . Matrices in n(K) are referred to as cone-preserving maps (or more commonly as positive-operators on K).
Let A e n(K) (where K is a proper cone). A is said to be strictly K-positive if A(K\{0}) C intAT. A is said to be A-primitive if Ap is strictly AT-positive for some positive integer p . A is said to be irreducible with respect to K, or called simply K-irreducible if the only faces of K that it leaves invariant are {0} and K itself. By the index of imprimitivity of a A"-irreducible matrix we mean the number of its distinct eigenvalues with modulus equal to its spectral radius.
We denote by R" the nonnegative orthant of R". Clearly 7r(R" ) is equal to the set of all n x n nonnegative matrices. Also when K = R£ , the concepts of strict AT-positivity, AT-primitivity and AMrreducibility reduce respectively to the usual concepts of positivity, primitivity and irreducibility for nonnegative matrices.
A matrix A e n(K) is said to be an automorphism of K if its inverse A~] exists and belongs to n(K). The set of all automorphisms of K forms a group under matrix multiplication and is denoted by Aut(AT). It is clear that for any n x n real matrix A , A e Aut(AT) iff AK = K.
Let A be an n x n real matrix. It is known that a necessary and sufficient condition for the existence of a proper cone K of R" such that A e n(K) is that the following conditions are satisfied: The above conditions (a) and (b) together are now referred to as the PerronSchaefer condition (see [Sehn 1, the paragraph after Theorem 1.1]). For more theorems of the above type, which relate the spectral properties and the geometric properties of a matrix, see [Dok; Els 1, 2; Sehn 1; S-W 1, 2 and Van] .
Let A e n(K). An eigenvalue X of A is called a distinguished eigenvalue of A for K (or simply a distinguished eigenvalue of A, if there is no danger of confusion) if Ax -Xx for some nonzero vector x e K ; then x is called a corresponding distinguished eigenvector. By the Perron-Frobenius theory for a cone-preserving map, p(A) is always a distinguished eigenvalue of A . If A is a distinguished eigenvalue of A, then nonzero extreme vectors of the cone 9l(A7 -A) n K (the cone of distinguished eigenvectors of A corresponding to the eigenvalue X) are called extremal distinguished eigenvectors of A .
We now collect the necessary graph-theoretic definitions. For reference, see [Sehn 2].
Let P be an n x n nonnegative matrix. Denote by (n) the set {1,...,«}. As usual, we define the directed graph of P to be the graph G(P) with vertex set (n) where (i, j) is an arc if and only if p¡¡ ^ 0. The vertex sets of the strongly connected components of G(P) are called simply classes of P, and are denoted by Greek letters a, ß, etc. For any two classes a, ß of P, we say a has access to ß, or ß has access from a, if either a = ß or there is a path in G(P) from a vertex in a to some vertex in ß. Two classes of P are said to be noncomparable if they have no access to each other. Accessibility relations between vertices of G(P) are also defined in a similar way. We also say a vertex i has access to a class a with the obvious meaning. A class a of P is said to be distinguished if p(Pan) > p(Pßß) for any class ß which has access to a but not equal to a, where we use Paa to denoted the (principal) submatrix of P associated with the class a. A class a is said to be basic if
The following theorem which was implicit in [Frob] and proved by Victory [Vic 3 ] (see the paragraph preceding Theorem 3.7 in [Sehn 2]) relates the concept of a distinguished eigenvalue to the concept of a distinguished class for a nonnegative matrix. We shall make use of this result several times, and refer to it as the Frobenius-Victory Theorem. We have also found a cone-theoretic proof and a generalization of this result. For the details, see [T-S].
Theorem 2.1. Let P be an n x n nonnegative matrix.
(i) For any real number X, X is a distinguished eigenvalue of P (for R£) if and only if there exists a distinguished class a of P such that p(Paa) = X.
(ii) If a is a distinguished class of P, then there is a (up to multiple) unique distinguished (i.e. nonnegative) eigenvector xa -(&, ..., £,n)T corresponding to p(Paa) with the property that £, > 0 if and only if i has access to a.
(iii) For each distinguished eigenvalue X of P, the cone 9l(A/ -P) n W is simplicial, its extreme vectors being the distinguished eigenvectors Xa of P associated with its distinguished classes a such that p(Paa) -X as given in (ii).
If a is a distinguished class of a nonnegative matrix P, we shall call a a distinguished class for the eigenvalue p(Paa) ■ The original form of the theorem as stated by Victory [Vic 3] contains only parts (i) and (ii). Part (iii) is essentially due to Schneider [Sehn 2, Theorem 3.7] . But we have added the observation that the (distinct) extremal distinguished eigenvectors of P corresponding to the eigenvalue X are linearly independent. This follows from the combinatorial properties of the supports of these vectors.
Let A be an n x n real matrix, and let A" be a closed, pointed cone of R" invariant under A . We shall denote by core*(A) the core of A relative to K, i.e. the cone f\°Z{ A'K . When there is no dander of confusion, we shall write it simply as core(A).
The first attempt to study the core of a cone-preserving map was made by Pullman [Pul] . His work was mainly concerned with the core of an irreducible nonnegative matrix, but he also did some initial work on the core of a linear mapping that leaves invariant a polyhedral cone. The following result about the core of a general cone-preserving map is known (see [B-P, Chapter 1, Exercise 5.16]). For completeness, we offer a simple proof here. Theorem 2.2. Let K be a proper cone. If A e n(K) then core(^) is a closed, pointed cone and ^|span(core(/i)) G Aa\(core(A)).
Proof. First of all, for any positive integer p , note that we can write core(^) as f]°lp A'K, since (A'K)i€^ forms a descending sequence under inclusion. For simplicity, write v(A) as ¡/. It is clear that core(A) is a pointed cone. To establish the closedness of core(A), denote by Ki the closed, pointed cone Vr\(Av) n K. Then for each i = 0, 1, ... , A*K D AlKx D Ai+VK, and hence we have, corek(A) = core*-,^). As the restriction map A]^^ is nonsingular and K\ ç ?H(AV), AlK\ is closed for /= 1, 2, ... ; thus the closedness of coreK\A) and hence that of corek(A) follows. Since A\^A^ is one-to-one, we also have, A[core(A)] = A(Ç\°°=V AlK) = Ç)°lv Ai+XK = core(A). U We can readily obtain the following Corollary 2.3. Let K be a proper cone. IfAen(K) then core(^4) is the largest subcone of K such that the restriction of A to its linear span is an automorphism.
The following result is due to Pullman [Pul] . His proof depends on a compactness argument and invokes the use of a separation theorem for convex sets. For the details, refer to Theorem 2.1 there.
Theorem 2.4. Let K be a proper polyhedral cone. IfAen(K) then core(^) is a polyhedral cone whose number of extreme rays does not exceed that of K.
It is clear that the result of Theorem 2.2 (as well as those of Corollary 2.3 and Theorem 2.4) still holds if K is taken to be a closed, pointed cone invariant under A .
Polyhedral core
We first make an easy observation:
Let A e n(K) where K is a proper cone. Then core(A) is the zero cone if and only if A is nilpotent.
The "if part of this result is obvious. The "only if' part follows from the Perron-Frobenius theorem for a cone-preserving map: if p(A) > 0, the corresponding distinguished eigenvector of A belongs to core(^l). So, henceforth, when we consider a cone-preserving map we often tacitly assume that its spectral radius is positive.
If A e n(K), where AT is a proper cone, it is obvious that every distinguished eigenvector of A (or, of its positive powers) that corresponds to a nonzero distinguished eigenvalue belongs to core(A). We shall denote by Dk(A) (or simply by Dk , if there is no danger of confusion) the cone generated by the distinguished eigenvectors of Ak corresponds to its nonzero distinguished eigenvalues. Then clearly D^ ç core(^4). Also we have the following result:
Lemma 3.1. Let K be a proper cone, and let A e it(K). Then each of the following holds:
(i) For each positive integer k, ADk -Dk .
(ii) For any positive integers i, j, D¡ c D¡ if j is a multiple of i.
(iii) If A has a nonzero distinguished eigenvalue other than p(A), then for each positive integer k, Dk is a decomposable cone.
(iv) IJ^i A is included in core(A), and is equal to Dk for some positive integer k. Proof. The proofs of (i), (ii) are easy.
(iii): Under that given assumption, for any positive integer k, Ak has a nonzero distinguished eigenvalue other than p(A)k . But, as can be shown, Dk = 0[9t(^7 -Ak) n AT], where the direct sum is taken over all nonzero distinguished eigenvalues X of Ak (see, for instance, the proof of Lemma 5.3 in [Hor] ), so Dk admits a nontrivial direct decomposition.
(iv): It is obvious that \J°ZX A ^ core(A). To prove the second part of (iv), we assume that the contrary holds. Then for each positive integer k, we can find a positive integer p such that Dp (£_ Dk; hence, by the result of part (ii) Dk is strictly included in Dkp . It follows that we can find a strict ascending sequence Dk¡ c Dkl c Dkj c • • • such that for each i, k¡ divides k¡+i. Let us examine the implication of a strict inclusion between Dk. and Dk¡+¡ . Denote by p\, ... , pq all the distinct nonzero distinguished eigenvalues of ' Ak<. Then Dk. = ©J=1 [01(^-7 -Ak>) n A"]. Suppose that kM = pk,.
Then p.\, ... , pPq are distinct nonzero distinguished eigenvalues of Aki+< and *K(p.jI -Aki) C m(p"jl -Ak'^) for j = 1, ... ,q. In order that Dk¡ is strictly included in Dk¡+¡ , either Ak'+I has a nonzero distinguished eigenvalue distinct from pPx, ... , pPq , or for some j = I, ... , q, dim91(^-7 -Akl) < dim91(^7 -AkM ).
So passing from Ak> to Aki+1 , we have either an increase in the number of distinct nonzero distinguished eigenvalues, or an increase in the dimension of an eigenspace corresponding to a nonzero distinguished eigenvalue. But the number of distinct eigenvalues, and the dimensions of the eigenspaces are all bounded above by the dimension of K ; so the existence of the above strict ascending sequence Dk] c Dkl c • • • is impossible. D Now we restrict our attention to the case when coreK(A) is a polyhedral cone. According to Theorem 2.4 this covers the important case when AT is a polyhedral cone, and hence also the nonnegative matrix case. By Theorem 2.2 A is an automorphism of core(A) when restricted to its linear span. So A maps the set of extreme rays of core(^4) one-to-one onto itself; hence A permutes the extreme rays of its core. We shall denote the induced permutation by rA . By the order of xA we mean, as usual, the smallest positive integer m such that ta is the identity permutation. As a permutation xA can be written as a composition of unique (up to the ordering) disjoint cycles. If a is one such cycle, then by abuse of language we shall refer to the extreme rays of core(A) which are not fixed by a as extreme rays in the cycle a . Theorem 3.2. Let K be a proper cone, and let A e n(K). Suppose that core(A) is nonzero, polyhedral. Let m be the order of the permutation xA . Then for each positive integer k , we have, Dk -core(A) if and only if k is a multiple of m. Proof. "If" part: As mentioned before, we always have, Dk ç core(v4). If x is an extreme vector of core(A), then since xA is the identity permutation, we have Amx = Xx for some positive scalar X (depending on x) ; hence x e Dm , and so x e Dk for any positive multiple k of m . Since this is true for each extreme vector x of core (,4), it follows that whenever k is a multiple of m , we have, core(^) ç Dk and hence core(,4) = Dk .
"Only if" part: Suppose that Dk -core(^4). Then since
where the direct sum is taken over all nonzero distinguished eigenvalues X of Ak , each nonzero extreme vector of core (A) is an extremal distinguished eigenvector of Ak corresponding to a nonzero eigenvalue. It follows that xA is the identity permutation, and so k is a multiple of m . D Corollary 3.3. Let K be a proper cone, and let A e n(K).
(i) Suppose that core(^) is polyhedral. If there exists a positive integer k such that Ak has a nonzero distinguished eigenvalue other than p(Ak), then core (A) is a decomposable cone.
(ii) core(A) is a simplicial cone if K = R" (or, is a simplicial cone).
Proof, (i): It is clear that core(Ak) = core(A). If í is the order of the permutation induced by Ak on the extreme rays of its core, then by Theorem 3.2, we have, core(Ak) = Dt(Ak). Since Ak has a nonzero distinguished eigenvalue other than p(Ak), by Lemma 3.1 (iii) Dt(Ak), and hence core(^), is a decomposable cone.
(ii): Suppose that AT = R" . Then A is a nonnegative matrix. Let m denote the order of the permutation xA. Then we have core(yl) -Dm -0[9t(A7-^m)nR" ], where the direct sum is taken over all nonzero distinguished eigenvalues X of Am . But by the Frobenius-Victory Theorem (Theorem 2.1), for each nonzero distinguished eigenvalue X of Am , 9t(A7 --lm) n I" is a simplicial cone; hence, core(A) is a simplicial cone. D Corollary 3.4. Let K be a proper cone, and let A e n(K). If core(A) is polyhedral, then in core(A) there is no generalized eigenvectors of any positive powers of A other than eigenvectors. Proof. It suffices to prove our assertion for A, since A and its positive powers have the same core relative to AT. From Theorem 3.2 span(core(^)) has a basis consisted of (distinguished) eigenvectors of Am , where m is the order of the permutation xA. So the restriction map (^|sPan(core(/i)))m is diagonalizable, and hence so is ^4|Span(core(/i)). since the latter linear map is nonsingular (see Theorem 9.4.7] ). It follows that in core(A) there is no generalized eigenvectors of A of order two or more. D Theorem 3.5. Let K be a proper polyhedral cone. If A e Aut(AT) then A is diagonalizable (over C). Proof. If A e Aut(AT), then coretc(A) = K. So our assertion follows from the proof of Corollary 3.4. D
We still assume that core*;^) is a polyhedral cone. As a permutation xA distributes the extreme rays of core(^) into various (disjoint) cycles. As noted by Pullman [Pul] there is a useful connection between these cycles and the nonzero distinguished eigenvalues of A : Suppose that a is one such cycle of length d . Choose a nonzero vector, say x , from one of the extreme rays in the cycle. Since Ad mays ray(x) onto itself, there exists a positive number X such that Adx = Xdx . Let v = Ylllo ^~'A'x . Then v is a nonzero vector of AT, since each of the vectors A'x, 0 ^ i ^ d -1 , is a nonzero vector in AT and AT is a pointed cone. A straightforward computation shows that Av = Xv . Hence v is a distinguished eigenvector of A corresponding to the nonzero eigenvalue X. If we have chosen a different vector x from either the same ray or from a different ray in the cycle, the resulting vector v would have differed only by a positive multiple. We shall call v the distinguished eigenvector of A associated with the cycle o for the eigenvalue X.
If a cycle a of xA contains a ray, ray(x), such that x is a distinguished eigenvector of Ak corresponding to the distinguished eigenvalue Xk, where X > 0, then it is easy to show that every nonzero vector in each ray of a is also a distinguished eigenvector of Ak corresponding to Xk ; furthermore, the distinguished eigenvector of A associated with a is for the eigenvalue X (and A: is a multiple of the length of a).
The above argument can also be used to establish the following result (in which no polyhedrality assumption is made on core(A)).
Lemma 3.6. Let A e n(K) where K is a proper cone. Let k be a positive integer. Then for any X ^ 0, X is a distinguished eigenvalue of A if and only if Xk is a distinguished eigenvalue of Ak .
We now introduce a new concept: a distinguished face for a cone-preserving map, which corresponds to the concept of a distinguished class in the nonnegative matrix case (see Lemma 4.1). Let AT be a proper cone, and let A e n(K). A face F of AT is said to be A-invariant if AF ç F ; F is said to be distinguished A-invariant (for the eigenvalue pp) if F is nonzero ^-invariant, and for any nonzero /1-invariant face G properly included in F, we have, Pg < Pf , where we use pF to denote the spectral radius of the restriction map IspanF • We often call a distinguished /1-invariant face simply a distinguished face. Note that if F is a distinguished face, the eigenvector of A corresponding to pp must lie in relint F. Also this eigenvector is (up to multiples) the only eigenvector of A in F that corresponds to pp , and hence is an extremal distinguished eigenvector of A . So it is clear that a face is distinguished if and only if it is generated by an extremal distinguished eigenvector.
We shall need the following general results.
Lemma 3.7. Let K be a proper cone, and let A e Aut(AT For convenience, we will say M is the direct sum of the (real) eigenspaces (resp. generalized eigenspaces) of a real matrix A corresponding to eigenvalues with certain properties to mean that it is the direct sum of the eigenspaces (resp. generalized eigenspaces) of A corresponding to real eigenvalues and the real eigenspaces (resp. real generalized eigenspaces) corresponding to conjugate pair of complex eigenvalues, where all eigenvalues to be concerned have the given properties.
Theorem 3.9. Let K be a proper cone of R" , and let A e n(K) with p(A) > 0. Suppose that p(A) is an eigenvalue of A of index one. Let M (resp. N) be the direct sum of the (real) eigenspaces (resp. (real) generalized eigenspaces) of A corresponding to eigenvalues with modulus p(A) (resp. with modulus less than p(A)). Denote by P the projection of W onto M along N. Then each of the following holds:
(i) There exists a subsequence of ((A/p(A))k)keN which converges to P.
Hence P e n(K).
(ii) M = span(A7 n AT).
(iii) MnK ç core(A).
(iv) The peripheral spectrum of A and that of the restriction of A to span(core(yi)) are the same, counting algebraic multiplicities. Proof. Note that since the eigenvalue p(A) is of index one, by the PerronSchaefer condition, all eigenvalues in the peripheral spectrum of A are of index one; hence R" = M © N and F is a well-defined projection. To establish our result we need only consider the special case when A is in a real canonical form. (This observation has also been exploited by Stern and Wolkowicz in their paper [S-W 1] .) Also, we may, without loss of generality, assume that p(A) = 1.
(i): We may assume that A = diag(7p ,-Iq,Di, ... ,Dk,B)
where D¡ (i = 1,..., k) are real 2x2 matrices of the form cos 6 j sin 6 i -sin 6i cos 6i ' in which dj t¿ tn for any integer /, p(B) < 1 and, except for the identity block Ip , the blocks may or may not appear. By a well-known result in number theory about the simultaneous approximation of real numbers by rational numbers (see, for instance, p. 170, Theorem 201] ), given any e > 0, we can find a positive integer q such that for every i, 0 ^ i ^ k, q6¡/2n differs from an integer by less than e, where we have set ö0 to be n (to take into account the possible eigenvalue -1 ). It follows that we can find positive integers qi < q2 < ■ • • such that the sequence (/l?i)ieN converges to the projection P, and hence P e n(K).
(ii): Since AT is a full cone of R" and P is a projection onto M, clearly PAT is a full cone of M. But as proved in part (i) P e n(K), so FAT is included in Af n AT. (In fact, the equality holds.) Hence, we have M = span(M n AT).
(iii): By the result of part (i), there exists a sequence (<?,),eN of natural numbers such that P = lim,--,,»^«'. So it is clear that M ç üK(Av{-A)). Let ATi denote the cone 9\(AV(A)) n AT. Since A is nonsingular when restricted to %K(AV(A)), AlK\ is closed for every positive integer i. Choose any vector x e M n K. Then x e K\ , and we have oo oo
But from the proof of Theorem 2.2 the last set is equal to core(^). So our assertion holds. Remark 3.10. Let A e n(K) where A" is a proper cone. If y is a vector in AT which is the limit of some convergent subsequence of a sequence of the form (x,)ieN , with x, e A'K for each i, then y e core¡((A).
Corollary 3.11. Let K be a proper cone, andlet A e n(K). Suppose that core(A) is a polyhedral cone. If the index of p(A) as an eigenvalue of A is one, then every eigenvalue in the peripheral spectrum of A is equal to p(A) times a root of unity.
Proof. It is known that if 77 is a linear mapping that leaves invariant a proper polyhedral cone, then every eigenvalue in the peripheral spectrum of 77 is equal to p(B) times a root of unity (see [B-T, Theorem 2]; also [Tam 1, Theorem 7 .6] for a correction of the proof). So by part (iv) of Theorem 3.9 our assertion follows. D It is natural to ask of the relation between the /1-invariant faces of AT and those of corex(A), and in particular between their distinguished ^-invariant faces. Denote by 5(AT) the set of all faces of K, and also by 3U(AT) the set of all ^-invariant faces of AT. As can be easily shown, the association F h-> coreK(A) n F is a well-defined mapping from $(K) to $(coreK(A)), sending ^-invariant faces to ^-invariant faces. Similarly, the association G h-> <J>((j) is also a well-defined mapping from ^(corex(A)) to ^(AT), sending Ainvariant faces to ^-invariant faces. In the following example we show that both mappings are in general not one-to-one, nor onto, and also that the first mapping may not send distinguished faces to distinguished faces. However, after giving the example, we shall show that the second mapping always induces a bijection between the distinguished faces of core¡((A) and those of AT for nonzero distinguished eigenvalues.
Example 3.12. Let AT! = pos{ei, e2 -e\} , where we use pos(S') to denote the positive hull of the set S, and e\ , e2 to denote the standard unit vectors of R2. Also let A = diag(l, 2). Then A e n(Ki) and core*,^) = R2. Note that AT! has exactly two nonzero ^-invariant faces, namely, ATi itself and Q>(e\ ), both being distinguished faces. On the other hand, coreK^A) has three nonzero /1-invariant faces, namely, core*-,^), ray(^i) and ray(e2)• The mapping Fh
is not onto, as ray (e2) hasnopreimage. Note also that, whereas AT. is a distinguished face of itself, core^,^)!! ATi = core/s:, (A) is not a distinguished face of core*, (A), as pC0Teic (A) = /?ray(e2) = 2. On the other hand, the mapping G i-> O(G) from ^(core*,^)) to $a(Ki) is not one-to-one, because we have <I>(ray(e2)) = ^(corejc,^)) = AT[. Next, consider AT2 = pos{e2-e\, e2} . With the same A as above, clearly A e n(K2) and core^A) = ray(^). In this case, the mapping F h-> core/c2(A) n F from 5^(AT2) to $A(coreKl(A)) is not one-to-one, as AT2 n (corejc2(.4)) and 0(e2) n corek2(A) are both equal to ray(e2), whereas the mapping G >-► 0(G) from $A(coreK7(A)) to £4(^2) is not onto, as AT2 has no pre-image. Theorem 3.13. Let A e n(K). Suppose that coreic(A) is a nonzero cone. Then the association G i-> 0(G) gives a one-to-one correspondence between the set of distinguished A-invariant faces of corejf(^) and the set of distinguished Ainvariant faces of K for nonzero distinguished eigenvalues. Proof. Let G be a distinguished face of core*^). By Theorem 2.2 and Lemma 3.7 we have AG = G ; hence pa > 0. Let x be the unique eigenvector of A corresponding to po that lies in G. Then x e relint G, and hence <¡>(x) = G and 0(G) = &(x), where we use Ö(x) to denote the face of core¡c(A) generated by x (and, as before, use 0(5") to denote the face of AT generated by S). Note that O(x) cannot contain an eigenvector of A, distinct from x, that corresponds to pa, because any such vector necessarily belongs to corejt(^) (as Pq > 0) and hence lies in G, which contradicts the above uniqueness assumption on x. It follows that 0(C7) is a distinguished face of AT. This proves that the assumption G h-> 0(G) is a well-defined mapping from the set of distinguished faces of corek(A) to the set of distinguished faces of AT for nonzero distinguished eigenvalues.
Let G\, G2 be distinguished ^-invariant faces of coreK(A) suchthat <t>(Gi) = <¡>(G2). Then G¡, i -1, 2, contains a unique eigenvector of A corresponding to pa¡, say, x¡. From our preceding proof, we have, C7, = 0(x¡), 0(G,) is a distinguished face of K and x¡ is the corresponding unique distinguished eigenvector of A that lies in its relative interior. But now 0(G\) -Q>(G2), so X\ -x2, and hence G\ = O(xi) = Ô(x2) = G2. This proves that the mapping G >-> O(G) is one-to-one.
If F is a distinguished face of AT such that pF > 0, and if x is the corresponding distinguished eigenvector of A that lies in relint F, then it is not difficult to show that O(x) is a distinguished face of core/;:(A) such that d>(í>(x)) = F . This proves that the mapping G i-> 4>( (7) is onto. D Now we come to the main theorem of this section.
Theorem 3.14. Let K be a proper cone, and let A e n(K). Suppose that corex(A) is a nonzero, simplicial cone. For each cycle a of Xa we denote by Fa the face of K generated by the distinguished eigenvector of A associated with a . Then we have (i) The association a h-> Fa is a one-to-one correspondence between the set of cycles of xA and the set of distinguished A-invariant faces of K for nonzero distinguished eigenvalues.
(ii) For any cycle a of xA, the eigenvalues in the peripheral spectrum of Ispan/; are simple, and are exactly pFa times all the dath roots of unity, where da is the length of a .
Proof, (i): Suppose that xA is the product of disjoint cycles o\, ... , ak . For each i, 1 ^ i úk, denote by v¡ the distinguished eigenvector of A associated with the cycle o¡. Since corek(A) is simplicial, it is not difficult to see that coret:(A) is a direct sum of 3>(i>i), ... , &(vk), where Ô(u,-) denotes the face of coreK(A) generated by v¡, and that 0(v¡), 1 ^ i ^ k, are all the distinguished faces of core^(^). Hence er, •-» 0>(v¡) gives a one-to-one correspondence between the set of cycles of xA and the set of distinguished faces of core k (A). On the other hand, by Theorem 3.13 Ô(u,-) >-* 0(0(i;;)) gives a one-to-one correspondence between the set of distinguished faces of corex(A) and the set of distinguished faces of AT for nonzero distinguished eigenvalues. But 0(0(u/)) = 0(w,) = F0j, so our assertion follows.
(ii): Denote by v the distinguished eigenvector of A associated with the cycle a of xA . By Lemma 3.8 and the above proof of part (i), coreFo(A) -coreK(A)ï\Fa -corefc(A)nQ>(v) and is an vl-invariant face of cotck(A) , which clearly includes the face 4>(v ). Now the index of pFa as an eigenvalue of A is equal to one, as A has an eigenvector, namely v , that lies in relint Fa . Hence by Theorem 3.9(iv) the peripheral spectrum of A\&x>inFtj and that of the restriction of A to span(coref"(/l)) are the same, counting algebraic multiplicities. Note that as a simplicial cone core/¡;(yl) nO(i>) is a direct sum of the face 0>(v) and its complementary face G, both of which are A -invariant. Also we have P(A\sPanG) < Pf" ', otherwise, G, and hence O(v) would contain a distinguished eigenvector of A distinct from v that corresponds to pFa, contradicting the already proved fact that Fa (= <i>(v)) is a distinguished face of AT. Hence the peripheral spectrum of the restriction of A to span(coreFa(A)) is the same as the peripheral spectrum of the restriction of A to span <!>(?;), counting algebraic multiplicities. Since Ô(v) is a simplicial cone with da extreme rays and A permutes these rays cyclically, it is not difficult to show (see, for instance, the proof of [Scha 3, Proposition 2]) that the eigenvalues of the restriction of A to span<J>(i>) are simple, and are exactly pF<J times all the dath root of unity. This completes the proof. D
As an application of Theorem 3.14 we prove the following:
Corollary 3.15. Let K be a proper cone, and let A e n(K). Suppose that core(^) is a nonzero, simplicial cone. Let X be a positive number and let k be a positive integer. If x is an extremal distinguished eigenvector of Ak corresponding to the nonzero distinguished eigenvalue Xk, then 2J¡Zq X~'A'x is an extremal distinguished eigenvector of A corresponding to the eigenvalue X.
Proof. Replacing A by A/X, we may assume that X = 1. Since x is an extremal distinguished eigenvector of Ak , 0(x) is a distinguished Ak-invariant face of AT. By Theorem 3.14 there exists a unique cycle of xAk that corresponds to O(x) ; say, the cycle is a , of length d, and is composed of the ray ray(y) and its first d-1 iterates under the action of Ak . Then (Ak)dy = ady for some q > 0 ; so the distinguished eigenvector of Ak associated with the cycle a is for the eigenvalue a . But by definition this eigenvector lies in relint O(x), and hence must be a positive multiple of x . It follows that a = 1, and replacing x by a suitable positive multiple, we may assume that x = Y?!=o -^'ky • Since core(Ak) = core(^), ray(y) is also an extreme ray of core(A) ; say, n is the cycle of xA that contains ray(y) and is of length /. Then A1 y = ßly for some ß > 0. Since y is a distinguished eigenvalue of Adk corresponding to the eigenvalue 1 (= \dk), ¿^¡Zq A'y is the distinguished eigenvector of A associated with the cycle n, and is for the eigenvalue 1. (Refer to the last but one paragraph preceding Lemma 3.6). Repeating the argument that we have used at the beginning of our proof, we obtain ß = 1 and hence A'y = y. But / is the smallest positive integer with this property, and as shown above Adky = y; hence dk is divisible by /. So YfàvX Aly is in fact just a positive multiple of Yl&a ^'y . Since x = Ylllo ^lky , it is straightforward to verify that y!¡Zq A'x = Yf¿QX A'y; thus ¿^ A'x is the distinguished eigenvector of A associated with a cycle of xA . So, by part (i) of Theorem 3.14 YJ¡~o A'x generates a distinguished ^-invariant face, and hence is an extremal distinguished eigenvector of A . O
The example below shows that in Theorem 3.14 and Corollary 3.15 the hypothesis that core(A) be simplicial is indispensable.
Example 3.16. Let AT be the polyhedral cone in R3 with extreme vectors y, = (0, l,0)r, y2 -(1, l,-l)r, y3 = (1,0, 0)r and y4 = (1,1, l)T. Then clearly there is (up to multiples) exactly one linear relation between these extreme vectors, namely, 2(yi + y3) = y2 + y4. Let A be the 3x3 matrix determined uniquely by ^yi = y3, Ay$ -y\ , Ay2 -y4 and Ay^ = y2. (It is a well-defined linear mapping because it preserves the above linear relation.) Then A e Aut(AT), and so core(^) = AT. Note that AT itself is the only nonzerô -invariant face, and hence also the only distinguished ^4-invariant face of AT. But xA has two cycles. Also observe that the distinguished eigenvectors of A associated with these cycles are the same, both being (multiples of) y\ + y3. Now take 77 to be the 3x3 matrix diag( 1, 1, -1 ). It is readily checked that 77 e Aut(AT) ; 77 fixes ray(yi) and ray(y3), and exchanges ray(y2) and ray(y4). So xb has three cycles, but AT has only two distinguished 77-invariant faces, namely, <P(yi) and 0(y3). The distinguished eigenvector of 77 associated with the cycle formed by ray(y2) and ray(y4) lies in intAT, and does not generate a distinguished /^-invariant face. Also, it is clear that y2 is an extremal distinguished eigenvector of B2 corresponding to the eigenvalue 1. However, y2 + By2 is not an extremal distinguished eigenvector of 77. (Cf. Corollary 3.15.)
We now give two further necessary conditions for core(A) to be polyhedral. Theorem 3.17. Let K be a proper cone, and let A e n(K). Suppose that core(^l) is nonzero, polyhedral. Then there cannot exist two distinct extreme rays of core(^4) both lying in the relative interior of the same face of K. Proof. Assume to the contrary that core(^4) has two distinct extreme rays, say, generated by x and y, both lying in the relative interior of the same face of A", say F. Let m be the order of the permutation xA . Clearly x, y are distinguished eigenvectors of Am both corresponding to the eigenvalue p'p . It follows that x and y both lie in the relative interior of the cone span{x, y}nAT, and this cone in turn is included in core(A). This contradicts the assumption that x , y are extreme vectors of core(^). D Let AT be a proper cone, and let A e n(K). Following [Pul] , we call an extreme vector x of core(^4) principal if (except for multiples) x is the only extreme vector of core(A) that lies in O(x) ; or in other words, d>(x) n core .4 is equal to ray(x).
Theorem 3.18. Let K be a proper cone, and let A e n(K). Suppose that core(,4) is polyhedral. If x is a principal (nonprincipal) extreme vector of core(A), then so are A'x for i= 1,2,... .
Proof. First, let x be a nonprincipal extreme vector of core(^). We are going to show that Ax (and hence also each A'x , / = 1, 2, ... ) is a nonprincipal extreme vector of core(^). Since A maps core(^) onto itself, clearly Ax is an extreme vector of core (,4) . By definition of a nonprincipal extreme vector, there is an extreme vector y of core(^4), distinct from x , which lies in <ï>(x). Then Ay is an extreme vector of core(A) and lies in Q>(Ax). As the restriction of A to span ( core (^4)) is nonsingular, Ay must be distinct from Ax. This proves that Ax is a nonprincipal extreme vector of core(^).
Now let x be a principal extreme vector of core(A). Denote by m the order of the permutation zA . Then Amx is a positive multiple of x. If Ax is a nonprincipal extreme vector of core(^), then from what we have just proved, we infer that x is also a nonprincipal extreme vector, which is a contradiction. This proves that each A'x, i = 1, 2, ... , is a principal extreme vector of core(A). D
The nonnegative matrix case
We now derive our results on the core of a nonnegative matrix. By the support of a vector x = (¿;i, ... , ¿¡n)T in W we mean the set {i e («) : ¿;; t¿ 0}. Let P be a nonnegative matrix and let a be a class of P. We shall use Fa to denote the set of all vectors in W+ whose supports are included in the union of all classes having access to a. For any vector x e R" , it is readily checked that supp(Fx) = {/ e (n): (i, j) is an arc of G(P) for some j e supp(x)}. It follows that Fa is a F-invariant face of R" . Lemma 4.1. Let P be an n x n nonnilpotent nonnegative matrix. Then the association a -> Fa is a one-to-one correspondence between the set of distin-guished classes of P and the set of distinguished P-invariant faces of R" , both for nonzero distinguished eigenvalues.
Proof. To show that the association a -> Fa is a well-defined mapping, let a be a distinguished class of F for a nonzero distinguished eigenvalue X. Then according to part (ii) of the Frobenius-Victory Theorem, there exists a distinguished eigenvector xa of P corresponding to X (= pFa) that lies in relint Fa . Furthermore, by part (iii) of the same theorem, the vector xa is an extremal distinguished eigenvector. Hence Fa = 0(xa) and is a distinguished face of Rn+ .
For different classes a\, a2 of F, it is clear that Fai ^ Fa2, so the mapping a -> Fa is one-to-one.
If F is a distinguished face of R" for a nonzero eigenvalue X, then there exists an extremal distinguished eigenvector of F that corresponds to X and generates F . But this vector must be equal to some xQ as given in part (iii) of the Frobenius-Victory Theorem, where a is a distinguished class such that p(Paa) = X. Hence F = Fa, and the mapping a -> Fa is onto. The proof is complete. D Recall that if F is an n x n nonnegative matrix, then Dk(P) (or simply Dk) denoted the cone generated by the distinguished eigenvectors of Pk (in R" ) corresponding to its nonzero distinguished eigenvalues. Theorem 4.2. Let P bean nxn nonnegative matrix with positive spectral radius. For each distinguished class a of P, denoted by ha the index of imprimitivity of the irreducible submatrix Paa, and also by xa the extremal distinguished eigenvector of P associated with the class a as given in part (ii) of the FrobeniusVictory Theorem. Then we have the following:
(i) For each cycle a of xF we associate with it the distinguished class a of P with the property that xa is the distinguished eigenvector of P associated with the cycle o . Then this association is a one-to-one correspondence between the set of cycles of xp and the set of distinguished classes of P for nonzero distinguished eigenvalues. Furthermore, if a is a cycle of xP and a is the corresponding distinguished class, then the length of o is equal to ha .
(ii) core(F) is a simplicial cone with Yl na extreme rays, where the summation is taken over all distinguished classes a of P for nonzero distinguished eigenvectors.
(iii) For any positive integer k, core(F) = Dk if and only if k is a multiple of q, where q is the least common multiple of all ha with a running through all distinguished classes of P for nonzero distinguished eigenvalues.
Proof, (i): First, by Corollary 3.3(h) core(F) is a simplicial cone. Let a be a cycle of xp . Then by Theorem 3.14 there exists a unique distinguished face of R" for a nonzero distinguished eigenvalue with the property that the distinguished eigenvector of F associated with the cycle a lies in its relative interior. By Lemma 4.1 this distinguished face can also be represented as Fa for a unique distinguished class a of F for a nonzero distinguished eigenvalue. The vector xa associated with the class a as described in part (ii) of the Frobenius-Victory Theorem lies in relint Fa, and hence must be the distinguished eigenvector of F associated with the cycle a, as Fa is a distinguished face. This shows that the given association is a well-defined mapping from the set of cycles of t/> to the set of distinguished classes of F for nonzero distinguished eigenvalues. In fact, by Theorem 3.14 and Lemma 4.1 it is not difficult to see that this mapping is one-to-one and onto.
If a is a cycle and a is the corresponding distinguished class, then by Theorem 3.14(h) the length of the cycle a is equal to the number of eigenvalues in the peripheral spectrum of F|spanÍQ . But the latter quantity is also equal to ha , because P\spinFa can be represented by the submatrix of F with row and column indices taken from classes having access to the distinguished class a. So our second assertion follows.
(ii): It is clear that the number of extreme rays of the simplicial cone core(F) is equal to the sum of lengths of the cycles of xP . Hence, by the result of part (i) our assertion follows.
(iii): If m denotes the order of permutation xA , then it is clear that m is equal to the least common multiple of the lengths of the cycles of xP . So by Theorem 3.2 and the result of part (i) our result follows. D
The following result is immediate.
Corollary 4.3. Let P be a nonnegative matrix. Then core(F) is a single ray if and only if P has exactly one initial class, this initial class is basic, and the corresponding submatrix of P is primitive. Proof. By Theorem 4.2(h) core(F) is always a simplicial cone. So, core(F) is a full cone if and only if it has exactly n extreme rays. Also by the same theorem core(F) has £ ha extreme rays, where ha denotes the index of imprimitivity of the submatrix Paa and the summation is taken over all the distinguished classes of F for nonzero distinguished eigenvalues. It is also clear that ha is always less than or equal to the order of Paa and that the equality holds if and only if Paa is a one-cycle matrix. So our theorem follows. D
Berman and Plemmons [B-P, Chapter 1, Exercise 5.17] asked the question of when coxck(A) is a proper cone for a general proper cone AT. In view of the above result and Examples 6.1, 6.2 in §6, we think that there is no simple answer to this question.
For a nonnegative matrix F, Theorem 4.2(i) tells us a connection between the cycles of the permutation xF and the distinguished classes of F. In what follows we shall give a more explicit description of the extreme rays of core(F).
The following result is known (see [B-P, Chapter 2, Exercise 6.9]). We give an alternative proof from our viewpoint.
Lemma 4.5. Let P be an n x n irreducible nonnegative matrix with index of imprimitivity h. Let q be a positive integer. Then Pq is permutationally similar to a direct sum of d irreducible matrices each having the same spectral radius where d is the greatest common divisor of q and h . Proof. Without loss of generality, we may assume that p(P) = 1. Since F is irreducible, it has only one (basic) class. So by Theorem 4.2 xp is a cycle of length h , say, consisted of the rays ray(x), ray(Fx), ... , ray(FA_1x). It is not difficult to show that then xqp (= x>) is a product of d disjoint cycles each of length q/d, where d is the greatest common divisor of q and h. By Theorem 4.2(i) these d cycles of xp<¡ give rise to d distinct distinguished classes of Pq , and by Lemma 3.6 and the irreducibility of F these classes are all for the eigenvalue 1. Note that these d distinguished basic classes of Pq are all initial; otherwise, Pq would have a distinguished class for an eigenvalue less than 1, and again by Lemma 3.6 we will arrive at a contradiction. As an irreducible nonnegative matrix F has a unique eigenvector which lies in int R" ; this eigenvector is clearly equal to the distinguished eigenvector associated with the cycle xp and hence, as can be readily verified, is a positive linear combination of the extremal distinguished eigenvectors of Pq associated with the d distinguished basic classes mentioned above. It follows that the union of these d distinguished basic classes of Pq is equal to (n). So our result follows. D Let F be an n x n nonnegative matrix. Note that for any i, je (n), and any positive integer q, i has access to j in G(Pq) if and only if there is a path from i to j in G(P) with length a multiple of q. Hence if i, j belong to the same class of Pq , then they also belong to the same class of F, but not conversely. It follows that every class of F splits into (i.e. can be partitioned into) classes of Pq , and every class of Pq is included in a unique class of F.
Corollary 4.6. Let a be a class of a nonnegative matrix P suchthat p(Paa) > 0, and let ha be the index of imprimitivity ofPaa . Then for any positive integer q, the class a of P splits into da noncomparable classes of Pq, where da is the greatest common divisor of q and ha . Furthermore, if a is a distinguished class, then the classes of Pq into which it splits are also all distinguished.
Proof. From the preceding discussion, the class a of F splits into classes of P9. Note that for any i, j e a, every path of G(P) from i to j (and vice versa) necessarily lies in G(Paa). So to determine how the class a splits, it suffices to consider the irreducible submatrix Paa . Our assertion now follows from Lemma 4.5.
Last Part: Let a' be a class of Pq which is included in the class a of F. Let ß' be a class of Pq having access to a' but not equal to a'. Let ß be the unique class of F that includes /?'. Then clearly ß has access to a in G(P). Furthermore, since a' and /?' are comparable classes of Pq, according to the first part of our result, the classes a and ß must be different. As a is a distinguished class of F, we have, p(Paa) > p(Pßß) ■ Hence, we have, p((Pq)a'a>) = p(Paa)q > p(Pßß)q = p((Pq)ß>ß>). This proves that a' is a distinguished class of Pq , as required. D Theorem 4.7. Let P be a nonnegative matrix, and let a be a distinguished class of P such that p(Paa) > 0. Let the index of imprimitivity of Paa be ha . Then core(F) has exactly hn distinct (up to multiples) extreme vectors that lie in the P-invariant face Fa and whose supports meet a. These ha vectors generate the rays constituting the cycle of xp which corresponds to the class a in the sense of Theorem 4.2(i). Also, they are precisely the extremal distinguished eigenvectors of Pha associated with the distinguished classes of Phn into which the class a of P splits.
Proof. Let a be the cycle of xp that corresponds to the distinguished class a (for a nonzero eigenvalue) in the sense of Theorem 4.2(i). By the same theorem, the length of o is equal to ha . Denote by y the distinguished eigenvector of F associated with the cycle a. Since y corresponds to the eigenvalue pFa of F and lies in Fa , clearly the ha (distinct) vectors that generate the rays of the cycle a are extremal distinguished eigenvectors of Pha lying in Fa that correspond to the eigenvalue pFa. We claim that there is no other extremal distinguished eigenvector of Pha lying in Fa that corresponds to the eigenvalue pFa.
Suppose not. Let x e Fa be another such extremal distinguished eigenvector. Then Xw=u"' Pj'P'x is a distinguished eigenvector of F in Fa corresponding to pF and hence is a positive multiple of y, since Fa is a distinguished F-invariant face. As can be readily verified, since x is an extremal distinguished eigenvector of Pha corresponding to pF , so are the vectors P'x , i = 1, ... , ha -1. So we obtain two distinct representations of the vector y in terms of the extremal distinguished eigenvectors of Pha : one in terms of the vectors that generate the rays of cycle a, and the other in terms of the vectors x, Fx, ... , Pha~ix. This contradicts the fact that distinct extremal distinguished eigenvectors of a nonnegative matrix are linearly independent. This establishes our claim.
By Corollary 4.6 the class a of F splits into ha distinguished classes for the nonzero eigenvalue phF, giving rise to ha extremal distinguished eigenvectors of Ph", which clearly belong to the face Fa . Hence these ha extremal distinguished eigenvectors of Pha are precisely the above-mentioned ha extremal distinguished eigenvectors. Furthermore, since the support of each of these ha vectors consists of all classes having access to one of the distinguished class into which a splits, it is clear that the supports of these vectors meet a. Other extreme vectors of core(F) that lie in Fa belong to a cycle of xP different from a, and the corresponding distinguished class of F must be one which has access to a , but different from a. So the supports of the other extreme vectors of core(F) do not meet a. The proof is complete. □ If F is a nonnegative matrix with positive spectral radius, then according to Theorem 4.2(ii) core(F) has Y_]/zQ distinct extreme vectors, where ha denotes the index of imprimitivity of the irreducible submatrix Paa and the summation is taken over all distinguished classes of F for nonzero distinguished eigenvalues. By Theorem 4.7 a little bit more can be said: Each distinguished class q of F for a nonzero eigenvalue gives rise to ha distinct extreme vectors of core(F), which are precisely the extremal distinguished eigenvectors of Pha associated with the distinguished classes of Pha [as described in part (ii) of the Frobenius-Victory Theorem] into which the class a of F splits.
Pullman [Pul, Lemma 6 .1 and the preceding paragraph] has observed that for an irreducible nonnegative matrix F, xp is a single ray and the index of imprimitivity of F is equal to the number of extreme rays of core(F). Schaefer [Scha 3, Remark (i) following Proposition 1] also has made a parenthetic remark about the cycle of xp for a nonnegative matrix F whose spectral radius is an eigenvalue of index one. Their observations clearly follow from our results.
CONE-PRESERVING MAPS WITH SPECTRAL RADII OF INDEX ONE
Pullman [Pul, Theorem 4] proved that if A is a positive matrix, then core(^) is a ray generated by a positive vector. We shall give a generalization of this result. To do that, we need a number of lemmas. The first lemma follows from a standard compactness argument. Pullman [Pul, Lemma 2 .2] gave the following result and its converse in the special case when AT is a polyhedral cone, but no proof was offered.
Lemma 5.2. Let K be a proper cone, and let A e n(K). Also let || • || be a fixed norm of Rn. If core(v4) is a single ray generated by a unit vector x, then A is nonnilpotent, and for every vector y e AT\9i(^1/(y4)), we have, Note that any distinguished eigenvalue of B for A"i is necessarily a distinguished eigenvalue of A for AT. So by the given hypotheses on the eigenvalues of A, it follows readily that p(B) is equal to 1, is a simple eigenvalue of B, and is also the only distinguished eigenvalue of B for ATi . (Since B is nonsingular, 0 is not an eigenvalue of B .) So by [Tam 1, Theorem 5.4 ] BT (the adjoint of B) has an eigenvector, say v, in relint K\ corresponding to 1, where AT,K denotes the dual cone of AT¡ in spanATi . Then, as can be readily shown, C = {y e ATi : (y, v) = 1} is a complete compact 77-invariant cross-section of ATi . Let u e C be the (unique) eigenvector of B corresponding to 1. Clearly, every vector x e C can be written as x = u + y , where y e [spanfi;}]-1-n span ATi. Since 1 is a simple eigenvalue of B, (and we C is already a corresponding eigenvector) it is clear that 1 cannot be an eigenvalue of the restriction of B to [spanjw}]-1-n span AT]. The given hypothesis on A also implies that except for 1, B has no other unimodular eigenvalues. Thus the spectral radius of the restriction of B to [span-fu}]1 nspan AT] is less than 1 and hence its kth power tends to the zero operator as k goes to infinity. Now it is not difficult to see that flfcli BkC = {"} • It follows that core^F), and hence corek(A), is equal to the ray generated by the vector u . D For completeness, we also include the following result.
Theorem 5.4. Let K be a proper cone, and let A e n(K). Denote by || • || a fixed norm ofR". If corefc(A) is a single ray, then A is nonnilpotent and there exists a unit vector x € AT such that limi-_00.i4'y/||,4'y|| = x for every vector y e K\^l(A"^).
The converse also holds, if either the index of p(A) as an eigenvalue of A is one or corefc(A) is polyhedral. Proof. The firs part of our result follows from Lemma 5.2. Now we consider the converse parts. If vp(A)(A) -1 then, using an argument similar to the one given in the proof of Lemma 5.3, we can show that core^A) is equal to ray(x). Next, suppose that coreK(A) is nonzero, polyhedral. Denote by m the order of the permutation xA . Then Am takes each extreme ray of core a; (.4) onto itself, and by our hypothesis on the vector x , we have, for each nonzero extreme vector y of core (,4), (c) =>■ (b): Note that 0 is not a distinguished eigenvalue of A . Otherwise, by condition (c) A has an eigenvector in int AT corresponding to the eigenvalue 0, and so A is the zero matrix. As n ^ 2, this contradicts the hypothesis that the distinguished eigenvector of A is unique. So condition (b)(i) is satisfied. Condition (b)(ii) also follows readily from Lemma 5.3. D We shall also give a necessary and sufficient condition for A to be ATirreducible in terms of its core. But we need a lemma first.
Lemma 5.6. Let K be a proper cone, and let A be an n x n real matrix. Then A e Aut(AT) and A has an eigenvector in int AT if and only if AT e Aut(AT*) and AT has an eigenvector in int AT*.
Proof. In general, for any A e n(K), we have, A e Aut(AT) if and only if AT e Aut(AT*). Here is the proof: Let AT e Aut(AT*). Then A e n(K) and (AT)~X e n(K*). Hence A~x = ((AT)~X)T e n(K); so A e Aut(AT). By a duality argument we can also show that if A e Aut(AT) then AT e Aut(AT*).
To prove our theorem, it suffices to establish the "if part; the "only if part again follows by a duality argument. Now suppose that AT e Aut(AT*) and AT has an eigenvector z in int AT*. As just proved, then A e Aut(AT). Assume that A has no eigenvector in int AT. Choose a distinguished eigenvector x of A corresponding to p(A) such that dimO(x) is maximal. Since O(x) is invariant under A, its dual face in AT* (which consists of vectors in AT* orthogonal to O(x)) is invariant under AT . Hence there exists a distinguished eigenvector w of AT corresponding to, say the eigenvalue X, such that x and w are orthogonal to each other. Since z e int A'* and -w ^ AT*, replacing w by a positive multiple, if necessary, we may assume that z -w e 9 AT*. Then AT(z -w) = p(A)(z -(X/p(A)w)) e dK*, since AT e Aut(AT*) and z -w e dK* ; hence X = p(A). So z -w is also an eigenvector of AT lying in <9AT*. Hence we can also find a distinguished eigenvector y of A (in dK) which is orthogonal to z -w . The assumption that AT has an eigenvector in int AT* readily implies that the eigenvector y of A necessarily corresponds to the eigenvalue p(A). Note that since x is orthogonal to w and y is orthogonal to z-w , if y e <l>(x) then y is orthogonal to z, which cannot happen because z e int AT*. So x + y is an eigenvector of A corresponding to p(A) such that dim4>(x +y) > dim<P(x). This contradicts the maximality of dimO(x). D Theorem 5.7. Let K be a proper cone, and let A e n(K). Then A is Kirreducible if and only if the following conditions are all satisfied:
(i) 9t(4) n AT = {0} ; (ii) core(4) n int AT ^ 0 ; and (iii) The restriction of A to spancore(4) is irreducible with respect to core(4).
Proof. "Only if part: It is clear that conditions (i) and (ii) are satisfied. Since A is AT-irreducible, p(A) is a simple eigenvalue of A and A has (up to multiples) only one eigenvector lying in AT (in fact in int AT), say x . Also this vector is the only eigenvector of A lying in core(4). Thus 4|spancore(/1) has only one distinguished eigenvalue for core(4) and the index of its spectral radius is one. So the adjoint of 4|spancore(/1) has an eigenvector lying in the relative interior of the dual cone of core(4) in its own linear span; hence, by Lemma 5.6, lspancore(^) has an eigenvector lying in the relative interior of core(4). Thus the only eigenvector of A in core(4) lies in its relative interior. This establishes condition (iii).
"If part: Assume that conditions (i) and (ii) are satisfied. We contend that if A is AT-reducible, then the restriction of A to spancore(4) is reducible with respect to core(4). Let x be an eigenvector of A in dK. By condition (i), x must correspond to a nonzero distinguished eigenvector of A ; hence, x e core(4). Choose a vector y e core(4) n int AT. Then x -ay does not lie in AT, and hence also not in core(4) for any a > 0. It follows that x is an eigenvalue of A lying in rbd[core(4)]. So condition (iii) is not satisfied. G In passing, we note that in Theorem 5.7 if we replace the word "irreducible" by "primitive" (in two places) the result still holds. The corresponding result is, in fact, just a restatement of Theorem 5.5(a) <*=> (b). The point is, if A e Aut(AT) and is AT-primitive, then necessarily AT is a one-dimensional cone.
Corollary 5.8. Let K be a proper cone, and let A e n(K). Suppose that core(4) is a nonzero polyhedral cone. Then A is K-irreducible if the following conditions are all satisfied:
(i) 91(4) n AT = {0};
(ii) core(4) n int K / 0 ; and (iii) xA is a single ray. If in addition, core(4) is simplicial, then the converse also holds.
Proof. In view of Theorem 5.7, it suffices to show that 4|spancore(y4) is irreducible with respect to core(4). Assume that the contrary holds. Then 4 has an eigenvector, say x , lying in rbd[core(4)]. By Lemma 3.7 A maps the face of core(4) generated by x onto itself, and hence 4 permutes the extreme rays of this face among themselves. This contradicts the hypothesis that xA is a single cycle.
Last Part: Suppose that 4 is AT-irreducible and that core(4) is a simplicial cone. If xA is not a single cycle, then the distinguished eigenvector of 4 associated with any cycle of xA lies in rbd[core(4)], and hence by Theorem 5.7 4 is reducible, which is a contradiction. So condition (iii) (and also conditions (i) and (ii)) must be satisfied. G At the end of his paper, Pullman [Pul] also gave geometric characterization of irreducibility for a nonnegative matrix. His characterization contains condition (i) and (iii) of Corollary 5.8 (with AT replaced by R" ) and with condition (ii) replaced by the following stronger condition:
(ii)' : R" can be written as a direct sum of d coordinate subspaces each containing exactly one extreme ray of core(4) in its positive orthant.
The reason why condition (ii)' is always satisfied by an n x n irreducible nonnegative matrix 4 can now be readily seen as follows. Denote by h the index of imprimitivity of 4. Then by Corollary 4.6 the unique class of 4 splits into h noncomparable distinguished classes of Ah , and these h classes are precisely all the classes of Ah . But by Theorem 4.2(i) and the discussion after Theorem 4.7 xA is a single cycle of length h , whose rays are generated by extremal distinguished eigenvectors of Ah associated with the distinguished classes into which the unique class of 4 splits. So it is clear that condition (ii)' follows.
In [Scha 3, Proposition 1] Schaefer gave several equivalent conditions on a nonnegative matrix for its spectral radius to be an eigenvalue of index one. We shall extend this result to the setting of a linear mapping preserving a proper cone. But we need the following result, which has interest of its own.
Theorem 5.9. Let A be an n x n real matrix. The following conditions on A are equivalent: (a) 4 is nonzero, diagonalizable (over C), all eigenvalues of A are of the same moduli and p(A) is an eigenvalue of A.
(b) There exists a proper cone K such that A e Aut(AT) and A has an eigenvector in int AT.
(c) There exists a proper cone K such that A e n(K), and for any such cone K, we have, A e Aut(AT).
(d) There exists a proper cone K such that A e n(K), and for any such cone AT, we have, A e Aut(AT) and A has an eigenvector in int AT.
(e) 4 is nonzero, and there exists a proper cone K such that A/p(A) takes a complete cross-section of K onto itself.
Proof, (b) => (a): Clearly p(A) e a (A) and p(A) ^ 0. Since 4 has an eigenvector in int A", Vp(A)(A) = 1 and p(A) is the only distinguished eigenvalue of AT (for AT*). By the Perron-Schaefer condition, every eigenvalue of 4 of modulus p(A) is also of index one. It remains to show that all eigenvalues of 4 are of the same moduli. As 4 6 Aut(AT), we also have AT e Aut(AT*), and hence (AT)~X e n(K*). By the Perron-Frobenius theorem p((AT)~x) is a distinguished eigenvalue of (4 r)_1 (for AT*), and hence (p((AT)~1))~i isa distinguished eigenvalue of AT. Since AT has only one distinguished eigenvalue, necessarily, we have p(A) = (p((AT)~l))~l. But (p((AT)~l))~l is also an eigenvalue of AT of the least modulus, it follows that all eigenvalues of AT , and hence of 4 , are of the same moduli.
(a) => (c): Since 4 satisfies the Perron-Schaefer condition, there exists a proper cone AT such that 4 6 n(K). Consider one such proper cone AT. By Theorem 3.9(i) (and in its notation), there exists a sequence ((4//?(4))9i)/eN of positive powers of A/p(A) converging to F, which in this case is the identity matrix. It follows that 4 is nonsingular, and 4_1 (= lim,-_004*""1/(/,(^))*) e 7r(AT). This proves that 4 e Aut(K). AT has an eigenvector in int AT*, and by Lemma 5.6 again, 4 has an eigenvector in int AT. G
In passing, we note that Theorem 5.9 implies the observation made by Home [Hor, Theorem 3.6 and the subsequent comment] on an irreducible automorphism of a cone. Also, using [S-W, Theorem 3.6], we can show that in condition (b) of Theorem 5.9 we can replace the words "a proper cone" by "an ellipsoidal cone" (that is one which is linearly isomorphic to an ice-cream cone).
We need a new notation and a new definition in order to state our result. For a given norm x of R", we denote by || • ||T the corresponding induced matrix norm. Given a proper cone AT of R" , a norm x on R" is said to be strictly K-monotone on a linear subspace M of R" if x, y e M and 0K^xK^y, x t¿ y, implies x(x) < x(y).
Theorem 5.10. Let K be a proper cone of R" , and let A e n(K) be such that p(A) > 0. Denote by M the direct sum of the (real) generalized eigenspaces of A corresponding to eigenvalues in its peripheral spectrum. Consider the following conditions:
(a) 4 is an automorphism of the cone M n AT when restricted to its linear span.
(b) ||4||T = x(A) for some norm x of Rn which is strictly K-monotone on M. For any complex matrix 4, it is known that conditions (c), (d) and (e) are equivalent: the equivalence of (d) and (e) follows from a consideration of the asymptotic behaviour of the powers of the Jordan form of 4 ; that (c) and (e) are equivalent follows from [Dok, Theorem 5] , where two more equivalent conditions are also given. (See also [Els 1, Theorem 3.2].) In the present case when 4 is a cone-preserving map, by the Perron-Schaefer condition, (f) is another equivalent condition. That (b) => (c) holds is obvious.
(e) =>■ (b): We first consider the special case when each eigenvalue of 4 is unimodular. By Theorem 5.9 and Lemma 5.6 4 6 Aut(AT) and AT has an eigenvector in int AT*. By a similarity transformation, we may assume that 4 is in real canonical form with an identity matrix put in the left top corner. We may also assume that e\ e int AT*. Then C -{x e AT: (x, e\) = 1} is a complete, compact cross-section of AT. Choose a > 0 sufficiently large, so that C is included in the compact convex set {(l,^,...,yrel":a^ (T,"=2 ¿;2)1/2} .
Let AT be the proper cone of R" generated by C. Define a norm x on R" by t((£i , ... , £n)T) = (a2Zj + E/"=2^2)1/2 • lt is straightforward to check that the norm x is strictly AT-monotone (on R"), and hence strictly AT-monotone, as AT 2 AT. Furthermore, 4 is an isometry with respect to x, and hence we have Now consider the general case. We may assume that 4 is of the form A\ © 42, where each eigenvalue of A\ is unimodular and p(A2) < 1. Denote the coordinate subspace of R" corresponding to the blocks 4, of 4 by W,-, i = 1,2. Then M = Wx , and (noting that by Theorem 3.9 M = span(Af n AT)) from the first part of our proof there exists a norm t\ of W\ which is strictly (M n AT)-monotone such that ||4||Tl = 1 . Since p(A\) < 1, there also exists a norm x2 of W2 such that ||42||T2 < 1 (see, for instance, [Dok, Lemma 4] ). For any vector x = Xi + X2 € R" , with Xi e W\ and x2eW2, define t(x) to be [tj(xi)2 + x2(x2)2]1!2. It is clear that the norm x satisfies condition (b).
(e) =>■ (a): It is clear that 4(Af GAT) ç Mf)K. Since condition (e) is satisfied, by Theorem 5.9 A is an automorphism of A7DAT when restricted to its linear span.
Now we establish (a) => (f) under the additional hypothesis that AT is polyhedral. Assume to the contrary that 1 (= p(A)) is an eigenvalue of 4 of index ^ 2. Since AT is polyhedral, by [Tam 1, Theorem 7 .5], the generalized eigenspace of 4 corresponding to 1 has a basis consisted of vectors in AT. So, in particular, K contains a generalized eigenvector of 4 corresponding to 1 that is of order ^ 2. Clearly, this vector belongs to Af n AT. Now M n AT is a polyhedral cone and by condition (a) 4 is an automorphism of M n AT when restricted to its linear span; so according to Corollary 3.5 4 cannot have a generalized eigenvector of order ^ 2 lying in Af n AT. Thus we arrive at a contradiction. G It is illuminating to compare our Theorem 3.9(h) and Theorem 5.10(a) with [Gro, Proposition 2.1(a)]. Also note that the lemma of [V-L] follows readily from our results.
By Theorem 5.10 it is clear that when AT is a polyhedral cone and 4 e n(K) the conditions (a)-(f) as given there are equivalent. In his paper [Scha 3, Proposition 1] Schaefer also gave the same set of equivalent conditions for a nonnegative matrix except that R" is replaced by C" (which we could also have done) and that condition (a) is replaced by the following:
(a)' Af has a basis, consisting of nonnegative vectors, on which A/p(A) acts as a permutation.
We now explain why in the case of a nonnegative matrix 4 condition (a)' is also another equivalent condition. First, suppose that the equivalent conditions of our theorem are satisfied. Denote by d the order of the permutation induced by 4 on the extreme rays of Af n R" . Then from the last part of the proof the above theorem, 4d|span(Mnr.) is the identity map (assuming again p(A) = 1 for simplicity). But since v\(A) = 1, by Theorem 3.9(h) span(Af n AT) = Af ; thus Af ç 91(7 -Ad). A consideration of the dth power of the Jordan form of 4 shows that if x is an eigenvector of Ad corresponding to 1, then x belongs to the direct sum of eigenspaces of 4 corresponding to eigenvalues which are dXb roots of unity. Hence we have 91(7 -Ad) ç Af and so the equality holds. By the Frobenius-Victory Theorem, 91(7 -Ad) n R" is a simplicial cone, and by condition (a) 4 permutes the extreme rays of this cone. But Ad\M is the identity map, so we can choose a basis for Af which consists of extreme vectors of this simplicial cone in such a way that 4 acts as a permutation on the basis vectors. Now suppose that condition (a)' is satisfied. Let d be the order of the permutation A/p(A) acts on the said basis of M. Then (A/p(A))d\\f is the identity map. Hence, Af cannot contain a generalized eigenvector of 4 corresponding to p(A) of order ^ 2. It follows that condition (f) is satisfied.
A final remark about Theorem 5.10 is in order. We know that condition (a) does not imply the equivalent conditions (b)-(f), even when core(4) or Af n AT is a simplicial cone. As a counterexample, consider the cone AT and the matrix 4 given in Example 3.7] . It is not difficult to show that in this case core(4) and Af n AT are both equal to the single ray generated by the eigenvector (1, 0, 0)r. So condition (a) is satisfied. However, the index of p(A) (=1) as an eigenvalue of A is two.
6. Examples and a further result Example 6.1. Consider the ice-cream cone AT = {(^ , £2, ^3)r e R": 2¿Tj¿;3 £ 2> £1> £3 = 0}, whose axis of rotation is generated by the vector (1,0, l)r. The cross-section of AT by the hyperplane £3 = 1 is the convex set C bounded by the parabola 2Ç\ = Ç2, £3 = 1 . Note that this cross-section meets every ray of AT except the one generated by the vector (1, 0, 0)T . Let 4 be the 3x3 matrix '1 1 1/2' 0 1 1 0 0 1 By direct calculations, we have, A(Z}/2,t\, l)r = ((£+l)2/2,£+l, \)T for any real number i.
Hence 4 maps the above-mentioned parabola onto itself. Since C is the convex hull of this parabola, it follows that 4 maps C onto itself, and hence 4 e Aut(AT). (The ray generated by (1,0, 0)r is fixed by 4.) In other words, core a: (4) is AT itself. On the other hand, one can check directly, or by the Rothblum Index Theorem (see [Rot, Theorem 3 .1(2)]), that 4 is similar to an elementary Jordan matrix of order three corresponding to the eigenvalue 1. It follows that for any nonzero vector y e K, we have, lim,_004'y/||4,y|| = (1, 0, 0)r . So, without additional assumptions, the converse part of Theorem 5.4 does not hold. Clearly AT contains generalized eigenvectors of 4 of order 2 . So Corollary 3.4 is not valid if the polyhedrality assumption on core (4) is dropped. Now consider the proper cone AT = {(¿Tj , t\2, £3)r e R+ : 2Ç\Ç3 ^ ¿;2} , i.e. half of an ice-cream cone. Let C denote the cross-section of K by the hyperplane £3 = 1 . Take the same matrix A as above. One can readily show that AC ç C and that f|^i A'C is the empty set. It follows that 4 e n(K) and core~(4) is the single ray generated by the vector (1,0, 0)T . (Note that coreR3 (A) is also a single ray, according to Corollary 4.3.) So even for the same cone-preserving map, for different cones, the corresponding cores can be quite different in nature.
Example 6.2. Let a be a real number such that 0 < a < 1/2. Let C be the convex set in R2 with extreme points (k, ak~x)T , k = 0, ±1, ±2, ... . Then the recession cone of C is given by O+C = pos{(l,0)7\(0, \)T).
Let Co be the unbounded closed convex set in R2 given by: Co = {x € R2 : x = xi + x2 for some Xi econv{(0,0)r, (k, ak-x)T, k = -1, -2, ...} andx2eO+C}.
Then as can be readily seen, (0, 0)T and (k, ak~x)T, k = -1, -2, ... , are precisely the extreme points of Co and also Co and C have the same recession cone. Let K be the proper cone of R3 that arises from C in the standard way; that is, K = Ja^M: xeC,A^ojupos{(0, l,0)r, (0,0, l)r}.
Also let AT be the proper cone of R3 that arises from Co in the standard way. Let 1 0 0' 4= 1 1 0 0 0 a By direct calculations, we can show that 4A" is the proper cone of R3 that arises from C\ in the standard way, where C\ is the closed convex set in R2 with extreme points (l,0)r, (k,ak~x)T, k = 0, -1, -2, ... , and with the same recession cone as that of Co . It is easily seen that C\ ç Co , so 4 e n(K). More generally, for i = 1, 2, ... , A'K is the proper cone that arises from C, in the standard way, where C, is the closed convex set in R2 with extreme points (i, 0)T , (k, ak~x)T, k = i -I, i -2, ... , and again with the same recession cone as that of Co . It is not difficult to see that Hitlo Ck = C. Hence, we have, core^(a) = K. Note that in this example core/r(A) has infinitely many extreme rays in int AT. So the conclusion of Theorem 3.17 does not hold here. Note also that a is a nonzero distinguished eigenvalue of 4 for AT, different from 1, but core¡c(A) is an indecomposable cone. So in Corollary 3.3(i) the polyhedrality assumption on core(4) is also indispensable.
Let AT be a proper cone of R", and let 4 e n(K). By Remark 3.10 it is clear that if y is a nonzero vector in AT such that for some 0 ^ x e K, some subsequence of (Akx/\\Akx\\)k£-H converges to y/||y|| (where ||-|| is some norm of R"), then y belongs to core¡((A). A careful examination of the proof given by Birkhoff [Bir] of the Perron-Schaefer condition for a cone-preserving map will reveal that the set of all such vectors y is, in fact, included in Ua(^a n K) where the union is taken over all nonzero distinguished eigenvalues A of 4 and Wx denotes the direct sum of all (real) eigenspaces of 4 corresponding to eigenvalues with modulus equal to A, our next result will strengthen this observation.
Theorem 6.3. Let K be a proper cone in R", and let A e n(K). For each nonzero distinguished eigenvalue X of A, denote by Wx the direct sum of all (real) eigenspaces of A corresponding to eigenvalues with modulus equal to X. For each positive integer k, let Dk have the same meaning as in Lemma 3.1. Then \J°1X D¡ ç 0(U¿ n AT) ç core(4), where the direct sum is taken over all nonzero distinguished eigenvalues X of A. When core(A) is polyhedral, the inclusions become equalities.
Proof. For each nonzero distinguished eigenvalue A of 4 , clearly, A(WxHK) ç Wx n K. So by Theorem 5.9 4 takes Wx n AT onto itself; hence, we have, 0(lf¿ G AT) ç core(4). Let p be a nonzero distinguished eigenvalue of 4', where i is a positive integer. Then by Lemma 3.6 if A is the positive z'th root of p, then A is a distinguished eigenvalue of A . But by considering the z'th power of the Jordan form of 4 , we obtain 9I(/i7 -A') ç Wx . It follows that we have the inclusion (J/^i A Ç 0(H^ n AT), where the direct sum is taken over all nonzero distinguished eigenvalues A of 4 . If AT is polyhedral, then by Theorem 3.2 and Lemma 3.1(iv), we have, core(4) = \J°1X D¡ ; hence the inclusions become equalities. G In general, the inclusions in the above theorem cannot be replaced by equalities. Choose AT to be the 3-dimensional ice-cream cone, and let 4 be a rotation about its axis through an angle which is not a rational multiple of n. Then Ujt=i^t ^ 0(^ n K) ■ Example 6.1 shows that the inclusion 0(1^ n K) ç core(4) can be strict. Also note that for each positive integer k, the set for Ak corresponding to @(WX n AT) is the same as that for 4 ; this follows from Lemma 3.6 (and [L-T, Theorem 9.4.7]). So one does not obtain a set included in core(4) which is larger than 0(l^nAT) by taking into account all the positive powers of 4 .
In view of Examples 6.1, 6.2 and Theorem 6.3 one might wonder whether coreA:(4) is always included in the direct sum of the (real) generalized eigenspaces of 4 corresponding to eigenvalues with modulus equal to some nonzero distinguished eigenvalues. It is not hard to see that this is false. As a counterexample, take AT to be the 3-dimensional ice-cream cone {(£i, £2, £3)r: (Ç2 + £2)1/2 _ £3} and take 4 to be the matrix that satisfies
(This example is borrowed from [Hor, Example 5.5] .) One can check that in this case A e Aut(AT), and that 4 has distinct positive eigenvalues X\,2,X2, arranged in decreasing order. Furthermore, the eigenvalues X{ and A2 are both distinguished eigenvalues of 4 for AT, but not the eigenvalue 2. So it is clear that the above-mentioned conjecture is wrong. A major problem in concern with the core of a cone-preserving map certainly is, to describe vectors in coreA;(4) in terms of 4 and AT. Also, we are interested in finding equivalent conditions for core a; (4) to be polyhedral or simplicial, because as we have shown in §3 many interesting results about cone-preserving maps hold under one of these conditions as a basic assumption. However, in view of the example given in this section, these problems seem intractable in the general case. In order to have any further fruitful investigations, we modify our problems slightly as follow: Given an n x n real matrix 4 that satisfies the Perron-Schaefer condition, find an equivalent condition on 4 for which there exists a proper cone AT such that 4 e n(K) and coreK(A) is polyhedral or simplicial. We shall solve these problems completely in the next section. 
]).
We shall need the following result, which has interest of its own. We use Jk(X) to denote the kxk upper triangular elementary Jordan matrix that corresponds to the eigenvalue A.
Theorem 7.1. Let K be a proper cone of R" , and let A e n(K) with p(A) > 0. Denote up(A)(A) by v. Then we have the following.
(i) There is a subsequence of ((v -\)\Ak/[p(A)k~v+xkv~x])km which converges to Yjx^Ï~{) ' wnere the summation runs through all eigenvalues X in the peripheral spectrum of A with the same index as that of p(A). Hence (¿ZxE(rl))W^n(K).
(ii) Let M denote the intersection of R" with @k[(XI -Af-lm((XI -A)")], where X runs through the same set of eigenvalues as that described in the sum appearing in part (i). Then M = span(Af n AT) and Af n AT ç core(4). Proof, (i): Let F be a nonsingular matrix such that P~XAP is a Jordan form of 4 , which we denote by / . Suppose that J = 0^=1 Jmj(^j) • Rearranging the blocks of J , if necessary, we may assume that the blocks which correspond to eigenvalues in the peripheral spectrum of 4 and are of order v are among the first h (_ r) blocks. For large values of k, the dominant entries of Jk occur within the first h blocks and are exactly at their right upper corners. For the jth block, 1 ^ y _ A, this entry is (jL{)Xk~v+l, which is of the same order of approximation as
where Q¡ satisfies X. = p(A)e'e'. By letting k goes to +oo through a suitable increasing sequence of natural numbers, we can obtain e,<-k~v+^eJ -► 1 for j = I, ... , h . (Refer to the proof of Theorem 3.9(i).) Hence, if we multiply Ak by (v -\)\/(kv~xp(A)k~v+x), and letting k go to oo through the abovementioned sequence of natural numbers, our sequence of matrices will tend to Ylj=\ Ef~ (m the space of n x n complex matrices). Because AT is a closed cone, it is clear that (£*=1 FJl'"1))|Rn e n(K).
(ii): As is well known the range space of d^^i"-'')!»" is equal to Af, where Af is as given, and the summation is taken over all A as described in the statement of (i). Since AT is a full cone of R" , (V^ E¿ )K is a full cone of Af. But (£xEx~l))K QMf\K,iX follows that we have span(Af n A") = Af. By Theorem 5.9 it is clear that 4(Af n AT) = M n AT. So we also have Af n AT c core(4). G
We note, in passing, that the subspace Af considered in Theorem 7.1(h) can also be described as the direct sum of all subspaces of the form
where A, a+ib (a, b e R, b / 0) are respectively real and nonreal eigenvalues in the peripheral spectrum of 4 with the same index as that of p(A).
The following result extends our previous Corollary 3.11.
Corollary 7.2. Let K be a proper cone of R" , and let A e n(K). If core(4) is polyhedral, then every eigenvalue in the peripheral spectrum of A with the same index as that of p(A) is equal to p(A) times a root of unity. Proof. Let p be an eigenvalue in the peripheral spectrum of 4 with the same index as that of p(A). Let Af denote the subspace
where the direct sum is taken over all eigenvalues A in the peripheral spectrum of 4 with the same index as that of p(A). Then p is in the peripheral spectrum of A\m , and hence also in that of 4|span(C0re(^)), in view of Theorem 7.1(h).
But core(4) is polyhedral, so by [B-T, Theorem 2] p must be equal to p(A) times a root of unity. G
We shall show that the condition given in Corollary 7.2 is, in fact, an equivalent condition for the existence of a proper cone K invariant under 4 (which satisfies the Perron-Schaefer condition) such that coreK(A) is polyhedral. To establish the reversed direction, we need a sequence of lemmas. Lemma 7.3. Let A be an nxn real matrix. Let K[ and K2 be closed, pointed cones of R" both invariant under A .
(i) If coreKl(A)n(-coreK2(A)) = {0} and span AT, GspanAT209^(4^) = {0}, then ATi n (-AT2) = {0}.
(ii) If K\f) (-K2) = {0} then K\ + K2 is a closed, pointed cone, and we have
Proof, (i): Assume to the contrary that there exists a nonzero vector x e K\C\ (-K2). Let u be the limit of some convergent subsequence of the sequence (4'x/||4!x||),eN • (Note that by our hypothesis A'x ^ 0 for all i.) Then using Remark 3.10, we infer that the nonzero vector u belongs to core¡c¡(A) n (-core/f2(4)), which contradicts our hypothesis.
(ii): It is straightforward to verify the pointedness of the cone AT! + AT2 ; by [Roc, Corollary 9.1.2] its closedness also follows.
The inclusion coreKt+K2(A) ¡2 core/¡;,(4) + core*-.,(4) is obvious. To prove the reversed inclusion, let z e coreK,+K2(A). Then for each positive integer z, there exist vectors x,(1) e 4'ATi and xf} e A'K2 such that z = xjl) + xf]. By a compactness argument, we can readily show that the sequences (x0))ieN and (x\ ')ien are both bounded. Let (.x^1'),-^ and (x^),-Gn be convergent subsequences with limits y\ and y2 respectively. Then z = y{ + y2. But by Remark 3.10, we have, y, e core^A), i = 1, 2 ; so the desired reversed inclusion follows. G Lemma 7.4. Let ATi and K2 be proper cones in possibly different euclidean spaces. Let A\ e n(K\) and A2 e n(K2), each with spectral radius equal to one. Suppose that for each X e a(A\) n a(A2), the geometric multiplicities of A as an eigenvalue of A\ or of A2 are both equal to one. Also assume that i(hispancorete)) = 1 • Then there exists a rank-one matrix yzT such that the matrix ' A\ yzT0 42 belongs to n(K\ x AT2), its core relative to K\ x AT2 is coreKx(A\) x {0}, and the geometric multiplicity of each A in o(A\) no(A2) as an eigenvalue of this matrix is equal to one. Proof. Suppose that the given cones ATj and AT2 he in the euclidean spaces R"1 and R"2 respectively. Choose a vector y from intATi that does not belong to U^[9i(4i -pi) nl"1], where the union is taken over p in a(A\) n a(A2), and the range spaces are taken over C"1 . Also choose a vector z from intATj* that does not belong to the union of the orthogonal complements (in R"2 ) of eigenspaces of 42 corresponding to real eigenvalues, or of real eigenspaces of 42 corresponding to conjugate pairs of nonreal complex eigenvalues in a(A\) n a(A2). Now, let 4 be the matrix ' A\ yzT0
•
We are going to show that this matrix possesses the desired properties. It is straightforward to check that 4 6 7t(ATi x AT2). Let A e a(A\) n o(A2), and let ["] , where u e C1 and v e C"2, be a corresponding eigenvector of 4 . We contend that v = 0. Once this is proved, we would obtain u e 91(41 -A7) ; but the nullity of A\ -XI is one, hence so is 4 -A7. By direct calculations, we have (A\ -XI)u + (zTv)y = 0 and (42 -XI)v = 0. By our choice of y , clearly zTv = 0. If v is nonzero, then the real vector z will be orthogonal to the 1-dimensional subspace 9l(42 -A7) of C" , and hence to 9l(42 -A7) n R"2 if A is real, or to the (2-dimensional) real eigenspace corresponding to the conjugate pair A, X if A is nonreal, in contrary to our choice of z. This proves our contention. Now, we are going to prove that core#lXK2(4) = corejt, (4i) fe-1 = ^(z,y,+,)x.
1=0
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Since 1 (= p(A2)) is an eigenvalue of 42|spancore(/i2) of index one, by [Dok, The- orem 5] there exists some norm x of spancore(42) suchthat ||42|spanCore(^2)llT = 1, where || • ||T is the corresponding induced matrix norm. So, for each positive integer i, x(v) <, l^lspancore^ll^y,) = x(y¡). Let Ç = min{(z, w): w e corek2(A2) , x(w) = x(v)} . Then, for each positive integer k, we have, u>K> ¿Jilo ^x = k!,x. For this to happen, necessarily, Ç = 0. But z 6 intATj , it follows that v = 0. Now it is also clear that u e core(4i). This shows that core(4) ç core^) x {0}, and hence the equality holds. The proof is complete. G
For convenience, we shall use e¡ to denote the vector of R" with 1 at its z'th entry and 0 elsewhere. Lemma 7.5. For any positive integer s and any rxr real matrix B with p(B) < 1 (where B may be an empty matrix), there exists a proper polyhedral cone AT of Rr+S such that Js(\) © B e n(K) and core*-(7,(l) © B) is a single ray generated by the unique distinguished eigenvector of Js(l) © B corresponding to the eigenvalue 1.
Proof. If B is an empty matrix, we choose AT to be R+ . Then clearly 7,(1) e n(K) and by Corollary 4.3 cores-(7,(l)) is a single ray. So, henceforth, we assume that r is a positive integer. We first deal with the case when 5=1. Let C = conv^F^'
: 1 g i g r, ; = 0, 1, 2,...} . As p(B) < 1, we have lirn/^oo BJ= 0. So, for j sufficiently large, the points ±Bje^ , 1 5Í z ^ r, ail belong to the interior of the convex set conv{±e;-' : I £ i < r}. It follows that C is a symmetric polytope, with nonempty interior, and is invariant under B ;
in fact, f)JL0BJC = {0}. Let A^ be the closed cone of Rr+1 that arises from C in the standard way. Then it is clear that ATi is a proper polyhedral cone, 7,(1)©F e 7t(AT0 and coreKl(J{(\) © B) = ray(é>[+1). Furthermore, e\r+l) is the unique distinguished eigenvector of /[ ( 1 ) © B (corresponding to 1 ) in ATi . Now consider the case when s > 1 . Denote by W the coordinate subspace of Rr+S corresponding to the block B of JS(\)®B.
From the first part of our proof, there exists a proper polyhedral cone AT! of span{ejr+î)} © W invariant under 7,(1)© B such that coreK¡(Js(\) ® B) = ray(e(xr+s)). Let AT2 be the nonnegative orthant of the coordinate subspace corresponding to the first block of .7,(1) © B. Then K2 is invariant under 7,(1) © B, and by Corollary 4.3 core/î:2(72(l)©F) = ray(e¡r+í)). Now take AT = AT, +AT2. Clearly AT is invariant under 4. Furthermore, by Lemma 7.3 it is not difficult to see that A" is a proper cone of Rr+S and also that cores;(7,(1) © B) is equal to ray(e|r+i)).
For any real number 9 , let Rg denote the 2x2 rotation matrix cos 9 sin 9' -sin 9 cos 9
If m is a positive integer and A is a k x k matrix, we use 7m (4) if s > r, or a 3-dimensional cone that contains e\ r) in its relative interior if s -r. In case s = r, if C is any proper cone of the direct sum of the (real) eigenspaces of 7r(l) ® Jr(Rg) that contains e(xr) in its relative interior, then the cone K can also be constructed in such a way that core/i:(7r(l) © Jr(R$)) ç C. If, in addition, 9 is a rational multiple of n, then K can always be chosen to be polyhedral.
Proof. We first treat the case when s = r. It is clear that the (euclidean) unit disc D of R2 is mapped onto itself under the matrix Re . Let AT] be the closed, pointed cone that arises from D in the standard way. Then AT! is a proper cone of R3 and 7i(l) © J\(Re) [= (1) © Re] e Aut(ATi) ; hence our assertion holds for r -1. For r > 1, using Lemma 7.4 repeatedly, we can find an upper block triangular matrix T with r block equal to ( 1 ) © Rg along its main diagonal, which leaves invariant the cone AT] x • • ■ x AT] (r times) and is such that its core relative to this cone is equal to ATi x {0} x • • • x {0} ({0}, occurring r -1 times). Furthermore, by the same lemma, T is similar to 7r(l) © Jr(Re) ■ It is clear that the corrdinate subspace of R3r corresponding to the first block of T is equal to the direct sum of the (real) eigenspaces of T, and that core(F) contains the (unique) eigenvector of T corresponding to 1 (namely, e\ r)) in its relative interior. Hence, we can find a proper cone Kr of Rir invariant under Jr(\) <B Jr(Re) suchthat corejçr(7r(l) © Jr(Re)) is included in the direct sum of the (real) eigenspaces of 7r(l) © Jr(Re) and contains the vector e{3r) in its relative interior. In the above construction of ATr, by replacing the unit disc D by aD for some suitable positive scalar a, we can also ensure that corejcr(7r(l) © Jr(Re)) is included in any given cone C with the properties given in the lemma. Now consider the case when s > r. From the first part of our proof, there exists a proper cone Kr of R3r invariant under 7f(l) © Jr(Re) such that 1 is a simple eigenvalue of the restriction of this matrix to its core (relative to ATr). By Lemma 7.4 we can find a rank-one matrix yzT such that the matrix ■/,_r(l) yzT 0 Jr(i) (B Jr(Re)_ is similar to 7,(1) © Jr(Re), and leaves invariant the cone R+~r x ATr, and that its core relative to this cone is equal to ray(ej r+s'). So the existence of the desired proper invariant cone for 7,(1) © Jr(Re) follows.
Finally, suppose in addition that 9 is a rational multiple of n. Then 9 is an «th root of unity for some positive integer n . In this case, we modify our above construction of the proper cone AT by working with the polygon Cn -conv{(cos2/c7r/«, sin2kn/n)T: k = 0,l,...,n-l} (or its suitable positive multiple) instead of the unit disc D. The resulting cone AT obtained thus is always polyhedral. G Remark 1.1. In Lemma 7.6 if we replace Jr(Re) by 7r(-l), the corresponding result still holds, subject to the following slight changes: R2r+1, e(x2r+s) are replaced by Rr+S and e[r+s) respectively, corejf (7,(l) 
is a 2-dimensional cone in case r = s, and AT can always be chosen to be polyhedral. The proof is similar.
Theorem 7.8. Let A be an n x n real matrix. Then there exists a proper cone K such that A e n(K) and corex(A) is polyhedral if and only if A satisfies the Perron-Schaefer condition and every eigenvalue in the peripheral spectrum of A with the same index as that of p(A) is equal to p(A) times a root of unity. Proof. The "only if part follows from Corollary 7.2.
"If part: We may assume that 4 is in real canonical form. If p(A) -0, simply take AT to be R" . So we need only consider the case when p(A) > 0. By normalizing 4 , we may assume that p(A) = 1. For simplicity, write v\(A) as v . We may assume that the first p (^ 1) blocks of 4 all correspond to the eigenvalue 1 and with the first block of order v , each of the next q (i; 0) blocks is either of order v and corresponds to the eigenvalue -1 or is of order 2v and corresponds to a pair of conjugate unimodular complex eigenvalues, each of the next further r (^ 0) blocks is either of order less than v and corresponds to the eigenvalue -1 or is of order less than 2v and corresponds to a pair of conjugate unimodular complex eigenvalues, and the remaining 5 {>. 0) blocks correspond to eigenvalues with modulus less than one. Write R" as 0y=1 W¡, where t = p + q + r + 1, W¡ is the coordinate subspace corresponding to the ;'th block for 1 Ú j ^ p + q + r, and W, is the direct sum of the coordinate subspaces corresponding to the last s blocks (which, of course, may not exist).
For each j, 2 ^ j ^ p , choose AT, to be the nonnegative orthant of W¡. Then since A\w¡ can be represented by 7^(1) for some k (depending on 7), by Corollary 4.3, the core of A\w¡ relative to K¡ is a single ray.
Consider any j, p + 1 ^ j 5T p + q . Then the restriction of 4 to W\@ Wj is similar either to 7"(1) © 7"(7?e) for some real number 9 not an integral multiple of n, or to 7"(1) © 7"(-l).
In the former case, since the index of e'e as an eigenvalue of 4 is v , according to our hypothesis e'e is a root of unity. So by Lemma 7.6 we can find a proper polyhedral cone K¡ of W\ © W} invariant under 4 such that cores-;(4) contains the eigenvector e" , and is a 3-dimensional cone included in the direct sum of the (real) eigenspaces of A\wx®Wj ■ In the latter case, by Remark 7.7 we can also find a proper polyhedral cone AT, of W\ © Wj invariant under A such that core£-y(4) contains ex , and is a 2-dimensional cone included in the direct sum of the eigenspaces of A\w¡®Wj ■ Consider any j,p + q+l^j^p + q + r. Then 4|w/¡e^ is similar either to 7,(1) © Jm(Re) or to 7"(1) © 7m(-l) for some real number 9 which is not an integral multiple of n , and some positive integer m < v . In either case, by applying Lemma 7.6 or Remark 7.7, we can find a proper cone AT, of W\ © W¡ invariant under 4 suchthat cores-, (4) equals ray^j"').
Finally, by Lemma 7.5 we can also find a proper polyhedral cone AT, of W\ © Wt (where t = p + q + r + 1) invariant under 4 such that corejf;.(4) equals ray^j"').
Now take AT to be the cone 0^=2K¡ © (Kp+i + Kp+2 + ■■■ + Kp+q+r+l). Clearly AT is a full cone of R" invariant under 4. Note that, for any j, p+\^.j^p + q + r,vie have,
By repeated applications of Lemma 7.3 it follows that Kp+i H-hKp+q+r+\ is a closed, pointed cone invariant under 4 such that the core of 4 relative to this cone equals the sum of the polyhedral cones cores;,(4), p+1 ^ j ^ p+q+r+1. But cores:(4) is the direct sum of the rays cores-, (4), 2 5T j ^ p , and the core of 4 relative to ATP+1 + ■ • ■ + Kp+q+r+i , hence it is polyhedral. The proof is complete. G Theorem 7.9. Let A be an nxn real matrix. Then there exists a proper polyhedral cone K such that A e n(K) if and only if A satisfies the Perron-Schaefer condition, and every eigenvalue in the peripheral spectrum of A is equal to p(A) times a root of unity. Proof. The "only if part follows readily from Theorem 7.1(h), because we always have cores: (4) D Af DAT, span(Af n AT) = Af (where M denotes the linear subspace as given in Theorem 7.1) and dim Af is equal to the number of Jordan blocks of 4 of order vp(A)(A) corresponding to the eigenvalues in its peripheral spectrum. "If part: There is no loss of generality in assuming that p(A) = 1. We apply the construction given in the "if part of the proof of Theorem 7.8. In this case q = 0. If 4 does not have blocks of order less than v corresponding to 1, then p = 1 and our construction will yield a proper cone K of R" invariant under 4 such that cores-(4) = ray(e["*), and we are done. Otherwise, for each j, 2 ^ 7 = F > as we are going to show, it is possible to construct a proper cone Kj of W\ © Wj invariant under 4 such that core-(4) = ray(e,(,!)). For each j, instead of taking AT, to be the nonnegative orthant of W¡ as in the original construction, we take ATy to be this K¡. Then our method still works.
Consider any fixed ;', 2 S= /^p. Clearly A\w^Wj is similar to 7^(1)07^(1) for some positive integer k = k(j) < v . For each positive integer /, 1 ^ / ^ k, let F/ denote the cone generated by e\"+ ', e^¡ ' + el'/+ ' and the images of the sum of the cones F,, 1 ú l Ú k , and the cone pos{e{"+k), e(2v+k),..., eiu+k)}.
Since et+k),..., ei"+k), e^k) + e{rk),..., e(^k) + ei"+k) form a basis of R"+k , clearly C¡ is a full cone of R"+k . An application of Lemma 7.3 shows that Cj is in fact a proper cone of R"+k invariant under 7"(1)©7Í:(1) suchthat corec/(7"(l)©7Jt(l)) = ray(e,(,y+fc)). Since A\Wi@Wj is similar to 7,(1) © Jk(\), the desired cone K¡ clearly exists. The proof is complete. G
In [Sehn 1, Corollary 5.3] Schneider showed that if 4 g n(K) then AT contains at least p linearly independent eigenvectors of 4 corresponding to p(A), where p is the number of Jordan blocks of 4 of order vP(A)(A). Our next result implies that this lower bound for the number of linearly independent eigenvectors is best possible.
Theorem 7.11. Let A bean nxn real matrix that satisfies the Perron-Schaefer condition. Let p be the number of blocks in the Jordan form of A of maximal order that correspond to p(A). Then for each positive integer k, p Ú k d im91(/?(4)7-4), there exists a proper cone K ofW such that A e n(K) and yt(p(A)I -A) n AT is a cone of dimension k. Proof. When p(A) > 0, the desired cone AT can be constructed by the method given in the proofs of the "if part of Theorems 7.8 and 7.10. Now consider the case when p(A) = 0. We may assume that 4 is in Jordan canonical form. It suffices to show that if A has exactly one block of maximal order then we can construct a proper cone AT invariant under 4 such that 91(4) n AT is of dimension 1. (The general case then follows by a direct sum argument.) Suppose that the first block of 4 is of maximal order, say of order v . It is straightforward to verify that the vectors e\n^, ... , e^ , e("lx + ef*, 4+2 + ein), ... , ein) + eln) form a basis of R" . Let K be the cone generated by these basis vectors together with their images under the action of all positive powers of 4. Since 4 is nilpotent, clearly AT (being finitely generated) is polyhedral. AT is also pointed, because AT ç R+. Thus AT is a proper cone of R" , invariant under 4 . Also, it is not difficult to show that 91(4) n AT = ray(e{B)). a Now we treat the question of determining a necessary and sufficient condition on an nxn real matrix 4 for which there exists a proper cone AT of R" such that 4 e 7i(K) and cores:(4) is a nonzero simplicial cone. As we shall see, in this case, our equivalent condition depends not only on eigenvalues in the peripheral spectrum of 4 with the same index as that of p(A), but also on other eigenvalues in the peripheral spectrum. Just for convenience, we normalize our matrix 4 and assume that p(A) = 1 . Theorem 7.12. Let A be an nxn real matrix with p(A) = 1 that satisfies the Perron-Schaefer condition. Let S be the multi-set of eigenvalues in the peripheral spectrum of A with index equal to v\(A), the multiplicity of each number being equal to the number of corresponding blocks in the Jordan form of A of order v\(A). Let T be the multi-set of eigenvalues in the peripheral spectrum of A for which there are corresponding blocks in the Jordan form of A of order less than v\(A), the multiplicity of each number being equal to the number of such blocks. For each positive integer m, denote by Zm the set of all mth roots of unity. Then there exists a proper cone K in Rn such that A e n(K) and cores-(4) is a simplicial cone if and only if there is a (possibly empty) multi-subset T of T such that the multi-set union of S and T is the same as the multi-set union of certain Zm 's.
Before we come to the proof, an example is in order. Let 4 be a 7x7 real matrix whose Jordan form is 72 ( 1 ) © J\ ( 1 ) © 72 ( -1 ) © 72 ( -1 ). In the notation of our theorem, the multi-sets S and T in this case are respectively {1, -1, -1} and {1}. So their multi-set union is {1, 1,-1,-1} which is the same as the multi-set union of Z2 and Z2. According to our theorem, there exists a proper cone AT of R7 such that A e n(K) and cores-(4) is a simplicial cone.
Proof of Theorem 7.12. "Only if part: Suppose that there exists a proper cone AT in R" such that 4 e n(K) and cores-(4) is a simplicial cone. Denote by Af the intersection of R" with the subspace 0A[(A7 -4),/-'9l((A7 -A)")], where the direct sum runs through all unimodular eigenvalues of 4 with index v = v\(A). Then by Theorem 7.1(h) M = span(Af n cores-(4)). Since A\m is diagonalizable, all eigenvalues of A\m are of modulus one and 1 is an eigenvalue of A\m , by Theorem 5.9 (a) =>■ (d) 4 has an eigenvector in relint(Af Gcore(4)), say x, corresponding to the eigenvalue 1. For any subset S of core(4), denote by 0(5) the face of core(4) generated by 5. Then ô(Af n core(4)) = 5>(x) and is an 4-invariant face of core(4), because x is an eigenvector of 4 ; hence by Lemma 3.7, 4(<P(Af ncore(4)) = <P(Af ncore(4)).
For convenience, denote the restriction of 4 to span[Ô(Af n core(4))] by B. Note that x also lies in relint <ï>(Af n core(4)), so by Theorem 5.9 (b) => (a), B is diagonalizable, and all of its eigenvalues are of modulus one. Hence the spectrum of B (as a multiset) is included in the union of the multi-sets 5 and T (which is in fact the multi-set of all eigenvalues in the peripheral spectrum of 4, the multiplicity of each number being equal to its geometric multiplicity as an eigenvalue of 4). Note also that the spectrum of B includes the spectrum of A\m (as Af = span(Af ncore(4))), and that the latter spectrum is in turn equal to the multi-set 5. On the other hand, as a face of the simplicial cone core(4), ¿(Af ncore(4)) is itself a simplicial cone. Since B takes this latter cone onto itself and the eigenvalues of B are all of modulus one, it follows that B is similar to a direct sum of nonnegative monomial matrices, each of which has spectral radius one, and hence the spectrum of B is the multi-set union of certain Zw's. Thus the existence of the desired multi-subset T of T follows. "If part: We need treat only the case when 4 has exactly one Jordan block of order v = v\(A) corresponding to the eigenvalue 1. The general case then follows by a direct sum argument.
Suppose that there is a multi-subset T of T such that the multi-set 5 U T is equal to the multi-set union of Zr¡, ... , Zr¡ for some positive integers r\, ... , rs. By a real similarity transformation, we may assume that 4 is of the form 4( © ••• ©4,+i where p(A¡) =1 for 1 ^ z ^ s and the following conditions are satisfied: (i) For each i, 1 £ i ^ s, the set of eigenvalues of 4, is equal to Zr. (not counting multiplicities) and 4, has exactly one Jordan block corresponding to each of its eigenvalues; (ii) The index of each unimodular eigenvalue, if any, of the matrix 4,+ i (which may not exist at all) is less than v ; and (iii) v\(A\) = v > u\(Ai) for 2 ^ z Ú s .
Denote by W¡ the coordinate subspace of R" corresponding to the block 4, of 4 for i = I,... , s+l. Denote by U the direct sum of the (real) eigenspaces of the restriction map A\&_ Wi. Also let u be the (unique) eigenvector of 4 in W\ that corresponds to the eigenvalue 1. Then A\rj is similar to the matrix 0¿=i Pr¡, where we use Pr do denote the r x r permutation matrix given by
Furthermore, there exists a proper 4-invariant simplicial cone C of U that contains u in its relative interior. [Indeed, if T is an isomorphism between Rm and U, where m = £J=, r,, that takes J2?=i e<¡m) to u, and every (real) eigenspace of 0¿=1 Pr¡ to the corresponding (real) eigenspace of A\u, then T~x(A\u)T = @)=xPr, and the desired cone C can be taken to be TR™.] Note that AC = C .
For each i, 1 ^ i ^ s, and for each conjugate pair of nonreal complex eigenvalues A, X of A,■, by Lemma 7.6 we can construct an 4-invariant cone Kjx which is a proper cone in the direct sum of the generalized eigenspace of 41 if, corresponding to the eigenvalue 1 and the real generalized eigenspace of A\w, corresponding to the conjugate pair A, X such that coresv,(4) equals ray(w) if ux(A) < v , or is a (3-dimensional) proper cone of the direct sum of the corresponding (real) eigenspaces that contains u in its relative interior, if vx(A) = v . Indeed, because u e relint C, when vx(A) = v by the same lemma the cone AT,^ can also be constructed in such a way that corena(A) ç C. For each i, 1 ^ i ^ s, also construct a similar cone K¡• ; _ \ for the eigenvalue -1 of A\w,, if it exists.
For each z, 2 ú i Ú s, by the proof of the "if part of Theorem 7.10, we can construct an 4-invariant cone K¡ which is a proper cone in the direct sum of the generalized eigenspace of A\wx corresponding to the eigenvalue 1 and that of 4|^ corresponding to the same eigenvalue such that córese(4) equals ray(w). Finally, also construct an 4-invariant cone AT,+ 1 which is a proper cone in the direct sum of the generalized eigenspace of A\wx corresponding to the eigenvalue 1 and the coordinate subspace Ws+l such that cores:J+l(4) equals ray(u). Now take AT to be the sum of the cone C and all the cones AT^ and AT, constructed above. Using Lemma 7.3 it is not difficult to show that AT is a proper cone of R" invariant under A suchthat cores-(4) equals the simplicial cone C. The proof is complete. G In this section, Lemmas 7.3 and 7.4 have played an important role in our construction of invariant cones AT for a matrix A with the Perron-Schaefer condition such that cores: (4) satisfies certain properties. So far, in our construction, cores-(4) is always included in the direct sum of (real) eigenspaces of 4 corresponding to the eigenvalues in its peripheral spectrum. By a direct sum argument, it is clear that AT can be chosen in such a way that any nonnegative eigenvalue can be a distinguished eigenvalue of 4 for K. By Corollary 7.14 below one can also choose AT so that cores-(4) contains generalized eigenvectors of 4 of order two or more. We omit the details. "Only if part: Assume to the contrary that for some even positive integer n and some proper cone AT of R" , we have, 7"(1) e Aut(AT). Since AT is full, we can choose a vector x from AT with a nonzero «th component, say it is positive. Straightforward calculations yield lim^^ 7"(l)A:x/||7"(l)fcx|| = e\n) and lim^oo 7"(l)-fcx/||7"(l)~'ix|| = -e(xn). In view of the closedness of AT, we have, e[n^ e (-AT) n AT, which contradicts the pointedness of AT.
"If part: When n = 1 our assertion holds trivially. Consider an odd integer n greater than 1. For any integer k and any positive integer r, let (k) denote the number k(k -1) • ■ • (k -r + \)/r\. Let C be the unbounded convex set with extreme points and recession cone 0+C = ray(e, ). As can be shown C is a closed convex set, with nonempty interior. Let K be the proper cone of R" given by: AT = {a(xx): a^O, x e C}U (0+C x {0}). For each integer k , note that the point (**) is in fact 7"(l)/c4")-Thus 7"(1) takes the convex set C"x{l} onto itself, and so 7"(1) G Aut(AT). G Corollary 7.14. Let n be a given positive integer. Then for each odd positive integer dún, there exists a proper cone K of R" such that 7"(1) G 7t(AT) and cores-(7"(1)) is a cone of dimension d. Proof. Let d be an odd positive integer less than or equal to n . By Theorem 7.13 there exists a proper cone Kd of Rd such that 7¿(1) G Aut(K¿). By Lemma 7.4 there exists a rank-one matrix yzT such that the matrix '7rf(l) yzT 0 7"_, (1) is similar to 7" ( 1 ), leaves invariant the cone Kd x R"_</, and its core relative to Kd x Rl~d is the ¿-dimensional cone Kd x {0}. So our result follows. G Finally, one may also ask the question of determining an equivalent condition on an nxn real matrix 4 for which there exists a proper cone AT of R" such that 4 G n(K) and cores:(4) is a full cone. As can be readily seen, this question is equivalent to asking when there exists a proper cone AT such that A e Aut(AT). This question seems more difficult and will form the subject matter of our future work [Tam 2 ].
The complex case
In this paper we restrict our attention to cones in a real vector space, because "cone" is a real concept. Schneider [Sehn 1 ; see the discussion preceding Corollary 5.3] has shown that if 4 is an nxn complex matrix which leaves invariant a proper cone of C" then 4 satisfies the Perron-Schaefer condition. Here we treat C" as a real vector space (of dimension 2n) and borrow the definition of a proper cone from the real case. It is natural to ask whether the results in this paper still hold for a complex matrix preserving a proper cone of C" . As we are going to explain, to a great extent, the answer to this question is in the affirmative.
Let 4 be an nxn complex matrix, and let AT be a proper cone of C" such that 4AT ç AT. As before, we can define cores-(4) to be the set fl^^'AT. Treating 4 as a real linear transformation on C (as a real vector space), we can apply Theorem 2.2 to deduce that cores-(A) is a closed, pointed cone, and that 4[cores-(4)] = cores:(4). Also, by Theorem 2.4 cores:(4) is a polyhedral cone, whenever A" is. Since the definitions of a distinguished eigenvalue, a distinguished eigenvector, and 4-invariant face, the nullspace of 4 , etc. depend only on the property of 4 as a real linear transformation, many results in this paper a priori hold also in the complex case; for instance, Theorem 3.2, Lemmas 3.7, 3.9, 5.2 and Corollary 3.15, to mention just a few. Because "cone" is a real concept, for a result or a concept in which a linear span is involved, to extend it to the complex case, we usually take the span to be a real span. With this slight modification, Theorem 3.14 and Lemma 7.3 can also be carried over to the complex case.
To extend results that involve the spectrum of A , care must be taken; because the spectrum of 4 as a complex linear transformation and that of 4 as a real linear transformation are not the same. Fortunately, the two spectra are related in a simple way, as indicated in the following result. Lemma 8.1 can also be used to deduce readily the complex analogs of many other results in this paper, including Theorems 5.4, 5.9, 7.8, 7.9, etc. For an nxn complex matrix 4 , the necessary and sufficient condition for the existence of a proper 4-invariant cone AT of C" such that cores: (4) is simplicial is not exactly the one given in Theorem 7.12. The condition given there has to be modified: consider the peripheral spectrum of diag(4, 4) instead of that of 4 . For instance, by this modified condition, the matrix 7i(l) © 7i(-l) © 7i(z) has an invariant proper cone in C3 such that its core relative to this cone is simplicial.
The complex analog of Theorem 6.3 also holds. This can be seen as follows. Consider a proper cone AT of C" and an n x n complex matrix 4 G n(K). Let A be a nonzero distinguished eigenvalue of 4. Also let p be a nonreal eigenvalue of 4 with the same modulus as A. Then the direct sum 9l(/z7 -4) © 9l(/77 -4) is equal to the real eigenspace of 4 (when treated as a real linear transformation) corresponding to the conjugate pair p, p . (Here, of course, 9l(/Z7 -4) is the zero subspace if JI is not an eigenvalue of 4 as a complex matrix.) Indeed, both spaces are equal to 9t((a2 + b2)I -2aA + A2), where a, b G R, b t¿ 0 such that A = a + ib. With this in mind, it is clear that the set Wx for 4 as a real linear transformation is equal to the direct sum of all eigenspaces of 4 (as a complex matrix) corresponding to eigenvalues with modulus A. So Theorem 6.3 can be carried over to the complex case.
Similarly, it is also true that if 4 is an nxn complex matrix and p is a nonreal eigenvalue of 4 then the direct sum of the generalized eigenspaces of 4 corresponding to p and Ji (if p is not an eigenvalue, the corresponding generalized eigenspace is the zero subspace) is equal to the real generalized eigenspace of 4 (treated as a real linear transformation) corresponding to the conjugate pair p, JI. So Theorem 5.10 can also be extended to the complex case, if we take Af to be the direct sum of the generalized eigenspaces of 4 corresponding to eigenvalues in its peripheral spectrum.
The complex analog of Theorem 7.1 also holds, since the original proof works.
One special feature about cone-preserving maps is that the important concepts of irreducibility, primitivity and strict positivity cannot be carried over to the complex case in the natural way. (This is also another reason why the theory of complex cone-preserving maps is less interesting.) The point is, there do not exist a proper cone AT of Cn (n ^ 1) and an n x n complex matrix 4 G tt(AT) such that 4 has (up to nonnegative multiples) a unique eigenvector that lies in int AT ; this is because, if u e int AT is an eigenvector of A then in the real linear span generated by u and iu, we can find another eigenvector of 4 that lies in int AT and is not a nonnegative multiple of u . So the results we obtain in §5 about the primitivity or irreducibility of cone-preserving maps cannot be extended to the complex case. By the above reasoning (or by Lemma 8.1 and Theorem 7.10) it is clear that there do not exist a proper cone AT of C and an « x « complex matrix 4 G n(K) such that cores-(4) is a single ray. Thus Lemma 5.3 cannot be extended to the complex case, since its conclusion cannot be satisfied at all. Lemma 3.14 also has no complex analog, because its hypothesis cannot be satisfied in the complex case.
