The applicability aspects of power series expansions with respect to the arrival intensity, based on recursive algorithms, when approximating multivariate finit time ruin probabilities will be substantially enhanced using double Laplace transforms.
Introduction
Definin a classical risk process in continuous time {Z t } t≥0 with U k claim sizes and premium c per time unit,
where u are the initial reserves and N t the total number of claims up to time t (with d f. of the waiting times between claims w(t)), where λ is the average number of claims in one year. Let B denote the distribution function of claim sizes U k with mean µ −1 and c = λµ −1 (1 + θ), where θ is the premium loading factor.
Let us now defin τ = inf{w > 0 : Z w < 0} as the ruin time and Y = −Z τ as the defici at ruin time or severity of ruin and X = Z τ − as the surplus just before ruin.
If we consider a time horizon of t years (or time units), the finit time multivariate probability of ruin with initial reserves u, arrival intensity λ and severity of ruin less than y and surplus less than x is define as When the time horizon is infinite the multivariate ultimate ruin probability can be expressed as P {τ < ∞, X ≤ x, Y ≤ y} = Ψ u,x,y (λ) . Frey and Schmidt (1996) used the following Taylor-series expansion (1.2) for the probability of ruin with time span t, Ψ t,u,x,y when the classical case of risk theory is considered, w(t) = λ e −λt , restricted to the case when the premium loading factor was defined θ = 1 − λµ −1 λµ −1 , θ > 0, (1.1) 2) they proved that the function is analytic at λ = 0 and the Taylor-series expansion (1.2) has an infinit radius of convergence. They also specifie a recursive formula to obtain the nth derivative at λ = 0 (Theorem 2 of the original paper by Frey and Schmidt, 1996) .
Theorem 1 (Frey and Schmidt) . For each k ≥ 1, 0 ≤ u, t < ∞, 0 < x, y ≤ ∞, it holds that
q (k−l,l) t,u,x,y , (1.3) where the quantities q (n,l) t,u,x,y are given recursively by 6) or when X = Z τ − , the surplus just before the ruin is define as u + x (x > 0),
in this last case the above mentioned surplus should be always greater than the initial reserves u.
Using the results by Frey and Schmidt (1996) , it can be proved, Usabel (1999) , that Theorem 2 (Usábel) . In the conditions stated for Theorem 1, u,x,y , (1.8) where
Other papers where power-series expansions with respect to λ, arrival intensity, have been used in approximating probability characteristics of stochastic models driven by a Poisson process are Hooghiemstra et al. (1988) , Rieman and Simon (1988) , Blanc (1991) , Simon (1993) and Kroese and Schmidt (1995) .
Maclaurin's polynomial expansion (1.2) constitutes an original and alternative approach in approximating multivariate characteristics of Classical Ruin processes other than inversion of Laplace transforms for particular claim size distributions - Gerber et al. (1987) and Dufresne and Gerber (1988) (a), (b) -or discretization of the claim size and time - Dickson (1989) , Dickson and Waters (1992) , Dickson (1993) -applying the so-called Panjer's recursive algorithm (Panjer, 1981) .
Nevertheless, the practical application of the polynomial expansion approach, implemented using formulas (1.3) or (1.8), is quite limited due to the complexity involved in approximating the recursive double integrals stated in formulas (1.4) and (1.9) respectively.
In the present work, we will first in Section 2, introduce an interesting result regarding the double Laplace transform of certain families of functions generated by recursive double integrals: Theorem 3. The proof is presented in Appendix A.
In Section 3, we will see that the double Laplace transform of the recursive functions, see Theorem 1 or 2, involved in the calculation of the coefficient of the Taylor expansion of the multivariate finit time ruin probability function can be obtained easily using the results from Theorem 3.
The practical algorithm to implement this methodology is studied in Section 4. Questions regarding the computational efficien y of this approach are answered in Section 4. Section 5 contains a numerical illustration considering Pareto claim sizes and concluding comments are introduced in Section 6.
We also have to mention that the problem of ruin in the collective risk theory has been extensively treated in actuarial literature using integral transforms. Since the paper by Sparre Andersen in 1955 many authors developed approximations for the ruin probability using Laplace-Stieltjes transforms. Cramer (1955) used the Wiener-Hopf for the classical case and Thorin (1970 Thorin ( , 1971 Thorin ( , 1973 Thorin ( , 1977 introduced the generalization when epochs of claims form a renewal process. Thorin and Wikstad (1973) , Wikstad (1971 Wikstad ( , 1977 used the Piessens (1969) inversion method of the Laplace transforms and Bohman (1971 Bohman ( , 1974 Bohman ( , 1975 focussed on inversions of Fourier transforms and Seal (1971 Seal ( , 1974 dealt with both Laplace and Fourier numerical inversions. Seal (1977) obtained an interesting result for the classical case and exponential claim size distribution using the Bromwich-Mellin inversion formula for Laplace transforms. Nevertheless, the cited actuarial literature did not contemplate the multivariate case and just focussed on the simpler and particular case when X = ∞ and Y = ∞. Let us now introduce the following theorem regarding the double Laplace transform of recursive functions. The proof is presented in Appendix A. 
Laplace transforms

. ) can be obtained using the former family and the following recursive expression
with initial condition
then the double Laplace transform of this set of functions can be expressed also recursively, for n = m,
and for n = m,
4)
where also recursively
Maclaurin's expansion of the multivariate ruin probability
The Maclaurin's expansion with respect to the arrival intensity for the finit time multivariate ruin probability (1.2) can be obtained using either Theorem 1 or 2.
Regarding Theorem 1, however, a most straightforward formula can be obtained introducing the function
then it is not hard to prove from (1.3),(1.4) and (1.5) that
Using Theorem 2 instead the recursive formulas unfold easier (see (1.9))
The kth derivative at zero of the finit time multivariate ruin probability function with respect to the arrival intensity λ is either
Theorem 3 can then be applied to the recursive expressions (3.1) and (1.9), and obtain also recursively the double Laplace transforms
where in both cases
are known functions presented in Section 1 along with b(z), density function of the claim sizes considered. Finally, the finit time multivariate ruin probability can be expanded as a Maclaurin's series using inverse Laplace transforms
Practical algorithm
It is clear that the main concern is to approximate the coefficient of the Taylor expansion
for a truncated series of order L. It was proved in Theorems 1 and 2 that the derivatives of the multivariate finit time ruin probability with respect to the arrival intensity, λ, at zero can be expressed in terms of certain sets of functions, in general H k t,u,x,y , define recursively using double integrals.
As explained in Section 3, the double Laplace transform of the mentioned sets of functions H k * * t,u,x,y can be easily obtained recursively using the results of Theorem 3.
The use of (3.4) instead of (3.3) generates expressions of reduced complexity and leads us to a substantial save in the number of computations, as it is proved in Usabel (1999).
However, in case Invd F k * * m,n,x,y ; (t, u) is obtained numerically, using (3.4), the accuracy will be endangered for increasing values of t and a growing number of terms in the Taylor expansion (L).
In order to obtain the coefficient we have to use a Laplace transform inversion formula twice (see Remark 1) for k = 1, 2, . . . , L. It is easy to see that many Laplace inversion techniques have the following general formula (see for instance Davies and Martin (1979) 
. . , L, can be easily obtained using recursive expression (2.2) and initial condition (2.3) of Theorem 3: Fig. 1 .
). Obviously, in order to use the former expression, the following set of functions must be obtained firs using (2.4)
(and they are also the case
) are again easily obtained by recursion using expressions (2.5) and (2.6) of Theorem 3:
, j = 1, 2, . . . 
It is easy to prove, from the former recursive formula, that in order to get Z j l (M i (t)) we need to obtain firs Z l−1 l−1 (M i (t)), Z l l−1 (M i (t)), . . . , Z j l−1 (M i (t)). This fact is showed graphically in Fig 1. As a consequence, the total number of functions
With the former number of calculations we will be able to approximate all the coefficient of the Taylor series expansion of order L (4.1).
In summary, using the derivatives 
Efficienc of the algorithm
Once the theoretical foundations of this approach has been settled down and a practical algorithm has been also produced, designed to calculate the coefficient of the Taylor series, the attention will be now focused on the efficien y.
Efficien y will be clearly based upon the figur of the total number of calculations obtained in the former Section 4.4, in order to get approximations of the coefficient of the truncated Taylor series expansion (4.1).
It is important to mention that this total number of calculations does not depend at all on the magnitude of the initial reserves considered or time span. Moreover, the recursions formulas introduced in Theorem 3 are so easy that the evaluation of the former total number of calculations will be attained extremely fast.
The firs important issue to care about is the efficien y of methods of inverting Laplace transforms because parameters ρ and ν will be affected by this fact. This aspect of numerical calculus is beyond the scope of this work but we can certainly state that scientifi literature and computer languages libraries can provide us with efficien tools in order to solve this problem. One of the most cited papers regarding comparison of numerical methods of inverting Laplace transform is Davies and Martin (1979) . In the numerical examples presented, using Gaver-Stehfest method, Gaver (1966) and Stehfest (1970) , with ρ = 14 and ν = 30, results yielded 4-5 significan digits.
We should mention that the use of numerical methods of inverting Laplace transform is not new at all in actuarial literature. As we stated in the last paragraph of Section 1, many classical works of the 1970s Scandinavian School (and H. Seal) were based on the inversion of double Laplace transforms as well. The results obtained by these methods have been extensively cited later and used as the "true value" of ruin probabilities to compare with the many approximations based on discretizations produced in the 1980s.
A fina additional consideration about the efficien y, also beyond the scope of this work but certainly an interesting area of future research, is the number of terms of the truncated Taylor series expansion (4.1) in order to get a desired degree of accuracy when approximating multivariate finit time ruin probabilities for the classical case of risk theory. We will see later that in the numerical illustration considered, the truncation sum limit L should be increased for larger time horizons considered in order to guarantee a certain accuracy.
Numerical illustration
Using basic properties of Laplace transforms,
where
and Leibniz's differentiation theorem leads to
As an example we will consider Pareto claim size distribution
Definin the integral following expressions (3.353.1) and (3.353.2) of Gradshteyn and Ryzhik (1994):
where Ei is the exponential integral
and as a particular case
It is easy to prove that
As a numerical illustration we have obtained Maclaurin's truncated approximations up to eight terms using the algorithm presented in Section 4
for the following set of parameters: Numerical inversion of double Laplace transform was performed using Gaver-Stehfest method twice with the suitable choice of parameters (usually ρ = 14 and ν = 30, see (4.2) and (4.3)) in order to guarantee at least 4-5 significan digits accuracy; see for instance Davies and Martin (1979) or Stehfest (1970) .
The coefficient of the Maclaurin's polynomials of order eight with respect to the arrival intensity were obtained for u = 10: and for u = 20, Table 1 Approximations for multivariate finit time ruin probability for Pareto distribution claim size (6.4), α = 1, u = 10, t = 5, 10, 20, Ψ L t,10,20,1 We can easily deduce from the polynomial approximations presented above that the coefficient of the last terms of the sums, Ψ (8) t,u,20,1 (0)/8!(as a measure of the truncation error), increase with time; in other words the accuracy obtained with Maclaurin's expansions of order 8 worsen as longer time spans (t) are considered (see Tables 1 and  2 ). Obviously, the desired level of accuracy will be reached using Maclaurin's expansions of higher order.
The figure for the coefficient of the polynomials above were obtained using a simple algorithm in Maple V Release 4 on a Pentium 120. The computation time for the eight coefficient (all of them) of any of the polynomials ranged from 20 to 40 s. Bearing in mind that a program as Maple V performs operations 50-500 times slower than languages as FORTRAN or C (see Char et al., 1991, p. 84) , the same algorithm takes fractions of a second in one of these languages. We can then conclude that the efficien y of the algorithm in terms of computation time is also outstanding.
Concluding comments
In the present work we have enhanced the practical application of power series expansion with respect to the arrival intensity λ in order to approximate multivariate finit time ruin probabilities. Using double Laplace transforms, the complicated recursive formulas based on double integrals, (1.4) and (1.9), were transformed, respectively, into very easy recursive formulas presented in Theorem 3. The algorithm presented in Section 4 can then be considered as efficien in terms of computational times as it is explained in Sections 5 and 6. Table 2 Approximations for multivariate finit time ruin probability for Pareto distribution claim size (6.4), α = 1, u = 10, t = 5, 10, 20, Ψ L t,20,20,1 In the example presented in Section 6, the degree of Maclaurin's polynomials in order to guarantee a certain desired accuracy is increasing with the time horizon (t) considered. It is easy to conclude, then, that power series expansion will work particularly well for not large time spans because the number of terms necessary to obtain a desired accuracy will be small. This last fact is most important because, citing Frey and Schmidt (1996) , other works in actuarial literature based on diffusion approximations: Asmussen (1984) , Grandell (1977) , Igehart (1969) , or Schmidli (1992) gave reasonable accuracy for large time horizons because they were based on a limit theorem; and the Maclaurin's polynomial expansions may be the complement for not large time horizons. and
