Abstract. A problem of constructing stable recursive algorithms to be used within a broad class of identification and learning problems is considered. An approach is presented leading to obtaining strongly consistent algorithms. Both cases of multi and single input/multi and single output (MIMO, MISO, SISO) linear stochastic dynamic systems are involved. Thus obtained, the recursive algorithms do not involve inversion of the performance index Hessian and are stable to sampled data, in contrast to conventional recursive schemes. Simulation examples are presented, which confirm practical efficiency of the approach.
PROBLEM STATEMENT AND MAIN RESULTS
Consider a strictly causal and asymptotically stable multi input/multi output linear stochastic system with a ) vector of system parameters subject to determination by use current observations of Y(t) and Φ(t); V(t) is a Y ndimensional random process considered as unobservable external disturbances, being the stationary random process having a rational spectral density and described by the relationship
where W(t) is a Y n -dimensional stationary whitenoise random process, ) (
is the rational matrix transfer function of an asymptotically stable and invertible filter, and 1 − q is the one step backward shift operator.
System (1) model will be searched for as
By virtue of (3), system (1) output process may be represented in the form
where ) (t E is the equation error (Ljung, 1999 (Ljung, , 2002 .
Within such a system description, it is assumed that under 0 ) (
, there is unique element in the model set of form (4), having the same input/output description as system (3). Such a condition is equivalent to the following inequality 0 ) ( Stoica (1989, 2002) .
Generically, the parameter vector * θ estimate corresponding to the extended OIV method may be represented in the form
( ) . In (5), a conventional notation
is used, where Q is a positively defined weight matrix.
To derive system (1) identification algorithm the following formal representation will be considered
where ) (t α is some scalar coefficient, and
. These coefficients are to be determined by a condition suitable within the identification problem statement. Such a condition is based on the extended OIV criterion considered above. Namely, substitution of (6) into (5) 
which determines the desired coefficients α(t) и and
Thus, representation (6) and criterion (7) imply the following recursive identification algorithm
where the step Г(t) is determined by the expression
and, in (10), the ratio 0 0 is considered as 0. Formulae (8)-(10) may de obtained by straightforward calculations.
Thus, the algorithm obtained does not utilizes inversion of the sample identification criterion Hessian, R(t) , what reduces sensitivity of the current estimates to variation of the matrix R(t) condition number.
Algorithm (8)- (10) 
The former condition is known to be valid (generically) for a broad class of systems (1) and under an appropriate choice of the instruments Z(t) and the filter ) ( 1 − q F Stoica, 1989, 2002) . The proof of algorithm (8)- (10) consistency is omitted here due to abstract size limitation.
EXAMPLES
Below, some examples are presented, which demonstrates convergence properties of the algorithm obtained. Let, for sake of simplicity, both input and output processes be scalar-valued ones, u(t) and y(t) respectively. Example 1. Let the system be of the form ( ) The condition number of the matrix ) (t R from (9), corresponding to such a system is of order 2 10 .
Example 2. Consider a model of the same structure as that of example 1 and described as follows
with the all the other characteristics of both the model and learning algorithms coinciding with those of example 1. Behavior of the values η 2 ( ) t for the algorithms is presented on fig. 2a, and fig. 2b represents the behavior in a refined scale. The condition number of the matrix ) (t R from (9), corresponding to such a system is of order 4 10 .
Example 3. Let now the disturbance v(t) corresponding to example 2 be the white-noise one, with all the others characteristics being as those of example 2. Corresponding curves are presented at fig. 3 . The condition number of the matrix ) (t R from (9), corresponding to such a system is of order 4 10 .
Example 4. Let the system subject to identification be of the form The condition number of the matrix ) (t R corresponding to the system is of order 5 10 . The sample covariance matrix of the observation vector used within the ordinary LS-algorithm is of the same order.
Thus, algorithm (8)- (10) demonstrates a good efficiency under various characteristics of systems subject to identification. Stability of the algorithm behavior is clearly manifested both with respect to the external disturbance structure (example 2 and example 3; example 4 and example 5) and to the condition number of the matrix R(t) (example 1 and example 2). From another hand side, the fact, that the identification criterion Hessian is ill-posed, is not necessary an obstacle of convergence of the recursive schemes based on direct minimization of criteria of form like in (5) (examples 3 and 5). Provided that Hessian is ill-posed, just auto-correlation nature of the external disturbances should be considered as a significant issue which considerably affects the sample covariances forming the Hessian R(t) components and, finally, worsening convergence properties of the conventional identification schemes (examples 2 and 4).
PARTIAL CASES
Together with general system description (1), behavior convergence of algorithm (8)- (10) Under system (11), in an analogy with the above considered general case, choosing algorithm (6) coefficients is based on minimization of the conventional criterion
This leads to the following algorithm, which is a partial case of that of (8)- (10) and may be written in the following form ( )
Convergence properties of algorithm (12)- (14) are illustrated by the example below. Let, in system (11), the white-noise disturbance w(t) meets the conditions. 
Under system description (11), (15), (16), behavior of algorithm (12)- (14) has been compared with that of the "dead-zone" algorithm (Bunich and Bakhtadze, 2003) . 
The former is known to possess the property of super-efficiency (Bunich and Bakhtadze, 2003) . (12)- (14) is asymptotically equivalent to algorithm (17), and mildly enough depends on the initial approximation. Simultaneously, one should be noted that strong consistency conditions of algorithm (12)- (14) are much weaker than those of algorithm (17). 
