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RELATIONS BETWEEN THE 2× 2 MINORS OF A GENERIC MATRIX
HANG HUANG, MICHAEL PERLMAN, CLAUDIA POLINI, CLAUDIU RAICU, AND ALESSIO SAMMARTANO
Abstract. We prove a conjecture of Bruns–Conca–Varbaro, describing the minimal relations between the 2×2
minors of a generic matrix. Interpreting these relations as polynomial functors, and applying transpose duality
as in the work of Sam–Snowden, this problem is equivalent to understanding the relations satisfied by 2 × 2
generalized permanents. Our proof follows by combining Koszul homology calculations on the minors side, with
a study of subspace varieties on the permanents side, and with the Kempf–Weyman technique (on both sides).
1. Introduction
For positive integers m,n, consider the rational map
Λ2 : P(Hom(C
m,Cn)) 99K P
(
Hom
(
2∧
C
m,
2∧
C
n
))
, φ −→
2∧
φ. (1.1)
We denote the (closure of its) image byXm,n and consider the problem of understanding the defining equations
of Xm,n. Identifying Hom(C
m,Cn) with the space ofm×n complex matrices, the map (1.1) simply assigns to a
matrix the tuple consisting of all its 2× 2 minors, so finding the equations of Xm,n amounts to understanding
the algebraic relations that these minors satisfy. When m = 2, we can identify X2,n with Gr2(C
n), the
Grassmannian of 2-dimensional subspaces of Cn, whose equations are well-understood: they are all quadratic,
known as the Plu¨cker relations. For general m,n however, quadratic equations are not sufficient as shown
by Bruns, Conca and Varbaro in [BCV13], where they conjecture that a certain set of quadratic and cubic
equations minimally generate the ideal I(Xm,n). The goal of this paper is to prove their conjecture.
To state the results and for most proofs it is convenient to use a coordinate independent approach, and to
make the usual identification between matrices and 2-tensors. To that end, we consider complex vector spaces
V1, V2, with dim(V1) = m, dim(V2) = n. We let S = Sym(V1 ⊗ V2), which we think of as the homogeneous
coordinate ring of the source of Λ2, and we consider the natural action of the group GL = GL(V1)×GL(V2)
on S. If we identify S ≃ C[xi,j] then the 2 × 2 minors of the generic matrix of indeterminates (xi,j) span
a GL-invariant subspace of S isomorphic to
∧2 V1 ⊗ ∧2 V2. We let W = ∧2 V1 ⊗ ∧2 V2, and consider the
polynomial ring R = Sym(W ), which we think of as the homogeneous coordinate ring of the target of the
map Λ2. The inclusion of W into S gives rise to an algebra homomorphism Ψ : R → S, whose image we
denote by A. We have that A = C[Xm,n] is the homogeneous coordinate ring of Xm,n, and I(Xm,n) = ker(Ψ).
Noting that the minimal generators of I(Xm,n) are encoded by Tor
R
1 (A,C), we prove the following (here, for
a partition λ = (λ1 ≥ λ2 ≥ · · · ), we write Sλ for the corresponding Schur functor, see Section 2.2).
Theorem 1.1. We have TorR1 (A,C)j = 0 for j 6= 2, 3, and an isomorphism of GL-representations
TorR1 (A,C)2 = S1,1,1,1V1 ⊗ S2,2V2 ⊕ S2,2V1 ⊗ S1,1,1,1V2,
TorR1 (A,C)3 = S3,1,1,1V1 ⊗ S2,2,2V2 ⊕ S2,2,2V1 ⊗ S3,1,1,1V2.
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For our proof of Theorem 1.1, we will consider in parallel the closely related problem of understanding
relations between permanents. More precisely, we consider the map (which is defined everywhere)
Σ2 : P(Hom(C
m,Cn)) −→ P
(
Hom
(
Sym2 Cm,Sym2Cn
))
, φ −→ Sym2 φ, (1.2)
and denote its image by Xm,n. When m = 1, X1,n can be identified with the degree two Veronese variety,
whose defining equations are again known to be quadratic, but as we will see, Xm,n also admits cubic minimal
relations in general. A generalized 2× 2 submatrix is one of the form[
xi1,j1 xi1,j2
xi2,j1 xi2,j2
]
,
where we do not require that i1 6= i2, or that j1 6= j2. The corresponding generalized permanent is given
by xi1,j1 · xi2,j2 + xi1,j2 · xi2,j1 . The (generalized) 2 × 2 permanents span a GL-invariant subspace inside S,
isomorphic to W = Sym2 V1 ⊗ Sym
2 V2, and complementary to the space of minors within the quadrics in S:
S2 = Sym
2(V1 ⊗ V2) =W ⊕W.
We define R = Sym(W ), and let A be the image of the natural map Ψ : R −→ S induced by the inclusion
W ⊂ S. The ring A is the algebra generated by the 2×2 permanents, and is also the homogeneous coordinate
ring of the image of Σ2. Moreover, we have that ker(Ψ) = I(Xm,n). We will prove the following, which in
fact turns out to be equivalent to Theorem 1.1.
Theorem 1.2. We have TorR1 (A,C)j = 0 for j 6= 2, 3, and an isomorphism of GL-representations
TorR1 (A,C)2 = S4V1 ⊗ S2,2V2 ⊕ S2,2V1 ⊗ S4V2,
TorR1 (A,C)3 = S4,1,1V1 ⊗ S3,3V2 ⊕ S3,3V1 ⊗ S4,1,1V2.
The relationship between Theorems 1.1 and 1.2 comes from interpreting all the constructions described so
far as polynomial functors, and using transpose duality as explained in Section 2.3. For now, we note that it
can be visualized by drawing the Young diagrams of the partitions associated with the relevant Schur functors.
For instance, we have that the exterior and symmetric powers correspond to transposed diagrams:
2∧
←→ and Sym2 ←→
More generally, the same is true if we compare the Tor groups for minors and permanents:
TorR1 (A,C) Tor
R
1 (A,C)
2 ⊗ + ⊗ ⊗ + ⊗
3 ⊗ + ⊗ ⊗ + ⊗
The rings A and A are known as the special fiber rings associated with the maps (1.1) and (1.2), and they
are natural quotients of the Rees algebras of the ideals I2 = 〈W 〉 of 2 × 2 minors, and I2 = 〈W 〉 of 2 × 2
permanents. The Rees algebras give the bi-graded homogeneous coordinate rings of the graphs of the maps
(1.1) and (1.2), and it is an open problem to compute their presentation. We explain a reduction procedure
in Section 7, from which we derive the presentation of the Rees algebra of I2 in the case of m× 3 matrices.
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We end the introduction with a summary of the proof strategy for Theorem 1.2.
Step 1. Using the results of [BCV13] and the equivalence between minors and permanents, we obtain the
description of TorR1 (A,C)j for j ≤ 4. It remains to check that Tor
R
1 (A,C)j = 0 for j > 4.
Step 2. We assume m ≥ n. We let S(2) denote the second Veronese subring of S, which is a finitely generated
R-module (it is infinitely generated over R). We compute the zeroth and first Koszul homology of S relative
to W and restrict to even degrees to find a presentation of S(2) over R. This presentations has the property
that the generators are in degree up to ⌊n/2⌋, and the relations in degree up to ⌊n/2⌋ + 1, which implies
TorR1 (S
(2),C)j = 0 for j > ⌊n/2⌋+ 1.
We note that the calculation of Koszul homology is performed on the minors side (relative to W ), and then
carried over by functoriality to the permanents side (this is a recurring theme in our argument).
Step 3. We show the existence of a finite filtration
A =M 0 ⊆M1 ⊆M2 ⊆ · · · ⊆M ⌊n/2⌋ = S
(2)
by R-modules, such that M r/M r−1 is generated in degree r, has degree (r + 1) first syzygies, and degree
(r + 2) second syzygies. As in Step 2, we obtain this by translating the description of the beginning of the
minimal resolution of Mr/Mr−1, where
A =M0 ⊆M1 ⊆ · · · ⊆ S
(2)
is a corresponding (infinite!) filtration by R-modules. The shape of the resolution of Mr/Mr−1 is described
using the Kempf–Weyman geometric technique and Bott’s theorem. We conclude that
TorR1 (A,C)j = 0 for j > ⌊n/2⌋ + 2,
an in particular if n ≤ 5 then the vanishing sought in Step 1 holds.
Step 4. We assume from now on that n ≥ 6, and prove by induction on the pair (m,n) that Theorem 1.2
holds. By studying equations of a subspace variety and using induction, we conclude that for j ≥ 4 the only
non-zero groups TorR1 (A,C)j may occur when j ≥ n. Since n > ⌊n/2⌋+ 2, all such groups vanish by Step 3.
Organization. In Section 2 we recall some basic facts about polynomial functors, and give the functorial
interpretation of Theorems 1.1 and 1.2, explaining how they are equivalent. In Section 3 we compute the first
Koszul homology group of the polynomial ring S with respect to the space of 2 × 2 minors, and derive the
corresponding result for permanents. In Section 4 we explain a filtration argument that gives an upper bound
for the degrees of the minimal generators of I(Xm,n). In Section 5 we find the equations of the subspace
variety Y in Step 4 of the outline above. The inductive step in the proof of Theorem 1.2 is explained in
Section 6. We conclude with a discussion of the defining ideal of the Rees algebra in Section 7.
2. Preliminaries
The goal of this section is to establish some basic notation concerning partitions and representations of the
general linear group, as well as to discuss polynomial functors in the uni- and bivariate setting. We recall the
transpose duality for polynomial functors following [SS12], and explain how the functorial approach gives an
equivalence between Theorems 1.1 and 1.2.
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2.1. Partitions. We write P for the set of all partitions λ = (λ1 ≥ λ2 ≥ · · · ≥ 0), and write Pn for the subset
consisting of those λ ∈ P that have at most n parts (that is, λn+1 = 0). We write |λ| = λ1 + λ2 + · · · for the
size of λ, and write λ′ for the conjugate partition, obtained by transposing the corresponding Young diagram.
For partitions with repeating parts, we use the abbreviation (ba) for the sequence (b, b, · · · , b) of length a; for
instance (3, 3, 3, 3, 1, 1) may be written as (34, 12). For λ, µ ∈ P, we write µ ≥ λ if µi ≥ λi for all i. We say
that µ/λ is a horizontal strip if µi ≥ λi ≥ µi+1 for all i, and write µ/λ ∈ HS.
2.2. Polynomial functors. We write Vec for the category of complex vector spaces. For d ≥ 0 we consider
the tensor power functors Td : Vec −→ Vec, defined by Td(V ) = V ⊗d. A polynomial functor P : Vec −→ Vec
is a subquotient of a direct sum of tensor power functors. Polynomial functors form a semi-simple abelian
category V, and we refer the reader to [SS12, Section 6] for its properties. The simple objects are indexed by
partitions λ, they are denoted Sλ, and called Schur functors. When λ = (d), Sλ = Sym
d is the symmetric power
functor, while for λ = (1k), Sλ =
∧k is the exterior power functor. There is an exact involution τ : V −→ V,
with the property that
τ(Sλ) = Sλ′ for every partition λ ∈ P.
In particular, τ interchanges Symd and
∧d. We will be interested in the subcategory Vgf of graded-finite
polynomial functors, which are those that decompose as direct sums of Schur functors
P =
⊕
λ∈P
S
⊕mλ
λ , mλ ∈ Z≥0. (2.1)
Note that τ preserves Vgf . We write Pλ = S
⊕mλ
λ and refer to it as the λ-isotypic component of P , and write
Pd for the degree d part of P , namely
Pd =
⊕
|λ|=d
S
⊕mλ
λ .
A natural pair of elements in Vgf , which are interchanged by τ , is:
Sym =
⊕
d≥0
Symd and
∧
=
⊕
d≥0
d∧
.
We let GL(V ) ≃ GLn(C) denote the group of invertible linear transformations of a vector space V of
dimension n. For every P ∈ V we have that P (V ) is a GL(V )-representation. For Schur functors, we have
that SλV = 0 when λ
′
1 > n, that is, when λ has more than n parts. If λ ∈ Pn then SλV is an irreducible
GL-representation, and moreover, we have that for λ, µ ∈ Pn there exists an isomorphism SλV ≃ SµV as
GL(V )-representations if and only if λ = µ. It follows that for a fixed λ ∈ P we can detect the multiplicity mλ
in (2.1) by decomposing P (V ) into a direct sum of irreducible GL(V )-representations, for any vector space V
with dim(V ) ≥ λ′1. This fact will be used repeatedly throughout this article.
2.3. Bi-variate polynomial functors. The category of bivariate polynomial functors P : Vec×Vec −→ Vec
is V⊗2, with simple objects indexed by pairs (λ, µ) ∈ P × P and denoted Sλ ⊠ Sµ: we have
(Sλ ⊠ Sµ)(V1, V2) = SλV1 ⊗ SµV2 for every V1, V2 ∈ Vec .
We use the notation ⊠ to contrast with the univariate functor given by (Sλ ⊗ Sµ)(V ) = SλV ⊗ SµV . The
subcategory V⊗2gf consists of objects
P =
⊕
λ,µ∈P
(Sλ ⊠ Sµ)
⊕mλ,µ , mλ,µ ∈ Z≥0,
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and we define the (λ, µ)-isotypic component Pλ,µ and the bi-graded component Pd,e in analogy with the
univariate case. The involution τ induces (commuting) involutions τ1, τ2 on V
⊗2, which act on the simples by
τ1(Sλ ⊠ Sµ) = Sλ′ ⊠ Sµ τ2(Sλ ⊠ Sµ) = Sλ ⊠ Sµ′ .
One of the key players in this work is the algebra functor S defined by letting
S(V1, V2) = Sym(V1 ⊗ V2).
When V1 ≃ C
m, V2 ≃ C
n, we have that S(V1, V2) = S is the coordinate ring of the space of m× n matrices.
By Cauchy’s formula, we have that
S =
⊕
λ∈P
Sλ ⊠ Sλ, (2.2)
and in particular
τ1τ2S = S.
The reader can check that the functor E = τ1S = τ2S sends a pair (V1, V2) to the exterior algebra
∧
(V1⊗V2)
(see [Wey03, Corollary 2.3.3]), and that τ1τ2E = E. We consider the (bivariate) functors W, W, R, R, defined
by
W(V1, V2) =
2∧
V1 ⊗
2∧
V2, W(V1, V2) = Sym
2 V1 ⊗ Sym
2 V2, R = Sym ◦W, R = Sym ◦W.
Since W,W are subfunctors of S, it follows that S is naturally an R- and R-algebra functor. The natural
transformations φ : R −→ S (resp. φ : R −→ S) give rise to subfunctors A = Im(φ) (resp. A = Im(φ)).
With the notation in the introduction, if S = S(V1, V2) then
R(V1, V2) = R, R(V1, V2) = R, A(V1, V2) = A, A(V1, V2) = A.
Moreover, using the transpose duality functors we get that
τ1τ2W = W, τ1τ2R = R, τ1τ2A = A.
This makes precise the statement that we can exchange minors for permanents in a functorial way.
We write Peven for the subset of P consisting of partitions of even size, and consider the set of partitions
M0 = {λ ∈ Peven : λ1 ≤ λ2 + λ3 + · · · }.
It follows from [dCEP80, Section 6] (see also [BCV13, (1.2)]) that
A =
⊕
λ∈M0
Sλ ⊠ Sλ, (2.3)
and the corresponding formula for A is obtained by applying τ1τ2.
We define TorRi (A,C) to be the i-th homology of the Koszul complex
· · · −→
i+1∧
W⊗ A −→
i∧
W⊗ A −→
i−1∧
W⊗ A −→ · · ·
and define TorRi (A,C) analogously. Since τ1 and τ2 are exact, we have that
τ1τ2 Tor
R
i (A,C) = Tor
R
i (A,C) for all i. (2.4)
We note that the functors R,A,TorRi (A,C) etc. are all zero in bi-degree (d, e) unless d = e = 2j is even. We
will make an abuse of notation and write Fj instead of F2j,2j when F is any of these functors. The discussion
above shows that Theorem 1.1 is equivalent to the assertion that TorR1 (A,C)j = 0 for j 6= 2, 3 and
TorR1 (A,C)2 = S1,1,1,1 ⊠ S2,2 ⊕ S2,2 ⊠ S1,1,1,1, Tor
R
1 (A,C)3 = S3,1,1,1 ⊠ S2,2,2 ⊕ S2,2,2 ⊠ S3,1,1,1. (2.5)
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Moreover, Theorem 1.2 is equivalent to the fact that TorR1 (A,C)j = 0 for j 6= 2, 3 and
TorR1 (A,C)2 = S4 ⊠ S2,2 ⊕ S2,2 ⊠ S4, Tor
R
1 (A,C)3 = S4,1,1 ⊠ S3,3 ⊕ S3,3 ⊠ S4,1,1. (2.6)
Moreover, we have that (2.5) and (2.6) are equivalent by (2.4), showing that Theorems 1.1 and 1.2 are
equivalent as well.
2.4. Highest weight vectors in S. We let GL = GL(V1)×GL(V2) and decompose S = Sym(V1 ⊗ V2) as a
GL-representation (see (2.2))
S =
⊕
λ∈P
SλV1 ⊗ SλV2. (2.7)
Whenever we need to work with explicit elements of S, we assume that V1, V2 are equipped with fixed bases
yielding identifications V1 ≃ C
m, V2 ≃ C
n, and S ≃ C[xi,j] is a polynomial ring in the entries of a generic
m× n matrix. For every r ≥ 1 we write
detr = det(xi,j)1≤i,j≤r
for the principal r × r minor coming from the upper left corner of the generic matrix, with the convention
that detr = 0 when r > min(m,n). For a partition λ ∈ P we let
detλ =
λ1∏
i=1
detλ′i ,
which is a highest weight vector for the action of GL on S. The component SλV1 ⊗ SλV2 in (2.7) is then the
C-linear span of the orbit GL ·detλ. For instance, when V1 = V2 = C
2, we have that W = Sym2 V1⊗ Sym
2 V2
is 9-dimensional, spanned by
x21,1, x
2
1,2, x
2
2,1, x
2
2,2, x1,1x1,2, x1,1x2,1, x1,2x2,2, x2,1x2,2, x1,1x2,2 + x1,2x2,1.
2.5. Filtrations on equivariant modules. For a vector space V we let Sym(V ) be the corresponding
polynomial ring. Throughout this section, by module we mean a GL(V )-equivariant Sym(V )-module. The
category of such modules is well-understood by [SS16], and we recall here some of the basic facts that will be
used later on. By varying V , the modules we study give rise to polynomial functors, and we encourage the
reader to translate the results here in the language of the earlier sections. For λ ∈ P define the free module
Fλ(V ) = SλV ⊗ Sym(V ).
Using Pieri’s rule [Wey03, Corollary 2.3.5], we get a multiplicity-free GL(V )-decomposition
Fλ(V ) =
⊕
µ/λ∈HS
SµV.
Moreover, it follows from [SS16, Proposition 1.3.3] that if we write 〈S〉 for the submodule generated by a
subset S of Fλ(V ), then
〈SµV 〉 =
⊕
δ≥µ,δ/λ∈HS
SδV. (2.8)
We define Mλ(V ) as the quotient
Mλ(V ) =
Fλ(V )
〈SµV : µ/λ ∈ HS, µi > λi for some i > 1〉
(2.8)
=
⊕
d≥0
Sλ1+d,λ2,λ3,...V.
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We remark that the only submodules of Mλ(V ) are of the form M(λ1+d,λ2,λ3,...)(V ), and they form a chain.
Furthermore, there exists a non-zero module map Mλ(V )→Mµ(V ) if and only if λ1 ≥ µ1 and λi = µi for all
i ≥ 2; in this case, the map is injective and unique up to scalar.
We equip Fλ(V ) with a decreasing filtration {F
t(Fλ(V ))}t≥0 by submodules, setting
F t(Fλ(V )) =
⊕
µ/λ∈HS
t≤µ2+µ3+···
SµV. (2.9)
Note that for λ = (0, 0, · · · ) we have Fλ(V ) = Sym(V ), and F
0(Sym(V )) = Sym(V ), F1(Sym(V )) = 0, so
gr(Sym(V )) = Sym(V ). It follows that for any λ, the associated graded module gr(Fλ(V )) is a module over
Sym(V ) (and GL(V )-equivariant), and moreover, we have a module isomorphism
grt(Fλ(V )) =
F t(Fλ(V ))
F t+1(Fλ(V ))
=
⊕
µ/λ∈HS
µ1=λ1
t=µ2+µ3+···
Mµ(V ). (2.10)
We extend this filtration to direct sums of Fλ(V )’s, and note that by (2.9), every GL(V )-equivariant map
automatically respects the filtration. We note also that taking gr(·) only affects the Sym(V )-module structure,
but not the GL-structure. In other words, if ϕ : F2 → F1 is an equivariant map of finite free modules, then
for the associated graded map gr(ϕ) : gr(F2) → gr(F1) we have ϕ = gr(ϕ) as GL(V )-linear maps (but not
as Sym(V )-linear maps). In the special case of the (unique up to scaling) map ϕ : Fλ(V ) −→ Fγ(V ), where
λ/γ ∈ HS, we have that the induced map gr(ϕ) embeds
Mµ(V ) →֒Mδ(V )
if there exists δ with δ/γ ∈ HS, δ1 = γ1 and δi = µi for i ≥ 2, and it sends Mµ(V ) to zero if no such δ exists.
Example 2.1. If λ = (3, 1) and γ = (1, 1) then the non-zero components of gr(Fλ(V )) and gr(Fγ(V )) are:
t 1 2 3 4
grt(Fλ(V )) M M ⊕M M ⊕M M
grt(Fλ(V )) M M
The only non-zero part of gr(ϕ) is given by the inclusion of M3,1 into M1,1, and that of M3,1,1 into M1,1,1.
2.6. Filtrations in the bi-graded setting. We consider now a pair of vector spaces V1, V2, and the associ-
ated polynomial ring Sym(V1)⊗Sym(V2) = Sym(V1⊕V2). We write GL = GL(V1)×GL(V2), and call module
a GL-equivariant Sym(V1)⊗ Sym(V2)-module. We have in particular for λ, µ ∈ P the free module
Fλ(V1)⊗ Fµ(V2),
which is equipped with a bi-filtration by submodules, given by
Fs,t(Fλ(V1)⊗ Fµ(V2)) = F
s(Fλ(V1))⊗F
t(Fµ(V2)) for s, t ∈ N.
The associated graded components are
gr(s,t)
(
Fλ(V1)⊗ Fµ(V2)
)
= grs(Fλ(V1))⊗ gr
t(Fλ(V2)).
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As before, all module maps respect this filtration (since they are assumed to be GL-equivariant).
All our modules are naturally bi-graded by placing each irreducible GL-representation SδV1 ⊗ SγV2 in
bi-degree (|δ|, |γ|). We have a diagonal functor ∆ that picks up the symmetric bi-degrees in each module:
∆(M) =
⊕
d≥0
M(d,d).
If we apply this to the ring itself we obtain the coordinate ring of the Segre product PV1 × PV2:
∆
(
Sym(V1)⊗ Sym(V2)
)
=
⊕
d≥0
Symd V1 ⊗ Sym
d V2 = S/I2,
where S and I2 are as defined in the Introduction. We assume that |λ| = |µ| and obtain S/I2-modules
Fλ,µ = ∆
(
Fλ(V1)⊗ Fµ(V2)
)
= SλV1 ⊗ SµV2 ⊗ S/I2, (2.11)
Mλ,µ = ∆
(
Mλ(V1)⊗Mµ(V2)
)
=
⊕
d≥0
Sλ1+d,λ2,λ3,...V1 ⊗ Sµ1+d,µ2,µ3,...V2. (2.12)
Applying the diagonal functor we obtain an induced bi-filtration on Fλ,µ, with associated graded components
gr(s,t)(Fλ,µ) = ∆
(
grs(Fλ(V1))⊗ gr
t(Fλ(V2))
)
=
⊕
(τ,θ)∈N s,t
λ,µ
SτV1 ⊗ SθV2,
where
N s,tλ,µ =
{
(τ, θ) ∈ P × P : τ/λ, θ/µ ∈ HS, s = τ2 + τ3 + · · · , t = θ2 + θ3 + · · · , and |τ | = |θ|
}
.
In other words, we have a direct sum module decomposition
gr(Fλ,µ) =
⊕
(α,β)∈Nλ,µ
Mα,β,
where
Nλ,µ =
{
(α, β) ∈ P × P : α/λ, β/µ ∈ HS and (α1 = λ1 or β1 = µ1)
}
. (2.13)
Remark 2.2. As for the case of one vector space V , the following facts hold:
(1) The only submodules of Mλ,µ are of the form M(λ1+d,λ2,λ3,...),(µ1+d,µ2,µ3,...), and they form a chain.
(2) There exists a non-zero S/I2-linear map Mλ,µ →Mα,β if and only if λ1 ≥ α1, µ1 ≥ β1, λi = αi, µi = βi
for i ≥ 2; in this case, the map is injective and unique up to scalar.
(3) If ϕ : F2 → F1 is an equivariant map of finite free S/I2-modules, then for the associated graded map
gr(ϕ) : gr(F2)→ gr(F1) we have ϕ = gr(ϕ) as GL-equivariant maps, but not as maps of S/I2-modules.
(4) Specializing (3) to the case when F2 = Fλ,µ and F1 = Fα,β, we get that gr(ϕ) includes each component
Mτ,θ into a corresponding Mγ,δ whenever possible, that is, when
(τ, θ) ∈ Nλ,µ, (γ, δ) ∈ Nα,β, and τi = γi, θi = δi for i ≥ 2,
and sends all other components to zero.
Explicit examples of the bi-filtrations discussed above, and the corresponding induced maps, will appear in
the proof of Theorem 3.1.
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3. The first Koszul homology groups for 2× 2 minors
The goal of this section is to describe the zeroth and first Koszul homology groups associated with the
space W ⊂ S spanned by the 2× 2 minors. We write K•(W ) for the Koszul complex whose i-th term is
Ki(W ) =
i∧
W ⊗ S,
and note that
Hi(K•(W )) = Tor
R
i (S,C).
Moreover, since I2 = 〈W 〉 ⊆ S then
H0(K•(W )) = S/I2 =
⊕
d≥0
Symd V1 ⊗ Sym
d V2 (3.1)
is the homogeneous coordinate ring of the Segre product PV1 × PV2. We prove the following.
Theorem 3.1. Let K = H1(K•(W )). The graded components of K are described as GL-representations by
Kd = 0 for d < 3,
K3 = S2,1V1 ⊗ S1,1,1V2 ⊕ S1,1,1V1 ⊗ S2,1V2,
K4 = S2,2V1 ⊗ S1,1,1,1V2 ⊕ S1,1,1,1V1 ⊗ S2,2V2 ⊕ S2,1,1V1 ⊗ S2,1,1V2 ⊕ S2,1,1V1 ⊗ S3,1V2 ⊕ S3,1V1 ⊗ S2,1,1V2,
Kd = Sd−2,1,1V1 ⊗ Sd−2,1,1V2 ⊕ Sd−2,1,1V1 ⊗ Sd−1,1V2 ⊕ Sd−1,1V1 ⊗ Sd−2,1,1V2, for d ≥ 5.
Recall from the Introduction that W = Sym2 V1 ⊗ Sym
2 V2 is the space spanned by the 2× 2 permanents,
and I2 = 〈W 〉 ⊂ S, then it follows by transpose duality from (3.1) that
H0(K•(W )) = S/I2 =
⊕
d≥0
d∧
V1 ⊗
d∧
V2 =
n⊕
d=0
d∧
V1 ⊗
d∧
V2,
where the last equality follows since
∧d V2 = 0 for d > n = dim(V2). Moreover, from Theorem 3.1 we get:
Theorem 3.2. Let K = H1(K•(W )). We have Kd = 0 for d < 3, and
K3 = S2,1V1 ⊗ S3V2 ⊕ S3V1 ⊗ S2,1V2,
K4 = S2,2V1 ⊗ S4V2 ⊕ S4V1 ⊗ S2,2V2 ⊕ S3,1V1 ⊗ S3,1V2 ⊕ S3,1V1 ⊗ S2,1,1V2 ⊕ S2,1,1V1 ⊗ S3,1V2,
Kd = S3,1d−3V1 ⊗ S3,1d−3V2 ⊕ S3,1d−3V1 ⊗ S2,1d−2V2 ⊕ S2,1d−2V1 ⊗ S3,1d−3V2, for d ≥ 5.
In particular, since SλV2 = 0 when λ has more than n parts, it follows that Kd = 0 for d ≥ n+ 3.
Proof of Theorem 3.1. We write ∂i for the i-th differential in K•(W ), so that K = ker(∂1)/ Im(∂2). We recall
the beginning of the Lascoux minimal free resolution of S/I2 (see [Wey03, Section 6.1])
W 3 ⊗ S
δ4−→W 2 ⊗ S
δ3−→W 1 ⊗ S
δ2−→W ⊗ S
δ1−→ S
where
W 1 = S1,1,1V1 ⊗ S2,1V2 ⊕ S2,1V1 ⊗ S1,1,1V2,
W 2 = S2,1,1V1 ⊗ S2,1,1V2 ⊕ S1,1,1,1V1 ⊗ S3,1V2 ⊕ S3,1V1 ⊗ S1,1,1,1V2,
W 3 = S3,1,1V1 ⊗ S2,1,1,1V2 ⊕ S2,1,1,1V1 ⊗ S3,1,1V2 ⊕ S2,2,2V1 ⊗ S2,2,2V2.
We will also need the decomposition
2∧
W = S2,1,1V1 ⊗ S2,2V2 ⊕ S2,1,1V1 ⊗ S1,1,1,1V2 ⊕ S2,2V1 ⊗ S2,1,1V2 ⊕ S1,1,1,1V1 ⊗ S2,1,1V2.
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Since δ1 = ∂1 we have that K = Im(δ2)/ Im(∂2). Factoring ∂2 :
∧2W ⊗ S → ker(∂1) ⊆ W ⊗ S through
δ2 : W
1 ⊗ S ։ ker(δ1) we obtain a map ǫ2 :
∧2W ⊗ S →W 1 ⊗ S and a linear presentation(
W 2 ⊕
2∧
W
)
⊗ S
δ3⊕ǫ2−−−→W 1 ⊗ S → K → 0.
Tensoring with S/I2 over S we obtain the presentation
F2 =
(
W 2 ⊕
2∧
W
)
⊗ S/I2
ϕ= ∂3⊕ǫ2
−−−−−−→ F1 =W
1 ⊗ S/I2 → K → 0 (3.2)
where we used that K is annihilated by I2 (see [Eis95, Prop. 17.14]).
In order to find the GL-decomposition of K we determine the image of ϕ. We consider the filtrations
of F1, F2 constructed in Section 2.6. By Remark 2.2 (3) it suffices to study the associated graded map
gr(ϕ) : gr(F2)→ gr(F1). The components of gr(F1) = gr(F(1,1,1),(2,1) ⊕ F(2,1),(1,1,1)) are determined by (2.13):
for the summand gr(F(1,1,1),(2,1)) we have
M(1,1,1),(2,1) M(1,1,1,1),(2,1,1) M(1,1,1,1),(2,2) M(1,1,1,1),(3,1)
M(2,1,1),(2,1,1) M(2,1,1),(2,2) M(2,1,1,1),(2,2,1) M(3,1,1),(2,2,1)
and, symmetrically, for the summand gr(F(2,1),(1,1,1)) we have
M(2,1),(1,1,1) M(2,1,1),(1,1,1,1) M(2,2),(1,1,1,1) M(3,1),(1,1,1,1)
M(2,1,1),(2,1,1) M(2,2),(2,1,1) M(2,2,1),(2,1,1,1) M(2,2,1),(3,1,1).
We are going to calculate Mλ,µ ∩ Im(gr(ϕ)) for each of the 16 terms Mλ,µ above. Observe that each Mλ,µ
appears exactly once, with the exception of M(2,1,1),(2,1,1), therefore, by symmetry, it suffices to deal with the
first 8 cases and with the second copy M(2,1,1),(2,1,1) appearing in the last 8.
(1) M(1,1,1),(2,1) ∩ Im(gr(ϕ)) = 0.
It follows from Remark 2.2 (2) by inspecting the graded components of gr(F2).
(2) M(1,1,1,1),(2,1,1) ⊆ Im(gr(ϕ)).
S1,1,1,1V1⊗S2,1,1V2 is part of the minimal generating set of
∧2W⊗S/I2. Its image is non-zero under ∂2,
therefore also under the lift ǫ2, and by degree reasons also under ǫ2. Thus M(1,1,1,1),(2,1,1) ⊆ Im(gr(ϕ))
by Remark 2.2 (2).
(3) M(1,1,1,1),(2,2) ∩ Im(gr(ϕ)) =M(2,1,1,1),(3,2).
S1,1,1,1V1⊗S2,2V2 does not appear in F2. On the other hand, S2,1,1,1V1⊗S3,2V2 appears inW
2⊗S, and
its image in W 1⊗ S under δ3 is non-zero because S2,1,1,1V1⊗ S3,2V2 does not appear in W
3⊗ S. Note
that S2,1,1,1V1 ⊗ S3,2V2 appears once in W
1 ⊗ S, hence it avoids the kernel of W 1 ⊗ S ։ W 1 ⊗ S/I2.
We deduce that the image of S2,1,1,1V1⊗S3,2V2 under δ3 is non-zero, and the desired conclusion follows
by Remark 2.2 (2).
(4) M(1,1,1,1),(3,1) ⊆ Im(gr(ϕ)).
S1,1,1,1V1 ⊗ S3,1V2 is part of the minimal generating set of W
2 ⊗ S/I2. Its image is non-zero under δ3,
and by degree reasons also under δ3. Thus M(1,1,1,1),(3,1) ⊆ Im(gr(ϕ)) by Remark 2.2 (2).
(5) M⊕2(2,1,1),(2,1,1) ∩ Im(gr(ϕ))
∼=M(2,1,1),(2,1,1).
By Remark 2.2 (2) the only Mλ,µ ⊆ gr(F1) that can map to M(2,1,1),(2,1,1) comes from the subspace
S2,1,1V1⊗ S2,1,1V2 that is part of the minimal generating set of W
2⊗S/I2. As in item (4) we conclude
that Im(gr(ϕ)) contains (exactly) one copy of M(2,1,1),(2,1,1).
(6) M(2,1,1),(2,2) ⊆ Im(gr(ϕ)) as in item (2).
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(7) M(2,1,1,1),(2,2,1) ⊆ Im(gr(ϕ)) as in the second part of item (3).
(8) M(3,1,1),(2,2,1) ⊆ Im(gr(ϕ)) as in the second part of item (3).
We conclude that the associated graded module of the induced filtration on K is
gr(K) =M(1,1,1),(2,1) ⊕M(2,1),(1,1,1) ⊕M(2,1,1),(2,1,1) ⊕ S1,1,1,1V1 ⊗ S2,2V2 ⊕ S2,2V1 ⊗ S1,1,1,1V2.
By (2.12), this implies the GL-decomposition stated in the theorem. 
4. Filtrations on the second Veronese subring
We let S(2) denote the second Veronese subring of S, with the grading given by
S
(2)
d = Sym
2d(V1 ⊗ V2) =
⊕
λ⊢2d
SλV1 ⊗ SλV2.
We can think of S(2) as a graded module over the (standard) graded polynomial ring R, and it follows from
Section 3 that
TorR0 (S
(2),C)d = Sym
2d V1 ⊗ Sym
2d V2, (4.1)
and (see Theorem 3.1 for the description of K)
TorR1 (S
(2),C)d = K2d.
The R-submodule of S(2) generated by 1 is A, so it is clear that TorR0 (A,C) = C (concentrated in degree 0).
The formula (4.1), which describes the minimal generators of S(2) as an R-module, provides a natural
increasing filtration of S(2) by R-submodules
A =M0 ⊆M1 ⊆M2 ⊆ · · · ⊆ S
(2), (4.2)
where Mi is the R-submodule generated by
⊕i
d=0 Sym
2d V1 ⊗ Sym
2d V2.
The goal of this section is to prove the following:
Theorem 4.1. For each r > 0 and for i = 0, 1, 2 we have that
TorRi (Mr/Mr−1,C)j = 0 if j 6= i+ r.
Applying transpose duality, it follows from (4.2) that we have a filtration
A =M0 ⊆M 1 ⊆M2 ⊆ · · · ⊆ S
(2), (4.3)
where M i is the R-submodule generated by
⊕i
d=0
∧2d V1 ⊗∧2d V2. Unlike (4.2), the filtration (4.3) is finite,
and we have M ⌊n/2⌋ = S
(2). It follows from Theorem 4.1 that for i = 0, 1, 2 we have
TorRi (M r/M r−1,C)j = 0 if j 6= i+ r. (4.4)
Corollary 4.2. We have that TorR1 (A,C)j = 0 for j > ⌊n/2⌋ + 2.
Proof. We prove by descending induction on r that TorR1 (M r,C)j = 0 for j > ⌊n/2⌋ + 2. The base case is
r = ⌊n/2⌋, which follows from Theorem 3.2, since
TorR1 (S
(2),C)j = K2j = 0 for 2j ≥ n+ 3.
For the induction step, we have an exact sequence
· · · −→ TorR2 (M r/M r−1,C) −→ Tor
R
1 (M r−1,C) −→ Tor
R
1 (M r,C) −→ · · ·
and the desired conclusion follows using (4.4) with i = 2, and the induction hypothesis. 
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We now proceed with the proof of Theorem 4.1. The module Mr/Mr−1 has space of minimal generators
given by Sym2r V1 ⊗ Sym
2r V2. In higher degrees, the GL-equivariant structure is given as follows (see also
[BCV13, Remark 1.9]).
Lemma 4.3. The GL-decomposition of Mr/Mr−1 is given by⊕
λ∈Mr\Mr−1
SλV1 ⊗ SλV2, (4.5)
where Mr = {λ ∈ Peven : 2λ1 − |λ| ≤ 2r}.
Proof. To prove this statement, we need to check that
Mr =
⊕
λ∈Mr
SλV1 ⊗ SλV2.
The case r = 0 follows from (2.3). Since Mr/Mr−1 is generated by Sym
2r V1 ⊗ Sym
2r V2, it is a quotient of
Sym2r V1 ⊗ Sym
2r V2 ⊗A.
Using Pieri’s rule, if λ ∈ M0 then
SλV ⊗ Sym
2r V =
⊕
µ
SµV,
where µ varies over partitions in Mr. It follows that Mr/Mr−1 is a subrepresentation of (4.5). To prove the
reverse inclusion, it suffices to check that if λ ∈ Mr then a highest weigh vector in SλV1⊗SλV2 belongs to Mr
(see Section 2.4 for the notation). Note that if λ ∈ Mr \Mr−1 then λ1− 2r ≥ λ2, so µ = (λ1− 2r, λ2, λ3, · · · )
satisfies µ ∈ M0, and the corresponding highest weight vectors satisfy
detλ = x
2r
1,1 · detµ .
Since detµ ∈ A =M0 and x
2r
1,1 ∈ Sym
2r V1 ⊗ Sym
2r V2, it follows that detλ ∈Mr. 
We are going to realize Mr/Mr−1 as global sections of a vector bundle, and compute its syzygies using
the Kempf–Weyman geometric technique. We let X = PV1 × PV2, where PVi is the projective space of one
dimensional quotients of Vi. We consider the tautological exact sequence on PVi,
0 −→ Ri −→ Vi ⊗OPVi −→ Qi −→ 0, (4.6)
where Qi is the tautological quotient line bundle on PVi (often denoted OPVi(1)). Using [Har77, Exer-
cise II.5.16], we get exact sequences
0 −→
2∧
Ri −→
2∧
Vi ⊗OPVi −→ Ri ⊗Qi −→ 0. (4.7)
We write πi : X −→ PVi for the natural projection maps, and define η = π
∗
1(R1 ⊗ Q1) ⊗ π
∗
2(R2 ⊗ Q2),
L = π∗1(Q1)⊗ π
∗
2(Q2). Pulling back to X the two sequences in (4.7) and tensoring them together, we get an
exact sequence
0 −→ ξ −→W ⊗OX −→ η −→ 0,
where ξ is a locally free sheaf and can also be obtained as an extension
0 −→ ξ1 −→ ξ −→ ξ2 −→ 0
where
ξ1 =
2∧
V1 ⊗ π
∗
2
(
2∧
R2
)
and ξ2 = π
∗
1
(
2∧
R1
)
⊗ π∗2 (R2 ⊗Q2) .
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We will need the following consequence of Bott’s theorem [Wey03, Corollary 4.1.9].
Lemma 4.4. Suppose that u, v ∈ Z≥0, j, r ∈ Z≥1, and u+ v ≤ j + 2. We have
Hj
(
X,L2r ⊗
u∧
ξ1 ⊗
v∧
ξ2
)
= 0.
Proof. Using Cauchy’s formula, we have that
u∧
ξ1 =
⊕
α⊢u
Sα (S1,1V1)⊗ π
∗
2 (Sα′ (S1,1R2)) ,
v∧
ξ2 =
⊕
β⊢v
π∗1 (Sβ (S1,1R1))⊗ π
∗
2
(
Sβ′ (R2 ⊗Q2)
)
Using the projection formula and Ku¨nneth’s formula, it suffices to check that if the following hold
• λ ⊢ 2v is such that Sλ appears in the plethysm Sβ ◦ S1,1 for some β ⊢ v,
• µ ⊢ (2u+ v) is such that Sµ appears in the tensor product (Sα′ ◦ S1,1)⊗ Sβ′ for α ⊢ u, β ⊢ v,
• a, b ∈ Z≥0 satisfy a+ b = j,
then Ha(PV1,Q
2r
1 ⊗ SλR1) = 0 or H
b(PV2,Q
2r+v
2 ⊗ SµR2) = 0. Suppose otherwise, so that both groups are
non-zero. It follows from Bott’s theorem that λa − 1 ≥ 2r+ a ≥ 2 + a and µb − 1 ≥ 2r+ v+ b ≥ 2 + v + b, so
2v = |λ| ≥ λ1 + · · ·+ λa ≥ a · λa ≥ a(3 + a), (4.8)
2u+ v = |µ| ≥ µ1 + · · ·+ µb ≥ b · µb ≥ b(3 + b+ v). (4.9)
We divide our analysis into three cases and show that in each case we obtain a contradiction.
Case 1: b = 0. It follows that a = j, so that j + 2 ≥ u+ v ≥ v ≥ j(j + 3)/2 by (4.8), which is only possible
when j = 1, which then forces 3 ≥ v ≥ 2. Since Sβ ◦ S1,1 is a quotient of S
⊗v
1,1, it follows by Pieri’s rule that
λ1 ≤ v ≤ 3, but this contradicts the inequality λa − 1 ≥ 2 + a since a = j = 1.
Case 2: a = 0. It follows that b = j, so that
2(j + 2) ≥ 2(u+ v) = (2u+ v) + v
(4.9)
≥ j(3 + j + v) + v = 3j + j2 + (j + 1)v.
It follows that 4 ≥ j + j2 + (j + 1)v, which implies j = 1, so that u + v ≤ 3. Since Sα′ ◦ S1,1 is a quotient
of S⊗u1,1 and Sβ′ is a quotient of S
⊗v
1,1, it follows from Pieri’s rule that µ1 ≤ u+ v ≤ 3, but this contradicts the
inequality µb ≥ b(3 + b+ v) ≥ b(3 + b) since b = j = 1.
Case 3: a, b ≥ 1. It follows that
2(a+ b)+ 4 = 2(j+2) ≥ 2v+(2u+ v)− v
(4.8)−(4.9)
≥ a(3+ a)+ b(3+ b+ v)− v = 3(a+ b)+ a2+ b2+(b− 1)v,
which implies that 4 ≥ a + b + a2 + b2, forcing a = b = 1 and equality to hold everywhere. In particular,
2v = a(3 + a) implies v = 2, and 2u+ v = b(3 + b+ v) implies u = 2. Since (4.8)–(4.9) are equalities, we get
moreover that λ = (4) and µ = (6) are partitions with only one part. However, every λ for which Sλ appears
in Sβ ◦ S1,1 has at least two parts, so we reached once again a contradiction. 
Proposition 4.5. If r > 0 then Mr/Mr−1 = H
0(X,L2r ⊗ Sym(η)), and H i(X,L2r ⊗ Sym(η)) = 0 for i > 0.
Moreover, for i = 0, 1, 2 we have that TorRi (Mr/Mr−1,C)j = 0 if j 6= i+ r, so Theorem 4.1 holds.
Proof. Denote Nr = H
0(X,L2r ⊗ Sym(η)). Note that since Qi is a line bundle, we have that for a partition
µ ⊢ d one has
Sµ(Ri ⊗Qi) = Q
d
i ⊗ SµRi.
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By Cauchy’s formula, one gets
L2r ⊗ Symd(η) =
⊕
µ⊢d
π∗1(Q
d+2r
1 ⊗ SµR1)⊗ π
∗
2(Q
d+2r
2 ⊗ SµR2).
Using Ku¨nneth’s formula and Bott’s theorem, it follows that L2r ⊗ Symd(η) has no higher cohomology, and
from Lemma 4.3 it follows that Mr/Mr−1 ∼= Nr as GL-representations.
Using [Wey03, Theorem 5.1.2] it follows that
TorRi (Nr,C)r+i+j = H
j
(
X,
i+j∧
ξ ⊗L2r
)
for all i, j ∈ Z. (4.10)
For i ≤ 2, it follows from [Har77, Exercise II.5.16] that
∧i+j ξ has a filtration with composition factors∧u ξ1 ⊗∧v ξ2, with u + v = i + j ≤ j + 2, so using Lemma 4.4 we get that Hj (X,∧i+j ξ ⊗ L2r) = 0 when
j, r ≥ 1. In particular, from (4.10) we get TorRi (Nr,C)j = 0 if j 6= i+ r for i = 0, 1, 2.
To conclude our proof we show that Mr/Mr−1 ∼= Nr as R-modules. By the previous paragraph we have
TorR0 (Nr,C) = H
0(X,L2r) = Sym2r V1 ⊗ Sym
2r V2 and Tor
R
1 (Nr,C) = H
0(X,L2r ⊗ ξ).
To compute the latter, notice that the exact sequence 0→ ξ1 → ξ → ξ2 → 0 yields an exact sequence
0 −→ H0
(
X,L2r ⊗ ξ1
)
−→ H0
(
X,L2r ⊗ ξ
)
−→ H0
(
X,L2r ξ2
)
.
Using Ku¨nneth’s formula, Bott’s theorem, and Pieri’s rule we calculate
H0
(
X,L2r ⊗ ξ1
)
= H0
(
X,π∗1Q
2r
1 ⊗ π
∗
2Q
2r
2 ⊗
2∧
V1 ⊗ π
∗
2
(
2∧
R2
))
=
2∧
V1 ⊗H
0
(
PV1,Q
2r
1
)
⊗H0
(
PV2,Q
2r
2 ⊗
2∧
R2
)
=
2∧
V1 ⊗ Sym
2r V1 ⊗ S2r,1,1V2 = (S2r,1,1V1 ⊕ S2r+1,1V1)⊗ S2r,1,1V2,
H0
(
X,L2r ⊗ ξ2
)
= H0
(
X,π∗1Q
2r
1 ⊗ π
∗
2Q
2r
2 ⊗ π
∗
1
(
2∧
R1
)
⊗ π∗2(R2 ⊗Q2)
)
= H0
(
PV1,Q
2r
1 ⊗
2∧
R1
)
⊗H0
(
PV2,Q
2r+1
2 ⊗R2
)
= S2r,1,1V1 ⊗ S2r+1,1V2.
We deduce that TorR1 (Nr,C) is a subrepresentation of
S2r,1,1V1 ⊗ S2r,1,1V2 ⊕ S2r,1,1V1 ⊗ S2r+1,1V2 ⊕ S2r+1,1V1 ⊗ S2r,1,1V2. (4.11)
Since both Mr/Mr−1 and Nr are generated by Sym
2r V1 ⊗ Sym
2r V1, there exist R-linear surjections
ϕM : F ։Mr/Mr−1, ϕN : F ։ Nr
where F = Sym2r V1⊗Sym
2r V1⊗R. Let H ⊆ F be the R-submodule generated by all subspaces SλV1⊗SµV2
such that either λ 6= µ or λ = µ /∈ Mr \ Mr−1. It follows by Lemma 4.3 that H ⊆ ker(ϕM ). On the
other hand, by (4.11) we see that ker(ϕN ) ⊆ H, since (2r, 1, 1) ∈ Mr−1. Hence ϕM , ϕN induce an R-linear
surjection Nr ։Mr/Mr−1, which must also be injective since Nr ∼=Mr/Mr−1 as GL-representations. 
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5. The subspace variety
Recall that W = Sym2 V1 ⊗ Sym
2 V2, and R = Sym(W ), so that Spec(R) =W
∨
. We consider the subspace
variety Y ⊂W
∨
given by
Y = {y ∈W
∨
: y ∈ Sym2H ⊗ Sym2 V ∨2 for some codimension one subspace H ⊂ V
∨
1 }.
The goal of this section is to describe the defining equations of Y .
Theorem 5.1. The vector space of minimal generators of the ideal I(Y ) ⊂ R is concentrated in degree m,
and it is isomorphic as a GL-representation to
m∧
V1 ⊗
m∧
(V1 ⊗ Sym
2 V2).
The proof techniques are similar to those used in [Wey03, Chapter 7]. We consider the projective space P
of rank (m− 1) quotients of V1, and consider the affine bundle
Y = Spec
P
Sym(Sym2Q⊗ Sym2 V2),
where Q is the tautological quotient sheaf of rank m−1 (note that this is different from (4.6), where the rank
of Q1 was one). The tautological sequence on P is
0 −→ R −→ V1 ⊗OP −→ Q −→ 0,
where R is often denoted OP(−1). It induces an exact sequence
0 −→ R⊗ V1 −→ Sym
2 V1 ⊗OP −→ Sym
2Q −→ 0,
and after tensoring with Sym2 V2 it gives an exact sequence
0 −→ (R⊗ V1)⊗ Sym
2 V2 −→W ⊗OP −→ Sym
2Q⊗ Sym2 V2 −→ 0,
which makes Y a geometric sub-bundle of the trivial bundle W
∨
× P. Writing q : W
∨
× P −→ W
∨
for the
natural projection map, we have that q(Y) = Y (in fact, the reader can check that q|Y is birational, so it gives
a resolution of singularities of Y ). Using Bott’s theorem and the projection formula, we have that
H i(Y,OY ) =
⊕
d≥0
H i(P,Symd(Sym2Q⊗ Sym2 V2)) = 0 for i > 0.
It follows from [Wey03, Theorem 5.1.2] that q∗(OY ) has a minimal free R-resolution F• where
Fi =
⊕
j
Hj
(
P,
i+j∧
(R⊗ V1 ⊗ Sym
2 V2)
)
⊗R(−i− j)
=
⊕
j
Hj(P,Ri+j)⊗
i+j∧
(V1 ⊗ Sym
2 V2)⊗R(−i− j).
For i+ j ≥ 0, we have that Hj(P,Ri+j) = Hj(P,OP(−i− j)) is non-zero only for i = j = 0, and j = m− 1,
i+ j ≥ m. In particular, we get that
F1 = H
m−1(P,Rm)⊗
m∧
(V1 ⊗ Sym
2 V2)⊗R(−m).
Since the minimal generators of F1 are the minimal generators of I(Y ), and since H
m−1(P,Rm) =
∧m V1,
the conclusion of Theorem 5.1 follows.
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6. The proof of Theorem 1.2
The goal of this section is to describe the proof of Theorem 1.2. We let (m,n) = (dim(V1),dim(V2)), and
note that by symmetry, the cases (m,n) and (n,m) are equivalent, so without loss of generality we may
assume that m ≥ n. In Section 6.1 we use the results of [BCV13] to prove Theorem 1.2 for j ≤ 4. Based
on Corollary 4.2, we deduce that the theorem is true for n ≤ 5 in Section 6.2. The substantial part of the
argument is explained in Section 6.3, where we argue by induction on the dimension vector (m,n).
6.1. Low degree equations. It follows from transpose duality that proving Theorem 1.2 for j ≤ 4 (for all
m,n) is equivalent to proving Theorem 1.1 for j ≤ 4 (for all m,n). Since the minors (resp. permanents) are
linearly independent, we may assume that j ≥ 2. The case j = 2 is discussed (for any size minors) in [BCV13,
Section 2.1], the case j = 3 is analyzed in [BCV13, Section 3.3], and the case j = 4 in [BCV13, Section 3.4].
6.2. The case n ≤ 5. The assumption n ≤ 5 implies that ⌊n/2⌋ + 2 ≤ 4, so we conclude by Corollary 4.2
that TorR1 (A,C)j = 0 for j > 4.
6.3. The inductive step. We assume that m ≥ n ≥ 6, and suppose by induction that Theorem 1.2 is true
for every pair (m′, n′) 6= (m,n), with m′ ≤ m and n′ ≤ n (we abbreviate this as (m′, n′) ≺ (m,n)). If we
define the functor T = T2 ⊕ T3 by letting (recall the notation and conventions in Section 2.3)
T2 = S4 ⊠ S2,2 ⊕ S2,2 ⊠ S4, T3 = S4,1,1 ⊠ S3,3 ⊕ S3,3 ⊠ S4,1,1,
then the induction hypothesis gives for every U1, U2 with (dim(U1),dim(U2)) ≺ (m,n) an exact sequence
T(U1, U2)⊗R(U1, U2) −→ R(U1, U2) −→ A(U1, U2) −→ 0.
By functoriality, we can extend T,R,A to bi-variate functors of locally free sheaves on any variety (or scheme)
Z over C. Since exactness is a local property, it follows that
T(V1,V2)⊗OZ R(V1,V2) −→ R(V1,V2) −→ A(V1,V2) −→ 0 (6.1)
is exact for any pair of locally-free sheaves (V1,V2) with (rankV1, rankV2) < (m,n).
Consider now vector spaces V1, V2 with (dim(V1),dim(V2)) = (m,n), and consider Z = P the projective
space of (m− 1)-dimensional quotients of V1 (as in Section 5). We take V1 = Q the tautological rank (m− 1)
quotient sheaf on P, and V2 = V2⊗OP. Since (rankV1, rankV2) = (m− 1, n) ≺ (m,n), (6.1) is exact. We let
B = H0(P,R(V1,V2))
and observe that (using the notation from Section 5) B = R/I(Y ) is the coordinate ring of the subspace
variety Y ⊂W
∨
. It follows from Theorem 5.1 that B has an R-module presentation
U(V1, V2)⊗R→ R։ B, where U(V1, V2) =
m∧
V1 ⊗
m∧
(V1 ⊗ Sym
2 V2), (6.2)
so B is defined by degree m equations in R. We let
C = H0(P,A(V1,V2)), (6.3)
and note that since the maps in (6.1) are split as maps of OZ -modules, it follows that after taking global
sections we obtain an exact sequence
H0
(
P,T(V1,V2)⊗OZ R(V1,V2)
)
−→ B −→ C −→ 0. (6.4)
We claim moreover that the natural multiplication map
H0
(
P,T(V1,V2)
)
⊗H0
(
P,R(V1,V2)
)
−→ H0
(
P,T(V1,V2)⊗OZ R(V1,V2)
)
) (6.5)
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is also surjective. To see this, it suffices by [Laz04, Example 1.8.13] to check that T(V1,V2) and R(V1,V2) are
(direct sums of coherent locally free) 0-regular sheaves. Since V1 is resolved by the complex
0 −→ OP(−1) −→ V1 ⊗OP[−→ V1 −→ 0],
it follows from [Laz04, Proposition 1.8.8] that V1 is 0-regular, and by [Laz04, Proposition 1.8.9] the same is
true about any polynomial functor applied to V1. The same reasoning applies to V2, which is 0-regular since
it is trivial. Since tensor products of 0-regular locally free sheaves are 0-regular, the desired claim follows.
Combining (6.4) with the surjective map (6.5), and noting that by Bott’s theorem we have
H0
(
P,T(V1,V2)
)
= T(V1, V2),
we obtain an exact sequence
T(V1, V2)⊗B −→ B −→ C −→ 0.
Using the presentation (6.2) of B as an R-module, we obtain a presentation of C given by(
T(V1, V2)⊕ U(V1, V2)
)
⊗R −→ R։ C, (6.6)
which shows that
TorR1 (C,C) ⊆ T(V1, V2)⊕ U(V1, V2). (6.7)
If m > n then we have that C = A, so (6.7) yields
TorR1 (A,C)j = 0 for j 6= 2, 3,m.
Using the fact that m ≥ n > ⌊n/2⌋ + 2 and Corollary 4.2 we conclude that TorR1 (A,C)m = 0, and therefore
TorR1 (A,C)j = 0 for j > 4.
Suppose now that m = n. In this case C is only a quotient of A, and we have a short exact sequence
0 −→ J −→ A −→ C −→ 0,
where J is an ideal whose GL-structure is given (applying Bott’s theorem to (6.3)) by
J =
⊕
λ∈M0
λn 6=0
SλV1 ⊗ SλV2,
where M0 = {λ
′ : λ ∈ M0}. Since partitions with n parts only occur in degree ≥ n in R, it follows that J
is generated in degree ≥ n, so its defining relations have degree ≥ n+ 1 and thus TorR1 (J,C)j = 0 for j ≤ n.
We consider the long exact sequence on Tor in degree j:
· · · −→ TorR1 (J,C)j −→ Tor
R
1 (A,C)j −→ Tor
R
1 (C,C)j −→ · · ·
By (6.7) we know that if j > 4 then TorR1 (C,C)j may only be non-zero for j = n > ⌊n/2⌋ + 2, so it doesn’t
contribute to TorR1 (A,C)j by Corollary 4.2. A similar argument applies to Tor
R
1 (J,C)j , which may be non-zero
only for j ≥ n+ 1. This proves that TorR1 (A,C)j = 0 for j > 4, concluding our proof.
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7. Determinantal ideals of fiber type
In this final section we turn our attention to the graph of the map Λ2 introduced in (1.1), which is also the
blowup of P(Hom(Cm,Cn)) along the determinantal variety defined by I2. Observe that
Graph (Λ2) ⊆ P(Hom(C
m,Cn))× P
(
Hom
(
2∧
C
m,
2∧
C
n
))
thus Graph (Λ2) is defined by bi-homogeneous polynomials in the ring S ⊗ R. In fact, the bi-homogeneous
coordinate ring of Graph (Λ2) is the Rees algebra of the ideal of minors I2 ⊆ S
Rees(I2) =
⊕
d≥0
Id2
∼= S[It] ⊆ S[t]
where t denotes an indeterminate. The ring Rees(I2) is the image of the S-algebra map Π : S ⊗ R → S[t]
determined by R1 =W →Wt ⊆ S2t. In this section we scale the grading of R and consider it as polynomial
ring generated in degree 2. In particular, Rees(I2) is a bi-graded C-algebra generated by Rees(I2)(1,0) =
V1 ⊗ V2 = S1 and Rees(I2)(0,2) =Wt ⊆ S2t.
It is natural to study the defining relations of Rees(I2). From this perspective, the algebra A, investigated
in the previous sections, is the special fiber Rees(I2)⊗S C of the Rees algebra. Denoting by J = ker(Π) and
I(Xm,n) = ker(Ψ) the defining ideals of Rees(I2) and A respectively, we have that J(0,2d) = I(Xm,n)d for all
d ∈ N. On the other hand, denoting by Syz(I2) the first syzygy module of I2, we have that J(d,2) = Syz(I2)d+2
for all d ∈ N. The ideal I2 is said to be of fiber type if J is generated by J(0,2d) and J(d,2) for d ∈ N. In
analogy with the case of maximal minors (see [BCV15]) we ask:
Question 7.1. Let I2 be the ideal of 2× 2 minors of a generic m× n matrix X. Is I2 of fiber type?
The fiber type property would reduce the problem of finding the relations of Rees(I2) to the one of finding
the first syzygies of I2, solved by Lascoux, and the one of finding the relations of A, settled in Theorem 1.1.
Below we observe, adapting an argument of [BCV13], that Question 7.1 reduces to matrices of size (n+2)×n,
and that the answer is affirmative for m× 3 matrices. Recall our convention that m = dimV1 ≥ n = dimV2.
Proposition 7.2. Fix n ∈ N. If I2 is of fiber type for a generic (n+2)×n matrix, then it is of fiber type for
any generic m× n matrix.
Proof. Denote T = S ⊗R. For each bi-degree (d, e) 6= (0, 0) we consider the surjective map
χ : D = T(1,0) ⊗ T(d−1,e) ⊕ T(0,2) ⊗ T(d,e−2) → T(d,e)
defined by χ(x ⊗ α, y ⊗ β) = xα + yβ. We say that a representation SλV1 ⊗ SµV2 is balanced if λ = µ,
unbalanced otherwise. Decompose T(d,e) = B(d,e) ⊕ U(d,e), where B(d,e) (resp. U(d,e)) is the sum of all the
balanced (resp. unbalanced) sub-representations. Furthermore, let D = E ⊕ F where
E = T(1,0) ⊗B(d−1,e) ⊕ T(0,2) ⊗B(d,e−2), F = T(1,0) ⊗ U(d−1,e) ⊕ T(0,2) ⊗ U(d,e−2).
Notice that, since Rees(I2) is a direct sum of ideals of S, it contains no unbalanced representation, and
therefore U(d,e) ⊆ J(d,e).
Let H ⊆ J(d,e) be an irreducible representation that is part of the minimal generating set of J , i.e. such
that its image modulo (T(1,0) ⊕ T(0,2))J is non-zero. Setting H
′ = χ(F ), we cannot have H ⊆ H ′, since H is
minimal. Thus H ∩H ′ = 0, and by surjectivity of χ there exists an irreducible sub-representation H ′′ ⊆ D,
disjiont from F , mapping non-trivially to H via χ. It follows that H ′′, and hence also H, is isomorphic
to an irreducible representation occurring in E, and hence occurring in either V1 ⊗ V2 ⊗ SλV1 ⊗ SλV2 or∧2 V1 ⊗ ∧2 V2 ⊗ SλV1 ⊗ SλV2, for some λ ∈ P. We have λn+1 = 0 since H 6= 0, and by Pieri’s rule
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H ∼= SµV1⊗SνV2 for some µ, ν ∈ P with µn+3 = νn+3 = 0. We conclude that the relations H ⊆ J(d,e) already
appear in the case m = n+ 2, and the desired statement follows. 
It can be verified using Macaulay2 [GS] that for a generic 5×3 matrix, the ideal I2 is of fiber type. Applying
Proposition 7.2 with n = 3 we obtain the following.
Corollary 7.3. For a generic m× 3 matrix, the ideal I2 is of fiber type.
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