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EVERY EXPONENTIAL GROUP SUPPORTS A POSITIVE
HARMONIC FUNCTION
GIDEON AMIR AND GADY KOZMA
Abstract. We prove that all groups of exponential growth support
non-constant positive harmonic functions. In fact, out results hold in
the more general case of strongly connected, finitely supported Markov
chains invariant under some transitive group of automorphisms for which
the directed balls grow exponentially.
1. Introduction
Let G be a finitely generated group, and let S be a set of generators. We
call a function f : G→ R (right) harmonic if for every g ∈ G we have
f(g) =
1
|S|
∑
s∈S
f(gs).
There is considrable interest in identifying spaces of harmonic functions with
various properties and relating them to properties of the group G. In par-
ticular, the spaces of bounded harmonic functions and of positive harmonic
functions were studied (these are related, respectively, to the Poisson and
Martin boundaries of G). Our interest here is the following question: for
which G and S does a positive, non-constant harmonic function exist?
One example where this problem is relatively understood is the case of
nilpotent groups. In this case, Margulis [4] reduced the question from G to
G/[G,G] i.e. from general nilpotent groups to abelian groups. When S is
symmetric, i.e. when s ∈ S ⇔ s−1 ∈ S, any positive harmonic function on an
abelian groups is constant, see [2] for a proof and some results also in the non-
symmetric case (Margulis’ reduction is not restricted to the symmetric case).
Similarly, Hebisch and Saloff-Coste showed that when G has polynomial
word growth and S is symmetric the only positive harmonic functions are
the constants [3, Theorem 6.2]. Since by Gromov’s theorem groups with
polynomial word growth are virtually nilpotent, this result is quite close to
Margulis’, but the proof of [3] is analytic in nature (and in particular does
not use Gromov’s theorem or any other algebraic structure result).
In the other direction, Bougerol and Élie showed that for a certain class
of groups, close in spirit to Lie groups, exponential word growth implies that
a positive non-constant harmonic function does exist [1, Theorem 1.4]. Here
we show that most of the assumptions of [1] are not necessary: the result
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holds for any finitely generated group and any finite set of generators. Even
symmetry is not necessary. Let us state our result:
Theorem. Let Rn be a strongly connected, finitely supported Markov chain
on some set G, invariant to some transitive group of automorphisms of G.
Assume the directed balls on G grow exponentially. Then there exists a non-
constant positive harmonic function on G.
We recall that a Markov chain is called strongly connected if for any two
states of the chain (here this is the same as the elements of G) there is a
positive probability for the chain to reach from one state to the other in a
finite number of steps. It is called “finitely supported” if from any state one
may reach only finitely many states in a single step (in general this might
depend on the starting state, but here due to the invariance all starting states
are identical). The directed ball around g of radius r, denoted by B(g, r), is
the set of all h ∈ G such that for some s ≤ r the probability to reach h from
g in s steps of the Markov chain is positive. Finally, a function f : G→ R is
called harmonic to a Markov chain Rn on G if f(Rn) is a martingale. The
reader may readily verify that these definitions coincide with the definitions
given above for a group, when G is a group and the Markov chain is the one
moving from a g ∈ G to each of the elements of the form gs for some s ∈ S
with probability 1/|S|.
Question. Does the Grigorchuk group support a non-trivial positive har-
monic function?
2. Proof
It will be convenient to use graph notation, so whenever Rn is a Markov
chain on some set G, we will consider G as a directed graph: the elements of
G will be called “vertices”, and a couple x, y ∈ G will be called a (directed)
edge if the Markov chain can move from x to y in a single step (we denote
x→ y). A path will be a sequence of vertices x1, x2, . . . such that xi → xi+1
and a geodesic is a path which is shortest possible between its end vertices
(equivalently, between any two vertices in it).
Let Rn be a Markov chain on some G. For a set S of vertices, an a ∈ S
and a vertex x ∈ ∂S (i.e. x 6∈ S but ∃y ∈ S such that y → x) let µS(a, x) be
the probability that Rn, when started from a, exits S at x. If a and b are
two vertices we denote
ǫ(S) = ǫ(S; a, b) = max
x
|µS(a, x)− µS(b, x)|
µS(a, x)
where the maximum is taken over all x ∈ ∂S such that µS(a, x) > 0.
Lemma 1. Let Rn be a strongly connected Markov chain on some G. Then
there exists a non-trivial positive harmonic function on G if and only if there
exist vertices a and b such that ǫ(S; a, b) 6→ 0 as S → G.
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(we say that sets of vertices S converge to G if every vertex of G is even-
tually contained in S)
Proof. Let us start with the “if” part, for which we assume a and b exist and
we need to construct a positive harmonic function f . In more details, our
assumption is that there exist an ǫ > 0, a sequence Sn and vertices xn ∈ ∂Sn
such that
|µSn(a, xn)− µSn(b, xn)| > ǫµSn(a, xn).
We now define functions fn using
fn(v) =
µSn(v, xn)
µSn(a, xn)
(extend fn to outside Sn arbitrarily).
We wish to take a subsequential limit of the fn and for this we need to get
an apriori bound. Here is where we use strong connectedness. Indeed, if v
and w are vertices, and if γ is some path from v to w which R may take with
probability p > 0, then for every n sufficiently large such that γ ⊂ Sn we
have µ(v, xn) > pµ(w, xn) and hence fn(v) > pfn(w). Since fn(a) = 1 we get
that for every v there exists a constant p(v) such that |fn(v)| ≤ p(v) for all n
suffciently large. This means that we may take a subsequence nk such that
fnk(v) converges for every v. The resulting limit is positive, harmonic, and
nontrivial since fnk(a) = 1 but |fnk(b)− 1| ≥ ǫ and both facts are preserved
in the limit.
We move to the “only if” part. We thus assume that for all a and b
ǫ(S) → 0. Let f be some positive harmonic function. Let a and b be
vertices, and S some finite set containing both. Since f(Rn) is a martingale
(by definition), the optional stopping theorem tells us that
f(a) =
∑
x∈∂S
µ(a, x)f(x).
Using this also for b and subtracting gives
|f(a)− f(b)| =
∣∣∣
∑
x∈∂S
(µ(a, x)− µ(b, x))f(x)
∣∣∣
≤
∑
x
|µ(a, x) − µ(b, x)|f(x)
≤
∑
x
ǫ(S)µ(a, x)f(x) = ǫ(S)f(a).
Taking S → G and using the assumption we get that f(a) = f(b). Since a
and b were arbitrary, the function is constant. 
Lemma 2. Let Rn be a Markov chain on some G. Let A ⊂ B be two finite
subsets of vertices and let a, b ∈ A. Then
ǫ(B) ≤ ǫ(A).
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Proof. Let x ∈ ∂B. Using the strong Markov property at the exit time from
A we may write
µB(a, x) =
∑
y∈∂A
µA(a, y)µB(y, x).
Writing the analogous equality for b and subtracting we get
|µB(a, x)− µB(b, x)| ≤
∑
y∈∂A
|µA(a, y)− µA(b, y)|µB(y, x)
≤ ǫ(A)
∑
y∈∂A
µA(a, y)µB(y, x) = ǫ(A)µB(a, x).
Taking the maximum over x ∈ ∂B proves the lemma. 
Proof of the theorem. Assume such a function does not exist. By lemma 1
we know that for all a and b ǫ(B(a, r); a, b)→ 0 where B(a, r) is the directed
ball of radius r centered at a, or in other words, all vertices which can be
reached from a by a path of length less than r which the walker may take
with positive probability (we use here strong connectedness to claim that
B(a, r) → G). Let δ > 0 be some parameter. Since Rn has finite support
there exists some r0 sufficiently large such that ǫ(B(a, s); a, b) < δ for all
s > r0 and all a→ b (the value of a does not matter, from transitivity).
Let now x ∈ ∂B(a, r). Let γ be a geodesic from a to x i.e. a = γ0 → γ1 →
· · · → γr = x. Write
µB(a,r)(a, x) =
r−1∏
i=0
µB(a,r)(γi, x)
µB(a,r)(γi+1, x)
.
(with the convention that µB(a,r)(x, x) = 1). Write also
∣∣∣∣
µB(a,r)(γi, x)
µB(a,r)(γi+1, x)
− 1
∣∣∣∣ ≤ ǫ(B(a, r); γi, γi+1). (1)
Now, B(γi, r − i) ⊂ B(a, r) and hence by lemma 2
ǫ(B(a, r); γi, γi+1) ≤ ǫ(B(γi, r − i); γi, γi+1). (2)
Let ϕ be an automorphism of G taking γi to a and preserving the Markov
chain R, and let si = ϕ(γi+1). Then
ǫ(B(γi, r − i); γi, γi+1) = ǫ(B(a, r − i); a, si). (3)
Finally, if i < r − r0 then
∣∣∣∣
µB(a,r)(γi, x)
µB(a,r)(γi+1, x)
− 1
∣∣∣∣
(1,2,3)
≤ ǫ(B(a, r − i); a, si) ≤ δ.
For i ≥ r−r0 we estimate simply µB(a,r)(γi+1, x) ≥ pµB(a,r)(γi, x) where p is
the minimum non-zero probability that a step of R may take (p > 0 because
R is finitely supported and invariant). We get
µB(a,r)(x) ≥ (1− δ)
r−r0pr0 .
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Since x ∈ ∂B(a, r) was arbitrary we get that
|∂B(a, r)| ≤ (1− δ)r0−rp−r0 .
Summing over r gives
|B(a, s)| =
s−1∑
r=0
|∂B(1, r)| ≤
s−1∑
r=0
(1− δ)r0−rp−r0 ≤
p−r0
δ
(1− δ)−s.
Since δ was an arbitrary positive number, we reach a contradiction to our
assumption that directed balls grow exponentially. 
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