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Mt btgln by Introducing notation ind stating the main results of Boyd
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The maximum absolute and relative errors of the optimal estimates are remarkably constant over the range 1 £ k f.
00
and hence we only give the normal figures. For (1.4), the maximum absolute error is .66-10" and the maximum relative error Is .97-10 . We emphasize once more, that, unlike the usual methods, which generally control only absolute error, the above controls both absolute and relative error and hence can be used to calculate ordinary and Bonferroni descriptive levels and ordinary and Bonferroni percentiles.
As a check, we calculated the standard textbook table of the normal,
given, e.g., in Brown and Hollander (1977) and found at most a difference of 1 in the fourth decimal place. We also compared the small normal percentiles given in Abramowltz and Stegun (1965, p. 977) to the ones obtained from (1.4) and af f ,er rounding both to three decimal places found that there was at most a difference of 1 In the third decimal place. Similar results apply to the t.
Concluding Remarks
We have given a method of calculating normal and t-tail areas which controls both absolute and relative errors. The listings of the short FORTRAN programs are available on request from the author. Preliminary results indicate that it is possible to improve on the accuracy of the approximations here described at a modest increase in complexity and these results will be reported shortly.
