Abstract: Degradation signals are sensor-based signals that are correlated with degradation processes of engineering components. In this paper, we present a flexible modeling framework for characterizing degradation signals that can only be observed up to a prespecified failure threshold. The underlying assumption of this framework is that the engineering components degrade according to a similar trend, referred to as the common shape function, but at different degradation rates. Under this assumption, the degradation signals of different components are synchronized using a random time warping process, which transforms the common trend function into degradation processes that progress at varying rates. Our primary objective is to obtain real-time predictions for the residual lifetime of components deployed in the field. In the initial step, the historical degradation signals are used to recover the distribution of the degradation processes under the assumptions of the proposed time warping model. Next, the distribution of the degradation process is updated using the signal(s) of partially degraded component(s). The updated model is then utilized to predict the residual lifetime distributions of these components. We test the performance of our methodology using vibration-based degradation signals from a rotating machinery experiment and simulated degradation signals. Additional information and codes are available as supplementary material online.
INTRODUCTION
In recent years, sensor technologies have been widely used to acquire real-time information about the degradation processes of engineering components. The resulting signals are usually correlated with the degradation processes and they are known as degradation signals (Nelson 1990 ). In degradation data analysis, a component's failure is typically defined to be the time point when its degradation signal first reaches a critical level known as the failure threshold.
In many engineering applications, a component is shut down or replaced as soon as the level of its degradation signal reaches the failure threshold. Therefore, no further observations are acquired beyond this threshold. We refer to the signals that are observed in these applications Most existing degradation models focus on estimating population-related reliability characteristics, such as failure time distributions. In contrast, the overarching objective of this research is to predict the residual life distribution (the distribution of time to reach the failure threshold, and it will be abbreviated as "RLD" in the remaining paper) of a fielded component, i.e. a component that is still operating in the field, by using the partial observations of its degradation signal (Medjaher et al., 2012) . Online predictions of RLD for fielded components are often used for high-level decision-making, such as device replacement and maintenance scheduling among others.
Our prediction approach is a two-step procedure. In the first stage, we develop a modeling framework that is suitable for characterizing truncated degradation signals. We train the model using historical degradation signals, referred to as training degradation signals hereafter. At this stage, we estimate the distribution of the degradation process, which in turn, allows us to recover an approximate (prior) distribution for the residual lifetime. In the second stage, we predict the RLD of a fielded component by updating the distribution of the degradation process obtained at the first stage using the partial observations of its degradation signal. This is an online procedure because the updating is performed as more degradation observations of the fielded component are collected.
In the existing literature, most degradation models assume that the parametric representation of the degradation process can be derived based on the available physical or chemical theories associated with the degradation process. However, such theories may be unknown in many engineering applications, and therefore, the parametric representation can only be inferred empirically or visually from degradation observations. Parametric modeling without underlying physical or chemical theories is restrictive and sensitive to model mis-specification (Zhou et al., 2011) . This is particularly noteworthy in situations when the available data are sparse and/or when the underlying degradation process does not have a well-specified parametric form.
Most existing approaches, which do not constrain the degradation process to a parametric form, however, are not directly applicable for modeling truncated degradation signals since they generally assume that the observed random signals share the same time domain. This assumption does not hold for truncated degradation signals since their support varies from one component to another. To overcome this challenge, the authors of Müller and Zhang (2005) propose a time-varying functional model and apply it to estimation and prediction of the reproductive activity of medflies. To estimate the distribution of the reproductive activity process at one time point, the authors only use the trajectories of medflies that are still alive up to the current time. This is to ensure that the trajectories used to estimate the model share the same time domain. One drawback of this approach is that the training data set is not fully exploited since the trajectories of medflies that have already died by the current time are discarded. This inefficient use of data will induce decreasing estimation accuracy at later time points when there are fewer living medflies. We demonstrate this in a simulation study presented in Section 6.
In this paper, we propose to model truncated degradation signals using a flexible model that does not assume a specific parametric form for the degradation process and it does not assume that the signals share the same time domain. Our method draws its roots from functional time warping techniques. The primary goal of time warping, also known as curve registration/synchronization, is to align each curve by warping the time domains such that the warped curves maximally coincide with a template or common shape function (Liu and Müller, 2004) , or is to optimize pairwise alignments (Tang and Müller, 2008; Tang and Müller, 2009 We pursue a self-modeling registration approach because it allows estimation of the common shape function by borrowing information across signals. In our method, the underlying assumption is that components degrade according to a similar trend, referred to as the common shape function, but at different degradation rates. The degradation signals of the components are synchronized using a random time warping process, which transforms the common trend function into degradation processes that progress at varying rates. Our The methodology presented in this paper applies to a wide range of engineering applications. For example, gear boxes and generators of wind turbines have maximum permissible vibration levels beyond which a turbine must be shut down for maintenance. The International Standards Organization (ISO) has devised a series of standard vibration severity levels for various categories of rotating machinery (ISO 7919) and allowable vibration severity levels for non-rotating machinery (ISO 10816). These standards represent acceptable and unacceptable operation levels at which machinery shutdown is necessary. Examples of some of the applications covered under these standards include gas and steam turbines, hydraulic power generating and pumping plants, rotodynamic pumps, among many others. These machinery components often do not operate as standalone components but rather are part of operating systems. For example, pumps are typically the most critical components of cooling systems in nuclear power plants, gear boxes are inherent components of wind turbines, generators can be found on-board aircraft, ships, helicopters and manufacturing machinery. which a transformer must be shutdown. In summary, there are many applications where components are required to be shutdown or removed for service once a performance or degradation attribute crosses some pre-specified threshold.
In the case study of this paper, we utilize vibration monitoring data from a rolling element bearing testing setup which is used to perform accelerated degradation tests on thrust ball bearings. We evaluate the efficiency of our proposed degradation model using these vibrationbased degradation signals. We compare our proposed approach with the parametric model The remainder of the paper is organized as follows. We first describe the general problem and its challenges in Section 2. We present the time warping model applied to prediction of the residual life of fielded components in Section 3. The performance of our model is investigated using bearing degradation signals in Section 5 and simulated degradation signals in Section 6. We conclude this paper in Section 7. Some technical details and additional simulation studies are deferred to the Supplementary Materials.
PROBLEM DESCRIPTION AND CHALLENGES
We denote a component's degradation process by X(t), where t is the chronological time.
In our framework, a component's underlying failure time T u is defined as the time when its degradation process X(·) reaches a failure threshold D. Depending on the applications, the failure threshold may be above or below the starting point. Without loss of generality, we focus on the former case. Under this assumption, T u is defined as follows:
Ideally, X(·) could be observed continuously over time and with no measurement errors. In practice, a degradation process can only be monitored at inspection (or sampling)
time points, and is commonly contaminated with measurement errors, denoted by (·). We represent the observed degradation signal by Y (t) = X(t) + (t), where t is a vector of discrete time points. Without loss of generality, we assume that the degradation signal is 
Therefore, T u is not observed, but instead its approximation T o is available.
To illustrate the definitions of T u and T o , we provide an example in Figure 2 . In this figure, the solid line represents the unobserved degradation process X(·) and the solid points represent the discrete degradation observations of Y (t). The degradation signal is truncated at the failure threshold D = 12. According to the definitions in (1-2), T u = 3.6 and T o = 4.
In this paper, our primary objective is to predict the underlying residual life of a fielded we specify a statistical model G, such that T u = G(Y (t), β), and then estimate the model parameters β byβ. This will provide a prediction for RL * u as follows:
Most methods require observing T u in the training stage. As mentioned above, one can approximate T u given the observed truncated signal. A direct approximation would bẽ
There are many other approximation methods, for instance, the previous time point before T o , the interpolation time point at the failure threshold between the observation at "T o " and that of the previous time point, and so on. (Our simulation studies indicate that the model performance is insensitive to the choice among these approximation methods.)
The bias due to the approximation is dependent upon both the underlying process and the parameters relevant to the observation process, specifically, the observation time interval d and use it further to predict T * u . This paper introduces a novel approach for the model distribution of X(·) given that we observe truncated degradation signals. In Section 3, we present the model decomposition and assumptions for X(·). One advantage of our modeling approach is that it provides a direct prediction formula for T * u . We present this in Section 4.
MODELING AND MONITORING TRUNCATED SIGNALS
In this section, we present a time warping framework for modeling the underlying degradation process X(·) based on truncated degradation signals. The associated model parameters are estimated using a Bayesian approach. This is the first step in our approach as discussed in the previous section.
Model Framework and Assumptions
The training data set consists of a collection of degradation signals Y i (t ij ), for i = 1, . . . , I
(I is the number of components) and j = 1, . . . , m i (m i is the number of observation time points for signal i).
The central assumption of the underlying degradation process is X i (·) = Z(h i (·)), where Z(·) is a shape function that characterizes the common degradation trend across components and h i (·) is a synchronizing function that characterizes the rate at which the ith component degrades. Under this assumption, the model decomposition is
More details and assumptions about this model are as follows:
• Throughout this paper, s will represent synchronized time and t will represent physical observation time, which is discrete in practice. t ∈ [0, T i,u ], where T i,u represents the underlying failure time of the ith unit.
• The measurement error term ε i (t) is assumed to be independent and normally distributed with zero mean and variance σ 2 ε . It is also assumed to be independent of all the other random terms in the model.
• The shape function Z(s) is assumed to be unknown, and therefore, decomposed using a set of basis functions B m (s). Throughout this paper, we use cubic B-spline basis functions of dimension d β . We assume Z(s) is smooth and model it using penalized regression splines, where the penalty, which accounts for the differences of adjacent B-spline coefficients, is defined to ensure adequate smoothness of the fitted curves (Eilers and Marx, 1996) . Under the Bayesian framework (Lang and Brezger, 2004) , this corresponds to specifying a firstorder random walk shrinkage prior on the shape coefficients β = (β 1 , · · · , β d β ) such that
Under this formulation, β ∼ N ormal(0, Σ β ) (Lang and Brezger, 2004) , with
where Ω β is a precision matrix and λ β controls the smoothness level of Z(s).
• The time warping function µ i (s) is the inverse of the synchronizing function h i (t). Since we assume µ i (s) has an unknown shape, we decompose µ i (s) using a set of basis functions
The functions µ i (s) and h i (t) are subject to the following two assumptions: * (monotonicity) µ i (s) and h i (t) are both strictly monotone increasing, and therefore invertible;
Remark: The monotonicity constraint ensures a one-to-one correspondence between synchronized time s and physical observation time t. In our definition,
To ensure the monotonicity of the time warping functions, we constrain
Under the above condition for φ i , the derivative of µ i (s) is positive according to the basic properties of B-splines. Therefore, µ i (s) is a monotone increasing function. Note that this condition is sufficient but not necessary. Details can be found in Brumback and Lindstrom, 2004 . each component degrades at its own rate. To ensure that the image assumption holds, we constrain φ i such that
• We assume that the time warping functions µ i (s) are smooth and model these functions using penalized regression splines by placing a first-order random walk shrinkage prior on the coefficients. Specifically, we assume φ i ∼ N (b 0 Υ, Σ φ ) with constraints specified in (6) and (7). Here Υ is the vector associated with the identity time-transformation function, i.e.,
where Ω φ is a precision matrix of the dimension d φ that has the same structure as that of Ω β and λ φ is a scalar that controls the smoothness level.
In the simpler case when µ i (s) = b 0 s, the time warping process involves only stretching or compressing the time domain at a constant rate. In other words, the time warping process retains the original shape of the common shape function. Here b 0 can be interpreted as an average acceleration factor, which describes the overall mean degradation rate.
We provide one example in Figure 3 to illustrate this modeling framework. In this figure . According to our model, this leads to X 1 (t) = Z(h 1 (t)) = ( . According to our model, this leads to
and the corresponding underlying failure time T 2,u = 3.
Model Estimation
To simplify the derivation of our model estimation procedure, we divide the model parameters into θ = (σ 2 ε , β, b 0 , λ φ ) and φ = (φ 1 , . . . , φ I ). One approach to estimating these parameters is by maximizing the marginal log-likelihood of the pooled degradation data 
Due to the model complexity, maximizing the above marginal log-likelihood is intractable.
In this paper, we resort to a Bayesian approach for model estimation. For computational convenience, we choose conjugate priors for all parameters that are needed for estimation (In our notation, if X ∼ Gamma(k, r), then E(X) = k/r.):
Given the observed data Y , the posterior distribution of (θ, φ) is:
Since the joint posterior density is analytically intractable, we propose to use an MCMCbased posterior inference procedure. More specifically, we implement a Metropolis-within- 
RESIDUAL LIFE PREDICTION
The focus of this paper is on predicting the RLD of a fielded component using partial observations of its degradation signal. In this section, we discuss how to derive this prediction using the time warping model for the underlying degradation process X(·). An appealing advantage of our proposed time warping approach is that we have a very simple formula for predicting the residual life of a fielded component due to the image assumption:
Therefore, we do not need to obtain the updated distribution model X * (t) but only the updated basis coefficient of its time warping function φ * . We resort to MCMC to estimate the distribution of φ * . Specifically, we use Metropolis-Hastings sampling to sample φ * from its posterior distribution,
Details about the prediction algorithm are provided in the prediction part of supplementary section A. Using this method, we obtain a sample from the posterior distribution of RL * u . Further, based on this sample, we can obtain an estimate of the residual lifetime by taking the posterior mode or mean. Credible intervals can be used to provide a range of plausible values for the residual lifetime.
One practical question in the estimation and prediction procedures is assessing convergence of the proposed MCMC algorithms. Many diagnostic tests have been developed to date and some examples are the Gelman and Rubin test, the Geweke test, the Heidelberger and Welch test and so on. These diagnosis tests can be easily performed in R packages such as "boa" and "coda". Generally, it is recommended to employ more than one test when assessing the quality of samples from an MCMC algorithm. More details about these tests can be found in Cowles and Carlin, 1996 and Brooks and Roberts, 1998.
CASE STUDY OF ROTATING MACHINERY DEGRA-DATION
The use of rotating machinery is widespread in industry. A large percentage of maintenance activities associated with this type of machinery generally involves inspection and replacement of bearings. Failure in bearings is generally due to a fatigue process. The degradation process usually starts with spalling (the creation of minute pits) on the surface of the steel raceways. As the rolling elements pass over the spalls, they cause an increase in the vibration levels of the machine. Bearing-specific frequencies can then be observed using vibration monitoring techniques. These frequencies are a function of the rotational speed, type of bearings, number of rolling elements, and bearing geometry.
In our experiment, 34 bearings were tested until failure. For each bearing, vibration data was collected every 2 minutes, about 100 observations per signal. The experimental set up For each test bearing, we predict its RLD by using the partial observations of its degradation signal. To assess the prediction accuracy, we use the following error criterion:
Absolute Prediction Error = |Predicted Life -Actual Life| Actual Life (9) We compute the absolute prediction errors described in (9) at varying percentiles of a component's entire life: 10%, 30%, · · · , and 90% (90% implies that 90% of the component's life has passed). The prediction results of using "time warping" and "exp-brow" are summarized in Figure 5 . The solid dots and lines represent the median and (±2) standard deviations of the absolute prediction errors of "time warping". We first observe that both the median and standard deviations of the absolute prediction errors decrease as the lifetime percentile increases. For example, the median absolute prediction error corresponding to the 10% percentile is around 30% while the median absolute prediction error corresponding to the 90% percentile is only around 7%. The proposed method thus shows clear improvements as new fielded data is available. The improvements are due to our proposed Bayesian method, which allows updating the distribution of the time warping coefficient by using real-time data.
In Figure 5 , the dashed dots and lines represent the results of "exp-brow". From this figure, we observe that the median absolute prediction errors of "time warping" are consistently smaller than those of "exp-brow" at all lifetime percentiles. This indicates that our proposed time warping approach predicts the RLD of fielded bearings with higher accuracy.
At all lifetime percentiles except 50%, the standard deviations of the absolute prediction errors are smaller for those of "time warping" than for "exp-brow". This indicates that our proposed time warping approach is more stable in predicting the RLD of fielded bearings.
The superior performance of our proposed time warping approach demonstrates that our model is relatively more robust to model mis-specifications. 
SIMULATION STUDIES
We conduct three simulation studies for different purposes. In Section 6.1, we present a detailed simulation study, in which both the estimation and prediction results are reported and discussed. In the simulation study in Section 6.2, we focus on comparing the prediction performance of our proposed approach with the one proposed in Müller and Zhang (2005) .
The third simulation study included in supplementary section D is a sensitivity analysis, in which we assess the prediction performance under departures from the model assumptions and various settings of the parameters.
Simulation Study I
In this section, we assess the performance of our proposed functional time warping model by using simulated degradation signals. We repeat the following simulation 50 times. In We update the RLD predictions as more and more observations are collected. This process is illustrated in Figure 9 . In this example, we compute the absolute prediction errors described in (9) at varying percentiles of a component's entire life: 20%, 50%, and 80%. 
Simulation Study II
In this section, we focus on comparing the performance of our proposed approach,"time warping" hereafter, and the approach proposed in Müller and Zhang (2005) , "regression"
hereafter. We will conduct two simulation studies according to two different model settings: • Model Setting 2: the degradation signals are generated according to the following formula: Y i (t) = µ(t) + ξ i φ(t) + i (t) with µ(t) = 100t 2 e t 2 /9 , ξ i ∼ U nif orm(−60, 60), We repeat the following simulation process 50 times. In each simulation, we randomly generate 35 signals from which we randomly select 25 signals as training signals for estimation and the remaining 10 signals are selected as testing signals for validation. We use the error criterion described in (9) to assess the accuracy of the residual life predictions for the two methods, "time warping" and "regression".
The results under the model setting 1 are summarized in Figure 11 (a). In this plot, we show the median and (±2) standard deviations of the absolute prediction errors at varying lifetime percentiles for "time warping" (solid) and "regression" (dashed). The median absolute prediction errors of "time warping" are consistently smaller than those of "regression" at all lifetime percentiles. This indicates that our proposed method predicts the RLD with higher accuracy. Moreover, the standard deviations of the absolute prediction errors for "time warping" are consistently smaller than those of "regression'. This indicates that our proposed time warping method is more stable in predicting the RLD. Importantly, the difference in the absolute prediction errors between these two approaches is more significant at higher life percentiles. For example, the difference of the median absolute prediction errors is around 0.1% at the 10% percentile, while the difference is around 3.5% at the 90% percentile.
We are also interested in investigating the robustness of the performance difference between the two approaches to models that do not follow the decomposition in (3) . To this purpose, we consider the model setting 2, which is equally challenging for both approaches.
We summarize the prediction results in Figure 11 (b). Similar to simulation setting 1, "time warping" has smaller median and standard deviation of absolute prediction errors than those of "regression" although the difference is not as significant as that in the simulation setting 1. Figure 11 : Simulation Study II: absolute RLD prediction errors for "time warping" and "regression"
SUMMARY
In this paper, we propose a functional time warping model for characterizing truncated degradation signals. Using this model, we can predict the RLD of a fielded component using partial observations of its truncated degradation signal. Our proposed model is flexible in that the degradation trend function is assumed to be unknown and estimated using a datadriven approach. When the available data are sparse and/or when the degradation trend does not have a simple form, our approach can be much more accurate and stable than the parametric benchmarks in predicting the RLD of fielded components. This has been demonstrated in our bearing case study.
In our modeling framework, one assumption is that all signals follow a model with an identical degradation trend. This assumption is in fact more general, especially in cases when the underlying degradation processes are monotonic. When X i (·) is monotonic, there exists one monotonic function Z(·) (the common shape function in our context) and "transfer functions" h i (·) (the "time warping functions" in our context), such that X i (·) = Z(h i (·)).
This general result allows us to model a group of signals that may have quite different shapes.
For example, in Figure 3 , the degradation trend of component 1 is quadratic while that of component 2 is linear.
Importantly, we can extend our model framework by allowing the shape function to be different among components. For instance, we may assume that Z i (t) = c i + a i Z(t), in which Z(t) represents the common shape function, c i and a i are the additional random parameters that account for the heterogeneity of individual shape functions. This formulation is more general than the one proposed in this paper. However, under this framework, the image assumption does not hold, and therefore we can not predict the RLD of fielded components using formula (8) . To assess the sensitivity of our model performance to this assumption, we have provided some preliminary studies in supplementary section D.
In this paper, the RLD predictions are updated as an online procedure. One possible concern of our approach is thus related to the computational speed of the prediction algorithm. On one hand, the computational time depends on many factors including the model complexity and the convergence rate of the MCMC estimation algorithm. For instance, the computational time for the updating process for all test units in the presented simulation study is at the level of a few seconds. On the other hand, how often the RLD predictions need to be updated varies from one application to another. In applications such as wind turbines and power generators, systems/components operate at stable degradation parameters for years. In these cases, updating the RLD predictions once every several weeks suffices for monitoring purposes. For other component types, the updating may be needed at smaller interval of times but not as small to require a computationally fast estimation algorithm.
In certain applications, the diagnostic variables being monitored (e.g., the example of This provides potential opportunities for future extensions to this line of work.
Supplementary materials Additional details and derivations (sections A-D):
We provide the details about our algorithms for model estimation, selection and prediction. Some additional simulation study results are also included. (pdf file)
Computer code: We provide the R codes for implementing all the algorithms described in this article. Additionally, we include a README file for instructional purposes. (zip file) 
