The vulnerability of chaotic communication systems to noise in transmission channel is a serious obstacle for practical applications. Traditional signal processing techniques provide only limited possibilities for efficient filtering broadband chaotic signals. In this paper, we provide a comparative study of several denoising and filtering approaches: a recursive IIR filter, a median filter, a wavelet-based denoising method, a method based on empirical modes decomposition, and, finally, propose the new filtering algorithm based on the cascade of driven chaotic oscillators. Experimental results show that all the considered methods make it possible to increase the permissible signal-to-noise ratio to provide the possibility of message recognition, while the new proposed method showed the best performance and reliability.
. A digital informational signal m(t) affects the chaotic generator parameter set P = [a, b, c . . .], forcing it to take value P 1 (logical 0) or P 2 (logical 1). In a particular case, only one parameter p can be changed. Slave's parameter has a pre-defined value P 1 . When parameter values are similar, the synchronization error is small; in ideal cases, it converges to zero. Otherwise, the synchronization error is notable; a detector recognizes the input value and matches it with the corresponding logical values 0 or 1.
The situation significantly changes when noise appears in the signal path. The synchronization error becomes notable in both cases, so the detector needs to be very sophisticated to distinguish logical 0 from 1. At the SNR ratio θ > 1, energies of both signals corresponding to 0 and 1 become close, and communication fails.
Electronics 2018, 7, x FOR PEER REVIEW 2 of 14
Nevertheless, no generally accepted technique is known to date, and practical comparisons of these approaches are fragmentary and scarce.
In our work, we study two more filtration techniques which we believe not to have been reported yet in the context of chaotic communications: empiric mode decomposition denoising and cascading of driven chaotic oscillators. We compare these techniques with wavelet denoising, median filtering and IIR filtering using the example of a chaotic communicational system model with parameter modulation.
Our paper is organized as follows. In section 2, we describe a model of a chaotic communication system with noisy transmitter-receiver channel, and consider several filtration algorithms. Section 3 describes the experimental study and presents a comparison of noise reduction methods. The conclusion and a discussion are presented in Section 4.
Materials and Methods

Synchronization of Rössler Chaotic Systems
After the discovery of the chaotic synchronization phenomenon, several chaos-based communication techniques were invented: chaotic signal masking [12] , chaotic shift keying [13] , nonlinear mixing of informational signal into chaotic carrier [14] , and chaotic parameter modulation [15] among others. All these types of chaotic communication techniques suffer from noise in the transmitting channel, making them hardly applicable in practice [5] .
Let us consider a chaotic communication system with parameter modulation as presented in , forcing it to take value 1 P (logical 0) or 2 P (logical 1). In a particular case, only one parameter p can be changed. Slave's parameter has a pre-defined value 1 P . When parameter values are similar, the synchronization error is small; in ideal cases, it converges to zero. Otherwise, the synchronization error is notable; a detector recognizes the input value and matches it with the corresponding logical values 0 or 1. The situation significantly changes when noise appears in the signal path. The synchronization error becomes notable in both cases, so the detector needs to be very sophisticated to distinguish logical 0 from 1. At the SNR ratio 1 > θ , energies of both signals corresponding to 0 and 1 become close, and communication fails. Let us take Rössler chaotic system, a well-known chaotic oscillator [16] : (1) Synchronization of two chaotic systems in the master-slave topology may be performed using different methods such as Pecora-Carroll technique [17] , Hamiltonian forms [18] , or the Open-Plus-Close-Loop approach (OPCL) [19] . For our study, we chose the simplest technique of linear feedback control method. The main idea is to include the driving state variable into the driven system with a coefficient k ∈ (0; 1]. Thus, we derive the following slave system from the Equation (1):
here index s stands for driven state variables, index m is the driving ("master") variable, and k is the coupling constant. Value k = 1 is usually taken. This type of synchronization is available for many known chaotic oscillators, such as the Chua circuit, Sprott simple chaotic flows, and others. In our case, the Rössler-driven oscillator has 3 parameters: a = 0.2, b = 0.2, c = 5.7. We can make logical 1 more or less distinguishable by choosing another parameter set for the master oscillator. To obtain the result presented in Figure 2 we suppose a = 0.2, b = 0.2, c = 3.5. Message 0101 was sent in this example. One can see the synchronization error corresponding to this message in Figure 3a . The conversion of this signal into binary code can be performed using e.g. envelope detection [20] .
Let us consider additive disturbances simulated with a white Gaussian noise source. The same synchronization error in a noisy channel with SNR = 5 dB is presented in Figure 3b . Figure 4 presents the conversion of error signals into digital form using the algorithm described below.
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to make the use of filtering techniques more indicative. . RMS ratios for synchronization error in case of logical 1 (E 1 ) and logical 0 (E 0 ) transmission depending on parameter c value. Levels equal and lower than E 1 /E 0 = 1 corresponds to the case of total message loss. Nevertheless, even for the higher values of parameter c, low SNR still means low difference between logical 0 and 1. This may result in high levels of corruption of the received messages. For many real applications, SNR ≤ 5 dB is common value [20] , so some kind of filtration of the noisy message signal could be performed to improve the SNR ratio. The experiments described below were performed with c = 3.5 to make the use of filtering techniques more indicative.
Filtration Techniques
Numerous filtration techniques may be applied to denoise communication signals: recursive and non-recursive filtering [23] , median filtering [23] , algorithms based on discrete wavelet transform [24] , Wiener filters [25] , and empirical mode decomposition (EMD) [26, 27] . The filter is placed at the first stage of the receiver, as presented in Figure 7 . Figure 6 . RMS ratios for synchronization error in case of logical 1 (E1) and logical 0 (E0) transmission depending on parameter c value. Levels equal and lower than E1/ E0 = 1 corresponds to the case of total message loss.
Nevertheless, even for the higher values of parameter c , low SNR still means low difference between logical 0 and 1. This may result in high levels of corruption of the received messages. For many real applications, SNR ≤ 5 dB is common value [20] , so some kind of filtration of the noisy message signal could be performed to improve the SNR ratio. The experiments described below were performed with
to make the use of filtering techniques more indicative.
Numerous filtration techniques may be applied to denoise communication signals: recursive and non-recursive filtering [23] , median filtering [23] , algorithms based on discrete wavelet transform [24] , Wiener filters [25] , and empirical mode decomposition (EMD) [26, 27] . The filter is placed at the first stage of the receiver, as presented in Figure 7 . A description of abovementioned methods can be found in referenced publications [23] [24] [25] [26] [27] . In this paper, we focus on two filtration techniques: EMD, as a relatively little known technique whose usage in chaotic communications has never been reported; and a novel approach involving chain of driven oscillators.
Empirical Mode Decomposition
EMD (empirical mode decomposition) is a signal decomposition method alternative to Fourier transform and wavelet transform [28] . The basic functions of EMD are unknown a priori, and can be found computationally during the decomposition process. Thus, EMD makes it possible to decompose a signal into non-stationary and nonlinear intrinsic mode functions (IMF). Discarding A description of abovementioned methods can be found in referenced publications [23] [24] [25] [26] [27] . In this paper, we focus on two filtration techniques: EMD, as a relatively little known technique whose usage in chaotic communications has never been reported; and a novel approach involving chain of driven oscillators.
EMD (empirical mode decomposition) is a signal decomposition method alternative to Fourier transform and wavelet transform [28] . The basic functions of EMD are unknown a priori, and can be found computationally during the decomposition process. Thus, EMD makes it possible to decompose a signal into non-stationary and nonlinear intrinsic mode functions (IMF). Discarding noise-specific modes in the resulting decomposition, one can restore original signal, keeping it non-stationary and nonlinear. The last property becomes critical when processing chaotic signals, which are nonlinear by their nature, and non-stationary (considering modulation in communication tasks).
Empirical mode (EM) or internal oscillation (IMF) is a function that has the following two quantitative properties:
1. The number of extrema (maxima and minima) and the number of zero crossings should not differ by more than one:
where N max is the quantity of maxima; N min is the quantity of minima; and N zero is the quantity of zero-crossings.
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where U(k) is the upper envelope; L(k) is the lower envelope; and N is the number of signal samples. These empirical mode properties make it possible to apply Hilbert spectral analysis to them. The EMD algorithm represents the given discrete signal as a set of EMs [29] . The algorithm is based on the fundamental idea that at each stage, the signal (current residue) is represented as a sum of the rapidly oscillating components (extracted EM), and slowly oscillating ones (residue). The latter is further decomposed if it has at least one minimum and one maximum.
The algorithm can be written as the following sequence of steps:
Step 1. Consider the current residue r p (k) (r 1 (k)-the first residue equal to the source signal s(k)). Its extrema are determined and split into sets: {M i }, i = 1, 2, 3, . . . K, . . . and {m i }, i = 1, 2, 3, . . . K, . . . -set of maxima and minima, respectively.
Step 2. Two envelopes are built with the cubic splines interpolation fitting the found extrema:
-upper and lower envelopes, respectively, j is the iteration of the sifting process (see below).
Step 3. After building the envelopes, their half-sum is calculated; the local (instantaneous) average value depending on time:
Step 4. The average value is subtracted from the current residue and the obtained result h j (k) becomes a "candidate" to be the next mode:
where p is the number of the extracted mode.
In this step, it is necessary to check conditions (3) and (4) to determine if the empirical function h(k) can be classified as empirical mode or not. If both conditions are met, then proceed to step 5. Otherwise, the algorithm returns to step 1 with h j (k) as the current residue. Such an iterative procedure is called a "sifting process", which can be written as follows:
here, e j (k) is the average value of the function on the j-th iteration of the sifting process; h j (k) is the current result of the j-th iteration of the sifting process; and iter is the total number of iterations for the given EM.
At the iteration with the iter number, the sifting process for the next mode extraction is stopped and the transition to step 5 is performed.
Step 5. After the EM is extracted in its final form, it is subtracted from the current residue to form a new residue (to update the residue): r p+1 (k) = r p (k) − c p (k); c p (k) is the obtained EM; r p (k) is the current residue, and r p+1 (k) is the new residue.
Step 6. Next, r p+1 (k) is used as a residue to perform the algorithm form step 1. Figure 8 shows the diagram of the algorithm.
Step
Step The algorithm has an empirical nature. Currently, it has no deeply-studied theoretical basis compared to classical Fourier analysis or wavelet analysis.
Based on practical results, an empirical formula was derived to estimate the total number of EMs in the decomposition of an arbitrary signal [29] :
here, M is the total EM quantity, and N is number of samples in the signal. Using EMD, the original signal can be restored completely:
or partly: The algorithm has an empirical nature. Currently, it has no deeply-studied theoretical basis compared to classical Fourier analysis or wavelet analysis.
or partly:
where P is the set of selected EMs. Considering EMD of a noisy signal, one can easily understand that EMs with small numbers correspond to noise, and with higher numbers correspond to a useful signal. All noise reduction algorithms utilizing EMD are based on this idea. A number of such algorithms have been developed, e.g., ensemble EMD [26] , conventional EMD, and iterative EMD [27] . As an example, we used so-called conventional EMD (CEMD). This algorithm is based on the assumption that the energy of "pure noise" EMs decreases according to the law:
here, p is the number of EM; andÊ p is the energy of EM. The cleaned signal can be written in the following form:
i.e. only those of EM are summarized, the energy of which exceeds the energy of the "pure noise" EM due to the presence of the useful signal.
Nonlinear Filtration by Chain of Driven Oscillators
It is known that chaotic motion can be observed in state variable filters [30] . Thus, the reverse statement that chaotic systems can work as filters can also be valid. In our study, we propose a non-linear filter construction as a cascade of driven oscillators. The number of oscillators in the chain defines the order of such a filter. Figure 9 presents a chain involving four oscillators. Notice that the first driven oscillator works as a filter from Figure 7 , the second oscillator works as a signal amplifier to feed the next oscillator, and so on. Primary experiments made with a four-oscillator filter have shown promising performance.
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It is known that chaotic motion can be observed in state variable filters [30] . Thus, the reverse statement that chaotic systems can work as filters can also be valid. In our study, we propose a non-linear filter construction as a cascade of driven oscillators. The number of oscillators in the chain defines the order of such a filter. Figure 9 presents a chain involving four oscillators. Notice that the first driven oscillator works as a filter from Figure 7 , the second oscillator works as a signal amplifier to feed the next oscillator, and so on. Primary experiments made with a four-oscillator filter have shown promising performance. Analysis of signal propagating from point x 0 to x 4 shows the process of information extraction and amplification, see Figure 10 .
Notice that noise superimposed on signal of logical 0 also tends to be amplified, so a more sophisticated filter could be designed which was capable of analyzing the signal not only at point x 4 , but also at other points. Notice that noise superimposed on signal of logical 0 also tends to be amplified, so a more sophisticated filter could be designed which was capable of analyzing the signal not only at point 4 x , but also at other points.
Results
For a relative comparison of filtration techniques, we used the following approach. First, all filtering techniques were implemented as MATLAB functions. Different messages were passed though the model of chaotic communication system based on Rössler oscillators, as described in Section 2. Filtered synchronization signals were sent to the driven oscillator and its responses were restored as digital messages using the same detector ( Figure 5) . After a number of experiments with the same SNR value (100 or 200), we increased the intensity of noise source. The whole experiment was made for SNR values from −30 to 20 dB. For SNR = 20 dB, no filtration was required for stable messages recognition. For SNR = −30 dB, no algorithm was able to restore any message.
Experimental results are generalized in Figure 11 . One can see that nonlinear filtration using the chain of driven oscillators shows the best performance, slightly better than wavelet technique accepted by different researches as suitable for chaotic signals denoising [4, 9] . The EMD filtration technique shows best performance for low SNR values. IIR filtering and median filtering also enhance the correct bits rate, but not so efficiently. 
Experimental results are generalized in Figure 11 . One can see that nonlinear filtration using the chain of driven oscillators shows the best performance, slightly better than wavelet technique accepted by different researches as suitable for chaotic signals denoising [4, 9] . The EMD filtration technique shows best performance for low SNR values. IIR filtering and median filtering also enhance the correct bits rate, but not so efficiently.
It should be taken into account that these results were obtained on an ideal system with pure white noise affecting messages in channel. Notwithstanding, we got a confirmation of the validity of our approach involving chain of driven oscillators. It appears to be more efficient than EMD, wavelet and median filtration. EMD also shows good performance, making it practically applicable.
It should be taken into account that these results were obtained on an ideal system with pure white noise affecting messages in channel. Notwithstanding, we got a confirmation of the validity of our approach involving chain of driven oscillators. It appears to be more efficient than EMD, wavelet and median filtration. EMD also shows good performance, making it practically applicable. The first example is presented in Figure 12 . The black waveform represents the master-slave synchronization error when transferring the message 01010101 without a noise in channel (compare to Figure 3a) , blue dotted waveform represents the synchronization error with the filtered noisy (SNR = −10dB) synchronization signal. Original synchronization error waveform (Figure 12a ) may be seen to be unlike the signal in Figure 12b . Figure 3a) , and a square envelope digital message encoded in synchronization error signal. Other analog waveforms were obtained from the detector. In this example, only the oscillators' chain method allows us to recognize the original message. After EMD, the 3rd and 4th bits are missing, the median filter has lost the second and fourth logical 1, and other methods are total loss. This example also illustrates the imperfection of the detector used, but demonstrates the superiority of the chain of driven oscillators approach well. The first example is presented in Figure 12 . The black waveform represents the master-slave synchronization error when transferring the message 01010101 without a noise in channel (compare to Figure 3a) , blue dotted waveform represents the synchronization error with the filtered noisy (SNR = −10dB) synchronization signal. Original synchronization error waveform (Figure 12a ) may be seen to be unlike the signal in Figure 12b .
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Colored noise has power spectral density of the form
. White noise has flat spectrum ( 0 = α ), while the spectral density of a pink noise compared to white noise is attenuated by 3 decibels per octave ( 1 = α ), and the spectral density of a blue noise increases by 3 decibels per octave (
White noise is an equivalent of uniformly-disturbed media; pink noise can be naturally generated by great amount of physical processes; and blue noise may be a good analog of radio waves propagating media where higher frequencies are occupied by more powerful sources. Real world ambient noises can often be approximated with fractional α values [31] . Figure 14 shows a comparison of studied filtering techniques in the presence of colored noises. The problem with pink noise is that chaotic systems have spectra of the same type, i.e., decaying in higher frequencies, so the presence of pink noise masks the chaotic signal and, consequently, weakens the performance of the filtration by the chain of chaotic oscillators. Instead, blue noise can be called 'chaos friendly', but EMD needs to be properly adjusted when higher harmonics appear. In general, this experiment confirms the abovementioned results of relative performance of the filtration techniques. To make an important step towards practical implementation of the chaotic communicational system, we should take into account that the relative performance of filtration methods presented in Figure 11 is independent to the disturbance type. Often, disturbance is modeled by noise, including colored noise [31] , though other signals also may be considered as disturbances [32] . Noise classification involves conception of the noise color, i.e. dependency of noise power from frequency. Colored noise has power spectral density of the form S( f ) ∝ 1/ f α , where α ∈ [−2; 2]. White noise has flat spectrum (α = 0), while the spectral density of a pink noise compared to white noise is attenuated by 3 decibels per octave (α = 1), and the spectral density of a blue noise increases by 3 decibels per octave (α = −1). White noise is an equivalent of uniformly-disturbed media; pink noise can be naturally generated by great amount of physical processes; and blue noise may be a good analog of radio waves propagating media where higher frequencies are occupied by more powerful sources. Real world ambient noises can often be approximated with fractional α values [31] . Figure 14 shows a comparison of studied filtering techniques in the presence of colored noises. The problem with pink noise is that chaotic systems have spectra of the same type, i.e., decaying in higher frequencies, so the presence of pink noise masks the chaotic signal and, consequently, weakens the performance of the filtration by the chain of chaotic oscillators. Instead, blue noise can be called 'chaos friendly', but EMD needs to be properly adjusted when higher harmonics appear. In general, this experiment confirms the abovementioned results of relative performance of the filtration techniques. 
Conclusion and Discussion
Following previous research, we demonstrate the possibility of chaotic communication signals to be effectively denoised when messages are affected by disturbances in a communication channel. As for conventional communication systems, the use of proper denoising algorithms significantly enhances the noise resistivity of communication. Denoising techniques can determine the operation ability of the investigated system in a case of low signal-to-noise ratio. Using white noise as a disturbance, we obtained the correct bit-rate approximately 50% when signal-to-noise ratio was -20 dB using our novel nonlinear filtration method based on chain of driven oscillators. This method and empirical mode decomposition denoising were more effective and easier to adjust than the wavelet technique used for denoising in chaotic communications by other researchers.
Moving towards practical system implementation, we studied the expected behavior of the system in presence of different noise types. Numerical experiments with pink and blue noises show that the performance of the whole communication system is influenced by noise type, but relative denoising methods effectiveness is not. Also, it was found that basic chaotic oscillator parameters variation may result in notable improvement of noise resistance.
The obtained results can be applied to other types of chaos-based communication schemes based on chaotic synchronization principle. 
The obtained results can be applied to other types of chaos-based communication schemes based on chaotic synchronization principle.
Our further investigations will include enhancements of the detection algorithm, improving the filtration algorithm based on EMD, and comprehensive study of the nonlinear filtering method based on the slave generators cascading. In particular, we will try to determine optimal cascade number and develop the theory of cascaded chaotic filters. We will also implement the chaotic communication system utilizing state-of-art message encoding and perform some experiments with hardware prototypes, including hydroacoustic and underwater communications systems. 
