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                                                                                               RESUME 
Les travaux présentés dans cette thèse portent sur l’étude cinématique et dynamique des 
robots parallèles à mobilités restreintes. Ces robots à moins de 6 degrés de liberté permettent 
d’effectuer de multiples tâches demandées par l’industrie. La raison principale de l’utilisation 
de ces robots est la volonté de réduire le coût en utilisant moins de jambes et moins de 
moteurs. Cependant, ces structures peuvent dans certains cas produire un mouvement de la 
plate-forme contraint par un couplage entre la position et l’orientation comme pour le module 
parallèle de la machine Verne ayant trois degrés de liberté de translation. Dans ce cas, la 
modélisation peut s’avérer compliquée.  
Ce mémoire comporte cinq chapitres. Dans le premier chapitre, une classification des 
architectures parallèles est présentée et des notions importantes liées à la cinématique et à la 
conception des manipulateurs sont exposées. Les deuxième et troisième chapitres sont 
consacrés à la modélisation géométrique, à l’étude des singularités sérielles et au calcul de 
l’espace de travail de la machine Verne. Le quatrième chapitre traite les singularités parallèles 
des manipulateurs à mobilités restreintes en utilisant l’algèbre de Grassmann-Cayley. Les 
conditions géométriques d’existence des singularités pour quatre classes de manipulateurs 
sont trouvées. Les chaînes de ces manipulateurs transmettent des forces et/ou couples à la 
plate-forme mobile. Finalement, le cinquième chapitre concerne la modélisation dynamique 
des manipulateurs à mobilités restreintes. Une méthode générale basée sur les algorithmes de 
type Newton-Euler est développée. La méthode proposée prend en compte la dynamique des 
jambes et de la plate-forme. Nous obtenons ainsi des modèles dynamiques complets de ces 
robots. 
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                                                                                          ABSTRACT 
This thesis deals with the kinematic and dynamic modeling of limited degree-of-freedom 
parallel robots. These robots with less than six degrees of freedom are able to carry out 
several industrial tasks. The main reason of using such robots is to reduce the production costs 
by using less legs and motors. However, in some cases, these structures can produce a 
complex motion defined as a simultaneous combination of translation and rotation of the 
moving platform, which is the case of the Verne parallel module having three translation 
degrees of freedom. The modeling of this type of robots can prove to be complicated.  
This report includes five chapters. In the first chapter, a classification of parallel architectures 
is presented and a state of the art on important notions on kinematics and design of 
manipulators is exposed. The second and the third chapters are devoted to the kinematic 
modelling, serial singularity analysis and workspace calculation of the Verne machine. The 
fourth chapter deals with parallel singularity analysis of limited degrees of freedom robots 
using Grassmann-Cayley algebra. The geometrical conditions of existence of parallel 
singularities of four classes of parallel manipulators are found. Finally, the fifth chapter 
covers the dynamic modelling of limited degree-of-freedom parallel manipulators. A general 
method based on the Newton-Euler algorithm is developed. The proposed method takes in 
consideration all the dynamics of these robots including the legs dynamics as well as the 
mobile platform dynamics. 
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                                                        INTRODUCTION GENERALE 
Les années passent et la technologie des machines à architecture cinématique parallèle 
(en anglais Parallel Kinematic Machines ou PKMs) prend progressivement sa place en 
s’affirmant comme l’une des solutions aujourd’hui retenues par un nombre de plus en plus 
important de constructeurs. Ces machines sont souvent utilisées dans l'industrie pour des 
applications comme l’usinage à grande vitesse, la manutention, les interventions 
chirurgicales, etc. Ces applications nécessitent des propriétés que les architectures sérielles ne 
peuvent pas toujours offrir. Ainsi, les machines-outils classiques qui doivent être massives 
pour augmenter leur rigidité, sont parfois inadaptées à des travaux de précision ou demandant 
une rapidité d’exécution. Elles souffrent alors d’inerties très importantes qui limitent leurs 
performances dynamiques. Par rapport à leurs homologues d'architecture sérielle, les 
architectures parallèles permettent de limiter les masses en mouvement tout en augmentant la 
rigidité conférant à la structure des qualités de précision et de rapidité. Toutefois, il existe des 
contraintes qui freinent le développement et l’emploi de ces machines. Ces contraintes sont 
principalement liées à la complexité des modèles caractérisant les relations d’entrée-sorties. 
Ces modèles géométriques cinématiques, statiques et dynamiques sont nécessaires pour 
simuler et contrôler les PKMs. Une autre contrainte est due à la présence de positions 
singulières pour lesquelles ces structures perdent leur rigidité et deviennent incontrôlables. De 
plus, ces architectures ont un espace de travail de forme restreinte et complexe.  
Récemment, des chercheurs et des industriels ont commencé à concevoir des PKMs avec 
moins de jambes et moins de moteurs pour des applications exigeant moins de 6 degrés de 
liberté. Ces PKMs à mobilités restreintes présentent l’avantage d’un coût de fabrication réduit 
et de modèles plus simples. Cependant, le calcul des singularités de ces PKMs devient de plus 
en plus difficile et requiert à la fois des études cinématiques et statiques. En plus, ces 
machines peuvent dans certains cas produire un mouvement de la plate-forme contraint par un 
couplage entre la position et l’orientation comme pour le module parallèle de la machine 
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Verne développée par Fatronik pour l’IRCCyN. Dans ce cas la modélisation peut s’avérer 
compliquée. 
Le développement des nouvelles méthodes de modélisation et d’analyse de ces PKMs à 
mobilités restreintes peut permettre de mieux appréhender les performances de ces 
mécanismes innovants. Associées à des outils adaptés, ces méthodes apportent une aide 
précieuse au concepteur de nouvelles cinématiques de machines contribuant ainsi à leur 
développement. Cette thèse s’inscrit donc dans ce cadre et participe à répondre à ce besoin. 
Cette thèse comporte deux parties :  
La première partie est consacrée à l’étude des modèles géométriques, à l’analyse des 
singularités sérielles et au calcul de plusieurs types d’espace de travail de la machine Verne. 
Cette machine appartient à une famille de PKMs se caractérisant par des jambes de longueur 
fixe qui glissent sur des rails [Chablat 03, Pashkevich 05 et Pashkevich 06]. Un des 
problèmes fondamentaux de ces PKMs est la résolution des modèles géométriques direct et 
inverse (MGD et MGI). Dans le cas de la machine Verne, ces modèles sont très complexes et 
admettent plusieurs solutions. Actuellement, la résolution des MGD et MGI de cette machine 
pose sur la méthode de Newton-Raphson [Terrier 05]. Cette méthode est basée sur un 
algorithme numérique qui résout les modèles géométriques sans garantir la convergence, ni 
l’obtention de la bonne solution parmi toutes les solutions possibles. Par ailleurs, elle n’est 
pas rapide. Dans cette logique, nous formulons des expressions analytiques permettant 
d’identifier et de classer les différentes solutions des modèles géométriques pour en extraire 
celles qui satisfont l’utilisateur dans le temps de calcul le plus court possible.  
Un espace de travail simplifié de la machine Verne a été fourni par Fatronik et est 
actuellement utilisé, mais cet espace est visiblement réduit par rapport à celui réellement 
accessible par la machine. Dans le but de mieux profiter de ses performances et d’augmenter 
sa productivité, nous développons une méthode pour calculer les différents types d’espace de 
travail accessibles par la machine. Cette méthode est applicable aussi sur des PKMs 
appartenant à la même famille que la machine Verne. 
La deuxième partie est consacrée à l’étude des singularités parallèles et à la modélisation 
dynamique des PKMs à mobilités restreintes. Les singularités parallèles sont définies par une 
perte de rigidité des PKMs et elles se traduisent par une instabilité de l’organe terminal de la 
machine lorsque ses articulations motorisées sont bloquées. Ces singularités sont souvent 
détectées en utilisant des approches analytiques basées sur les modèles cinématiques 
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[Gosselin 90]. Ces approches ne permettent pas de détecter certaines singularités parallèles 
des PKMs à mobilités restreintes, en particulier les « singularités de contraintes ». Ces 
singularités se produisent quand les jambes des PKMs à mobilités restreintes sont incapables 
de contraindre la plate-forme à exécuter le mouvement souhaité. En conséquence la plate-
forme gagne des degrés de liberté supplémentaires rendant la machine incontrôlable. Pour 
surmonter ce problème, nous utilisons la théorie des vis réciproques combinée à l’algèbre de 
Grassmann-Cayley pour obtenir les conditions géométriques d’existence des singularités 
parallèles de trois classes de PKMs ayant trois et quatre degrés de liberté. Nous traduisons ces 
conditions sous forme vectorielle. Pour la machine Verne, nous vérifions l’absence des 
singularités parallèles dans son espace de travail. 
L’augmentation constante des performances attendues des PKMs est liée à l’utilisation 
d’un modèle dynamique efficace pour la commande en ligne et assez précis pour l’application 
visée. Ainsi, la conception de leur commande doit prendre en compte toutes les forces 
d’interactions dynamiques. Les méthodes proposées dans la littérature pour l’étude de la 
dynamique des PKMs, sont fondées sur l’application des méthodes élaborées essentiellement 
pour les structures séries et utilise des modèles dynamiques simplifiés. Ces modèles 
considèrent seulement la dynamique de la plate-forme et négligent celle des différentes 
chaînes cinématiques ou uniquement la matrice d’inertie et négligent les forces de Coriolis et 
centrifuges. Une méthode établie dans [Khalil 06, Ibrahim 06] permet de modéliser les 
robots parallèles de façon complète en considérant l’ensemble des corps du mécanisme. Cette 
méthode est basée sur les algorithmes de type Newton-Euler. Nous adaptons cette méthode 
pour pouvoir l’appliquer aux robots à mobilités restreintes en ajustant les matrices 
jacobiennes. Cette démarche va nous permettre de traiter le problème dynamique de la 
machine Verne, un robot à mobilité complexe, sans ajouter des contraintes supplémentaires.  
Ce travail de thèse s’inscrit dans le cadre du projet européen NEXT "Next Generation 
Production Systems", IP no 011815 2005-2009. Ce projet regroupe 24 partenaires européens. 
L’équipe robotique et l’équipe MCM de l’IRCCyN sont présentes dans ce projet par 
l’intermédiaire du CNRS qui regroupe trois laboratoires, le LASMEA, le LIRMM et 
l’IRCCyN. Notre activité porte principalement sur l’étude des architectures parallèles de 
machines outils. Notre exemple d’application est la machine Verne.  
Cette thèse s’inscrit aussi dans le cadre du projet ANR SiRoPa "Singularités des robots 
parallèles" 2007-2010 : Ce projet regroupe cinq laboratoires, le projet COPRIN de l’INRIA de 
Sophia-Antipolis, l’IRCCyN, l’IRMAR, le LINA et le projet SALSA de l’INRIA de 
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Rocquencourt. Dans ce projet, Nous contribuons à la définition d’outils innovants et 
suffisamment génériques permettant le calcul et la gestion des singularités des robots 
parallèles. Les champs d’application sont ceux de la robotique parallèle, c’est-à-dire 
principalement la robotique manufacturière et les machines outils, la robotique médicale et les 
interfaces haptiques. 
Ce mémoire est articulé suivant cinq chapitres : 
Le premier chapitre introduit les manipulateurs parallèles, classifie les architectures 
parallèles et présente des notions et des propriétés liées à la cinématique et à la conception de 
ces manipulateurs. 
Le deuxième chapitre est consacré au calcul des modèles géométriques direct et inverse 
d’une machine-outil hybride à cinq degrés de liberté (ddls), la machine Verne. Des solutions à 
ces modèles sont obtenues sous forme symbolique. 
Dans le troisième chapitre, nous proposons une méthode qui permet de calculer plusieurs 
types d’espace de travail de la machine Verne pour différentes longueurs d’outils. Cette 
méthode prend en considération l’ensemble des contraintes exerçant une influence effective 
sur l’espace de travail: course des chariots, limitations sur les longueurs des segments, 
débattements des articulations, singularités sérielles et collisions entre les différents éléments 
de la machine, ainsi que les contraintes dues à la forme irrégulière de l’une des chaînes. 
Dans le quatrième chapitre, nous nous concentrons sur l’identification des singularités 
parallèles des manipulateurs à mobilités restreintes au moyen de l’algèbre de Grassmann-
Cayley (AGC). Les manipulateurs qui peuvent être analysés avec la méthodologie proposée 
dans cette thèse n’ont pas besoin de liaisons sphériques passives. Nous utilisons la théorie des 
vis réciproques pour trouver une matrice jacobienne inverse de dimension 6x6. Les colonnes 
de cette matrice peuvent être des droites finies ou des droites infinies dans l’espace projectif. 
Nous utilisons les opérateurs de l’AGC pour transformer le déterminant de cette matrice en 
conditions géométriques d’existence des singularités parallèles. Trois classes de 
manipulateurs à mobilités restreintes sont étudiées par cette méthode. De plus, les singularités 
de quatre manipulateurs : i) le manipulateur 3-UPU; ii) le robot Delta linéaire; iii) le robot 
SMG de McGill; et iv) le module parallèle de la machine Verne sont analysées à titre 
d’exemples. 
Dans le cinquième chapitre, nous généralisons la méthode établie dans [Khalil 06, 
Ibrahim 06] en proposant une nouvelle méthode pour obtenir les matrices jacobiennes 
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utilisées dans le calcul des modèles dynamiques. Ces modèles sont obtenus en termes de 
modèles dynamiques des jambes exprimés en fonction des variables articulaires (variables 
lagrangiennes) et de la dynamique de la plate-forme exprimée en fonction des variables 
cartésiennes (variables eulériennes). Les modèles dynamiques des jambes et de la plate-forme 
sont ensuite projetés sur les axes des articulations motorisées (actives) par l’intermédiaire de 
matrices jacobiennes appropriées. Les jambes étant perçues dans leur points de connection 
avec la plate-forme, leurs modèles dynamiques et cinématiques sont obtenus en utilisant les 
méthodes classiques des robots série. Cependant, la dynamique de la plate-forme est obtenue 
par les équations de Newton-Euler qui donnent la résultante des forces et moments appliqués 
sur un corps solide en mouvement. Nous appliquons cette méthode pour obtenir les modèles 
dynamiques direct et inverse du module parallèle de la machine Verne. 
Finalement, nous résumons notre contribution dans la conclusion et nous exposons les 
pistes de recherche ouvertes par ce travail dans les perspectives. 
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                                                         CHAPITRE 1 
 
 
 
ETAT DE L’ART SUR L’ETUDE DES 
MANIPULATEURS PARALLELES 
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1. INTRODUCTION 
On a assisté ces dernières années à un fort développement dans le monde industriel de 
l’utilisation des robots, principalement en raison de leur flexibilité. La plupart des applications 
exigent des performances dynamiques de plus en plus élevées de la part de ces machines. Ces 
performances peuvent être améliorées en équipant les machines de moteurs plus puissants. 
Cependant, ces améliorations sont limitées par les masses élevées des axes des machines-
outils classiques dites « sérielles » (axes en séries). Sur une machine-outil sérielle, les axes 
sont « empilés » les uns sur les autres. Sur la Figure 1.1 par exemple, l’axe Y supporte l’axe 
X. Le moteur de l’axe Y doit donc déplacer deux corps massifs. Pour diminuer les inerties des 
machines, une solution très intéressante consiste à changer l’architecture cinématique en 
plaçant les axes non pas en série mais en parallèle (architecture parallèle) [Tlusty 99]. 
Toutefois l’architecture mécanique des robots série les plus couramment utilisés s’avère peu 
appropriée pour certaines tâches. C’est pourquoi, d’autres types d’architecture commencent à 
trouver leur place dans le monde de la robotique industrielle, ce sont des mécanismes à 
chaînes cinématiques fermés que nous désignerons aussi sous le nom des robots parallèles.  
 
Figure 1.1: Machine-outil sérielle 
Un robot parallèle est constitué d’un organe terminal à n degrés de liberté et d’une base 
fixe, reliés entre eux par au moins deux chaînes cinématiques indépendantes, la motorisation 
s’effectue par n actionneurs simples [Merlet 05]. 
La première véritable invention d’un robot parallèle daterait de 1928 [Gwinnett 31]. 
C’était un simulateur de mouvement destiné pour l’industrie de divertissement (Figure 1.2). 
Ce robot n’a jamais été construit, à cause de la complexité de sa commande [Bonev 07]. Dix 
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ans plus tard, et peu après la naissance du terme « robot », le premier robot industriel destiné à 
la peinture automatisée a été breveté [Pollard 42]. La structure mécanique de ce robot 
représentée en Figure 1.3, consiste en trois bras, très similaires au robot Delta. Ce robot non 
plus n’a jamais été fabriqué.  
 
Figure 1.2 : le mécanisme sphérique proposé en 1928 par J.E. Gwinnett 
Les premiers manipulateurs parallèles construits sont un simulateur de vol [Stewart 65] 
et une machine pour tester les pneus [Gough 62]. En 1947, Gough a établi les principes de 
base d’un mécanisme (Figure 1.4) permettant de positionner et d’orienter une plate-forme 
mobile dans le but de tester l’usure de pneumatiques, machine dont il a construit un prototype 
en 1955 [Gough 62].  
  
Figure 1.3: Mécanisme de Pollard (1942) Figure 1.4 : Plate-forme de Gough-Stewart 
La première machine-outil à architecture cinématique parallèle (Parallel Kinematic 
Machine) date de 1994 avec la Variax de Giddings & Lewis (Figure 1.5). C’est une fraiseuse 
qui possède une structure parallèle du même type que celle de la plate-forme de Gough. Nous 
appellerons les machines de ce type « Hexapodes ». D’après son constructeur, outre le fait 
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que la machine possède 6 degrés de liberté, elle serait 5 fois plus rigide qu’une machine 
classique et aurait des vitesses d’avance bien supérieures.  
 
Figure 1.5 : Machine Variax 
Outre l’hexapode, une autre architecture célèbre est celle du robot Delta [Bonev 01]. 
C’est au début des années 1980 que ce robot a été inventé par Clavel. Ce robot consiste en 
trois parallélogrammes liant la base à la nacelle (la plate-forme mobile) qui ne se déplace que 
selon trois translations (Figure 1.6). Plusieurs sociétés ont construit ce robot et plus de 4000 
robots Delta ont été vendus [Bonev 07]. Depuis plusieurs manipulateurs ayant une 
architecture proche du Delta ont été construites et commercialisées comme par exemple le 
robot Par4. Ce robot destiné à la manutention a été conçu récemment par l’équipe de François 
Pierrot du LIRMM qui s’est associé à Fatronik, un centre de recherche appliquée du Pays 
Basque. Ce robot est basé sur le principe des parallélogrammes, et est caractérisé par 
l’utilisation d’une nacelle articulée et de quatre pattes identiques à celles du robot Delta. 
Baptisé Quattro, ce robot est destiné à toutes les applications de manutention (Figure 1.7). 
Aujourd'hui, on trouve de nombreuses utilisations des mécanismes parallèles dans 
l'industrie : pick-and-place, simulateurs de vol, machines-outils, micro-positionnement, etc. 
Alors que la majorité des applications commerciales reposent sur deux architectures célèbres, 
la plate-forme de Gough-Stewart et le robot Delta.  
Enfin, il est important de mentionner que l’état de l’art sur la présentation et l’étude des 
manipulateurs parallèles est un sujet vaste qui nécessite plus qu’un chapitre. Ce sujet est bien 
approfondi dans [Merlet 05, Bonev 07 et Angeles 07]. 
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Figure 1.6 : Le FlexPicker (ABB) Figure 1.7 : Le Quattro (Adept Technology) 
Dans la suite nous présentons brièvement dans le paragraphe 2, une classification des 
architectures parallèles ainsi qu’une comparaison entre les robots parallèles et sériels. Dans le 
paragraphe 3, nous présentons des notions en robotique parallèle nécessaires pour la 
compréhension des chapitres consacrés à l’étude géométrique et cinématique de ces robots. 
Un état de l’art sur les méthodes utilisées pour la modélisation dynamique sera présenté en 
particulier dans le chapitre 5. Ce chapitre est consacré à la modélisation dynamique des 
manipulateurs à mobilités restreintes. 
2. CLASSIFICATION DES ARCHITECTURES PARALLELES 
Parmi les multiples configurations possibles des architectures des PKMs, une première 
distinction entre architectures pleinement parallèles, hybrides et redondantes doit être faite. 
2.1. MANIPULATEURS PLEINEMENT PARALLELES 
Un manipulateur pleinement parallèle (Figure 1.8) est composé d’une plate-forme mobile 
liée à la base par plusieurs chaînes cinématiques. Le nombre de chaînes est strictement égal au 
nombre de degrés de liberté de la plate-forme mobile d’une façon que chaque chaîne est 
contrôlée par un seul actionneur. 
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Figure 1.8 : Mécanisme pleinement parallèle de type Hexapode 
Un manipulateur pleinement parallèle est symétrique s’il vérifie les deux conditions 
suivantes : 
- Le type et le nombre des articulations dans chaque chaîne sont arrangés d’une façon 
identique,  
- L’emplacement de l’articulation actionnée est le même dans chaque chaîne. 
2.2. MANIPULATEURS HYBRIDES 
Une architecture hybride peut exister sous différentes formes, ainsi un manipulateur 
hybride peut être constitué d’une multitude de manipulateurs parallèles connectés en série 
comme c’est la cas du robot LX4 de Logabex (Figure 1.9) constitué d’un empilement de 
structures du type Gough-Stewart [Charentus 89]. Une architecture hybride peut être 
composée de l'association en série d'un manipulateur à architecture parallèle et d'un autre à 
architecture sérielle, comme c’est le cas du robot de Chen [Chen 94] constitué d’un porteur 
parallèle de type Stewart combiné à un effecteur de type série (Figure 1.10). Elle peut aussi 
exister sous la forme d’une architecture de type main droite - main gauche, où deux robots 
distincts, l’un d’architecture parallèle et l’autre sérielle, se partagent les degrés de liberté. Sur 
les machines-outils, cette configuration permet d’orienter la pièce à usiner d’une part et de 
translater l’outil d’autre part comme pour la machine Verne construite par Fatronik (Figure 
1.11). Cette machine destinée à l’usinage à grande vitesse sera étudiée en détail dans cette 
thèse. Ces architectures hybrides bénéficient d'un grand espace de travail, caractéristique 
propre aux mécanismes sériels, et des bonnes performances des manipulateurs parallèles en 
termes de rigidité et de dynamique. 
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Figure 1.9 : Le robot LX4 de Logabex Figure 1.10: Le robot proposé par Chen 
 
Figure 1.11 : La machine Verne construite par Fatronik pour l’IRCCyN 
2.3. MANIPULATEURS REDONDANTS 
Il existe trois sortes de redondance pour les mécanismes parallèles [Pierrot 02] : 
- La redondance d'actionnement correspond aux manipulateurs qui possèdent plus de 
moteurs que de degrés de liberté. Les moteurs sont agencés de manière à pouvoir 
générer des efforts internes au mécanisme, et ne produisent pas d’effet sur l’organe 
terminal, comme pour le robot Archi représenté sur la Figure 1.12. Ce robot 
suractionné possède quatre moteurs pour trois degrés de liberté. Ce concept de 
redondance est utile pour éliminer les positions singulières.  
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Figure 1.12 : Le robot Archi 
- La redondance cinématique signifie qu’à une vitesse donnée de la plate-forme mobile 
correspond une infinité de vitesses pour les moteurs. Ainsi au moins une des jambes du 
robot est un générateur de mouvement avec un nombre de degré de libertés plus grand 
que nécessaire, comme pour le robot double Tripod de Merkle représenté sur la Figure 
1. 13. Chacune de ces deux jambes possèdent trois actionneurs déplaçant les points P1 
et P2 dans l’espace et contrôlant ainsi la rotation de l’organe terminal autour de son 
axe. Ce concept de redondance peut être utilisé pour augmenter l’espace de travail et 
éviter le passage par des singularités [Merlet 05]. 
- La redondance de mesure est obtenue lorsque le nombre des capteurs est plus grand 
que les nombres des liaisons actionnées. Ce concept de redondance joue un rôle 
important dans la résolution du modèle géométrique direct, la réduction de l’erreur de 
positionnement et le calibrage des robots. 
 
Figure 1. 13: Le robot double Tripod de Merkle [Merlet 05] 
2.4. LES DIFFERENTS TYPES DE MOUVEMENT DES MANIPULATEURS 
PARALLELES 
Un grand nombre de manipulateurs d’architecture parallèle peut être obtenu en faisant 
varier le nombre et la topologie des chaînes cinématiques du manipulateur. Nous distinguons 
dans cette thèse les manipulateurs plans et les manipulateurs sphériques fonctionnant dans un 
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espace à trois ddls et les manipulateurs spatiaux fonctionnant dans un espace à six ddls [Tsai 
99]. 
2.4.1. Manipulateurs plans 
Un manipulateur plan est constitué généralement d’une plate-forme, comportant deux ou 
trois degrés de liberté (ddl) dont deux translations (2T) et une rotation (1R) autour de la 
normale au plan. La Figure 1.14 représente un manipulateur à architecture plane de type 3-
RPR ayant trois ddls [Mazen 07]. Il existe de nombreuses autres architectures générant le 
même mouvement en jouant sur les articulations R et P dans les trois jambes [Bonev 02] 
θ
 
Figure 1.14: Manipulateur plan de type 3 RPR 
2.4.2. Manipulateurs sphériques 
Les manipulateurs sphériques permettent trois rotations autour d’un point fixe comme par 
exemple le module parallèle du robot anguille et le manipulateur Agile Eye développé par 
l’Université de Laval (Figure 1.15). Il existe de nombreuses autres façons d’obtenir un 
manipulateur sphérique, comme par exemple en utilisant une jambe passive contraignant le 
mouvement [Merlet 05]. Le robot anguille développé par l’IRCCyN est constitué de 12 
modules parallèles, chaque module a une structure sphérique avec trois ddls en orientation 
[Chablat 05], la Figure 1.15 montre deux modules de la structure. 
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Figure 1.15 : Manipulateurs sphériques (à gauche) deux modules parallèles du robot Anguille et (à 
droite) le robot Agile Eye 
2.4.3. Manipulateurs spatiaux 
Les manipulateurs spatiaux sont constitués d’une plate forme et d’une base qui sont 
reliées entre elles par des chaînes cinématiques transmettant de trois à six degrés de liberté à 
la plate forme. Nous pouvons distinguer les manipulateurs à trois ddls de translation, les 
manipulateurs à ddls complexes, les manipulateurs couplant l’orientation à la translation et les 
manipulateurs découplés. 
2.4.3.1. Manipulateurs à trois ddls de translation 
Un exemple de manipulateur à trois ddls de translation est le manipulateur 3-UPU 
proposé par Tsai (Figure 1.16). Ce manipulateur est composé d’une plate-forme mobile et 
d’une base fixe, les deux sont reliées par trois jambes identiques composées chacune d’une 
articulation cardan (U), d’une articulation prismatique (P) motorisée et d’une autre 
articulation cardan (U) attachée à la plate-forme. Les axes des liaisons cardan liées à la base 
sont parallèles à ceux liées à la plate-forme de la même chaîne. Ce manipulateur sera étudié 
dans cette thèse. 
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Figure 1.16 : le manipulateur 3-UPU à 3 ddls de translations 
2.4.3.2. Manipulateurs à ddl complexes sont  
Les manipulateurs à degrés de liberté complexes possèdent des degrés de liberté en 
orientation et en translation dépendant les uns des autres. Un exemple de ce type de 
manipulateurs est le robot 3-RPS proposé par Hunt [Hunt 83]. Les paramètres d’orientation et 
de position de ce robot sont au nombre de six, cependant seulement trois sont indépendants 
(Figure 1.17). 
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Figure 1.17 : le robot 3 RPS 
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2.4.3.3. Manipulateurs couplés 
La plupart des manipulateurs sont munis d’actionneurs qui jouent un rôle à la fois sur la 
position et l’orientation de la plate-forme mobile. Le manipulateur SMG, générateur du 
mouvement de Schönflies proposé par Angeles [Angeles 06] et illustré dans la Figure 1.18 en 
constitue un exemple. Ce manipulateur possède quatre ddls, à savoir, trois translations 
indépendantes et une rotation autour d’un axe de direction fixe. D’autres manipulateurs 
existent à quatre, cinq et six degrés de libertés. 
 
Figure 1.18 : le robot SMG de l’Université de McGill 
2.4.3.4. Manipulateurs découplés 
Un manipulateur partiellement découplé possède des actionneurs qui commandent les 
translations et d’autres qui commandent les orientations [Merlet 05]. Une architecture 
présentant cette caractéristique a été proposée par Innocenti et illustré dans la Figure 1.19. On 
peut remarquer qu’il y a trois segments qui partagent une rotule commune. Ainsi la 
modification des longueurs de ces segments permet de commander la position du centre de 
cette rotule. La commande de la longueur des trois segments restants permet alors de générer 
les rotations de la plate-forme mobile autour de cette rotule [Innocenti 91]. Un manipulateur 
est complètement découplé si chaque degré de liberté est commandé par un actionneur. Pour 
plus de détails sur les robots découplés, le lecteur peut se reporter à [Gogu 08]. 
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Figure 1.19 : Le robot d’Innocenti 
2.5. LES MACHINES A ARCHITECTURE PARALLELES 
Les machines à architecture cinématique parallèle (en anglais Parallel Kinematic 
Machines, PKMs) sont souvent reconnues pour leur grande rigidité structurelle, leur meilleure 
rapport charge utile / poids, leurs performances dynamiques élevées et leur meilleure 
précision [Merlet 05, Tlusty 99 et Wenger 99]. Ainsi, ils sont prudemment considérés 
comme des architectures alternatives attirantes pour des tâches exigeantes telles que l’usinage 
à grande vitesse [Weck 02]. La plupart des PKMs existantes peuvent être classées en deux 
familles principales : Les PKMs de la première famille sont munies de vérins reliant la base à 
la plate-forme mobile tandis que les PKMs de la deuxième famille se caractérisent par des 
jambes de longueur fixe qui glissent sur des rails [Chablat 03 et Pashkevich 05]. 
Dans la première famille, on distingue généralement les PKMs à six degrés de libertés 
appelées Hexapodes et les PKMs à trois ddls appelées Tripodes [Hervé 91 et Kong 02]. 
Beaucoup de prototypes et de PKMs de type Hexapode existent déjà, comme la machine 
Hexabot de la société Hexel. Cette machine qui sert de support mobile de pièce est présentée 
dans la Figure 1.20. Nous pouvons aussi trouver des architectures hybrides telles que la 
machine Tricept de Neos Robotics [Neumann 88]. Cette PKM possède un poignet sériel à 
deux rotations monté sur un tripode à cinématique parallèle à jambes de longueur variable, 
avec une jambe passive (Figure 1.21). 
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Figure 1.20 : La machine Hexabot Figure 1.21 : Le Tricept de Neos Robotics 
Dans la deuxième famille, nous trouvons l’Hexaglide de l’ETH de Zürich dont les 
liaisons prismatiques sont toutes coplanaires et parallèles (Figure 1.22). L’avantage de cette 
architecture réside dans le fait que les moteurs sont fixes, ce qui diminue les inerties et permet 
l’emploi des moteurs linéaires. L’HexaM proposé par Toyoda [Toyoama 98] est un autre 
exemple avec trois paires de liaisons prismatiques parallèles montées sur un cône vertical 
(Figure 1.23). 
  
Figure 1.22 : Machine Hexaglide Figure 1.23 : Machine HexaM 
Beaucoup de PKMs à trois axes de translation appartiennent à cette deuxième famille et 
reprennent une architecture proche du robot Delta linéaire [Clavel 88]. L’UraneSX de Renault 
Automation (Figure 1.24) et le Quickstep de Krause and Mauser (Figure 1.25) possèdent trois 
liaisons prismatiques parallèles et non-coplanaires [Company 00]. Une PKM hybride avec 
trois liaisons linéaires inclinées et un poignet de deux axes est le GeorgV de IFW (Figure 
1.26). 
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Figure 1.24 : UraneSX Figure 1.25 : Quickstep 
Une autre PKM hybride est L’Orthoglide 5-axes présenté dans la Figure 1.27. Ce robot 
utilise un porteur parallèle de type Delta linéaire sur lequel est monté un poignet parallèle 
sphérique à 2 ddls de type Agile Eye [Chablat 03]. Le module parallèle assure des 
performances cinétostatiques homogènes dans l’espace de travail grâce à l’existence d’une 
configuration isotrope tandis que le poignet permet un grand espace de rotation. Ses 
applications principales sont l’usinage 5 axes, le soudage laser et le prototypage rapide 
[Chablat 04]. Dans une configuration isotrope, la vitesse et la rigidité statique de l’outil sont 
égales dans toutes les directions [Majou 04 et Caro 06]. 
  
Figure 1.26 : le robot GeorgV développé par IFW Figure 1.27 : L’Orthoglide 5 axes 
Plus récemment, plusieurs équipes de recherche ont produit une famille de manipulateurs 
à trois degrés de liberté, isotropes dans tout l’espace de travail [Kim 02, Kong 02, Gogu 05 et 
07]. L’isotropie est liée au conditionnement de la matrice jacobienne. Ce conditionnement est 
défini comme étant le rapport entre la plus grande et la plus petite valeur propre de la matrice 
jacobienne. Son domaine de variation est entre 1 et plus l’infini. Lorsqu’un mécanisme est en 
configuration singulière, le conditionnement tend vers l’infini. En configuration isotrope, il 
est égal à un. Ainsi, le conditionnement mesure l'uniformité de la distribution des vitesses et 
des efforts autour d'une configuration de l’outil mais ne permet pas de mesurer l'importance 
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des facteurs d'amplification ou d'effort de vitesse. Le conditionnement ne peut pas être obtenu 
directement pour les machines ayant des ddls de translation et de rotation à cause de la non 
homogénéité de la matrice jacobienne. 
2.6. COMPARAISON DES PERFORMANCES DES ROBOTS SERIE ET DES PKMS 
Les principaux critères de comparaison sont le volume de travail, le rapport masse 
transportable / masse du robot, la précision et le comportement dynamique: 
- Volume de travail : Le principal défaut d’une PKM est que son domaine accessible est 
relativement restreint : il est dû à l'architecture parallèle, qui fait que les jambes d’une 
PKM se retiennent, en quelque sorte, les unes les autres, empêchant ainsi la plate-
forme mobile d'accéder à un grand volume de travail par rapport a son encombrement 
[Majou 04]. L’empreinte au sol est un autre critère prépondérant pour une PKM 
destinée à l’industrialisation [Company 02]. Il dépend en partie de l’orientation 
spatiale du mécanisme sur lequel elle est basée. Cette orientation est choisie telle que la 
plate-forme mobile soit accessible par l’opérateur. 
- Rapport masse transportable / masse robot : Dans l’architecture série classique, 
l’effecteur et l’objet manipulé se situent à l’extrémité de la chaîne mécanique articulée. 
Chaque actionneur doit avoir la puissance nécessaire pour mettre en mouvement non 
seulement l’objet, mais aussi les corps et actionneurs aval. Chaque segment du robot 
doit donc être dimensionné en conséquence, ce qui conduit à un faible rapport masse 
transportable / masse robot. Les actionneurs des PKMs se situent le plus souvent au 
voisinage des points d’articulation de la base, si ce n’est sur la base elle-même. Dans 
tous les cas, ces actionneurs agissent sans mettre en œuvre de transmissions complexes. 
Les segments peuvent être considérablement allégés.  
- Précision et répétabilité : L’architecture même des robots de type série pose le 
problème de l’accumulation des erreurs, une erreur de positionnement sur chaque 
articulation ayant une répercussion sur la position de l’effecteur, répercussion d’autant 
plus importante que l’articulation est proche de la base. La mise en série des 
articulations implique aussi la mise en série de leurs défauts (jeux, frottements, flexion 
des corps...). Les PKMs ne présentent pas cet inconvénient et leur morphologie leur 
assure une rigidité remarquable même avec des structures mobiles très allégées. 
- Comportement dynamique : Compte tenu de leur faible rapport masse transportable / 
masse robot et de leur structure massive, les robots de type série ont des performances 
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dynamiques limitées. Avec les PKMs, le fait que les actionneurs soient ramenés au 
voisinage des points d’articulation de la base donne des performances dynamiques 
appréciables. Par ailleurs, le fait de diminuer l’inertie du robot contribue à diminuer les 
effets de couplage dynamique entre les articulations, la commande pouvant 
éventuellement se contenter d’un modèle dynamique simplifié. 
Mentionnons enfin que le mode de fonctionnement des robots série les rend peu aptes à 
fonctionner à des échelles de taille faibles [Merlet 95]. En effet leur principe moteur est la 
force inertielle qui doit dominer les forces de friction. Or cette force inertielle varie avec le 
carré des longueurs alors que les forces de friction sont beaucoup moins sensibles aux 
dimensions. Ainsi pour réaliser un micro-robot série il ne suffit pas de diviser les dimensions 
d’un robot série fonctionnant convenablement par le facteur de taille approprié, puisqu’à 
partir d’une certaine échelle les forces de friction deviendront prépondérantes. Le Tableau 1.1 
synthétise les principales différences entre les manipulateurs parallèles et leurs homologues 
séries, ce qui revient à comparer leurs avantages et inconvénients. 
 Robots Séries PKMs 
Structure du robot Structure massive Structure mobile allégée 
Inertie Elevée Réduite 
Volume de travail
Encombrement
 Grande Domaine accessible relativement restreint 
masse transportable
masse robot
 Faible  Très élevé 
Précision et répétabilité Problème de l’accumulation des erreurs Rigidité remarquable 
Comportement 
dynamique 
Performances dynamiques 
limitées 
Performances dynamiques 
appréciables 
Tableau 1.1 : Comparatif entre Les robots séries et les PKMs 
3. NOTIONS IMPORTANTES EN ROBOTIQUE PARALLELE 
Des notions sur l’espace de travail, les modèles géométriques direct et inverse, et les 
singularités sont rappelées dans les parties suivantes. Il existe sur ce sujet plusieurs livres de 
référence dont : [Merlet 05], [Tsai 99], [Angeles 07]. 
3.1. MODELISATION GEOMETRIQUE 
La conception et la commande des robots nécessitent le calcul de certains modèles 
mathématiques. Nous distinguons parmi ces modèles :  les modèles géométriques direct et 
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inverse (MGD et MGI), qui expriment la situation de l’organe terminal en fonction des 
variables articulaires du mécanisme et inversement,  les modèles cinématiques direct et 
inverse (MCD et MCI), qui expriment la vitesse de l’organe terminal en fonction des vitesses 
articulaires et inversement,  les modèles dynamiques définissant les équations du mouvement 
du robot, qui permettent d’établir les relations entre les couples ou forces exercés par les 
actionneurs et les positions, vitesses et accélérations des articulations.  
3.1.1. Espace articulaire et espace opérationnelle 
Pour un manipulateur à n degrés de liberté, l’ensemble des variables articulaires 
motorisées (les entrées) notées q définissent la configuration articulaire tandis que l’ensemble 
des coordonnées opérationnelles de position et d’orientation de l’effecteur (les sorties) notées 
X définissent la configuration de la plate-forme. On définit une relation entre les variables 
articulaires motorisées et les coordonnées opérationnelles. Cette relation est définie par un 
opérateur géométrique F tel que : 
F(X,q)=0 [1.1] 
Nous noterons :  
• EAn l’espace articulaire lié aux articulations motorisées q (n est le nombre 
d’articulations motorisées). 
• EOm l’espace opérationnel de dimension m lié à la position et à l’orientation de 
l’effecteur. 
3.1.2. Modèle géométrique inverse 
Le modèle géométrique inverse permet de trouver l’ensemble des configurations 
articulaires possibles pour une configuration donnée de la plate-forme mobile. Parfois, il 
existe plusieurs solutions au modèle géométrique inverse. Ainsi, nous associons plusieurs 
postures pour la même configuration de la plate-forme mobile du manipulateur. Un 
changement de posture revient à changer de solution du modèle géométrique inverse 
La résolution du MGI ne pose généralement pas de problème. Pour calculer le MGI, nous 
écrivons un système d’équations non linéaires dont chaque équation est associée à une jambe 
du manipulateur. Chaque jambe est caractérisée par une origine Ai et une extrémité Bi. La 
configuration X de la plate-forme permet de définir la position des points extrêmes de chaque 
jambe. Nous pouvons ainsi écrire le MGI de chaque jambe : AiBi = H(X). Ce modèle est 
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parfois difficile à résoudre, notamment pour les manipulateurs spatiaux et lorsque la structure 
de leurs jambes est complexe, nous citons à titre d’exemple le cas de la machine Verne dont 
l’une des jambes est différente des deux autres. Le modèle géométrique inverse de cette 
machine sera résolu dans le chapitre 2. 
3.1.3. Modèle géométrique direct 
Le modèle géométrique direct (MGD) permet de trouver l’ensemble des configurations 
de la plate-forme mobile en fonction d’une configuration articulaire donnée. Il existe 
généralement plusieurs solutions au MGD. Il est ainsi possible d’associer plusieurs modes 
d’assemblage pour les mêmes configurations articulaires. Un changement de mode 
d’assemblage revient à changer de solution du modèle géométrique direct.  
Dans la plupart des cas, l’obtention d’une solution au MGD correspond à la résolution 
d’un système d’équations non-linéaires ce qui est un problème complexe. La résolution du 
MGD est nécessaire pour compléter la boucle d'asservissement pour le système du contrôle du 
mouvement, c.-à-d., le MGD est nécessaire pour indiquer si le point requis dans l’espace de 
travail a été atteint ou pas. 
Les méthodes de résolution du modèle géométrique direct des manipulateurs parallèles 
diffèrent suivant l’architecture du manipulateur et le type de ses articulations. Nous 
distinguons quatre méthodes, les méthodes analytiques, les méthodes itératives, les méthodes 
reposant sur l’ajout de capteurs additionnels et les méthodes utilisant les réseaux de neurones.  
Il existe trois approches analytiques principales pour résoudre le MGD. La première 
approche consiste à formuler un système d’équations de contraintes non linéaires, puis à 
convertir ce système en un polynôme à une inconnue afin de le résoudre simultanément en 
utilisant une technique numérique comme la méthode de Newton-Raphson [Waldron 89], 
[Liu 93]; la deuxième approche consiste à découpler la position et l’orientation, ce qui permet 
de réduire la complexité du problème et d’accélérer le processus d’obtention de la solution 
[Innocenti 92]; la troisième approche utilise les quaternions pour obtenir une solution 
analytique pour une certaine classe de manipulateurs parallèles de type Hexapode [Ji 01]. Ces 
approches analytiques sont limitées à des architectures spéciales de manipulateurs parallèles 
et ne peuvent pas être appliquées à toutes sortes de manipulateurs.  
Dans les approches itératives, le modèle géométrique est formulé afin qu’on puisse le 
résoudre en utilisant toutes les techniques numériques disponibles, comme par exemple, la 
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méthode de Newton-Raphson [Dieudonne 72 et Merlet 93]; cependant, ces techniques 
numériques sont coûteuses en temps de calcul et ne garantissent pas l’obtention une solution 
dans un temps borné.  
Une autre approche consiste à installer des capteurs supplémentaires sur le manipulateur 
[Han 95 et Tancredi 95] dans le but d’obtenir plus d'information sur l’état du manipulateur. 
Ces capteurs nous permettent de résoudre facilement et rapidement le MGD mais leur coût 
supplémentaire limite l’intérêt de cette approche.  
Une quatrième approche utilise les réseaux de neurones inspirés de la structure du 
cerveau humain [Parikh 05]. C’est un outil mathématique qui permet d’approximer les 
relations non –linéaires entre les vecteurs d’entrés et de sorties. 
3.2. CONFIGURATIONS SINGULIERES 
Les manipulateurs parallèles comportent des configurations dites singulières pour 
lesquelles le comportement du manipulateur se dégrade. Ces configurations peuvent se situer 
aussi bien à l’intérieur de l’espace de travail que sur ses frontières. Celles situées à l’intérieur 
de l’espace de travail sont les plus gênantes pour la génération de trajectoires puisque le 
manipulateur peut se bloquer dans de telles configurations. Les problèmes suivants peuvent 
aussi survenir au voisinage de ces configurations singulières : 
- Une augmentation importante des efforts dans les articulations qui peut endommager la 
structure du manipulateur; 
- Une perte de rigidité du manipulateur qui peut se traduire par une instabilité de son 
organe terminal lorsque les articulations motorisées sont bloquées. 
Pour déterminer les configurations singulières des manipulateurs parallèles, deux 
approches existent. La première est une méthode analytique fondée sur l’étude des matrices 
jacobiennes du manipulateur. La seconde est une méthode géométrique utilisant des outils de 
géométrie tels que la théorie des vis réciproques (Reciprocal Screw Theory), la géométrie de 
Grassmann et l’algèbre de Grassmann-Cayley. 
3.2.1. Approche analytique 
L’approche analytique repose sur le travail de Gosselin et Angeles [Gosselin 90], qui 
consiste à l’étude de l’Eq. [1.2] obtenue en différentiant l’Eq. [1.1] par rapport au temps : 
=At + Bq 0  [1.2] 
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Où [ ]=t ω, c T  représente le torseur cinématique de la plate-forme du manipulateur (avec 
ω est le vecteur des vitesses de rotation et c  le vecteur des vitesses de déplacement), q  
représente le vecteur des vitesses articulaires et A et B sont deux matrices jacobiennes. La 
matrice A est nommée matrice jacobienne parallèle et la matrice B matrice jacobienne 
sérielle. A partir de l’étude de ces deux matrices, Gosselin a défini trois types de 
configurations singulières [Gosselin 90]: 
- Les singularités parallèles qui sont dues à la perte de rang de la matrice jacobienne 
parallèle A (lorsque Det(A)= 0). Dans ce cas, l’effecteur peut bouger alors que les 
articulations motorisées sont bloquées. Le manipulateur gagne ainsi un ou plusieurs 
degré(s) de liberté; 
- Les singularités sérielles qui sont dues à la perte du rang de la matrice jacobienne 
sérielle B. Dans ce cas, certains déplacements de l’effecteur ne peuvent pas être 
réalisés et le manipulateur perd un ou plusieurs degré(s) de liberté. Les singularités 
sérielles représentent aussi les limites de l’espace de travail du manipulateur; 
- Les singularités parallèles/sérielles qui sont dues à la perte de rang simultanée de A et 
B. Dans ce cas, il est possible de déplacer de manière infinitésimale l’effecteur alors 
que les articulations motorisées sont bloquées et inversement; 
Il existe un autre type de singularités, les singularités structurelles, qui apparaissent pour 
des dimensions particulières des manipulateurs. Dans ce cas, pour des configurations 
articulaires particulières, le modèle géométrique direct admet une infinité de solutions c-à-d 
une infinité de configurations pour la plate-forme mobile. 
La Figure 1.1 présente respectivement de gauche à droite des configurations singulières 
parallèle, sérielle et structurelle d’un manipulateur à 5 barres. 
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Figure 1.28 : Mécanisme à 5 barres en configurations singulières parallèle, sérielle et structurelle 
respectivement de gauche à droite. 
De nombreuses études utilisent les matrices jacobiennes cinématiques pour déterminer les 
singularités des manipulateurs parallèles. Parmi celles-ci, nous pouvons citer [Sefrioui 93], 
[Gosselin 95] pour les manipulateurs plans et [Ma 91], [Khalil 96], [Dheeman 97] pour les 
manipulateurs spatiaux. 
Ce formalisme [Gosselin 90] est souvent utilisé aujourd’hui mais, contrairement à ce qui 
a longtemps été admis dans le passé, il ne s’applique pas à tous les robots parallèles. En effet, 
certaines singularités ne peuvent pas être détectées par ce formalisme (en particulier les 
singularités internes et les « singularités de contraintes » pour les robots à moins de six degrés 
de liberté). Ces singularités se produisent quand les jambes des manipulateurs à moins de six 
ddls sont incapables de contraindre la plate-forme à exécuter le mouvement souhaité et en 
conséquence la plate-forme gagne des degrés de liberté supplémentaires rendant le 
manipulateur incontrôlable. D’autre part, l’écriture symbolique des matrices jacobiennes peut 
être très difficile en raison de la complexité des expressions. Un important travail d’analyse 
des singularités a été réalisé par Zlatanov [Zlatanov 94], où il a introduit la notion de « C-
space singularity » (singularité de l’espace des configurations) qui a permis par la suite de 
bien comprendre le phénomène de singularité de contrainte [Zlatanov 01]. Plus récemment, 
S. Krut a proposé une méthode d’analyse des singularités adaptée aux robots à trois 
translations et une rotation, comme le robot H4. Cette méthode permet de recenser toutes les 
singularités de ce type de robot [Krut 03] mais son extension à d’autres architectures de 
robots n’est pas évidente. Ces travaux ont clairement mis en évidence les limitations du 
formalisme de Gosselin. 
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3.2.2. Approche géométrique  
Les limites de l’approche analytique dans la détermination des singularités ont conduit les 
chercheurs à utiliser des approches géométriques pour résoudre ce problème. Ainsi d’une part 
la théorie de vis réciproques a été utilisée pour obtenir une matrice jacobienne de dimension 
6×6 permettant de détecter toutes sortes de singularités, y compris les singularités de 
contrainte. D’autre part, des travaux ont été menés pour identifier géométriquement les 
singularités parallèles en se servant de la matrice jacobienne du robot. On distingue deux 
méthodes : la méthode basée sur la géométrie de Grassmann et celle basée sur l’algèbre de 
Grassmann-Cayley. 
La méthode géométrique la plus utilisée pour l’identification des singularités parallèles 
des manipulateurs est basée sur la géométrie de Grassmann. Cette approche fonctionne par 
inspection des sous-ensembles de droites, appelées variétés. Ces variétés sont associées aux 
différentes configurations singulières d’une structure consistant de barres liant deux corps. 
L’application de la géométrie de Grassmann fut commencée par le travail de Dandurand 
[Dandurand 84] en examinant la dépendance linéaire de droites. Ainsi, en représentant les 
jambes liant deux corps d’une structure spatiale par des droites, il a présenté une 
méthodologie qui permet de vérifier la rigidité de cette structure. Toutes les variétés de droites 
ont été spécifiées ainsi que les conditions géométriques de dégénérescence de ces variétés. 
Merlet a repris le travail de Dandurand et a introduit la géométrie de Grassmann dans l’étude 
des singularités des manipulateurs parallèles [Merlet 89]. Les colonnes de la transposée de la 
matrice jacobienne inverse des manipulateurs de type Gough-Stewart sont des vecteurs de 
Plücker des droites finies portées par les jambes de ces manipulateurs. Ensuite d’autres 
chercheurs ont défini les conditions pour lesquelles les singularités peuvent être associées à la 
dépendance des droites finies dans l’espace [Hao 98], permettant ainsi d’appliquer la 
géométrie de Grassmann. Ces droites sont des torseurs statiques d’actionnement qui décrivent 
les forces instantanées appliquées par les actionneurs sur la plate-forme mobile. En 
conséquence une matrice jacobienne inverse formée de six vecteurs de Plücker dégénère 
lorsqu’un sous ensemble de n vecteurs de Plücker engendre une variété de dimension m< n . 
Les variétés dégénérées de six vecteurs de Plücker, Fi (i=1..6) sont présentées en détail 
dans [Dandurand 84, Merlet 89 et Hao 98]. 
La méthode basée sur l’algèbre de Grassmann-Cayley fonctionne d’une manière similaire 
à celle basée sur la géométrie de Grassmann mais en traduisant des conditions géométriques 
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spécifiques aux classes des manipulateurs étudiés. Dans cette méthode, le déterminant d’une 
matrice jacobienne constituée des vecteurs de Plücker est décomposé en une expression 
algébrique invariante. Cette expression est simplifiée selon l’architecture de la classe des 
manipulateurs étudiés en utilisant les propriétés du déterminant. L’expression finale est 
factorisée en utilisant les opérateurs de l’algèbre de Grassmann-Cayley pour obtenir une 
condition géométrique d’existence des singularités parallèles. Cette méthode présentée en 
détail dans le chapitre 4 est utilisée pour l’étude des singularités parallèles des manipulateurs 
à mobilités restreintes. 
3.3. ESPACE DE TRAVAIL 
L’espace de travail W définit l’ensemble des configurations accessibles de la plate-forme 
mobile. Il se caractérise par l’ensemble des positions et orientations accessibles par un repère 
lié à la plate-forme mobile. 
L’espace de travail est un outil précieux pour différentes applications en robotique, il est 
utilisé pour analyser les performances des robots manipulateurs, pour la conception optimale 
de manipulateurs, pour le choix de morphologie en fonction d’une tâche déterminée, pour la 
préparation hors ligne des trajectoires, etc… 
3.3.1. Espace de travail et représentation 
L’espace de travail dépend de la morphologie et des paramètres géométriques du 
manipulateur parallèle. Ainsi il peut avoir des formes très variées et en général complexes. Il 
peut être restreint par les singularités d’une part et les butées articulaires d’autre part.  
Pour un manipulateur parallèle à six degrés de liberté. La position et l’orientation du 
repère lié à la plate-forme mobile sont généralement dépendantes. Ainsi, la représentation de 
l’espace de travail est un volume de dimension six pour lequel il n’existe pas d’illustration 
possible. On ne peut donc que représenter des sous ensembles de l’espace de travail. 
3.3.1.1. Les différents type d’espace de travail 
Les différents types d’espace de travail repris de [Merlet 05] sont : 
- Espace de travail à orientation constante ou espace de travail à translation est 
l’ensemble des positions du point de référence du manipulateur atteignable lorsque 
l’orientation de la plate-forme est fixe; 
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- Espace de travail à orientation ou espace de travail à centre fixe est l’ensemble des 
rotations possibles autour du point de référence lorsque celui occupe une position fixe 
dans le repère absolu. 
- Espace de travail maximal, défini comme l’ensemble des positions du point de 
référence qui peuvent être atteintes avec au moins une orientation de la plate-forme. 
- Espace de travail pour un intervalle d’orientation, défini comme l’ensemble des 
positions du point de référence qui peuvent être atteintes avec au moins une orientation 
dans un intervalle donné. L’espace maximal est un cas particulier de l’espace pour un 
intervalle d’orientation défini entre 0 et 2π. 
- Espace de travail total pour un intervalle d’orientation est l’ensemble des positions du 
point de référence qui peuvent être atteintes avec toutes les orientations dans un 
intervalle donné. 
- L’espace de travail dextre est l’ensemble des positions du point de référence pour 
lesquelles toutes les orientations sont permises. L’espace de travail dextre est un cas 
particulier de l’espace total pour un intervalle d’orientation défini entre 0 et 2π. 
- L’espace de travail à orientation réduite est l’ensemble des positions du point de 
référence qui peuvent être atteintes pour un sous-ensemble des orientations définies 
dans un intervalle donné, et où les autres orientations peuvent avoir des valeurs 
arbitraires. Cet espace de travail est important pour les applications qui n’impliquent 
pas tous les degrés de liberté du robot, comme l’utilisation d’un robot à six ddls pour 
une application d’usinage 5-axes. 
Un autre type d’espace de travail s’avère intéressant surtout dans le domaine de l’usinage: 
- L’espace de travail 3-axes est l’ensemble des positions du point de référence défini 
dans le repère de la pièce à usiner pour lesquelles l’outil est considéré toujours 
perpendiculaire à la pièce. Cet espace est utile pour montrer la capacité des machines 
d’usinage 5-axes à usiner les mêmes pièces que celles de leurs homologues 3-axes. 
3.3.2. Méthodes utilisées pour le calcul de l’espace de travail 
Plusieurs méthodes ont été utilisées pour le calcul de l’espace de travail des 
manipulateurs parallèles, citons : 
- Les méthodes algébriques [Jo 89 et Haugh 95], 
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- les méthodes algébriques par discrétisation [Chablat 98], 
- les méthodes géométriques [Merlet 00 et Bonev 02]. 
3.3.2.1. Méthodes Algébriques 
Les méthodes algébriques sont plus difficiles à appliquer car elles augmentent la 
dimension du problème en introduisant des variables supplémentaires. Elles consistent à 
résoudre un problème d’optimisation en introduisant des pénalités aux frontières [Jo 89]. 
3.3.2.2. Méthode Algébriques par discrétisation 
Les méthodes algébriques par discrétisation utilisent les modèles géométriques direct et 
inverse pour calculer l’ensemble des configurations que le manipulateur peut atteindre. Ces 
données sont enregistrées dans une structure hiérarchique. Nous citons à titre d’exemple les 
quadtrees et les octrees utilisés dans [Chablat 98] pour le calcul des domaines d’unicité des 
manipulateurs planaires et la méthode d’analyse par intervalles utilisée pour le calcul de 
l’espace de travail et la détermination des singularités des manipulateurs parallèles [Merlet 01 
et Chablat 04]. Cette méthode est coûteuse numériquement et gourmande en place mémoire 
mais assez facile à programmer. 
3.3.2.3. Méthodes Géométriques 
Les méthodes géométriques permettent de calculer rapidement la frontière de l’espace de 
travail. Elles peuvent intégrer les contraintes liées aux limites articulaires et des collisions 
entre les segments [Merlet 05]. Cependant, la reconstruction de l’espace de travail total est 
difficile. Pour certains cas comme pour le robot Delta, le calcul de l’espace de travail peut être 
fait directement en utilisant des logiciels de CAO (conception assisté par ordinateur) puisque 
l’espace de travail est équivalent à l’intersection entre des volumes simples. 
4. CONCLUSION 
Dans ce chapitre, nous avons classifié les architectures parallèles et présenté les limites 
des machines-outils conventionnelles et les avantages des alternatives parallèles. La 
modélisation géométrique, l’espace de travail et les singularités des manipulateurs parallèles 
ont été exposés. Différentes propriétés caractérisant ces manipulateurs et des notions 
importantes en robotique ont été évoquées. 
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L’un des objectifs principaux de cette thèse est le développement des nouvelles méthodes 
de modélisation et d’analyse des PKMs à mobilités restreintes. Ces méthodes peuvent 
permettre de mieux appréhender les performances de ces mécanismes innovants.  
La première partie de cette thèse est consacrée à l’étude des modèles géométriques, à 
l’analyse des singularités sérielles et au calcul de plusieurs types d’espace de travail de la 
machine Verne. Cette machine appartient à une famille des PKMs se caractérisant par des 
jambes de longueur fixe qui glissent sur des rails [Chablat 03 et Pashkevich 05]. La 
résolution des modèle géométriques direct et inverse de cette machine sont très complexes et 
admettent plusieurs solutions Dans cette logique, nous formulons dans le chapitre 2 des 
expressions analytiques permettant d’identifier et de classer les différentes solutions des 
modèles géométriques pour enfin trouver celles qui satisfont l’utilisateur dans le temps de 
calcul le plus court possible. L’espace de travail actuellement utilisé est visiblement réduit par 
rapport à celui accessible par la machine Verne. Dans le but de mieux profiter de ses 
performances et augmenter sa productivité, nous développons dans le chapitre 3 une méthode 
pour calculer les différents types d’espace de travail accessible par cette machine. 
La deuxième partie de cette thèse est consacrée à l’étude des singularités parallèles et à la 
modélisation dynamique des PKMs à mobilités restreintes. Dans le chapitre 4, nous utilisons 
la théorie des vis réciproques combinée avec l’algèbre de Grassmann-Cayley pour obtenir les 
conditions géométriques d’existence des singularités parallèles de trois classes des PKMs à 
mobilités restreintes. Nous traduisons ces conditions sous forme vectorielle. Pour la machine 
Verne en particulier, nous vérifions l’absence des singularités parallèles dans son espace de 
travail. Dans le chapitre 5, nous généralisons l’application de la méthode proposée dans 
[Khalil 06, Ibrahim 06] pour la modélisation dynamique des robots parallèles. Nous 
modifions les dimensions des matrices jacobiennes utilisées dans ces modèles pour obtenir 
des matrices de dimension 6×6. L’obtention des matrices de telle dimension est systématique 
et nous permet d’obtenir une forme compacte et générale du modèle dynamique valable pour 
tous les manipulateurs sans se soucier de leurs degrés de liberté ou de leurs mobilités. Cette 
démarche nous permet de traiter le problème dynamique de la machine Verne. Nous 
appliquons aussi cette méthode sur deux autres robots à mobilités restreintes. 
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                                                         CHAPITRE 2 
 
MODELISATION GEOMETRIQUE ET 
ANALYSE DES SINGULARITES SERIELLES 
DE LA MACHINE VERNE 
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1. INTRODUCTION 
Beaucoup de tâches industrielles exigent moins de six degrés de liberté, plusieurs PKMs 
à mobilités restreintes ont été développées [Kim 03]. Pour certaines d’entre elles, comme le 
manipulateur 3-RPS [Kim 03] et le module parallèle de la machine Verne, la réduction du 
nombre de ddl peut conduire à un mouvement complexe associé à la plate-forme mobile. 
Certains chercheurs ont contribué à l’étude géométrique des PKMs à mobilités restreintes. Ils 
se sont concentrés sur la résolution de ces modèles par des méthodes analytiques et 
numériques [Liu 01 et Nair 94]. La modélisation géométrique de ces PKMs doit être faite cas 
par cas selon leur structure. 
 
Figure 2.1 : Vue d’ensemble de la machine Verne 
Dans ce chapitre, nous calculons les modèles géométriques inverse et direct de la 
machine Verne et nous obtenons des solutions sous forme symbolique. La machine Verne est 
une machine-outil à 5 axes développée par Fatronik pour l’IRCCyN [Martin 06 et Terrier 
05]. Sa structure est de type main droite-main gauche (structure arborescente à deux 
branches). L’une des branches de l’arborescence, le porte-outil, est un mécanisme parallèle 
alors que la seconde, le porte-pièce, est un mécanisme sériel comme indiqué dans la Figure 
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2.1. Le module parallèle déplace l’outil principalement en translation pendant que la table 
tilting est utilisée pour tourner la pièce autour de deux axes qui reste toujours orthogonaux. 
Le but de ce chapitre est de formuler des expressions symboliques pour trouver toutes les 
solutions possibles aux modèles géométriques inverse et direct de la machine Verne. Puis 
nous identifions et nous classons ces solutions pour trouver celles qui satisfont l’utilisateur. 
Ce chapitre est organisé de la manière suivante : le paragraphe suivant décrit la machine 
Verne. Dans le paragraphe 3, nous calculons les modèles géométriques direct et inverse du 
module parallèle de la machine Verne ainsi que les singularités sérielles de ce manipulateur. 
Dans le paragraphe 4, les méthodes présentées dans le paragraphe 3 sont étendues pour être 
appliquées à la machine Verne. 
2. DESCRIPTION DE LA MACHINE VERNE 
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Figure 2.2 : Représentation schématique de la machine Verne; (a) la représentation simplifiée et (b) 
la représentation CAO fournie par Fatronik 
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La machine Verne est constituée d’un module parallèle et d’une table tilting comme 
indiqué dans la Figure 2.2. Le module parallèle est composé de trois chaînes cinématiques, I, 
II et III. Chaque chaîne utilise deux paires de segments liant une liaison prismatique à la 
plate-forme mobile par l’intermédiaire de deux paires de liaisons sphériques. Les chaînes II et 
III sont deux parallélogrammes identiques. Cependant, la chaîne I diffère des deux autres 
chaînes car la distance A11A12 ≠ B11B12. Par suite, la chaîne I ne reste pas planaire (les 
directions des segments définissent des lignes gauches) durant le mouvement de la machine, 
contrairement aux deux autres chaînes qui sont des parallélogrammes articulés. Le 
mouvement de la plate-forme mobile est produit par trois actionneurs prismatiques d’axe 
parallèle.  
En raison de l’arrangement des liens et des liaisons, les chaînes II et III empêchent la 
plate-forme de tourner autour des axes y et z (voir la Figure 2.2). la chaîne I empêche la plate-
forme de tourner autour de l’axe z (Figure 2.2). A cause de la forme irrégulière de la chaine I, 
cependant, une rotation parasite α  autour de l’axe x existe comme indiqué sur la Figure 2.2a. 
En conséquence, le manipulateur exécute un mouvement complexe défini comme une 
combinaison simultanée de translation et de rotation. Ce mouvement complique la 
modélisation géométrique de la machine Verne. Son impact sur l’espace de travail sera 
examiné dans le chapitre 3. La table tilting est utilisée pour orienter la pièce autour de deux 
axes orthogonaux. Le premier est horizontal et le deuxième est toujours perpendiculaire à la 
table tilting. Cette machine prend plein avantage de ces deux axes supplémentaires pour 
ajuster l’orientation de l’outil par rapport à la pièce. 
3. MODELES GEOMETRIQUES DU MODULE PARALLELE 
3.1. LES EQUATIONS GEOMETRIQUES 
Pour calculer les équations géométriques du module parallèle de la machine Verne, deux 
repères sont définis comme indiqué dans la Figure 2.2a. Un repère Cartésien, 
( , x,  y,  z)=bR O , est fixé à la base de la machine-outil, tel que l’axe z pointe vers le bas 
suivant la direction verticale. Un repère Cartésien mobile, P P P( , x ,  y ,  z )=plR P , est attaché à 
la plate-forme mobile au point P. Dans tout système mécanique sous contraintes, les liaisons 
qui lient ses différents corps restreignent leur mouvement relatif et imposent des contraintes 
sur les coordonnées généralisées. Les contraintes géométriques sont formulées sous forme 
d’expressions algébriques dépendantes des coordonnées généralisées. 
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Définissons la matrice de transformation, b plT , qui ramène le repère Cartésien fixe, bR , 
au repère Cartésien mobile plR , lié à la plate-forme mobile : 
( ) ( ), , ,=b plT Trans   Rot  p p px y z x α  [2.1] 
Nous utilisons cette matrice de transformation pour exprimer ijB  en fonction de 
,  ,  p p px y z  et α  en utilisant la relation =
b
plT
pl
ij ijB B  où 
pl
ijB  représente le point ijB  exprimé 
dans le repère plR . 
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Figure 2.3 : Les dimensions de l’architecture parallèle dans le repère fourni par Fatronik 
En utilisant les paramètres définis dans les Figues 2.2 et 2.3, les équations de contrainte 
du manipulateur parallèle sont exprimées comme:  
( ) ( ) ( ) ( )2 2 22 2 2ij ijA B 0 1,  2,  3,  1,  2− = − + − + − − = = =i Bij Aij Bij Aij Bij Aij iL x x y y z z L i j  [2.2] 
La chaîne I est représentée par deux Eqs. [2.3a-2.3b]. Cela est dû au fait que 
11 12 11 12A A B B≠  (Figure 2.3).  
( ) ( ) ( )2 2 2 21 1 1 1 1 1 1cos( ) sin( ) 0P P Px D d y R r z R Lα α ρ+ − + + − + + − − =  [2.3a] 
( ) ( ) ( )2 2 2 21 1 1 1 1 1 1cos( ) sin( ) 0P P Px D d y R r z R Lα α ρ+ − + − + + − − − =  [2.3b] 
La chaîne II est représentée par une seule Eq. [2.4].  
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( ) ( ) ( )2 2 2 22 2 2 4 2 2 2cos( ) sin( ) - 0P P Px D d y R r z R Lα α ρ+ − + − + + − − =  [2.4] 
La chaîne III est semblable à la chaîne II (Figure 2.3), est aussi représentée par une seule 
Eq. [2.5].  
( ) ( ) ( )2 2 2 22 2 2 4 2 3 3cos( ) sin( ) 0P P Px D d y R r z R Lα α ρ+ − + + − + + − − =  [2.5] 
3.2. COUPLAGE ENTRE LA POSITION ET L’ORIENTATION DE LA PLATE-
FORME 
Le module parallèle de la machine Verne possède trois actionneurs et trois degrés de 
liberté. Cependant, il y a un couplage entre la position et l’orientation de la plate-forme 
mobile. L’objet de ce paragraphe est d’étudier la contrainte de couplage imposée par la chaîne 
I.  
En éliminant 1ρ  des Eqs. [2.3a-2.3b], nous obtenons une relation [2.6] entre ,   et P Px y α  
indépendamment de Pz .  
( ) ( )
( )( )
22 2 2 2 2
1 1 1 1 1 1 1
2 2 2 2 2
1 1 1 1 1 1
sin ( ) 2 cos( )
         sin ( ) 2 cos( ) 0
P PR x D d r R r R y
R L R r R r
α α
α α
+ − + − + −
− + − =
 [2.6] 
Nous remarquons que pour un angle α  donné, Eq. [2.6] représente une ellipse [2.7]. Les 
dimensions de cette ellipse sont déterminées par a  et b , où a  est le longueur du demi-grand 
axe et b  est le longueur du demi-petit axe.  
( )2 21 1
2 2 1
P Px D d y
a b
+ −
+ =  [2.7] 
où 
( )( )
( )( )
( )
2 2 2
1 1 1 1 1
2 2 2 2 2
1 1 1 1 1 1
2 2
1 1 1 1
  2 cos( )                 
sin ( ) 2 cos( )
  
2 cos( )
a L R r R r
R L R r R r
b
r R r R
α
α α
α
 = − + −

 − + −
 =
 − +
 
Ces ellipses définissent les lieux géométriques accessibles par le centre de la plate-forme 
pour une même orientation angulaire .α   
3.3. MODELE GEOMETRIQUE INVERSE 
Le modèle géométrique détermine les variables articulaires en fonction de la position de 
la plate-forme mobile. Pour le modèle géométrique inverse de notre manipulateur parallèle, 
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les variables opérationnelles ( ,  ,  P P Px y z ) sont connues mais les variables articulaires 
 ( 1,  2, 3)i iρ =  et l’orientation α  de la plate-forme mobile sont inconnues. 
  
Figure 2.4 : Les courbes d’iso-valeurs de l’angle α  entre -  à π π+  avec un pas constant de 2 / 45π  
(b) zoom de la zone encadrée  
Pour résoudre le modèle géométrique inverse, nous trouvons en premier lieu toutes les 
orientations possibles α  pour des valeurs prescrites de la position de la plate-forme 
( ,  ,  P P Px y z ). Ces orientations sont déterminées en résolvant l’Eq. [2.8], un polynôme de 
degré trois en cos( )α  obtenu à partir de l’Eq. [2.6].  
3 2
1 2 3 4cos ( ) cos ( ) cos( ) 0p p p pα α α+ + + =  [2.8] 
où 
( ) ( )
( ) ( ) ( )
3
1 1 1
22 2 2 2 2
2 1 1 1 1 1 1 1
3 2
3 1 1 1 1
22 2 2 2 2 2 2 2
4 1 1 1 1 1 1 1 1 1
2   
2 2  
  
P
P
P P
p R r
p R L R r R x D d
p R r R r y
p R x D d R r y R L R r
 =

= − − − + −

= − −

= + − + + − − −
 
Selon le paragraphe 3.2, cette équation représente aussi des ellipses d’iso-valeurs de α . 
Donc si nous traçons toutes les ellipses en variant α  de -π  à π+  (Figure 2.4), nous 
remarquons que chaque point (défini par Px , Py  et Pz ) est obtenu par l’intersection de deux 
ellipses. En conséquence, chaque ellipse représente deux orientations opposées, donc chaque 
point peut avoir un maximum de quatre orientations différentes. Cette conclusion est vérifiée 
par le fait que seulement quatre solutions réelles existent pour le polynôme de l’Eq. [2.8] 
(Tableau 2.1). 
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,  ,  
0
P P P
P
x y z
y

 ≠
 { }1 2 and α α α= ± ±  
,  ,  
0
P P P
P
x y z
y

 =
 { }10,  ,  α α π= ±  
Tableau 2.1 : Les orientations possibles pour une position fixe de la plate-forme  
Après avoir trouvé toutes les orientations possibles, nous utilisons les équations obtenues 
dans le paragraphe 3.1 pour calculer les variables articulaires iρ  pour chaque orientation α . 
Pour faciliter l’étude, nous introduisons deux nouveaux points 1A  et 1B  comme les milieux de 
11 12A A  et 11 12B B , respectivement. L’équation de contrainte de ces deux points est:  
( ) ( ) ( )( )2 22 2 2 21 1 1 1 1 1 1 12 cos( ) 0P P Px D d y z L R r R rρ α+ − + + − − − + − =  [2.9] 
Alors, pour des valeurs prescrites de la position et de l’orientation de la plate-forme, les 
positions des articulations prismatiques peuvent être directement calculées à partir des Eqs. 
[2.4], [2.9] et [2.5]:  
( )( ) ( )( )22 2 2 21 1 1 1 1 1 1 1 1 2 cos( )P P Pz s L R r R r x D d yρ α= + − + − − + − −  [2.10] 
( ) ( )( )2 222 2 2 2 2 2 2 4 sin( ) cos( )P P Pz R s L x D d y R rρ α α= − + − + − − − +  [2.11] 
( ) ( )( )2 223 2 3 3 2 2 2 4 sin( ) cos( )P P Pz R s L x D d y R rρ α α= + + − + − − + −  [2.12]  
où { }1 2 3,  ,   1s s s ∈ ±  sont les indices de configuration définis comme les signes de 
1  Pzρ − , 2 2 sin( )Pz Rρ α− +  et 3 2 sin( )Pz Rρ α− −  respectivement. 
En soustrayant l’Eq. [2.3a] de l’Eq. [2.3b], nous obtenons:  
( ) ( )1 1 1 1cos( ) sin( )− = −P Py R r R zα α ρ  [2.13] 
L’équation [2.13] implique que: ( ) ( ) ( )1 11 sin( ) cos( ) ( )= −− Ppsign sign sign R r sign yz α αρ  
Cela implique que pour des valeurs prescrites de la position et de l’orientation de la plate-
forme, la variable articulaire 1ρ  possède une solution, sauf quand {0,  }α π= . Dans ce cas 1s  
peut prendre les deux valeurs +1 et -1. En conséquence 1ρ  peut prendre deux valeurs quand 
{0,  }.α π=  
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{ }0,  α π=  1 1s = ±  
1 1cos( )  
0 avec 0
=
 = ≠ p
R r
y
α
α
 1 pzρ =  
autres 1 1 or -1s = +  
Tableau 2.2 : Les solutions de la variable articulaire 1ρ  d’après les valeurs de α   
En observant les Eqs. [2.10], [2.11], [2.12], et les tableaux 2.1 et 2.2, nous en concluons 
qu’il y a quatre solutions pour la chaîne I et deux solutions pour les chaînes II et III. Donc il 
existe seize solutions au modèle géométrique inverse du module parallèle (Figure 2.5). Parmi 
ces seize solutions théoriques, une seule est utilisée par la machine Verne: celle ci est 
représentée par le cas (m) dans la Figure 2.5 qui est caractérisé par le fait que chaque chaîne 
doit avoir ces deux segments montés au dessus de la plate-forme mobile, c.-à-d. 1is = −  
(rappelons que l’axe z est pointé vers le bas). 
Parmi les 15 solutions restantes, les configurations ont soit les deux segments de la 
chaîne I qui se croisent, soit l’une des articulations prismatiques qui dépasse ses limites. La 
plupart de ces solutions sont caractérisées par le fait qu’au moins l’une des chaînes a ses 
points d’attache à la base au-dessous de ses points d’attache à la plate-forme mobile. En 
conséquence, seules les valeurs correspondant à 1 2 3,  ,   1s s s = −  dans les Eqs. [2.10-2.12] 
doivent être sélectionnées (rappelons que l’axe z est pointé vers le bas). Pour prévenir le 
croisement des segments, nous ajoutons une condition sur l’orientation de la plate-forme 
mobile. Cette condition est 1 1cos( )R rα > . Finalement, nous vérifions les courses des 
articulations prismatiques aussi bien que les singularités sérielles calculées dans le paragraphe 
3.5. Pour le module parallèle de la machine Verne, l’application des conditions ci-dessus, 
implique toujours l’obtention d’une solution unique dans l’espace de travail de la machine 
(solution (m) présentée dans la Figure 2.5). 
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 (a)   (b)      (c)       (d)  
    
 (e)   (f)      (g)       (h)  
    
 (i)   (j)      (k)       (l)  
    
 (m)   (n)      (o)       (p)  
Figure 2.5 : Les seize solutions au modèle géométrique inverse pour -240 mm,=Px   -86 mmPy =  et 
1000 mmPz =  
3.4. MODELE GEOMETRIQUE DIRECT 
Le modèle géométrique direct permet d’obtenir la position de la plate-forme mobile en 
fonction des variables articulaires. Dans le cas du module parallèle de la machine Verne, les 
valeurs des variables articulaires  ( 1,  2, 3)i iρ =  sont connues et le but est de trouver les 
coordonnées Px , Py  et Pz  du centre de la plate-forme mobile P. Pour résoudre le modèle 
géométrique direct, nous éliminons successivement Px , Py  et Pz  du système ( 1)S  des quatre 
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équations ([2.3a], [2.3b], [2.4] et [2.5]) pour obtenir une équation exprimée en fonction des 
variables articulaires  ( 1,  2, 3)i iρ =  et en fonction de l’orientation α  de la plate-forme. Pour 
réaliser cela, nous calculons en premier Py  en fonction de Pz  dans l’Eq. [2.14] en soustrayant 
l’Eq. [2.3a] de l’Eq. [2.3b]  
( )( )
( )( )
1 1
1 1
sin
cos
p
p
R z
y
R r
α ρ
α
−
=
−
 [2.14]  
L’expression de py  dans l’Eq. [2.14] est substituée dans le système ( 1)S  pour obtenir un 
nouveau système ( 2)S  de trois Eqs. [2.15], [2.16] et [2.17] obtenues à partir des Eqs. [2.3a], 
[2.4] et [2.5], respectivement. 
( ) ( )( ) ( )
( )( ) ( ) ( )( ) ( )
( )( )
23 3 2 2 2 2 2
1 1 1 1 1 1 1 1
2 2 22 2 2 2 2
1 1 1 1 1 1 1 1 1 1 1
22 2 2 2
1 1 1 1 1 1
2 cos 5 cos
2 2 cos
0
p
p p p
p
R r R x D d R r L
R r z R r x D d z R r L
r x D d R r L
α α
ρ ρ α
+ + − + + − +
+ − − + − + − + + − +
+ − + + − =
 [2.15] 
( ) ( )( ) ( ) ( )
( ) ( )( ) ( )
( ) ( ) ( )( )( ) ( )
( ) ( )( )( ) ( )
( ) ( ) ( )
1 1 4 1 2 1 1 2
1 2 1 2 1 4 1
2 2 2 2 2 2 2
1 1 2 1 1 2 2 4 2 2 4 1
2 22 2 2 2
2 1 4 1 1 2 2 2 2 4 2
22 2 2
1 2 2 1 1 1
2
1
2 2 cos sin
2 sin
4 cos
2 2 cos
2 ( )sin cos
p p
p p
p p p
p p
p
p
R R r z R r z
r R r z R r z
R R x D d z z R r L R r r
R r r R r x D d z R r L
R R R z
r x
ρ ρ ρ α α
ρ ρ α
ρ ρ α
ρ α
ρ ρ α α ρ
− + − + +
− − − +
+ − − − + − + + − + −
+ + − + − + + − +
− + − +
( ) ( )( ) ( )2 2 2 2 2 2 32 2 2 2 4 2 1 2 42 cos 0pD d z R r L R R rρ α+ − + − + + − − =
 [2.16] 
( ) ( )( ) ( ) ( )
( ) ( )( ) ( )
( ) ( ) ( )( )( ) ( )
( ) ( )( )( ) ( )
( ) ( ) ( )
1 1 4 1 2 1 1 3
1 2 1 3 1 4 1
2 2 2 2 2 2 2
1 1 2 1 1 3 2 4 3 2 4 1
2 22 2 2 2
2 1 4 1 1 2 2 3 2 4 3
22 2 2
1 2 3 1 1 1
2
1
2 2 cos sin
2 sin
4 cos
2 2 cos
2 ( )sin cos
p p
p p
p p p
p p
p
R R r z R r z
r R r z R r z
R R x D d z z R r L R r r
R r r R r x D d z R r L
R R R z
r
ρ ρ ρ α α
ρ ρ α
ρ ρ α
ρ α
ρ ρ α α ρ
− − − − + +
− − + − +
+ − − − + − + + − + −
+ + − + − + + − −
− + − +
( ) ( )( ) ( )2 2 2 2 2 2 32 2 3 2 4 3 1 2 42 cos 0p px D d z R r L R R rρ α+ − + − + + − − =
 [2.17] 
Nous calculons alors Pz  en fonction de  ( 1,  2, 3)i iρ =  et α  dans l’Eq. [2.18] en 
soustrayant l’Eq. [2.16] de l’Eq. [2.17]. 
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( )( ) ( )( ) ( ) ( )( ) ( )( )
( ) ( )( )( )( )
1 1 2 3 3 2 2 3 2 1 1 1
1 1 1 3 2
cos 2 2 sin 4 sin
2 2 sin cosp
R r R C
z
C R r
α ρ ρ ρ ρ ρ ρ ρ α ρ α
α α ρ ρ
− + − − + − +
=
+ − −
 [2.18] 
où ( )1 1 2 4 1C r R r R= −  
L’expression de pz  dans l’Eq. [2.18] est substituée dans le système ( 2)S  pour obtenir un 
nouveau système ( 3)S  de deux Equations. obtenues à partir des Eqs. [2.15] et [2.16], 
respectivement. Finalement, nous calculons Px  en fonction des  ( 1,  2, 3)i iρ =  et α  en 
soustrayant les deux équations du système ( 3)S  : 
( ) ( )
( ) ( ) ( )( )
( )( )( ) ( )( )
( )
( ) ( )( ) ( ) ( )( ) ( )( )
( ) ( ) ( )( )( )
2
2 1 3 2
2 2
1 2 3 1 2 1 4 2
1 1 2 3 1 2 1 1 1
2
3 2 2 3 1 2 1 1 1 1 4 2 1 1
1 1 2 2 1 3 2 1 1
2 sin
2 4 cos
sin
4 cos
2 2 cos cos
2( ) 2 sin cosp
R C
C C r R
rC R R r
C r r R r R R r
x
D d D d C R r
ρ ρ α
ρ ρ ρ ρ α
α
ρ ρ ρ ρ α
ρ ρ ρ ρ ρ ρ α α
α ρ ρ α
− − +
 + − + − − +
  +
 + − − − 
− − − − − + − −
=
− − + + − −
 [2.19] 
où ( ) ( )2 2 2 2 2 2 2 22 2 2 1 1 1 4 1 2 1 3C D d D d r r R R L L= − − − + + − + + −  
Alors l’expression ci dessus de px  est substituée dans le système ( 3)S . Les équations 
résultantes de ce système ne sont pas présentées directement dans ce chapitre à cause de leur 
grande taille. Ainsi, elles peuvent être obtenues en utilisant le programme présenté dans 
l’annexe A. 
À chaque étape, nous déterminons des conditions d’existence des solutions en étudiant les 
dénominateurs des valeurs de Px , Py  et Pz . Ces conditions sont:  
( )1 1cos 0R rα − ≠  [2.20] 
( ) ( ) ( )( )1 3 2 1 12 sin cos 0C R rα ρ ρ α+ − − ≠  [2.21] 
L’équation [2.20] obtenue à partir de l’Eq. [2.13] implique que 1 1A B  est orthogonal à 
l’axe de l’articulation prismatique de la chaîne I. Dans ce cas, l’Eq. [2.7] représente un cercle 
car a b= .  
Quand 2 3= ρ ρ  dans l’Eq. [2.21], nous avons {0,  }α π= . Cela veut dire que 0Py =  
(obtenu à partir des Eqs. [2.4] et [2.5]).  
Pour finir la résolution du système, nous appliquons un changement de variable pour 
remplacer α  par la tangente de l’angle moitié tan( / 2)t α= . En conséquence, nous obtenons 
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un polynôme de degré huit en t , dont les coefficients dépendent de 1ρ , 2ρ  et 3ρ . Les 
expressions de ces coefficients sont reportées en Annexe A. Connaissant la valeur de α , nous 
calculons ,  p px y  et pz  en utilisant les Eqs [2.19], [2.14] et [2.18], respectivement. Pour la 
machine Verne, seulement quatre modes d’assemblage ont été trouvés en faisant un balayage 
de l’espace articulaire (Figure 2.6). Nous avons pu trouver jusqu’à six modes d’assemblage 
mais seulement pour des positions des articulations prismatiques dépassant leurs limites 
accessibles par la machine. 
  
(a) (b) 
  
(c) (d) 
Figure 2.6 : Les quatre modes d’assemblage du module parallèle de la machine Verne pour 
1 674 mm,ρ =  2 685 mmρ =  et 3 250 mm.ρ =  seulement la solution (a) est accessible par la machine 
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Seulement un mode d’assemblage est réellement accessible par la machine (la solution 
(a) présentée dans la Figure 2.6) parce que les autres mènent ou bien au croisement des 
segments de la chaîne I, ou à des collisions, ou au dépassement des courses des articulations 
prismatiques. Le mode d’assemblage accessible par la machine peut être reconnu par le fait 
que chaque chaîne doit avoir ses points d’attache à la base au-dessus de ses points d’attache à 
la plate-forme mobile, c.-à-d. 1is = −  (rappelons que l’axe z est pointé vers le bas).  
La méthode proposée pour calculer des différentes solutions au modèle géométrique 
direct a été implémentée sous Maple. Le Tableau 2.3 donnent les solutions pour 
1 674 mm,ρ =  2 685 mmρ =  et 3 250 mmρ =  et la Figure 2.6 présente les quatre modes 
d’assemblage. 
1 674 mm,ρ =  2 685 mmρ =  et 3 250 mmρ =  
Case α  (rd) Px  (mm) Py  (mm) Pz  (mm) 
(a) -0.22 -199.80 355.92 1242.00 
(b) -0.14 298.35 -297.53 -120.22 
(c) 1.81 -393.6 322.82 958.21 
(d) 2.70 -115.62 -189.68 -0.26 
Tableau 2.3 : Calcul du modèle géométrique direct pour 1 674 mm,ρ =  2 685 mmρ =  et 
3 250 mm=ρ  
3.5. SINGULARITES SERIELLES 
Les singularités sérielles représentent les limites de l’espace de travail [Merlet 05]. Dans 
ces configurations, il n’est pas possible d’engendrer certaines vitesses de la plate-forme 
mobile et le manipulateur perd un ou plusieurs degré(s) de liberté. En présence d’une 
singularité sérielle, on peut trouver des vitesses articulaires non nulles pour lesquelles les 
vitesses opérationnelles sont nulles [Gosselin 90].  
Une approche analytique pour calculer les singularités de la machine Verne consiste à 
établir les matrices jacobiennes, parallèle A et sérielle B de cette machine en différentiant les 
équations de contraintes par rapport au temps : 
=At + Bq 0  [2.22] 
où  =    t   
T
p p px y z  représente la vitesse linéaire de la plate-forme du manipulateur, 
[ ]1 2 3   q=   
Tρ ρ ρ  représente le vecteur des vitesses articulaires.  
Les singularités sérielles sont dues à la perte de rang de la matrice jacobienne sérielle B. 
Cette matrice jacobienne est diagonale et ces termes sont obtenus en différentiant 
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respectivement les Eqs. [2.3a et 2.3b], [2.4] et [2.5] par rapport aux variables articulaires iρ  
(i=1, 2, 3). 
La chaîne I est représentée par deux Eqs. [2.3a] et [2.3b]. En éliminant α  entre ces deux 
équations puis en dérivant par rapport à 1ρ , nous obtenons un polynôme de degré huit en px  
et py . Ce polynôme peut être simplifié en introduisant α  à partir de l’Eq. [2.6] puis en 
factorisant pour obtenir la relation suivante : 
( )2 2 2 2 21 1 1 1 1 1 1 1
3 3 2
1 1 1 1
sin( ) cos( ) ( ) ( 2 cos( ) )
sin( ) sin( ) 0
+ − − − + − +
+ =
p
p
R x D d L r R r R
R r R r y
α α α
α α
 [2.23] 
L’équation [2.23] représente la frontière de l’espace de travail accessible par la chaîne I. 
Cette équation peut aussi être obtenue en différentiant l’Eq. [2.6] par rapport à α . En 
résolvant le système des Eqs. [2.6] et [2.23] nous trouvons les conditions d’existence des 
singularités sérielles résumées dans le Tableau 2.4: 
Singularités sérielles dues à la chaîne I 
1  avec { 0 ou }= = ±Pzρ α π  les différentes branches du MGI se 
rencontrent 
1 1 1 avec cos( )= =Pz R rρ α  A1B1 est perpendiculaire à l’axe du rail de 
la chaîne I 
=Px calculée à partir de l'Eq.  [2.6] 
1 1
1
1 1 1 1
 
( cos( ))( cos( ) )
= ±
− −p
R ry R
R r R rα α
 
Frontière de l’espace accessible par la 
chaîne I 
Tableau 2.4 : Conditions d’existence des singularités sérielles vis-à-vis de la chaîne I 
Les chaînes II et III sont représentées respectivement par les Eqs. [2.4] et [2.5]. En 
différentiant respectivement ces équations par rapport à 2ρ  et 3ρ , on peut conclure que les 
singularités sérielles sont atteintes quand les chaînes II et III sont perpendiculaires à l’axe de 
leurs rails. Ces conditions sont définies respectivement par les relations [2.24] et [2.25] et 
correspondent aux configurations où les différentes branches du MGI se rencontrent. 
2 2 sin( )= −Pz Rρ α  [2.24] 
3 2 sin( )= +Pz Rρ α  [2.25] 
Finalement, la machine Verne passe par une singularité sérielle pour les conditions 
illustrées dans le Tableau 2.5 :  
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Singularités sérielles de la machine Verne 
Chaîne I 
1  avec { 0 ou }= = ±Pzρ α π  
1 1 1 avec cos( )= =Pz R rρ α  
=Px calculée à partir de l'Eq.  [2.6] 
1 1
1
1 1 1 1
 
( cos( ))( cos( ) )
= ±
− −p
R ry R
R r R rα α
 
Chaîne II 2 2 sin( )= −Pz Rρ α  
Chaîne III 3 2 sin( )= +Pz Rρ α  
Tableau 2.5 : Conditions d’existence des singularités sérielles de la machine Verne 
La matrice jacobienne parallèle A est de dimension 3×3. Ainsi, elle ne permet pas de 
détecter les singularités de contrainte. Ces singularités se produisent quand les chaînes du 
module parallèle de la machine Verne sont incapables de contraindre la plate-forme à exécuter 
le mouvement souhaité et en conséquence la plate-forme gagne des degrés de liberté 
supplémentaires rendant le manipulateur incontrôlable. Les limites de l’approche analytique 
dans la détermination des singularités parallèles nous conduit à utiliser la théorie de vis 
réciproques dans le chapitre 4 pour obtenir une matrice jacobienne de dimension 6×6 
permettant de détecter toutes sortes de singularités, y compris les singularités de contrainte. 
Puis nous identifions géométriquement les singularités parallèles en utilisant l’algèbre de 
Grassmann-Cayley. 
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4. MODELES GEOMETRIQUES DE LA MACHINE VERNE COMPLETE 
4.1. LES EQUATIONS GEOMETRIQUES 
 
II I 
III 
x 
y z 
x p y p z p 
x t
z t y t 
d a 
d t 
Axe tilting 
∆ 
U 
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z4
θ1
φ2
θ2φ1 Axe de la table tilting
x1
z5
x6
Outil
 
Figure 2.7 : Schéma de la table tilting: l’orientation de l’outil est définie par deux angles ( 1φ , 2φ ) dans 
le repère tR  lié à la table. Les orientations ( 1θ , 2θ ) de la table tilting sont définies dans le repère bR  
lié à la base de la machine Verne 
Pour analyser les équations géométriques de la machine Verne, nous définissons les 
repères présentés dans le Tableau IV:  
Transformation Axes Angles/Distance Repère initial Repère finale 
Translation z ad  ( ,  x, y, z)bR O  1 1 1 1 1( ,  x , y , z )R O  
Rotation x1 1θ  1 1 1 1 1( ,  x , y , z )R O  2 2 2 2 2( ,  x , y , z )R O  
Translation z2 td  2 2 2 2 2( ,  x , y , z )R O  3 3 3 3 3( ,  x , y , z )R O  
Rotation x3 π  3 3 3 3 3( ,  x , y , z )R O  4 4 4 4 4( ,  x , y , z )R O  
Rotation z4 2θ  4 4 4 4 4( ,  x , y , z )R O  t t t( ,  x , y , z )tR t  
Translation tx ,  ty , tz  ux , uy , uz  t t t( ,  x , y , z )tR t  5 5 5 5 5( ,  x , y , z )R O  
Rotation z5 2φ  5 5 5 5 5( ,  x , y , z )R O  6 6 6 6 6( ,  x , y , z )R O  
Rotation x6 1π φ+  6 6 6 6 6( ,  x , y , z )R O  7 7 7 7 7( ,  x , y , z )R O  
Translation z7 −∆  7 7 7 7 7( ,  x , y , z )R O  p p p( ,  x , y , z )plR P  
Tableau 2.6 : Matrices de transformation qui ramène le repère de base bR  au repère tR  lié à la table 
tilting et les matrices qui ramène le repère tR  au repère plR  lié à la plate-forme mobile; où ux , uy  et 
uz  sont les coordonnées du centre de l’outil (TCP), U, dans tR  
Définissons b tT , la matrice de transformation qui ramène le repère Cartésien fixe bR  au 
repère tR  lié à la table tilting. 
1 1 2 3 4 2(z, ) (x , ) (z , ) (x , ) (z , )
b
tT Trans Rot Trans Rot Rot= a td dθ π θ  [2.26] 
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Définissons t plT , la matrice de transformation qui amène le repère lié à la table tR  au 
repère plR  lié à la plate-forme mobile. 
5 2 6 1 7(x , y , z ) (z , ) (x , ) (z , )
t
plT Trans Rot Rot Trans= + −∆u u u φ π φ  [2.27] 
Nous utilisons les matrices de transformation des Eqs. [2.26] et [2.27] pour exprimer ijB  
en fonction de ux , uy , uz , 1φ , 2φ , 1θ  et 2θ  en utilisant la relation =
b
plT
pl
ij ijB B  où 
=b b tpl t plT T T et 
pl
ijB  représente le point ijB  exprimé dans le repère plR . En utilisant l’Eq. 
[2.2] du paragraphe 3.1 et les paramètres définis dans les Figues 2.2 et 2.3, nous pouvons 
exprimer toutes les équations de contrainte de la machine Verne. Cependant, sachant que 
1 1i iA B  et 2 2i iA B  sont parallèles pour i=1, 2, nous pouvons écrire que : 
2 2θ φ= −  [2.28] 
En substituant la valeur ci dessus de 2θ  dans toutes les équations de contrainte obtenues à 
partir de l’Eq. [2.2], nous obtenons que la chaîne I est représentée par deux Eqs. [2.29a] et 
[2.29b] tandis que la chaîne II (respectivement chaîne III) est représentée par une Eq. [2.30] 
(respectivement Eq. [2.31]). 
( )
( ) ( )( )
( ) ( )( )
2
2 2 1 1
2
1 1 2 2 1 1 1 1 1 1
2 2
1 2 2 1 1 1 1 1 1 1 1
cos( ) sin( ) 
sin( ) cos( ) sin( ) cos( ) sin( ) cos( )
sin( ) sin( ) cos( ) cos( ) cos( ) sin( ) 0
u u
u t u u
u u u t a
x y D d
z d x y R r
x y z d d R L
φ φ
θ θ φ φ θ φ θ φ
θ φ φ θ θ φ θ φ ρ
+ + − +
− + − + ∆ + + + − +
− − − + − ∆ + + + − − =
 [2.29a] 
( )
( ) ( )( )
( ) ( )( )
2
2 2 1 1
2
1 1 2 2 1 1 1 1 1 1
2 2
1 2 2 1 1 1 1 1 1 1 1
cos( ) sin( ) 
sin( ) cos( ) sin( ) cos( ) sin( ) cos( )
sin( ) sin( ) cos( )  cos( ) cos( ) sin( ) 0
u u
u t u u
u u u t a
x y D d
z d x y R r
x y z d d R L
φ φ
θ θ φ φ θ φ θ φ
θ φ φ θ θ φ θ φ ρ
+ + − +
− + − + ∆ + − + + +
− − − + − ∆ + − + − − =
 [2.29b] 
( )
( ) ( )( )
( ) ( )( )
2
2 2 2 2
2
1 1 2 2 1 1 2 1 1 4
2 2
1 2 2 1 1 1 2 1 1 2 2
cos( ) sin( ) 
sin( ) cos( ) sin( ) cos( ) sin( ) cos( )
sin( ) sin( ) cos( ) cos( ) cos( )   sin( ) 0
u u
u t u u
u u u t a
x y D d
z d x y R r
x y z d d R L
φ φ
θ θ φ φ θ φ θ φ
θ φ φ θ θ φ θ φ ρ
+ + − +
− + − + ∆ + − + + +
− − − + − ∆ + − + − − =
 [2.30] 
( )
( ) ( )( )
( ) ( )( )
2
2 2 2 2
2
1 1 2 2 1 1 2 1 1 4
2 2
1 2 2 1 1 1 2 1 1 3 3
cos( ) sin( ) 
sin( ) cos( ) sin( ) cos( ) sin( ) cos( )
sin( ) sin( ) cos( ) cos( ) cos( )  sin( ) 0
u u
u t u u
u u u t a
x y D d
z d x y R r
x y z d d R L
φ φ
θ θ φ φ θ φ θ φ
θ φ φ θ θ φ θ φ ρ
+ + − +
− + − + ∆ + + + − +
− − − + − ∆ + + + − − =
 [2.31] 
 
Après identification des Eqs. [2.29a], [2.29b], [2.30] et [2.31] avec les Eqs. [2.3a], [2.3b], 
[2.4] et [2.5] respectivement, nous obtenons:  
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1 1α θ φ= +  [2.32] 
La condition [2.32] est utile pour comprendre le comportement de la machine Verne à 
partir de celle étudiée dans le paragraphe 3 pour son module parallèle. 
4.2. MODELE GEOMETRIQUE INVERSE 
Pour le modèle géométrique inverse de la machine Verne, la position de l’extrémité de 
l’outil, la position du TCP ( ,  ,  u u ux y z ) et l’orientation de l’outil ( 1φ  et 2φ ) sont donnés dans le 
repère tR , mais les variables articulaires, définies par les positions  ( 1,  2, 3)i iρ =  des 
articulations prismatiques motorisées et l’orientation ( 1θ  et 2θ ) de la table tilting dans le 
repère de base bR  sont inconnues. 
Sachant que 2 2θ φ= −  de l’Eq. [2.28], le problème consiste à résoudre le système ( 4)S  de 
quatre Eqs. ([2.29a], [2.29b], [2.30] et [2.31]) pour seulement quatre variables inconnues 
(  ( 1,  2,  3)i iρ =  et 1θ ). 
Pour résoudre le modèle géométrique inverse, nous suivons le même raisonnement que 
dans le paragraphe 3.3. Premièrement, nous éliminons 1ρ  des Eqs. [2.29a] et [2.29b] pour 
obtenir une relation [2.33] entre la position du TCP et l’orientation ( ux , uy , uz , 1φ  et 2φ ) 
ainsi que l’angle tilting 1θ . 
( )
( ) ( ) ( )( )
( )( )
22 2
1 1 1 2 2 1 1
22 2
1 1 1 1 1 1 1 1 2 2 1 1
2 2 2 2 2
1 1 1 1 1 1 1 1 1 1
sin ( ) cos( ) sin( ) 
2 cos( ) sin( ) cos( ) sin( ) cos( ) sin( )
sin ( ) 2 cos( ) 0
u u
u t u u
R x y D d
r R r R z d x y
R L R r R r
θ φ φ φ
θ φ θ θ φ φ θ φ
θ φ θ φ
+ + + − +
− + + − + − + ∆ + −
+ − + − + =
 [2.33] 
Ensuite, nous trouvons toutes les orientations possibles pour des valeurs prescrites de la 
position et de l’orientation de l’outil. Ces orientations sont déterminées en résolvant un 
polynôme de degrés six en 1tan( / 2)θ  dérivé de l’Eq. [2.33]. Ce polynôme peut avoir jusqu’à 
quatre solutions réelles. Cette conclusion est vérifiée par le fait que 1 1θ φ α= −  (Eq. [2.32]) où 
α  peut avoir seulement quatre solutions réelles comme prouvé dans le paragraphe 3.3. Après 
avoir trouvé toutes les orientations possibles, nous utilisons le système ( 4)S  des équations 
pour calculer les positions des articulations prismatiques iρ  pour chaque orientation 1θ . 
Pour 1ρ , nous devons vérifier que ses valeurs obtenues à partir des Eqs. [2.29a] et [2.29b] 
sont les mêmes, en conséquence, nous éliminons l’une des deux solutions. 
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En observant la remarque ci dessus et les Eqs. ([2.29a-2.29b]), [2.30], [2.31] définies 
comme des polynômes de degrés deux en , 1,  2, 3i iρ =  respectivement, nous concluons qu’il 
y a quatre solutions pour la chaîne I et deux solutions pour les chaînes II et III. Donc il y a 
seize solutions au modèle géométrique inverse de la machine Verne. 
Comme mentionné pour le module parallèle, parmi ces seize solutions théoriques au 
modèle géométrique inverse, une seule est utilisée par la machine Verne. Cette solution est 
caractérisée par le fait que chaque chaîne doit avoir ses points d’attache à la base au-dessus de 
ses points d’attache à la plate-forme mobile. 
Parmi les quinze solutions restantes l’une des articulations prismatiques dépasse ses 
limites ou les deux segments de la chaîne I se croisent. La plupart de ces solutions sont 
caractérisées par le fait qu’au moins l’une des chaînes a ses points d’attache à la base au 
dessus de ses points d’attache à la plate-forme mobile. Pour prévenir le croisement des 
segments, nous ajoutons aussi une condition sur l’orientation de la plate-forme mobile. Cette 
condition est 1 1 1 1cos( )R rθ φ+ > . Finalement, nous vérifions les courses des articulations 
prismatiques et les singularités sérielles. Comme déjà mentionné dans le paragraphe 3.3, 
l’application des conditions ci-dessus conduit toujours à une solution unique pour les 
applications pratiques. 
4.3. MODELE GEOMETRIQUE DIRECT 
Pour le modèle géométrique direct de la machine Verne, les valeurs des variables 
articulaires définies par les positions des articulations prismatiques motorisées  ( 1,  2,  3)i iρ =  
et par les orientations ( 1θ  et 2θ ) de la table tilting dans le repère de base bR , sont connues. Le 
but est de trouver la position du TCP ( ,  ,  u u ux y z ) et les orientations de l’outil ( 1φ  et 2φ ) dans 
le repère tR . Sachant que 2 2φ θ= −  (Eq. [2.28]) et 1 1φ α θ= −  (Eq. [2.32]), ce problème est 
résolu en calculant le modèle géométrique direct du module parallèle pour trouver les 
coordonnées Px , Py  et Pz  du centre de la plate-forme mobile P et l’orientation α  de la plate-
forme mobile en fonction des positions des articulations prismatiques motorisées 
 ( 1,  2,  3)i iρ = . Nous utilisons alors les matrices de transformation à partir des Eqs. [2.1] et 
[2.26] pour exprimer la position de l’outil et son orientation ( 1 2,  ,  ,   et u u ux y z φ φ ) en fonction 
de ( )1 2,  ,  ,  ,  P P Px y z θ θ  : 
= = =t t b b -1b b pl t plT T T T T
t b pl plU U U U  [2.34] 
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où [ ]0 0 1 TplU = ∆  et [ ]1 Tt u u uU x y z=  représentent la position du TCP, U , 
exprimé dans les repères plR  (lié à la plate-forme mobile) et le repère de base bR , 
respectivement. Finalement nous obtenons:  
( )( )
( )( )
1 1
2 2
2 2 1 1 1
2 2 1 1 1
1 1 1 1
cos( ) sin( ) sin( ) cos( ) sin( )
sin( ) cos( ) sin( ) cos( ) sin( )
 sin( ) cos( ) cos( ) cos( )
u p p p a
u p p p a
u p p a t
x x y z d
y x y z d
z y z d d
φ α θ
φ θ
θ θ α θ θ θ
θ θ α θ θ θ
θ θ θ α θ

= −
 = −
 = + ∆ − − − −

 = − + ∆ − − − −

= − + − ∆ − +
 [2.35] 
La machine Verne se comporte comme son module parallèle : seulement six modes 
d’assemblages existent théoriquement (Figure 2.6) et un seul est réellement accessible par la 
machine (solution (a) présentée dans la Figure 2.6). La méthode proposée pour calculer les 
différentes solutions au modèle géométrique direct a été implémentée sous Maple. Le Tableau 
2.7 donne la solution pour 1 674 mm,ρ =  2 685 mmρ = , 3 250 mmρ = , 1 0.19 rdθ =  et 
2 0.39 rdθ = , les modes d’assemblages du module parallèle sont présentés dans la Figure 
2.6. 
1 674 mm,ρ =  2 685 mmρ = , 3 250 mmρ = , 1 0.19 rdθ =  et 2 0.39 rdθ =  
Case 1φ  rd 2φ  rd ux  (mm) uy  (mm) uz  (mm) 
(a) -0.41 -0.39 -338.06 -296.89 461.6 
(b) -0.33 -0.39 478.52 379.38 1661.55 
(c) 1.62 -0.39 -22106. 497.49 1213.31 
(d) 2.51 -0.39 219.2 837.37 2433.67 
Tableau 2.7 : les résultats numériques au modèle géométrique direct de l’exemple où 1 674 mmρ = , 
2 685 mmρ = , 3 250 mmρ = , 1 0.19 rdθ =  et 2 0.39 rdθ =  
5. CONCLUSION 
Ce chapitre a été consacré au calcul des modèles géométriques direct et inverse et à la 
détermination des singularités sérielles d’une machine-outil hybride à cinq ddls, la machine 
Verne. Cette machine possède un mouvement complexe causé par l’architecture asymétrique 
de son module parallèle où une de ces chaînes est différente des deux autres chaînes. Les 
modèles géométriques inverse et direct ont été établis. Le modèle géométrique direct a été 
résolu avec une méthode de substitution. Il a été montré que le modèle géométrique inverse 
possède seize solutions tandis que le modèle géométrique direct peut avoir jusqu’à six 
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solutions réelles. Des exemples ont été fournis pour illustrer les résultats. La géométrie 
spéciale de l’une des chaînes complique énormément la résolution des modèles géométriques. 
Comme les deux côtés opposés de cette chaîne ont des longueurs différentes, la chaîne I ne 
reste pas planaire (les directions des segments définissent des droites gauches) durant le 
mouvement de la machine, contrairement à ce qui se passe dans les deux autres chaînes qui 
sont des parallélogrammes articulés. En conséquence, un angle de couplage de la plate-forme 
mobile autour de l’axe x existe. Ce travail est intéressant car il peut améliorer la commande de 
la machine au niveau du temps de calcul. Notons que la machine Verne est utilisée 
actuellement tous les jours pour usiner des pièces complexes, surtout pour la fabrication de 
moules. C’est donc important de travailler sur l’amélioration de ses performances. Les 
équations symboliques obtenues dans ce travail sont implémentés actuellement dans Visual 
Components, un logiciel de simulation de PKMs développé par une société britannique, 
AMTRI. La simulation de la machine n’a pas pu être terminée à cause de la faillite de la 
société AMTRI. Pourtant le modèle géométrique inverse a été implémenté en C++ pour faire 
la simulaiton rapide. 
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                                                         CHAPITRE 3 
 
CALCUL DE L’ESPACE DE TRAVAIL DE LA 
MACHINE VERNE
CHAPITRE III  
 72 
1. INTRODUCTION 
Le calcul de l’espace de travail d’un manipulateur parallèle est très important pour le 
concepteur et l’utilisateur. Si nous considérons un manipulateur sériel classique, la 
représentation de l’espace de travail est généralement basée sur l’illustration en dimension 
trois de l’espace accessible par le centre de son poignet (caractérisant les translations) et par 
celui accessible par l’extrémité de l’organe terminal (caractérisant les orientations), ces deux 
zones étant découplées. Malheureusement, ce n’est pas le cas pour les robots parallèles: la 
zone accessible par le centre de la plate-forme mobile dépend souvent de l’orientation de sa 
plate-forme [Merlet 05]. Ainsi, une représentation graphique de l’espace de travail des 
manipulateurs parallèles avec plus de trois degrés de liberté est possible si nous fixons les 
paramètres qui représentent les autres degrés de liberté. En conséquence, différents types 
d’espace de travail peuvent être illustrés, selon le choix des paramètres fixés.  
La plupart des PKMs existantes souffrent d’un espace de travail restreint [Tsai 99]. Une 
des solutions est de concevoir des manipulateurs de type hybride comme la machine Verne. 
Un espace de travail simplifié de la machine Verne a été fourni par Fatronik et est 
actuellement utilisé, mais cet espace est visiblement réduit par rapport à celui accessible par la 
machine. Le but de ce chapitre est de calculer le « vrai » espace de travail accessible par la 
machine pour mieux profiter de ses performances et augmenter sa productivité. Le paragraphe 
suivant est consacré au calcul de l’espace de travail complet pour différentes longueurs 
d’outils du module parallèle de la machine Verne. Dans le paragraphe 2, nous modélisons 
géométriquement les contraintes qui limitent l’espace de travail. Nous appliquons une 
combinaison d’une méthode géométrique et d’une méthode de discrétisation pour calculer 
l’espace de travail complet. Dans le paragraphe 3, nous calculons l’espace de travail 3-axes de 
la machine Verne en considérant que l’outil reste toujours perpendiculaire à la pièce, et nous 
présentons aussi une façon d’obtenir plusieurs type d’espace de travail de la machine en fixant 
deux paramètres parmi les cinq paramètres représentant les degrés de liberté de la machine. 
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2. CALCUL DE L’ESPACE DE TRAVAIL DU MODULE PARALLELE  
2.1. METHODE DE CALCUL DE L’ESPACE DE TRAVAIL 
Le module parallèle de la machine Verne possède trois degrés de liberté, une présentation 
complète de son espace de travail est donc un volume. Par conséquent son espace de travail 
peut être défini par l’ensemble des positions accessibles dans l’espace par un point spécifique 
lié la plate-forme mobile.  
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Figure 3.1 : La machine Verne, (a) Réelle, (b) avec découpage virtuel de la chaîne І 
Cependant, puisque la première chaîne n’est pas un parallélogramme, la plate-forme subit 
un mouvement de rotation parasite autour de l’axe x défini par l’angle α . Ce mouvement 
pose un problème dans la détermination de l’espace de travail de la machine Verne, car il ne 
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représente pas un degré de liberté indépendant. Donc, il peut être exprimé en fonction des 
coordonnées du point P ( ,  P Px y , Pz ), centre du repère Cartésien mobile. 
Pour résoudre le problème créé par l’existence de l’angle α  nous proposons la méthode 
suivante:  
1. Nous découpons virtuellement la chaîne I constituée des segments 11 et 12 (le segment ij 
désigne AijBij) en supposant que 11ρ  est indépendant de 12ρ  (voir la Figure 3.1b). 
L’architecture parallèle de la machine Verne possède maintenant quatre ddls au lieu de 
trois. Ces degrés de liberté sont définis par les coordonnées ,  P Px y  et Pz  du point P et par 
l’orientation α  de la plate-forme mobile. Puis nous considérons que l’orientation α  de la 
plate-forme est donnée, et nous modélisons géométriquement les contraintes qui limitent 
l’espace de travail de la nouvelle architecture parallèle (paragraphes 2.3, 2.4 et 2.5). 
L’intersection entre ces modèles est un volume. 
2. Nous considérons l’interdépendance entre les segments 11 et 12 de la chaîne I 
caractérisée par le fait que 11 12 1ρ ρ ρ= =  (Figure 3.1a). Cette condition permet de 
déterminer une relation entre la position et l’orientation de la plate-forme. Ainsi, pour une 
orientation α  donnée, le point P décrit une région surfacique (paragraphe 2.6).  
3. L’intersection entre les modèles géométriques définis à l’étape 1 et la surface définie à 
l’étape 2 représente l’espace de travail pour une orientation donnée de la plate-forme. 
Nous calculons une coupe horizontale de cet espace de travail quand le point P, centre du 
repère Cartésien mobile, se déplace dans un plan horizontal connu. Puis nous procédons 
par discrétisation pour déterminer l’espace de travail total de la machine Verne 
(paragraphe 2.7).  
Il est important de mentionner que les contraintes imposées par les segments qui 
constituent la même chaîne possèdent les mêmes limites sur l’espace de travail, si la chaîne 
est un parallélogramme. Alors, il suffit d’étudier l’un de deux segments pour calculer l’espace 
de travail. Tenant compte de cette remarque, nous pouvons limiter le calcul de l’espace de 
travail en étudiant seulement les segments 11, 12, 21 et 31, puisque les chaînes II et III sont 
des parallélogrammes. 
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2.2. MODELES GEOMETRIQUES DES CONTRAINTES LIMITANT L’ESPACE DE 
TRAVAIL 
Dans ce paragraphe, nous découpons virtuellement la chaîne I en supposant que 11ρ  peut 
être différent de 12ρ  (Figure 3.1b) et nous calculons pour une orientation α  donnée, l’espace 
de travail vis-à-vis des contraintes sur les segments. Cet espace est de dimension trois car en 
découpant la chaîne I, nous ajoutons un degré de liberté à l’architecture parallèle. 
En général, pour calculer géométriquement l’espace de travail d’un manipulateur 
parallèle, il est nécessaire d’établir des modèles géométriques pour toutes les contraintes qui 
limitent l’espace de travail [Bonev 99]. Dans notre cas, nous ne prenons en compte que les 
limitations sur les segments, et nous cherchons à déterminer géométriquement la frontière de 
l’espace de travail. Nous appliquons l’hypothèse que les contraintes sur les segments 
permettent de définir la région maximale que peut parcourir le point ijB , où ijB  est le point 
d’attache du segment ij à la plate-forme, ceci d’une manière indépendante pour chaque 
segment. 
Supposons que les contraintes sur le segment ij permettent de définir le volume ijV  
accessible par le point ijB . Lorsque le point ijB  décrit ce volume, le point P décrit un volume 
identique obtenu en translatant ijV  par le vecteur ijB P  qui est constant car l’orientation est 
fixée. Ce volume noté PijV  est le volume de travail accessible par le point P sous les 
contraintes sur le segment ij. L’espace de travail étant celui où les contraintes sur tous les 
segments sont satisfaites, il est obtenu par l’intersection de tous les volumes PijV . Ce volume 
est noté PV  [Merlet 95].  
Dans ce chapitre, pour faciliter le calcul de l’espace de travail, au lieu de déterminer le 
volume ijV  accessible par le point ijB , nous exprimons les coordonnées de ijB  en fonction des 
coordonnées du point P et nous cherchons directement le volume de travail PijV  accessible par 
le point P. Les contraintes qui limitent l’espace de travail d’un manipulateur parallèle sont : 
1. les collisions entre les différents éléments de la machine,  
2. les longueurs des segments,  
3. les singularités sérielles,  
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4. les limites mécaniques sur les articulations passives, 
5. les courses des articulations prismatiques. 
Dans les trois paragraphes suivants, nous modélisons géométriquement ces contraintes 
sous l’hypothèse que 11ρ  peut être différente de 12ρ . Puis nous considérons dans le 
paragraphe 2.6 l’interdépendance entre les segments 11 et 12 de la chaîne I caractérisée par le 
fait que 11 12 1ρ ρ ρ= = . 
2.3. COLLISIONS ENTRE LES DIFFERENTS ELEMENTS DE LA MACHINE VERNE 
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Figure 3.2 : Représentation schématique de la machine Verne 
Dans ce paragraphe, nous définissons un parallélépipède rectangle pour le point P 
assurant qu’il n’y a pas de collision entre les différents éléments de la machine Verne. Ainsi, 
nous représentons les contraintes correspondantes par des inéquations qui nous permettent de 
déterminer les intervalles de px , py  et pz . 
Pour éviter les collisions entre les rails et les segments, le segment devrait être seulement 
dans l’un des demi espaces séparé par un plan parallèle au plan des rails et passant par le point 
ijA  (voir la Figure 3.3). Nous pouvons représenter cette contrainte par des inéquations qui 
nous permettent de déterminer l’intervalle min max,p px x    de px  comme indiqué par les Eqs. 
[3.1a, 3.1b].  
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Figure 3.3 : La position du segment ij par rapport au plan des rails pour une situation quelconque de 
la plate-forme 
max 1 10 ( 1,  1,  2) Bij Aij px x i j x d D− < = = ⇔ = −  [3.1a] 
min 2 20 ( 2,  3,  1) Bij Aij px x i j x d D− > = = ⇔ = −  [3.1b] 
Pour déterminer l’intervalle min max,p py y   , nous avons utilisé la contrainte sur les 
longueurs des segments:  
2 2 2 4 ( 2,  1,  2) cos( )Bij Aij py y L i j y R L rα− < = = ⇔ < + −  [3.2a] 
3 4 2 3 ( 3,  1,  2) cos( )Aij Bij py y L i j y r R Lα− < = = ⇔ > − −  [3.2b] 
Comme notre but est de trouver, pour toutes les valeurs de α , l’intervalle minimal 
min max,p py y   , nous utilisons 0α =  dans les Eqs [3.2a, 3.2b] ce qui implique que 
max 2 2 4py L R r= + −  et min 4 2 3.py r R L= − −  
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Figure 3.4 : (a) La Plate-forme mobile, (b-c) représentations photographiques montrant les risques de 
collisions entre la plate-forme et le capot en (b) et entre la plate-forme et la table en (c) 
Pour évaluer la performance de la machine, il est important de trouver l’espace de travail 
de la machine pour différentes longueurs d’outil. Définissons _ 1p u p ujd l l= +  comme la 
distance entre la plate-forme et l’extrémité U de l’outil (Figure 3.4a). Les paramètres  table tiltingz  
et capotz  définissent la position selon l’axe z de la table et du capot, respectivement. 
Afin qu’il n’y ait aucune collision entre l’outil et la table tilting, il faut qu’à la limite 
l’outil arrive à la table tilting. 
  _0 cos( )− < ⇒ < −u table tilting P table tilting p uz z z z d α  [3.3a] 
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soit 0α =  dans l’Eq. [3.3a]. Cette condition assure qu’il n’y a pas de collision entre la 
plate-forme et la table tilting pour toute valeur de α  (voir la Figure 3.4c).  
Pour s’assurer qu’il n’y a pas de collision entre la plate-forme et le capot de la machine 
(voir la Figure 3.4b), nous définissons cette contrainte:  
2 cos( )> +P capot pz z l α  [3.3b] 
Soit 0α =  dans l’Eq. [3.3b]. Cette condition assure qu’il n’y ait pas de collision entre la 
plate-forme et le capot de la machine pour toute valeur de α . 
Connaissant les bornes inférieures et supérieures de , p px y  et pz , nous pouvons 
construire dans le repère Cartésien fixe le parallélépipède rectangle 1 PV  qui représente le 
domaine exclu de tout risque de collision entre les différents éléments de la machine Verne 
(voir la Figure 3.5). 
 
Figure 3.5 : Le volume admissible pour le point P assurant qu’il n’y a pas de collision entre les 
différents éléments de la machine et pour une longueur d’outil nul 
2.4. LONGUEURS DES SEGMENTS ET SINGULARITES SERIELLES 
Pour alléger l’explication de notre méthode, nous définissons les points 'ijA  obtenus en 
translatant les points ijA  par le vecteur ijB P  qui est constant car l’orientation α  est fixée. Les 
points ijA  (respectivement 
'
ijA ) correspondent aux centres réels (respectivement centres 
fictifs) de rotation des articulations liées à la base. L’introduction de 'ijA  va nous permettre de 
trouver directement le volume k PijV  accessible par P sous la contrainte k sur le segment ij 
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(nous supposons que l’espace de travail à orientation constante de la plate-forme est un 
volume car la chaîne I est découpée virtuellement).  
Soit iL  la longueur du segment i. Si nous désignons respectivement par 
'
,0ijA  et 
'
,1ijA  les 
positions initiale et finale du centre de l’articulation ij, alors quand le point 'ijA  coïncide avec 
le point ' ,0ijA , le point P décrit une sphère 
'
ij,0S  de rayon iL  et de centre 
'
,0ijA . Cependant, une 
caractéristique particulière des manipulateurs parallèles de type PSS  (ou PUS) est qu’ils 
passent par une singularité sérielle pour les configurations où un segment ij est 
perpendiculaire à l’axe de son rail (direction du mouvement de l’articulation prismatique). 
Pour éviter cette singularité, le mouvement de chaque segment devrait être restreint afin que 
l’angle entre les vecteurs ' 'ij ijA B  et 
' '
ij,0 ij,1A A  soit toujours dans l’un des deux intervalles 
0,
2
π 
  
 ou ,
2
π π   
. En conséquence, quand l’articulation prismatique est dans sa position 
initiale ' ,0ijA , nous pouvons définir pour chaque segment ij, un plan perpendiculaire aux axes 
' '
,0 ,1ij ijA A  en 
'
,0ijA . Ce plan découpe la sphère 
'
ij,0
S  en deux hémisphères. Nous prenons 
l’hémisphère qui est du côté de l’axe ' ',0 ,1 ij ijA A . Quand le chariot atteint sa position finale 
'
,1ijA  
en partant de ' ,0ijA , le volume décrit par P, noté 
2 P
ijV , est le volume balayé par l’hémisphère 
choisi le long de la directrice ' ',0 ,1ij ijA A  (Figure 3.6). 
 
Figure 3.6 : Espace de travail du point P sous les contraintes imposées par la longueur du segment ij, 
sans singularité et pour une orientation donnée 
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Le volume 2 PijV  représente les lieux du point P sous les contraintes sur la longueur du 
segment ij et en s’assurant que ce segment ne passe pas par une singularité sérielle. Le 
volume 2 P 2 P 2 P 2 P 2 P11 12 21 31V V V V V  = ∩ ∩ ∩  satisfait les contraintes imposées par les longueurs 
des segments et ne contient pas de singularité sérielle. Ce volume est obtenu pour une 
orientation donnée α  et en considérant que la chaîne I est découpée virtuellement. Ainsi 
d’autres singularités sérielles peuvent être trouvées quand nous considérons l’interdépendance 
entre les segments 11 et 12 de la chaîne I. Ces singularités sont présentées dans le paragraphe 
2.6. 
2.5. BUTEES MECANIQUES SUR LES ARTICULATIONS PASSIVES 
Dans ce paragraphe, nous proposons une méthode qui prend en compte les limites 
mécaniques sur les articulations passives. Cette méthode prend en considération le type 
d’articulations aussi bien que l’emplacement de ces articulations dans la machine. En 
conséquence, nous cherchons à modéliser géométriquement ces contraintes pour trouver la 
frontière de l’espace de travail. Nous supposons que l’espace de travail à orientation constante 
de la plate-forme est un volume parce que la chaîne I est découpée virtuellement. 
Notons que le point P est obtenu en translatant ijB  par le vecteur ijB P  qui est constant 
car l’orientation est fixée. Comme nous cherchons à trouver directement les lieux du point P, 
nous supposons que le segment ij est lié à son articulation prismatique et à la plate-forme 
mobile par les points 'ijA  et P  au lieu de points ijA  et ijB . 
2.5.1. Limites mécaniques sur les articulations passives liées aux 
articulations prismatiques  
Nous pouvons décrire le mouvement des articulations sphériques par trois angles β , δ  et 
γ . Ces angles sont définis de la manière suivante : partant du repère ',0 ij,0 ij,0 ij,0( ,  x , y , z )=ij ijR A  
lié à l’articulation ij, nous obtenons l’orientation de l’articulation ij liée à la base par une 
première rotation autour de l’axe y d’un angle δ  puis en tournant autour du nouvel axe ij,1x  
d’un angle β  et finalement en tournant autour du nouvel axe z d’un angle γ . Cependant, la 
rotation du segment autour du dernier axe peut être ignorée parce qu’il n’y a pas de limites 
articulaires. Le repère final obtenu est ',2 ij,2 ij,2 ij,2( ,  x , y , z )=ij ijR A  (Figure 3.7).  
CHAPITRE III  
 82 
  
Figure 3.7 : Articulation Cardan du type INA GLK 3 
Puisque les concepteurs fournissent les graphes qui décrivent le mouvement des 
articulations (Figure 3.8), nous pouvons définir l’angle β  en fonction de l’angle δ . 
Connaissant leurs capacités angulaires aussi bien que la fonction qui les relie (Figure 3.8), 
nous pouvons décrire le mouvement de ces articulations. 
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Figure 3.8 : Définition des limites articulaires d’une articulation cardan du type INA GLK 3 
2.5.1.1. Modélisation des contraintes dues aux butées mécaniques sur les 
articulations de base 
Soit ij,0 ij,10 (y , ) (x , ) = = 
ij,0 ij,0 ij,0 ij,0
ij,2 ij,2 ij,2 ij,2T s  n  a  Rot Rotδ β , la transformation entre le 
repère ,0ijR  et le repère ,2ijR  où 
ij
ij,2s , 
ij
ij,2n  et 
ij
ij,2a , désignent respectivement les vecteurs 
unitaires exprimés dans le repère ,0ijR  où ij,0(y , )Rot δ  (respectivement ij,1(x , )Rot β ) est une 
matrice de transformation qui décrit la rotation d’un angle δ  (respectivement β ) autour de 
l’axe ij,0y  (respectivement ij,1x ).  
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_
ij,0 ij,1
1 0 0 0C 0 S 0
0 1 0 0 0 C S 0(y , ) (x , )
S 0 C 0 0 S C 0
0 0 0 1 0 0 0 1
  
  
  = =
  −
  
    
ij,0
ij,2T Rot Rot
δ δ
β βδ β
δ δ β β
 [3.4] 
où Sδ  et Cδ  désignent sinδ  et cosδ , respectivement. 
Soit ij,0 P  (respectivement ij,2 P ), le vecteur qui exprime le point P dans le repère 
'
ij,0 ij,0 ij,0( ,  x , y , z )ijA  (respectivement 
'
ij,2 ij,2 ij,2( ,  x , y , z )ijA ). Sachant que [ ]0 0 1=ij,2 P  
T
iL  et 
ij,0
ij,2T  à partir de l’Eq. [3.4], nous déduisons 
ij,0 P :  
[ ]sin( ) cos - sin cos( ) cos 1= =ij,0 ij,0 ij,2ij,2P T P
T
i i iL L Lδ β β δ β  [3.5] 
 
(a) 
 
(b) 
Figure 3.9 : (a) Définition de la surface caractérisant les contraintes sur l’articulation ij de la base 
pour une position fixe de son chariot. Le point 'ijA  est fixe; le point P décrit cette contrainte dans le 
repère lié à cette articulation. (b) Projection de cette surface dans le plan xOy  
Vu que les coordonnées du point P sont exprimées en fonction des angles β  et δ  (Eq. 
[3.5]) et β  est exprimé en fonction de δ , il suffit de connaitre les limites angulaires de δ  
(Figure 3.8) pour définir géométriquement les lieux du point P dans le repère lié à 
l’articulation correspondante (Figure 3.9). 
2.5.1.2. Emplacement des articulations de type cardan 
Considérons le repère ',0 ij,0 ij,0 ij,0( ,  x , y , z )=ij ijR A  lié à l’articulation ij et le repère 
Cartésien fixe ( ,  x, y, z)=aR O . Soit  =  
a a a a a
ij,0 ij,0 ij,0 ij,0 ij,0T s  n  a  H , la transformation qui 
amène le repère aR  sur le repère ,0ijR , où 
a
ij,0H  est le vecteur exprimant 
'
ijA , origine du 
repère ,0ijR  dans le repère aR . Soit ijθ , ijψ  et ijφ  les angles décrivant la position de 
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l’articulation cardan ij par rapport au repère aR . Ces angles sont définis de le manière 
suivante: en partant du repère aR , nous obtenons le repère ,0ijR  lié à l’articulation ij en 
appliquant une translation suivant le vecteur 'ijOA , puis une rotation autour de l’axe y d’un 
angle ψ , et une rotation autour du nouveau axe x d’un angle θ  et finalement une rotation 
autour du nouveau axe z d’un angle φ .  
' ' '
ij ij ij
ij ij ijA A A
(x , y , z ) (y, ) (x, ) (z, )=a ij,0T Trans Rot Rot Rotψ θ φ   [3.6a] 
où ijy,Rot( )ψ , ij(x, )Rot θ  et ij(z, )Rot φ  sont respectivement les matrices de 
transformation qui décrivent la rotation d’angles ijψ , ijθ  et ijφ  autour des axes y, x et z. 
'
'
'
0 0 0 1
+ − 
 
− 
=  
− + 
 
  
a
ij,0T
ij
ij
ij
ij ij ij ij ij ij ij ij ij ij ij ij A
ij ij ij ij ij A
ij ij ij ij ij ij ij ij ij ij ij ij A
C C S S S S S C C S S C x
C S C C S y
C S S S C C S C S S C C z
ψ φ ψ θ φ ψ θ φ ψ φ ψ θ
θ φ θ φ θ
ψ φ θ ψ φ ψ θ φ ψ φ ψ θ
 [3.6b] 
Soit a P  et ij,0 P , les vecteurs qui expriment respectivement le point P  dans les repères 
aR  et ,0ijR  en fonction des angles δ , β . Connaissant 
ij,0 P  à partir de l’Eq. [3.5] et ij,0 aT  à 
partir des Eqs. [3.6a, 3.6b], nous déduisons:  
=a a ij,0ij,0P T P  [3.7] 
La matrice a ij,0T  est exprimée en fonction de iρ , variable qui dépend de la position du 
chariot et des angles ijθ , ijψ , ijφ  et α  (les coordonnées de 
'
ijA  sont exprimés en fonction de 
iρ  et α ). Les trois premiers angles sont des paramètres de conception (voir la Figure 3.10) et 
le dernier est l’angle représentant l’orientation de la plate-forme supposée connue. Donc a P  
peut être exprimé en fonction de β , δ  et iρ  (décrit dans la Figure 3.8).  
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Figure 3.10 : Les paramètres θij , ψ ij , φij , de positionnement des articulations sur les chariots 
Nous pouvons maintenant définir la région sphérique 'ciS  admissible pour le point P 
quand le point 'ijA  est fixe (Figure 3.11), en faisant varier δ  de 2δ−  à 2δ+  dans l’Eq. [37] 
(rappelons que β  est exprimé en fonction de δ  comme indiqué dans la Figure 3.8). La région 
surfacique 'ciS  est déterminée pour une position donnée du chariot de l’articulation ij. Puisque 
'
ijA  peut se déplacer seulement entre les points 
'
,0ijA  et 
'
,1ijA , la région spatiale admissible pour 
le point P est le volume 3 PijV  balayé par 
'
,0ciS  le long de la direction 
' '
,0 ,1ij ijA A . Ce volume est le 
volume accessible par P en tenant compte seulement des limites mécaniques sur l’articulation 
ij de la base. Le volume total en prenant compte toutes les articulations sphériques de la base 
sera: 3 P 3 P 3 P 3 P 3 P11 12 21 31V V V V V= ∩ ∩ ∩  
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Figure 3.11 : (a) les lieux du point P caractérisant les contraintes sur l’articulation ij de la base, pour 
une orientation donnée et pour une position fixe de son chariot. (b) Projection de cette surface dans le 
plan xOy  
Pour obtenir la projection de ' ,0ciS  dans le plan xOy, nous calculons les coordonnées en x 
et y du point a P  à partir de l’Eq. [3.7] en variant δ  entre 2max(- , - / 2 )ijδ π ψ−  et 2min(δ , 
/ 2 ijπ ψ− ), de cette façon, nous nous assurons aussi que le segment ij ne traverse pas une 
singularité sérielle. Ce type de singularité se produit quand l’angle entre le plan des rails et le 
segment atteint / 2π .  
2.5.2. Les limites Mécaniques sur les articulations passives liées à la 
plate-forme mobile  
Pour modéliser géométriquement les contraintes imposées par les articulations sphériques 
liées à la plate-forme, nous pouvons clairement adopter les mêmes modèles que ceux utilisés 
pour les articulations sphériques liées aux articulations prismatiques. Donc nous définissons la 
région sphérique 'siS  de centre P telle que si les contraintes sur l’articulation ij sont satisfaites, 
le point 'ijA  est sur cette surface (nous utilisons le même raisonnement employé dans le 
paragraphe précédent).  
Considérons le repère ' ' ' 'ij,2 ij,2 ij,2( ,  x , y , z )ijA  où 
'
ij,2 ij,2x = x− , 
'
ij,2 ij,2y y= −  et 
'
ij,2 ij,2  z z= − . 
Nous pouvons définir dans ce repère une surface 'PsiS  équivalente à 
'
siS , de centre 
'
ijA  telle que 
si les contraintes sur l’articulation ij de la plate-forme sont satisfaites alors le point P est sur la 
surface 'PsiS  [Merlet 95]. Comme le point 
'
ijA  peut seulement se déplacer entre les points 
'
,0ijA  
et ' ,1ijA , la région spatiale admissible pour le point P est le volume 
4 P
ijV  balayé par 
'
,0
P
siS  le long 
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de la directrice ' ',0 ,1ij ijA A . Ce volume est accessible par P en tenant compte seulement des 
butées mécaniques sur l’articulation ij de la plate-forme. Le volume total y compris toutes les 
articulations sphériques passives liées à la plate-forme mobile sera : 
4 P 4 P 4 P 4 P 4 P
i 11 12 21 31V V V V V= ∩ ∩ ∩ . 
2.6. LES CONTRAINTES DE FERMETURE DE LA CHAINE I 
Nous considérons l’interdépendance entre les segments de chaîne I. Cela nous permet de 
définir la région parcourue par le point P. Cette région est une surface. 
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Figure 3.12 : (a) les lieux du point P caractérisant la contrainte imposée par la forme de la chaîne I 
pour une orientation donné α  (b) La projection de cette surface dans le plan xOy  
Pour une orientation donnée α , nous pouvons modéliser l’Eq. [2.7] par un cylindre creux 
P
1Cy  dont la base est une ellipse (Figure 3.12). Cette surface représente le couplage entre la 
position et l’orientation de la plate-forme qui résulte de la forme de la chaîne I. De plus, les 
singularités sérielles et le modèle géométrique inverse ajoutent des contraintes 
supplémentaires. Dans le paragraphe précédent, nous avons étudié les singularités sérielles 
pour le module parallèle de la machine Verne quand la chaîne I est virtuellement découpée. 
Cependant, nous avons étudié les singularités sérielles du module parallèle de la machine 
Verne dans le chapitre 2. Dans cette étude, nous avons démontré qu’une singularité 
particulière a été obtenue quand 1 1cos( )R rα = . Pour tenir compte de cette singularité, il est 
nécessaire d’imposer la contrainte suivante: 
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1
1
cos( ) r
R
α >  [3.8] 
Pour le calcul de l’espace de travail de la machine Verne, seulement une solution au 
modèle géométrique inverse est prise en considération. Dans le chapitre 2, nous avons prouvé 
que cette solution est obtenue quand les signes de 1  Pzρ − , 2 2 sin( )Pz Rρ α− +  et 
3 2 sin( )Pz Rρ α− −  sont négatifs. Cependant en soustrayant l’Eq. [2.3a] de l’Eq. [2.3b], nous 
obtenons : 
( ) ( )1 1 1 1cos( ) sin( )− = −P Py R r R zα α ρ  [3.9] 
L’Équation [3.9] implique que ( )1 1 1sgn sgn(sin( )) sgn( cos( ) )sgn( )− = −P Pz R r yρ α α . 
Donc pour vérifier la condition sur le modèle géométrique inverse 1 Pzρ <  et la contrainte liée 
à la singularité sérielle 1 1cos( )R rα > , seulement la moitié du cylindre creux 
P
1Cy  obtenu pour 
0<Py  (respectivement 0>Py ) si 0α >  (respectivement 0α < ) doit être considéré dans le 
calcul de l’espace de travail de la machine Verne. 
Il est important de noter que l’existence de cette contrainte nous a amenés à chercher les 
lieux du point P dans un plan parallèle au plan (x y)O  pour une orientation donnée α . 
2.7. L’ALGORITHME DE CALCUL DE L’ESPACE DE TRAVAIL TOTAL 
Jusqu’à présent, nous avons recherché l’espace de travail du module parallèle de la 
machine Verne en considérant chaque contrainte séparément. Dans ce paragraphe, nous 
supposons en premier que l’orientation de la plate-forme mobile est fixée et nous cherchons 
les lieux possibles du point P vérifiant toutes les contraintes dans un plan horizontal. Alors 
nous parcourons les paramètres α  et Pz  pour trouver l’espace de travail total. 
L’espace de travail du module parallèle de la machine Verne varie avec Pz . Cependant 
nous pouvons graphiquement prouver que pour [ ]2 min maxI max( ),  min( )∈ = +P i i iz lρ ρ  
( 1,  2, 3),=i  l’espace de travail du module parallèle reste constant. Quand 1 3I I∈ ∪Pz , où 
[ ]1 max maxI min( ),  min( )= +i i ilρ ρ  et [ ]3 min minI max( ),  max( )= +i i ilρ ρ  ( 1,  2, 3),=i  l’espace de 
travail varie comme illustré dans la Figure 3.13 où miniρ  et maxiρ  représentent respectivement 
les valeurs minimale et maximale de iρ . 
  89 
–1000
–500
0
500
1000
1500
2000
2500
–1500 –1000 –500 500 1000 1500
zP
xp
I2=[ ]max( +l ), min( )ρ ρimin imaxi
I3=[max( ), max( ]ρ ρimin imin+l )i
I1=[ ]min( ), min( +l )ρ ρimax imax i
 
Figure 3.13 : Projection du volume 2 PV  dans le plan xOz pour une orientation donné α  
2.7.1. Résumé de la méthode de calcul de l’espace de travail total 
L’espace de travail de la machine Verne est l’intersection entre les modèles géométriques 
déjà définis dans les paragraphes précédents. Pour calculer cet espace de travail, nous 
appliquons les étapes suivantes:  
- Étape 1 : Nous faisons varier α  entre 1-α  et 1α+  en suivant un pas constant et pour 
chaque valeur de α  nous répétons les étapes 2, 3 et 4. La valeur de 1α  definie dans 
l’Eq. [3.10] est obtenue à partir des contraintes liées aux singularités sérielles. 
1
1
1
arccos r
R
α
 
=  
 
 [3.11] 
- Étape 2 : Nous projetons horizontalement tous les modèles géométriques obtenus pour 
une orientation donnée α . 
- Étape 3 : Nous calculons l’intersection entre les zones projetées caractérisant les 
contraintes sur les longueurs des segments, les collisions entre les différents éléments 
de la machine et les limites mécaniques sur les articulations passives pour obtenir la 
zone 1( )S α  (voir la Figure 3.15).  
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- Étape 4: Nous sélectionnons la partie de la demi-ellipse qui se trouve à l’intérieur de la 
zone 1( )S α . 
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Figure 3.14 : Les lieux accessibles par le point P dans le plan horizontal et pour une orientation 
donnée α ; (a) sous les contraintes mécaniques des articulations de base, (b) sous les contraintes 
mécaniques des articulation liées à la plate-forme, (c) en considérant toutes les contraintes 
mécaniques sur les articulations passives (après intersection entre les courbes) 
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(b) 
Figure 3.15 : la zone 1( )S α  avant et après intersection entre les courbes caractérisant les contraintes 
sur les longueurs des segments, les limites mécaniques sur les articulations passives et les contraintes 
évitant tout risque de collision entre les différents éléments de la machine 
- Étape 5 : Nous choisissons des valeurs discrètes de Pz  dans l’intervalle 
2   _( ,   + − capot p table tilting p uz l z d  et pour chaque valeur de Pz  nous appliquons toutes les 
étapes en partant de l’Étape 6 à l’Étape 10. 
- Étape 6: Nous faisons varier α  entre 1-α  et 1α+  avec un pas constant et pour chaque 
valeur de α  nous répétons toutes les étapes en partant de l’Étape 7 à l’Étape 10. 
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- Étape 7: Si 2I ,∈Pz  nous utilisons les résultats de l’Étape 4 et nous passons 
directement à l’Étape 10, sinon nous passons à l’Étape 8. 
- Étape 8: Si 1 3I I ,∈ ∪Pz  nous coupons horizontalement tous les volumes 
2 P
kV  ( 11,k =  
 12,  21,  31)  par le plan Pz z= . Nous calculons alors l’intersection entre les zones 
circulaires obtenues et la zone 1( )S α  pour obtenir une nouvelle zone 2 ( , )PS zα .  
- Étape 9: Si 1I ,∈Pz  nous sélectionnons la partie de la demi d’ellipse qui se trouve à 
l’intérieur de la zone 2 ( , )PS zα . En revanche, si 3I ,∈Pz  nous sélectionnons la partie de 
la demi d’ellipse qui se trouve à l’extérieur de la zone 2 ( , )PS zα  mais à l’intérieur de la 
zone 1( )S α . L’exemple est illustré dans la Figure 3.16. 
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Figure 3.16 : Les lieux du point P pour une orientation et une hauteur données avec (a) 2Pz I∈ , (b) 
1 3Pz I I∈ ∪   
- Étape 10: Nous avons une relation exprimant Py  en fonction de Px  (Eq. [2.6]) où les 
bornes inférieures et supérieures sont connues pour une valeur donnée de Pz . Donc 
nous sauvegardons en premier ces valeurs dans un ficher 1f  puis nous faisons varier 
Px  avec un pas constant en calculant Py  pour chaque valeur de .Px  Ceci nous 
permettra de sauvegarder numériquement toutes les valeurs de Px , Py  et Pz  
appartenant à l’espace de travail dans un autre fichier 2f . 
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- Étape 11: Pour obtenir le volume de l’espace de travail, nous importons le fichier 1f  
dans CATIA V5® et nous générons le maillage en utilisant le produit "Quick Surface 
Reconstruction Product". Après cela, nous transformons le maillage final en une 
surface en utilisant le produit "Digitized Shape Editor Product". Finalement nous 
remplissons cette surface en utilisant la fonction remplissage dans le produit "Part 
Design Product". Le volume obtenu est l’espace de travail total illustré dans la Figure 
3.17. 
 
Figure 3.17 : Espace de travail défini comme l’ensemble de points P dans bR  
Pour calculer l’espace de travail pour une longueur donnée de l’outil nous procédons de 
la manière suivante : 
- Étape 12: Nous exprimons les coordonnées de l’extrémité de l’outil U  ( ux , uy , uz ) 
dans le repère Cartésien fixe en fonction des coordonnées du point P : 
u Px x= , _ sin( )u P p uy y d α= −  et _ cos( )u P p uz z d α= +  [3.12] 
où _ 1p u p ujd l l= +  et ujl  est la longueur de l’outil (Figure 3.4a).  
- Étape 13: Nous vérifions la condition que   ≤u table tiltingz z  
- Étape 14: Nous sauvegardons les résultats obtenus dans un fichier. 
- Étape 15: Nous appliquons les mêmes opérations qu’à l’Étape 11. Cela nous permet 
d’obtenir un volume représentant l’espace de travail total pour une longueur d’outil 
donnée, comme illustré dans la Figure 3.18. 
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1 50uL mm=  
 
2 100uL mm=  
 
3 150uL mm=  
 
4 200uL mm=  
Figure 3.18 : L’espace de travail pour plusieurs longueurs de l’outil 
La procédure proposée pour le calcul de l’espace de travail du module parallèle pour 
plusieurs longueurs d’outil a été implantée sous Maple 10®. 
3. CALCUL DE L’ESPACE DE TRAVAIL DE LA MACHINE VERNE 
L’espace de travail 3-axes est l’ensemble des positions du point de référence défini dans 
le repère de la pièce à usiner pour lesquelles l’outil est considéré toujours perpendiculaire à la 
pièce. Cet espace est utile pour montrer la capacité des machines d’usinage 5-axes à usiner les 
mêmes pièces que celles de leurs homologues 3-axes. 
Dans ce paragraphe, nous calculons l’espace de travail 3-axe de la machine Verne en 
considérant que la table tilting tourne autour de son axe horizontal en suivant l'orientation α  
de la plate-forme mobile, ce qui veut dire que 1θ α=  et 1 0φ = , nous supposons aussi que 
2 2 0θ φ= = . 
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Pour calculer cet espace de travail, nous utilisons l’Eq. [2.35] en remplaçant 1θ , 2θ , 1φ  et 
2φ  par leurs valeurs respectives. Cette équation exprime la position et l'orientation de 
l’extrémité de l’outil (en anglais Tool Centre Point, TCP) dans le repère Rt ( ,ux  ,uy  ,uz  1,φ  
2φ ) en fonction de ( ,px   py , pz , α ) . Pour obtenir l’espace de travail 3-axes de la machine 
pour différentes longueurs d’outils (voir la Figure 3.19), nous ajoutons la condition que 
0≥uz  et nous procédons de la même façon que dans les étapes 14 et 15 du paragraphe 2.7.1. 
 
1 50uL mm=  
 
2 100uL mm=  
 
3 150uL mm=  
 
4 200uL mm=  
Figure 3.19 : L’espace de travail 3-axes pour différentes longueurs d’outil 
Une représentation graphique de l’espace de travail des PKMs avec plus de trois degrés 
de liberté est possible seulement si nous fixons les paramètres représentant les degrés de 
liberté supplémentaires. Donc pour calculer l’espace de travail pour plusieurs orientations 
d’outil, nous fixons en premier 1φ  et 2φ , ensuite, nous calculons la position du TCP ( ,ux  ,uy  
uz ) dans le repère Rt en utilisant l’Eq. [2.35] du chapitre 2. 
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(a) 
 
(b) 
Figure 3.20 : Comparaison entre l’espace de travail 3-axes calculé par notre méthode ( 1 50uL mm= ) 
et celui fourni par Fatronik, (a) vue de dessus et (b) vue de gauche 
La méthode proposée pour calculer l’espace de travail pour plusieurs longueurs et 
orientations d’outil a été implantée sous Maple et peut être affichée dans le logiciel de CAO 
CATIA. Les résultats obtenus montrent un espace de travail beaucoup plus grand que celui 
actuellement utilisé par la machine Verne (pour des orientations de l'outil données comme 
illustré dans la Figure 3.20 ). Ainsi, le volume de l’espace de travail 3-axes calculé par notre 
méthode pour une longueur d’outil égal à 50 mm est cinq fois plus grand que celui utilisé par 
la machine Verne pour la même longueur d’outil. Cette méthode va nous permettre 
d’améliorer la productivité de la machine Verne et atteindre les limites de sa capacité sans 
risque de collision ou dégât de la machine. 
4. CONCLUSION 
Dans ce chapitre, nous avons proposé une méthode pour calculer plusieurs types d’espace 
de travail de la machine pour différentes longueurs d’outils. Cette méthode prend en 
considération toutes les contraintes qui ont une influence réelle sur l’espace de travail du 
module parallèle : les longueurs des segments, les singularités sérielles, les limites 
mécaniques sur les articulations passives et actives, les collisions entre les différents éléments 
de la machine et la contrainte de fermeture de la chaîne I. Cette contrainte est particulière pour 
la machine Verne et est due à la forme irrégulière de la chaîne I qui n’est pas un 
parallélogramme. Dans la première partie, nous avons calculé l’espace de travail total du 
module parallèle de la machine Verne. La deuxième partie a été consacrée au calcul de 
l’espace de travail 3-axes lorsque l’axe de l'outil reste perpendiculaire à la pièce. Dans cette 
partie, nous avons présenté aussi une façon d’obtenir plusieurs type d’espace de travail de la 
machine en fixant 2 paramètres parmi les 5 paramètres représentant les degrés de liberté de la 
machine. 
Dans cette méthode, la chaîne I a été découpée en considérant qu’elle est liée à la base 
par deux articulations prismatiques au lieu d’une et nous avons modélisé géométriquement les 
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contraintes qui limitent l’espace de travail de la nouvelle architecture parallèle pour une 
orientation donnée de la plate-forme. L’intersection entre ces modèles est un volume. Nous 
avons modélisé géométriquement la contrainte de la fermeture pour une orientation donnée de 
la plate-forme; cela nous a donné une surface. Nous avons calculé l’intersection entre ces 
modèles dans un plan horizontal connu, puis nous avons procédé par discrétisation pour 
déterminer l’espace de travail total du module parallèle de la machine Verne. Ensuite, nous 
avons utilisé les résultats obtenus dans le chapitre 2 pour exprimer l’extrémité de l’outil en 
fonction du centre de la plate-forme mobile et en conséquence représenter les différents types 
d’espace de travail de la machine Verne. Des algorithmes pour la détermination des différents 
types d’espace de travail ont été aussi présentés. Ces algorithmes ont été implantés dans le 
logiciel Maple 10®. Des exemples ont été fournis pour illustrer les résultats. 
Cette méthode a été en particulier appliquée à la machine Verne. Cependant elle peut 
toujours être appliquée à toutes les machines de type PSS  (ou PUS) mais avec quelques 
modifications dans l’algorithme selon la forme des chaînes et le nombre de degré de liberté de 
la machine. Pour des manipulateurs parallèles avec plus de trois degrés de liberté, nous 
pouvons fixer les angles représentant les degrés de libertés associées à l’orientation et ensuite 
calculer un espace de travail à orientation constante. Pour les manipulateurs parallèles où les 
chaînes sont des segments simples (ou des parallélogrammes) nous pouvons modéliser 
géométriquement les contraintes et directement intégrer ces modèles dans CATIA V5® pour 
pouvoir calculer l’intersection entre ces modèles et obtenir le volume de l’espace de travail. 
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                                                         CHAPITRE 4 
 
ETUDE DE SINGULARITES PARALLELES 
DES MANIPULATEURS PARALLELES A 
MOBILITES RESTREINTES 
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1. INTRODUCTION 
Les singularités parallèles sont des configurations critiques dans lesquelles un 
manipulateur parallèle perd sa rigidité et gagne un ou plusieurs degré(s) de liberté 
supplémentaires. Ces configurations singulières peuvent être obtenues analytiquement 
[Angeles 06], géométriquement [Merlet 89] ou numériquement [Merlet 05]. 
La plupart des travaux de recherches sur l’analyse des singularités de manipulateurs 
parallèles ont été menés sur des manipulateurs à six ddls et particulièrement sur des 
manipulateurs de type Gough-Stewart. Les colonnes de la transposée de la matrice jacobienne 
inverse de ce type de manipulateur sont les coordonnées de Plücker des vecteurs représentant 
des droites finies dans l’espace. Ces droites sont des torseurs statiques d’actionnement qui 
décrivent les forces instantanées appliquées par les actionneurs sur la plate-forme mobile. 
Pour un manipulateur parallèle de type Gough-Stewart, les singularités parallèles se 
produisent quand les droites passant par les jambes du manipulateur sont linéairement 
dépendantes. Merlet a analysé les singularités de ce type de manipulateurs en utilisant la 
géométrie de Grassmann [Merlet 06]. Hao et McCarthy ont utilisé la théorie des vis pour 
définir les conditions, une fois vérifiées par un manipulateur, ces singularités sont liées à la 
dépendance des droites finies dans l’espace [Hao 98]. Ils se sont intéressés à des 
manipulateurs parallèles à six ddls dont chacune des jambes contient au moins un actionneur 
et a ses trois dernières liaisons équivalentes à une liaison sphérique passive. Par conséquent, 
chaque jambe du manipulateur peut appliquer seulement une force pure à la plate-forme, afin 
qu’il soit possible de caractériser toutes les configurations singulières par la géométrie de 
l’ensemble de droites linéairement dépendantes. Ben-Horin et Shoham ont analysé les 
singularités parallèles de deux classes de manipulateurs parallèles à six ddls en utilisant 
l’Algèbre Grassmann-Cayley (AGC) [Ben-Horin 05 et 06]. Ils ont utilisé la décomposition 
du superbracket et les opérateurs de Grassmann-Cayley pour obtenir les conditions 
géométriques de singularités. Ces conditions sont obtenues lorsque quatre plans définis par la 
direction des axes des liaisons et l’emplacement des liaisons sphériques se croisent en un 
point commun. Les manipulateurs analysés dans [Ben-Horin 05 et 06] ne sont pas 
nécessairement du type Gough-Stewart mais leurs jambes transmettent seulement des forces 
pures. 
Contrairement aux manipulateurs à six ddls, le nombre de ddls des jambes d’un 
manipulateur parallèle à mobilité restreinte est inférieure à six [Gogu 08]. En effet, chaque 
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jambe contraint en partie le mouvement de la plate-forme mobile. En réalité, quand les jambes 
du manipulateur perdent leur capacité de contraindre la plate-forme mobile, une singularité de 
type contrainte (en anglais, constraint singularity) se produit. Notons que pour quelques 
manipulateurs parallèles comme le robot SMG de McGill [Angeles 06], des contraintes 
redondantes peuvent aussi apparaître. Joshi et Tsai ont développé une méthodologie pour 
définir la matrice jacobienne inverse des manipulateurs parallèles à mobilités restreintes par 
l’intermédiaire de la théorie des vis réciproques [Joshi 02]. En conséquence, une matrice 
jacobienne inverse de dimension 6×6 est définie. Les colonnes de la transposée de cette 
matrice sont des torseurs statiques qui informent sur les singularités parallèles et sur les 
singularités de type contrainte. Ces torseurs statiques, aussi connus comme droites 
gouvernantes, sont des torseurs statiques d’actionnement et de contrainte appliqués à la plate-
forme mobile.  
Dans ce chapitre, nous nous concentrons sur l’identification de singularités parallèles des 
manipulateurs à mobilités restreintes au moyen de l’AGC. Pour cela, l’AGC est appliqué aux 
manipulateurs parallèles ayant une matrice jacobienne inverse de dimension 6×6. Les 
colonnes de cette matrice peuvent être des vecteurs de Plücker des droites finies représentées 
par des visseurs de pas zéro (en anglais, zero pitch screws) ou des droites infinies représentées 
par des visseurs de pas infini (en anglais, infinite pitch screws) dans l’espace projectif. Il 
apparait que les travaux précédents se sont concentrés seulement sur l’analyse des singularités 
des manipulateurs parallèles dont les jambes n’appliquent que des forces pures sur la plate-
forme mobile. Ainsi, les singularités parallèles de ces manipulateurs sont liées à la 
dépendance des droites finies dans l’espace. En conséquence, les méthodes géométriques 
précédentes peuvent seulement être appliquées aux manipulateurs possédant au moins une 
liaison sphérique passive dans chaque jambe. La méthodologie introduite dans cette thèse 
permet d’identifier les singularités parallèles liées à la dépendance des droites finies et infinies 
dans l’espace projectif. Ainsi, les méthodes géométriques peuvent être appliquées à un grand 
nombre de manipulateurs, notamment aux manipulateurs dont les chaînes appliquent aussi 
bien des forces que des moments à la plate-forme mobile. Ces manipulateurs sont à mobilités 
réduites ou ceux dont certaines jambes ne possèdent aucune liaison sphérique passive ou bien 
des manipulateurs contenant des articulations de type parallélogramme. 
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2. METHODE GEOMETRIQUE DE DETECTION DE SINGULARITES 
PARALLELES 
Nous présentons une méthodologie pour analyser géométriquement les singularités de 
manipulateurs parallèles à mobilités restreintes. Les manipulateurs analysés avec cette 
méthodologie n’ont pas besoin d’avoir des liaisons sphériques passives dans les jambes. Les 
conditions géométriques d’existence de singularités parallèles sont associées à la dépendance 
de six vecteurs de Plücker de droites (finies et infinies) dans l’espace projectif. Ces vecteurs 
qui constituent les colonnes de la transposée de la matrice jacobienne inverse sont formulés en 
utilisant l’AGC. Par conséquent, les conditions de singularités sont obtenues sous forme 
vectorielle. Cette étude est illustrée avec quatre exemples de manipulateurs. 
Ce paragraphe est organisé comme suit: le paragraphe 2.1 présente brièvement les 
crochets de l’AGC, les opérateurs de l’AGC et la décomposition du superbracket qui est 
équivalent au déterminant de la matrice jacobienne inverse. Le paragraphe 2.2 défini l’espace 
projectif de dimension trois, 3P , et introduit ses entités géométriques que ce soit des éléments 
finis ou infinis dans cet espace. Ce paragraphe rappelle aussi les concepts de base de vis qui 
portent les torseurs statiques agissant sur la plate-forme mobile. Ces torseurs sont des forces 
d’actionnement ou de contrainte, connus comme des visseurs de pas nul, et des moments de 
contrainte, connus comme des visseurs de pas infini, dans 3P . Le paragraphe 2.3 introduit les 
conditions géométriques de singularités de trois classes de manipulateurs parallèles à 
mobilités restreintes. Finalement, les singularités parallèles de quatre manipulateurs sont 
analysées dans le paragraphe 2.4 comme exemples applicatifs, à savoir, i) le manipulateur 3-
UPU; ii) le robot Delta linéaire; iii) le robot générateur du mouvement de Schönflies de 
l’université de McGill (SMG); et iv) le module parallèle de la machine Verne. 
2.1. ALGEBRE DE GRASSMANN-CAYLEY 
L’Algèbre de Grassmann-Cayley a été introduite par H. Grassmann comme un calcul 
pour les variétés linéaires. L’AGC possède deux opérateurs: le join et le meet notés par ∨  et 
∧ , respectivement. Ces opérateurs sont associés à l’union et à l’intersection entre les sous-
espaces vectoriels de tenseurs (en anglais extensors). Ces tenseurs sont des vecteurs 
représentés par des éléments géométriques et caractérisés par leurs pas (en anglais step). Les 
tenseurs de pas 1, 2 et 3 représentent respectivement un point, une droite et un plan dans 
l’espace projectif 3P . Il est possible de travailler au niveau symbolique avec l’AGC où les 
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points et les droites sont exprimés sous forme de coordonnées-libres par leurs coordonnées 
homogènes et leurs coordonnées de Plücker, respectivement. 
Dans ce chapitre, l’AGC est utilisé pour transformer les conditions géométriques définies 
par la dépendance entre six droites exprimées dans 3,P  en expressions algébriques invariantes 
qui impliquent douze points sélectionné sur les axes de ces droites. Nous rappelons les 
concepts essentiels de l’AGC. Pour plus de détails sur l’AGC, le lecteur peut se reporter à 
[Ben-Horin 06, Staffetti 00 et White 05]. 
2.1.1. Algèbre du crochet 
Soit un ensemble fini de points {e1, e2,.., ed} défini dans l’espace vectoriel de dimension 
(d-1), V, sur le champ � . Chaque point ei est représenté par un d-uplet en utilisant les 
coordonnées homogènes avec ei=e1,i,e2,i,...,ed,i (1≤i≤d). Le crochet de ces points est défini 
comme le déterminant de la matrice M, pour lequel les colonnes sont les coordonnées 
homogènes de points ei (1≤i≤d):  
[ ] ( )
1,1 1,2 1,
1 2
,1 ,2 ,
det, ,…, M
…
= = …
…
  
d
d
d d d d
e e e
e e e
e e e
 [4.1] 
L’ensemble des crochets forme une sous algèbre de l’AGC, appelée l’algèbre du crochet 
(en anglais, bracket ring). Les crochets satisfont les relations suivantes: 
Si ei = ej avec i≠j, ou e1, e2,…ed sont dépendants : 
[ ]1 2 0, ,…, = de e e  [4.2] 
Pour toute permutation σ de {1,2,…, d} : 
[ ] ( )[ ]1 2 σ1 σ2 σ, ,…, = , ,…,σd de e e sign e e e  [4.3] 
[ ][ ]
d
1 2 1 2 d j 2 d 1 2 j-1 1 j+1 d
j=1
, ,…, , , , = , , , , , , , , , ,   … … … …   ∑de e e f f f f e e f f f e f f  [4.4] 
Toutes les opérations entre les crochets peuvent être dérivées des relations ci-dessus. 
L’équation [4.4] caractérise les relations de Grassmann-Plücker ou syzygies [White 75]. 
Cette relation est utile pour comparer et manipuler les expressions formées de crochets. 
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2.1.2. Les operateurs join et meet 
Soit U un sous-espace vectoriel de dimension k de V. Soit {u1, u2,..., uk} la base de U et 
soit A un vecteur de Plücker de U. Ce vecteur peut être noté symboliquement par 
1 2 kA u u u= ∨ ∨ ∨2  1 2 ku u u= 2 , un vecteur exprimé dans l’espace vectoriel dimensionnel 
V(k) sans base spécifiée, [White 94]. Si 0≠A , c.-à-d., u1,u2…uk sont linéairement 
indépendants, A est considéré comme un tenseur décomposable de pas k et U est caractérisé 
par A  qui est le support de A. Par exemple une droite est le support d’un tenseur de pas 2 
décomposable en 2 tenseurs de pas 1 représentés par des points dans 3P . L’espace vectoriel 
V(k) contient aussi des tenseurs indécomposables de pas k qui peuvent toujours être réécrits 
comme une combinaison linéaire de k-tenseurs. Par exemple un visseur est un tenseur 
indécomposable de pas 2 qui peut être réécrit sous forme d’une somme de 2 tenseurs de pas 2 
représentés par une droite finie et une autre infinie dans 3P . Deux tenseurs de pas k sont 
égaux à un scalaire multiple près si et seulement si ils ont le même support. Si A est un 
tenseur de pas d, alors nous écrivons A = [u1u2... ud], et on l’appelle crochet. 
Maintenant, nous définissons l’AGC d’un espace vectoriel de dimension (d-1), V, en 
combinant tous les espaces vectoriels V(k), k=0,..,d dans un espace vectoriel Λ(V). En 
conséquence, l’ensemble de ces espaces vectoriels avec les opérateurs join et meet forment 
l’AGC, à savoir,  
( ) ( )
n
d
0 k 0
, dim 2V   V
= =
 
Λ = Λ = = 
 
∑⊕
d
k
k
d
V
k
  [4.5] 
Les vecteurs dans Λ(V) sont des combinaisons linéaires des tenseurs de pas variés, y 
compris V(0) ou V(d) qui coïncident avec � .  
Le join de deux tenseurs est associé à l’union de leurs sous-espaces vectoriels. 
Soit = ∨ ∨ ∨ =2 21 2 i 1 2 iA a a a a a a  et = ∨ ∨ =2 21 j 1 2 jB b b b b b des tenseurs dans V de pas 
i et j, respectivement. Leur join ∨A B  est défini comme:  
1 2 1 2 1 2 1 2∨ = ∨ ∨ ∨ ∨ ∨ ∨ ∨ =2 2 2 2i j i jA B a a a b b b a a a b b b  [4.6] 
∨A B  est un tenseur de pas i+j. Ce tenseur est non nul tant que les vecteurs {a1,a2,..., 
ai,b1,b2,..., bj} sont linéairement indépendants. Dans ce cas:  
( )A B A B span A B∨ = + = ∪  [4.7] 
En outre, si i+j=d, alors [ ],∨ =A B A B  est un scalaire qui correspond à V(d). 
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Le meet de deux tenseurs est associé à l’intersection entre leurs sous-espaces vectoriels. 
Si A et B sont les deux tenseurs précités, avec i+j≥d, alors si A B V∪ = , le meet ∧A B  
est un tenseur de pas i+j-d défini comme: 
( ) ( ) ( ) ( ) ( )1 2 j1 2 - - +1 i A B σ σ σ σ σ
σ
 ∧ =  ∑ 2 2 2d j d ja a a b b b a a  [4.8] 
où la somme est prise sur toutes les permutations σ de {1,2,..., i} tel que, σ(1)<σ(2)<…<σ(d-j) 
et σ(d-j+1)<σ(d-j+2)<…<σ(i).  
Une notation alternative [White 94] est d’écrire un point au-dessus des éléments 
permutés au lieu d’utiliser σ avec l’addition et le signe (σ) implicite:  
1 2 d-j d-j+1 i1 2 jA B
• • • • • ∧ =   
2 2 2a a a b b b a a  [4.9] 
En outre, si i+j>d, 0A B∩ ≠  et A B A B∧ = ∩ . En revanche, si i+j=d, 0A B∩ =  et 
[ ] (0), V∧ = ∈A B A B  est un scalaire de pas 0. En plus, si A B V∪ ≠ , alors 0∧ =A B .  
Il est important de noter que les operateurs join et meet sont associatifs et distributifs pour 
l’addition. Cependant, ils ne sont pas commutatifs. En effet,  
( )1∨ = − ∨A B B Aij  [4.10] 
( )( )( )d d1 − −∧ = − ∧A B B Ai j  [4.11] 
Nous donnons maintenant trois exemples sur des conditions géométriques transformées 
en expressions algébriques par l’intermédiaire de l’AGC. Ses expressions seront utilisées dans 
le paragraphe 2.3 pour obtenir les conditions géométriques d’existence des singularités de 
trois classes de manipulateurs à mobilités restreintes. 
Exemples– Intersection entre des droites et des plans dans l’espace:  
Soit A=abc et B=def deux tenseurs de pas 3 (i=j=3), où A  et B  représentent deux plans 
dans l’espace projectif 3P  (d=4). Nous supposons que ces deux plans ne sont pas coplanaires, 
c.-à-d. 0∧ ≠A B . En conséquence, A B∪ = 3P , 0A B∩ ≠  et le meet = ∧X A B  est un 
tenseur de pas i+j-d=2, à savoir,  
( )( ) [ ] [ ] [ ]
• • •
X A B abc def  = ∧ = = − − =   
adef bc bdef ac cdef ba a def bc  [4.12] 
où X  représente la droite d’intersection de A  et B . Notons que cette intersection est encore 
une droite quand A  et B  sont parallèles, mais à l’infini. 
CHAPITRE IV  
 106 
Soit C=gh un tenseur de pas 2, avec C  désignant une droite dans 3P . Le meet ∧X C  est 
un tenseur de pas 0 (un scalaire) défini par:  
[ ][ ] [ ][ ] [ ][ ]X C        
• • •   ∧ = = − −      
a def bc gh adef bcgh bdef acgh cdef bagh  [4.13] 
En utilisant la propriété du crochet défini dans l’Eq. [4.4], il apparaît que : 
[ ][ ] [ ][ ] [ ][ ] [ ][ ] [ ][ ] = + + +adef bcgh bdef acgh cdef bagh gdef bcah hdef bcga  [4.14] 
En conséquence, en combinant l’Eq. [4.13] et l’Eq. [4.14] nous obtenons l’expression 
suivante : 
[ ][ ] [ ][ ] [ ][ ] [ ][ ]X C
• •   ∧ = + = − =       
gdef bcah hdef bcga defg habc defh gabc def g h abc  
Maintenant, considérons un autre tenseur de pas 2, Y, obtenu par l’intersection de deux 
tenseurs de pas 3, D=ijk et E=lmn, où D  et E  représentent deux plans non-coplanaires dans 
3P . Le meet ∧X Y  est un tenseur de pas 0 ou un scalaire défini par:  
( ) ( ) ( )( )X Y A B D E A B D E
• • • • • •
∧ = ∧ ∧ ∧ = ∧ ∧ ∧
            = ∧ =                       
a def b ijk c l mn a def b ijk c l mn
 [4.15] 
Cela signifie que X Y∧  représente l’intersection de quatre plans dans l’espace projectif 
3P . Le cas dégénéré apparaît quand ces quatre plans se coupent en un point commun. 
2.1.3. La décomposition du superbracket 
Les colonnes de la transposée de la matrice jacobienne inverse d’un manipulateur 
parallèle sont les coordonnées de Plücker de six droites dans l’espace projectif 3P . Chacune 
de ces droites est le support d’un tenseur de pas 1 dans l’espace projectif de dimension 5, 5P . 
Le join de ces six tenseurs est égal au crochet de leurs support dans l’AGC Λ(V(2)) qui est 
exprimée dans l’espace projectif 5P  [White 83]. Ce crochet ou superbracket est égal au 
déterminant de la transposée de la matrice jacobienne inverse à un scalaire multiple près. 
Donc, une singularité se produit quand ces six vecteurs de Plücker sont dépendants, ce qui est 
équivalent à un superbracket nul.  
[White 83] et [McMillan 90] ont utilisé une méthode combinatoire pour décomposer le 
superbracket en une expression contenant des crochets de douze points sélectionnés sur ces 
droites. Soit [ab, cd, ef, gh, ij, kl] le superbracket dont les colonnes sont six tenseurs de pas 2. 
  107 
Ces tenseurs représentent les droites respectives ab, cd, ef, gh, ij, kl dans l’espace projectif 
3P . L’expression de ce superbracket prise de [Ben-Horin 06], [McMillan 90] est définie 
comme suit,  
[ ]
1 2 1 2 3 4 3 4
5 6 5 7 6 7 8 9 8 10 9 10
, , , , ,
+
           = −                      
           −                       
ab cd ef gh ij kl abc d ef g i h j kl abc e d f gh i j kl
abc e d gh i f j kl abc g d ef i h j kl
 [4.16] 
où 
1 2 1 2     
          
abc d ef g i h j kl  signifie ( )
1 2 1 2
1,2
1, 2                ∑ sign abc d ef g i h j kl  
1,2 sont les permutations des ensembles de 2 éléments {g, h} et {i, j}, respectivement; 3,4 
sont les permutations des ensembles de 2 éléments {c, e} et {d, f}, respectivement; 5,6,7 sont 
les permutations des ensembles de 2 éléments {c, e}, {d, i} et {f, j}, respectivement; 8,9,10 
sont les permutations des ensembles de 2 éléments {c, g}, {d, i} et {h j}, respectivement. 
L’équation [4.16] peut être transformée en une combinaison linéaire de 24 monômes de 
crochets, chaque monôme de crochets est le produit de trois crochets : 
[ ]
24
1
, , , , ,
=
= ∑ iy
i
ab cd ef gh ij kl  [4.17] 
Les monômes de [4.17] définis dans [Ben-Horin 06], [McMillan 90] sont exprimés dans 
l’Annexe B. 
2.2. ESPACE PROJECTIF ET THEORIE DES VIS 
2.2.1. Espace projectif de dimension trois 
Dans la géométrie projective, le plan à l’infini, Π∞ , est un plan projectif ajouté à l'espace 
affine, 3� . Le résultat de l’union de 3�  avec Π∞  est l'espace projectif de dimension trois, 
3P .  
Toute paire de droites parallèles dans 3P  se croisent en un point dans Π∞ . Ce point est 
appelé point à l’infini. Aussi, chaque droite dans 3P  coupe Π∞  en un point unique à l’infini. 
Ce point est déterminé seulement par la direction de la droite. Toute paire de plan parallèles 
dans 3P  se croisent en une même droite projective dans Π∞ . Cette droite est appelée droite à 
l’infini. Aussi, chaque plan coupe Π∞  en une droite unique à l’infini. Cette droite est 
déterminée seulement par le vecteur normal à son plan.  
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En réalité, Π∞  contient tous les points à l’infini et toutes les droites à l’infini de l'espace 
projectif. Ce plan est obtenu par la définition de trois points à l’infini non colinéaire. En 
conséquence, une droite à l’infini passe par deux points à l’infini et contient tous les points à 
l’infini qui appartient à la même famille des plans parallèles. En outre, deux plans non-
parallèles se croisent en une droite dans 3P . En plus, cette droite coupe Π∞  en un point à 
l’infini. Ce point appartient à ces deux plans non-parallèles aussi bien qu’à leurs droites à 
l’infini. Donc, toutes les droites à l’infini se coupent entre elles et appartiennent à un même 
plan, c.-à-d. Π∞ .  
Dans ce chapitre, le concept d’éléments à l’infini dans 3P , nous permet de représenter les 
forces et les moments par des droites gouvernantes et de traiter leurs relations géométriques. 
Notamment, les points et les droites à l’infini rendent possible la représentation des moments 
de contraintes et des forces pures ayant des supports parallèles. 
2.2.2. Les coordonnées homogènes et les coordonnées de Plücker 
Soit x=(x1,…x3)T un point exprimé dans � 3  par ses coordonnées Cartésiennes. Les 
coordonnées homogènes de x sont obtenues en ajoutant une 4ème coordonnée qui est égal à 1. 
Ce point peut être aussi représenté à un scalaire multiple prés par l(x1…x3,1)T, où l est un 
scalaire non nul. Si nous autorisons les points qui ont leur dernière coordonnée égale à 0 de 
représenter les points à l’infini, nous obtenons l’espace projectif de dimension trois, 3P  qui 
contient � 3 . Cette construction est utile pour représenter les torseurs cinématiques et 
statiques. Par exemple une articulation pivot devient équivalente à une articulation 
prismatique quand son axe n’est pas constitué que de points à l’infini. 
Une droite L qui passe par deux points a et b où a = (a1, a2, a3, 1)T et b=(b1, b2, b3, 1)T est 
représentée par un vecteur de Plücker PL : 
( ) ( )
( )
P S r S= = ×
= − − − − − −
, , , , , ,, , , , , ,
, , , , ,
4 1 4 2 4 3 2 3 3 1 3 2
1 1 2 2 3 3 2 3 3 2 3 1 1 3 1 2 2 1
T T
L
T
P P P P P P
    b a b a b a a b a b a b a b a b a b
 [4.18] 
Où S = -b a  représente la direction de L, le produit vectoriel ( )×r S  donne le moment de L 
autour de l'origine, et r est un point quelconque sur L.  
Un vecteur de Plücker PL  d’une droite L doit obligatoirement vérifier la condition de 
Klein [Wolf 03 et Staffetti 06] défini par la relation suivante: 
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( ) 0× = + + =, , , , , ,. P P P P P PS r S 4 1 2 3 4 2 3 1 4 3 3 2  [4.19] 
Toute droite finie possède un point unique à l’infini. Pour la droite L, ce point est défini à 
un scalaire multiple prés par ses coordonnées homogènes ( )− − −, , ,1 1 2 2 3 3 0
Tb a b a b a . 
Le vecteur de Plücker d'une droite à l’infini qui passe par deux points à l’infini c et d où 
c = (c1, c2, c3, 0)T et d  = (d1, d2, d3, 0)T, est déterminé à scalaire multiple prés par: 
( ) ( )P r S
∞
= − − − = ×, , , , , , , ,2 3 3 2 3 1 1 3 1 2 2 10 0 0 0 0 0
T T
L c d c d c d c d c d c d  [4.20] 
2.2.3. Les applications de la théorie de vis réciproques 
Dans cette thèse, les visseurs sont des torseurs cinématiques utilisés pour représenter le 
mouvement produit par des articulations constituant les chaînes cinématiques tandis que leurs 
visseurs réciproques sont des torseurs statiques appliqués par ces chaînes cinématiques à la 
plate-forme mobile. Ces torseurs statiques, énoncés comme les droites gouvernantes d’un 
manipulateur parallèle, constituent les colonnes de la transposée de la matrice jacobienne 
inverse. Dans ce paragraphe, nous rappelons les concepts de base de la théorie des vis 
réciproques et ses applications. Pour plus de détails sur cette théorie, il existe les références 
suivantes : [Hunt 78, Hao 98 et Joshi 02].  
Un visseur est un élément géométrique qui est défini par son axe, une droite, et son pas, 
un scalaire λ . En conséquence, un visseur unitaire $ˆ  est composé de deux vecteurs [Ball 
1900], à savoir,  
$ˆ [ ]= T1 2 3 4 5 6S S S S S S
 
=  × + λ 
s
r s s
 [4.21] 
L’axe du visseur est exprimé par les coordonnées de Plücker par [ ], T= ×L s r s , s est un 
vecteur unitaire suivant la direction de l’axe du visseur et r est un vecteur de position de tout 
point sur l’axe du visseur en respectant l’origine d’un repère, le produit vectoriel ×r s  est le 
moment de l’axe du visseur par rapport à l’origine du même repère. Un visseur d’intensité ρ  
peut être écrit comme ˆ$ $ρ= . 
Un visseur portera un torseur cinématique (en anglais twist) s’il représente un mouvement 
instantané d’un corps rigide autour et suivant un même axe. Ainsi, la vitesse angulaire w et la 
vitesse linéaire v d’un point appartenant à un corps rigide sont des vecteurs de dimension trois 
qui peuvent être assemblés dans un vecteur de dimension six nommé twist. Le dernier peut 
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être écrit comme [ ]T= × + =T w,p w v q $ˆ
�
, q
�
 est son intensité et $ˆ  est son visseur unitaire. 
Le pas λ du twist, est défini comme le rapport entre la vitesse linéaire et la vitesse angulaire. 
En conséquence, le visseur unitaire associé à la rotation pure d’une liaison pivot est un visseur 
de pas zéro (en anglais zero pitch screw), c.-à-d. 0=λ , [ ]T= ×$ˆ s,r s , qui est une droite finie 
qui pointe selon l’axe de la liaison. Également, le visseur unitaire $ˆ  associé à la translation 
pure d’une liaison prismatique est un visseur de pas infini, c.-à-d. = ∞λ , et [ ]T=$ˆ 0,s  est une 
droite à l’infini, s est la direction du mouvement.  
Un visseur portera un torseur statique (en anglais wrench) s’il représente un système de 
forces/couples agissant sur un corps rigide. D’après [Joshi 02], le système de forces/couples 
appliqués sur un corps rigide peut être réduit à une force résultante et un couple autour d’un 
point et il est aussi possible de trouver un axe unique pour la force résultante, f, et le couple 
résultant, t. Ainsi, la force résultante f et couple t appliqués à l’origine du repère peuvent être 
assemblés dans un vecteur de dimension six appelé wrench. Ce dernier peut être écrit comme 
[ ]T r= × + = ρˆW f ,p f t $ , ρ  est son intensité et r$ˆ  est son visseur unitaire. Le pas rλ  d’un 
wrench est défini comme le rapport entre son couple et sa force. En plus, une force pure est 
représentée par un visseur de pas zero, en anglais zéro pitch screw (une droite finie), c.-à-d. 
0r =λ , tandis qu’un couple est représenté par un visseur de pas infini, en anglais infinite pitch 
screw (une droite à l’infini), c.-à-d. r = ∞λ .  
 
f
t
a α
W
T
w
v
 
Figure 4.1 : Représentation géométrique d’un twist T et d’un wrench W appliqués à un corps rigide 
Deux visseurs, représentant un twist, T, et un wrench, W, respectivement, sont 
réciproques, si le wrench agit sur un corps rigide sans produire de travail pendant que le corps 
subit un mouvement infinitésimal. Cela veut dire que ces visseurs sont réciproques tant que le 
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travail virtuel du wrench W qui agit sur le twist T est nul. La réciprocité entre les visseurs T 
et W est défini comme, 
0
∨
=TW T  [4.22] 
∨
T  défini dans [Hao 98, Lipkin 85] est écrit de la manière suivante : 
[ ]4 5 6 1 2 3T T T T T T
∨
=T T  [4.23] 
La signification géométrique de la condition de réciprocité est exprimée comme suit :  
( ) ( ) ( )cos sin 0r aλ + λ α − α =  [4.24] 
a est la distance la plus courte entre les axes des visseur et α  est leur angle relatif [Hunt 78].  
Cette équation étant symétrique, les deux visseurs réciproques peuvent être échangés. En 
outre, dans le cas où les deux visseurs sont des droites, c.-à-d., droites finies ou droites à 
l’infini, dans l’espace projectif 3P , elles deviennent réciproques quand elles se croisent, sont 
colinéaires ou parallèles. Notons qu’une force pure (visseur de pas zéro) est réciproque à un 
twist associé à une liaison prismatique (visseur de pas infini) quand sa droite est orthogonale à 
la direction du mouvement de la liaison prismatique. En d’autres termes, les droites associées 
à ces deux visseurs se croisent. A partir des relations géométriques précédentes, nous pouvons 
trouver les visseurs réciproques à ceux associées aux liaisons possédant un mouvement de 1 
ddl (liaisons pivots et prismatiques). Nous pouvons trouver aussi les visseurs réciproques à un 
système de deux visseurs de pas zéro associé au mouvement d’une liaison cardan (une liaison 
cardan est équivalent à deux liaisons pivots d’axes concourants), et celui d’un système de 
trois-visseurs de pas zéro associé au mouvement d’une liaison sphérique (une liaison 
sphérique est équivalente à trois liaisons pivots d’axes concourants mais non coplanaires), 
aussi bien que pour des chaînes cinématiques composées des liaisons précédentes [Joshi 02].  
L’équation de réciprocité impose une contrainte, alors tous les visseurs réciproques à un 
système de n visseurs forment un système de (6-n) visseurs, [Hunt 78]. En outre un système 
de n visseurs peut être remplacé par un autre système de n visseurs équivalent en appliquant 
une transformation linéaire à la base du premier [Zhao 02]. 
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2.3. LES CONDITIONS GEOMETRIQUES DE SINGULARITES PARALLELES 
2.3.1. Trois classes de manipulateurs parallèles 
Cette étude vise à élargir l’application de la géométrie des droites pour analyser les 
singularités des manipulateurs parallèles à mobilités restreintes. Dans cette étude, ces 
manipulateurs n’ont pas besoin de liaisons sphériques passives et leurs chaînes appliquent des 
torseurs statiques d’actionnement et de contrainte à la plate-forme mobile. Par conséquent, les 
colonnes de la transposée de leur matrice jacobienne inverse de dimension 6×6 sont les 
coordonnées de Plücker des vecteurs représentant des droites finies ou des droites à l’infini. 
Les configurations singulières se produisent quand les droites gouvernantes qui constituent la 
matrice jacobienne inverse sont linéairement dépendantes ce qui est équivalent à un 
superbracket nul. Dans ce paragraphe, nous utilisons les opérateurs de l’AGC et la 
décomposition du superbracket pour déterminer les conditions géométriques de singularités 
de trois classes de manipulateurs parallèles définies selon leurs droites gouvernantes. Ces 
droites gouvernantes représentent les torseurs statiques appliqués sur la plate-forme mobile, à 
savoir,  
Classe I : Trois forces d’actionnement et trois moments de contraintes (Figure 4.2); 
Classe II : Quatre forces d’actionnement et deux moments de contraintes dont deux paires 
de droites gouvernantes finies sont concourantes (Figure 4.3); 
Classe III : Six forces d’actionnement ayant au moins deux paires de droites gouvernantes 
qui sont parallèles (Figure 4.4); 
2.3.2. Les manipulateurs avec trois forces d’actionnement et trois 
moments de contraintes 
Les manipulateurs appartenant à la première classe sont caractérisés par une plate-forme 
mobile soumise à trois forces d’actionnement (visseur de pas zéro), c.-à-d. 
( )
TTT
i i i i= ×  s r sFˆ , (i=1, 2, 3), et à trois moments de contrainte (visseur de pas infini), c.-à-
d. 
TT
i i×=   1 30Mˆ n , (i=1, 2, 3), si est un vecteur unitaire suivant la direction de la droite 
d’application de la force d’actionnement, ri est un vecteur de position d’un point sur cette 
droite et ni est la direction du couple associé au moment de contrainte. Ces forces 
d’actionnement et ces moments de contrainte ont les coordonnées de Plücker des vecteurs 
représentant des droites finies et des droites infinies, respectivement, dans l’espace projectif 
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3P . En conséquence, les colonnes de la transposée de la matrice jacobienne inverse de 
dimension 6×6 sont les coordonnées de Plücker des vecteurs de trois droites finies (forces 
d’actionnement) et trois droites infinies (moments de contrainte). La dépendance entre ces 
droites correspond à la dégénérescence de la matrice jacobienne inverse qui est équivalent à 
un superbracket nul. 
Soit ab, cd, ef, les droites finies qui représentent les trois forces d’actionnement (i=1, 2, 
3), a, c, e sont des points finis et b, d, f sont des points à l’infini, la lettre soulignée caractérise 
un point à l’infini. Le choix des points b, d, f à l’infini et non pas sur la plate-forme mobile 
nous permet d’obtenir plus de simplification dans l’expression de la décomposition du 
superbracket car tous les points à l’infini sont coplanaires. Ces points sont exprimés par leurs 
coordonnées homogènes, c.-à-d. ( )1 0s  ,=
TTb  ( )2 0s  ,=
TTd  ( )3 0s  =
TTf . Puisque toutes les 
droites à l’infini se rencontrent entre elles, les trois moments de contrainte (i=1, 2, 3) peuvent 
être représentées par trois droites à l’infini gh, gi et hi, respectivement où les points g, h et i 
sont définis par leurs vecteurs ×g = n n1 2 , ×h = n n1 3 et ×i = n n2 3 , respectivement. 
A partir de l’Eq. [4.16] et grâce à la répétition de points dans le même crochet, nous 
pouvons simplifier l’expression du superbracket en un nombre réduit de monômes non nuls. 
Par conséquent, la décomposition du superbracket de ce type de manipulateur est réduite à : 
,  ,  ,  ,  ,         =       ab cd ef gh g i h i abdf cgh i egh i  [4.25] 
avec  
( ) ( )( )2   et  s s s n n n     = × ⋅ = = × ⋅     1 2 3 1 2 3abdf egh i cgh i  [4.26] 
où ( )s s s s s s  = = = = × ⋅ 
1 1 1 1
1 1 1
2 2 2 2
2 2 2 1 2 3 1 2 3
3 3 3 3
3 3 3
a b d f
b d f
a b d f
abdf b d f
a b d f
b d f
1 0 0 0
 
et 
( )( )2n n n n n n n n n   = = = × × × = × ⋅   
1 1 1
2 2 2 1 2 1 3 2 3 1 2 3
3 3 3
g h i
egh i cgh i g h i
g h i
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Figure 4.2 : Conditions géométriques des singularités parallèles des manipulateurs avec trois forces 
d’actionnement et trois moments de contraintes 
En conséquence, le manipulateur étudié passe par une singularité quand ( ) 01 2 3s s s× ⋅ =  
ou ( ) 02 3n n n× ⋅ =1 , c.-à-d. quand les surfaces des triangles ghi ou bdf sont nulles. Ces deux 
conditions incluent les cas (b-g) de la Figure 4.2. Chaque sommet du triangle bdf est un point 
à l’infini représentant la direction d’une force d’actionnement. Dans les cas (b,c), les trois 
points à l’infini b, d et f sont colinéaires, donc les trois vecteurs si sont coplanaires. Les cas 
(c,d) se produisent quand au moins deux points à l’infini se coïncident, c.-à-d., quand deux 
vecteurs si sont parallèles. Chaque coté du triangle ghi est une droite à l’infini définie par 
l’intersection à l’infini d’une famille de plans parallèles, les vecteurs ni (i=1, 2, 3) sont 
normaux à ces plans. Les cas (e,f) se produisent quand les trois droites à l’infini se croisent, 
c.-à-d., quand les vecteurs ni sont coplanaires. Dans les cas (f,g), au moins deux droites à 
l’infini sont colinéaires, ce qui implique que leurs plans sont parallèles donc au moins deux 
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vecteurs ni sont parallèles. Notons qu’une autre condition peut apparaître si au moins un 
moment de contrainte dégénère, ce qui signifie qu’au moins l’une des droites gh, gi ou hi 
dégénère en un point. Cette condition est plus en rapport avec l’arrangement des liaisons dans 
chaque chaîne. 
Notons qu’une méthodologie permettant de trouver géométriquement le mouvement 
gagné instantanément aux configurations singulières de la première classe est présentée en 
annexe C. 
2.3.3. Les manipulateurs avec quatre forces d’actionnement et deux 
moments de contraintes 
 
F 1 1 F 12 F 21 
F 22 
M 1 M 2 
b 
f 
d 
a c 
e 
h 
i g 
 Plan à l’ 
 
L2
L3
L1
j
k
l  
(b) 
 
L1 L2 L3
L1 L3
L2
L2
L3
L1
 
(a) (c) 
Figure 4.3 : Conditions géométriques de singularités de manipulateurs ayant quatre forces 
d’actionnement et deux moments de contraintes 
Les manipulateurs appartenant à la deuxième classe sont caractérisés par une plate-forme 
mobile soumis à deux paires de forces concourantes (visseurs de pas zéro) et à deux moments 
de contrainte (visseurs de pas infini).  
Soit ab, cb, de, fe, les droites finies représentant les quatre forces ijFˆ  (i=1, 2, j= 1, 2) et 
soit gh, ih, les droites infinies représentant respectivement les deux moments de contrainte 
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1 30
TT
i× =  Mˆ i n  (i=1, 2), le vecteur ni représente la direction du couple associé au moment 
de contrainte Mˆi . A partir de l’Eq. [4.16] et à cause de la répétition de points dans le même 
crochet, l’expression du superbracket est réduite à:  
[ ][ ] [ ][ ]
[ ][ ] [ ][ ]
,  ,  ,  ,  ,       = − −     
   +   
ab cb de fe gh i h abcd bfeh eg i h abce bfeh dg i h
abcf bdeh eg i h abce bdeh fg i h
 [4.27] 
Après collection des crochets égaux et application de l’Eq. [4.9] causée par la 
permutation des points d, e et f, nous obtenons:  
[ ],  ,  ,  ,  ,       =           
� � �
ab cb de fe gh ih abc d b f eh e gih  [4.28] 
Le terme de droite de l’Eq. [4.28] est le résultat de l’intersection des quatre plans, (abc), 
(dfe), (beh) et (gih) comme démontré dans l’Eq. [4.15]. Le dernier plan étant à l’infini, ses 
intersections avec les trois autres plans sont trois droites à l’infini, ×=   1 30 m
TT
i iL  
(i=1, 2, 3), respectivement, mi (i=1, 2, 3) sont les vecteurs normaux au plan finies. La 
condition géométrique d’existence de singularités de cette classe de manipulateurs parallèles 
inclut les cas suivants: 
- L’un de ces plans dégénère en une droite, 1 2 0× =1 2 3n n m m m ; 
- les quatre plans se coupent en un point commun. Ce cas apparaît quand le triangle jkl 
disparaît, où les point j, k et l sont définis par leurs vecteurs 1 3j m m= × , 1 2k m m= ×  
et 2 3l m m= × , respectivement (voir la Figure 4.3).  
Finalement, la condition d’existence de singularités parallèles peut être exprimée 
vectoriellement par la relation suivante :  
( )1 2 3 0× ⋅ =m m m  [4.29] 
2.3.4. Les manipulateurs avec six forces d’actionnement 
Les manipulateurs appartenant à la troisième classe sont caractérisés par une plate-forme 
mobile soumise à six forces (visseurs de pas zéro) avec au moins deux paires de forces ayant 
des supports parallèles. 
Soit ab, cd, ef, gh, ij, kl, les droites finies représentant les six forces ijF  (i=1, 2, 3, j=1, 2), 
respectivement, où a, c, e, g, i, k sont les points d’attache des droites à la base et les point b, d, 
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f, h, j, l sont les points d’attache des droites à la plate-forme mobile (voir la Figure 4.4a). 
Nous supposons que les droites ef et gh sont parallèles et se coupent donc à l’infini. De même, 
les droites ij et kl sont parallèles et se coupent à l’infini. La décomposition du superbracket de 
ces droites est réduite à:  
[ ],  ,  ,  ,  ,  ,  ,  ,  ,  ,  0 = = ab cd ef gh ij kl am cn eo go ip kp  [4.30] 
où les points à l’infini m, n, o, p sont représentés par leurs vecteurs ,= −m b a  ,= −n d c  
 o ef gh f e h g= ∧ = − = −  et p ij kl j i l k= ∧ = − = − .  
La forme la plus courte de la décomposition du superbracket est obtenue en utilisant 
l’algorithme décrit dans [Ben-Horin 08]. Cette expression correspond aux monômes non nuls 
suivants:  
[ ] [ ]
[ ] [ ]             0
       − −       
       + =       
oegm oncp aipk oega oncp mipk
oegn omap cipk oegc omap nipk
 [4.31] 
Après collection des crochets égaux et application de l’Eq. [4.9] causée par les 
permutations des points m, a et n, c, nous obtenons: 
0          − =                 
� � � �
oncp oeg m a ipk omap oeg n c ipk  [4.32] 
En remplaçant les termes de l’Eq. [4.32] de la façon suivante,  
( )         = − = − =                  
� � � � �
a ipk a i j i k a ijk a iik a ijk  [4.33] 
nous pouvons remplacer quelques points à l’infini par des points finis dans l’Eq. [4.32] et 
obtenir l’expression suivante : 
[ ],  ,  ,  ,  ,            = −                 
� � � �
ab cd ef gh ij kl oncp feg b a ijk omap feg d c ijk  [4.34] 
L’équation [4.34] est détaillée en annexe D; 
En utilisant l’Eq. [4.13], nous prouvons que : 
( ) [ ]
( ) [ ]
 et
     
ijk feg ba tu ba
ijk feg dc tu dc
    = ∧ ∧ = ∧ =      
    = ∧ ∧ = ∧ =      
� �
� �
feg b a ijk tuba
feg d c ijk tudc
 [4.35] 
tu est la droite d’intersection entre les plans des chaînes II et III, c.-à-d., 
( ) ( )= × × ×tu ef eg ij ik . 
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De plus, nous remarquons que:  
( )( ) [ ]
1 1 1 1
1 1 1
2 2 2 2
2 2 2
3 3 3 3
3 3 30 0 1 0
    = = = = + + + =     
o n c p
o p n
o n c p
oncp o p n oepn fe e p e p n feqr
o n c p
o p n
 [4.36] 
( ) ( )( ) [ ]    = = − + + + =     omap oepm f e e e p e p m feqs  [4.37] 
où les point q, r et s sont représentés par leurs vecteurs = +q e p , = +r q n et = +s q m .  
En conséquence, l’expression algébrique invariante associée à l’existence de singularités 
parallèles du manipulateur étudié est exprimée sous la forme suivante: 
[ ][ ] [ ][ ] 0− =feqr tuba feqs tudc  [4.38] 
où [ ] ( )tu ub ab= ⋅ ×tuba  et [ ] ( )tu ud cd= ⋅ ×tudc  avec ( ) ( )= × × ×tu ef eg ij ik  alors : 
[ ] cd N= ⋅feqr  et, [4.39] 
[ ] ab N= ⋅feqs  [4.40] 
où ×N = ef ij  
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Figure 4.4: Conditions géométriques de singularités de manipulateurs parallèles avec six six forces 
d’actionnement 
L’expression ci dessus est géométriquement équivalente à la différence entre les produits 
de deux paires de volume de tétraèdres dont les sommets sont exprimés en fonction des points 
a,b,... l (voir la Figure 4.4a). Cette condition géométrique inclut les cas suivants:  
- les plans des paires de droites parallèles (ab, cd) et (ef, gh) sont coplanaires ou 
parallèles donc =tu 0 ;  
- les droites ef et ij sont parallèles donc N 0= ;  
- les paires de droites (ef, cd) et (ij, ab) sont parallèles ou les paires de droites (ef, ab) et 
(ij, cd) sont parallèles;  
- les droites ab et cd se croisent avec tu et les six forces d’actionnement forment un 
complexe linéaire singulier;  
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- les droites (ef, cd) sont parallèles et les droites (tu, cd) sont coplanaires ou les droites 
(ij, cd) sont parallèles et les droites (tu, cd) sont coplanaires ou les droites (ij, ab) sont 
parallèles et les droites (tu, ab) sont coplanaires ou les droites (ef, ab) sont parallèles et 
les droites (tu, ab) sont coplanaires; 
- les six forces d’actionnement forment un complexe linéaire général exprimé dans l’Eq. 
[4.41]. 
[ ] ( ) [ ] ( )⋅ ⋅ × − ⋅ ⋅ ×      cd N tu ub ab ab N tu ud cd  [4.41] 
2.4. EXEMPLES D’APPLICATION 
Pour illustrer les résultats obtenus dans le paragraphe 2.3, nous analysons les singularités 
de quatre manipulateurs:  
- Le manipulateur 3-UPU; 
- le robot Delta-Linéaire;  
- le manipulateur SMG de McGill;  
- le module parallèle de la machine Verne; 
2.4.1. Analyse de singularités du manipulateur 3-UPU 
Le manipulateur 3-UPU présenté dans la Figure 4.5 a été étudié dans [Merlet 05], [Joshi 
02], [Wolf 03], [Di Gregorio 98].  
La plate-forme mobile est contrôlée par l’intermédiaire de trois actionneurs linéaires 
montés sur trois chaînes identiques et le mouvement de translation est obtenu par un 
arrangement spécial des liaisons cardans (les axes des liaisons cardan liées à la base sont 
parallèles à ceux liées à la plate-forme de la même chaîne).  
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Figure 4.5 : Le manipulateur 3-UPU 
Chaque chaîne a cinq degrés de liberté. En conséquence, elle applique une force 
d’actionnement ( )= ×  s r sFˆ
TTT
i i i i  (i=1, 2, 3), et un moment de contrainte 
1 3×=   Mˆ n
TT
i i0  à la plate-forme mobile, (si est un vecteur unitaire selon la direction de la 
chaîne i, ri est un vecteur de position d’un point sur cette chaîne, in  est le produit vectoriel 
des deux vecteurs associé aux axes de la liaison cardan de base de la chaîne i, il représente 
aussi la direction du couple associée au moment de contrainte Mˆi ). Chaque force 
d’actionnement Fˆi  est un visseur de pas zéro réciproque à tous les twists associés aux liaisons 
de la chaîne i sauf à celui associé à la liaison prismatique actionnée de la même chaîne. 
Chaque moment de contrainte Mˆi  est un visseur de pas infini réciproque à tous les visseurs 
associés aux liaisons de la chaîne i. En conséquence, la transposée de la matrice jacobienne 
inverse du manipulateur 3-UPU peut être exprimée comme suit [Joshi 02],  
1 2 3 1 3 1 3 1 3
1 2 3 1 2 3
1 1 2 2 3 3 1 2 3
0 0 0× × ×−    =    × × × 
s s s ˆ ˆ ˆ ˆ ˆ ˆJ = F F F M M M
r s r s r s n n n
T  [4.42] 
De part la forme de cette matrice jacobienne inverse, le manipulateur 3-UPU peut être 
considéré comme topologiquement équivalent à un manipulateur avec trois droites 
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gouvernantes finies et trois autres infinies. Il appartient donc à la première classe de 
manipulateurs parallèles. 
Selon le paragraphe 2.3.2, ab, cd, ef, sont des droites finies qui représentent les trois 
forces iFˆ  (i=1, 2, 3) et gh, gi et hi, sont des droites à l’infini représentant les trois moments de 
contrainte Mi (i=1, 2, 3). Par conséquent, le manipulateur 3-UPU passe par une singularité 
lorsque (s1xs2). s3=0, ce qui se produit pour les cas (b-d) présentés sur la Figure 4.2. Par 
ailleurs, le manipulateur atteint une singularité de contrainte lorsque (n1xn2).n3=0 ce qui se 
produit pour les cas (e-g) (Figure 4.2). Notons qu’une autre condition peut apparaître quand 
au moins un moment de contrainte dégénère, résultant de la dégénérescence d’une des droites 
gh, gi et hi en un point. Pour le manipulateur 3-UPU, cela se produit si et seulement si une 
articulation de type cardan est remplacée par deux liaisons pivots avec des axes parallèles. 
2.4.2. Analyse de singularités du robot Delta linéaire 
Le robot Delta-Linéaire est composé de trois chaînes identiques (voir la Figure 4.6). Le 
mouvement de la plate-forme mobile est contrôlé grâce à trois parallélogrammes spatiaux et 
par l’intermédiaire de trois actionneurs linéaires montés sur la base. Grâce à ces 
parallélogrammes, le manipulateur exécute un mouvement de translation pure dans l’espace. 
En absence de singularités sérielles, la transposée de la matrice jacobienne inverse de ce 
manipulateur peut être exprimée comme suit,  
11 12 21 22 31 32
−  =  
ˆ ˆ ˆ ˆ ˆ ˆJ F F F F F FT   [4.43] 
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Figure 4.6 : Le robot Delta linéaire 
Les colonnes de −J T  sont des visseurs de pas zéro, ( )= ×  
TTT
ij ij ij ij
ˆ s r sF  (i=1, 2, 3, 
j=1, 2), représentés par des droites finies selon les six segments, sij est un vecteur unitaire 
représentant la direction du segment j de la chaîne i, tandis que rij est un vecteur de position 
d’un point sur ce segment. Chaque force d’actionnement est un visseur réciproque à tous les 
twists associés aux liaisons du segment j de la chaîne i sauf au twist associé à la liaison 
prismatique actionnée de la même chaîne. Il est important de noter que les deux forces 
d’actionnement dans chaque chaîne sont parallèles. 
En outre, ces six forces d’actionnement forment un système de 6 visseurs qui peut être 
remplacé par un autre système équivalent de 6 visseurs en appliquant une transformation 
linéaire à la base du premier système [Zhao 02]. Donc, chaque système de 2 visseurs de pas 
zero parallèles ( )ˆ
TTT
i1 i1 i1 i1= ×  s r sF  et ( )ˆ
TTT
i 2 i 2 i 2 i 2= ×  s r sF , peut être remplacé par un 
autre système équivalent de 2 visseurs dont l’un est un visseur de pas zéro ei i1=ˆ ˆF F  et l’autre 
est un visseur de pas infini ei i1 i2= −ˆ ˆ ˆM F F . 
Le robot de Delta peut être considéré selon le choix de sa matrice jacobienne inverse, 
topologiquement équivalent à un manipulateur de la classe I avec trois droites gouvernantes 
finies et trois autres infinies, ou bien équivalent à un autre de la classe III avec six droites 
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gouvernantes finies. Il est important de noter que nous obtenons les mêmes conditions 
d’existence de singularités dans les deux cas.  
Premièrement, considérerons que ce manipulateur appartient à la première classe de 
manipulateurs parallèles. Selon le paragraphe 2.3.2, ab, cd, ef, sont des droites finies 
représentant trois forces eiFˆ  (i=1, 2, 3) et gh, gi et hi, sont des droites infinies représentant 
trois moments de contrainte eiMˆ  (i=1, 2, 3). Ici, les points b, d, f illustrés sur la Figure 4.2a 
appartiennent aux droites gh, gi et hi, respectivement. Dans ce cas, les configurations 
singulières se produisent pour les cas (b-g) de la Figure 4.2. En conséquence, le robot Delta 
linéaire passe par une singularité quand ( )1 2 3s s s 0× ⋅ =  ou ( )2 3n n n 0× ⋅ =1 . 
Maintenant, supposons que le robot Delta linéaire appartient à la troisième classe de 
manipulateurs parallèles. Selon le paragraphe 2.3.4, ab, cd, ef, gh, ij, kl sont des droites finies 
qui représentent les six forces ijFˆ  (i=1, 2, 3, j=1, 2). Notons que dans ce cas =cd ab . Par 
conséquent, à partir de l’Eq. [4.41], nous obtenons les mêmes conditions singulières que 
celles obtenues dans le paragraphe 2.3.2, à savoir,  
[ ] ( ) ( ) ( )1 2 3 1 2 3⋅ ⋅ × = × ⋅ × ⋅          ab N tu db ab s s s n n n  [4.44] 
où ×N = ef ij . 
En conséquence, le robot Delta linéaire passe par une singularité quand ( )1 2 3s s s 0× ⋅ =  ou 
( )2 3n n n 0× ⋅ =1 . Ainsi, on peut prouver que même en considérant que le robot Delta linéaire 
appartient à deux classes différentes, on obtient les mêmes conditions de singularités. 
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2.4.3. Analyse de singularités du manipulateur SMG de McGill 
(a) 
(b) 
Figure 4.7 : vue de face(a) et représentation CAO (b) du McGill Schönflies-Mouvement Générateur 
(SMG) 
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Le générateur de mouvement de Schönflies de McGill (SMG) a été introduit dans 
[Angeles 06] et est illustré par la Figure 4.7. Ce manipulateur est composé de deux chaînes 
cinématiques identiques possédant chacune quatre ddls. Ces deux chaînes partagent une base 
et une plate-forme mobile communes. Chaque chaîne est composée d’une liaison pivot, suivi 
de deux liaisons coplanaires de type parallélogrammes et d’une autre liaison pivot. Dans ces 
deux chaînes, les deux premières liaisons sont actionnées alors que les deux autres liaisons 
sont passives. En conséquence, les chaînes transmettent un mouvement de quatre ddls à la 
plate-forme mobile, à savoir, trois translations indépendantes et une rotation autour d’un axe 
de direction fixe. 
Donc, chaque chaîne possédant deux actionneurs et quatre degrés de liberté, applique 
deux forces d’actionnement et deux moments de contrainte. Comme les droites gouvernantes 
de ce manipulateur n’avaient jamais été introduites auparavant, ils sont présentés en détail 
dans ce paragraphe. 
Pour la chaîne i, les twists des deux liaisons pivots sont définis par la direction de leurs 
axes et par la position d’un point sur ces axes. Par conséquent, ils sont exprimés comme suit, 
( )ˆ
TTT
1 i1 1i1 = ×  T s r s  et ( )ˆ
TTT
1 i2 1i4 = ×  T s r s , s1 est l’axe de rotation de la liaison pivot 
tandis que ri1 et ri2 sont montrés sur la Figure 4.7. De plus, les deux liaisons parallélogrammes 
planaires peuvent seulement exécuter un mouvement de translation et leurs twists sont définis 
comme suit, ( )ˆ
TT
1 3 i1 ii2 ×= ×  T ut0  et ( )ˆ
TT
1 3 i2 ii3 ×= ×  T ut0 , ui est un vecteur normal aux 
plans des liaisons parallélogrammes de la chaîne i et il est représenté par la direction des axes 
des pivots, tandis que ti1 et ti2 sont les vecteurs représentant la direction des liaisons 
parallélogrammes comme présenté sur la Figure 4.7. 
Les forces d’actionnement et les moments de contrainte sont obtenus en appliquant la 
réciprocité aux twists des liaisons. La force d’actionnement de chacune des chaînes i est 
définie comme suit, ( )ˆ
TTT
i1 i i2 i= ×  u urF  (i=1, 2). Fi1 est réciproque à tous les twists des 
liaisons de la chaîne i sauf à celui associé à la liaison pivot actionnée, c.-à-d. ˆi1T . De même, 
( )ˆ
TTT
i2 i2 i2 i2= ×  tt rF  (i=1,2) est réciproque à tous les twists des liaisons de la chaîne i sauf à 
celui associé à la liaison parallélogramme actionnée, c.-à-d. ˆi2T . De plus, chaque chaîne 
applique deux moments de contrainte à la plate-forme mobile. Ces moments sont caractérisés 
par la direction de leur couple. Notons que si le dernier est orthogonal à s1, son moment de 
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contrainte est réciproque à tous les twists des liaisons. Ici, nous avons quatre couples 
coplanaires, s1 étant la normal à leur plan. Cependant, le manipulateur est sur-contraint et 
seulement deux couples sont nécessaires pour représenter ces moments de contrainte. En 
conséquence, nous choisissons les axes X et Y comme les directions de ces couples, c.-à-d., 
[ ]ˆ TT1 3 ii ×= uM 0  et [ ]ˆ
TT
1 3 ii ×= uM 0 . Ainsi, en l’absence de singularités sérielles, la 
transposée de la matrice jacobienne inverse de ce manipulateur peut être exprimée comme 
suit,  
11 12 21 22 1 2
−  =  
ˆ ˆ ˆ ˆ ˆ ˆJ F F F F M MT  [4.45] 
A partir du paragraphe 2.3.3, ab, cb, de, fe sont des droites finies qui représentant les 
quatre forces ijFˆ  (i=1, 2, j = 1, 2) et gh, ih, sont des droites infinies qui représentent les deux 
moments de contrainte Mi (i=1,2). Comme présenté sur la Figure 4.7, m1 est normal au plan 
(abc), celui ci contient F11 et F12 tandis que m2 est normal au plan (dfe), celui ci contient F21 
et F22. En plus, m3 est normal au plan contenant les vecteurs s1 et r12. À partir de l’Eq. [4.29], 
le SMG passe par une singularité parallèle toutes les fois que (m1xm2).m3=0. Seulement deux 
configurations singulières parallèles sont accessibles par le prototype de SMG, elles sont 
présentées dans la Figure 4.8. Ces deux singularités sont obtenues quand les vecteurs m1 et 
m2 sont parallèles, c.-à-d., leur produit vectoriel devient nul. Il y en a peut être d’autre en 
fonction des dimensions de la machine. 
 
m 1 
m 2 
 
 
m 1 m 2 
 
Figure 4.8 : Deux configurations singulières parallèles 
2.4.4. Analyse de singularités du module parallèle de la machine Verne 
Dans ce paragraphe, nous nous intéressons seulement à l’étude des singularités parallèles 
du module parallèle de la machine Verne (voir Figure 4.9). Donc, en supposant que nous 
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sommes en dehors des singularités sérielles, nous pouvons exprimer la transposée de la 
matrice jacobienne inverse de ce manipulateur comme suit, 
11 12 21 22 31 32
−  =  
ˆ ˆ ˆ ˆ ˆ ˆJ F F F F F FT  [4.46] 
s11
s12
y
r11
r12
r31
r32
r21
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A21A22
A31 A32
x
B22
B12
B11
P
B21
B32
B31
s21
s22
s31
s32
(a) 
 
 
ΙΙ
Ι
ΙΙΙ
F22 F21 F11F12
F31 F32
(b) 
Figure 4.9 : Vue de dessus du schéma (a) et représentation CAO (b) du module parallèle de la 
machine Verne 
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Les colonnes de −J T  sont des visseurs de pas zéro, ( )ˆ
TTT
ij ij ij ij= ×  s r sF  (i=1, 2, 3, j=1, 
2), représentés par des droites finies portées par les six segments, sij est un vecteur unitaire 
suivant la direction du segment j de la chaîne i et rij est un vecteur de position d’un point sur 
ce segment. Chacun de ces visseurs est une force d’actionnement réciproque à tous les twists 
associés aux liaisons du segment j de la chaîne i à l’exception du twist associé à la liaison 
prismatique actionnée de la même chaîne. Il est important de noter que les deux paires de 
forces d’actionnement des chaînes II et III sont parallèles, donc =21 22s s  et =31 32s s . Le 
module parallèle de la machine Verne, possédant une telle matrice jacobienne inverse, 
appartient à la troisième classe de manipulateurs parallèles. Cette classe de manipulateurs a 
été analysée dans le paragraphe 2.3.4. Ici, ab, cd, ef, gh, ij, kl sont des droites finies qui 
représentent les six forces ijFˆ  (i=1, 2, 3, j=1, 2) et les configurations singulières se produisent 
pour les six cas (i-vi) analysés dans le paragraphe 2.3.4 et illustrés sur la Figure 4.4b. 
I
III
II
 
II
I
III
 
(a) (c) 
I
II
III
 
I
III
II
 
(b) (d) 
Figure 4.10 : Quatre configurations singulières parallèles de la machine Verne 
Cependant pour la machine Verne, les configurations singulières existent seulement dans 
les cas suivants : 
- les plans des chaînes II et III sont coplanaires ou parallèles donc =tu 0  avec tu la 
droite d’intersection entre ces deux plans (voir Figure 4.10a);  
- les droites AijBij (i=2,3 et j=1,2) sont parallèles (voir Figure 4.10b);  
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- les six forces d’actionnement forment un complexe linéaire général exprimé dans 
l’Eq. [4.41] (voir Figure 4.10c, d). 
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Figure 4.11 : Surface des singularités parallèles et la frontière de l’espace de travail de la machine 
Verne dans l’espace opérationnel 
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Figure 4.12 : Surface des singularités parallèles et la frontière de l’espace de travail de la machine 
Verne dans l’espace articulaire 
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Les conditions géométriques nous permettent de visualiser les configurations singulières 
et même de factoriser le déterminant de la matrice jacobienne pour obtenir des expressions 
moins compliquées à résoudre et utiles au stade de la conception préliminaire. Cependant, il 
reste indispensable de vérifier que les singularités parallèles ne sont pas dans l’espace de 
travail d’où l’importance des méthodes numériques. Ainsi, nous développons un algorithme 
numérique applicable seulement à une classe de manipulateurs ayant une liaison prismatique 
active comme première liaison dans chaque jambe comme la machine Verne. Nous utilisons 
cet algorithme présenté en annexe E pour vérifier l’absence des singularités parallèles dans 
l’espace de travail de la machine. Les figures 4.11 et 4.12 montrent que l’espace de travail de 
la machine Verne est bien exempt des singularités parallèles.  
3. CONCLUSION 
Ce chapitre a introduit une méthodologie basée sur l’Algèbre de Grassmann-Cayley pour 
déterminer géométriquement les configurations singulières de manipulateurs parallèles à 
mobilités restreintes. Il est important de noter que les chaînes de ces manipulateurs peuvent 
transmettre des forces et/ou couples à la plate-forme mobile. Les manipulateurs à mobilités 
restreintes et ceux dont certaines chaînes ne possèdent pas de liaison sphérique passive 
appartiennent à cette catégorie. Dans les travaux précédents, l’analyse des singularités 
parallèles par l’intermédiaire de l’AGC a été limitée aux manipulateurs dont les chaînes ne 
transmettent que des forces pures à la plate-forme mobile. En plus le concept des éléments à 
l’infini permet d’analyser les singularités parallèles des manipulateurs possédant des droites 
gouvernantes parallèles. Cette caractéristique est propre aux manipulateurs possédant des 
chaînes sous forme des parallélogrammes. L’analyse des singularités parallèles par 
l’intermédiaire de l’AGC est utile dans l’étape de la conception préliminaire des 
manipulateurs où les paramètres géométriques ne sont pas connus. Dans ce chapitre, trois 
classes de manipulateurs parallèles à mobilités restreintes ont été traités suivant les 
caractéristiques de leurs droites gouvernantes. La première classe inclut les manipulateurs à 
trois forces d’actionnement et trois moments de contraintes. La deuxième classe inclut des 
manipulateurs à deux paires de forces d’actionnement concourantes et deux moments de 
contraintes. La troisième classe inclut des manipulateurs à six forces d’actionnement ayant au 
moins deux paires de leurs droites gouvernantes parallèles. De plus, les singularités de quatre 
manipulateurs: i) le manipulateur 3-UPU, ii) le robot Delta-Linéaire, iii) le robot générateur 
du mouvement de Schönflies de l’université de McGill (SMG) et iv) le module parallèle de la 
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machine Verne, ont été analysées comme exemples applicatifs. Finalement, une signification 
physique et une interprétation géométrique des configurations singulières de ces trois classes 
de manipulateurs parallèles à mobilités restreintes ont été déterminées.  
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                                                         CHAPITRE 5 
 
 
MODELISATION DYNAMIQUE DES 
MANIPULATEURS PARALLELES A 
MOBILITES RESTREINTES 
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NOTATIONS 
n Nombre de degrés de liberté, 
m nombre de jambes de la structure parallèle, 
in  nombre des variables articulaires de la jambe i  de la structure arborescente équivalente 
N nombre des variables articulaires actives du manipulateur parallèle, 
iuq  vecteur ( in 1× ) des variables articulaires de la jambe i  de la structure arborescente 
iq  vecteur ( 6 1× ) des variables articulaires réelles et fictives de la chaîne cinématique i  
de la structure parallèle 
auq  vecteur (N×1) des variables articulaires actives du manipulateur parallèle, 
aq  vecteur des variables articulaires actives et fictives du manipulateur parallèle, 
iX  vecteur des coordonnées opérationnelles du dernier corps de la chaîne cinématique i , 
X  vecteur des coordonnées opérationnelles du manipulateur parallèle, 
Pv  vitesse linéaire de la plate-forme mobile par rapport à sa base 
Pω  vitesse angulaire de la plate-forme mobile par rapport à sa base 
Pv  vecteur (6×1) du torseur cinématique de la plate-forme mobile, 
Biv  vecteur de la vitesse cartésienne terminale de la jambe i 
PJ  matrice jacobienne cinématique ( 6 N× ) du robot, qui exprime la vitesse de la plate-
forme mobile Pv  en fonction des vitesses des articulations actives, auq . On utilisera la 
notation suivante : P P auJ / q= ∂ ∂ �v . 
iJ  matrice jacobienne cinématique de la jambe i 
viJ  matrice permettant de ramener Pv  au point d’attache entre la jambe i et la plate-forme 
P  résultante des efforts (forces et moments) requis pour bouger la plate-forme mobile, 
Γ  forces/couples des articulations motorisées, 
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1. INTRODUCTION 
Les robots parallèles sont utilisés dans des nombreuses applications, en particulier la 
manutention, l’usinage à grande vitesse, la peinture, la soudure et l’assemblage mécanique. 
Ces applications requièrent des caractéristiques très élevées en termes de performances 
dynamiques, que seuls les robots parallèles sont capables d’atteindre, ce qui a suscité une 
abondante littérature sur la modélisation dynamique des manipulateurs parallèles pour leur 
commande. Deux problèmes sont liés à la modélisation dynamique : le modèle dynamique 
inverse qui donne les forces/couples des actionneurs requis pour produire un mouvement 
selon une trajectoire donnée, ce modèle est utilisé dans la commande des robots; le modèle 
dynamique direct qui donne l’accélération de la plate-forme du robot correspondant aux 
forces/couples actionneurs donnés en suivant une trajectoire et une vitesse imposée à la plate-
forme, ce modèle est souvent utilisé dans les algorithmes de simulation des robots. Le 
problème dynamique inverse est plus simple à développer que le problème dynamique direct. 
Plusieurs études de recherche ont été menées pour la modélisation dynamique des robots 
à structures complexes, citons les travaux de [Wittenburg 77, Orin 81, Luh 85, Kleinfinger 
86, Nakamura 88] sur la modélisation dynamique des chaînes cinématiques à structure 
fermée; les travaux de [Hoffman 79, Fichter 86, Do 88, Reboulet 91, Nguyen 92, Ji 93, 
Lebret 93, Dasgupta 98a et 98b, Guegan 03] qui ont traité le cas de la plate-forme de 
Gough-Stewart, un robot parallèle à six degrés de liberté; les travaux de [Sugimoto 87, 
Sugimoto 89, Ma 89, et Codourey 91] qui portent sur la modélisation dynamique des robots 
à trois degrés de liberté planaires et spatiaux. [Clavel 91, Pierrot 91] se sont intéressés à un 
robot spatial à 4 degrés de liberté, le robot Delta. [Pierrot 91, Bégon 95] ont travaillé sur le 
robot Hexaglide, un robot spatial à six degrés de liberté.  
Différents formalismes mécaniques ont été utilisés pour obtenir le modèle dynamique 
d’un robot parallèle, par exemple [Lee 88, Miller 92, Geng 92, Lebret 93, Ait-Ahmed 93, 
Bhattacharya 97 et 98, Liu 00] ont employé le formalisme de Lagrange-Euler. Le principe 
du travail virtuel a été employé par [Clavel 91, Codourey 97, Tsai 00], cette technique a 
l’avantage de ne pas ouvrir la structure fermée. Le principe de Hamilton a été employé dans la 
modélisation dynamique par [Miller 95 et 04]. D’autre part, le formalisme de Newton-Euler a 
été utilisé par [Do 88, Pierrot 89, Sugimoto 89, Codourey 91, Reboulet 91, Ji 93, Gosselin 
93, Gugliemetti 94, Dasgupta 98a, 98b, et 99, Khalil 04a, Ibrahim 04]. 
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Dans ce chapitre, nous nous intéressons aux modèles dynamiques établis dans [Ibrahim 
06]. Ces modèles sont obtenus en termes de modèles dynamiques des jambes exprimés en 
fonction des variables articulaires (variables lagrangiennes) et de la dynamique de la plate-
forme exprimée en fonction des variables cartésiennes (variables eulériennes). Les modèles 
dynamiques des jambes et de la plate-forme sont ensuite projetés sur les axes des articulations 
motorisées (actives) par l’intermédiaire de matrices jacobiennes appropriées. Les jambes étant 
perçues dans leur points de connections avec la plate-forme, leurs modèles dynamiques et 
cinématiques sont obtenus en utilisant les méthodes classiques des robots série. Cependant, la 
dynamique de la plate-forme est obtenue par les équations de Newton-Euler qui donnent la 
résultante des forces et moments appliqués sur un corps solide en mouvement. 
Dans ce travail, nous reprenons la méthode établie dans [Khalil 06, Ibrahim 06] pour la 
modélisation dynamique directe et inverse des robots parallèles. Cette méthode permet de 
modéliser les robots parallèles de façon complète en considérant l’ensemble des corps du 
mécanisme. Nous adaptons cette méthode pour pouvoir l’appliquer aux robots à mobilités 
complexes. Nous ajustons les matrices jacobiennes utilisées dans la modélisation dynamique 
de ces robots de façon à ne pas perdre leur sens physique et de rendre l’étude plus 
systématique. Cette démarche va nous permettre de calculer les modèles dynamiques de la 
machine Verne, un robot à mobilité complexe, sans ajouter des contraintes supplémentaires. 
Ce chapitre est organisé de la manière suivante : dans le paragraphe 2, nous généralisons 
la méthode établie dans [Khalil 06, Ibrahim 06] en proposant une nouvelle méthode pour 
obtenir les matrices jacobiennes utilisées dans le calcul des modèles dynamiques. Dans le 
paragraphe 3, nous appliquons cette méthode pour obtenir les modèles dynamiques inverse et 
direct de la machine Verne. 
2. MODELES DYNAMIQUES DES ROBOTS PARALLELES 
2.1. MODELE DYNAMIQUE INVERSE DES ROBOTS PARALLELES 
Le modèle dynamique inverse (MDI) d’un robot parallèle représente la relation entre les 
forces/couples des articulations motorisées et les positions, vitesses, accélérations 
opérationnelles de la plate-forme. Ce modèle s’exprime par la relation suivante : 
( )0 P P PΓ f T , , = �v v  [5.1] 
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0
PT  Matrice de transformation qui définit le repère plR  fixé à la plate-forme mobile dans le 
repère de base 0R  
Pv  vecteur (6×1) du torseur cinématique de la plate-forme composé des vitesses linéaires 
et angulaires du repère plR  :  
T
 =  
T T
P P Pv ωv  [5.2] 
Pv  vecteur (3×1) de la vitesse linéaire de l’origine du repère plR , 
Pω  vecteur (3×1) de la vitesse angulaire du repère plR , 
P�v  vecteur (6×1) composé des accélérations linéaires et angulaires du plR  :  
T
 =  
T T
P P Pv ωv   [5.3] 
Pv  vecteur (3×1) de l’accélération linéaire de l’origine du repère plR , 
Pω  vecteur (3×1) de l’accélération angulaire du repère plR . 
Le modèle dynamique inverse des robots parallèles à mobilités restreintes est exprimé en 
fonction des positions, vitesse et accélération correspondant aux ddls indépendants de la 
plate-forme. Ce modèle est calculé à partir de l’Eq. [5.1] en exprimant, respectivement, Pv  et 
Pv  en fonction des éléments de vitesses et d’accélérations indépendants du repère de la plate-
forme : 
P r r=v a v  [5.4] 
P r r r r= +v a v a v   [5.5] 
rv  Vecteur ( n 1× ) de la vitesse de la plate-forme correspondant aux n ddls indépendants, 
rv  vecteur ( n 1× ) de l’accélération de la plate-forme correspondant aux ddls indépendants, 
ra  matrice ( 6 n× ) exprimant Pv  en fonction de rv . 
2.1.1. Méthode du calcul du modèle dynamique inverse 
La méthode développée dans [Khalil 04, Ibrahim 06] pour la modélisation dynamique 
des robots parallèles aboutit à l’équation compacte suivante : 
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u
Tm
T i
P P i
i=1 P
q
Γ = J + H
  ∂   ∂  
∑ v

 [5.6] 
P  résultante des efforts (forces et moments) appliqués sur la plate-forme mobile, 
m nombre de jambes de la structure parallèle, 
PJ   matrice jacobienne cinématique du robot (6×N), qui exprime la vitesse de la plate-
forme mobile Pv  en fonction des vitesses des articulations actives auq  : 
∂
=
∂
P
P
au
J
q
v
�
 [5.7] 
N nombre des variables articulaires actives du manipulateur parallèle 
Cette équation consiste à décomposer la structure parallèle en deux sous systèmes : la 
plate-forme et la structure arborescente composée de la base et des jambes. La dynamique de 
la plate-forme, P , est calculée en fonction des variables opérationnelles (vitesse et 
accélération cartésiennes de la plate-forme), tandis que les modèles dynamiques des jambes, 
iH , sont calculés en fonction des variables articulaires ( )u u u, ,i i iq q q   sans considérer les 
articulations passives entre la plate-forme et les jambes. Le modèle dynamique inverse du 
robot exprimé dans l’espace opérationnel est obtenu par la somme de la dynamique de la 
plate-forme et des dynamiques des jambes après avoir projeté ces derniers dans l’espace 
opérationnel. Les couples articulaires actifs sont obtenus par la projection du modèle 
dynamique du robot exprimé dans l’espace opérationnel sur les axes des articulations actives. 
Pour projeter les dynamiques des jambes dans l’espace opérationnel, on utilise la jacobienne 
u /i Pq∂ ∂v  liant l’espace articulaire (sans les articulations passives entre la plate-forme et les 
jambes) et l’espace opérationnel, et pour projeter la dynamique du robot dans l’espace des 
articulations actives on la multiplie par la transposée de la matrice jacobienne du robot, TPJ . 
Dans la suite, nous utilisons le terme chaîne pour designer la structure sérielle ouverte 
liant la base à la plate-forme, et le terme jambe pour designer la partie de la chaîne n’incluant 
pas les articulations passives fixés à la plate-forme. En conséquence, on définit dans l’espace 
articulaire les variables suivantes : 
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iq  vecteur composé de toute les variables articulaires de la chaîne i , 
iuq  vecteur ( in 1× ) composé des variables articulaires de la jambe i  sans considérer les 
articulations entre les jambes et la plate-forme. 
2.1.2. Dynamique de la plate-forme 
La résultante des efforts (forces et moments) appliqués au centre de la plate-forme mobile, 
P , est calculée en utilisant les équations de Newton-Euler suivantes [Featherstone 83, 
Khalil 99] : 
( )
( )
 − 
  
   
P P PP
P P
P P PP
ω × ω ×MSv g
= +
ω × I ωω
 


 [5.8] 
où 
g  accélération de la pesanteur, 
d3I  matrice identité de dimension (3×3), 
 [5.9] 
P  matrice d’inertie spatiale (6×6) de la plate-forme : 
^
P
^
M  
 
 
Pd3
P
P P
I -MS
=
MS I
  [5.10] 
PM  masse de la plate-forme, 
PI  matrice d’inertie (3×3) de la plate-forme autour de l’origine du repère plR , 
P P P
P P P
P P P
XX XY XZ
XY YY YZ
XZ YZ ZZ
pI
 
 =  
  
 [5.11] 
PMS  premier moment d’inertie de la plate-forme autour de l’origine du repère plR  : 
[ ]TP P PMX MY MZ=PMS  
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^
PMS  désigne la matrice antisymétrique (3 3)  associée au vecteur :× PMS  
P P^
P P
P P
0 -MZ MY
MZ 0 -MX
-MY MX 0
 
 
 
  
PMS =  [5.12] 
2.1.3. Dynamique des jambes 
Le modèle dynamique inverse d’une jambe i, iH , est exprimé en fonction des variables 
articulaires de la jambe i ( )u u u, ,i i iq  q  q  . Ces variables sont obtenues en fonction des positions, 
vitesse et accélération de la plate-forme en utilisant les modèles géométriques et cinématiques 
inverses des jambes. On note que iH  est indépendant des articulations passives entre les 
jambes et la plate-forme, donc uiq  n’inclut pas ces variables. 
Dans cette étude, nous calculons iH  en utilisant le logiciel de calcul symbolique 
SYMORO+ (SYmbolic MOdelling of RObots). Ce logiciel utilise les techniques de calculs 
symboliques avec des variables intermédiaires [Khalil 97], l’algorithme récursif de Newton-
Euler et calcule les paramètres inertiels de base [Khalil 87], ce qui nous permet de réduire le 
coût en nombre d’opérations du modèle obtenu. Notons qu’il existe dans la littérature de 
nombreuses autres méthodes pour le calcul de iH , [Hollerbach 80, Luh 80, Craig 86, Khalil 
87, Renaud 80, Ploen 99].  
2.1.4. Matrices Jacobiennes 
L’un des problèmes fréquents dans l’étude cinématique des manipulateurs parallèles à 
mobilités restreintes est de pouvoir établir une matrice jacobienne du manipulateur de 
dimension 6×6. L’obtention d’une matrice de telle dimension permet de détecter toutes les 
singularités parallèles de ces manipulateurs mais en même temps elle nous permet d’obtenir 
une forme compacte et générale du modèle dynamique valable pour tous les manipulateurs 
sans se soucier de leurs degrés de liberté. 
Dans ce chapitre, nous proposons une méthode qui nous permet de calculer 
systématiquement la matrice jacobienne parallèle 6×6 d’un manipulateur parallèle à mobilités 
restreintes. Un tel manipulateur est constitué des chaines cinématique à moins de six ddls 
chacune, cependant, pour pouvoir établir une matrice jacobienne de dimension 6×6, il faut 
traiter ces chaines comme des chaînes à six ddls. Pour cette raison des articulations fictives 
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supplémentaires sont ajoutées à chaque chaîne de moins de six ddls. Ces articulations fictives 
sont bloquées [Tanev 08]. Nous affectons une vitesse nulle à chacune des articulations 
fictives. La matrice jacobienne obtenue lie le vecteur du torseur cinématique de la plate-
forme, Pv , aux vitesses des articulations actives réelles et fictives, aq . La matrice jacobienne 
cinématique du robot (6×N) est obtenue en sélectionnant les colonnes de la matrice 
jacobienne 6×6 correspondant aux variables articulaires actives réelles, auq . 
2.1.4.1. La jacobienne d’une chaine cinématique i 
Le modèle cinématique direct du premier ordre d’une chaîne cinématique i donne la 
vitesse Biv  du repère BiΣ  fixé à la plate-forme mobile en Bi (Bi est le point d’attache entre la 
chaîne i et la plate-forme) et parallèle à plR . La vitesse Biv  est exprimée en fonction des 
vitesses articulaires de la chaîne cinématique i, iq  (en considérant les vitesses articulaires 
entre les chaînes et la plate-forme) : 
Bi iiJ q=v  [5.13] 
La forme vectorielle de la jacobienne d’une chaîne cinématique ouverte à six articulations 
est la suivante [Khalil 02] :  
( ) ( ) ( )1 1 6 k k 6 6 6 6 6 6 6
i
1 6 6
1 1 1, k k k, ,
1 k k
a a L a a L a a L
J
a a a
 σ + σ × σ + σ × σ + σ ×
=  
σ σ σ  
 
 
 [5.14] 
avec :  
aj vecteur unitaire porté par l’axe zj de l’articulation j et que σj = 1 ( jσ = 0) si 
l’articulation j est prismatique et jσ = 0 ( jσ = 1) si elle est rotoïde 
6j,L  vecteur d’origine Oj (origine du repère jΣ ) et d’extrémité Bi (origine du repère BiΣ ). 
Le calcul de u Bi/iq∂ ∂v  est obtenu en inversant la matrice jacobienne de la chaîne cinématique 
i, iJ , puis en sélectionnant les lignes correspondant aux vitesses articulaires uiq  utilisées dans 
le calcul du modèle dynamique inverse de la jambe i. 
( )u i
Bi
1..n ,:∂ =
∂
-1i
i
q J
v

 [5.15] 
où 
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ni nombre des articulations utilisées dans le calcul du MDI d’une chaine cinématique i 
La notation ( )i1..n ,:  représente les lignes de 1i−J  correspondant aux articulations utilisées 
dans le calcul du MDI d’une jambe i. 
Le modèle cinématique inverse d’une jambe i exprime les vitesses de ces articulations uiq  
en fonction de la vitesse du repère BiΣ . Ce modèle est obtenu à partir de l’Eq. [5.15] par la 
relation suivante : 
( )u i Bi1..n ,:-1i iq J= v  [5.16] 
2.1.4.2. La jacobienne liant la vitesse de la plate-forme à la vitesse du BiΣ  
La matrice jacobienne, viJ , permet d’exprimer la vitesse du repère BiΣ , Biv  (6×1), en 
fonction de la vitesse de la plate-forme, Pv , en utilisant la relation de transfert du torseur 
cinématique : 
Bi vi PJ=v v  [5.17] 
^
Bi
vi
  ∂
  =
∂  
id3
P3 d3
I - PBJ =
0 I
v
v
 [5.18] 
où 
30  matrice nulle de dimension (3×3) 
iPB  vecteur entre l’origine de la plate-forme mobile et le point d’articulation iB  
i
^
PB  matrice antisymétrique de préproduit vectoriel associé au vecteur iPB  : 
i,3 i,2^
i i,3 i,1
i,2 i,1
P
-
B -
-
0 PB PB
PB 0 PB
PB PB 0
 
 =  
  
 [5.19] 
2.1.4.3. La jacobienne du robot 
La matrice jacobienne (6×6) du robot lie la vitesse de la plate-forme, Pv , aux vitesses des 
articulations actives et fictives, aq . L’inverse de cette matrice est exprimée par la relation 
suivante : 
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1 k 6
      ∂ ∂ ∂ ∂
 =      ∂ ∂ ∂ ∂       
TT T T
a a a a
P P P P
q q q q
v v v v� � � �
   
  [5.20] 
Le calcul de k /a Pq∂ ∂ v�  (1×6) est obtenu en exploitant la structure de la chaîne cinématique 
contenant l’articulation active k, en utilisant la relation suivante : 
( )k k Bi k
Bi
,:∂ ∂ ∂= =
∂ ∂ ∂
-1a a
i vi
P P
q q J a J
� �
v
v v v
 
 [5.21] 
La notation ( )k ,:a  représente les lignes ka  correspondant aux articulations actives et fictives 
dans la chaîne cinématique i. 
La transposée de la matrice jacobienne inverse (6×6) est obtenue en introduisant les termes de 
l’Eq. [5.21] dans l’Eq. [5.20] : 
( ) ( ) ( )1 k 6,: ,: ,:
 ∂  =   ∂ 
T
T -T T -T T -Ta
vi i vi i vi i
P
q J J a J J a J J a
v�

  [5.22] 
La matrice jacobienne (6×N), PJ , utilisée dans le calcul du MDI est obtenue en inversant la 
matrice /∂ ∂a Pq v�  exprimée par l’Eq. [5.22] et en ne retenant que les colonnes correspondant 
aux variables articulaires actives puisque la vitesse des articulations fictives est nulle. 
Pour mieux illustrer la méthodologie utilisée pour le calcul des matrices jacobiennes, 
nous calculons la matrice jacobienne du robot 3 RPS en annexe F. 
2.1.5. Equation Générale du MDI des robots parallèles 
En introduisant la relation [5.22] dans l’Eq. [5.6] et en tenant compte des Eqs. [5.15, 
5.18], l’expression du MDI défini par l’Eq. [5.6] est obtenue sous la forme suivante [Khalil 
06, Ibrahim 06] :  
( )
m
a p
i i i i
i 1
:,
=
 
= +  
 
∑T T -TP P vΓ H J + J J p H  [5.23] 
où : 
aH  vecteur des forces/couples des actionneurs de la structure ouverte, il correspond aux 
valeurs des composantes de iH  relatives aux articulations motorisées (pour i = 1 à m) 
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p
iH  vecteur des forces/couples des articulations passives de la jambe i pour i= 1 à m 
La notation ( )i:,p  représente les colonnes ip  correspondant aux articulations passives dans la 
jambe i (notation MATLAB),  
Finalement le MDI défini par l’Eq. [5.23] est exprimé sous la forme compacte suivante 
[Ibrahim 06]: 
( ) ( ) ( )
a p
1 1
a p
2 2
1 1 1 2 2 2 m m m
a p
m m
:, :, :,
    
    
     = +      
            
T T -T T -T T -T
P P v v v
H H
H H
Γ J + J J p J J p J J p
H H

 
  [5.24] 
Cette forme simplifie davantage le modèle en évitant les multiplications des 
forces/couples actives par les matrices de projection.  
En interprétant physiquement chaque terme de cette équation, nous constatons que les 
termes à l’intérieur des parenthèses représentent la somme totale entre les forces/couples 
nécessaires pour bouger la plate-forme, P , et les forces/couples transmis par les articulations 
passives pour pouvoir bouger les chaînes cinématiques. Le terme ( )i i i:,T -TvJ J p  est le vecteur 
du torseur statique transmis par l’intermédiaire de la liaison passive ip  ayant 
p
iH  comme 
intensité. Ainsi, la matrice TPJ  permet la projection de ces forces/ couples selon les axes des 
articulations actives. aiH  est l’intensité du torseur statique transmis par l’articulation active 
ka . 
2.2. MODELE DYNAMIQUE DIRECT DES ROBOTS PARALLELES 
Le modèle dynamique direct (MDD) d’un robot donne l’accélération cartésienne de la 
plate-forme Pv  en fonction des forces/couples des actionneurs Γ  et en fonction de la 
position, 0 PT  et la vitesse Pv  de la plate-forme : 
( )0P P P= f T , , Γ�v v  [5.25] 
2.2.1. Méthode de Calcul du modèle dynamique direct 
Le modèle dynamique direct d’un robot parallèle est obtenu à partir du modèle 
dynamique inverse [Ibrahim 06] en substituant les accélérations articulaires des jambes iuq  
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en fonction des accélérations de la plate-forme P�v  dans l’expression du modèle dynamique 
inverse iH  de la jambe i. 
2.2.2. Décomposition du modèle dynamique inverse de la jambe i 
Le modèle dynamique iH  de la jambe i est décomposé en utilisant le formalisme de 
Lagrange sous la forme : 
( ) ( )u u u u u ui i i i i i i i iH q , q , q = A q + h q , q     [5.26] 
où  
iA  matrice d’inertie de la jambe i, ses éléments sont fonction des variables articulaires iq  
ih  vecteur des forces de Coriolis, centrifuges et de gravité 
2.2.3. Calcul des accélérations articulaires de la jambe i 
Les accélérations articulaires iq  de la chaîne i sont calculées en utilisant le modèle 
cinématique du second ordre de cette chaîne. Ce modèle est obtenu après dérivation de 
l’équation [5.13], tel que : 
Bi i i i i= J q + J qv    [5.27] 
L’équation [5.17] permet après dérivation d’exprimer l’accélération du BiΣ  en fonction de la 
vitesse et de l’accélération de centre de la plate-forme: 
Bi vi P vi P= J + J v v v  [5.28] 
A partir des Eqs. [5.27] et [5.28] on obtient l’expression des accélérations articulaires de la 
chaîne i: 
( ) ( )Bi − −-1 -1i i i i i vi P vi P i iq = J J q = J J + J J q     v v v  [5.29] 
Les accélérations articulaires de la jambe i sont obtenues en sélectionnant les ni premières 
lignes dans la matrice jacobienne inverse de la chaîne i de l’Eq. [29]: 
( )( )u i1..n ,: −-1i i vi P vi P i iq = J J + J J q  v v  [5.30] 
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2.2.4. Equation General du MDD des robots parallèles 
Le modèle dynamique direct est obtenu en substituant [5.8], [5.26] et [5.30] dans [5.6]. 
En conséquence l’accélération de la plate-forme Pv  est exprimée par la relation suivante 
[Ibrahim 06] : 
  ∂   ∂  
T
-1 au
P robot robot
P
q= A Γ - hv
v


�
 [5.31] 
avec : 
∑
m
T
robot P vi Xi vi
i=1
A = + J A J  [5.32] 
( )
( ) ( )( ){ }
P
^
M  
  
    
∑
md3P P P T
robot vi Xi vi P i i Xi
i=1P P P P
Iω × ω ×MS
h = - g + J A J - J q + h
ω × I ω MS
v    [5.33] 
robotA  matrice d’inertie totale du robot dans l’espace cartésien 
XiA  matrice d’inertie de la jambe i exprimée dans l’espace cartésien de son repère 
terminal : 
( ) ( )i i:,1..n 1..n ,:-T -1Xi i i iA = J A J  [5.34] 
Xih  vecteur des forces de Coriolis, centrifuge et de gravité exprimé dans l’espace cartésien 
du point terminal de la jambe i : 
( )i:,1..n-TXi i ih = J h  [5.35] 
ih  est calculé en utilisant le modèle dynamique inverse de la jambe i avec uiq = 0 ,  
( )u u u, ,=i i i i ih H q q q = 0   [5.36] 
Le terme i iJ q   est calculé directement en dérivant la matrice jacobienne de la chaîne 
cinématique i et en la multipliant par la vitesse des variables articulaires iq . Une autre façon 
moins coûteuse en nombre d’opérations consiste à exprimer i iJ q   en fonction de l’accélération 
du BiΣ  en utilisant le modèle cinématique du second ordre de la chaîne cinématique i défini 
par l’Eq. [5.27] avec iq = 0  [Khalil 87]. L’accélération du BiΣ  est exprimée en fonction des 
vitesses et des accélérations articulaires en utilisant le formalisme de Newton-Euler.  
( )Bi , ,=i i i i iJ q q q q = 0v     [5.37] 
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Finalement, pour obtenir l’accélération de la plate-forme correspondant aux ddls 
indépendants, nous substituons l’Eq.[5.5] dans l’Eq.[5.31] 
( ) 1r r r r r r
−   ∂ −  ∂  
T
T T au
robot robot robot
P
q= A Γ - h Av a a a a v
v


�
 [5.38] 
3. APPLICATION DES MODELES A LA MACHINE VERNE 
3.1. DESCRIPTION DU MODULE PARALLELE DE LA MACHINE VERNE 
Le module parallèle de la machine Verne exécute un mouvement complexe défini comme 
une combinaison simultanée de translation et de rotation (Figure 5.1). Ce mouvement 
complique la modélisation dynamique de la machine Verne. 
 
 
Figure 5.1 : Le module parallèle de la machine Verne 
Dans le contexte de ce travail, nous supposons que le module parallèle possède six ddls 
au lieu de trois en coupant virtuellement chacune de ces chaines cinématiques en deux. Nous 
obtenons un nouveau manipulateur composé de six chaînes cinématiques. Chaque chaîne est 
constituée d’une jambe liant une partie de la liaison prismatique à la plate-forme mobile par 
l’intermédiaire de deux liaisons sphériques. Nous affectons une vitesse égale pour chacune 
des parties de la même liaison prismatique. L’intérêt de couper chaque liaison prismatique en 
deux est de ne pas avoir à modéliser des chaînes cinématiques à boucle fermée et d’avoir en 
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même temps des chaînes à six ddls. Nous appliquons l’Eq. [5.6] au nouveau manipulateur 
pour obtenir, après arrangement de la matrice jacobienne du robot, les modèles dynamiques 
du module parallèle de la machine Verne. 
3.2. DESCRIPTION GEOMETRIQUE DE LA STRUCTURE ARBORESCENTE 
 
  
Articulation 
prismatique 
motorisée 
Plate-forme isolée 
Base 
 
Rotoïde 
3i 
i      1         2        3             4        5        6 
2i 
1i 
R0 
Rpl ΣBi 
 
Figure 5.2 : Structure arborescente équivalente minimale du module parallèle de la machine Verne 
La structure arborescente équivalente minimale est obtenue en isolant la plate-forme [Ait-
Ahmed 93] (Figure 5.2). Chaque chaîne k est divisée en 2 jambes notées 2k-1 et 2k pour 
k=1, 2, 3. Ainsi la chaîne I est constituée des jambes 1 et 2, la chaîne II est constituée des 
jambes 3 et 4 et la chaine III est constituée des jambes 5 et 6. En conséquence, cette structure 
est composée de six jambes dont chacune possède une articulation prismatique motorisée et 2 
articulations rotoïdes passives. En effet, les rotules liées à la plate-forme mobile ont été 
supprimées. 
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3.2.1. Description géométrique des jambes de la structure arborescente 
 
P
A11
B11
A12B12
A21
B21
A22
B22
A31
B31
A32
B32
y
x
yP
xP
 
Figure 5.3 : Les paramètres permettant de placer les repères des liaisons prismatiques par rapport au 
repère de la base 
Chaque jambe de la structure arborescente est une structure série composée de trois 
articulations et de trois corps (voir Figure 5.2). Les axes des liaisons prismatiques de chaque 
jambe sont parallèles et passent par les points Aij comme indiqué sur la Figure 5.3.  
  
(a) (b) 
Figure 5.4 : Placement des repères des jambes : (a), i=1,2 et (b), i=3..6 
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La notation de [Khalil 86] est utilisée pour placer les repères liés aux corps de chaque 
jambe par rapport au repère de la base (voir Figure 5.4) :  
- l’axe zj est porté par l’axe de l’articulation j ; 
- l’axe xj est porté par la perpendiculaire commune aux axes zj et un des axes des 
articulations suivantes ; 
- uj est porté par la perpendiculaire commune aux axes za(j) et zj. Pour une structure série 
l’axe xa(j) est colinéaire à uj, sinon xa(j) est choisi selon un des axes uj. 
Ji a(ji) µji σ ji γ ji b ji α ji d ji θ ji rji 
          
1i 0 1 1 γ1i 0 0 d1i θ 1i r1i=q1iu 
2i 1i 0 0 0 0 α 2i 0 q2iu r2i 
3i 2i 0 0 0 0 α 3i 0 q3iu 0 
4i 3i 0 2 0 0 α 4i d4i 0 0 
Pour i = 1, …, 6 et γ11 = γ12 = α 14 = α 24 = α 32 = α 42 = α 52 = α 62 = 0 
Tableau 5.1 : Paramètres géométriques de la jambe i (pour i = 1 à 6) 
Les transformations entre ces différents repères sont déterminées en fonction des 
paramètres géométriques (voir Tableau 5.1). Ces paramètres sont les suivants : 
- ji représente le corps j de la jambe i.  
- a(j) représente le repère antécédent au repère j; 
- µ(j) et σ(j) décrivent le type de l’articulation : µ(j) = 1 si l’articulation j est motorisée et 
µ(j) = 0 si elle est passive; σ (j) = 1 si l’articulation est prismatique σ (j) = 0 si elle est 
rotoïde; 
- αj est l’angle entre za(j) et zj autour de xi avec i=a(j) et dj est la distance entre zi et zj 
selon l’axe xi; 
- θj est l’angle entre xi et xj autour de zj et rj est la distance entre xi et xj selon l’axe zj; 
- γj est l’angle entre xi et uj autour de zi et bj est la distance entre xi et uj selon l’axe zi; 
3.2.2. Modèle géométrique direct des jambes 
Le modèle géométrique direct (MGD) d’une jambe i donne les cordonnées du point Bi 
dans le repère de la base en fonction des variables articulaires ( [ ]u 1i 2i 3ir  θ θ
T
iq =  pour i=1 
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à 6). Notons que k 2k-1 2kr r= =ρ  pour (k=1, 2, 3). La matrice de transformation, 
0
4iT , est 
utilisée pour amener le repère d’origine Bi au repère de base : 
( ) ( ) ( )0 0 1 2 34 1 1i 2 2i 3 3i 4r θ θi i ii i i i iT T T T T=  [5.39] 
où la matrice j-1 jT  définit le repère ∑j dans le repère ∑j-1. Cette matrice, composée des 
paramètres géométriques définis dans le Tableau 5.1, est donnée par [Khalil 02]: 
1 1
1
(1 3) 1
j j
j jj
j
R P
T
0
− −
−
×
 
=  
  
 [5.40] 
avec 
1j
jR
−  matrice (3×3) qui définit l’orientation du repère ∑j dans le repère ∑j-1 
1j
jP
−  vecteur de position (3×1) qui définit l’origine du repère ∑j dans le repère ∑ j-1 
j j j j j j j j j j j j
j 1
j j j j j j j j j j j j j
j j j j j
C C S C S C S S C C S S
S C C C S S S C C C C S
S S S C C
R−
 γ θ − γ α θ − γ θ − γ α θ γ α
 = γ θ + γ α θ − γ θ + γ α θ − γ α 
 α θ α θ α 
 [5.41] 
et  
j j j j j
1
j j j j j
j j j
d C r S S
d S r C S
r C b
j
jP
−
 γ + γ α
 = γ − γ α 
 α + 
 [5.42] 
C. et S. désignent respectivement cos(.) et sin(.). 
3.2.3. Modèle géométrique inverse des jambes 
Le modèle géométrique inverse (MGI) d’une jambe i donne les variables articulaires (r1i, 
θ2i, θ3i pour i = 1 à 6) en fonction des coordonnées cartésiennes du point Bi exprimées dans le 
repère R0. La position du point Bi est défini par 0 4iP  obtenu en appliquant les Eqs [5.39], 
[5.40] et [5.42]. 
3.2.3.1. Modèle géométriques inverse des jambes 1 et 2  
Les points B1 et B2 sont exprimés en fonction de leurs variables articulaires en utilisant le 
MGD de leurs jambes défini par 0 4iP . En conséquence, les solutions du MGI des jambes 1 et 
2 sont obtenues en résolvant respectivement deux systèmes de trois équations à trois 
inconnues: 
CHAPITRE V  
 152 
B1 11 41 21 31
B1 21 41 31
B1 11 41 31 21
x d d C C
y r d S
z r d C S
+ θ θ   
   = + θ   
   − θ θ   
 et 
B2 12 42 22 32
B2 22 42 32
B2 12 42 32 22
x d d C C
y -r d S
z r d C S
+ θ θ   
   = + θ   
   + θ θ   
 [5.43] 
A partir de l’Eq. [5.43] et en ajoutant les contraintes assurant l’emplacement de chaque 
jambe dans l’espace de travail de la machine, nous obtenons les solutions suivantes : 
1B 21
31
41
y r
arcsin
d
− 
θ =  
 
 et 2B 2232
42
y r
arcsin
d
+ 
θ =  
 
où 3i
3, 
2 2
π π θ =   
 [5.44] 
iB 1i
2i
4i 3i
x d
arccos
d C
− 
θ =  θ 
 où 21 0, 2
π θ =   
 et 22 - , 02
π θ =   
 [5.45]  
11 B1 41 31 21r z d C S= + θ θ  et 12 B2 42 32 22r z d C S= − θ θ  [5.46] 
3.2.3.2. Modèle géométrique inverse des jambes 3 et 4 
Les solutions du MGI des jambes 3 et 4 sont obtenues à partir du système des trois 
équations à trois inconnues correspondant à leurs MGD : 
( )
( )
Bi 1i 1i 4i 1i 1i 2i 3i
Bi 1i 1i 4i 1i 1i 2i 33
Bi 1i 4i 3i
x d C d C C
y d S d S C
z r d S
 γ + γ + θ + θ θ 
   = γ + γ + θ + θ θ  
   + θ   
 [5.47] 
A partir de l’Eq. [5.47] et en ajoutant les contraintes assurant l’emplacement de chaque 
jambe dans l’espace de travail de la machine, nous obtenons les solutions suivantes : 
( )2 23i 1i 2iarccos V Vθ = +  où 3i 0, 2
π θ =   
 [5.48] 
( )2i 1i 2i 1i 1iarctan V / Vθ = − γ − θ  où [ ]2i - , 0θ = π  [5.49] 
1i Bi 4i 3ir z d S= − θ  [5.50] 
avec : 
Bi 1i 1i
1i
4i
x d CV
d
− γ
=  et Bi 1i 1i2i
4i
y d SV
d
− γ
=  [5.51] 
3.2.3.3. Modèle géométrique inverse des jambes 5 et 6 
Les solutions du MGI des jambes 5 et 6 sont obtenues à partir du système des trois 
équations à trois inconnues correspondant à leurs MGD : 
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( )
( )
Bi 1i 1i 4i 1i 1i 2i 3i
Bi 1i 1i 4i 1i 1i 2i 33
Bi 1i 4i 3i
x d C d C C
y d S d S C
z r d S
 γ + γ + θ + θ θ 
   = γ + γ + θ + θ θ  
   − θ   
 [5.52] 
A partir de l’Eq. [5.52] et en ajoutant les contraintes assurant l’emplacement de chaque 
jambe dans l’espace de travail de la machine, nous obtenons les solutions suivantes : 
( )2 23i 1i 2iarccos V Vθ = +  où 3i - , 02
π θ =   
 [5.53] 
( )2i 1i 2i 1i 1iarctan V / Vθ = − γ − θ  où [ ]2i 0, θ = π  [5.54] 
1i Bi 4i 3ir z d S= + θ  [5.55] 
avec : 
Bi 1i 1i
1i
4i
x d CV
d
− γ
=  et Bi 1i 1i2i
4i
y d SV
d
− γ
=  [5.56] 
3.3. MODELE DYNAMIQUE INVERSE DE LA MACHINE VERNE 
Le modèle dynamique inverse du module parallèle de la machine Verne est obtenu en 
appliquant l’Eq. [5.23] dans le repère de base de la machine : 
( )
m 6
a 0 0 0 0 p
i i i i
i 1
:,T T -TP P vΓ H J + J J p H
=
=
 
= +  
 
∑  [5.57] 
Sachant que :  
Ta a a a a a a
11 12 13 14 15 16H H H H H H H = + + +   [5.58] 
Tp p p
i 2i 3iH H H =    [5.59] 
Ce modèle est compliqué à obtenir pour deux raisons : la mobilité complexe du module 
parallèle définie par l’orientation parasite de la plate-forme et l’existence de plusieurs 
solutions au modèle géométrique inverse de ce manipulateur. Pour résoudre ce problème nous 
identifions la solution unique du MGI accepté par l’utilisateur en se servant des algorithmes 
développés dans le chapitre 2. Ce modèle exprime les variables articulaires actives kρ  (k=1, 
2, 3) et l’orientation α  en fonction des coordonnés du centre de la plate-forme. 
Le mouvement de la plate-forme du robot est défini respectivement par la trajectoire, la 
vitesse et l’accélération de l’extrémité de l’outil dans le repère de la table, uT
t , uv
t , uv
t . En 
conséquence, la procédure à suivre pour le calcul du modèle dynamique inverse du module 
parallèle repose sur les étapes suivantes :  
CHAPITRE V  
 154 
- on calcule le MGI de la machine Verne pour obtenir la trajectoire 0 pT , l’orientation α  
et les variables articulaires actives [ ]1 2 3
T
auq = ρ ρ ρ  dans le repère de base;  
- puis les MCI du premier ordre et du second ordre pour obtenir respectivement pv
t  et 
pv
t ;  
- on calcule le MGI des jambes de la structure arborescente pour obtenir 
[ ]1i 2i 3ir  θ θ
T
iuq = ;  
- on calcule le MCI des jambes pour obtenir iuq ;  
- on calcule le MCI du second ordre des jambes pour obtenir iuq ;  
- on calcule le MDI des jambes pour obtenir iH ; (vii) on calcule les matrices 
jacobiennes viJ  , 
-1
iJ  et 
T
PJ ;  
- on calcule les forces/moments P  requis pour déplacer la plate-forme ;  
- finalement les couples Γ  désirés sont obtenus en utilisant l’Eq. [5.24]. 
3.3.1. Dynamique des jambes de la structure arborescente équivalente 
Les modèles dynamiques des jambes sont exprimés linéairement en fonction des 
paramètres inertiels standards des corps constituant ces jambes [Khosla 86, Gautier 90]. Les 
paramètres inertiels d’un corps j sont représentés par sa masse Mj, ses premiers moments 
d’inertie autour de l’origine de son repère Σj, MXj, MYj, MZj, et les six éléments de sa matrice 
d’inertie exprimée par rapport à son repère Σj, XXj, XYj, XZj, YYj, YZj, ZZj. 
Ji XXji XYji XZji YYji YZji ZZji MXji MYji MZji Mji Iaji 
            
1i XX1i 0 0 YY1i 0 ZZ1i 0 0 MZ1i M1i Ia1i 
2i XX2i 0 0 YY2i 0 ZZ2i 0 0 MZ2i M2i 0 
3i XX3i 0 0 YY3i 0 ZZ3i MX3i 0 0 M3i 0 
4i 0 0 0 0 0 0 0 0 0 0 0 
Tableau 5.2 : Paramètres dynamiques de la jambe i (pour i = 1 à 6) 
Les paramètres inertiels de base représentent le jeu minimal de paramètres nécessaires au 
calcul du modèle dynamique. L’utilisation de ces paramètres diminue le nombre d’opérations 
nécessaires pour le calcul du modèle dynamique [Khosla 86, Khalil 87]. 
  155 
Ji XXji XYji XZji YYji YZji ZZji MXji MYji MZji Mji Iaji 
            
1i 0 0 0 0 0 0 0 0 0 M1Ri Ia1i 
2i 0 0 0 0 0 ZZ2Ri 0 0 0 0 0 
3i XX3Ri 0 0 0 0 ZZ3i MX3i 0 0 0 0 
4i 0 0 0 0 0 0 0 0 0 0 0 
Tableau 5.3 : Paramètres dynamiques de base de la jambe i (pour i = 1 à 6) 
Les paramètres inertiels de base de la structure arborescente de la machine Verne sont 
obtenus à partir des paramètres inertiels standards des corps du robot, en éliminant ceux qui 
n’ont pas d’effet sur le modèle dynamique et en les regroupant de la façon suivante : 
M1Ri = M1i + M2i + M3i [5.60] 
ZZ2Ri = YY2i + ZZ2i [5.61] 
XX3Ri = XX3i – YY3i  [5.62] 
3.3.2. Dynamique de la plate-forme mobile 
La résultante des efforts (forces et moments) appliqués sur la plate-forme mobile, 0 P , 
est exprimée dans le repère de base en projetant les éléments de l’Eq. [5.8] dans ce repère : 
( )
( )
0 0 00 0
0 0
0 0 0 0
P P PP
P P
P P P P
ω × ω × MSv g
= +
ω ω × I ω
  −        


   [5.63] 
Les vitesses et accélérations linéaires et angulaires du repère PΣ  sont obtenues à partir 
des relations [5.2-5.5] : 
T T
p p p 0 0
T T
P P Pv ω   = =   v x y z α    [5.64] 
T T
p p p 0 0
T T
P P Pv ω   = =   v x y z α      [5.65] 
0
pI  tenseur d’inertie (3×3) de la plate-forme exprimé dans le repère 0R : 
0 0 0P T
P P P PI R I R=  [5.66] 
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P
PI  tenseur d’inertie (3×3) de la plate-forme exprimé dans le repère 0R  obtenu à partir de 
la relation [5.11] 
0
PR  matrice d’orientation qui exprime la rotation du repère plR  d’un angle α  autour de 
l’axe x du repère de base R0 
0
1 0 0
0 C S
0 S C
PR α α
α α
 
 = − 
  
 [5.67] 
0
PMS  premier moment d’inertie de la plate-forme autour de l’origine du repère plR  : 
0 0 P
P P PMS R MS=  [5.68] 
3.3.3. Calcul des matrices jacobiennes 
3.3.3.1. Matrice jacobienne inverse des jambes  
La forme vectorielle de la jacobienne d’une chaîne cinématique i de la machine Verne est 
obtenue à partir de l’Eq. [5.14] : 
2i 2i 6 3i 3i 6
i
2i 3i 4i 5i 6i
0 0 0
0
1 , ,a a L a LJ
a a a a a
× × 
=  
 
 [5.69] 
Le calcul de u Bi/iq∂ ∂v  est obtenu en inversant la matrice jacobienne de la chaîne 
cinématique i, iJ , puis en sélectionnant les lignes correspondant aux vitesses articulaires uiq  
utilisées dans le calcul du modèle dynamique inverse de la jambe i. 
( ) ( )u 2 2 6 3 3 6 1 3
Bi
1..3,:
-1-1i
i 1 , ,
q J a a L a L 0 ×
∂   = = × ×   ∂v i i i i

 [5.70] 
Les matrices jacobiennes inverses des jambes de la structure arborescente sont exprimées 
analytiquement sous la forme suivante: 
( )
( )
3i2i
2i 2i 3i
1 2i 3i
i 1 3
4i 2i 3i 4i 2i 3i 3i
4i 3i
SC 1
S S C
C S1- - 0
d S C d S C C
i=1,2
10 0
d C
J 0− ×
 θθ
κ κ θ θ θ 
 θ θ
=  θ θ θ θ θ 
 
 
θ 
 [5.71] 
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( )
( )
( ) ( )
( ) ( )
( )
1i 1i 2i 3i 3i 1i 1i 2i
3i 3i
1i 1i 2i 1i 1i 2i1
i 1 3
4i 3i 4i 3i
1i 1i 2i 1i 1i 2i
4i 3i 4i 3i
C C C S(  +  + ) 1
S S
S  +  + C  +  + 
- 0
d C d C
 i=3..6
C  +  + S  +  + 
- - 0
d S d S
J 0− ×
γ + θ + θ θ θ γ θ θ
κ κ θ θ 
 γ θ θ γ θ θ
=  
θ θ 
 γ θ θ γ θ θ 
 θ θ 
 [5.72] 
avec : 1κ =  pour i=2, 3, 4 et 1κ = −  pour i=1, 5, 6 
3.3.3.2. La jacobienne du module parallèle de la machine Verne 
La matrice jacobienne (6×6) du module parallèle lie la vitesse de la plate-forme, Pv , aux 
vitesses des articulations actives k 2k 1 2kr r−ρ = =    pour k=1, 2, 3. La transposée de l’inverse de 
cette matrice est obtenue en utilisant la relation [5.22] : 
( ) ( ) ( )1 1 i i 6 61,: 1,: 1,:
T
T -T T -T T -T
v v v
P
J J J J J J
 ∂  =   ∂ 
ρ
�v

   [5.73] 
La matrice / Pρ∂ ∂ v�  est exprimée en fonction des paramètres géométriques de la machine 
Verne dans l’annexe G. 
La matrice jacobienne (6×N), PJ , utilisée dans le calcul du MDI est obtenue en inversant 
la matrice / Pρ∂ ∂ v�  exprimée par l’Eq. [5.73] et en additionnant les colonnes correspondant 
aux même variables articulaires actives : 
1 2 3 4 5 6P P P P P PPJ ( ,:) ( ,:) ( ,:) ( ,:) ( ,:) ( ,:)
∂ ∂ ∂ ∂ ∂ ∂ 
= + + + ∂ρ ∂ρ ∂ρ ∂ρ ∂ρ ∂ρ 
v v v v v v
     � � � � � �
 [5.74] 
3.4. MODELE DYNAMIQUE DIRECT DE LA MACHINE VERNE 
Le modèle dynamique direct exprime les accélérations cartésiennes indépendantes de la 
plate-forme, rv , en fonction des positions, vitesse de la plate-forme et les forces des 
articulations motorisées. Ce modèle est obtenu en appliquant la procédure décrite dans le 
paragraphe 2.2.4 définie par l’équation suivante : 
( ) 1r r r r r r
T
T T
robot robot robot
P
= A Γ - h A
−   ∂ −  ∂  �
v a a a a v
v


ρ  [5.75] 
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Le calcul de tous les termes de cette équation a été présenté dans les paragraphes 
précédents sauf la matrice ra . Cette matrice (6×N) qui exprime Pv  en fonction des 
composantes de vitesses indépendantes de la plate-forme, rv , est définie de la façon suivante: 
( )
-1
r
2 3
C D
d3I
0 ×
 
 
=  
 
 
a  [5.76] 
C est un paramètre et D est une matrice, ensemble ils traduisent la vitesse de rotation parasite 
α  de la plate-forme en fonction des composantes de la vitesse linéaire de la plate-forme. 
Rappelons que xp, yp et zp sont les coordonnées du point P, centre de la plate-forme et R1, D1, 
d1, r1 et L1 sont des paramètres de conception de la machine Verne définis sur la Figure 2.3 
dans le chapitre 2. 
( ) ( )( )
( )
22 2 2 2
1 1 1 1 1 1 1 1
2 2
1 1 1
C 2 sin( ) cos( ) 2 cos( )
                    2 sin( ) sin( )
= + − + + − −
+ +
P
P
R x D d R r L R r
R r y R
α α α
α α
 [5.77] 
( ) ( )2 2 2 21 1 1 1 1 1 1D 2 sin ( ) 2 2 cos( ) 0 = + − − + P PR x D d y r R r Rα α  [5.78] 
3.5. SIMULATION NUMERIQUE DES MODELES DYNAMIQUES 
 
Figure 5.5 : Trajectoire parcourue par le module parallèle de la machine Verne 
Un générateur de mouvement est utilisé dans la simulation pour produire un déplacement 
entre deux points arbitraires de l’espace de travail de la machine Verne (voir Figure 5.5). Ce 
générateur calcule les consignes en position, vitesse et accélération en suivant une fonction du 
5ème degré entre deux instants t0 et tf :  
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3 4 5
f f f
t t tr(t) 10 15 6
t t t
     
= − +     
     
 [5.79] 
Le temps minimum utilisé pour passer de la configuration initiale à la configuration finale 
tout en respectant les contraintes de vitesse et d’accélération est obtenu à partir de l’équation 
suivante :  
j j
fj
vj aj
15 D 10 D
t Max ,
8 k 3 k
 
 =
 
 
 [5.80] 
kvj Correspond aux paramètres qui représentent les vitesses maximales pour les 
mouvements en translation (j=1) et en rotation (j=2), 
kaj correspond aux paramètres qui représentent les accélérations maximales pour les 
mouvements en translation (j=1) et en rotation (j=2), 
jD  correspond à la distance parcourue entre la position initiale et finale d’une trajectoire 
rectiligne de l’extrémité de l’outil. 
Dans cette simulation, nous engendrons une trajectoire rectiligne entre deux points, Xi et 
Xf situés dans l’espace de travail de la machine et exprimés dans le repère de la table (voir 
Figure 5.6 pour les trajectoires, vitesses et accélérations linéaires et Figure 5.7 pour les 
trajectoires, vitesses et accélérations angulaires). Rappelons que ux , uy  et uz  sont les 
coordonnées du centre de l’outil (TCP), U, dans le repère lié à la table tilting tR  et ( 1φ , 2φ ) 
sont deux angles qui définissent l’orientation de l’outil dans le repère tR . 
[ ]T1 2X = u u ux y z φ φ  [5.81] 
( )iX=X +r t dX , ( )X r t dX=   et ( )X=r t dX   [5.82] 
où ( ) ( )fdX=X t X 0−  
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Figure 5.6 : Trajectoires, vitesses et accélérations linéaires de l’outil dans le repère de la table tR  
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Figure 5.7 : Trajectoires, vitesses et accélérations angulaires de l’outil par rapport à la table 
Les coordonnées du centre de la plate-forme sont exprimées en fonction des coordonnées 
de l’extrémité de l’outil en appliquant une matrice de passage du repère tR  au repère plR : 
p 2 2cos( ) sin( ) = +u ux x yφ φ  [5.83] 
( ) ( )p 1 1 2 2 1 1sin( ) cos( ) sin( ) cos( ) sin( )= − + − + ∆ +u t u uy z d x yθ θ φ φ θ φ  [5.84]  
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( ) ( )p 1 2 2 1 1 1sin( ) sin( ) cos( ) cos( ) cos( )= − − − + − ∆ +u u u t az x y z d dθ φ φ θ θ φ  [5.85] 
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Figure 5.8 : Trajectoires, vitesses et accélérations linéaires du centre de la plate-forme dans 0R  
Les positions, vitesses et accélérations angulaires de la plate-forme sont obtenues à partir 
des relations liant l’orientation angulaire α  à la position du centre de la plate-forme. 
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Figure 5.9 : Trajectoires, vitesses et accélérations angulaires de la plate-forme dans 0R  
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Les forces/couples nécessaires pour bouger les jambes (voir Figure 5.11) et la plate-forme 
(voir Figure 5.10) sont obtenus en appliquant respectivement les procédures décrites dans les 
paragraphes 3.3.1 et 3.3.2. 
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Figure 5.10 : Forces et couples nécessaires pour bouger la plate-forme mobile 
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Figure 5.11 : Forces et couples nécessaires pour bouger les jambes 
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Figure 5.12 : Forces des actionneurs calculés par le MDI 
Afin de vérifier la concordance entre les éléments calculés par les deux algorithmes MDI 
et MDD, on cherche la différence entre les accélérations calculées par le MDD et celles 
utilisées dans le MDI. On obtient une différence très faible (de l’ordre de 10-14) proche du 
zéro numérique, ce qui confirme la concordance des modèles obtenus. 
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Figure 5.13 : Ecart entre les accélérations désirées et celles calculées par le MDD  
4. CONCLUSION 
Dans ce chapitre, nous avons repris la méthode établie dans [Ibrahim 06] pour le calcul 
des modèles dynamiques inverse et direct des robots parallèles. Les modèles sont calculés en 
fonction de la dynamique des jambes, de la dynamique de la plate-forme et aussi des matrices 
jacobiennes de ces éléments. Nous avons modifié les jacobiennes utilisées dans ces modèles 
afin de rendre leur obtention systématique et en même temps conserver leur signification 
physique. Le calcul de tous les éléments nécessaires pour l’obtention des modèles utilise des 
techniques classiques qui ont été développées auparavant pour les robots série. Cette méthode 
a été appliquée à la machine Verne et peut être appliquée à la majorité des robots parallèles 
non redondants. 
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                                                             CONCLUSION GENERALE 
Les travaux exposés dans ce mémoire concernent la modélisation et l’étude des 
manipulateurs parallèles à mobilités restreintes.  
Les contributions majeures de ces recherches sont : 
- Le calcul d’espace de travail et des modèles géométriques d’une machine complexe du 
commerce. 
- l’analyse des singularités parallèles des manipulateurs parallèles à mobilités restreintes. 
- la modélisation dynamique des manipulateurs parallèles à mobilités restreintes. 
Dans le premier chapitre, nous avons rappelé les notions et les concepts de base en 
robotique parallèle et nous avons présenté les limites des machines sérielles conventionnelles 
ainsi que les avantages et inconvénients des PKMs. La modélisation géométrique, l’espace de 
travail et les singularités des manipulateurs parallèles ont été exposés. Différentes propriétés 
caractérisant ces manipulateurs ont été évoquées. 
Le deuxième chapitre a été consacré au calcul des modèles géométriques direct et inverse 
d’une machine-outil hybride à 5 ddls, la machine Verne [Kanaan 07a et 07b]. Cette machine 
possède un mouvement complexe causé par l’architecture asymétrique de son module 
parallèle où l’une de ses chaînes est différente des deux autres. Les modèles géométriques 
inverse et direct ont été établis. Le modèle géométrique direct a été résolu avec une méthode 
de substitution. Il s’avère que le modèle géométrique inverse possède seize solutions tandis 
que le modèle géométrique direct peut avoir jusqu’à six solutions réelles. Ce travail présente 
un intérêt important pour la commande de la machine. Notons que la machine Verne est 
utilisée actuellement pour usiner des pièces complexes, surtout pour la fabrication de moules. 
Il est donc important de travailler sur l’amélioration de ses performances. Les équations 
symboliques obtenues dans ce travail sont implémentées actuellement dans « Visual 
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Components », un logiciel de simulation de PKMs développé par une société britannique, 
AMTRI. 
Dans le troisième chapitre, nous avons proposé une méthode pour calculer plusieurs types 
d’espace de travail de la machine pour différentes longueurs d’outils [Kanaan 06a et 07c]. 
Cette méthode prend en considération toutes les contraintes qui ont une influence réelle sur 
l’espace de travail du module parallèle : les longueurs des segments, les singularités sérielles, 
les limites mécaniques sur les articulations passives et actives, les collisions entre les 
différents éléments de la machine et la contrainte de fermeture de la chaîne I. Cette contrainte 
est particulière pour la machine Verne et est due à la forme irrégulière de la chaîne I qui n’est 
pas un parallélogramme. Nous avons calculé l’espace de travail total du module parallèle de la 
machine Verne ainsi que l’espace de travail 3-axes obtenu lorsque l’axe de l'outil reste 
perpendiculaire à la pièce. Plusieurs types d’espace de travail peuvent être obtenus en fixant 
deux paramètres parmi les cinq paramètres représentant les degrés de liberté de la machine. 
Des algorithmes utiles pour la détermination des différents types d’espace de travail ont été 
aussi présentés. Ces algorithmes ont été implantés dans le logiciel Maple 10®. Des exemples 
ont été fournis pour illustrer les résultats. Cette méthode a été appliquée à la machine Verne. 
Cependant elle peut toujours être appliquée à toutes les machines de type PSS  (ou PUS) 
avec quelques modifications dans l’algorithme selon la forme des chaînes et le nombre de 
degrés de liberté de la machine.  
Le quatrième chapitre a introduit une méthodologie basée sur l’Algèbre de Grassmann-
Cayley pour déterminer géométriquement les configurations singulières de manipulateurs 
parallèles à mobilités restreintes [Kanaan 08a et 08b]. Ces manipulateurs sont caractérisés 
par des chaînes cinématiques qui transmettent des forces et/ou couples à la plate-forme 
mobile. Trois classes de manipulateurs parallèles à mobilités restreintes ont été traitées. Ces 
manipulateurs sont classés selon les relations existantes entre les droites gouvernantes 
supportant les forces et/ou couples appliquées à la plate-forme mobile. La première classe 
inclut les manipulateurs avec trois droites gouvernantes finies et trois autres infinies. La 
deuxième classe inclut des manipulateurs avec deux paires de droites finies concourantes et 
deux droites infinies. La troisième classe inclut des manipulateurs avec six droites 
gouvernantes finies ayant au moins deux paires de droites qui sont parallèles. De plus, les 
singularités de quatre manipulateurs: i) le manipulateur 3-UPU, ii) le robot Delta-Linéaire, iii) 
le robot SMG de McGill et iv) le module parallèle de la machine Verne, ont été analysées 
comme exemples applicatifs. Une signification physique et une interprétation géométrique 
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des configurations singulières de ces trois classes de manipulateurs parallèles à mobilités 
restreintes ont été déterminées.  
Dans le cinquième chapitre, nous avons repris la méthode établie dans [Ibrahim 06] pour 
la modélisation dynamique des robots parallèles. Les modèles sont calculés en fonction de la 
dynamique des jambes, de la dynamique de la plate-forme et aussi des matrices jacobiennes 
de ces éléments. Le modèle dynamique de la plate-forme est calculé en fonction des variables 
cartésiennes, tandis que les modèles dynamiques des jambes sont calculés en fonction des 
variables articulaires, et pour tous ces modèles les équations de Newton-Euler sont 
appliquées. Dans ce chapitre, nous avons étendu l’application de la méthode proposée dans 
[Ibrahim 06] en modifiant les dimensions des matrices jacobiennes utilisées dans ces 
modèles. Ces matrices jacobiennes de dimension 6×6 contiennent l’information sur les forces 
d’actionnement et les moments de contraintes appliqués sur le centre de la plate-forme 
mobile. L’obtention des matrices de telle dimension est systématique et nous permet d’obtenir 
une forme compacte et générale du modèle dynamique valable pour tous les manipulateurs 
sans se soucier de leurs degrés de liberté. Cette méthode a été appliquée en particulier à la 
machine Verne et une simulation numérique des modèles dynamiques direct et inverse de 
cette machine a été réalisée sous Matlab dans le cadre du projet NEXT. 
Les résultats obtenus dans le cadre de cette thèse entrent dans les cahiers des charges du 
projet NEXT pour la modélisation et le développement des PKMs et du projet SiRoPa pour 
l’étude des singularités des robots parallèles. 
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                                                                                  PERSPECTIVES 
Les perspectives de ce travail peuvent se décomposer suivant dix grandes voies. 
- Étude comparative complète entre notre méthode symbolique et l’approche itérative 
utilisées dans la modélisation géométrique de la machine Verne et intégration de la 
méthode analytique dans le logiciel de contrôle de la machine. 
- Utilisation des espaces de travail obtenus sur la machine Verne et élargissement du 
champ d’application de la méthode géométrique en développant des bibliothèques 
géométriques. Ces bibliothèques permettront de définir à partir des paramètres de 
conception des PKMs les formes géométriques liées aux contraintes mécaniques 
limitant les espaces de travail de ces machines. 
- Intégration de notre approche géométrique de l’étude des singularités parallèles des 
PKMs dans une interface de simulation. Cette interface permettra aux concepteurs et 
aux utilisateurs des machines de vérifier l’absence des singularités sans avoir besoin de 
connaître les développements mathématiques de la méthode. Ce travail entre dans le 
cadre du projet ANR SiRoPa. 
- Classification des manipulateurs parallèles en différentes familles selon les relations 
existantes entre les forces et/ou moments appliqués au centre de la plate-forme. Cette 
étude vise à identifier les manipulateurs parallèles possédant des propriétés similaires 
(nature du mouvement, rigidité) et ayant des architectures différentes. Ce travail 
permettra au concepteur de proposer des nouvelles architectures en s’inspirant du 
succès de certaines architectures parallèles. 
- Définition des limites de l’utilisation des méthodes géométriques dans le calcul des 
singularités parallèles des manipulateurs, plus spécifiquement la méthode basée sur la 
géométrie de Grassmann et celle basée sur l’algèbre de Grassmann-Cayley.  
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- Développement de l’utilisation de la théorie des vis combinée avec la géométrie de 
Grassmann et l’algèbre de Grassmann-Cayley pour trouver le mouvement gagné 
instantanément dans les configurations singulières. 
- Intégration des algorithmes du chapitre 5 dans le logiciel de calcul symbolique 
SYMORO [Khalil 97]. Ce logiciel est dédié à la génération de modèles géométriques, 
cinématiques et dynamiques des robots série arborescents et comportant des boucles 
fermées. Ce logiciel permet déjà de calculer un grand nombre d’éléments utilisés dans 
la modélisation des robots parallèles et hybrides. Ainsi, en implémentant nos méthodes 
de modélisation dynamique, nous permettrons aux utilisateurs d’obtenir directement les 
modèles dynamiques des robots parallèles. 
- Obtention d’un modèle dynamique plus réel pour l’étude du comportement du robot en 
introduisant une flexibilité localisée des articulations. En effet, les robots parallèles ou 
les structures hybrides peuvent présenter une élasticité non négligeable dans les 
articulations ou dans les structures des jambes. 
- Application des modèles dynamiques aux robots redondants dont le nombre 
d’articulations actives est plus grand que le nombre de degrés de liberté de la plate-
forme. 
- Développement d’un outil de simulation automatique dans le cadre du projet IP no 
011815 NEXT. En effet, les travaux présentés dans ce mémoire constituent une 
première étape pour l’élaboration d’un outil de simulation automatique pour les robots 
parallèles. 
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                                                                                           ANNEXE A 
Dans cette annexe, nous présentons une version allégée du programme utilisée pour le 
calcul du modèle géometrique inverse du module parallèle de la machine Verne. Une version 
complète est presentée dans [Kanaan 06b] 
#Programme crée le 20 septembre 2006 
restart: 
Librairie 
 
with(linalg): with(Groebner): with(plots): with(DEtools): 
Les données 
 
r1:=80: r4:=565: R1:=130: R2:=190: D1:=230: D2:=80: r2:=125: 
d1:=550: d2:=-160: r3:=125: L1:=850: L3:=950: L2:=950: 
Les variables articulaires 
 
ro1:=674: ro2:=685: ro3:=250: 
Coordonnées 
 
B11:=[X_p+D1,Y_p+R1*cos(alpha),Z_p+R1*sin(alpha)]: 
B12:=[X_p+D1,Y_p-R1*cos(alpha),Z_p-R1*sin(alpha)]: 
B21:=[X_p+D2,Y_p-R2*cos(alpha),Z_p-R2*sin(alpha)]: 
B22:=[X_p+D2-2*r2,Y_p-R2*cos(alpha),Z_p-R2*sin(alpha)]: 
B31:=[X_p+D2-2*r3,Y_p+R2*cos(alpha),Z_p+R2*sin(alpha)]: 
B32:=[X_p+D2,Y_p+R2*cos(alpha),Z_p+R2*sin(alpha)]: 
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A11:=[d1,r1,rho1]:A12:=[d1,-r1,rho1]: 
A21:=[d2,-r4,rho2]: A22:=[d2-2*r2,-r4,rho2]: 
A31:=[d2-2*r3,r4,rho3]: A32:=[d2,r4,rho3]: 
Les équations de contraintes 
 
EQ_2.3a:=(B11[1]-A11[1])^2+(B11[2]-A11[2])^2+(B11[3]-A11[3])^2-L1^2: 
EQ_2.3b:=(B12[1]-A12[1])^2+(B12[2]-A12[2])^2+(B12[3]-A12[3])^2-L1^2: 
EQ_2.4:=(B21[1]-A21[1])^2+(B21[2]-A21[2])^2+(B21[3]-A21[3])^2-L2^2: 
EQ_2.5:=(B32[1]-A32[1])^2+(B32[2]-A32[2])^2+(B32[3]-A32[3])^2-L3^2: 
Calcul du modèle géometrique direct du module parallèle 
de la machine Verne 
 
sys1:= [EQ_2.3a, EQ_2.3b, EQ_2.4, EQ_2.5]: 
EQ_2.14:=solve(EQ_2.3a-EQ_2.3b,Y_p): 
conds:=[denom(sy)]: 
sys2:=numer(subs(Y_p=EQ_2.14,sys1)): 
EQ_2.18:=solve(sys2[3]-sys2[4],Z_p): 
conds:=[op(conds),denom(sz)]: 
sys3:=numer(subs(Z_p=EQ_2.18,sys2)): 
EQ_2.19:=sys3[1]: EQ_2.20:=sys3[3]: 
EQ_2.21:=solve(EQ_2.20-EQ_2.19,X_p): 
conds:=[op(conds),denom(sx)]: 
sys4:=numer(subs(X_p=EQ_2.21,sys3)): 
s_x_t:=subs(sin(alpha)=2*t/(1+t^2),cos(alpha)=((1-t^2)/(1+t^2)),EQ_2.21): 
s_y_t:=subs(sin(alpha)=2*t/(1+t^2),cos(alpha)=((1-t^2)/(1+t^2)),EQ_2.14): 
s_z_t:=factor(subs(sin(alpha)=2*t/(1+t^2),cos(alpha)=((1-t^2)/(1+t^2)) 
,EQ_2.18)): 
p4:=numer(subs(sin(alpha)=2*t/(1+t^2),cos(alpha)=((1-t^2)/(1+t^2)), 
sys4[1])): 
c4:=[numer(subs(sin(alpha)=2*t/(1+t^2),cos(alpha)=((1-t^2)/(1+t^2)),conds) 
)]: 
poly_t:= proc(rho1, rho2, rho3) p4; end proc: 
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poly_x_t:= proc(rho1, rho2, rho3, t) s_x_t; end proc: 
poly_y_t:= proc(rho1, rho2, rho3, t, Z_p) s_y_t; end proc: 
poly_z_t:= proc(rho1, rho2, rho3, t) s_z_t; end proc: 
poly_t(ro1, ro2, ro3): 
sol_t:=[fsolve(poly_t(ro1, ro2, ro3),t)]: 
sol(alpha):=seq(arctan(sol_t[i]),i=1..4)*2: 
nb_t:=nops(sol_t): 
for i from 1 by 1 to nb_t do  
sol_x[i]:=poly_x_t(ro1, ro2, ro3,sol_t[i]): 
sol_z[i]:=poly_z_t(ro1, ro2, ro3,sol_t[i]): 
sol_y[i]:=poly_y_t(ro1, ro2, ro3,sol_t[i], poly_z_t(ro1, ro2, ro3, 
sol_t[i])): 
end do: 
[seq(sol_x[i],i=1..nb_t)]: 
[seq(sol_z[i],i=1..nb_t)]: 
[seq(sol_y[i],i=1..nb_t)]: 
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                                                                                           ANNEXE B 
Dans cette annexe, nous exposons l’expression de décomposition du superbracket définie 
dans l’Eq. [4.17] : 
[ ]
24
1
, , , , ,
=
= ∑ iy
i
ab cd ef gh ij kl  [4.17] 
[ ][ ][ ]=y1 abcd efgi hjkl    [ ][ ][ ]= −y2 abcd efhi gjkl     [ ][ ][ ]= −y3 abcd efgi hikl  
[ ][ ][ ]= −y4 abcd efhj gikl    [ ][ ][ ]= −y5 abce dfgh ijkl     [ ][ ][ ]= −y6 abde cfgh ijkl  
[ ][ ][ ]=y7 abcf degh ijkl    [ ][ ][ ]= −y8 abdf cegh ijkl     [ ][ ][ ]= −y9 abce dghi fjkl  
[ ][ ][ ]=y10 abde cghi fjkl    [ ][ ][ ]=y11 abcf dghi ejkl     [ ][ ][ ]=y12 abce dghj fikl  
[ ][ ][ ]= −y13 abdf cghi ejkl    [ ][ ][ ]= −y14 abde cghj fikl     [ ][ ][ ]=y15 abdf cghj eikl  
[ ][ ][ ]= −y16 abcf dghj eikl    [ ][ ][ ]=y17 abcg defi hjkl   [ ][ ][ ]= −y18 abdg cefi hjkl  
[ ][ ][ ]= −y19 abch defi gjkl    [ ][ ][ ]= −y20 abcg defj hikl     [ ][ ][ ]=y21 abdh cefi gjkl  
[ ][ ][ ]=y22 abdg cefj hikl    [ ][ ][ ]=y23 abch defj gikl    [ ][ ][ ]= −y24 abdh cefj gikl  
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                                                                                           ANNEXE C 
Dans cette annexe, nous introduisons une méthodologie qui permet de trouver 
géométriquement le mouvement gagné instantanément aux configurations singulières. Cette 
méthode est appliquée à la première classe des manipulateurs étudiés dans le chapitre 4. Cette 
classe est définie par trois forces d’actionnement et trois moments de contraintes comme le 
manipulateur 3-UPU et le robot Delta-Linéaire. Pour appliquer cette méthode à d’autres 
classes, des développements supplémentaires sont nécessaires. 
Considérons six vecteurs de Plücker TT Ti i=   i l lL  (i=1..6) représentant six droites Li, 
respectivement. Dans les configurations singulières, ces droites peuvent former un système de 
5 visseurs, appelé un complexe linéaire, X [Pottmann 99 et Wolf 03]. En conséquence ce 
complexe linéaire peut être défini comme un visseur réciproque à ces 6 droites, à savoir, 
= ⋅ + ⋅ =  X x x x l x lavec 0
T
i
T T
i  [C.1] 
En outre, le mouvement instantané de la plate-forme mobile est défini par le degré de 
liberté associé à ce complexe linéaire. 
Les singularités parallèles se produisent quand les forces d’actionnement Fˆi  et les 
moments de contraintes Mˆi  (i=1..6) sont linéairement dépendantes. 
A partir de l’Eq. [C.1], ces forces et ces moments forment un complexe linéaire X en 
respectant les équations suivantes : 
( ) ( )0 =1,2,3x r s x s⋅ × + ⋅ =i i i i  [C.2] 
( )0 =1,2,3x n⋅ =i i  [C.3] 
Puisque les forces et les moments forment un système de 5 visseurs dans les cas (b, c, e, 
f) de la Figure 4.2, le mouvement gagné est déterminé par la direction du complexe linéaire et 
par son pas. 
  
 196 
 
d d 
a 
c e 
M 1 M 2 
M 3 
F 1 
F 2 F 3 
h 
g 
i 
d 
f b Plan à l’ 
 
(a) 
d fb
 
M2
M3
M1  
(b) (e) 
d
f
b
 
M1 M3
M2  
(c) (f) 
d fb
 
M1 M2 M3  
(d) (g) 
Figure 4.2 : Conditions géométriques de singularités parallèles des manipulateurs avec trois forces 
d’actionnement et trois moments de contraintes 
A partir de l’Eq. [C.3], x est orthogonale aux vecteurs n1, n2 et n3. Néanmoins quand les 
points b, d et f sont colinéaires, ces vecteurs ne sont pas coplanaires et x = 0. Ainsi, selon 
l’Eq. [C.2] x  est orthogonale à s1, s2 et s3. Puisque ces vecteurs sont coplanaires alors x  est 
normal au plan défini par les vecteurs s1, s2 et s3. En conséquence, le complexe linéaire est un 
visseur de pas infini qui passe par les points b, d et f et le mouvement instantané de la plate-
forme mobile est une translation pure selon la direction du vecteur x . Dans ce cas, les 
actionneurs ne peuvent pas contrôler ce ddl de translation.  
En outre, quand les droites représentant les moments de contrainte Mi (i=1, 2, 3) se 
croisent en un point, les vecteurs n1, n2 et n3 sont coplanaires. Donc, le complexe linéaire est 
une visseur ayant x normal au plan défini par les vecteurs ni (i=1, 2, 3). Dans le cas particulier 
des trois droites ab, cd et ef concourantes en un même point fini, les vecteurs ri (i=1, 2, 3) 
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peuvent être choisit les mêmes et le vecteur x  devient normal aux vecteurs x et ri (voir 
Eq. [C.2]). Le complexe linéaire devient un visseur de pas zéro représenté par une droite finie 
qui passe par le point d’intersection et ayant la direction du vecteur x. Donc le manipulateur 
gagne instantanément un mouvement de rotation autour de cette droite.  
En plus, dans les cas (d, g) de la Figure 4.2, les droites iL  (i=1..6) forment un système de 
4 visseurs contenus dans une variété de dimension 4 appelée congruence et définie par 
l’intersection de deux complexes linéaires. Donc, si ≡ ≡b d f , ces deux complexes linéaires 
sont des visseurs de pas infini qui passe par le point b. Dans ce cas, les actionneurs ne peuvent 
pas contrôler le mouvement de translation dans un plan normal à si (i=1, 2, 3). Si 
≡ ≡1 2 3M M M  le manipulateur gagne instantanément un mouvement de rotation à 2 ddls 
autour de deux axes de directions orthogonales à ni. Pour le cas particulier des trois droites ab, 
cd et ef concourantes en un point fini, le mouvement de rotation supplémentaire est obtenu 
autour de deux droites passant par ce point et ayant une direction orthogonal à ni (i=1, 2, 3). 
Ces conditions sont vraies pour tous les manipulateurs ayant une matrice jacobienne 
inverse composée de trois forces d’actionnement et trois moments de contrainte, comme le 
manipulateur 3-UPU et le robot Delta-Linéaire. 
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                                                                                           ANNEXE D 
Dans cette annexe, nous développons l’Eq. [4.34] en utilisant les propriétés de l’algèbre 
de Grassmann-Cayley. Cette équation est nécessaire pour obtenir l’expression algébrique 
finale de la décomposition du superbracket de la classe III. Nous rappelons que la troisième 
classe inclut des manipulateurs avec six forces d’actionnement ayant au moins deux paires de 
leurs droites gouvernantes qui sont parallèles. Le module parallèle de la machine Verne et le 
robot Delta linéaire appartiennent à cette classe. 
0          − =                 
� � � �
oncp oeg m a ipk omap oeg n c ipk  [4. 32] 
En appliquant la relation suivante,  
( ) [ ] [ ]− = −  b a cde bcde acde  [4.32a] 
nous obtenons les équations [4.32a], [4.32b], [4.32c] et [4.32d],  
( ) ( ) ( )        = − − = − = −                
� �� � �
oeg m f e eg b a feg b a feg b feg a  [4.33a] 
( )     = − =          
� � �
a ipk a i j i k a ijk  [4.32b] 
( ) ( ) ( )        = − − = − = −                
� �� � �
oeg n f e eg d c feg d c feg d feg c  [4.32c] 
( )     = − =          
� � �
c ipk c i j i k c ijk   [4.32d] 
Nous pouvons maintenant remplacer quelques points à l’infini par des points finis dans 
l’Eq. [4.32] et obtenir l’expression suivante:  
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[ ],  ,  ,  ,  ,         = − −              
                   − = −                                 
� � �
� � � � � � �
ab cd ef gh ij kl oncp feg b feg a a ijk
omap feg d feg c c ijk oncp feg b a ijk omap feg d c ijk
 [4.34] 
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                                                                                           ANNEXE E 
Dans cette annexe nous développons une méthode numérique applicable seulement à une 
classe de manipulateurs ayant une liaison prismatique active comme première liaison dans 
chaque jambe. Cette méthode permet d’obtenir les positions singulières dans l’espace de 
travail du manipulateur étudié. Pour mieux illustrer cette méthode, nous l’appliquons 
directement à la machine Verne. 
Nous avons montré dans le paragraphe 2.4.4 du chapitre 4 que les colonnes de la 
transposée de la matrice jacobienne inverse −J T  du module parallèle de la machine Verne 
sont les vecteurs de Plücker des droites passant par les jambes de ce manipulateur. A partir de 
l’Eq. [4.18], nous pouvons exprimer le déterminant de −J T  en fonction des variables 
articulaires (  , 1,  2, 3=ρi i ) et des variables opérationnelles ( ,  ,  P P Px y z ) comme suit, 
11 11 12 12 32 32
11 11 11 12 12 12 32 32 32
det
A B A B A B
(J )
PB A B PB A B PB A B
− =
× × ×
2
2
T  [D.1] 
Cependant après application de la méthode basée sur l’algèbre de Grassmann-Cayley à la 
machine Verne, nous avons obtenu les conditions d’existence des singularités parallèles sous 
forme vectorielle. Ces conditions peuvent être exprimées en fonction des variables articulaires 
(  , 1,  2, 3=ρi i ) et des variables opérationnelles ( ,  ,  P P Px y z ) comme suit, 
( ) ( )2 3 1 2 3det( ) , , , , , , , ,-T 1 2J F Fp p p p py z x y zρ ρ ρ ρ ρ=  [D.2] 
( ) ( ) ( )( )2 3 3 2 2 3 2 2 4, , , 2 sin( ) 2 cos( )1F p p p py z y R z R rρ ρ ρ ρ α ρ ρ α= − − − + − −  [D.3] 
La fonction ( )2 3, , ,p py z ρ ρ1F  correspond au cas où les plans des chaînes II et III sont 
coplanaires ou parallèles. Cette condition contient aussi le cas particulier où les droites AijBij 
(i=2,3, j=1,2) sont parallèles. 
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La fonction ( )1 2 3, , , , ,2F p p px y z ρ ρ ρ  est définie par l’Eq. [4.41] et correspond au cas où les 
six forces d’actionnement appliquées par les jambes à la plate-forme forment un complexe 
linéaire général. 
Les conditions géométriques nous permettent de visualiser les configurations singulières 
et même de factoriser le déterminant de la matrice jacobienne pour obtenir des expressions 
moins compliquées à résoudre mais il reste indispensable de vérifier numériquement 
l’absence des singularités dans l’espace de travail.  
Dans le cas du module parallèle de la machine Verne, les positions singulières sont 
obtenues en résolvant un système ( )1Sy  de cinq équations à sept inconnues. Les quatre 
premières équations de ce système sont les équations de contrainte, Eqs. [2.3a, 2.3b 2.4 et 2.5] 
et la quatrième est l’expression du déterminant de la matrice jacobienne, Eq [D.3]. Tandis que 
les inconnues sont les variables articulaires  ( 1,  2, 3)i iρ = , les coordonnées du centre de la 
plate-forme ,  ,  p p px y z  et l’orientation α  de la plate-forme. Pour pouvoir résoudre ce système 
il faut réduire les nombres d’inconnues à cinq. 
Puisque les chaînes de la machine Verne sont liées à la base par l’intermédiaire des 
liaisons prismatiques montées sur des rails verticaux. Alors, les variables articulaires 
 ( 1,  2, 3)i iρ =  sont exprimées linéairement en fonction de Pz . Donc nous pouvons procéder 
au changement de variables suivant : 
( )1,  2,  3i p iz iρ σ− = =  [D.4] 
Ce changement de variables permet de réduire le nombre des inconnues à six et diminuer 
la complexité des équations. Ainsi en fixant l’une des variables, par exemple α , nous 
obtenons un système ( )2Sy  de cinq équations à cinq inconnues. Nous faisons varier α  entre 
-π  et π  avec un pas constant et pour chaque valeur de α  nous résolvons ce système en 
utilisant une méthode de substitution. 
Pour détecter les singularités parallèles, nous éliminons successivement 1σ , 2σ  et 3σ  de 
l’Eq [D.3] du système ( )2Sy  pour obtenir une équation exprimée en fonction des variables 
px , py  et en fonction de l’orientation α  de la plate-forme. Pour réaliser cela, nous éliminons 
la variable 1σ  entre les Eqs. [D.3-2.3a] pour avoir l’Eq. [D.5], puis nous éliminons la variable 
2σ  entre les Eqs. [D.5-2.4] pour avoir l’Eq. [D.6] et à la fin nous éliminons la variable 3σ  
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entre les Eqs. [D.6-2.5] pour avoir l’Eq. [D.7]. Dans ces trois étapes, nous utilisons la fonction 
Resultant de Maple. Ensuite, nous éliminons la variable py  entre les Eqs. [D.7-2.6] pour avoir 
l’Eq. [D.8], qui est en fonction de px  et α .  
Nous faisons varier α  entre -π  et π  avec un pas constant et pour chaque valeur de α  
nous résolvons l’Eq. [D.8] pour px  en utilisant la fonction fsolve de Maple. Chaque racine 
,p kx  du polynome [D.8] est substituée dans l’Eq. [2.6] qui à son tour est résolue pour py . 
Ainsi, à chaque ,p kx  correspondent deux  racines de ,p ly . En conséquence, nous obtenons 
plusieurs couples solutions ( ,p kx , ,p ly ). Nous substituons les valeurs de chaque couple 
solution ( ,p kx , ,p ly ) dans l’Eq. [D.7]. Nous conservons les couples qui satisfont l’égalité dans 
cette équation et nous rejetons les autres couples. 
Les couples solutions conservés ( ,p kx , ,p ly ) doivent donner les coordonnées des points 
singuliers. Pour vérifier cela, nous calculons les solutions ( )1,  2,  3i iσ =  au modèle 
géométrique inverse pour chacun des couples solutions. Sachant qu’il existe seize solutions au 
MGI, nous choisissons celle utilisée par la machine Verne. Cependant, ils restent aussi des 
solutions qui ne sont pas associées à des points singulières. Nous ne conservons que les 
solutions ( ,p kx , ,p ly , ,i mσ  i=1, 2 ,3) qui satisfont l’équation d’existence des singularités 
parallèles [D.3], et nous rejetons les autres solutions. 
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Figure E.1 : Courbes des singularités dans l’espace opérationnel 
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Figure E.2 : Courbes des singularités dans l’espace articulaire 
Les solutions retenues forment des courbes de singularités parallèles pour une variable 
pz  donnée (voir les Figures E.1 et E.2). Les surfaces des singularités sont obtenues en faisant 
varier pz  avec un pas constant entre ses bornes inférieures et supérieures (les bornes de pz  
sont calculés dans le paragraphe 2.3 du chapitre 3). Ainsi la surface des singularités dans 
l’espace opérationnel est obtenue en appliquant une extrusion verticale aux courbes 
singulières (voir la Figure E.3). Tandis que la surface des singularités parallèles dans l’espace 
articulaire est obtenue en appliquant une extrusion le long d’une directrice avec un pente de 
/ 4π , cela revient à utiliser l’Eq. [D.4] pour calculer les variables articulaires ( )1,  2,  3i iρ =  
en variant pz  entre ses bornes inférieures et supérieures (voir la Figure E.4). Les Figures E.3 
et E.4 montrent que l’espace de travail de la machine Verne est exempt des singularités 
parallèles. 
  
 204 
 Frontière de l’espace de travail opérationnel
Surface des 
singularités
600 500
400 300
200 100
0 -100
-200 -300
500
1000
1500
2000
500
-500
0
xp
yp
zp
 
Figure E.3 : Surface des singularités parallèles et la frontière de l’espace de travail de la machine 
Verne dans l’espace opérationnel 
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Figure E.4 : Surface des singularités parallèles et la frontière de l’espace de travail de la machine 
Verne dans l’espace articulaire 
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                                                                                          ANNEXE F 
Dans cette annexe, nous calculons la matrice jacobienne 6×3 du robot 3-RPS en se basant 
sur ses caractéristiques structurales et sur les considérations décrites dans le paragraphe 3.3.3 
du chapitre 5. Cette matrice PJ  est utilisée dans le calcul des modèles dynamiques direct et 
inverse du robot. Pour réaliser cela, nous calculons d’abord les matrices jacobiennes des 
chaînes cinématiques i de ce robot, iJ  et la matrice jacobienne viJ  liant la vitesse de la plate-
forme à la vitesse du repère BiΣ . 
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Figure F.1 : le robot 3 RPS 
Le robot 3-RPS est un robot parallèle à trois degrés de liberté complexes. Les paramètres 
d’orientation et de position de ce robot sont au nombre de six, cependant seulement trois sont 
indépendants. Ce robot présenté sur la Figure F.1 est composé d’une plate-forme mobile et 
d’une base fixe, les deux ont la forme d’un triangle équilatéral, elles sont reliées par trois 
chaînes identiques composées chacune d’une articulation rotoïde (R), d’une articulation 
prismatique (P) motorisée et d’une liaison sphérique (S) attachée à la plate-forme (les trois 
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axes des rotoïdes de la base sont disposés à 120 degrés et l’axe de chaque rotoïde est parallèle 
au coté opposé du triangle de la base).  
Chaque chaîne du robot 3 RPS possède cinq ddls. En conséquence, il faut ajouter une 
articulation fictive par chaîne pour pouvoir établir une matrice jacobienne 6×6 du robot. Notre 
approche consiste donc à déterminer les efforts appliqués par chacune des chaînes sur la plate-
forme. Ainsi, à partir de la connaissance de ces efforts nous choisissons le type de 
l’articulation à ajouter et son emplacement dans chacune de ces chaînes. 
Chaque chaîne applique une force d’actionnement et une force de contrainte sur la plate-
forme comme indiqué sur la Figure F.2. Les trois forces d’actionnement Fi (i=1, 2, 3) sont 
portées par les chaînes cinématiques i et passent par les points Bi. Tandis que les forces de 
contraintes Fi (i=4, 5, 6) sont parallèles aux axes des liaisons pivots de base et passent par les 
points Bi (i=1, 2, 3), respectivement. Pour trouver ses forces, il suffit d’appliquer la théorie 
des vis réciproques présentée en détail dans le paragraphe 2.2.3 du chapitre 4.  
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Figure F.2 : Les forces appliquées par les chaînes cinématiques à la plate-forme mobile 
Maintenant, nous ajoutons une liaison prismatique fictive à chaque chaîne i (i=1, 2, 3). 
L’axe de cette articulation doit être parallèle à l’axe de l’articulation pivot de la même chaîne 
i et passe par le point Bi. (voir la Figure F.3) En conséquence, les trois articulations 
prismatiques fictives qui sont bloquées vont empêcher le mouvement de la plate-forme le long 
des axes des trois forces de contraintes. 
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Figure F.3 : La chaîne cinématique i 
La forme vectorielle de la jacobienne d’une chaîne cinématique i du robot 3-RPS est 
obtenue à partir de l’Eq. [5.14] : 
1i 1i 6 2i 3i
i
1i 4i 5i 6i
0 0 0
0 0
× 
=  
 
,a L a aJ
a a a a
 [F.1]  
avec :  
aj vecteur unitaire porté par l’axe zj de l’articulation j et que σj = 1 ( jσ = 0) si 
l’articulation j est prismatique et jσ = 0 ( jσ = 1) si elle est rotoïde 
6j,L  vecteur d’origine Oj (origine du repère jΣ ) et d’extrémité Bi (origine du repère BiΣ ). 
La matrice jacobienne, viJ , permet d’exprimer la vitesse du repère BiΣ , Biv  (6×1), en 
fonction de la vitesse de la plate-forme, Pv , en utilisant la relation de transfert du torseur 
cinématique : 
Bi vi PJ=v v  [F.2] 
^
Bi
vi
  ∂
  =
∂  
id3
P3 d3
I - PBJ =
0 I
v
v
 [F.3] 
La matrice jacobienne (6×6) du robot 3-RPS lie la vitesse de la plate-forme, Pv , aux 
vitesses des articulations actives et fictives 2ir  et 3ir  pour k=1, 2, 3. La transposée de l’inverse 
de cette matrice est obtenue en utilisant la relation [5.22] et les Eqs. [F.1 et F.3] : 
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( ) ( ) ( ) ( ) ( ) ( )1 1 1 1 2 2 2 2 3 3 3 32,: 3,: 2,: 3,: 2,: 3,:
T
T -T T -T T -T T -T T -T T -T
v v v v v v
P
r J J J J J J J J J J J J
 ∂  =   ∂ �v
 [F.4] 
La matrice jacobienne (6×3), PJ , utilisée dans le calcul du MDI est obtenue en inversant 
la matrice / Pr∂ ∂�v  exprimée par l’Eq. [F.4] et en sélectionnant les colonnes correspondant 
aux variables articulaires actives : 
1 2 3P P PPJ ( ,:) ( ,:) ( ,:)r r r
∂ ∂ ∂ =  ∂ ∂ ∂   � � �
v v v  [F.5] 
Le modèle dynamique inverse du robot 3-RPS est obtenu en appliquant l’Eq. [5.23] dans 
le repère de base de la machine : 
( )
m 3
a 0 0 0 0 p
i i i
i 1
:,1T T -TP P vΓ H J + J J H
=
=
 
= +  
 
∑  [F.6] 
Sachant que :  
Ta a a a
21 22 23H H H H =    [F.7] 
p p
i 1iH H=  [F.8] 
Le modèle dynamique direct exprime les accélérations cartésiennes indépendantes de la 
plate-forme, rv , en fonction des positions, vitesse de la plate-forme et les forces des 
articulations motorisées. Ce modèle est obtenu en appliquant la procédure décrite dans le 
paragraphe 2.2.4 du chapitre 5 définie par l’équation suivante : 
( ) 1r r r r r r
T
T T
robot robot robot
P
= A Γ - h A
−   ∂ −  ∂  �
v a a a a v
v


ρ  [F.9] 
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                                                                                          ANNEXE G 
Dans cette annexe, nous exprimons la matrice jacobienne inverse obtenue à partir de 
l’Eq. [5.73]du chapitre 5 
1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1
2 2 2 2 2 2 2 2 2 2 2
2 2 2 2 2 2 2 2 2 2 2 2 2
2 2 3 2
- -
- -
 - - ( 2 ) ( 2 )
-1
PJ =
− − σ − σ σ − −
+ − σ + σ σ − +
+ − σ + σ σ − +
+ − σ + σ σ − − + −
− − σ
I a a a a a
I b b a a b
II c c b b c
II c c c c c
III d d
X C r S r S C D d S d C D r
X C r S r S C D d S d C D r
X C r S r S C D d S d C D r
X C r S r S C D r d S d C r D r
X C r S r S 3 2 3 2 2 2 2 2 2
2 2 3 2 3 2 3 2 2 2 2
( 2 ) ( 2 )
 
 
 
 
 
 
 − σ σ − + − − −
 
− − σ − σ σ + − −  
c c d
III d d b b d
C D r d S d C r D r
X C r S r S C D d S d C D r
 
avec : 
1 1 ( )= αC R C , 2 2 ( )= αC R C  1 1 ( )= αS R S  et 2 2 ( )= αS R S  
1= −a pd x d , 2= −b pd x d  et 2 22= − +c pd x d r  
1= +I aX d D , 2= = +II III bX X d D  
( )1,  2,  3= − =i i pz iσ ρ  
1= −a pr r y , 1= +b pr r y , 4= +c pr r y  et 4= −d pr r y  
