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Abstract
The study of light-matter interaction in superconducting quantum circuits has
seen remarkable progress over the last 20 years. By engineering artificial atoms,
novel quantum phenomena have been demonstrated, and old ideas have come into
a new light. Beyond their application to basic science, the prospect of implement-
ing large-scale quantum information processing with superconducting circuits has
fueled a rapid development of surrounding technologies, with ever-increasing con-
trol over their behavior as a result. The field’s success stems primarily from the
flexible design and strong non-linearity of the artificial atom, whose coherent in-
teraction with both electrical and mechanical degrees of freedom has opened many
doors for science.
This thesis deals with the interaction between artificial atoms and quantum
fields in one-dimensional waveguides. The waveguide represents a one-dimensional
environment for the atom, which we use to study the properties of open quan-
tum systems. All quantum systems are, in fact, open, and interactions between
the system and its environment lead inevitably to a loss of energy and quan-
tum coherence. A continuous loss of information into the environment is called
a Markovian process. The work contained in this thesis indicates that deviations
from a Markovian process can be detected in the steady state of driven systems.
This could simplify the detection of non-Markovianity in open quantum systems,
as no information about the system’s transient dynamics would be necessary.
Specifically, this thesis considers both electromagnetic fields in microwave trans-
mission lines and acoustic fields in the form of surface acoustic waves (SAWs) trav-
eling on the surface of solids. The recent realization of artificial atoms interacting
with acoustic waves has opened up a new research field called quantum acoustics.
We have built a model of the interaction between atoms and SAWs that predicts
the existence of a new regime where the atom forms its own cavity. Addition-
ally, we have considered synthesizing electromagnetically induced transparency, a
quantum optics phenomena in opaque media where the absorption of photons is
canceled, in waveguides using multiple closely spaced two-level systems.
Some of the work in this thesis represents experimental work done in collabo-
ration. In the first experiment, we studied the routing of acoustic waves at the
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quantum level. In the other experiment, we demonstrated electromagnetically in-
duced transparency by creating an effective Λ system using a giant artificial atom.
This thesis reviews the numerical techniques used to model these experiments.
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Quantum computations rely on the ability to control individual quantum degrees
of freedom. Ultimately, the goal is to perform specific computational tasks, and
quantum simulations beyond the reach of modern supercomputers [1, 2]. These
are ambitious goals that require coherent control of dynamical quantum systems
and precise measurement techniques to extract the information encoded in the
quantum bits, the “qubits”. A large-scale fault-tolerant quantum computer, where
the inevitable errors of individual qubits are corrected, is still a long way to go
[3]. However, considerable efforts in that direction are currently pursued [4, 5].
Noisy intermediate-scale quantum (NISQ) computers based on (∼ 50− 100) non-
corrected qubits are, on the other hand, already here [6–8]. There is a number of
potentially useful applications for NISQ computers [9], e.g., to quantum chemistry
[10–12], classical optimization [13, 14], and quantum many-body simulations [15,
16]. However, whether the quantum gates are too noisy for near-term devices to
outperform algorithms run on classical computers remains to be seen.
One of the most promising implementations of large-scale quantum comput-
ing is based on qubits made from low-loss superconducting circuits, fabricated
on-chip using standard lithographic techniques, and operating in the microwave
regime [17–21]. Beyond their practical application in quantum computing, there
is another aspect of these qubits of a more fundamental nature that makes them
remarkable objects; they behave like artificially made atoms. In fact, they are
foremost artificial atoms, and only in specific parameter regimes do they ap-
proximately behave like two-level systems and can be used as qubits. Since the
properties of artificial atoms are chosen by the engineer, unlike natural atoms
with properties chosen by nature, they have given science a chance to study light-
matter interaction with better control and explore new regimes [22, 23]. Some of
these new regimes are studied or utilized in all of the papers appended to this
thesis.
Before artificial atoms could be reliably engineered and manipulated, natural
atoms interacting with photons in microwave cavities [24–27], and single trapped
ions probed by laser light [28–32], had been studied by Serge Haroche and David
Wineland in pioneering work in the field of quantum optics. Work for which
they were awarded the Nobel Prize in Physics in the year 2012. By interchanging
the natural atoms with superconducting artificial atoms, and the cavities with
superconducting resonators, quantum optics could be realized on-chip, a field that
was named circuit quantum electrodynamics (circuit QED) [33, 34] in analogy to
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its atomic counterpart: cavity quantum electrodynamics (cavity QED). The recent
success and rapid development of artificial atoms over the last two decades do not
mean that artificial atoms have replaced natural atoms and ions by any means;
each system has its own favorable properties. Trapped ions have, e.g., exquisite
coherence times with single-qubit memory times of up to an hour [35, 36] (which
is long compared to the superconducting qubits’ coherence time of ∼ 100µs [37]),
but might be more challenging to scale-up than devices fabricated on-chip [38].
Artificial atoms made from superconducting circuits can also interact with the
electromagnetic field in one-dimensional (1D) co-planar waveguides. In that case,
the atom interacts with traveling microwave photons instead of the stationary
photons in a cavity. The confinement of the electromagnetic field to 1D enhances
many effects seen in similar quantum optical experiments in 3D space. An early
demonstration of this was the nearly perfect extinction of the electromagnetic
field in the forward direction when a low-power coherent beam was scattered
against an artificial atom. More than 99% of the power in the incoming field
was reflected using an artificial atom [39], compared to the 12% extinction ob-
served with trapped ions and molecules [40, 41]. The study of such experiments,
where one or several atoms interact with a 1D radiation channel, is referred to as
waveguide QED. The theoretical studies in paper III, IV, and V are all performed
with implementations of waveguide QED using superconducting atoms in mind.
Still, they could, in principle, be realized in other waveguide QED systems. As
we experimentally demonstrate in paper II and theoretically study in paper I,
artificial atoms can also interact with phonons in acoustic waveguides, forming
a hybrid electro-acoustic system that can be referred to as waveguide quantum
acoustodynamics (waveguide QAD), but is more commonly referred to as circuit
QAD. Essential concepts of all the appended papers are introduced below, and
their main results are summarized in the end.
Before we proceed, let us summarize and clear up some terminology introduced
so far, primarily because we might use these terms interchangeably throughout the
thesis. Quantum optics is a broad field that studies the interaction between light
and matter. Quantum electrodynamics (QED) is the theory that accounts for the
quantum nature of both the atom and the electromagnetic field and is thus often
used to explain quantum optical phenomena where a fully quantum treatment is
necessary. When a cavity modifies the electromagnetic field, it is referred to as
cavity QED, and if the system is built from superconducting circuits, it is referred
to as circuit QED. In waveguide QED, which can be implemented in circuit QED,
the interaction between light and matter is essentially one-dimensional compared
to the three-dimensional interaction between optical light and natural atoms. It is
not always necessary to use a full quantum treatment of the electromagnetic field;
this is then called a semi-classical analysis, even though the system might operate
in the field of circuit/cavity/waveguide QED and behave fully quantum. Also,
waveguide QED might instead be referred to as quantum optics with artificial
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atoms – purely for historical reasons.
1.1 The superconducting artificial atom and
waveguide QED
The quantum behavior of superconducting circuits is an example of macroscopic
quantum mechanics, where collective degrees of freedom in the circuits behave
quantum mechanically. The quantum behavior of these circuits was discussed by
Legget almost 40 years ago [42], in which he suggested that macroscopic tunneling
and energy quantization could potentially be observed in SQUID-based circuits.
Shortly after, macroscopic tunneling was indeed observed in a Josephson junction
[43, 44]. The quantum “particle” was the phase difference of the superconducting
order parameter across the junction, and the quantization of its energy-levels was
soon measured as well [45]. The first coherent control of a macroscopic quantum
state in a superconducting circuit was performed by Nakamura et al. in 1999 [46],
using a predecessor of the type of artificial atom used in the experiments in paper II
and III, called the transmon, introduced in 2007 by Koch et al. [47]. The transmon
was much less sensitive to charge noise than earlier versions which increased the
coherence times significantly. A few milestones in the early development of circuit
QED that highlights its rapid development are: coherent coupling between a
qubit and a single photon [33], resolving and generating photonic Fock states
[48, 49], coherent state transferring and storage [50], single atom lasing [51], and
demonstration of two-qubit gates for quantum information processing [52].
Resonance fluorescence is one of the fundamental phenomena in quantum optics.
It describes the resonant absorption and re-emission of electromagnetic waves
by an atom. In 2010 this was demonstrated using a superconducting artificial
atom in a microwave transmission line for the first time by Astafiev at al. [53]
and constitutes the beginning of waveguide QED with superconducting circuits.
Although the reflection of a low-power coherent field against an artificial atom,
as in the resonance fluorescence experiment, has a classical counterpart, bunching
and anti-bunching of light do not. In bunched light, photons are emitted by
the atom in pairs, whereas in anti-bunched light, they are emitted one and one.
These are pure quantum effects that do not have a classical analogy and were
demonstrated in a transmon in Ref. [54]. In both these two experiments, the
lowest transition of the atom, the |0〉 − |1〉 transition, was weakly driven. In
another experiment, the |1〉 − |2〉 transition was driven strongly, giving rise to an
Autler-Townes doublet due to the Stark effect [55], that could be measured by
probing the |0〉 − |1〉 transition [39].
Another essential concept in waveguide QED has to do with collective effects
when multiple emitters are placed close to each other. By exchanging both real
and virtual photons, atoms couple via the waveguide and can have their collective
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Figure 1.1: A giant artificial atom in waveguide QED. The giant atom is formed
by a transmon atom coupled to a meandering transmission line at multiple points,
wavelengths apart. The atom is then not point-like from the perspective of the electro-
magnetic field, as it usually is in quantum optical experiments. The right panel is an
optical micrograph of the giant atom in paper III with 3 coupling points.
decay suppressed or enhanced, which is called sub- and superradiance and was
studied by Dicke already in 1954 [56]. These phenomena were demonstrated with
two transmons in a transmission line, and clear signatures of a distance-dependent
coupling were shown [57]. We study multiple atoms in a waveguide in paper
IV to investigate another classic quantum optics effect called electromagnetically
induced transparency [Sec. 1.4]; waveguide mediated coupling plays a crucial role
there as well.
1.2 Giant atoms
A giant atom is coupled to a waveguide at multiple points, wavelengths apart.
This is a new regime of quantum optics, where the atom is no longer seen as
point-like from the perspective of the electromagnetic field. Such an atom has
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several exciting features, as was first pointed out by Kockum et al. [58], e.g., the
decay rate of individual transitions of the atom becomes frequency-dependent.
Interestingly, while some transitions can be enhanced, others can be suppressed.
This effect was demonstrated experimentally in paper IV, where a giant atom
was realized by coupling a transmon atom to a meandering transmission line, see
Fig. 1.1. Moreover, in Ref. [59], several giant atoms with overlapping coupling
points were used to create a so-called decoherence-free subspace [60], in which the
atoms can switch from a radiative and non-radiative state while still maintaining
their waveguide mediated coupling. This regime cannot be realized with regular
atoms with a single coupling point.
Another regime of giant atoms is when the coupling points are separated by a
distance such that the propagation time-delay of emitted radiation between the
points is comparable to the atomic decay rate. This is a highly non-Markovian
system [Sec. 5.4], where the atomic population is revived at a time scale set by
the time delay [61, 62].
We consider transmission properties of systems involving giant atoms in paper
IV. In paper V, we study an atom in a semi-infinite waveguide, which behaves
very similar to a giant atom. The re-absorption of emission is a defining feature
of a giant atom with largely separated coupling points — an atom whose emission
is reflected against the end of a waveguide experience the same phenomena. As a
result, the two systems can be mapped entirely to each other in some parameter
regimes.
1.3 Quantum acoustics
A very recent development of superconducting artificial atoms begun in 2014,
when a transmon was coupled to propagating surface acoustic waves (SAWs) in
solids in a seminal experiment by Gustafsson et al. [63]. Soon several experiments
demonstrated coupling also to SAW resonators [64–68], and to bulk acoustic wave
resonators (BAWs) [69, 70]. The latter system performed so well that Chu et al.
managed to create phononic Fock states inside a BAW resonator, indicating the
great coherent control achievable with acoustic devices. This entire field is now
called quantum acoustics.
Paper I is a theoretical study of a SAW coupled atom, and paper II is an
experimental study of the same system.
1.4 Electromagnetically induced transparency
EIT is a phenomenon in which electromagnetic absorption in an opaque medium
is canceled due to quantum mechanical interference [71–73]. The transparency
also comes with a steep dispersion, which can be used to create slow light [74], or
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Figure 1.2: Driving scheme for observing electromagnetically induced transparency
in a three-level Λ system.
even stopping light completely [75, 76]. In quantum optics, it is hard to engineer
a strong photon-photon interaction, a problem that does not exist in circuit QED
due to the Josephson junction’s strong non-linearity. EIT can be used to engineer
such interactions, which fueled a lot of the early excitement about EIT in quantum
optics [77].
The effect is explained in terms of a three-level Λ system. In a Λ system, only
the |0〉 − |2〉 and |1〉 − |2〉 transitions are allowed. If a strong control field is
applied at the |1〉 − |2〉 transition, the absorption of photons in a weak probe
applied to the |0〉− |2〉 transition can be canceled completely; yielding the system
transparent. The driving scheme is illustrated in Fig. 1.2. The cancellation can be
understood as destructive interference between two different excitation pathways
in the system: the short pathway |0〉 → |2〉 and the longer pathway |0〉 → |2〉 →
|1〉 → |2〉. In the right parameter regime, the probability amplitudes for these
two transitions are equal and interfere destructively.
It has remained hard to observe EIT with superconducting artificial atoms,
primarily because its energy levels are formed in a ladder, lacking even a partially
stable state. To circumvent this, an atom can be embedded in a resonator, or a
cavity [78, 79], to form a Λ system out of dressed states. In paper III, we show
that the decay rate of the first excited state in a giant atom can be significantly
suppressed, allowing it to form an effective Λ system and showcase EIT. In paper
IV, we study how EIT can be constructed in waveguide QED without an external
control field, using two closely spaced two-level systems instead.
1.5 Organization of this thesis
This thesis is organized as follows: In chapter 2, we explain the quantization
procedure of electrical circuits. As a concrete example, we study two coupled
LC-oscillators as a warm-up to the calculation of an artificial atom coupled to an
infinite number of oscillators in paper I. In chapter 3, we study the propagation
of surface acoustic waves in both non-piezoelectric and piezoelectric materials.
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Specifically, we consider gallium arsenide as an example material; it is widely
used in cQAD, and its cubic lattice symmetry allows for analytical solutions. We
proceed to derive a lumped-element model of interdigital transducers, which is
used to transduce an electric to an acoustic signal and vice versa. In chapter 4,
we introduce the field of cQAD and review some of the progress that has been
made so far in the field. Chapter 5 is an introduction to open quantum systems.
In particular, we derive the quantum optical master equation in Lindblad form
and discuss the notion of non-Markovianity. The master equation was used to
describe the experimental results in paper III and study the inelastic properties
of atoms in waveguides in paper IV. Next, chapter 6 explains a single-photon
scattering technique used in paper IV. In chapter 7 we introduce the formalism
of tensor networks. Within this formalism, highly efficient representations of low-
energy states of quantum many-body systems can be formulated. We utilize a
numerical technique based on this principle in paper V. Finally, in chapter 8 we
summarize the main results of the appended papers I-V. We conclude the thesis
in chapter 9 and discuss future research directions.

2 Quantized electrical circuits
In paper I, we build a model of a SAW-coupled artificial atom, based on the
quantization of an electrical circuit. In this chapter, we study each component
in that model individually. We start by introducing the basic concepts of circuit
quantization [80, 81] and move on to study transmission lines and artificial atoms.
Finally, we look at the Jaynes-Cummings model, as it can be used to describe
many of the experiments performed in the field of circuit QED.
2.1 The LC oscillator
The Harmonic oscillator might be the most well-studied object in the entire field
of physics. Not only is it simple to solve mathematically, but it is also applicable,
remarkably enough, to a wide range of physical systems. Sometimes the motion
of an object is described precisely as a harmonic oscillator, and sometimes it is
approximately harmonic, perhaps under certain conditions. The swinging pen-
dulum is one such example, but the relevance of the harmonic oscillator can be
found in most fields of physics: from the description of lattice vibrations in solids
to the description of quantum fields in quantum field theory. Sidney Coleman
said during a lecture at Harvard: “The career of a young theoretical physicist con-
sists of treating the harmonic oscillator in ever-increasing levels of abstraction”.
An artificial atom is a weakly nonlinear system that is often treated as a simple
harmonic oscillator to simplify the analysis. We utilize this simplification in pa-
per I to circumvent the problems of treating both ultra-strong coupling and time
delays at the same time. As such, we start the scientific part of this thesis with
the description of the electronic harmonic oscillator, the LC circuit.
2.1.1 Classical harmonic oscillator
The LC oscillator is formed by coupling an inductor with a capacitor in either
series or parallel, see Fig. 2.1. The Lagrangian of the circuit, L = T −V , where T
and V is the kinetic and potential energy, respectively, can be written in different
ways depending on the choice of position variable. This choice depends on what we
associate as the potential energy of the circuit. In the case of the LC circuit, this
choice is irrelevant, as we will see shortly. For circuits involving more complicated
elements, such as the Josephson junction, a good choice of variables can greatly
simplify the calculations.
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Figure 2.1: (a) Parallel LC circuit. (b) Series LC circuit.
The storage of charge on the capacitor is a natural choice of potential energy.






The current in the circuit is defined as the time derivative of the charge I ≡ Q̇,






It can be instructive to compare the LC circuit to its mechanical counterpart,
the mass at the end of a spring (the typical textbook example of a harmonic
oscillator). The Lagrangian for such system is: L = mẋ2/2 − kx2/2. In the LC
circuit, it is thus the charge that plays the role of position, the inductance that
plays the role of mass, and the capacitance can be regarded as the inverse of a
spring constant.
We write down the Euler-Lagrange equation of motion for the charge,
LQ̈+ Q
C
= 0⇔ Q̈ = −ω20Q, (2.3)
where we introduced the resonance frequency ω0 = 1/
√
LC. The motion of the
charge is thus described by an oscillatory function oscillating with frequency ω0.
The conjugate momentum to the charge is the flux through the inductor, Φ =
∂L/∂Q̇ = LQ̇. The Hamiltonian of the system will thus be a function of charge
and flux. The Hamiltonian is obtained from the Legendre transformation of the
Lagrangian,








The relationship between flux and charge to the voltage at the capacitor and
current through the inductor can be retrieved directly from Hamilton’s equations








The “branch” flux, Φ, which we introduced earlier, is the flux through the
inductor branch of the circuit. In the artificial atom that we introduce later on,
the inductor in the LC circuit is replaced by a Josephson junction. In that case,
it is easier to work with what is called the “node” flux. The node flux is related to
the branch flux through the relation Φ = φ1−φ0, where φ1 and φ0 are the flux at
the two nodes surrounding the inductor in Fig. 2.1(a). Since one of the nodes is
grounded, its voltage is zero, and the branch and node flux is equal in this simple
case. This is not true in general. We refer to the node flux as φ from now on. The





The voltage is thus related to the node flux through the relation: V = φ̇. This
means that we can rewrite the capacitive energy in Eq. (2.4) as Cφ̇2/2. Rewritten
in terms of the node flux, this energy is more suitably interpreted as kinetic energy
than potential energy since it involves the time derivative of the flux. Similarly,
what we previously referred to as the kinetic energy, φ2/2L, gets reinterpreted as
potential energy, the energy stored in the inductor. With the node flux as the






The conjugate momentum to the flux has the unit of charge (just as before),
q = ∂L/∂φ̇ = Cφ̇, but it differs from the previously defined charge by a minus
sign. That sign difference become important once we quantize the system and
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By comparing Eq. (2.9) with Eq. (2.5), it becomes clear that q = −Q.
This exercise in shifting variables can be valuable because most of us are used
to thinking in terms of voltages and currents, not in magnetic flux and charge.
Ultimately, we want to formulate things in terms of node fluxes, the chosen po-
sition variable in the appended paper I. These are, however, arbitrary choices,
chosen simply for convenience.
In summary, when the charge on the capacitance is chosen as the position
variable, the inductance plays the role of mass, whereas the capacitance plays the
role of an inverse spring constant. When the node flux is chosen as the position
variable, the capacitance plays the role of mass, whereas the inductance plays
the role of an inverse spring constant. Additionally, when the flux is taken as
the position variable, care has to be taken regarding the sign of the charge. This
manifests itself in the classical Poisson bracket relations
{Q,Φ} = {φ, q} = 1. (2.10)
2.1.2 Quantum harmonic oscillator
We quantize the LC-oscillator of the previous section by imposing canonical com-
mutation relations, and promoting both the flux and the charge to operators,
[φ̂, q̂] = i~. (2.11)
The quantum harmonic oscillator is most easily solved by expanding φ̂ and q̂ in

















with â and â† satisfying the commutation relation [â, â†] = 1. The prefactors of
Eq. (6.30) and Eq. (6.31) can be rewritten in terms of the characteristic impedance


















As a consistency check, we note that the flux and charge obey Heisenberg’s un-
certainty principle (as they must), φ̂q̂ = ~/2. In terms of the ladder operators,







It is worth mentioning what type of excitations we are dealing with in an
electrical circuit, as the LC oscillator. On the one hand, they are excitations
of the collective motion of electrons in the circuit. However, they can just as well
be regarded as photons. In the lumped-element treatment that we have adopted
here, adding charges to the circuit means adding charges to the capacitor, which
implies an electric field in between the plates of the capacitor. The magnetic field,
on the other hand, resides inside the inductor. For this reason, the excitations are
often referred to as photons.
Considering the sheer amount of atoms that physically make up the circuit, it
is truly fascinating how simple the quantum description of the oscillator can be
made.
2.2 Coupled systems
Most systems studied in the field of cQED consist of several coupled systems.
Even in the simplest case of a single circuit, e.g., an artificial atom, it needs to be
coupled to some kind of probe and readout device. Dealing with coupled systems
is thus essential. This section will derive the Hamiltonian for two coupled LC
oscillators, as this perhaps constitutes the simplest non-trivial case of a coupled
system. This section also serves as a preparation for the more complicated circuit
in paper I.
There are several ways to construct the circuit Lagrangian in terms of node
fluxes. We will use a straightforward method where we write down the energy of
each component in terms of branch fluxes and then use Kirchhoff’s voltage law to
reduce the number of variables. As the last step, we express the branch fluxes in
terms of the node fluxes surrounding them.
In this example we use two capacitively coupled oscillators, see Fig. 2.2, but
both inductive and galvanic couplings are used in practice. We denoted the branch
fluxes as φCi and φLi, where Ci and Li is the capacitance and inductance of the


















Kirchhoff’s voltage law states that the sum of the voltages in a closed loop is
zero. As can be seen in Fig. 2.2, the two oscillators form two closed loops. We
choose counterclockwise to be the positive direction of each loop. This gives us
the following relations:
φ̇C1 + φ̇L1 = 0 ⇒ φ̇L1 = −φ̇C1, (2.18)
φ̇C2 + φ̇L2 = 0 ⇒ φ̇L2 = −φ̇C2. (2.19)
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Figure 2.2: Two capacitively coupled LC oscillators.
Since both oscillators are connected to ground, the branch fluxes are related to
the two node fluxes according to:
φ̇C1 = φ̇1 (2.20)
φ̇C2 = φ̇2 (2.21)
φ̇Cc = φ̇1 − φ̇2. (2.22)

























where the capacitance- and inductance matrices are defined as:
C =
(
C1 + Cc −Cc









and the flux vector as:
φ̂ = (φ1, φ2) . (2.27)
The conjugate momenta to the fluxes is then written as
~q = C~̇φ, (2.28)
15
which gives us that,
~̇φ = C−1~q, (2.29)
with,
C−1 = 1
C1Cc + C2Cc + C1C2
(
C2 + Cc Cc
Cc C1 + Cc
)
(2.30)
































where we used that C−112 = C−121 . By introducing the two “bare” oscillator frequen-
cies (which includes the small frequency shift due to the coupling capacitance),

















φ22 + C−112 q1q2. (2.32)
Just as in section 2.1.2, we quantize the Hamiltonian by promoting both φi and
qi to operators, and imposing canonical commutation relations,
[φ̂i, q̂j] = i~δi,j. (2.33)








































(C1 + Cc)(C2 + Cc)
. (2.37)
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Figure 2.3: Distributed circuit model of a lossless transmission line. The model
consist of an infinite array of harmonic oscillators, with a characteristic inductance
LT and capacitance CT per unit length.
2.3 Transmission lines
One-dimensional (1D) microwave transmission lines are one of the basic building
blocks of circuit QED. Unlike electromagnetic radiation in free space, the confine-
ment of light to a 1D waveguide only supports field lines normal (i.e., transverse)
to the direction of propagation. These modes are referred to as TEM modes, as
in Transverse Electro-Magnetic modes. The same type of radiation is found in
optical fibers and radio waves. A transmission line can also be terminated at one
end, forming a half-cavity, or at both ends and thus forming a microwave res-
onator. The confinement to 1D has added benefits for light-matter interaction, as
was mentioned in chapter 1. Here, the main goal is to introduce the quantization
of the distributed circuit diagram describing a transmission line, following the
quantization procedure introduced in Sec. 2.1.2.
Dealing with superconducting circuits, the transmission lines we are interested
in have zero resistance and are lossless, which is a good approximation for most
practical purposes. Hence, they can be described as the distributed circuit in
Fig. 2.3 [82, 83], only containing capacitors and inductors. An inductor and
capacitor together form an LC oscillator; whether they are coupled in series or
parallel does not matter. The transmission line in Fig. 2.3 is thus nothing but
an infinite array of oscillators, where each oscillator is inductively coupled to its
nearest neighbors. In contrast to the example with the two coupled oscillators
from section 2.2, where the capacitive coupling implied a coupling through their
momenta, the inductive coupling will couple the oscillators through their position.
The goal of the following section is to show that the field in the transmission
line is described by the Klein-Gordon equation for a massless scalar field [84].
Following the same procedure as in section 2.1.1, the transmission line in Fig. 2.3














where CT and LT is the capacitance and inductance per unit length respectively.
By introducing the conjugate momentum to the flux qi = ∂L/∂φ̇i, we obtain the












As before, we quantize the Hamiltonian by promoting both φi and qi to operators
and impose canonical quantization relations,
[φ̂i, q̂i] = i~δij. (2.40)













φ̂i+1 − 2φ̂i + φ̂i−1
)
. (2.42)













By combining the time derivative of Eq. (2.41), with Eq. (2.43), while going to
the continuum limit, where φi → φ(xi, t), we arrive at the Klein-Gordon equation




φ̂′′(x, t) = 0, (2.44)
where the speed of light in the transmission line is given by c2 = 1/CTLT .
The Klein Gordon equation is easily solved by expanding the field in terms of
Fourier operators,





and similarly for q̂(x, t). In k space, Eq. (2.44) then becomes,
¨̂
φ(k, t) + c2|k|2φ̂′′(k, t) = 0. (2.46)
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This is nothing but the equation of motion of the simple Harmonic oscillator that
we have already seen in section 2.1.1, with the dispersion relation ωk = c|k|. The






q̂(k, t)q̂(−k, t) + CTω2kφ̂(k, t)φ̂(−k, t)
)
. (2.47)
We can expand the operators in terms of creation and annihilation operators.


















With the annihilation and creation operators fulfilling the commutation relations,
[âk, â†k′] = δ(k − k′) (2.50)
[âk, âk′] = [â†k, â
†
k′] = 0. (2.51)
We can make the operators time independent by transforming to the Schrödinger
picture. In the Heisenberg picture, the time evolution of the ladder operators are
given by,
âH(t) = âSe−iωt. (2.52)
In terms of the time independent ladder operators, the flux and charge operators





























It can be useful to evaluate the fields at one position, e.g., a node to which
another circuit is coupled, and separate the field components propagating left
and right at that position. The field that propagates into a certain node can then
be called an incoming field, and the field component that propagates away from
that node can be called an outgoing field; a notation we adopt in paper I. This































As an example, we can define the right going field at the node located at x = 0
as incoming, and the left going field at the same position as outgoing. The flux






















= φin0 (t) + φout0 (t).
(2.56)
2.4 The transmon
Although there are several realizations of qubits based on quantized electrical
circuits, such as flux qubits [85, 86], and phase qubits [87], the most common
variant used is the charge qubit. The first realization of a charge qubit was called
the Cooper-pair box [88], and consisted of a superconducting island connected
to a superconducting reservoir by a Josephson junction. The Josephson junction
consists of two superconducting leads, separated by a thin non-superconducting
layer. The separation is small enough that Cooper-pairs can tunnel from one lead
to the other. It turned out that the first realizations of a Cooper-pair box were
very sensitive to charge noise. The energy level separation changed dramatically
as the charge on the superconducting island fluctuated. A large shunt capacitor
was added to the qubit to redeem this problem, which made it insensitive to
charge noise. This design was called the transmon [47]. The equivalent circuit of
a transmon can be seen in Fig. 2.4, where we have neglected any possible extra
charge added to the island by the environment. Some common alterations of the
transmon, like the Xmon [89], are identical to the transmon because they operate
in the same regime of the same Hamiltonian. The difference is a design choice to
make the Xmon, e.g., better suited for a scalable quantum computer architecture.
We do not derive the energy of the Josephson junction here but refer the reader
to standard textbooks on the subject, such as [90]. The potential energy of the
Josephson junction is given by L = −EJ cos (δ), where δ is the superconducting
phase difference across the junction and the Josephson energy EJ = Φ0Ic/2π is set
by the magnetic flux quantum Φ0 and the critical current Ic of the superconductor
making up the junction.
We can immediately write down the Lagrangian for the system,
L = 12CJ φ̇
2
1 + EJ cos (δ) , (2.57)





− EJ cos (δ) . (2.58)
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Figure 2.4: Effective circuit for a simple transmon design, neglecting any offset
charge added to the island by an external gate or surrounding.
The phase difference across the junction can be expressed in terms of the flux
δ = 2eφ1/~ = 2πφ1/Φ0, with e being the electron charge. We can thus quantize
the system imposing the usual commutation relations between flux and charge









It is common to rewrite the Cooper pair box Hamiltonian to a slightly different
form. By introducing the charging energy EC = e2/2CJ , the energy it takes to
put an electron onto one of the junction islands, and the Cooper-pair number
operator n̂ = q̂1/2e, the Hamiltonian takes the form,
H = 4EC n̂2 − EJ cos (δ) . (2.60)
Here we used the phase difference δ again since that is the true conjugate variable
to the number operator.
Let us now study the charge qubit’s energy spectrum, both the linearized spec-
trum and the full anharmonic spectrum. The harmonic spectrum is obtained by
expanding the Hamiltonian in Eq. (2.59) for small values of φ̂1/Φ0, and throwing










The prefactor of the second term defines the so called Josephson inductance L−1J =
EJ4π2/Φ20. The Hamiltonian is then again a simple harmonic oscillator, with









This is, however, only fully valid in a classical sense where we can consider ar-
bitrarily small values of φ̂1, quantum mechanically the values of φ̂1 are limited
by the zero-point fluctuations. The zero-point fluctuations are only small in the
limit of EJ  EC , which can be seen by writing the flux operator (which is only
correct in the harmonic approximation) as













which shows that the harmonic solution is only approximately true in the limit
of EJ  EC . This is, however, fulfilled in the transmon regime. Thus, for the
transmon, we can use the harmonic solution and add the anharmonicity as a
small perturbation. We thus have that H = H0 + V , where H0 is the linearized
Hamiltonian Eq. (2.59), and V = EJ(2π/Φ0)4φ4ZPF(â + â†)4/24 is the 4th order
contribution in the expansion of the Josephson potential. Perturbation theory up






We can understand the two terms in the following way: the second term is a
small renormalization to the harmonic oscillator frequency which is now given by
ω′0 =
√
8ECEJ −EC . The first term gives rise to an anharmonicity in the energy
spectrum, such that ω21−ω10 = −EC , where ωij = ωi−ωj. The energy spectrum
of the transmon thus get denser at higher energies.
2.5 The Jaynes-Cummings model and dispersive
readout
Although this thesis does not deal with the topic of quantum measurements in
general, it can be interesting to see at least one approach to measuring the state
of a superconducting qubit. Quantum measurements can be divided into two
categories: quantum demolition measurements (QD) and quantum non-demolition
measurements (QND). A photon hitting a wall is an example of a QDmeasurement
since the photon is destroyed in the measurement process. The approach we
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present here is an example of a QND measurement and is referred to as dispersive
readout [91].
We start from the Rabi model, which describes the interaction of a two-level
system and a single mode of a resonator,
HR =
ω0






where σi for i = x, y, z are the Pauli spin operators, ω0 is the resonance fre-
quency of the two level system, ωr is the resonator frequency, a (a†) is the bosonic
annihilation (creation) operator, and g is a coupling constant. Since σx can be
rewritten in terms of the raising and lowering operators of the two-level system,
σx = σ+ + σ−, the coupling term will exchange excitations between the two-level
system and the resonator. By going to the interaction picture, two of the cou-
pling terms, σ−a and σ+a†, rotate with the frequency ω0 + ωr; these are called
counter-rotating terms. The two remaining terms, σ+a† and σ−a, rotate with the
frequency ω0 − ωr. For ωr ≈ ω0, the counter-rotating terms thus rotate with fre-
quency 2ω0, and will average out over longer time scales. As long as the coupling
constant is much smaller than the other frequencies involved, g  {ω0, ωr}, the
counter-rotating terms can be neglected. This is called the rotating-wave approx-










where we left the interaction picture after we performed the RWA. In contrast to
the Rabi Hamiltonian, the Jaynes-Cummings Hamiltonian preserves the number
of excitations in the system.
If the qubit and resonator are far from resonant with each other, this setup
can be used to read out the state of the qubit. It becomes clear if we transform
the Jaynes-Cummings Hamiltonian into the so-called dispersive regime. If the
detuning, ∆ = |ωr − ω0| is large compared to the coupling constant, g  ∆, we













a†a+ ω0 + g
2/∆
2 σz. (2.70)
From Hdisp, we see that the resonator and the qubit are no longer exchanging
excitations, as they do if they are resonant with each other. However, exciting
the qubit will change the resonator frequency. This means that by probing the
resonance frequency of the resonator, the state of the qubit can be read out
without having to interfere with the qubit itself. The dispersive readout is one of
the most common readout schemes of superconducting qubits [3].
3 Surface acoustic waves
This chapter reviews some of the literature on surface acoustic waves (SAWs)
and their interaction with electrical circuits, motivated by paper I and II, where
the interaction between SAWs and a transmon atom is studied. Parts of this
chapter might seem, rightfully so, detailed compared to the other chapters. The
detailed introduction is motivated by the very recent introduction of SAWs to the
circuit QED community. Before exploring SAWs’ quantum properties, we must
understand where they come from and what they are.
3.1 Surface waves in non-piezoelectric substrates
It turns out that the motion of surface acoustic waves in piezoelectric materials is
primarily determined by the solutions to the wave equations in non-piezoelectric
materials. It is a consequence of the small amount of energy residing in the electric
field compared to the mechanical energy in the acoustic field. Therefore, we
begin the introduction to SAWs by solving the wave equations in non-piezoelectric
materials. We follow closely the derivation by Schutz [93], which in turn is based
on the results in Refs. [94] and [95].
The elastic wave equation in a solid can be written in terms of the displacement
vector uk,
cijkl∂j∂kul + ρüi = 0, (3.1)
where ρ is the mass density of the solid, and cijkl is the elasticity tensor, where we
have assumed Einstein’s summation convention. This is nothing but three coupled
wave equations, one for each direction i = x, y, z. The most common material for
SAW devices in circuit QAD is gallium arsenide (GaAs), which has a cubic lattice
structure. For any cubic lattice, there are only three independent components in
the elasticity tensor, denoted c11, c12, and c44 (where Voigt notation is used to
reduce the number of indices). One can find the values of the elasticity constants
in standard references, such as [96].
If we consider a wave that propagates along the surface of the material, with ẑ
being the direction normal to the surface, we can write the boundary condition
that there is no net force acting on the wave at the surface as,
cẑjkl∂luk = 0. (3.2)
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+ (c12 + c44)(∂x∂yuy + ∂x∂zuz) + ρüx = 0, (3.3)
and the other two wave equations can be found by cyclic permutation of the
indices. The boundary conditions become,
c44(∂xuz + ∂zux) = 0,
c44(∂yuz + ∂zuy) = 0,
c11∂zuz + c12 (∂xux + ∂yuy) = 0.
(3.4)
Following the reasoning in Ref. [95], the solution we are looking for is a wave
propagating in the x − y plane at z = 0 (the surface), with wave vector ~k =
k(lx̂ + mŷ), where l = cos θ, m = sin θ, and θ denotes the angle between the x̂










where q is some decay constant that determines how far into the bulk the wave
extends, and vs is the phase velocity, which we refer to as just the velocity from
now on. Inserting this ansatz into the wave equation, Eq. (3.3), and similarly for
the two other directions, while writing the wave equation on matrix formM ~A = 0,




2 + c44(m2 − q2)− ρv2s lm(c12 + c44) lq(c12 + c44)
lm(c12 + c44) c11m2 + c44(l2 + q2)− ρv2s mq(c12 + c44)
lq(c12 + c44) mq(c12 + c44) c11q2 − c44 + ρv2s
 ,
(3.6)
we obtain that the only nontrivial solutions are found in the case of a vanishing
determinant detM = 0. The equation detM = 0 has in general three roots,
q21, q
2
2, and q23, all three depending on the velocity vs and the angle θ. However,
the solutions need to converge as z → ∞, which means that there can not be
any surface waves deep into the bulk. Thus, if we only keep the solutions that
lead to zero displacements inside the bulk, we can write a general solution as a
superposition of surface waves with allowed qi values,
(ux, uy, uz) =
∑
i=1,2,3
(ξi, ηi, χi)Kie−kqizeik(lx+my−vst), (3.7)











where the quantities ξi, ηi and χi were introduced as parts of the determinant of
M according to,
ξi =
∣∣∣∣∣c11m2 + c44(l2 + q2)− ρv2s mq(c12 + c44)mq(c12 + c44) c11q2 − c44 + ρv2s
∣∣∣∣∣ ,
ηi =
∣∣∣∣∣lm(c12 + c44) mq(c12 + c44)lq(c12 + c44) c11q2 − c44 + ρv2s
∣∣∣∣∣ ,
χi =
∣∣∣∣∣lm(c12 + c44) c11m2 + c44(l2 + q2)− ρv2slq(c12 + c44) mq(c12 + c44)
∣∣∣∣∣ .
(3.9)
Although there is an amplitude for each root qi and each displacement ui, the
velocity vs is the same for each qi and can be determined from the boundary
condition at z = 0. To do so, we rewrite the boundary condition on matrix form
as well: B ~K = 0, with ~K = (K1, K2, K3), and where
B =

lχ1 − q1ξ1 lχ2 − q2ξ2 lχ3 − q3ξ3
mχ1 − q1η1 mχ1 − q1η1 mχ3 − q3η3
lξ1 +mη1 + aq1χ1 lξ2 +mη2 + aq2χ2 lξ3 +mη3 + aq3χ3
 , (3.10)
where a = c11/c12. This equation also has non-trivial solutions only when detB =
0. In summary, detM = 0 and detB = 0 determines the velocity vs and decay
constant qi, and Eq. (3.8) determines the amplitudes. The full formal solution
can thus be found from these three equations.
Even though a solution could be found for propagation in any direction in
principle, one for each value of l = cos θ and m = sin θ, not all solutions are
physical or realized in materials. Since qi can be complex, some solutions may lead
to non-vanishing displacements inside the bulk even though reasonable velocities
are found. Luckily, we are interested in the [110] direction of GaAs. Since this is a
high-symmetry direction for a cubic lattice, a relatively simple analytical solution
can be found for this case. For the [110] direction we have that l = m = 1/
√
2. By
inserting l and m and subtracting the second row of M in Eq. (3.6) from the first
row, we find a common denominator (c12 − c12)/
√
2− ρv2, which leaves the first
row as (1,−1, 0). Thus, we have that U = V and the wave equations simplifies to
the problem of solving M ′ · (U, iW ) = 0, where
M ′ =
c′11 − ρv2s − c44q2 q√2(c12 + c44)
q
√
2(c12 + c44) c11q2 − c44 + ρv2s
 , (3.11)
where we wrote c′11 = (c11−ρv2s−c44q2)/2. The characteristic equation detM ′ = 0
then gives us the following equation to solve in order to obtain q,
(c′11 − ρv2s − c44q2)(c11 − c44 + ρv2s)− q2(c12 + c44)2 = 0. (3.12)
From this equation it is possible to deduce that vanishing displacements in the
bulk are only possible for purely imaginary values of q, or positive and real values
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of q. This gives two possible solutions, q1 and q2. The velocity we can find from
the mechanical boundary condition. First we do a coordinate transformation such
that the direction of propagation is aligned with the x-axis, we define the new axis
as x′ = x
√
2. The boundary condition at z = 0 is then written as,
∂x′uz + ∂zux′ = 0
c12∂x′ux′ + c11∂zuz = 0.
(3.13)
If we remind ourselves of the ansatz we made earlier, but this time in terms of













and by introducing the ratio of the two amplitudes γi = iWi/Ui, which is found
from the kernel of M ′ to be,
γi = qi
c11 + c44
c11(X + qi) + c44
, (3.15)
where X = ρv2sc11, we can formulate the boundary condition on a new matrix
form as B′ · (U ′1, U ′2) = 0, where,
B′ =
(
γ1 − q1 γ2 − q2






The characteristic equation for B′ then gives,
(γ1 − q1)(1 +
c11
c22
q2γ2)− (γ2 − q2)(1 +
c11
c22
q1γ1) = 0. (3.17)




c12 + ρv2s + c11q21
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c12 + ρv2s + c11q22
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By plugging in the expressions for q21 and q22 that can be obtained from Eq. (3.17),















This equation is cubic in X = ρv2s , but we are only interested in the lowest
velocity mode, which is the mode referred to as the Rayleigh mode. Finally, we
note that we have derived an equation that only depends on material properties:
the elasticity constants c11, c12, c44 and the mass density ρ.
The ansatz for the displacements in Eq. 3.14 can be simplified. The two roots
q1 and q2 are related by the relation q1 = q∗2, from this it follows that also the
ratios of the amplitudes satisfies γ1 = γ∗2 . Hence, we can write q ≡ q1 = q∗2 and















As an interesting side note, Rayleigh waves are also what we see traveling the
earth’s surface in an earthquake. SAW beams emitted at a single phonon level,
such as in the experiment in paper II, can thus be seen as tiny earthquakes,
perhaps the smallest earthquakes ever observed.
3.2 Surface waves in piezoelectric substrates
As we have now seen the case of SAWs in non-piezoelectric materials, we now turn
to study how the results obtained above change when we turn on the piezoelectric
coupling. We start with a general formulation before turning to the specific case
of a cubic lattice and propagation in the [110] direction of a (001) surface.
For an acoustic wave traveling at the surface of a piezoelectric material, the
elastic wave and electromagnetic field are coupled. In principle, we want to solve
Newton’s and Maxwell’s equations simultaneously to find the field distributions.
Two solutions are then obtained, one describing an elastic wave moving with veloc-
ity vs with an accompanying electric field, and one describing an electromagnetic
wave, with velocity c ≈ 105vs, traveling with an accompanying mechanical strain.
For the elastic wave solution, the magnetic field is negligible, since it is due to an
electric field moving with velocity much smaller than the speed of light, so that,
∇× ~E = −∂tB ≈ 0⇒ E = −∇φ. This implies that elastic waves in piezoelectric
materials can be described within the quasi-static approximation, i.e., the electric
field is static compared to the electromagnetic field.
The wave equations for an acoustic wave in a piezoelectric material connects the
mechanical stress tensor T and the electrical displacement D with the mechanical
strain u and the electric potential φ,
Tij = cijkl∂kul + eijk∂kφ,
Di = −εij∂jφ+ eijk∂juk,
(3.22)
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where cijkl is the stress tensor, eijk is the piezoelectric tensor and εijk is the
permittivity tensor. Compared to the non-piezoelectric case, Hooke’s law has now
been modified to also take into account an additional stress due to the piezoelectric
effect, while the electric displacement field is accounting for the piezoelectricity
by an additional polarization induced by the strain. Newton’s second law then
becomes,
ρüi = cijkl∂j∂kul + eijk∂j∂kφ. (3.23)
The mechanical boundary condition, that there should be no net force acting
on the surface, now becomes,
Tiẑ
∣∣∣
z=0 = ciẑkl∂kul + eiẑk∂kφ = 0 (3.24)
in close analogy to Eq. (3.2), which is the corresponding equation without piezo-
electricity. In this case we also have an electrostatic boundary condition,
Dz(z = 0+) = Dz(z = 0−), (3.25)
that is, the dielectric field, normal to the surface, has to be continuous across
the surface. Above the surface, at z > 0, we assume vacuum. Thus, Dz =
ε0E = −ε0∂zφout and the electrical potential has to satisfy the Poisson equation
∇2φout = 0. From this we make the ansatz for the electrical potential above the
surface,
φout = AouteΩkzeik(x−vst). (3.26)
The Poisson equation then gives us,
∇2φout = (−k2 + Ω2k2)φout = 0, (3.27)
which is only fulfilled if Ω = 1. This means that the electrical potential decays
exponentially outside of the medium with an approximate length scale equal to
the SAW wavelength λ = 2π/k ≈ 1µm. We would now like to find the amplitude
Aout, which is done from the condition that the electric potential, just as the field,
has to be continuous across the surface,
φ(z = 0−) = φout(z = 0+). (3.28)
In summary, the electrical boundary condition reads,
eẑjk∂juk − εẑj∂jφ+ ε0φ|z=0 = 0. (3.29)
We now move on and apply what we have formulated above to the specific
case of a cubic lattice with propagation in the [110] direction of a (001) surface,
relevant for GaAs. In fact, there is only one non-zero independent component in
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the piezoelectric tensor for any cubic lattice, denoted e14. The wave equations
then simplify to four coupled differential equations,

































with ε being the dielectric constant of the material. The mechanical boundary










+ e14∂xφ = 0,











− ε∂zφ+ ε0kφ. (3.32)
For weak piezoelectric materials, such as GaAs, the piezoelectric constant ε14 is
very small compared to the mechanical amplitude. Because of that, the mechani-
cal wave equations in piezoelectric materials will be solved by the solution obtained
in a non-piezoelectric material, with corrections only at the order e214ε, which is
two or three orders of magnitude smaller than a typical mechanical displacement
u.
With the expression for the displacements obtained in Eq. (3.21), it is possible
to make an ansatz for the electric potential that solves both the wave equation
and the boundary condition. We do not prove it here, but it can be shown that










F(0)ekzeik(x−vst), outside the material
(3.33)
where F(kz) is a dimensionless function that determines the decay length scale
of the wave into the bulk,
F(kz) = 2|A1|e−αkz cos(βkz + φ+ ε) + A3e−kz, (3.34)













with q and γ defined in sec 3.1. By plugging in material constants for GaAs, a
SAW velocity of vs ≈ 2900m/s is obtained, and a SAW decay length of about
1.5λ.
3.3 Lumped-element model of interdigital
transducers
Interdigital transducers (IDTs) (see Fig. 3.1) are strips of thin metallic films de-
posited at the surface of piezoelectric materials in order to transduce an electrical
signal to an acoustic signal and vice versa. The transduction is achieved by ap-
plying a voltage to the IDT electrodes (often called IDT fingers), and the electric
field that is created couples to the substrate via the piezoelectric effect. We denote
the width of the IDT fingers in Fig. 3.1 as a, and the distance between a finger of
positive voltage and a finger of negative voltage as p, often referred to as the finger
pitch. The ratio of a/p is called the metallization ratio and is an important figure
of merit for IDTs. In this chapter, we, restrict the discussion to symmetric IDTs
with a metallization ratio of 0.5. Such IDTs are bidirectional, and the analysis
that follows gets simplified. It is also the most common type of IDTs used for
SAW-coupled qubits thus far to maximize transduction. However, exciting work
has been done recently [97], in which highly non-symmetric IDTs are used to build
unidirectional IDTs in the quantum regime, opening up the possibility to build
chiral SAW waveguides [22].
For symmetric IDTs there is a well defined resonance frequency, set by the finger
pitch, ωIDT = 2πvs/2p, where vs is the speed of SAW. At this frequency, the waves
emitted from the IDT interfere constructively, maximizing the transduction. Since
the superconducting qubits are operating in the GHz regime, and the SAW speed
is around 3000 m/s, a typical finger pitch is around 1 − 10µm. For most circuit
QAD devices, the total number of finger pairs Np (one positive and one negative
voltage finger) is usually around 10, which means that an IDT is on the order of
100 µm long.
To discuss the behavior of IDTs in an electrical setting, we derive a lumped-
element model of IDTs. We closely follow the description in Ref. [98], with some
additions from Ref. [99].
Without the piezoelectric substrate, the IDT is just one large capacitor. By
adding the piezoelectric substrate, the IDT radiates SAWs, which can be ac-










Figure 3.1: Schematic illustration of an IDT.
re-interact with the IDT, there will also be a susceptance Ba. Together, these two
make up what is called the acoustic admittance Ya = Ga + iBa. The subscript
is there to remind ourselves of its acoustic origin; it would be zero without the
piezoelectric substrate. The purely electric capacitance will add to the total ad-
mittance of the IDT, Y = Ya + iωCIDT. Let us see how each of these components
can be determined.
Since the IDT works both as a receiver and as a transmitter of acoustic waves,
it is convenient to define a receiver, and a transmitter response function [98]. An
applied voltage, Vt = V + − V −, to the transducer, with V ± being the voltage
of the upper and lower electrodes respectively, produces SAWs with the electric
potential Φ = µeVt, where µe is the emitter response function. At the same
time, an incoming SAW produces a current in the transducer given by its receiver
response function, It = µrΦ. We can express the power transmitted to SAWs in
terms of the radiation conductance, P = |Vt|2Ga/2. This power is divided equally
between the left and right transmitted SAWs. For a SAW transmission line with
characteristic impedance and admittance Z0 = 1/Y0, the power of the SAWs
emitted can be expressed as Pe = Y0|µLe Vt|2/2 + Y0|µRe Vt|2/2 . For symmetric
IDTs, µLe = µRe , which when equating the electric and the transmitted power,
P = Pe, gives us a relation for the acoustic conductance,
Ga = 2|µe|2Y0. (3.36)
Since the imaginary part of any causal response function is related to the real
part by the Kramers-Kronig relation, we can find Ba once we know Ga, and thus
the emitter response function µe determines the acoustic properties of the IDT
completely. Our goal in what follows is, therefore, to determine µe.
What essentially determines µe is the charge density on the IDT electrodes as
a voltage is applied. For an arbitrarily shaped IDT, this is a two-dimensional
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electrostatic problem that can be solved numerically, often done with commercial
software. For periodic IDTs, there is an analytical result [100]. However, this
is a rather lengthy derivation and not too relevant to the discussion at hand, so
we assume the problem of finding the charge distribution is solved and derive an
expression for µe in terms of that charge distribution.
If we denote the surface charge per unit area ρ, an alternating voltage on the
IDT creates a current per unit length
I = iωρ(x)W, (3.37)
where W is the width of the electrode. For an infinitesimally small segment
dx located at x′, this current density produces a SAW with amplitude Φ =
1
2Y0 iωρ(x
′)Wdx, in both directions. To obtain the total wave amplitude generated,
we have to integrate over the whole length of the IDT. To obtain the amplitude
of the wave leaving the IDT at either end, we need to shift the waves generated
at different locations to one common reference point. For simplicity, we choose
the position x = 0, such that the phase shifts become eikx′ for waves propagating














where the factor of 2 comes from the fact that half the current is going in the
other direction. However, the last integral in Eq. 3.38 is nothing but the Fourier
transform of the charge distribution ρ(k). Since Φ = µeVt, we have that the





Thus, in general, we could solve for the charge distribution numerically for any
IDT geometry, take the Fourier transform of that, which in turn gives us the full
IDT admittance.
The characteristic admittance of the SAW transmission-line is often expressed
in terms of material parameters of the piezoelectric substrate. From Maxwells
equations it can be shown that Y0 = ωWεtot/K2 [98], whereK2 is the piezoelectric
coupling constant, and εtot is the sum of the permittivity in the substrate and






It can be shown by reciprocity, that the receiver function is related to the emitter
function by,
µr = 2µeY0. (3.41)
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For periodic IDTs, the emitter response function can be split into two parts.
One factor that takes care of the response from one finger pair, which is called the
element factor E(ω), and one factor that sums up the contribution from many such
finger pairs, called the array factor A(ω). This turns the Fourier transform of the
full charge distribution into the Fourier transform of a single live electrode’s charge
distribution, which will define the element factor. This basic charge distribution,
ρs, only needs to be calculated once since it is the same for all electrodes in
symmetric IDTs. The array factor takes this single electrode response, treats
each electrode as a single voltage source, and adds them together, taking phase
factors into account. In circuit theory, this is called the superposition principle
[83]. With this splitting, the SAW amplitude becomes,
ΦR(ω) = E(ω)A(ω), (3.42)
where the superscript R reminds us that it is only the wave leaving the IDT at









We rewrote the exponent in the array factor using the relations: k = ω/vs and
x′/vs = n2p/vs = nτ . This is the same array factor we derive in paper I of
a SAW-coupled transmon. It turns out that ρs(ω) is a slowly varying function
compared to A(ω) and can as a first approximation be regarded as constant. For a
single-finger IDT the element factor is approximately E ≈ 0.8iK2. Evaluating the
sum in the array factor, which can be approximated as a sinc function centered








Thus, we can finally express the acoustic admittance for periodic IDTs with a











where G0 ≈ 1.3K2WεtotN2pωIDT, and we obtain Ba from the Hilbert transform of
Ga according to the Kramers-Kronig relation. We plot the acoustic conductance
and susceptance in Fig. 3.2, for Np = 10, where ω0 represents the IDT center
frequency.

















Figure 3.2: Normalized acoustic conductance Ga and susceptance Ba as a function
of frequency.
The last part of the total IDT admittance is the capacitance. This is a purely
electrostatic problem that can be solved analytically for periodic IDTs with a
metallization ratio of 0.5. In the limit of large Np, the capacitance is given by
CIDT = NpεtotW. (3.48)
This expression is often taken as approximately correct for IDTs with few fingers
as well.
4 Quantum acoustics
In this chapter, we introduce the field of circuit QAD. We review the field’s
progress over its fairly short life span and highlight some of the main achievements
and possible future directions.
Circuit QAD is a hybrid system pioneered and initiated by an experiment at
Chalmers in 2014 [63]. It deals with the interaction between superconducting
circuits, primarily artificial atoms, and acoustic waves in solids. The idea of us-
ing acoustic waves for quantum computation tasks is not new. SAWs have been
used, e.g., as propagating potential landscapes, in which electrons or spins, en-
coded with quantum information, can be trapped [101, 102]. In such a device,
the SAWs are used as carriers of another quantum particle to transfer quantum
information. This idea has been taken one step further in a recent theoretical
proposal to use standing SAWs as a lattice [103], closely resembling the idea of
trapping ions in optical lattices [104, 105]. The key difference between these ideas
and circuit QAD, is that circuit QAD encodes the quantum information directly
into the phonons; it is the quantum properties of SAWs being harvested as a
resource. On the other hand, encoding quantum information into phonons is nei-
ther something new; this has been done extensively in the field of optomechanics,
where small mechanical oscillators can be made to interact with both optical and
microwave photons [106]. A limiting factor in the optomechanical systems is that
the optomechanical coupling is linear, which means that it is hard to create non-
classical states. Nevertheless, one electromechanical system managed to create
non-classical states in a pioneering work by O’Connell et al. in the year 2010
[107]. However, what is unique for circuit QAD is the ability to couple propagat-
ing waves, either at the surface or in the bulk of materials, to superconducting
qubits. Thus, utilizing the well-established methods for encoding and reading out
information of superconducting qubits while simultaneously utilizing the unique
properties of acoustic waves, such as their slow propagation speed and flexible
coupling schemes. Additionally, the qubit offers a very strong non-linear element,
a major advantage over the optomechanical systems.
4.1 Coupling a transmon to surface acoustic waves
In chapter 2, we learned that a transmon qubit is nothing but a non-linear induc-
tance in parallel with a large capacitance. In chapter 3, we also learned that an
electrical circuit could emit SAWs via an interdigital transducer (IDT). Since the
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Figure 4.1: (a) An IDT together with a Josephson junction, forming a SAW-coupled
transmon. (b) Effective circuit of the transmon in (a), in the linear regime. The
current source represent the conversion from incoming SAWs to a current in the IDT
electrodes.
IDT constitutes a capacitor, in addition to being a phononic antenna, a SAW-
coupled atom can be constructed by forming the shunt capacitance of the trans-
mon into an IDT. In Fig. 4.1 we illustrate a Josephson junction together with an
IDT, forming a SAW-coupled qubit.
There are several ways to model the interaction between the atom and SAWs.
The most straightforward approach is to build on the lumped-element model of
the IDT that we presented in chapter 3. The advantage of this approach is
that the lumped-element model is a well-tested description of the IDT frequency-
response. Some alternative phenomenological models have been presented [58,
61]. They suffer from a couple of drawbacks: (i) they are limited to either the
single excitation regime or the weak coupling regime, and (ii) all parameters are
fitting parameters. The lumped-element model has been used to interpret several
experiments so far [63, 65]. It is also closely related to the model we construct in
paper I. For that reason, we will see how the lumped-element model can be used
to build a simple model of the SAW-coupled qubit to compare it to the model in
paper I later on.
By forming the transmon capacitance into an IDT, as illustrated in Fig. 4.1(a),
the Josephson junction is coupled to the positive and negative voltage electrodes
of the IDT in parallel. We thus take the lumped-element model of chapter 3.3
and add a Josephson junction. The resulting circuit can be seen in 4.1(b). To
proceed, we restrict the discussion to the lowest two energy levels. For such small
oscillations, the Josephson inductance is approximately linear. Of course, as we
saw in chapter 2, we can not consider arbitrarily small excitations, and the zero-
point fluctuations alone imply that we should do a perturbation expansion up
to first order, at least. However, for our current purposes, the linear solution is
sufficient.
In the linear regime, the Josephson inductance together with the IDT capac-
itance from Eq. (3.48), gives us the “bare” (uncoupled) approximate resonance
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With the acoustic admittance and susceptance from Eq. (3.46) and Eq. (3.47),
the admittance of the whole circuit is,
Y = YIDT + YJ





Let us now imagine that an external electric gate is coupled to the IDT, which
can interact with the qubit by applying a voltage to the IDT. This can then
be described as a three-port device, with two acoustic ports and one electric.
If we denote the complex amplitude of the in- and outgoing SAWs on the left
and right side of the IDT as ΦL/Rin/out, and likewise the complex amplitude of an
incoming/outgoing voltage wave as Vin/out, we can describe the system in terms















To characterize the system dynamics, we are foremost interested in the two diag-
onal terms S11 and S33, which corresponds to the acoustic and electric reflection.
For symmetry reasons S11 = S22. Let us first look at the electric reflection co-
efficient S33, which we can write down straight away. By taking the gate to





= Y0 − YIDT
Y0 + YIDT
. (4.4)
Let us now consider an incoming acoustic wave from the left of the IDT. In this
case, the acoustic reflection coefficient is given by S11 = ΦLin/ΦLout. An incoming
wave will create a current in the IDT equal to I = Y V , which we can also write in
terms of the IDT receiver function in Eq. (3.41), I = µrΦLin. Simultaneously, this
will create outgoing SAWs of amplitude ΦLout = µeV , where µe is the IDT emitter
function from Eq. 3.40. This gives us the acoustic reflection coefficient,
S11 =
Ga(ω)
Ga(ω) + iBa(ω) + iωCIDT − iωLJ
. (4.5)
For a regular IDT, the capacitive part of the admittance is always dominating over
the acoustic susceptance, and can thus often be neglected. For the inductively
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shunted IDT the inductive term of the admittance can cancel the capacitive term,
making Ba(ω) important, at least for frequencies close to ω0.
The denominator in Eq. (4.5) determines the resonant behavior of the system.
We refer to it as the qubit susceptibility χ. We can rewrite χ in a more convenient




ω + iBa(ω)CIDT + i(ω
2 − ω20)
. (4.6)
If the real part of the denominator of χ is small, the system is weakly damped.
If also Ga and Ba are approximately constant around ω0, we can make a weak-
coupling and close to resonance approximation. Using these approximations we
can write ω2−ω20 = (ω−ω0)(ω+ω0) ≈ 2ω0(ω−ω0), we also have that Ga(ω)ω ≈
Ga(ω0)ω0 and that Ba(ω)ω ≈ Ba(ω0)ω0. By incorporating Ba(ω0)/CIDT as a small
shift to the resonance frequency and defining ω′0 = ω0 + Ba(ω0)/2CIDT, we can
write Eq. (4.6) as
χ = i2ω0 (ω′0 − ω + iγ/2)
, (4.7)
where γ = Ga(ω0)/CIDT. This is nothing but the response of an RLC circuit, with
damping factor γ.
The small damping criteria are only fulfilled on weakly piezoelectric substrates,
such as GaAs. The approximation done above can thus not be made on strongly
piezoelectric materials, such as LiNbO3. Similarly, for strong frequency depen-
dence on Ga and Ba, the approximations also break down, which happens for
IDTs with many fingers. The regime of strong damping and many IDT fingers
is the regime we study in paper I, whereas the weak coupling regime is studied
experimentally in paper II.
For weakly coupled qubits we make the following observation: the only effect
of the piezoelectric coupling is to slightly shift the bare resonance frequency of
the qubit (unless ω0 = ωIDT since Ba(ωIDT) = 0). The damping coefficient is
frequency-dependent, but for a fixed qubit frequency it is given by Ga(ω0)/CIDT.
This implies that standard master equation techniques can be used to model
SAW-coupled qubits on weak piezoelectrics.
4.2 Transmons in surface acoustic wave resonators
Several experiments have been performed with transmons inside SAW resonators
[64–68]. A SAW mirror is made up of two mechanical reflection gratings. The
gratings are made of ripples in the piezoelectric substrate [99], which means the
SAW reflection is purely mechanical. There is some obvious motivation for using
a SAW resonator instead of a photonic resonator. Since the speed of SAW is five
orders of magnitude slower than the speed of light, the resonators can be made
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much smaller while operating at the same frequency. Another interesting feature
of the SAW resonator is its length. Unlike the mirrors in a photonic resonator,
which are negligibly small compared to the photon wavelength, the SAW “mir-
ror” is distributed in space with an effective penetration depth. This means that
one can only define an effective length of the resonator, given by the SAWs’ av-
erage penetration length into the mirror before they are fully reflected. Thus, it
is not possible to make a λ/2 resonator because the mirrors would overlap. At
the same time, the coupling-IDT of the qubit would also take up space inside
the cavity. Altogether, this means that the SAW resonators are made with mir-
rors many wavelengths apart, in the 100µm range. Since that is still a pretty
small resonator, one can take advantage of the wiggle room available and make
the SAW resonator even bigger. By doing that, the free spectral range of the
resonator, νFSR = vSAW/2Leff, becomes very small. This was utilized as a re-
source in a recent experiment [65], where the qubit coupling strength was larger
than the free spectral range, thus realizing the strong multimode coupling regime
[108]. A regime that could potentially open up the possibility for analog quantum
simulation of many-body physics [109].
The initial challenges for the atoms in SAW resonators have been low qubit
coherence times. Most experiments have coherence times around 10 ns, much
lower than the 100µs possible in circuit QED [37]. The poor performance is due to
a high amount of dielectric losses caused by the piezoelectric material surrounding
the qubit [110]. This could be redeemed by etching away parts of the piezoelectric
substrates that are not involved in the coupling to the qubit but have remained
a major challenge.
4.3 Transmons in bulk acoustic wave resonators
Bulk acoustic waves (BAWs) are propagating in the bulk of materials instead of
the surface. One of the major benefits of using BAW resonators is the small
amount of piezoelectric material needed. It turns out that the substrate material
on which superconducting qubits usually are fabricated, such as sapphire, can
act as a BAW resonator. The only adjustment needed to make a qubit-resonator
system is to put a small piece of piezoelectric material on top of the surface to
make the qubit interact with the substrate. The slab of piezoelectric material acts
like a drum hitting on the surface. This produces an acoustic wave that propagates
away from the surface towards the bottom, at which point it is reflected. Thus,
the BAWs are simply bouncing back and forth between the top and the bottom,
forming a cavity. In Fig. 4.2 we illustrate a stripped-down version of a qubit
inside a BAW resonator.
BAW resonators have been used for a long time in classical circuits, where they
go by the name BAR (bulk acoustic resonators). The quantum version of the
BAR have been named ~BAR, for apparent reasons. This work was pioneered by
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BAWs
Piezo
Figure 4.2: A transmon qubit coupled to a bulk acoustic wave resonator. The small
piezoelectric material underneath one of the metals that make up the shunt capacitance
of the transmon mediates the coupling.
Chu et al. in 2017 [69]. Shortly after, the same group produced phononic Fock
states inside a BAW resonator [111]. Since then, other groups have pursuit similar
architectures [70].
5 Open quantum systems
There are no truly closed quantum systems. In one way or another, a system
is always in contact with a noisy environment and eventually loses its quantum
properties [112]. The loss of information can either be in the form of energy,
quantum coherence, or both. This process is called decoherence. Decoherence
is, in fact, often the main technological limitation in many emerging quantum
applications. We do not always have the technology to make quantum systems
stay coherent long enough to use them satisfactorily. The quantum computer is
perhaps the foremost example, where the computation is in constant fight against
the clock set by the qubits’ coherence times. In addition to unwanted decoherence
induced by the environment, we sometimes want to “open up” a quantum system
in order for us to interact with it and to study it. We direct lasers at atoms to
induce atomic transitions; we couple readout devices to quantum computers to
extract the computation. These are both typical examples of systems that need
to be treated partially or entirely within the framework of open quantum systems.
This chapter introduces the density matrix formalism and derives the quan-
tum optical master equation for dealing with open quantum systems. Together
with input-output theory, the master equation offers a powerful method that can
describe a wide range of experiments in quantum optics and related fields. The
master equation was used, e.g., in paper III to simulate an experiment where pho-
tons in a transmission line are scattered against an artificial atom, and in paper
IV it was used to study transmission properties of multiple atoms placed next to
each other in a waveguide. Finally, we conclude with a discussion on Markovianity
in open quantum systems.
5.1 The density operator
The state ket |Ψ(t)〉 of an isolated (closed) quantum system, written in the




|Ψ(t)〉 = H |Ψ(t)〉 , (5.1)
where H is the Hamiltonian of the system. The dynamics of open quantum
systems is, however, more suitably treated in the density operator formalism, for
reason that will become clear shortly. In terms of the state ket |Ψ(t)〉, the density
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operator can be written as
ρ(t) = |Ψ(t)〉 〈Ψ(t)| . (5.2)
The mean of an observable O is then
〈O〉 = 〈Ψ(t)|O |Ψ(t)〉 = tr (Oρ(t)) . (5.3)
With this definition, the density operator has no clear advantage over the state
ket representation. The benefit of the density operator is in its ability to describe
mixed ensembles (mixed states). Given a collection of quantum systems, e.g.,
atoms in a gas, the system is a pure ensemble if each subsystem can be described
by the same state ket |α〉. In a mixed ensemble, there is a proportion of subsystems
in a state |α1〉, with a corresponding weight w1, and another proportion in state
|α2〉, with weight w2, etc. The only constraint is that the weights need to add up





wi |αi〉 〈αi| . (5.4)
In a pure state, all the weights except one is zero, such that ρ = |αn〉 〈αn|. It also








< 1 the ensemble is mixed. This quantity






The power of the density operator is best appreciated with an example. If we
consider a beam of spin 1/2-particles, in which 50% are in a spin up state |↑〉, and
50% in a spin down state |↓〉; a measurement on any particle would then yield a
random outcome of either spin up or spin down. The density operator can then
be written as the sum ρ = 12 |↑〉 〈↑| +
1








This is a completely mixed ensemble with purity P = 12 . It does not take long
to convince oneself that the density matrix of a mixed state, such as the one in
Eq. (5.6), does not have a state ket representation. A first attempt would be the









The time evolution of the density operator is given by the solution to the von-
Neumann equation, [114],




which can be derived directly from the Schrödinger equation, Eq. (5.1), since each
ket in the definition of the density matrix must evolve according to the Schrödinger
equation. Eq. (5.8) might look like the Heisenberg equation of motion for ρ but
with the wrong sign. This is not a problem, because the density operator is not an
observable in the Heisenberg picture, but a sum of Schrödinger picture state-kets
which evolve according to the Schrödinger equation [113].
5.2 The quantum optical master equation
We now proceed to derive the quantum optical master equation from the von-
Neumann equation. There are several approaches to the derivation of the master
equation [114–116]. We follow the derivation in [117], which in turn is based
on the derivation in [116]. Without loss of generality, we consider a single two-
level system, a qubit. The qubit is coupled to an environment with infinitely
many degrees of freedom. The environment, or bath, is modelled as an infinite
number of harmonic oscillators. The Hamiltonian thus has three components:
H = Hq +Hbath +Hint, with each component written as

















where ωq is the transition frequency of the qubit, σ+ (σ−) creates (annihilates)
an excitation in the qubit, a†i and ai are the usual ladder operators of a harmonic
oscillator with frequency ωi, and gi is a coupling constant. Before we go on, we
transform each operator O into the interaction picture,
OI(t) = ei(Hq+Hbath)tOe−i(Hq+Hbath)t. (5.12)




(aie−iωit + a†ieiωit)(σ−e−iωqt + σ+eiωqt). (5.13)






We note that ρI is the density matrix of the combined system and bath at this
point. Eq. (5.14) has the solution
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By plugging this solution into Eq. (5.14) and tracing out the bath degrees of

















We proceed by making two important approximations:
(i) the Born approximation assumes that the bath’s degrees of freedoms are
many more than the qubit’s (a small system in a large environment), and
that each coupling constant gi is small compared to the qubit’s transition fre-
quency. With these two assumptions, the bath does not change significantly
during the interaction with the qubit;
(ii) the Markov approximation assumes that the bath has no memory. That
means that there can be no back-action on the qubit based on its own impact
on the bath at an earlier time. It can also be interpreted as if no information
that is leaked into the bath can come back to the qubit again. What is lost
is lost. This, again, relies on a weak coupling between the qubit and the
bath. With this assumption, one can replace ρq(τ) with ρq(t) in Eq. (5.16)
once we have also assumed a separable initial state ρ(0) = ρq ⊗ ρbath.
Together, the Born and the Markov approximation allow the quantum optical
master equation to be derived from Eq. (5.16). We will outline the most important






































where we used the commutation relation [bi, b†j] = δij, and assumed no thermal
excitations from the bath 〈b†b〉bath = 0. Next, we replace the sum over bath
modes with an integral and introduce the density of states J(ω) in the process.
Additionally, we extend the time integral to infinity and change the integration
variable to t′ = t − τ . This is allowed because we assume that bath correlations
decay much faster than the qubit evolves in time. All together, Eq. (5.16) can
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+ e−i(−ωq−ω)(σ+ρIq(t)σ− − ρIq(t)σ−σ+)
+ e−i(ωq+ω)(σ+ρIq(t)σ− − σ−σ+ρIq(t))
+ e−i(−ωq+ω)(σ−ρIq(t)σ+ − σ+σ−ρIq(t)) ]
(5.19)
where we also made the the RWA [114] and neglected terms oscillating at 2ω. By
using the identity ∫ ∞
0



























†X. The last two terms in Eq. (5.21) constitutes a small energy shift of the
qubit, called a Lamb shift. The Lamb shift is often dropped or baked into the
transition frequency of the qubit. Finally, we transform out of the interaction
picture, while omitting the Lamb shift, and arrive at a master equation on a
compact form
ρ̇q = −i[Hq, ρq] + ΓD[σ−]ρq, (5.22)
where we introduced the decay rate Γ = 2πJ(ωq)g2(ωq).
This master equation is said to be in Lindblad form [119, 120]. Such master
equations have certain properties in common that guarantee that its solution is
“physical”, as it preserves the identities: tr(ρ) = 1, ρ > 0, and ρ = ρ†. The
Lindblad master equation describes a completely positive and trace preserving
(CPTP) map (a quantum channel or trace preserving operation in the language of
quantum information [1]). We discuss this property further in Sec. 5.4.1 regarding
Markovianity in open quantum systems.
5.3 Input-output theory
While the master equation, Eq. (5.22), allows us to solve for the system dynamics,
it does not give us any information about its output. The output could, e.g., come
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from the fluorescence of a coherently driven atom [115], as is studied in paper IV,
or the spontaneous emission of an excited atom. The goal of this section is to
obtain a relationship between the output and the input.
We start once again from the Hamiltonian of a qubit coupled to a bath of
harmonic oscillators, H = Hq+Hbath+Hint. This time we start from a continuum
description of the bath,
















where γ(ω) is a frequency dependent coupling strength. Since only energies around
the qubit transition energy are important, we can safely extend the lower inte-
gration limit to −∞. By doing so we obtain the following Heisenberg equation of
motion for the atom and bath operators:












where we used the commutation relations [a(ω), a†(ω′)] = δ(ω−ω′), [σ+, σ−] = σz,
and [σ−, σ−] = 0. If we define the initial bath state at some time t0 < t, as
a0(ω) = a(ω, t = t0), we can write down the solution to Eq. (5.26) as








We now make the Markov approximation that γ(ω) is a slowly varying function
around ωq, such that we can take it as a constant. This relies on a weak coupling
to the bath, γ/ωq  1. We also take the Fourier transform of the first term in







Inserting Eq. (5.28) into Eq. (5.27) together with ain gives the equation







We can also solve Eq. (5.26) in terms of an outgoing field. If we define the future
state of the bath at time t1 > t as a1(ω) = a(ω, t = t1) we can write the solution
to Eq. (5.26) as
















we obtain an equation for σ− in terms of the outgoing field instead,







Both Eq. (5.30) and Eq. (5.33) have to give the same result at time t, which gives
us the input-output relation
aout(t) = ain(t) +
√
γσ−. (5.34)
In paper V, we define so called quantum “noise increments” [114]. Such noise
increments can be expressed in terms of the in-field ain. From the definition of ain


















′) = δ(t− t′).
(5.35)
The bath is said to be delta-correlated, and can thus be interpreted as white noise
from the qubit’s perspective. By integrating ain over a time period t, we can define










5.4 Markovianity vs Non-Markovianity
The notion of a Markov process comes from the description of stochastic pro-
cesses in classical probability theory [121]. Although quantum mechanics can be
interpreted as a statistical theory [122], it is a theory of non-commuting oper-
ators. This has made it difficult to establish a universal definition of quantum
non-Markovianity [123], for reasons we shall soon discuss. Despite that, much
work has been done on quantum Markovianity, which can generally be divided
into two different categories [124],
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(i) The problem of characterization. What is the quantum analog of a Marko-
vian process (which subsequently addresses what a quantum non-Markovian
process is)?;
(ii) The problem of quantifying the degree of non-Markovianity in a process.
How much does a system deviate from a Markovian process?
Several measures have been introduced that each focus on a certain aspect of
Markovianity, see e.g., [125–130]. Here we look specifically at the measure in
Ref. [126] as an example of a widely applied measure. Although the differences
between measures could yield different characterization results, they often agree
for most realistic physical systems [131].
Non-Markovianity is not only interesting from a fundamental perspective. Small
open quantum systems have been proposed to be used as quantum probes of com-
plex environments, such as the critical point of quantum phase transitions [132,
133]. Non-Markovianity has also been experimentally investigated in a number of
different systems [132, 134–138].
In Sec. 5.2 we saw how the master equation in Lindblad form could be derived
from a microscopic model. Here, we take a more formal approach to the dynamics
of open quantum systems. This section is largely based on the two reviews [123]
and [124].
5.4.1 Dynamical maps
A composite quantum system consisting of a smaller subsystem and its much
larger environment lives in the tensor product space
H = HS ⊗HE, (5.38)
where HS and HE are the Hilbert spaces of the system and the environment,
respectively. The combined system can be considered closed, described by the
free Hamiltonian of the system HS, the environment HE, and their interaction
Hamiltonian Hint,
H = HS ⊗ IE + IS ⊗HE +Hint, (5.39)
where I denotes the identity matrix. Although we assume a time independent
Hamiltonian here, the following analysis would also hold for a time dependent
Hamiltonian. The system then evolves according to the unitary time-evolution
operator
U(t) = e−iHt, (5.40)
where we assume ~ = 1. The von Neumann equation for the density operator of
the combined system [Eq. (5.8)] is given by
ρ̇SE(t) = −i[H, ρSE(t)], (5.41)
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which has the formal solution
ρSE(t) = U(t)ρSE(0)U †(t). (5.42)
If we assume that the initial state was separable, ρSE(0) = ρS(0)⊗ ρE(0), we can
write the reduced density operator of the system at time t as
ρS(t) = trE
[
U(t) (ρS(0)⊗ ρE(0))U †(t)
]
. (5.43)
If we denote the system’s state space as S(HS), then, for a fixed initial environ-
ment state, ρE(0), and any time t ≥ 0, Eq. (5.43) is said to define a linear map
on S(HS),
Φt : S(HS)→ S(HS), (5.44)
which maps any initial system state ρS(0) to a final system state ρS(t):
ρS(0)→ ρS(t) = ΦtρS(0). (5.45)
The map Φt is referred to as a quantum dynamical map and has the property
that it preserves both hermiticity and the trace of operators. It also has the
property that positive operators (operators with positive eigenvalues) are mapped
to positive operators. This guarantees that states which we associate as “physical”
are mapped to other physical states. Φt is not only a positive map; it can be shown
to be completely positive, a much stronger property. We do not prove complete
positivity here (for a proof, see [123]), but we can understand its meaning. If the
system S is part of a larger system S +R, and Φ is a positive map on S, but not
completely positive, it could happen that Φ maps physical states on S + R into
Hermitian operators describing unphysical states with negative probabilities. This
is only possible if S and R are entangled and can thus be considered a genuine
quantum feature. If Φ is a completely positive map, it maps not only physical
states on S to physical states on S, but also physical states on S +R to physical
states on S + R. As mentioned before, the master equation in Lindblad form
describes a CPTP map, specifically, a dynamical map. Later, we shall see how
Markovianity can be defined as a property of the dynamical map describing an
open quantum system’s evolution.
5.4.2 Markovianity in classical stochastic processes
Given a stochastic process characterized by a family of random variables {X(t), t ∈
I ⊂ R}, where X is a random variable depending on the parameter t, which for
our purposes denotes time. Such a process is said to be Markovian if the random
variable X takes the value xn at time tn, xn−1 at time tn−1 ≤ tn, is uniquely
determined, and does not depend on the value of X at any earlier time than tn−1
[124]. We can write this condition in terms of conditional probabilities
P (xn, tn|xn−1, tn−1, ; . . . ;x1, t1) = P (xn, tn;xn−1, tn−1). (5.46)
50 5 Open quantum systems
This is very reminiscent of the Markov approximation that we made in the deriva-
tion of the quantum optical master equation in Sec. 5.2; that the system dynamics
does not depend on the state of the system at an earlier time. This is a good ap-
proximation for many open systems. It is not true for the system we study in
paper V, an atom in front of a mirror, since the radiation emitted towards the
mirror eventually comes back and interacts with the atom again.
Moreover, if we consider the joint probabilities of three consecutive times t3 >
t2 > t1, one can show that a Markov process must fulfill the Chapman-Kolmogorov
equation [123]
P (x3, t3|x1, t1) =
∑
x2∈X
P (x3, t3|x2, t2)P (x2, t2|x1, t1), (5.47)
where X denotes the set of possible values of X.
5.4.3 Problems of quantum Markovianity and measurements
There are immediate problems that arise if the classical definition of a Markov
process [Eq. (5.46)] is taken straight to the quantum regime [139]. Let us consider
a system observable X with the decomposition X = ∑x x |φx〉〈φx| that we perform
projective measurements on at times tn ≥ tn−1 ≥ · · · ≥ t1. If we write the
unitary time-evolution superoperator as UtρSE(0) = U(t)ρSE(0)U †(t), and the
measurement outcome x as MxρSE = |φx〉 〈φx|ρSE|φx〉 〈φx|. In analogy to a
classical stochastic process, we can form a joint probability distribution on the
form
P (xn, tn; . . . ;x1, t1) = tr (MxnUtn−tn−1 . . .Mx1Ut1ρSE(0)) . (5.48)
Such distribution does indeed describe the probability of measuring x1 at time t1,
x2 at time t2 etc. It is not possible, however, for a quantum process to fulfill the
classical Markov condition, P (xn, tn|xn−1, tn−1, ; . . . ;x1, t1) = P (xn, tn;xn−1, tn−1),
because measurements at intermediate times affect future measurement outcomes
by, e.g., destroying quantum interference. A measurement on the system itself can
also affect correlations between the system and the environment. If we denote the
state before a projective measurement at time tn as ρ(tn), then we can write the




= |φx〉〈φx| ⊗ ρxE, (5.49)
where the environment state ρxE might depend on x. A projective measurement
thus destroys any system-environment correlations, leaving the system in an un-
correlated tensor product state. The future system dynamics are thus heavily
influenced by such a measurement. In general, one could consider other mea-
surement schemes, which would lead to other probability distributions. But the
definition of Markovianity of a dynamical quantum system cannot depend on the
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type of measurement scheme used to verify it [124]. Any attempts to define non-
Markovianity in an open quantum system, as we shall soon see, must instead be
based on properties of the dynamics of the open system’s density matrix ρS and
the quantum dynamical map Φt.
5.4.4 Non-Markovianity in a quantum process
The trace distance between two quantum states ρ1 and ρ2 is defined as




(ρ1 − ρ2)(ρ1 − ρ2)†, (5.50)
and offers a natural distance metric between two quantum states [1]. For two-
level systems, the trace distance is nothing but the geometric distance between
the two states in the Bloch sphere. It has the bounds T (ρ1, ρ2) = [0, 1], where
T (ρ1, ρ2) = 1 if ρ1 = ρ2, and T (ρ1, ρ2) = 0 if ρ1 and ρ2 are orthogonal. The trace
distance has a natural interpretation in terms of distinguishability of quantum
states [140]. Suppose that Alice and Bob play game in which Alice prepares one
out of two possible different states, ρ1 and ρ2, with a probability of 1/2 for each
state, and sends it to Bob. Bob’s task is to distinguish which of the two states Alice
sent, using only a single measurement. One can show that the highest success rate
Bob can achieve, Pmax, can be expressed in terms of the trace distance [140],
Pmax =
1
2 (1 + T (ρ1, ρ2)) . (5.51)
Only if the two states are orthogonal can Bob apply a strategy in which he succeeds
with 100% probability since the trace distance is then T⊥ = 1. Another property
of the trace distance between two quantum states ρ1 and ρ2 is that it cannot
increase as the two states evolve according to some linear map ρ(t) = Φtρ(0)
[141],
T (Φtρ1,Φtρ2) ≤ T ((ρ1, ρ2). (5.52)
This is true in general for positive maps, not only for completely positive maps
such as the quantum dynamical map in Eq. (5.45). Thus, we can conclude that
trace-preserving operations such as the quantum dynamical map Φt can never
increase the distinguishability of two quantum states.
With this realization, it is possible to define Markovianity in the quantum
regime in terms of distinguishability of quantum states, as was done in [126]. If
ρS1 and ρS2 describe two open quantum systems, and T (ΦtρS1(0),ΦtρS2(0)) is a
decreasing function in time, it means that the distinguishability of ρS1 and ρS2
decreases too. This can be interpreted as a loss of quantum information as ρS1/S2
evolve according to the quantum dynamical map Φt. The environment must,
in turn, gain the information lost in such a noisy quantum channel. Thus we
can define a quantum Markov process as a process in which T (ρS1(t), ρS2(t)) =
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T (ΦtρS1(0),ΦtρS2(0)) is a monotonically decreasing function in time, for all pairs
of initial states. There is thus a continuous flow of information from the system
into the environment in a Markovian system. Conversely, if T (ρS1(t), ρS2(t)) is
increasing at some point in time, the system is said to be non-Markovian, charac-
terized by a backflow of information from the environment into the system during











The maximum in Eq. (5.53) is taken over all pairs of initial states, although it
can be shown that orthogonal states yield the maximum [142]. The measure N
thus sums up the regions in which the trace distance is increasing.
We note that the measure in Eq. (5.53) can be used to evaluate non-Markovianity
in both undriven and driven systems. It relies, however, on the ability to per-
form state tomography during all times of the system’s evolution. In an initially
excited system, radiation will leave the system due to spontaneous emission, and
the system will be left in the ground state (or in a thermal equilibrium state). A
driven system, however, has a non-trivial steady state. An interesting question is
whether there are any traces left of the non-Markovian evolution once the steady
state has been reached? If that is the case, a complete state tomography during
the transient dynamics to detect non-Markovianity would not be necessary, and
a measurement of the steady state alone would be sufficient. This is the topic of
the appended paper V.
6 Photon scattering
In paper IV, we used a single photon scattering technique to derive analytical
expressions for the scattering coefficients in various systems in waveguide QED.
Specifically, we derived a set of equations that can be solved for an arbitrary
number of quantum emitters placed in a waveguide in any configuration. The
emitters could also have multiple coupling points in the waveguide, forming a
giant atom [58]. Since neighboring coupling points in such an array can belong to
different atoms, other popular methods such as a transfer matrix approach might
not be suitably adopted, at least not in a straightforward matter. The method
we used was first developed in Ref. [143], and further illustrated in [144, 145], for
studying two-photon scattering. Nevertheless, it works just as well in the single
excitation regime and provides an intuitive and flexible method for calculating
scattering coefficients.
We first introduce photon scattering by solving the Lippmann-Schwinger equa-
tion for a photon scattered against a single two-level system (TLS) by summing
over all possible scattering pathways. After that, we introduce another approach
in which the summation over scattering pathways can be avoided. This is a con-
siderable simplification that allows for more complicated systems than that of a
single TLS to be considered.
6.1 Lippmann-Schwinger equation
We consider the event of a single photon scattered against a single TLS in a
waveguide. The goal is to obtain a reflection and transmission coefficient that
tells us what happens to the photon after the collision with the TLS. The photon
is assumed to have been injected into the waveguide far away from the TLS. For
this calculation, we chose a right-going photon. We start the calculation from the
Lippmann-Schwinger (LS) equation [113], which reads
|Ψ〉 = |φ〉+GR(E)Hint |Ψ〉 , (6.1)
where |Ψ〉 is a so called “out” state, |φ〉 is a non-interacting “in” eigenstate of
the system Hamiltonian, H0 |φ〉 = E |φ〉, Hint is an interaction Hamiltonian, and
GR(E) = 1/(E−H0 + iε) is the retarded Green’s function at energy E. Since the
incoming photon is traveling to the right we use the notation H0 |φ〉R = k |φ〉R,
to denote a “right-going” photon (we set ~ = c = 1). We write the single photon
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eikxa†R(x) |0〉 dx, (6.2)
where a†(x) [a(x)] creates [annihilates] a photon at position x in the waveguide.
Here we have considered a plane-wave input-state. Going forward, we define the
state with no right or left-going photons in the waveguide and the TLS in its
ground state as
|0〉 ≡ |0〉R ⊗ |0〉L ⊗ |g〉 . (6.3)









σ− + σ+ (aR(x) + aL(x))
]
, (6.4)
where x0 denotes the coupling point, g is a coupling constant, and σ± are the
creation and annihilation operators for the TLS. By perturbatively expanding the








RHint |φ〉 + . . . , (6.5)
it is possible to express the scattering state |Ψ〉 solely in terms of the unperturbed
state |φ〉. Plugging in GR and Hint in the expansion above gives, after some
calculation, up to fourth order,
GRHint |φ〉 =
g/(2π)
E − ω0 + iε
σ+ |0〉 , (6.6)
(GRHint)2 |φ〉 = −i
g2/(2π)










(E − ω0 + iε)2
σ+ |0〉 , (6.8)
(GRHint)4 |φ〉 = −i
g4/(2π)








The pattern that has already emerged for odd and even terms continue also for
higher order terms. In arriving at Eqs. (6.6)-(6.9), the following relation was used
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Collecting the coefficients in front of each of the basis states a†R |0〉 , a
†
L |0〉 and
σ+ |0〉, and equating the Green’s function energy with the energy of the incident
photon, G(E = k), gives us the following expression for the out-state











2π [θ(x0 − x) + t(k)θ(x− x0)] , (6.12)
φL =
e−ikx
2π [r(k)θ(x0 − x)] , (6.13)
and where
t(k) = 1 + −ig
2
k − ω0 + iε
+ −g
4
(k − ω0 + iε)2
+ . . . lim ε→0= k − ω0




k − ω0 + iε
+ −g
4
(k − ω0 + iε)2
+ . . . lim ε→0= −ig
2
k − ω0 + ig2
, (6.15)
e(k) = g/(2π)
k − ω0 + iε
+ ig
2/(2π)
(k − ω0 + iε)2
+ . . . lim ε→0= g/(2π)
k − ω0 + ig2
. (6.16)
Here, we see that the scattering coefficients r and t emerge as summations over
all possible scattering pathways. This can become a tedious calculation for more
complicated systems. Next, we shall see how these summations can be avoided.
6.2 Schrödinger-equation scattering
Given what we already know about scattering from solving the LS equation, we
keep the same notation as before, but starting this time from the Schrödinger
equation
H |Ψ(k)〉R = k |Ψ(k)〉R , (6.17)
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with the Hamiltonian H = HTLS+H1ph+Hint, of the TLS, the propagating single
photon, and their interaction:




































|0〉+ e(k)σ+ |0〉 . (6.21)
where φR/L = φR/L(k, x). We then make a plane-wave ansatz
φR =
eikx
2π [θ(x0 − x) + t(k)θ(x− x0)] , (6.22)
φL =
e−ikx
2π r(k)θ(x0 − x). (6.23)
From the left hand side of the Schrödinger equation we get
Hq |Ψ〉R = ω0e(k)σ
+ |0〉 , (6.24)
























dxδ(x− x0) (φR + φL)σ+ |0〉 .
By collecting terms in front of the three basis states a†R |0〉 , a
†
L |0〉 and σ+ |0〉, we
obtain the following three equations from the Schrödinger equation
0 = −idφR
dx
+ gδ(x− x0)e(k)− kφR, (6.27)
0 = idφL
dx
+ gδ(x− x0)e(k)− kφL, (6.28)
0 = ω0e(k) + g (φR(x0) + φL(x0))− ke(k). (6.29)
































where we used the relations dθ(x0−x)/dx = −δ(x−x0), dθ(x−x0)/dx = δ(x−x0),
and that θ(0) = 1/2. Evaluating the integral over x in Eq. (6.30) and Eq. (6.31)


















eikx0(1 + t(k)) + e−ikx0r(k)
]
. (6.35)
For x0 = 0 we obtain the following solutions,
e(k) = g√




k − ω0 + ig2
, (6.37)
t(k) = k − ω0
k − ω0 + ig2
. (6.38)
If we compare with the solution to the LS equation, Eqs. (6.14)-(6.16), we see
that the two approaches agree.
It is straight forward to generalize this method to the case ofN two-level systems























where xi and gi denotes the position and the coupling strength of emitter i,
respectively. The free photon Hamiltonian stays the same as in Eq. (6.19). In the
case of 2 TLS, with the first TLS positioned at x1 = 0 and the second at x2 = ∆x,
with equal coupling strength, g, to the waveguide, we obtain the following set of






































eik∆x (t1(k) + t2(k)) + e−ik∆xr2(k)
]
, (6.46)
where ri(ti) denotes the reflection (transmission) coefficient at the position of the
ith TLS. From these equations we obtain the total transmission through the entire
system,
t2(k) =
(k − ω1)(k − ω2)
g4e2ikx + (ig2 + k − ω1) (ig2 + k − ω2)
. (6.47)
The transmission is thus characterized by two coupled Lorentzian resonances,
with a coupling strength that depends on the separation of the two TLS in the
waveguide and their energy detuning. This type of coupling is referred to as being
waveguide mediated.
As mentioned before, this method was used in paper IV, where the atoms also
could be giant.
7 Matrix Product States
Dimensionality is perhaps the largest hurdle to overcome in the study of quantum
many-body physics. Even for relatively small systems, the Hilbert space is an
enormous place, and searching for specific states in there, like low-energy states
of a Hamiltonian, can seem like looking for a needle in a haystack. Take a simple
spin chain of N spin 1/2 particles; we would need 2N number of parameters to
represent every possible state. The problem at hand thus grows exponentially in
the system size, and we run out of computational power rather quickly. Since only
a limited number of states are physically relevant in most systems, it would be
practical to have methods that could target those relevant states directly, allowing
us to forget about those other unnecessary states. Remarkably, it turns out that
physically relevant states are not just any state in the full Hilbert space; they often
have specific properties in common that allow them to be singled out. For one-
dimensional gapped Hamiltonians with local interactions, there is even something
called an area law for the entanglement entropy [146] that guarantees an efficient
representation of low energy states in the form of a class of quantum states called
Matrix Product States (MPS) [147].
MPS is a family of quantum states described by a formalism called tensor net-
works (TNs) [148], a formalism that entails several classes of quantum states,
numerical techniques to manipulate them, and a diagrammatic language to de-
scribe them with and to study their analytical properties [149]. Initially, the ideas
of TNs come from condensed matter physics, but TNs have proved themselves as
a natural language for quantum physics in general and have therefore found us-
age in a wide variety of fields of physics [150]. In fact, the numerical techniques
coming from the TN community have been so successful that they have reached
beyond the physics community and are currently being investigated by computer
scientists for applications in machine learning [151–153].
When we derived the quantum optical master equation in Sec. 5.2, we used
the Markov approximation (that the environment has no memory). This approx-
imation is not valid in paper V, where we study a driven two-level system in a
semi-infinite waveguide. Instead, we use a recently proposed method based on
MPS [154, 155]. Specifically, it is a method for describing coherent quantum
feedback, in which the system depends on past versions of itself. This chapter in-
troduce the necessary ingredients to be able to understand the method described
in detail in Ref. [154].
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7.1 Tensor network notation: tensor diagrams
In tensor network notation (TNN), a tensor Aαβ is represented by a geometric
shape with one leg for each index,
Aαβ = . (7.1)
The index on the right hand side is included here for clarity but is often omitted.
The number of indices denotes the rank of the tensor. The tensor in Eq. (7.1)
thus represents a rank 2 tensor, and a zero-legged object would represent a scalar.
The most important tensor operation is the contraction, which is performed by
simply connecting two legs, ∑
α,β
AαβB
αβ = . (7.2)
The direction of the legs does not have a meaning in general, but can, e.g., be
used to denote if the corresponding vector lives in the Hilbert space (“kets”) or
its dual (“bras”). We list some common vector and matrix operations in what
follows:
~x · ~y = , (7.3)
A~x = , (7.4)
AB = , (7.5)
tr (A) = . (7.6)
As we can see in the equations above, the scalar product correctly produces a
scalar since no unconnected legs are left after the contraction. The matrix mul-
tiplication has left two legs open, forming a new matrix. The beauty of any
good notation, such as Einstein notation, or Feynman diagrams, is that it makes
calculations simpler while minimizing mistakes; TNN does both. To illustrate
how intuitive TNN can be, consider the cyclic property of the trace operation,
tr(ABCDE) = tr(EABCD). In TNN the proof of this property is inherent in
the formalism itself,
= . (7.7)
The tensor product has a particularly easy representation, in which tensors are
simply positioned next to each other,
= . (7.8)
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An actual tensor network is formed when several tensors are connected, as in
. (7.9)
A contraction of this network would yield a scalar, as it has no open legs. A
network describing a quantum state thus must have some unconnected legs. The
structure of the network, how the individual tensors are connected, contain in-
formation about the entanglement structure of the underlying quantum state, as
we shall see an example of later. Much of the success of TNs comes from the
fact that they are formulated around entanglement, one of the defining features
of quantum mechanics.
7.2 Singular value decomposition and Schmidt
decomposition
The singular value decomposition (SVD) is at the heart of most MPS calculations,
for reasons that will become clear soon. The SVD states that for every matrix M
of dimension Na ×Nb there exists a decomposition
M = USV †, (7.10)
where U is of dimension Na ×min(Na, Nb), fulfilling UU † = I, V is of dimension
min(Na, Nb) × Nb, fulfilling V V † = I, and S is a diagonal matrix of dimension
min(Na, Nb)×min(Na, Nb). There is a nice mnemonic to remember the shapes of
the matrices involved in the SVD illustrated in Fig. 7.1. One applications of the
SVD is in the approximation of a matrix M of rank r by a new matrix M ′ of rank
r′, where r′ < r. Suppose that the diagonal elements of S = diag(s1, s2, . . . , sr)
are ordered from largest to smallest value (this is allowed because the SVD is
not unique). An optimal approximation of M according to the Fröbenius norm,
‖M‖2F =
∑
ij |Mij|2, is performed by setting all but the r′ largest singular values
in S to zero, M ′ = US ′V †, where S = diag(s1, s2, . . . , sr′, 0, . . . , 0). In practice,
this means that we can reduce the number of columns in U and the number of
rows in V , and we end up with a lower-rank approximation of M . This is the
mathematical operation that allows MPS to represent quantum states that would
otherwise be too large. The question is how to write a quantum state in such a
way that we can take advantage of this approximation, and at the same time give
a meaning to the singular values that we throw away. This is where the Schmidt
decomposition comes in.




Ψij |i〉a |j〉b , (7.11)
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Figure 7.1: Illustration of the two different “shapes” involved in a singular value
decomposition, M = USV †.
where {|i〉a} and {|j〉b} are orthonormal bases of dimension Na and Nb, respec-
tively. The coefficients Ψij can be interpreted as a matrix, on which we can








jλ |i〉a |j〉b . (7.12)
With U and V we can define a new set of orthonormal bases by defining |λ〉a ≡∑




jλ |j〉b. Let us denote the singular values of S as sλ,





sλ |λ〉a |λ〉b , (7.13)
where r ≤ min(Na, Nb). sλ is referred to as the Schmidt weights in this context,
and the number of Schmidt weights is called the Schmidt rank. An entangled
state thus has a Schmidt rank of r > 1, and r = 1 describes a product state. The








s2λ |λ〉b b〈λ|. (7.15)
From the reduced density matrices, we can calculate the von-Neumann entropy
of entanglement, Sa|b, between the two parts a and b,








Using the low-rank matrix-approximation method described earlier, we now
have a procedure to approximate |Ψ〉 by a state |Ψ′〉 that takes fewer parameters to
represent. By restricting the number of non-zero Schmidt weights in the Schmidt




sλ |λ〉a |λ〉b . (7.17)
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We note that the weights sλ need to be rescaled for the state to be normalized.
The prize we have to pay for doing this approximation is that we put a restriction
on the possible amount of entanglement in the system (as is clear from Eq. (7.16)).
7.3 Decomposition into an MPS
Although MPS is mostly used in the study of 1D systems, any state can be written
in the form of an MPS. Let us show that by decomposing an arbitrary quantum
state into an MPS. However, this decomposition is not efficient as the original
state we start from might take exponentially many parameters in the system size
to describe. We discuss how and in what way MPS is efficient later on.




Ci1...iN |i1 . . . iN〉 , (7.18)
where the sites have d dimensional local state spaces {ij}, for sites j = 1, . . . , N ,
and C is a rank N coefficient tensor. The coefficient tensor thus has dN number
of parameters. We are free to reshape this tensor into a matrix of dimension
(d × dN−1). We denote this new matrix as Ψi1(i2...iN ) = Ci1...iN . In TNN this is
called grouping and is often represented by thickening of a leg
= . (7.19)
This particular example reshaped a matrix into a vector. We now perform a SVD
on the matrix Ψ and obtain











where S and V † was multiplied in the last step, C was shaped back into a tensor,
and r1 ≤ d denotes the number of non-zero Schmidt weights. Next, we write Ui1a1
in terms of d row vectors Ai1 with entries Ai1a1 = Ui1a1, and reshape Ca1i2...iN into














64 7 Matrix Product States










where we again multiplied S and V † and reshaped the result into a matrix
Ψ(a2i3)(i4...iN ). If this process is iterated until the end of the chain, we end up






a1a2 . . . A
iN
aN−1. (7.24)
The indices ai are called virtual or bond indices, and the number of values in ai
gives the so called bond dimension. The indices ij are called physical indices since
they correspond to the physical site ij in the lattice. If the summation sign in
Eq. (7.24) is omitted we can write the original quantum state |Ψ〉 compactly in a




Ai1Ai2 . . . AiN |i1 . . . iN〉 . (7.25)
It is important to remember that the objects Aij are not matrices but rank 3
tensors, they carry one physical index and two virtual indices. The first and last
As are exceptions as they carry one virtual index each and are thus only vectors.
Although it can be an instructive exercise to perform the decomposition of a
quantum state into an MPS like we just did, the whole procedure could have been
illustrated much more conveniently in TNN. For a 4-site lattice, the decomposition





At this point, the singular S-matrices (pink circles) have not been absorbed yet.
Whether the S matrices are absorbed to the left or to the right is arbitrary, and
is related to gauge fixing, but it does affect the normalization of the matrices
involved. If we again carry out the contraction of the S matrices with the tensors
to their right side, we obtain a MPS written in TNN as,
|Ψ〉 = , (7.27)
where the involved matrices can be shown to be left normalized ∑j(Aij )†Aij = I.
A MPS that only contains left normalized matrices is said to be in left canonical
form.
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7.4 Comments on MPS algorithms
In the previous section we decomposed an arbitrary quantum state on a lattice
into a MPS. It might not be obvious at first sight that we have done anything
useful. In the worst case scenario, there where no non-zero singular values during
the decomposition in Eq. (7.26). If we count the dimensions of the matrices: (1×
d)(d×d2) . . . (dN/2−1×dN/2)(dN/2×dN/2−1) . . . (d2×d)(d×1), assuming N is even,
we still have an exponential number of parameters in the system size, just as as we
started out with. However, if the entanglement along a bipartite cut is restricted,
we could use the MPS form to truncate the matrices involved and obtain a more
efficient representation. In fact, there is an area law stating that: for a 1D spin
chain of length N of d-dimensional spins with a gap ∆ between the ground and
first excited state, and only local interactions, the entanglement entropy along
any bipartite cut in the chain is bounded by O((log d)3/∆) [146, 156]. For such
systems, the ground state can be approximated to arbitrary good precision only
using poly(N) bond dimension [157]. MPS algorithms are constructed to take
advantage of this fact; that the entanglement in quantum systems often has a
structure to it, and TNs, and MPS in particular, is a formalism that allows us to
explore that.
We do not go through the details of the various algorithms that exist for MPS,
as that goes beyond the scope of this thesis, but refer to one of the many reviews
on the topic [147, 148, 150]. Instead, let us make some general comments.
Before MPS, the most efficient algorithm for ground-state calculations was the
density matrix renormalization group (DMRG) algorithm [158]. When the algo-
rithm was put forward, there were no other methods known to be efficient. It
allowed the low energy physics of some 1D systems to be extracted to a much
higher accuracy than before. It was not until later that the success of DMRG was
understood in terms of MPS [147], as DMRG produces quantum states on MPS
form [159, 160]. In its essence, the DMRG algorithm can thus be viewed as an
MPS algorithm. Once the DMRG algorithm was reformulated in the MPS lan-
guage, other efficient algorithms for quantum spin chains were discovered, such as:
time evolving block decimation (TEBD) for calculating time evolutions [161, 162],
which could also be extended to finite temperatures [163, 164]; infinite system
algorithms [165]; continous MPS for continous variable systems [166]; and exten-
sions to higher dimensions [166]. It is worth noting that the higher dimensional
TNs are not numerically efficient but are nevertheless interesting from an ana-
lytical perspective. Interestingly, some higher dimensional TNs have even been
used to construct toy models of the AdS/CFT correspondence in string theory
[167, 168], showcasing the, nowadays, widespread application of TNs as a general
framework.
Let us take a ground-state search as a typical example of a MPS algorithm. The
ground state can be obtained, e.g., from the TEBD algorithm using imaginary
66 7 Matrix Product States
time. The algorithm can broadly be divided into the following steps: (i) a random
initial state is generated as an MPS ansatz with a low bond-dimension. (ii) The
state is evolved according to the Hamiltonian using TEBD, but with t → it, in
which the state is continuously truncated in each time step to make sure the bond
dimension does not grow beyond a predefined maximally allowed value, Dmax.
This projects the state onto the ground state for t → ∞. (iii) The calculation is
repeated until the calculation has converged, using a larger bond dimension for
each iteration. With this approach, it is not necessary to know beforehand if a
certain Hamiltonian fulfills the area law and has an efficient representation. This
is a common theme in many algorithms; they start with some MPS ansatz, and
then the state is truncated, using SVDs, throughout the calculation to ensure
numerical feasibility.
8 Overview of papers
In this final chapter, we give a summary and explanation of the main results in
each of the five appended papers.
8.1 Paper I: Cavity-free vacuum-Rabi splitting in
circuit quantum acoustodynamics
Cavity QED and waveguide QED are often thought of as two distinctly different
regimes of light-matter interaction. The ingredients are similar; an atom, artifi-
cial or real, interacts with either a single electromagnetic mode (cavity QED) or
a continuum of modes in a waveguide (waveguide QED). The hallmark of strong
coupling in cavity QED is the observation of Rabi-oscillation, in which an excita-
tion is repeatedly exchanged between the atom and the cavity until it eventually
leaks out. An atom in a waveguide behaves, of course, very differently. Without
the confinement of the cavity, the system is characterized by a continuous loss of
energy into the waveguide at a rate given by the atom’s coupling strength. De-
spite their fundamental differences, these two systems can be thought of as two
regimes of the same system, which, if we restrict the discussion to a two-level











where g(ω) is a frequency-dependent coupling amplitude that takes the local den-
sity of states of the electromagnetic field at the atom’s position into account. For
an open transmission line, g is constant, whereas it is not in the case of a cav-
ity. Any type of electromagnetic environment can thus be captured by Eq. (8.1)
by simply inserting the correct g(ω). From this perspective, the cavity shapes
the electromagnetic environment around the atom, which may, or may not, alter
the system dynamics from that of an atom in a continuum. In the case of an
excited atom in a cavity, three different regimes can be identified, depending on
the dipole coupling strength, γ, in relation to the cavity lifetime [169]: (i) Over-
damped decay of the atom. The decay rate is enhanced due to the localization of
the electromagnetic field in the cavity; this is called the Purcell effect. The cavity
can be understood as an antenna for the atom. (ii) Underdamped decay, giving
rise to oscillations at a frequency given by the vacuum-Rabi frequency. This is
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the strong coupling regime of cavity QED mentioned above. (iii) A revival of the
atomic inversion at a time scale given by the cavity round-trip time. This regime
is also referred to as the multimode coupling regime [65, 170–173], in which the
coupling strength exceeds the free spectral range of the cavity and couples to
several modes at the same time.
It is in the light of this discussion that paper I should be viewed. In paper I, we
studied the interaction between a transmon atom and SAWs in various parameter
regimes. The piezoelectric substrate in which the SAWs are propagating can be
seen as an acoustic waveguide. The interaction between the atom and SAWs is
mediated by an IDT [Sec. 3.3], which has a spatial extension on the order of several
wavelengths. In the simplest of models, the IDT can be viewed as coupling the
atom to the waveguide at multiple points. As was mentioned in the introduction
of this thesis, Kockum et al. [58] first investigated this system and named it a
giant atom.
The extended nature of the interdigitated coupling allows the system to be-
have in a very similar manner to an atom in a cavity, operating in one of the
three regimes discussed above, determined by the piezoelectric coupling constant.
Motivated by ongoing experimental efforts at the time, we considered two of the
most commonly used piezoelectric substrates, gallium arsenide, which is weakly
piezoelectric, and lithium niobate, which is strongly piezoelectric. We found that
a phonon emitted at one coupling point could be reabsorbed by the atom at an-
other coupling point on lithium niobate. This process is possible because the
atom couples strongly at each coupling point, making the interaction process fast
enough for this to occur. Similar behavior occurs for an atom in a cavity, where
an emitted phonon has time to be reabsorbed several times before it leaves the
cavity. One could say that the IDT forms the cavity, but since the IDT also
constitutes the transmon’s capacitance, the atom forms its own cavity. However,
on gallium arsenide, the interaction is weak, and the atom does not have time to
reabsorb an emitted photon. In this case, the IDT only behaves like an acoustic
antenna and an acoustic analogy to the Purcell effect occurs. A caveat is if the
IDT is made very long, then the cavity behavior would also be observed on weakly
piezoelectric substrates.
The main message of paper I is that a SAW-coupled atom is fundamentally
different from an atom coupled to a microwave transmission line. The differences
come from the IDT, a necessary ingredient that cannot be avoided, and its sizeable
spatial extension needs to be accounted for in strongly coupled systems.
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8.2 Paper II: Towards phonon routing: controlling
propagating acoustic waves in the quantum
regime
In this experimental work, a low power coherent SAW beam was scattered against
an artificial atom and routed in either the forward or backward direction. The
routing was performed by tuning the atom in and out of resonance with the
incoming SAWs by two different means: (i) by varying the magnetic flux through
the squid loop of the transmon, or (ii) by splitting the |0〉− |1〉 transition through
the Stark effect; the resulting states are called an Autler-Townes doublet [55].
The first method is a relatively slow process compared to the second method
performed by sending a short pulse through an external drive port.
An important figure of merit in this experiment is the level of extinction ob-
tained in the forward direction. In quantum optics, the extinction of a laser
impinging on a trapped ion [41], or a dye molecule [40] could not exceed 12% due
to the mode mismatch between the incoming and reflected field in 3D space. With
the advent of waveguide QED, the confinement to 1D enabled more than 90% ex-
tinction with flux qubits [extinctionflux, 174] and more than 99% extinction
later on with a transmon [39]. In paper II, an extinction of 80% was observed,
indicating the relatively good level of control achievable also with acoustic devices.
8.3 Paper III: Engineering the Level Structure of a
Giant Artificial Atom in Waveguide Quantum
Electrodynamics
In an ordinary transmon [47] (Sec. 2.4), the energy levels are formed as a ladder. If
Γ10 denotes the decay rate of the first excited state, the decay rate of energy level
n to (n− 1) is given by Γn = nΓ10. As mentioned in Sec. 1.2, additional coupling
points to the waveguide can change this property of the transmon by making it gi-
ant. The giant atom’s coupling points each correspond to a relaxation pathway to
the waveguide. The different pathways interfere either constructively or destruc-
tively and thus enhance or suppress the decay rate. Whether the interference is
constructive or destructive depends on the separation of the coupling points in
relation to the wavelength or equivalently the energy of the involved transition.
Since the energy-level spacing is non-equidistant in a transmon, some transition
rates can be enhanced while others are suppressed.
In paper III, a giant atom was used to suppress the decay rate of the |0〉 −
|1〉 transition while at the same time enhancing the decay rate of the |1〉 − |2〉
transition. The modulation range was greater than a factor of 200. Within the
manifold of these first three states, a so-called Λ system is formed, in which the
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|1〉 state is a stable or metastable state. To verify that a Λ system was successfully
formed, electromagnetically induced transparency (EIT) [73] was demonstrated as
a typical Λ system application. In EIT, an atom is made transparent by applying a
strong coherent field at one of the two allowed atomic transitions in the Λ system.
There have not been many demonstrations of EIT with superconducting artificial
atoms before since it naturally lacks an appropriate level structure. Previously,
this has been circumvented by embedding the atom in a cavity or resonator, which
can form an effective Λ system in terms of dressed states [78, 79]. The giant atom
can be considered a simpler approach.
One of the benefits of using artificial atoms over natural atoms in quantum
applications is the extra level of control that artificial atoms offer. The ability to
engineer the properties of the atom, or even alter their properties in situ, is a great
advantage. With the physics demonstrated in paper III, giant atoms can now be
considered an addition to the waveguide QED toolbox that allows for additional
control of the atomic properties.
8.4 Paper IV: Synthesizing electromagnetically
induced transparency without a control field in
waveguide QED using small and giant atoms
Electromagnetically induced transparency is considered a “classic” quantum op-
tics phenomenon in which an opaque medium is turned transparent by applying
a strong coherent field at one of the atomic transitions in a three-level atom [73].
In Fig. 1.2, a typical driving scheme to achieve EIT in a Λ system is shown, where
only the |0〉−|2〉 and |1〉−|2〉 transitions are allowed. The strong control field, Ωc,
mediates a coherent coupling between the two upper states. In the right param-
eter regime, the absorption of incoming photons in the much weaker probe field,
Ωp, can be canceled completely. The canceled absorption is often explained in
terms of destructive interference between the |0〉 → |2〉 and |0〉 → |2〉 → |1〉 → |2〉
pathways.
In paper IV, we show that transparencies in waveguide QED can be synthesized
with two closely spaced two-level systems, without a control field present. The
coherent coupling between energy levels is mediated by the waveguide instead of
the control field, and since effective two-level systems are easier to construct than
three-level Λ systems, e.g., with superconducting circuits, the resulting system is
a simpler setup to deal with.
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8.5 Paper V: Non-Markovian steady states of a
driven two-level system
Much work has gone into characterizing and defining non-Markovianity in open
quantum systems over the last decade [123], yet there exists no universal defini-
tion of Markovianity, and consequently for non-Markovianity, for open quantum
systems. The notion of Markovianity comes from the theory of classical stochas-
tic processes, but the definition of a Markov process in that theory cannot be
translated directly to the quantum regime [139]. The problem comes from the
fact that a quantum theory is a theory of non-commuting operators, a significant
difference from any classical theory, and measurements affect quantum systems in
ways we cannot avoid. As a solution, or perhaps as a compromise until a universal
definition can be agreed upon, an appropriate definition and measure has to be
chosen depending on the context [175].
No matter which definition one adheres to, it would be interesting to understand
if traces of the interaction with a non-Markovian environment can remain to be
seen in the steady state. For this to be possible, the environment’s impact needs
to be of such nature that one can distinguish the final state from states the system
could reach in a Markovian environment. This is the question we address in paper
V, where we show that there are indeed states that fulfill this criterion.
Since the environment’s memory makes the system dynamics hard to calculate
both analytically and numerically, one often has to resort to substantial approx-
imations, such as restricting the discussion to the single excitation regime or, in
the case of driven systems, to short time scales. In paper V, we use a recently
proposed MPS method [154] (for an introduction to MPS see Sec. 7.3) to account
for both long-time memory effects and the many excitations that can be involved
in a driven system. This is a regime in the study of non-Markovian systems that,
to our knowledge, has not been explored previously but are crucial for detecting
traces of non-Markovianity in the steady state of a driven system.
We model a non-Markovian environment by considering an atom in a semi-
infinite waveguide (an atom in front of a mirror) [176–180]. The distance to the
mirror gives the environment a characteristic memory-time from the atom’s per-





We have studied artificial atoms made from superconducting circuits and their
interaction with quantum fields in one-dimensional waveguides. These systems
can, e.g., explore new regimes of quantum optics, create, store, or retrieve quan-
tum information, or form nodes in a quantum network [181]. A large part of
the thesis was devoted to introducing the main theoretical frameworks used to
model and study the systems described in the appended papers I-V. Specifically,
we reviewed: quantization of electrical circuits, SAW propagation in piezoelectric
substrates, master equations, input-output formalism, dynamics of open quantum
systems, quantum Markov processes, a scattering technique, and matrix product
states. Together, they form a powerful toolbox that can be used to understand a
wide range of quantum mechanical phenomena involving artificial atoms coupled
to either microwave photons or acoustic phonons.
9.2 Outlook
In paper I, we predicted a regime where SAW-coupled atoms could form their
own cavity, depending on their coupling strength to the substrate. This idea is
closely connected to the concept of bound states in the continuum (BICs) [182].
A bound state in an open system is typically found if its frequency lies outside
of the spectral range spanned by propagating waves in the waveguide. In BICs,
the frequency of the system lies inside this range. A SAW-coupled atom has been
studied from this perspective, and BICs are predicted to exist [183]. An atom in
a semi-infinite waveguide is another system that exhibits BICs; the excitation of
such a BIC via two-photon scattering was discussed in Ref. [184]. Given the long
history of BICs in both quantum and classical systems [182], it will be interesting
to see if BICs can be utilized for practical purposes in quantum acoustic devices.
As was studied experimentally in paper II and III, giant atoms constitutes an
exciting new regime of quantum optics [185]. Their individually tunable coupling
to the waveguide [186], and their tunable collective decay [59] could potentially be
used for quantum simulations [187], and generation of non-classical photonic states
[188]. There is also a proposal to realize giant atoms in 3D geometries in cold
atoms [189]. Generally, there are many quantum optical phenomena that could
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be revisited with giant atoms, just as we did in paper IV, where we studied EIT.
There, we did not find any new effects coming from the giant atom configurations,
however.
The non-Markovian regime of a giant atom [22], which was realized experimen-
tally with a SAW coupled atom [62], could be used to explore the non-Markovian
steady states that we introduced in paper V. The coherence times of SAW-coupled
atoms might be a limiting factor, however. Their relatively short coherence times
are limited by additional dielectric losses introduced by the piezoelectric substrate
[110]. A better-suited approach might be to use an atom in front of a mirror as
we proposed to use in paper V. This system has already been realized in several
systems in the Markovian regime [177–180]. It should, however, be realizable in
the non-Markovian regime using a long meandering transmission line, which was
used in Ref. [171] to form a multimode cavity.
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