Efficient genotyping methods and the availability of a large collection of single-nucleotide polymorphisms provide valuable tools for genetic studies of human disease. The standard x 2 statistic for case-control studies, which uses a linear function of allele frequencies, has limited power when the number of marker loci is large. We introduce a novel test statistic for genetic association studies that uses Shannon entropy and a nonlinear function of allele frequencies to amplify the differences in allele and haplotype frequencies to maintain statistical power with large numbers of marker loci. We investigate the relationship between the entropy-based test statistic and the standard x 2 statistic and show that, in most cases, the power of the entropy-based statistic is greater than that of the standard x 2 statistic. The distribution of the entropy-based statistic and the type I error rates are validated using simulation studies. Finally, we apply the new entropy-based test statistic to two real data sets, one for the COMT gene and schizophrenia and one for the MMP-2 gene and esophageal carcinoma, to evaluate the performance of the new method for genetic association studies. The results show that the entropy-based statistic obtained smaller P values than did the standard x 2 statistic.
Introduction
Genomewide association studies are emerging as a promising tool for genetic analysis of complex diseases (Risch and Merikangas 1996; Stumpf and Goldstein 2003; Carlson et al. 2004; Neale and Sham 2004) . Such association studies depend on linkage disequilibrium (LD). However, population histories and evolutionary forces may generate aberrant LD patterns across marker loci and important differences in allele frequencies and LD patterns across populations (Morton and Collins 1998; Pritchard and Przeworsk 2001; Stephens et al. 2001; Freedman et al. 2004 ). An allele may show strong LD with the functional variants in one population but exhibit very weak LD in other populations (Carlson et al. 2004) or may show strong LD with one marker but exhibit weak LD with other nearby markers, even in the same population. These phenomena make it difficult to replicate genetic associations among populations and to obtain consistent results within a genomic region in the same population.
There are two ways to alleviate aberrant LD patterns, improve the power of association studies, and increase the probability of replications. One way is to construct haplotype blocks by studying LD patterns across the genome and to optimally select a set of robust tagSNPs such that all common variants are either directly genotyped or in strong LD with the genotyped tagSNPs (Goldstein 2001; Johnson et al. 2001; Stephens et al. 2001; Gabriel et al. 2002; Zhang et al. 2002 Zhang et al. , 2003a Ke and Cardon 2003; Xiong et al. 2003) . However, it is unclear whether the haplotype block patterns and tagSNPs are consistent among populations or among repeated sampling from within a population. Another way is to develop novel statistical methods for association studies. Currently, the two major statistical methods for association studies are to compare haplotype frequencies between affected and unaffected individuals (Chapman and Wijsman 1998; Akey et al. 2001) , which is often referred to as the standard x 2 test, and to compare haplotype similarities between affected and unaffected individuals (de Vries et al. 1996 ; van der Meulen and te Meerman 1997; Bourgain et al. 2000 Bourgain et al. , 2001 Bourgain et al. , 2002 Tzeng et al. 2003; Zhang et al. 2003b; Yu et al. 2004b ). As Tzeng et al. (2003) pointed out, none of these frequency-or sharing-based methods is uniformly the most powerful.
The standard x 2 statistic compares allele (or haplotype) frequencies-or linear transformations of allele (or haplotype) frequencies-and partially considers the variance-covariance structure of the allele or haplotype frequencies. Therefore, the standard x 2 test statistic is not uniformly the most powerful (Tzeng et al. 2003 ). Amplifying the difference in allele (or haplotype) frequencies between cases and controls is key to increasing the power of current test statistics for association studies.
One way to amplify the difference in allele (or haplotype) frequencies between cases and controls is to use nonlinear transformations of allele or haplotype frequencies, and , where P A is the frequency of A f(P ) f(P) the allele (or haplotype) in cases and P is the frequency in controls, and to construct new test statistics such that the statistics based on are larger than the A f(P ) Ϫ f(P) statistics based on the difference in allele or haplotype frequencies, . The nonlinear transformations of A P Ϫ P allele or haplotype frequencies should have the feature that the magnitude of the amplified difference in allele or haplotype frequencies will increase as the difference in allele or haplotype frequencies increases.
A typical nonlinear function of frequencies is Shannon entropy. Shannon entropy, originally defined in information theory (Shannon 1948) , is used to measure the uncertainty removed or the information gained by performing an experiment. When it is applied to characterize DNA variation, entropy measures genetic diversity and extracts the maximal amount of information for a set of SNP markers (Hampe et al. 2003) .
Conditional entropy measures the average information gained, given the occurrence of specific events. Entropy of a genomic region carried by affected individuals or unaffected individuals is conditional entropy. The difference between affected and unaffected individuals in entropy of the SNP markers is a measure of the association of the markers with disease.
In this article, we first define the entropy of a set of SNP markers at a genomic region of interest and the partial entropy of a haplotype. We then define the conditional entropy and the partial entropy of the markers in affected individuals and describe the relationship between conditional entropy and LD. We present a novel statistic that is based on the concept of entropy, to test the association between SNP markers and disease, including a test of the association of marker alleles, haplotypes, multiple-marker loci, and haplotype blocks. The relationship between the entropy-based test statistic and the standard x 2 test statistic is discussed.
Entropy and the Overall Measure of Multilocus LD
Entropy, proposed by Shannon (1948) , measures the uncertainty of random variables or the degree of nonstructure of a system (Nothnagel et al. 2003) . The entropy of a random variable X is defined as
where denotes the probability that the random var-P(x ) i iable X assumes the value .
x i The concept of entropy can be used to study DNA variation at a marker locus and patterns of LD. First, we consider two marker loci, and , with two M M frequencies of haplotypes AB, Ab, aB, and ab are denoted by , , , and , respectively. Let d denote P P P P AB Ab aB ab the measure of LD between two loci and be defined as
The entropy of the marker is defined as
and the entropy of the haplotypes at two marker loci is defined as
For convenience of presentation, a component of the entropy of the haplotypes at two marker loci is referred to as "partial entropy" of the specific haplotype. Let the partial entropy of haplotype AB, , be equal to S AB . In appendix A, we show that ϪP log P AB AB S ≈ ϪP P log (P P ) be the frequency of allele in the population. Define M j i an overall measure of the haplotype LD at the K loci as Xiong et al. 2003) . The partial entropy of haplotype is defined as , and the en-
tropy of the haplotype at K marker loci is defined as
In appendix A, we show that the partial entropy and the entropy of the haplotype at K marker loci, S H j …j 1 k S k , can be approximated by
. This shows that the entropy of the haplotype at K M i marker loci is the approximation of the sum of the entropies of all K marker loci and a function of the overall measures of all haplotypes.
Entropy in Affected Individuals
If the marker allele or haplotype is in LD with the disease locus, the frequency of the marker allele or haplotype in affected individuals and unaffected individuals will be different. The entropy of the haplotypes in affected individuals and unaffected individuals will also be different, and the difference can quantify the level of LD between the marker and the disease locus.
Let be one of the m haplotypes at K marker loci. In appendix B, we show that can be approximated
Therefore, the difference in the partial entropy of the haplotype between the affected and unaffected individuals is given by
Clearly, the gain in information about the association of the haplotype with disease is a function of the overall measure of LD between the haplotype and the disease locus. If the haplotype or marker loci are in linkage equilibrium with the disease allele, then the difference in the partial entropy of the haplotype ( ) between DS H i affected and unaffected individuals will be zero.
The Entropy-Based Statistic for Association Tests
In this section, we present an entropy-based statistic for case-control association studies. We begin with an introduction of notation. The first partial derivatives of the partial entropy of haplotype with respect to the H i frequency of haplotype , denoted by , is given as
ij m#m number of haplotypes, as defined above. The number of haplotypes follows a multinomial distribution, and the variance-covariance matrix is given by
is the number of unaffected individuals, n G , , and .
The above quantities can be similarly defined for the affected individuals and will be denoted by the additional superscript "A" in the corresponding quantitiesthat is, tribution (appendix C). Because application of theorem 1.9 in Lehmann (1983, p. 344 ) requires that entropy be continuously differentiable with respect to the frequencies of the haplotypes, theorem 1.9 cannot be applied when the frequency of the haplotype is zero. If the frequency of the haplotype in either cases or controls is zero, then the haplotype needs to be grouped with other haplotypes. For example, rare haplotypes can be grouped with the most similar haplotype. Under the alternative hypothesis that there is an association between the K marker loci and the disease locus, is T PE asymptotically distributed as a noncentral distri-2 x (mϪ1) bution with the following noncentrality parameter:
By invoking the relationship between the partial entropy of the haplotypes and the measure of LD discussed in the previous section, the noncentrality parameter can be further reduced to
and other parameters are as given in appendix C. Define the test statistic T as
G A
Figure 1
Distribution of the test statistic T PE with the use of two-SNP haplotypes (A) and six-SNP haplotypes (B). and in- x of haplotype frequencies, whereas the entropy-based test statistic uses a nonlinear function of haplotype frequencies. The difference between these two test statistics lies in the different mathematical forms of the haplotype frequencies when theorem 1.9 is used to construct the statistics.
In appendix C, we show that the noncentrality parameter of the standard test statistic is given by 2 l x T . This is the first term in the noncen-
trality parameter of the test statistic based on partial l PE entropy of the haplotypes.
Results

Distribution of the Entropy-Based Statistic
In the previous sections, we have shown that when the sample size is large enough to apply large-sample theory, the distribution of the entropy-based statistic under the null hypothesis of no association is asymptotically a central distribution. To examine the validity 2 x of this statement, we performed a series of simulation studies. The computer program SNaP (Nothnagel 2002) was used to generate haplotypes of the sample individuals. Two data sets with a single haplotype block each were simulated. The first data set has two marker loci that generated four haplotypes with frequencies 0.2952, 0.2562, 0.1957, and 0.2529. The second data set has six marker loci that generated eight haplotypes with frequencies 0.1820, 0.1461, 0.1406, 0.1291, 0.1211, 0.1107, 0.0817, and 0.0887. For each data set, 20,000 individuals who were divided into equal groups of cases and controls were generated in the general population.
To examine whether the asymptotic results of the en-tropy-based test statistic still hold for a small sample size under the null hypothesis of no association, 200 individuals each were randomly sampled from the cases and controls. A total of 10,000 simulations were performed. In each simulation, the entropy-based test statistic T PE was calculated. Figure 1A and 1B plot the histograms of the test statistic with the use of two-SNP haplo-T PE types and six-SNP haplotypes, respectively. It can be seen that the distributions of are similar to the theoretical T PE central distributions, even under the scenario of a 2 x smaller sample size. Table 1 summarizes the type I error rates of the test statistic for sample sizes from 100 T PE to 500 individuals with the use of two-SNP and six-SNP haplotypes. Table 1 shows that the estimated type I error rates of the entropy-based test statistic were not ap- preciably different from the nominal levels , a p 0.05 , and . a p 0.01 a p 0.001
Power of the Entropy-Based Test Statistic and the Standard x 2 Test Statistic
The power of an association test statistic depends on a number of parameters, such as the measure of LD between haplotypes and disease alleles, the sample size, and the model of disease inheritance. We compared the power of the entropy-based test statistic with that of the standard test statistic. The markers are assumed to 2 x be biallelic (i.e., SNPs). Specifically, we considered two marker loci and a disease locus that is located in the middle of two markers. We considered three disease models: recessive, dominant, and genotype relative-risk models, in which the genotype relative risk for genotypes Dd and DD is r and times greater, respectively, than 2 r that of the genotype dd (Risch and Merikangas 1996) .
Exact analytical methods were used for calculation of power. The average haplotype frequencies in the affected and unaffected individuals were calculated by equations (1) and (4) from Akey et al. (2001) . The power of the entropy-based statistic and the standard statistic 2 x (Chapman and Wijsman 1998) ( ), with the a p 0.001 use of four haplotypes generated by two marker loci as a function of the genetic distance between the disease locus and its flanking marker loci for recessive, dominant, and genotype relative-risk models are shown in figure 2A , 2B, and 2C, respectively. The data demonstrate that the power of the entropy-based statistic for all three disease models is higher than the power of the standard statistic. In appendix C, we show that the 2 x noncentrality parameter of the entropy-based statistic is approximately equal to the summation of the noncentrality parameter of the standard test statistic and 2 x . But, is not always positive, and the entropy-R R PE PE based statistic does not monotonically increase with increasing allele-frequency differences, which implies that the entropy-based statistic is not uniformly more powerful than the standard test. In fact, when the dif-2 x ference in allele frequencies is very large (i.e., when ), the test is more powerful than the A 2 FP Ϫ PF 1 0.7 x entropy-based statistic proposed here.
Application to Real-Data Examples
To evaluate its performance, we applied the entropybased test to two real data sets. The first example is a test of association between the catechol-O-methyltransferase (COMT) gene and schizophrenia (Shifman et al. 2002) . The COMT gene plays an important biochemical function in the metabolism of catecholamine neurotransmitters and is being increasingly recognized as a contributor to velocardiofacial syndrome, which is associated with a high rate of psychosis (Shifman et al. 2002) . The data were from a large case-control study of schizophrenia in the Ashkenazi Jewish population. Three SNPs within the COMT gene were typed. In table 2, we present the P values of the entropy-based statistic for testing the association of two-SNP haplotypes (generated from two SNP markers) and three-SNP haplotypes (generated from three SNP markers) with schizophrenia. For comparison, table 2 also includes the results of Shifman et al. (2002) that were obtained by the usual test. It 2 x is evident that P values of the entropy-based test are smaller than those of the test. 2
x The second example studied the association between functional haplotypes in the promoter of the matrix metalloproteinase-2 (MMP-2) gene and esophageal squamous cell carcinoma in the Chinese Han population (Yu et al. 2004a) . Two SNPs (Ϫ1306C/T and Ϫ735C/T) in the MMP-2 gene were typed in 527 patients with esophageal cancer and 777 controls. Frequencies of two-SNP haplotypes and P values obtained by the entropy-based test and standard test are given in table 3. Again, the 2 x entropy-based test obtained a smaller P value compared with that obtained by the standard test.
2
x
Discussion
Completion of the International HapMap Project will provide a powerful tool for identifying genes that contribute to complex disease (Collins 2004) . To efficiently use DNA variants for genetic studies of complex diseases, the field of human genetics needs to accomplish two tasks: choose suitable marker sets and develop robust methods of statistical analysis (Wall and Pritchard 2003) . The purpose of this report is to present an analytical method of assessing the relationship between DNA variation and disease in case-control association studies.
The standard statistic is based on a linear function 2 x of haplotype or allele frequencies. Its drawback is a decrease in power as the number of degrees of freedom increases, which arises as a consequence of using a dense set of SNPs. There are two ways to increase the power
Figure 2
A, Power of the entropy-based test statistic and the standard test statistic with a significance level of , as a function 2 x a p 0.001 of the genetic distance between the marker and disease loci, for a recessive disease (A) and a dominant disease (B) under the assumption that , generations, the frequencies of the minor alleles at both of the marker loci are equal to 0.1, and . C, Power of the N p 100 t p 100 P p 0.1 D entropy-based test statistic and the standard test statistic with a significance level of for a disease with genotype relative risk 2 x a p 0.001 , as a function of the genetic distance between the marker and disease loci, under the assumption that , generations, r p 4 N p 200 t p 100 the frequencies of the minor alleles at the first and second marker loci are equal to 0.4 and 0.1, respectively, and . P p 0.2 of an association test statistic. One is to find appropriate mathematical forms of the haplotype or allele frequencies that can be used to develop test statistics with higher power. Another is to reduce the degrees of freedom. Most publications in this field have focused on reducing the degrees of freedom. This report focuses on developing new entropy-based statistics to amplify the difference in allele or haplotype frequencies to increase power.
At its most fundamental level, the case-control study design provides a forum to compare allele frequencies or the transformation of allele frequencies between groups. Although the usual test statistic is a quadratic 2 x function of the difference in allele frequencies, the difference represents a linear function of allele frequencies.
There are two ways to amplify the difference in allele frequencies. One way is to make a nonlinear transformation of allele frequencies. Another way is to make a nonlinear transformation of the difference in allele frequencies between cases and controls. Although the second way can amplify the difference between allele frequencies, under the null hypothesis of zero difference, the entropy of the difference between allele frequencies is no longer differentiable at zero. Therefore, asymptotic theory of the nonlinear transformation of normal random variables cannot be applied to such statistics. The entropy-based statistic compares the difference in values of a nonlinear function of allele frequencies between cases and controls, in the hope that the difference will be larger than that of a linear function of allele frequencies between cases and controls.
Entropy measures the information contained in a stochastic process and can be used to measure haplotype diversity. In this report, we show that differences in the entropy of haplotypes between affected and unaffected individuals quantify the overall level of LD between the marker, haplotypes, and the disease locus. We note that the entropy of the observed haplotypes is a nonlinear function of haplotype frequencies. The entropy of haplotypes at K marker loci quantifies the information of all haplotypes generated at the K marker loci. The calculated entropy of the haplotypes depends on the choice of mathematical functions of the haplotype frequencies.
We introduced the concept of partial entropy of a haplotype. If we compare the difference between affected and unaffected individuals in the partial entropy of a haplotype, we can test the association of that particular haplotype with disease. We can also test the association of a set of haplotypes or multiple marker loci by comparing differences in the partial entropy of the set between affected and unaffected individuals.
To use an entropy-based statistic to test the association of haplotypes with disease, we first need to study the distribution of the test statistic under the null hypothesis of no association. By simulation, we show that the distribution of the entropy-based test statistic is close to a distribution, even for small sample 2 x sizes. To validate the test statistic and to estimate the false-positive rate, we calculated the type I error rates of the entropy-based statistic by simulation. The results showed that the type I error rates were close to the nominal significance levels, which implies that the test for association is valid for a single homogeneous population.
An important property of a test statistic for genetic association studies is power. We show, by analytical methods, that the power of the entropy-based statistic is higher than the power of the standard statistic in 2 x most cases. The power gap between these two test statistics increases as the number of haplotypes increases (data not shown). However, the entropy-based statis-tic is not more powerful in all situations. When the difference in allele frequencies is very large, that is, , the statistic is more powerful than A 2 FP Ϫ PF 1 0.7 x the entropy-based statistic. However, such differences in allele frequencies between cases and controls are practically unheard of in real-world studies of common human diseases. The entropy-based statistic was applied to real data to test the association between COMT haplotypes and schizophrenia and the association between the MMP-2 gene and esophageal squamous cell carcinoma. The results of real-data analyses demonstrated that, for case-control studies, P values of the entropybased statistic are smaller than those of the standard test.
2
x Asymptotical theory for nonlinear transformation of normal variables requires that entropy be continuously differentiable with respect to the frequencies of the haplotype. When the frequency of the haplotype in either cases or controls is zero, entropy is no longer continuously differentiable. In this case, the haplotype needs to be grouped with other haplotypes. However, such grouping may result in loss of statistical power, depending on the haplotype effects of the grouped haplotypes.
The entropy of a haplotype is a nonlinear function of haplotype frequencies. Other mathematical functions of haplotype frequencies should be investigated for designing novel test statistics in the future. This will open new ways of developing more powerful statistics for tests of association. The completion of the International HapMap Project and advances in genotyping technologies bode well for large-scale whole-genome association studies. Development of robust methods for relating considerable genomic information to risk of disease is urgently needed. which can be simplified to The above formula is derived by Taylor expansion of the logarithm function. The assumption for Taylor expansion of the logarithm function is that the argument x should be small. When the frequencies of alleles are small, may be large. This will violate the assumption of the Taylor expansion and makes approximation inaccurate. d/P P A B Similarly, we have 2 d S ≈ϪP P(log P ϩ log P) ϩ d(log P ϩ log P ϩ 1) Ϫ , and denote the frequencies of alleles D and d at disease locus, respectively, and , , and are the penetrances P P f f f 1984) . Then, the noncentrality parameter l PE can be expressed as 
