In communication systems where users share common resources, selfish behavior usually results in suboptimal resource utilization. There have been extensive works that model communication systems with selfish users as one-shot games and propose incentive schemes to achieve Pareto-optimal outcomes. However, in many communication systems, due to strong negative externalities among users, the sets of feasible payoffs in one-shot games are nonconvex. Thus, it is possible to expand the set of feasible payoffs by having users choose different action profiles in an alternating manner. In this paper, we formulate a model of repeated games with intervention. First, by using repeated games we can convexify the set of feasible payoffs in one-shot games. Second, by using intervention in repeated games we can achieve a larger set of equilibrium payoffs and loosen requirements for users' patience to achieve a target payoff. We study the problem of maximizing a welfare function defined on users' payoffs. We characterize the limit set of equilibrium payoffs. Given the optimal equilibrium payoff, we derive the sufficient condition on the discount factor and the intervention capability to achieve it, and design corresponding equilibrium strategies. We illustrate our analytical results with power control and flow control.
I. INTRODUCTION
G AME theory is a formal framework to model and analyze the interaction of selfish users. It has been used in the literature to study communication networks with selfish users [1] [2] . Most works modeled communication systems as one-shot games, studied the inefficiency of noncooperative outcomes, and proposed incentive schemes, such as pricing [3] - [12] , to improve the inefficient outcomes towards the Pareto boundary. Recently, a new incentive scheme, called "intervention", has been proposed in [13] in the one-shot game framework, with applications to medium access control (MAC) games [14] [15] and power control games [16] . 1 In an intervention scheme, the designer places an intervention device, which can monitor the user behavior and intervene in their interaction, in the system. The intervention device observes a signal about the users' actions and then chooses an intervention action depending on the observed signal. In this Payoff of user 2
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Boundary of the set of NE payoffs, one-shot games with intervention Boundary of the limit set of equilibrium payoffs, repeated games w/o intervention Boundary of the limit set of equilibrium payoffs, repeated games with intervention Fig. 1 . Sets of equilibrium payoffs in a two-user game under different incentive schemes. We use the same intervention device (thus the same intervention capability) in the games with intervention. The (limit) sets of equilibrium payoffs in repeated games are obtained with the discount factor arbitrarily close to 1. We can see that the set of equilibrium payoffs of the repeated game with intervention includes the set of equilibrium payoffs in the one-shot game with intervention and that in the repeated game without intervention.
way, it can deter misbehavior of a user by exerting punishment following a signal that suggests a deviation.
In communication systems where users create severe congestion or interference, increasing a user's payoff requires a significant sacrifice of others' payoffs. This feature is reflected by a nonconvex set of feasible payoffs in some systems studied in the aforementioned works [3] - [17] using one-shot game models. For example, in one-shot power control games, the set of feasible payoffs is nonconvex when the cross channel gains are large [18] [19] . In one-shot MAC games based on the collision model, the set of feasible payoffs is also nonconvex, because transmissions from multiple users cause packet loss [10] [20] . Moreover, the sets of feasible payoffs of some one-shot flow control games are also nonconvex. To sum up, the sets of feasible payoffs are nonconvex in many communication scenarios, and when the set of feasible payoffs is nonconvex, its Pareto boundary can be dominated by a convex combination of different payoffs (see Fig. 1 for illustration). In one-shot games, such convex combinations cannot be achieved unless a public correlation device is used. 2 When users interact in a system for a long period of time, we can model their interaction as a repeated game, in which users play a stage game repeatedly over time obtaining information about the actions of other users. In a repeated game, users can choose different actions in an alternating manner, obtaining a convex combination of different stagegame payoffs as a repeated-game payoff. A repeated-game strategy specifies actions to be taken given a history of past observations and thus can be interpreted as a protocol. If a repeated game strategy constitutes a subgame perfect equilibrium (SPE), then no user can gain from deviation at any occasion. Hence, a SPE can be considered as a deviationproof protocol.
In this paper, we consider the problem of designing a protocol to maximize some welfare function defined on users' payoffs among (subgame perfect) equilibrium protocols. First, we characterize the set of equilibrium payoffs when users are sufficiently patient. This set determines the feasible set of the welfare maximization problem. Consequently, a larger set of equilibrium payoffs can result in higher social welfare. In this paper, we will characterize the set of equilibrium payoffs in repeated games with intervention, and show that using intervention can yield a larger set of equilibrium payoffs than the corresponding set without intervention ( Fig. 1 illustrates the promising gain by using repeated games with intervention.).
Given the feasible set determined by the set of equilibrium payoffs, we can obtain the target payoff that is in the feasible set and maximizes the welfare function. Then we will analytically determine the range of the intervention capability and the discount factors under which the target payoff can be achieved at an SPE. The intervention capability reflects the extent to which the intervention device can intervene in the users' interaction. The discount factor is affected by the user patience and the network dynamics. It represents the rate at which users discount future payoffs; a less patient user has a smaller discount factor. The discount factor can also model the probability of users remaining in the network in each period; a more dynamic network results in a smaller discount factor. A lower discount factor is desirable in the sense that with a lower requirement, a protocol is effective in a wider variety of users and more dynamic networks. We will show that using intervention can lower the requirement on the discount factor compared to the case without intervention. Moreover, we obtain a trade-off between the discount factor and the intervention capability. Hence, given a discount factor, we can calculate the minimum intervention capability required to support the target payoff, and thus determine which intervention device to use. Conversely, given the intervention capability available, we can calculate the minimum discount factor required, and thus determine the types of users and networks that can be supported. Finally, given a target payoff and the discount factor, we show how to construct an equilibrium strategy, namely the deviation-proof protocol. Simulate results validate our theoretical analysis and demonstrate the performance gain over existing incentive schemes.
The rest of this paper is organized as follows. Section II provides a summary of related works. Section III describes a repeated game model generalized by intervention and formulates the protocol design problem. In Section IV, we characterize the set of equilibrium payoffs when the discount factor is arbitrarily close to one, and specify the structure of equilibrium strategies. Then we solve the design problem in Section V. Simulation results are presented in Section VI. Finally, Section VII concludes the paper.
II. RELATED WORKS
To improve the inefficient noncooperative outcomes, most existing works proposed incentive schemes based on pricing [3] - [12] under one-shot game models. As discussed before, these schemes are inefficient when the multi-user interference is so strong that the set of feasible payoffs in one-shot games is nonconvex. In addition, one problem in pricing is to determine how a user's payoff changes with the amount of payment. Although it is usually assumed that the payoff is linearly decreasing in the amount of payment, this assumption may not be true. For example, a user's payoff may be a concave decreasing function of the amount of payment, reflecting the fact that a user's payoff decreases faster when the payment is larger. One advantage of intervention is that the designer knows how the users' payoffs are affected by the actions of the intervention device according to some physical laws. For example, in power control, the designer knows that by transmitting at certain power level, the intervention device can cause some interference to the users, and the amount of interference will be added to the denominator of each user's signal-to-interference-and-noise ratio (SINR). Another advantage of intervention is that the intervention device directly interacts with the users in the system, instead of using outside instruments such as monetary payments in pricing. As a result, intervention can provide more robust incentives in the sense that users cannot avoid punishment.
Intervention was originally proposed in [13] under oneshot game models, and was applied to one-shot power control games [16] and one-shot MAC games [14] [15] . Although it has several advantages over pricing, intervention in one-shot games is inefficient in the scenarios with strong multi-user interference. This motivates us to study intervention under repeated game models.
In economics, the study of repeated games focuses on proving folk theorems [21] . Specifically, they characterize the set of equilibrium payoffs when users are sufficiently patient and the network is static (i.e., the discount factor can be arbitrarily close to 1). For most games, they prove that any equilibrium payoff can be sustained under some sufficiently large discount factor, but they do not know how large the discount factor has to be to sustain a particular equilibrium payoff. In contrast, we are more interested in the case where the users are impatient or the network is dynamic with users leaving with certain probability. Hence, given an equilibrium payoff, we want to analytically determine how large a discount factor we need in order to achieve the given equilibrium payoff. A computational method was proposed in [22] . Analytical characterization is available for a few special cases, such as games with transferable payoffs in [23] and the repeated prisoners' dilemma game in [24] . For the class of games we consider, our result (Theorem 1) is the first that analytically determines how large the discount factor needs to be to achieve a given Pareto-optimal equilibrium payoff.
Following the game theory literature, most works applying repeated games in communication systems assume that the discount factor can be arbitrarily close to 1 [25]- [32] . Moreover, almost all the works use strategies in which the users play the same action profile at the equilibrium [25] - [35] . Since the users play the same action profile, they can only achieve the feasible payoffs in one-shot games. Hence, applying such strategies to the scenarios with strong multi-user interference will still result in inefficient outcomes. In contrast, we allow the users to choose different action profiles in an alternating manner to achieve Pareto optimality, although such repeatedgame strategies are much harder to analyze.
III. MODEL OF REPEATED GAMES WITH INTERVENTION

A. The Stage Game With Intervention
We consider a system with N users. The set of the users is denoted by N {1, 2, . . . , N}. Each user i chooses an action a i from the set A i ⊂ R ki for some integer k i > 0. An action profile of the users is denoted by a = (a 1 , . . . , a N ), and the set of action profiles of the users is denoted by A = N i=1 A i . We use a −i to denote the action profile of the users except for user i. In addition to the N users, there exists an intervention device in the system, indexed by 0. The intervention device chooses an action a 0 from the set A 0 ⊂ R k0 for some integer k 0 > 0. We refer to (a 0 , a) ∈ A 0 × A as an action profile (of the intervention device and the users). The payoffs of the users are determined by the action profile, and user i's payoff function is denoted by u i : A 0 ×A → R. Given the payoff functions of the users, the set A 0 determines the intervention capability of the intervention device, since it reflects the extent to which the intervention device can affect the users' payoffs. We assume that there exists a null intervention action, denoted by a 0 ∈ A 0 , which corresponds to the case where there is no intervention device. We further assume that an intervention action can only decrease the payoffs of the users, i.e., u i (a 0 , a) ≤ u i (a 0 , a) for all a 0 ∈ A 0 , all a ∈ A, and all i ∈ N . In other words, intervention can provide only punishment to users, not reward. A (strategic-form) game with intervention is summarized by the tuple N ,
For technical reasons, we assume that each of A 0 and A i is a compact and convex set and that u i is continuous for all i.
An important feature of the intervention device is that it does not have its own objective and can be programmed in the way that the protocol designer desires. Hence, when discussing equilibrium, we need to take only the users' incentives into account. An action profile (a * 0 , a * ) is a Nash equilibrium (NE) of the game N ,
We call an action profile (a 0 , a * ) a Nash equilibrium without intervention if (1) is satisfied with a * 0 = a 0 .
B. The Repeated Game With Intervention
In a repeated game with intervention, the users play the same game N , (A 0 , (A i ) i∈N ), (u i ) i∈N in every period t = 0, 1, 2, . . .. The game played in each period is called the stage game of the repeated game. At the end of period t, all the users and the intervention device observe the action profile chosen in period t, which is denoted by (a t 0 , a t ). That is, we assume perfect monitoring. As a result, the users and the intervention device share the same history at each period, and the history at the beginning of period t is the collection of all the action profiles before period t. We denote the history in period t ≥ 1 by h t = (a 0 0 , a 0 ; a 1 0 , a 1 ; . . . ; a t−1 0 , a t−1 ), while we set the initial history, i.e., the history in period 0, as h 0 = ∅. The set of possible histories in period t is denoted by H t , and the set of all possible histories by H = ∞ t=0 H t . The (pure) strategy of user i in the repeated game is a mapping from the set of all possible histories to its action set, written as σ i : H → A i . When user i uses strategy σ i , its action at history h t is determined by a t i = σ i (h t ). The strategy profile of the users is denoted by σ = (σ 1 , . . . , σ N ), and the strategy profile of the users except for user i by σ −i . The set of all strategies of user i is denoted by Σ i , while the set of all strategy profiles is denoted by Σ = N i=1 Σ i . The intervention device chooses its actions following an intervention rule, which is represented by a mapping σ 0 : H → A 0 . 3 When the intervention device uses the intervention rule σ 0 , its action at history h t is determined by a t 0 = σ 0 (h t ). The set of all intervention rules is denoted by Σ 0 . When the intervention rule is constant at a 0 , namely σ 0 (h) = a 0 for all h ∈ H , the repeated game with intervention reduces to the conventional repeated game without intervention.
To compute the payoff of a user in the repeated game, we use the discounted average payoff of the user. We assume that all the users have the same discount factor δ ∈ [0, 1), as commonly assumed in the literature [25] - [35] . Then the payoff function of user i in the repeated game is
where (a t 0 (σ 0 , σ), a t (σ 0 , σ)) is the action profile in period t induced by (σ 0 , σ). The path of plays under (σ 0 , σ), {(a t 0 (σ 0 , σ), a t (σ 0 , σ))} ∞ t=0 , can be calculated recursively by (a 0 0 (σ 0 , σ), a 0 (σ 0 , σ)) = (σ 0 (∅), σ(∅)) and for all t ≥ 1,
is the concatenation of the history h t followed by the history h τ . Similarly, we can define the continuation intervention rule, σ 0 | h t . By convention, we use σ| h t and σ −i | h t to denote the continuation strategy profile of the users and the continuation strategy profile of the users except for user i, respectively. Then a pair of the intervention rule and the strategy profile (σ 0 , σ) is a subgame perfect equilibrium (SPE) of the repeated game with intervention if for all h t ∈ H
If the users use a strategy profile that constitutes a SPE together with an intervention rule, no user can gain from choosing a different strategy starting at any history.
C. Problem Formulation
We use the term "protocol" to refer to (σ 0 , σ), which prescribes the behavior of the intervention device and the users in the repeated game. There is a protocol designer who chooses an intervention rule σ 0 and recommends a strategy profile σ to the users, having complete information about the repeated game described above. In order to make the protocol "deviation-proof" following any history, the designer should choose a protocol that constitutes a SPE. The designer has an objective function, which is a welfare function defined over the repeated-game payoffs of the users, denoted by W : R N → R. Then the protocol design problem can be formally written as
subject to (σ 0 , σ) is subgame perfect equilibrium.
Two widely-used welfare functions are sum payoff N i=1 U i (the utilitarian social welfare function) and max-min fairness min i∈N U i (the egalitarian social welfare function) [36] . Sometimes, the designer may want to guarantee a minimum payoff γ i to each user i. This minimum payoff guarantee can be incorporated into the welfare function.
IV. CHARACTERIZING THE LIMIT SET OF EQUILIBRIUM PAYOFFS
A. Folk Theorem for Repeated Games With Intervention
In order for the designer to solve the problem (4), it is important to identify the set of payoffs achievable at a SPE. In general, finding the set of equilibrium payoffs for a given discount factor is a challenging task. However, folk theorems characterize the limit set of equilibrium payoffs as the discount factor goes to 1. We will adapt conventional folk theorems for repeated games with intervention. Our proof is constructive and thus provide an equilibrium protocol that achieves a desired equilibrium payoff. Our results show that intervention can enlarge the limit set of equilibrium payoffs by strengthening punishment for deviation.
We first provide some preliminaries for our folk theorem.
User i's minmax payoff is the payoff it can guarantee by playing a best response to others' actions at every history. We say that a payoff vector a 0 , a) , . . . , u N (a 0 , a)). Then the set of feasible and strictly individually rational payoffs is
where coX denotes the convex hull of a set X. When the action profile to achieve a user's minmax payoff does not depend on the minmaxed user, we obtain a mutual minmax profile, as formally defined below. Now we state the folk theorem for repeated games with intervention.
Proposition 1 (Minmax Folk Theorem): Suppose that there exists a mutual minmax profile (â 0 ,â). Then for every feasible and strictly individually rational payoff v ∈ V † w , there exists δ < 1 such that for all δ ∈ (δ, 1), there exists a subgame perfect equilibrium with payoffs v, of the repeated game with intervention.
Proof: See [37, Appendix A]. We briefly describe the structure of equilibrium protocols that are used to prove the folk theorem. Suppose that we want to achieve a payoff vector v. By [21, Lemma 3.7.2], when the discount factor is sufficiently close to 1, we can find a sequence of action profiles {(ã t 0 ,ã t )} ∞ t=0 whose discounted average payoffs are v and whose continuation payoffs at any time t are close to v. In the equilibrium protocol constructed in the proof of Proposition 1, the intervention device and the users start from following the sequence {(ã t 0 ,ã t )} ∞ t=0 and keep following it as long as there is no unilateral deviation. If user i deviates unilaterally, the intervention device choosesâ 0 and the other users chooseâ −i for L periods as a punishment on user i, where L is chosen sufficiently large to make any deviation from the sequence unprofitable. After the L periods of punishment, the intervention device and the users return to the sequence starting from the beginning. Any unilateral deviation during the L periods of punishment will trigger another punishment on the deviating user for L periods. Fig. 2 shows an automaton representation of the equilibrium protocol described above assuming that the sequence is a repetition of a cycle of finite length T .
B. Roles of Intervention in the Folk Theorem
We discuss two roles of intervention in obtaining the folk theorem and provide two examples to illustrate these roles. First, intervention lowers the minmax payoff of each user and thus enlarges the limit set of equilibrium payoffs. In other words, by utilizing intervention, we can provide a stronger threat to deter a deviation, and thus we can achieve more outcomes as a SPE. Second, intervention may turn the mutual minmax profile into a NE of the stage game when the mutual minmax profile without intervention is not a NE. Having a mutual minmax profile that is a NE simplifies the structure of equilibrium protocols. When we have a mutual minmax profile that is a NE, permanent reversion to the mutual minmax profile provides the most severe punishment on every user. Thus, we can focus on grim trigger protocols, where any deviation from a prescribed sequence of action profiles results in permanent reversion to the mutual minmax profile. On the contrary, when the mutual minmax profile is not a NE, there is a user that can increase its stage-game payoff by deviation, and we use the promise of returning to the equilibrium path after a finite number of periods to deter users from deviating in a punishment phase. As a result, having a mutual minmax profile that is a NE makes it simpler for the designer to construct an equilibrium protocol and for the users to execute the protocol.
Example 1 (Power Control): Consider a network where N users and the intervention device transmit power in a wireless channel. Each user i's action is its transmit power a i ∈ A i = [0,ā i ], and the action of the intervention device is its transmits power a 0 ∈ A 0 = [0,ā 0 ]. We assume thatā i > 0 for all i andā 0 > 0. User i's SINR is calculated by h ii a i /(h i0 a 0 + j =i h ij a j + n i ), where h ij is the channel gain from user j's transmitter to user i's receiver, and n i is the noise power at user i's receiver. Each user i's stage-game payoff is its throughput [4] [19] [39] , namely
Using any other increasing function of the SINR as the payoff function does not change the analysis here. In this power control game, the null intervention action is a 0 = 0. Without intervention (i.e., a 0 is fixed at a 0 ), the only NE of the stage game is (a 0 ,ā) = (0,ā 1 , . . . ,ā N ), where every user transmits at its maximum power, and the NE is the mutual minmax profile with payoff v o = (v o 1 , . . . , v o N ) = u(0,ā). With intervention, the mutual minmax profile is (ā 0 ,ā), which is also a NE, with payoff v w = (v w 1 , . . . , v w N ) = u(ā 0 ,ā) < u(0,ā). Note that v w i < v o i ∀i, and that each v w i reduces asā 0 increases. Hence, in this example, intervention plays only the first role, expanding the limit set of equilibrium payoffs as the maximum intervention powerā 0 increases. Example 2: Consider a network where N users and the intervention device transmit packets through a single server, which can be modeled as an M/M/1 queue [41]- [43] . User i's action is its transmission rate a i ∈ A i = [0,ā i ]. The intervention device also transmits packets at the rate of a 0 ∈ A 0 = [0,ā 0 ]. We assume thatā i > 0 for all i andā 0 > 0. User i's payoff is a function of its transmission rate a i and its delay 1/(μ − a 0 − N j=1 a j ) [40] - [43] , defined by
where μ > 0 is the server's service rate, and β i > 0 is the parameter reflecting the trade-off between the transmission rate and the delay. Here the "max" function indicates the fact that the payoff is zero when the total arrival rate is larger than the service rate. We assume that the service rate is no smaller than the maximum total arrival rate without intervention, i.e., μ ≥ N j=1ā j . Without intervention, the mutual minmax profile is (0,ā 1 , . . . ,ā N ), where every user transmits at its maximum rate. When there is no intervention, user i's best response to a −i is given by a * i = min βi 1+βi μ − j =i a j ,ā i . Thus, the mutual minmax profile (0,ā 1 , . . . ,ā N ) is a NE if and only ifā
Hence, without intervention, the mutual minmax profile is not a NE ifā i /β i > μ − N j=1ā j for some i. However, with intervention, the mutual minmax profile (ā 0 ,ā 1 , . . . ,ā N ) is a NE, as long as the maximum rateā 0 of the intervention device is high enough to yield
Now we analyze, in the context of the above flow control game, the conditions for a protocol to support a constant action profile (0,ã) as a SPE outcome using punishments of playing the mutual minmax profile for L periods. As derived in the proof of Proposition 1, the protocol using L as the punishment length is a SPE if the discount factor δ satisfies the following two sets of inequalities: first, for all i ∈ N , minmax profile is a NE, we can use perpetual reversion to the mutual minmax profile as the most severe punishment. In this case, executing punishment is self-enforcing, and we require only (10) with the left-hand side replaced by δ/ (1 − δ) . Fig. 3 plots the minimum discount factor required for the protocol to be a SPE under different punishment lengths L and maximum intervention flow ratesā 0 in a scenario where N = 4, μ = 10 bits/s,ā i = 2.5 bits/s for all i, β 1 = β 2 = 2 and β 3 = β 4 = 3. The target payoff is chosen to maximize the proportional fairness (defined as the sum of the logarithms of payoffs), which is achieved at the action profile (0,ã) wherẽ a 1 =ã 2 = 1.43 bits/s andã 3 =ã 4 = 2.14 bits/s. When the maximum intervention flow rate is 2.5 bits/s, the mutual minmax profile is a NE, and by using permanent reversion to it we obtain the minimum discount factor 0.48. When there is no intervention or when the maximum intervention rate is 0.5 bits/s or 1.0 bits/s, the mutual minmax profile is not a NE. In this case, given a punishment length, the minimum discount factor decreases as the the maximum intervention flow rate increases. In other words, intervention make the protocol a SPE for a wider range of the discount factors by making punishment stronger. Thus, this example exhibits both roles of intervention. We can see that the minimum discount factor increases with the punishment length beyond a threshold. This is because the users need to be more patient to carry out a longer punishment, reflected in (11) .
V. DESIGN OF EQUILIBRIUM PROTOCOLS
In Section IV, we have characterized the limit set of equilibrium payoffs V † w . With this set, we can obtain the optimal equilibrium payoff v that maximizes the welfare function by solving v = arg max v∈V † w W (v). Now we will derive the minimum discount factor under which v can be achieved by an equilibrium protocol of the structure described in Fig. 2 , and construct the corresponding equilibrium protocol.
For analytical tractability, we impose the following three assumptions on the stage game.
Assumption 1: With intervention, the stage game has a mutual minmax profile (â 0 ,â), which is also a NE of the stage game.
Assumption 2: For each user i, there exists an action profilě a i of the users such that for any j = i, v i max a u i (a 0 , a) = u i (a 0 ,ǎ i ) and u j (a 0 ,ǎ i ) = 0. (12) Assumption 3: The set of feasible payoffs is V w =  co (0, . . . , 0), u(a 0 ,ǎ 1 ), . . . , u(a 0 ,ǎ N ) .
Assumption 1 holds in many resource sharing scenarios. Suppose that each user's action is a scalar representing its usage level and that increasing a user's usage level increases its own payoff while decreasing the payoffs of all the other users. Then each user's choosing its maximum usage level is a NE, while it is a mutual minmax profile when the intervention device also chooses its maximum intervention level. The power control game discussed in Example 1 satisfies Assumption 1. The flow control game in Example 2 also satisfies Assumption 1 when the intervention flow rate is large enough to make the mutual minmax profile a NE. The action profileǎ i in Assumption 2 is the one at which user i takes the most advantage of resources. Suppose that there is interference among users and that each user has an action not to utilize the resources at all. Then full utilization by a user can be achieved only when all the other users do not use the resources at all, leading to u j (a 0 ,ǎ i ) = 0 for all j = i, for all i. When the minimum usage level of some user is positive, we may have u j (a 0 ,ǎ) > 0 for some i and j. Our analysis can be carried over to this scenario, but for notational simplicity we choose to assume u j (a 0 ,ǎ i ) = 0 for all j = i, for all i. Assumption 2 holds for the power control and flow control games in Examples 1 and 2. Lastly, Assumption 3 is likely to hold when there is strong interference among the users.
When the welfare function W is increasing in the payoffs of the users, a solution to the protocol design problem (4) occurs on the Pareto boundary of the limit set of equilibrium payoffs V † w . Due to Assumption 3, we can write the Pareto
For a target payoff v ∈ P, we derive the sufficient condition on the discount factor under which v can be achieved by an equilibrium protocol.
Theorem 1: Given a target payoff v ∈ P, there exists a discount factorδ(v ), such that for any discount factor δ ≥δ(v ), there exists an equilibrium protocol that achieves the target payoff v . In particular,δ(v ) can be calculated analytically bȳ
2(N − 1)
where w j = max i =j max aj u j (a 0 , a j ,ǎ i −j ) is the maximum stage-game payoff that user j can obtain by deviating from any of the profiles (a 0 , 
Note thatδ(v ) is increasing with respect to the minmax payoffs v w i for all i ∈ N . Hence, a larger intervention capability decreases the minmax payoffs, which results in a smaller δ(v ), and thus allows a wider range of discount factors. By Theorem 1, we can determine the minimum intervention capability required to achieve a target payoff v under a given discount factor δ, by finding the minimum intervention capability such that δ =δ(v ). When A 0 is one-dimensional (k 0 = 1), the intervention capability is determined by the maximum intervention actionā 0 = arg max a0∈A0 a 0 . Sincē δ(v ) is decreasing inā 0 , we can determine the minimumā 0 such that δ =δ(v ) efficiently by bisection methods.
Next, for a given target payoff v ∈ P and a discount factor δ ≥δ(v ), we construct an equilibrium protocol that achieves v . Due to Assumption 1, we can use a trigger protocol in which the punishment phase lasts forever (L = ∞). Due to Assumptions 2 and 3, every action profile (ã t 0 ,ã t ) in the equilibrium path {(ã t 0 ,ã t )} ∞ t=0 should be one of the action profiles (a 0 ,ǎ i ) N i=1 . Theorem 2: Given a target payoff v ∈ P, let {ã t } ∞ t=0 be the sequence of action profiles generated by the algorithm in Table I , and let (σ 0 , σ) be the trigger protocol in which the intervention device and the users follow {(a 0 ,ã t )} ∞ t=0 , and any deviation leads to a perpetual play of (â 0 ,â). Then for any discount factor δ ≥δ(v ), the protocol (σ 0 , σ) is a SPE of the repeated game with intervention and achieves v .
Proof: See [37, Appendix D]. The algorithm in Table I can be run by each user in a distributed fashion. In each period, each user does N divisions and finds the largest one among the results of the N divisions. The overall complexity is O(N ), which is fairly small.
Remark 1: Note that any action profileã(t) in the sequence is from the set of {ǎ i } N i=1 . In other words, only one user takes nonzero action in each period. This greatly simplifies the monitoring burden of the intervention device and the users, when the users are not strategic in reporting deviation. Actually, at each period, the inactive users, who take zero actions, do not need to monitor, because the active user, who takes nonzero action at that period, can sense the interference and report to the intervention device the detection of deviation. Then the intervention device can broadcast the detection of deviation to trigger the punishment. In addition, no inactive user can gain from sending false report to the intervention device, because the intervention device only trusts the report from the active user. Note that if the users are strategic in reporting deviation, an active user may not report deviation voluntarily, if the loss from low future payoffs in the punishment phase is larger than the loss from low current payoffs due to interference from the deviating user. In this case, having reports from multiple users may be helpful. However, the strategic behavior in reporting deviation is out of the scope of this paper.
VI. SIMULATION RESULTS
In this section, we consider the flow control game in Example 2 to illustrate the performance gain of using intervention in repeated games and the analytical result on the trade-off between the discount factor and the intervention capability.
A. Performance Gain
First, we compare the performance when the protocol designer solves the protocol design problem (4) using four different schemes, namely greedy algorithms [41] - [43] , oneshot games with incentive schemes [13] [17] [40] , repeated games without intervention, and repeated games with intervention. The two welfare functions we use are the sum payoff i∈N U i and the max-min fairness min i∈N U i . When we use the sum payoff as the welfare function, we impose a minimum payoff guarantee γ i for each user i to prevent the users from receiving extremely low payoffs at the solution to the sum payoff maximization problem. Greedy algorithms achieve the NE, which may not satisfy the minimum payoff guarantees. For one-shot games with incentive schemes, we assume that the entire Pareto boundary of the set of pure-action payoffs can be achieved as NE by using appropriate incentive schemes, in order to get the best performance achievable by this scheme.
1) Impact of the number of users: We compare how the performance scales with the number of users under the four schemes. We study the symmetric case, where all the users have the same throughput-delay trade-off β = 3 and the same maximum flow rate normalized to 1 bits/s, such that the performance is affected only by the number of users, not by the heterogeneity of the users. We consider two scenarios:
first, the server's capacity (service rate) increases linearly with the number of users, i.e. μ = N bits/s, and second, the server's capacity is limited at 10 bits/s, i.e. μ = min{N, 10} bits/s. The maximum intervention flow rate isā 0 = max{μ − (N − 1), 0} bits/s to ensure the mutual minmax profile is an NE. For each user i, we set the minimum payoff guarantee as 10% of the maximum stage-game payoffv i , namely γ i = 10% ·v i bits/s. Fig. 4 shows the sum payoff and the fairness achieved by different schemes. When the capacity increases linearly with the number of users N , both the sum payoff and the fairness increase with N by using repeated games. In contrast, when using one-shot games with incentive schemes, the sum payoff and fairness increase initially when the number of users is small, and decrease when N > 4. A sum payoff or fairness of the value 0 means that the minimum payoff cannot be guaranteed. This happens in one shot games with incentive schemes when N > 5. The NE payoff does not satisfy the minimum payoff guarantee with any number of users.
When the capacity is limited at 10 bits/s, for repeated games with intervention, the sum payoff reaches the bottleneck of 10, and due to congestion, the fairness decreases when N > 10. For repeated games without intervention, the sum payoff and the fairness decrease more rapidly, and the minimum payoff guarantee cannot be met when N ≥ 15. For one-shot games, the trend of the sum payoff and fairness is similar to the case with increasing capacity.
In conclusion, using repeated games with intervention has a large performance gain over the other three schemes, in terms of both the sum payoff and the fairness.
2) Impact of minimum payoff guarantees: We compare the performance of the four schemes under different minimum payoff guarantees. The system parameters are the same as those in Fig. 3 . The maximum intervention flow rate isā 0 = 2.5 bits/s to ensure the mutual minmax profile is an NE. We set the same minimum payoff guarantee for all the users, namely γ i = γ j , ∀i, j ∈ N . Table II shows the sum payoff and the fairness achieved by the four schemes. We write "N/A" when the minimum payoff guarantee cannot be satisfied. For repeated games, we show the minimum discount factors allowed to achieve the optimal performance in the parenthesis next to the performance metric. An immediate observation is the inefficiency of the NE, as expected.
When using one-shot game model with incentive schemes, the performance loss compared to using repeated games is small when the minimum payoff guarantee is small (γ i = 1). However, when the minimum payoff guarantee increases, using one-shot games is far from optimality in terms of both the sum payoff and the fairness. Note that using one-shot games fails to satisfy the large minimum payoff guarantee (γ i = 14). In summary, using repeated games has large performance gain over using one-shot games in most cases, and is necessary when the minimum payoff guarantee is large.
Under the specific parameters in this simulation, if we allow the discount factor to be sufficiently close to 1, using intervention in repeated games has little performance gain over repeated games without intervention, especially when the minimum payoff guarantee is large. This is because the minmax payoff without intervention is already small, such Fig. 5 . The trade-offs between the minimum discount factor and the minimum payoff guarantee under different maximum intervention flow rates. At the beginning of each curve, we mark the smallest minimum payoff guarantees we can impose, which indicates the largest feasible set of the protocol design problem with each maximum intervention flow rate. Fig. 6 . The trade-offs between the required maximum intervention flow rate and the discount factor under different minimum payoff guarantees. that its is Pareto dominated by some large minimum payoff guarantees. In this case, the advantage of using intervention in repeated games is that it allows smaller discount factors to achieve the same or better performance, compared to using repeated games without intervention. This is also confirmed by Fig. 5 , which shows the minimum discount factor allowed to achieve the target payoff that maximizes the sum payoff, under different minimum payoffs γ and different maximum intervention flow rates.
B. Trade-off among δ, γ, andā 0 Consider the same system as that in Fig. 3 and Fig. 5 . Suppose that the target payoff is the one that maximizes the sum payoff. In Fig. 6 , we plot the trade-off between the required maximum intervention flow rate and the discount factor under different minimum payoff guarantees. In Fig. 7 , we plot the trade-off between the required maximum intervention rate and the minimum payoff guarantees under different discount factors. The protocol designer can use these trade-off curves as guidelines for determining the maximum intervention flow rate required under different discount factors and minimum payoff guarantees.
VII. CONCLUSION
In this paper, we proposed a repeated game model generalized by intervention, which can be applied to a large variety of communication systems. We use repeated games to achieve the equilibrium payoffs that Pareto dominate some payoffs on the Pareto boundary of the nonconvex set of feasible payoffs in one-shot games. In addition, we apply intervention in repeated games, and show that intervention enlarges the limit set of equilibrium payoffs and simplifies the equilibrium protocol. Then we consider the protocol design problem of maximizing the welfare function. For any target payoff, we derive sufficient conditions on the discount factor and the intervention capability under which the target payoff can be achieved at a SPE. Under the discount factor and the intervention capability satisfying the sufficient condition, we construct an equilibrium protocol to achieve the target payoff. Simulation results show the great performance gain, in terms of sum payoff and max-min fairness, by using intervention in repeated games.
