In this paper, we use D -split sequences and derived equivalences to provide formulas for calculation of higher algebraic K-groups (or mod-p K-groups) of certain matrix subrings which cover tiled orders, rings related to chains of Glaz-Vasconcelos ideals, and some other classes of rings. In our results, we do not assume any homological requirements on rings and ideals under investigation, and therefore extend sharply many existing results of this type in the algebraic K-theory literature to a more general context.
Introduction
One of the fundamental questions in the algebraic K-theory of rings is to understand and calculate higher algebraic K-groups K n of rings, which were deeply developed in a very general context by Quillen in [19] for exact categories and by Waldhausen in [24] for Waldhausen categories. On the one hand, the usual methods for computing K n may be the fundamental theorem, splitting morphisms, or certain long exact sequences of K n -groups, namely, MayerVietoris sequences, localization sequences or excision. In this direction there is a lot of literature (for example, see [8, 15, 18, 25, 26, 27] , and others). On the other hand, we know that derived-equivalent rings share many common homological and numerical features, in particular, they have the isomorphic higher algebraic K n -groups for all n ≥ 0 (see [6] ). This means that, in order to understand the higher K-groups K n of a ring, one might refer to another ring which is derived-equivalent to the given one, and which may hopefully have a simple form so that its K n -groups can be determined easily. This idea, however, seems not much to be benefited in the study of higher algebraic K-theory of rings, especially in dealing with calculation of K n -groups.
In the present note, we shall use ring extensions and derived equivalences as reduction techniques to investigate the higher algebraic K n -groups of certain matrix subrings which include many maximal orders, hereditary orders, tiled orders, endomorphism rings of chains of Glaz-Vasconcelos ideals, and other classes of rings. To produce such derived equivalences, we shall employ D -split sequences defined in [10] . In this way, we reduce our calculation inductively to that of certain triangular matrix rings. The advantage of our method is: We not only drop all homological conditions on rings and ideals under investigation, but also extend many existing results (see [1, 8, 13] ) of this type in the literature to a more general context. Our main results in this note can be stated as follows. 
As pointed out in Section 6 below, Theorem 1.1 holds true for the mod-p K-groups K * (−, Z/pZ) if we assume in Theorem 1.1 that R is a Z[ The proof of the above result is based on the following observation. Note that the assumptions in Theorem 1.2(2) below is weaker than the ones in Theorem 1.1(2) above.
Theorem 1.2. Let R be a ring with identity, and let I i j be (not necessarily projective) ideals of R.
We denote by K * (R) the * -th algebraic K-group of R with * ∈ N. 
is a ring, and
The strategy of our proofs of the theorems is first to use ring extensions, which are motivated from [28] , and then to combine K-groups in Mayer-Vietoris sequences with K-groups of rings which are linked by derived equivalences produced from certain D -split sequences.
This note is organized as follows. In Section 2, we recall some definitions and elementary facts on derived equivalences needed in the later proofs. In Section 3, we construct D -split sequences by ring extensions and calculate the endomorphism rings of tilting modules related to these sequences. In Section 4, we prove the main results and state some of its consequences. Our proofs of the above results also give an explanation of the multiplicity factor n − 1 in the isomorphisms of K n -groups of the rings in [8] and [13] . In Section 5, we calculate K 0 and K 1 for some matrix subrings which are not covered by the main results. In Section 6, we show that the main result Theorem 1.1 holds for mod-p K-theory by outlining the key ingredients of its proof. In Section 7, we give some examples to show how our method can work, here GV-ideals in commutative rings enter into our play. These examples demonstrate also that the matrix rings studied in Section 3 really occur, as the endomorphism rings of chains of GV-ideals, in the field of commutative algebra.
Preliminaries
Let A be a ring with identity. By an A-module we mean a left A-module. Let A-Mod (respectively, A-mod) denote the category of all (respectively, finitely generated) left A-modules. Similarly, by A-Proj (respectively, A-proj) we denote the full subcategory of all (finitely generated) projective A-modules in R-Mod. Given a additive category C and an object X in C , we denote by add(X) the full subcategory of C consisting of all objects which are direct summands of direct sums of finitely many copies of X.
For derived equivalences, Rickard's Morita theory [22] is very useful.
Theorem 2.1. [22] For two rings A and B with identity, the following are equivalent:
For derived equivalences, it is shown in [6] that the algebraic K-theory is an invariant. Recall that, for a ring A with identity, K n (A) denotes the n-th homotopy group of a certain space K(A) produced by ones favorite K-theory defined for each n ∈ N (see [19] , [24] , [27] ).
Theorem 2.2. [6] If two rings A and B with identity are derived-equivalent, then their algebraic K-groups are isomorphic: K
As is known, Morita equivalences are derived equivalences. Thus, if A and B are Morita equivalent, then their algebraic K-groups are isomorphic.
Another special class of derived equivalences can be constructed by tilting modules initialled from the representation theory of finite-dimensional algebras (for example, see [2] ). Recall that a module T over a ring A is called a tilting module if the following three conditions are satisfied:
(1) T has a finite projective resolution 0 −→ P n −→ · · · −→ P 0 −→ T −→ 0, where each P i is a finitely generated projective A-module; Note that, for a tilting module T , the projective resolution P • of T satisfies (1) and (2) of Theorem 2.1(c). Thus, if A T is a tilting A-module then A and End A (T ) are derived-equivalent. To produce tilting modules, one may use the notion of D -split sequences. Now let us recall the definition of D -split sequences from [10] .
Let C be an additive category and D a full subcategory of C . A sequence 
Ring extensions and derived equivalences
Ring extensions were used in [28] to study the finitistic dimensions of algebras. In this section, we shall use ring extensions to construct D -split sequences which will be applied to calculation of the algebraic K-groups of rings in the next section.
We first establish the following general fact. 
is a ring. The rings of this form include tiled triangular orders and maximal orders [21] . They occur also as the endomorphism rings of chains of Glaz-Vasconcelos ideals of rings, see Section 7.
The following lemma shows that we may use derived equivalences to simplify the ring B.
Lemma 3.2. Let B be the ring defined above. Then B is derived-equivalent to
Proof. We make the following conventions on notations. Let S = M n (R), the n × n matrix ring over R. Let e i be the n × n matrix with 1 R in (i, i)-entry and zero in other entries. For convenience, we denote by e i, j (x) the matrix with x in (i, j)-position, and zero in other positions, and by B i j the (i, j)-component of the matrix subring B of S, that is, the set of (i, j)-entries of all matrices in B. We define
Note that the only difference between A and B is the last column. We can verify that A is a ring containing B as a subring.
Clearly, as a left B-module, B A ≃ Be 1 ⊕ · · · ⊕ Be n−1 ⊕ Be n−1 . Thus B A is finitely generated and projective. Furthermore, it follows that B is Morita equivalent to End B (B ⊕ B A) and that the latter is derived-equivalent to End B ( B A ⊕ A/B) by Lemma 3.1. Thus B is derived-equivalent to End B (Be 1 ⊕ · · · ⊕ Be n−1 ⊕ Ae n /Be n ). For simplicity, we denote by Q the B-module Ae n /Be n . Note that Ae n ≃ Be n−1 as B-modules, and that we have a canonical exact sequence:
where λ is the composition of the inclusion of Be n into Ae n with the right multiplication ·e n,n−1 , and π is the composition of the right multiplication of ·e n−1,n with the canonical surjective map Ae n → Ae n /Be n .
In the following, we shall prove that End
First, we define a map ϕ : R −→ Hom B (Q, Q) as follows: For b ∈ R, let ·e n be n be the right multiplication map from Be n to Be n . This is well-defined by our assumptions. Also, let ·e n−1 be n−1 be the right multiplication map from Be n−1 to itself. Then we see that λ(·e n−1 be n−1 ) = (·e n be n )λ. So, there is a unique α ∈ Hom B (Q, Q) making the following diagram commutative:
Since e n (bb ′ )e n = e n be n b ′ e n , we also have (bb ′ )ϕ = (bϕ)(b ′ ϕ). Thus ϕ is a homomorphism of rings. Now, we calculate the kernel of ϕ. Suppose b ∈ R such that α = bϕ = 0. Then the map ·e n−1 be n−1 factorizes through λ. This means that there is an element r ∈ B n−1 n such that ·e n−1 be n−1 = (·e n−1 re n )λ and ·e n be n = λ(·e n−1 re n ). Hence b = r ∈ B n−1 n . Thus Ker(ϕ) ⊆ B nn ∩ B n−1 n = I n−1 n . Since any map ·e n be n from Be n to Be n with b ∈ B nn ∩ B n−1n factorizes through λ, the corresponding α is zero. Hence Ker(ϕ) is B n−1 n .
Given an element α ∈ Hom B (Q, Q), we may form the following commutative diagram in B-Mod:
Note that the homomorphism a exists and makes the right square of the above diagram commutative. Thus we have a homomorphism b making the left square commutative. We may identify a with an element in B n−1 n−1 , say a = ·e n−1,n−1 (r) with r ∈ B n−1 n−1 , and identify b with an element in B nn , say b = ·e n,n (s) with s ∈ B nn . The commutativity of the left square means that r = s ∈ B nn . This means that ϕ is surjective. Thus End B (Q) ≃ R/I n−1 n . If we apply Hom B (−, Be j ) to ( * ) for 1 ≤ j ≤ n − 1 and use Lemma 3.1(3), we have the following exact commutative diagram with e n,n−1 · an isomorphism:
Thus Hom B (Q, Be j ) = 0 for all 1 ≤ j ≤ n − 1. If we apply Hom B (Be j , −) to the exact sequence ( * ) for 1 ≤ j ≤ n − 1, we get an exact sequence
which shows that Hom B (Be j , Q) ≃ B j n−1 /B j n = B j n−1 /I j n−1 . Now we identify Hom B (Be j , Be i ) with e j Be i for all 1 ≤ i, j ≤ n − 1, and Hom B (Be j , Q) with B j n−1 /B j n = B j n−1 /I j n−1 . Then we can see that End B (Be 1 ⊕ · · · ⊕ Be n−1 ⊕ Q) is isomorphic to C. This finishes the proof of Lemma 3.2.
A special case of Lemma 3.2 is the ring considered in [8] under certain homological assumptions and finiteness condition. Here we start with a more general setting and drop all homological conditions on ideals as well as finiteness condition on quotients.
Let R be a ring with identity, and I an arbitrary ideal in R. We consider the ring of the following form
where t i j are positive integers. Note that the conditions for B to be a ring are
The next result follows immediately from Lemma 3.2.
Lemma 3.3. Assume that the above defined B is a ring. Then B is derived-equivalent to
Next, we consider a variation of the ring B in Lemma 3.2, which was considered in [14, 5] and cover some tiled orders in [21] , and many other cases, for example, rings in [14] , and some Auslander-regular, Cohen-Macaulay rings (not necessarily maximal orders, see [23] ).
Let R be a ring with identity. Suppose that R i is a subring of R with the same identity for 2 ≤ i ≤ n, that I i is a left ideal of R for all 2 ≤ i ≤ n, and that I i j is ideal of R, with 2 ≤ j < i ≤ n, which satisfies the following conditions:
(1)
I j ⊆ I i j for all i, j, and (4) I ik I k j ⊆ I i j for j < k < i. Here we do not assume that I i is projective as a left R-module, nor that I i is an ideal of R. Nevertheless one can check that
with the usual matrix addition and multiplication form three rings with identity. Note that only the second column of A is different from the one of B.
We define a B-module Q as follows:
where λ is a composition of the inclusion Be 2 → Ae 2 with the isomorphism Ae 2 ≃ Be 1 as B-modules and where π is the cokernel of λ. Now, we consider the endomorphism ring End B (Q⊕ Be 1 ⊕ Be 3 ⊕ · · ·⊕ Be n ). By a proof similar to that of Lemma 3.2, one can show that the following lemma is true. We leave the details of its proof to the reader. 
Higher algebraic K-theory of matrix subrings
In the algebraic K-theory of rings, the calculation of higher algebraic K-groups K n seems to be one of the interesting and hard problems. In this section, we shall provide formulas for computation of the K n -groups of certain rings by applying the results in the previous section. Our computation is based the philosophy that derived equivalences of rings preserve the K-theory and G-theory (see [6] ), thus one can transfer the calculation of K n of a ring to that of another ring which is derived-equivalent to and may be much more simpler than the original one. In the literature, there are many papers dealing with K n -groups by exploiting excision, Mayer-Vietoris exact sequences or other related sequences (for example, see [8] , [15] , [18] , [26] , [27] ). However, it seems that there are few papers using derived equivalences to calculate the higher algebraic K-groups. In the present section we shall show that sometimes our philosophy works powerfully though it may be difficult to find derived equivalences in general. For some new advances in constructing derived equivalences, we refer the reader to recent papers [9, 11] .
Let R be a ring with identity. We denote by K * (R) the series of algebraic K-groups of R with * ∈ {0, 1, 2, · · · , }. The algebraic K-theory of matrix-like rings has been of interest since a long time. In [1] , Berrick and Keating showed the following result. 
there is an isomorphism of K-groups:
for all integers n ∈ Z. Moreover, this isomorphism is induced from the canonical inclusion of R 1 ⊕ R 2 into S.
For n = 0, this is classical. For n = 1, 2, this was already shown by Dennis and Geller in 1976. We remark that Lemma 4.1 can be used to calculate the higher algebraic K-groups of algebras associated to finite EI-categories, or more generally, of "triangular" Artin algebras. Recall that an Artin algebra A over a commutative Artin ring is said to be triangular if the set of non-isomorphic indecomposable projective A-modules can be ordered as P 1 , P 2 , · · · , P n such that Hom A (P j , P i ) = 0 for all j > i. In this case, we have K * (A) ≃ n j+1 K * (End A (P j )) by Lemma 4.1. For a matrix ring of the form
where R is a ring and I is an ideal in R such that the R-modules R I and I R are projective, it was shown by Keating in [13] that there is an isomorphism of K-theory:
In [13] , the author also considered the so-called trivial extension of a ring by a bimodule. It was shown that if T is the trivial extension of a ring R by an R-bimodule M, then K * (T ) ≃ K * (R) provided that M has finite projective dimension as a left T -module. Here the condition on M in this statement is necessary. See the counterexample
which is the trivial extension of k by k, where k is any field. Recently, as a kind of generalization of the above result of Keating, the authors of [8] consider the following matrix ring: Let I be an ideal of a Z p -algebra R with identity, where Z p is the p-adic integers (or, equivalently,
, and define
where t i j are positive integers. Assume that S is a ring and that R/I n is a finite ring for all n ≥ 1. If both R I and I R are projective, it is proved in [8] that the following isomorphism of the algebraic K-theory holds:
where s is any rational integer such that p divides s, and where
We shall use our results in the previous section to extend all results on matrix rings mentioned above without any homological conditions on rings and ideals under investigation. Our proofs also explain the reason why the multiplicity n − 1 appears in the above mentioned isomorphisms of the higher algebraic K-theory.
Lemma 4.2. Let B be the matrix ring
Proof. We show this lemma by induction on n. By Theorem 2.2 (see [6] ), the algebraic K-theory and G-theory are invariant under derived equivalences. So, by Lemma 3.2, we have K * (B) ≃ K * (C) (for notation see Section 3). Now it follows from Lemma 4.1 that K * (C) ≃ K * (R/I n−1 n ) ⊕ K * (B n−1 ), where B n−1 is the (n − 1) × (n − 1) left upper corner matrix subring of B. By induction, we have
This finishes the proof of Lemma 4.2.
In particular, as a consequence of Lemma 4.2, we can strengthen the result in [8] as the following corollary, here we drop all assumptions on rings and ideals. 
As a special case of Corollary 4.3, we get the following result of [13] without the assumption that R I and I R are projective.
Corollary 4.4. Let R be a ring with identity and I an ideal in R. Suppose that t j is a positive integers with t j
≤ t j+1 for j = 2, · · · , n − 1. Let T =       R I t 2 · · · I t n R R . . . . . . . . . . . . . . . I t n R R · · · R       .
Then T is a ring and
Let us remark that if I is a nilpotent ideal in R with identity then K 0 (R) ≃ K 0 (R/I). In general, this is not true for higher K n -groups with n ≥ 1. Thus, for K 0 , we may replace the direct summands K 0 (R/I t j ) by K 0 (R/I) in Corollary 4.4, and get
Similarly, we have the following result on the groups K n of the ring defined in Lemma 3.4
Lemma 4.5. Let B be the ring 
This result shows that the abelian group K n (B) of the ring B is independent of the choice of the ideals I i j in R for all n ≥ 0.
As a direct consequence of Lemma 4.5, we have the following corollary.
Corollary 4.6. Let R be a ring with identity, and let I j be an ideal of R with 2 ≤ j ≤ n such that I j ⊆ I j−1 for all j. Then, for the rings
Let us remark that we can also use our method in this section to calculate some corner rings eBe, though, in general, we cannot get an add ( For example, suppose that B is the ring defined in Lemma 4.2. If e is an idempotent in R, then, for the corner ring 
Also, we remark that, for any ring R, the R-duality Hom R (−, R R) is an equivalence between the category R-proj and the category R op -proj, where R op is the opposite ring of R. Thus, for each n ≥ 0, we have K n (R) ≃ K n (R op ).
From this fact, or from Lemma 3.1(3) for right modules, we can see that if S ′ is a ring of the form
where R is a ring with identity and I j is an ideal of R for each 1 ≤ j < n, then
Note that S ′ is closely related to the ring S in Corollary 4.6 (1).
Now, recall that a pullback diagram of rings:
is called a Milnor square if one of f 2 and h 1 is surjective. An example of Milnor squares is the following case: Let R ⊆ S be an extension of rings with the same identity. If there is an ideal J of S such that J ⊆ R, then there is a canonical Milnor square
Let R be the product R 1 × · · · × R n of finitely many rings R i with 1 ≤ i ≤ n. A subdirect product of ring R is a subring S ⊆ R for which each projection S → R i carries S onto R i for each i. In this case we say that the inclusion S ⊆ R is an inclusion of a subdirect product.
The following lemma is useful and well-known for calculation of higher K-groups of rings. 
where f * denotes the homomorphism induced by f . (2) is an split epimorphism for all * ∈ N, then there is an exact sequence for all * ∈ N:
integers. Let s be a non-zero integer such that p divides s. Then there is an exact sequence of K-groups, that is, the Mayer-Vietoris sequence:
In particular, if the induced homomorphism ( f 2 ) * in (2) is an isomorphism for all * ∈ N, then so is the induced homomorphism ( f 1 ) * . 
Remark that there is a dual statement of (3) for ( f 1 ) * to be a split monomorphism for each * ∈ N.
Now we turn to proof of Theorem 1.1. Observe that the argument in our proof below is actually a combination of the previous results with Mayer-Vietoris exact sequences, and works also for many other cases. Here we prove only Theorem 1.1(1), and leave the details of the proof of Theorem 1.1(2) to the reader. 
By the assumptions in Theorem 1.1(1), we can verify that A and B are rings and that J is an ideal of A. Thus J is also an ideal of B. Note that B is a subalgebra of A. Let f be the inclusion of B into A. If we define
where g and g ′ are the canonical surjective maps, and where f ′ is the injective map induced from f . Since the map 
This finishes the proof of Theorem 1.1(1).
If we define
then the proof of Theorem 1.1(2) can be carried out similarly since we have Lemma 4.5. Now we mention the following corollary of the proof of Theorem 1.1. 
for all non-zero integer s such that s is divisible by p.
Proof. We define 
Then one can verify that
] by Theorem 1.1(1). Thus Corollary 4.8 follows.
Let us illustrate how the argument in the above proof of Theorem 1.1(1) can be applied to other cases. Again, suppose that p ≥ 2 and m are positive integers. Let R be a Z/p m Z-algebra with identity and I an arbitrary ideal of R. For each finite partially ordered set P, we associate a ring B := B(R, I, P) which is a subring of the matrix ring over R with indexing set P, it is defined as follows: Let B = (B i j ) i, j∈P with B i j = R if i ≥ j, and B i j = I otherwise. We may assume that P = {a 1 , · · · , a n } such that a i ≤ a j implies i ≤ j. Under this assumption we see that
is an ideal of B, which is also an ideal of
Note that B is a subring of A. Let B ′ := B/J ′ and A ′ := A/J ′ . We define C to be the diagonal matrix ring with the principal diagonal entries R/I. Then C is a subring of both B ′ and A ′ . Using this ring C, we can see that the inclusion f ′ of B ′ into A ′ induces an isomorphism ( f ′ ) * for all * ∈ N. Then we may use the same argument as the above to show that, for any s divisible by p,
We end this section by a couple of remarks concerning Theorem 1.1.
(1) In Theorem 1.1, if R is a Z p -algebra instead of a Z/p m Z-algebra, and if R/I, R/I i and R/I i j are finite rings for all i, j, then Theorem 1.1 still holds true. Indeed, in this case we can use Charney's excision at the end of the paper [4] since I ⊗ Z Z[ 
Clearly, the first and last terms vanish, this implies
So, the condition of Charney's result in [4] is satisfied. I thank X. J. Guo for explanation of this fact.
(2) A crucial fact of our proofs of the main results is: Given an extension B ⊆ A of rings with the same identity such that B A is finitely generated and projective, we have K * (B) ≃ K * (End B (A ⊕ A/B) ) for all * ∈ N. Moreover, we may also compare the algebraic K-theory of B with that of A. For this purpose, we define Ω to be the kernel of the multiplication map A ⊗ B A → A, it follows from the Additivity Theorem (see [19, Corollary 1, Section 3] that the exact sequence of the exact functors
on the category of finitely generated projective A-modules gives rise to three homomorphisms of abelian groups:
If, in addition, the n-fold tensor product of Ω over A vanishes for some natural number n, that is, Ω ⊗ A n = 0 (for example, Ω = 0 in case the inclusion B ⊆ A is an injective ring epimorphism), then the map t * is split surjective, and K * (A) is a direct summand of K * (B). In general, neither t * nor r * is an isomorphism.
Lower K-theory for matrix subrings
In this section we consider the algebraic K-groups K 0 and K 1 for matrix subrings. Our results in this section are not covered by the main results in the previous sections.
We first consider the group K 0 . In this case, we have the following result in which we do not assume that the rings considered are Z/p m Z-algebras or Z[ (1) For the rings S and T defined in Theorem 1.1, we have
(2) For the ring S defined in Corollary 4.8 with I 2 ⊆ J, we have
The proof of this proposition is actually a combination of Corollary 4.6 and Lemma 4.7 (1) and (3), and we leave the details of the proof to the interested reader.
Here arises an open question: We do not know, at moment, if Proposition 5.1 is true for higher algebraic Kgroups K n with n ≥ 1. But, for K 1 , we do have some partial answers. Before stating our result, we first prove the following lemma.
Lemma 5.2. Let B ⊆ A be an extension of rings with the same identity. Suppose that I is an idempotent ideal of A contained in B. If the inclusion B ⊆ A induces an isomorphism
Proof. Let K i (B, I) denote the i-th relative K-group of the canonical surjective map B → B/I. Then we may form the following commutative diagram of ableian groups with exact rows:
Here we use the fact that K 0 (B, I) is always independent of B. Now, by the Five Lemma in homological algebra, we know that the map β is isomorphic if γ is isomorphic. However, this follows from a result of Vaserstein (see [27, Chapter III, Section 2, Remark 2.2.1]), which states that if J is an ideal in a ring R with identity, then K 1 (R, J) is independent of R if and only if J 2 = J. Thus γ is an isomorphism.
We should notice that, in general, K n (R, I) depends on R for n ≥ 1. This is why the conclusions in Theorem 1.1 are localized. So, with Lemma 5.2 in hand, we can prove the following proposition for K 1 . If p ≡ 2 (mod 4), we do not know whether K * (R, Z/pZ) can be fully controlled by the first and last terms in Lemma 6.1. In general, extensions of fixed abelian groups may not be isomorphic, for instance, the cyclic group of order 4 and the Klein group (Z/2Z) × (Z/2Z) both are extensions of the cyclic group of order 2 by itself, but they are not isomorphic.
Proposition 5.3. Let R be a ring with identity, and let I ⊆ J be ideals in R. If I is idempotent, then, for the ring
B :=       R I · · · I J R . . . . . . . . . . . . . . . I J · · · J R       n×n , we have K 1 (B) ≃ K 1 (R) ⊕ (n − 1)K 1 (R/I).
Examples: GV-ideals
In this section we shall give some examples related to our results. The first one is constructed from a D -split sequence which is induced by a surjective ring homomorphism.
Let B be a ring with identity and J an ideal of B. We define A = B/J. Then we have an exact sequence in B-Mod:
where π is the canonical surjection. [12, p. 101] ). Another example is the so-called GV-ideals in integral domains. Here we will state the following general definition of GV-ideals.
Let R be an arbitrary ring with identity. Recall that an ideal I of R is called a GV-ideal (after the names Glaz and Vasconcelos, see [29, 7] ) if the induced map µ I : R −→ Hom R (I, R), given by r → (x → xr) for x ∈ I, is an isomorphism of R-bimodule. This is equivalent to Ext i R (R/I, R) = 0 for i = 0, 1. Thus R is a GV-ideal of R. Note that pZ is not a GV-ideal of Z for any p ∈ Z with |p| = 1, even though we have Z ≃ Hom Z (pZ, Z). We remark that the above definition of GV-ideals is more general than that in commutative rings where it is required that R I is finitely generated (see [29] ).
Let GV (R) be the set of all GV-ideals of R. For ideals I and J of R, we denote by (I : J) := {x ∈ R | Ix ⊆ J}. (This notation is different from what was usually used in ring theory, but soon we will see its convenience when elements compose). Clearly, (I : R) = R, (R : I) = I, and (I : J) is an ideal of R.
The following lemma shows some properties of GV-ideals, which are of interest for our proofs. (2) This is a direct consequence of (1) and Lemma 4.2.
As a consequence of Proposition 7.2 and Lemma 7.1(6), we have the following corollary. Since Z is a left noetherian ring of global dimension one, the Fundamental Theorem in algebraic K-theory says that the above isomorphism can be rewritten as
By [20] , we get . So, the result in [13] cannot be applied to R. However, the one in this note is applicable.
Finally, we mention the radical-full extensions in [28] . 
