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cp Capacité calorifique à pression constante, page 15
D(u) Tenseur de déformations linéarisé associé au champ de vitesse u, page 12
ε Énergie interne de l’écoulement, page 12
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g Champ de gravité, page 12
Gθ Variable donnant la valeur de la divergence du champ de vitesse, page 17
Θ Contraintes s’appliquant au vecteur θ, page 179
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θ Notation pour le couple (T, P), page 180
ϑ Module de compressibilité, page 18
h Enthalpie globale de l’écoulement, page 15
Hθ Variable donnant la valeur de la dérivée temporelle de la pression, page 19
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κ Conductivité thermique de l’écoulement, page 12
λ Premier coefficient de Lamé, page 12
L Espace fonctionnel définissant la non-linéarité en θ, page 180
µ Module de cisaillement de l’écoulement, page 12
ν Normale extérieure à la frontière ∂Ω, page 14
ν1→2 Normale à l’interface Σ(t) orientée du fluide 1 vers le fluide 2, page 13
Ξ Ensemble des coefficients dépendant de θ, page 180
ξs Exposant apparaissant dans l’estimation d’énergie relative aux équations de
type advection-diffusion, page 47
π Champ de pression dynamique, page 18
P Champ de pression global de l’écoulement, page 12
P Projecteur de Leray sur l’espace des champs à divergence nulle et trace nor-
male nulle sur le bord, page 31
Q Projecteur de Leray sur l’espace des champs de gradients, page 31
ρ Densité globale de l’écoulement, page 12
σ Tenseur de contraintes de Cauchy, page 12
Σ(t) Interface entre les deux fluides, page 13
S Entropie globale de l’écoulement, page 15
τ Vecteur tangent à la frontière ∂Ω, page 20
T Champ de température global de l’écoulement, page 12
T Réel strictement positif (temps d’existence), page 31
u Champ de vitesse global de l’écoulement, page 12
w Partie solénoïdale du champ de vitesse obtenue par la projection de Leray,
page 20
φ Potentiel de vitesse obtenu par la projection de Leray, page 20
χr Exposant intervenant dans l’équation d’énergie en norme Xr,T (Ω) relative
aux équations de type advection, page 42
Y1 Fraction massique du fluide 1, page 12
Ω Domaine d’étude (borné et régulier), page 12
Ω1(t) Domaine occupé par le fluide 1 à l’instant t, page 13
Espaces
Hs(Rd) Espace de Sobolev dans tout l’espace, page 28
Hm(Ω) Espace de Sobolev dans le domaine borné Ω, page 28
Ws,T (Ω) Espace de travail associé aux équations d’advection : Ws,T (Ω) =
C 0
(
[0,T ], L2(Ω)
) ∩ L∞([0,T ],Hs(Ω)), page 31
Xs,T (Ω) Espace de travail associé aux équations d’advection-diffusion : Xs,T (Ω) =
C 0
(
[0,T ], L2(Ω)
) ∩ L∞([0,T ],Hs(Ω)) ∩ L2 ([0,T ],Hs+1(Ω)), page 31
ZT (Ω) Espace de solutions moins régulières pour le modèle Abv : ZT (Ω) =
L∞
(
[0,T ],W1,∞(Ω)
)
, page 88
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Notations associées au schéma MOC2
∆t Pas de temps, page 132
∆x Pas d’espace, page 132
Eni Erreur de troncature, page 140
θnij Position de l’approximation ξˆ
n
i dans l’intervalle [xj, xj+1], voir équa-
tion (4.14), page 135
θl Abscisse en laquelle la fonction Yl(θ) atteint son extremum, page 146
κ#l Antécédents de Y
n
j (# = −) et Ynj+1 (# = +) par Yl , page 149
λ Nombre de Courant, page 138
ξni Pied au temps n de la courbe caractéristique passant par xi au temps n + 1,
page 133
ξˆni,2 Approximation du pied de la caractéristique dans le schéma MOC2, voir
équation (4.13), page 135
Nt Nombre de points dans la discrétisation en temps, page 132
Nx Nombre de points dans la discrétisation en espace, page 132
tn Discrétisation en temps, page 132
U Champ de vitesse en dimension quelconque, page 130
U Champ de vitesse en dimension 1, page 134
Uni Approximation du champ de vitesse en (t
n, xi), page 135
Xk Représentation dans le plan (x,Y) de la solution Ynk , page 144
xi Discrétisation en espace, page 132
Φ Flot caractéristique associé à l’équation d’advection (4.6), considéré comme
une fonction de (t, s, x0), page 132
Yni Approximation de la solution en (t
n, xi), voir équation (4.9), page 133
Yd Schéma d’interpolation utilisant les points xj, xj+1, xj+2, page 136
Yg Schéma d’interpolation utilisant les points xj−1, xj, xj+1, page 136
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Notations additionnelles
On précise enfin quelques notations utilisées couramment dans le manuscrit.
Notations générales des variables
De manière générale, les variables en gras désignent des vecteurs ou des matrices tandis
que les autres variables sont scalaire. En particulier, on note :
x, y (x, y) Variables d’espace en dimension d > 2 (resp. d = 1)
t, τ, σ Variables de temps
On veillera donc à ne pas confondre τ/τ ou σ/σ.
Multi-indices
γ et ζ désignent des éléments de Nd. On munit cet ensemble de la relation d’ordre :
γ 6 ζ ⇐⇒ ∀ i ∈ {1, . . . , d}, γi 6 ζi.
De manière classique, on note |γ| = ∑i γi la longueur de γ, puis, pour γ 6 ζ :(
ζ
γ
)
= ∏
i
(
ζi
γi
)
.
Les opérateurs différentiels suivent la même règle :
∂γ
∂xγ
= ∏
i
∂γi
∂xγii
.
Opérateurs différentiels
Soient f une fonction réelle, u, v, des champs de Rd et A une application à valeurs dans
Md(R). On utilise dans toute la suite l’opérateur différentiel d’ordre 1 ∇ (nabla) :
∇ f Gradient de f : vecteur de Rd de coordonnées ∂i f
∇u Matrice jacobienne de u : matrice de coefficients (∇u)ij = ∂jui
∇ · u Divergence de u : opérateur scalaire ∑
i
∂iui
∇ ·A Divergence de A : vecteur de Rd de coordonnées ∑
j
∂jAij
∇∧ u Rotationnel de u : vecteur de coordonnées ∂iuj − ∂jui
∇∇ f = Hess( f ) Matrice hessienne de f
De manière générale, on utilise la notation abbrégée de dérivées spatiales Dγ pour
∂γ
∂xγ
.
On préfèrera la notation ∂γv pour traiter les dérivées de fonctions composées.
Divers
La notation |X| désigne soit la valeur absolue de X lorsque X est une fonction, soit la
mesure de Lebesgue de X lorsque X est un ensemble.
Une autre notation régulièrement utilisée est le crochet de Poisson. R et T étant deux
opérateurs fonctionnels, on note [T ,R] f = T (R( f ))−R(T ( f )).
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Par ailleurs, en reprenant les notations précédentes (u, v champs vectoriels et A,B champs
matriciels), u⊗ v est le produit tensoriel sur les vecteurs, i.e. la matrice de coefficients uivj
et A :: B est le produit scalaire usuel sur les matrices, donné par ∑i,j AijBij.
Enfin, pour faciliter la lecture du manuscrit, on utilise le code couleur suivant :
Notations Hypothèses Résultats
Il est de plus recommandé de se reporter à la liste des symboles en cas de doûte sur la
signification de l’un d’entre eux dans le corps du texte. Toutes les constantes apparais-
sant dans les démonstrations sont notées différemment et référencées dans la liste des
symboles. Leur définition est soit donnée au cœur des démonstrations, soit dans les re-
marques placées après.
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Introduction
Problématique et modélisation
Cette thèse a pour objet la modélisation des écoulements à bulles dans les cœurs de ré-
acteurs nucléaires. Ce travail s’inscrit dans le vaste cadre des études de sûreté réalisées
par le Commissariat à l’Énergie Atomique et aux Énergies Alternatives (Cea). La
présence de bulles de vapeur dans des écoulements d’eau est inhérente au concept de
réacteurs, que ce soit dans les réacteurs à eau bouillante (REB, ou BWR en anglais) en si-
tuation nominale (par définition) ou dans les réacteurs à eau pressurisée (REP, ou PWR en
anglais – cf. Fig. 1) en situation incidentelle voire accidentelle (pour éviter les problèmes
d’ébullition, on maintient l’eau sous forme liquide par une augmentation de la pression –
il convient cependant de simuler les cas hautement improbables où le fluide caloporteur
viendrait à se mélanger avec l’eau du circuit secondaire). Dans les deux cas, la modélisa-
tion permet d’étudier le comportement des bulles afin de prévenir ou de comprendre les
accidents, comme ce fut le cas aux États-Unis en 1961 avec le réacteur SL-1.2
Mais la disparité des échelles d’espace et de temps intervenant dans ce contexte sou-
lève de nombreux problèmes tant théoriques que numériques. Les plus petites bulles pou-
vant en effet avoir des dimensions de l’ordre du micron, il est « tentant » de les négliger
devant les mètres de longueur du réacteur lui-même, notamment dans une perspective
numérique. C’est pourquoi dans de nombreux modèles en CFD3, on raisonne sur des va-
riables moyennées. L’objectif de la Simulation Numérique Directe (SND, ou DNS en anglais)
est cependant de prendre en compte toutes ces échelles d’espace, en particulier celle des
bulles, ajoutant aux difficultés de simulation le problème de la localisation des interfaces
entre phases liquide et vapeur. Pour ces raisons, le développement de la SND est devenu
un enjeu majeur en mécanique des fluides (entre autres), afin de mieux comprendre les
phénomènes physiques, même si la simulation à l’échelle du réacteur, prenant en compte
chacune des centaines de bulles individuellement, est encore hors de portée.
Quant aux échelles de temps (ondes acoustiques, ondes matérielles), on utilise un ar-
gument mathématique pour pallier à certaines difficultés. Principalement, compte-tenu du
fait que le nombre de Mach est de l’ordre de 0, 01 dans les écoulements considérés, il de-
vient envisageable de négliger dans les équations certains termes fonctions de ce nombre
de Mach. Cette méthode a été appliquée entre autres par Majda et Sethian [59] dans le
cadre des phénomènes de combustion, où un développement asymptotique par rapport
au nombre de Mach est effectué dans le système d’équations choisi pour la modélisation.
2 Le réacteur militaire américain SL-1 était un réacteur de type BWR, détruit lors d’une vaporisation massive
de l’eau entourant le cœur, due au mauvais déplacement d’une barre de contrôle.
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En particulier, une des principales conséquences de ce raisonnement est de découpler le
champ de pression en deux variables, l’une (thermodynamique) homogène en espace, et
l’autre (dynamique) indépendante du nombre de Mach. Le résultat est un filtrage des
ondes acoustiques, même si les principales propriétés du flot compressible sont conser-
vées, en particulier les effets thermiques (forts gradients de température) et la non-nullité
de la divergence du champ de vitesse. De nombreux travaux ont été menés sur ce thème
et plus particulièrement sur la « convergence du compressible vers l’incompressible », i.e.
sur le comportement des solutions lorsque le nombre de Mach tend vers 0. On peut citer
les travaux de Majda et Klainermann [54, 55], de Schochet [80] ou plus récemment de
Desjardins et al. [28], de Danchin [22] ou de Alazard [1].
Par ailleurs, d’un point de vue numérique, un schéma classique pour un écoulement
compressible dégénère lorsque le nombre de Mach devient de plus en plus petit, ce qui
en fait une problématique à part entière. Citons par exemple les travaux de Guillard et
Viozat [45] ou de Dellacherie [26] sur les solveurs de type Godunov, travaux dans lesquels
des explications sur ces mauvais comportements sont données. Des propositions ont alors
été faites pour adapter au cas spécifique à bas Mach les schémas compressibles (comme
par exemple le schéma de Roe-Turkel, . . . ). On peut aussi penser, dans la mesure où le
modèle incompressible est la limite (au niveau continu) vers laquelle le modèle compres-
sible converge, à utiliser des schémas incompressibles. Ces points ne seront toutefois pas
évoqués ici.
✵✵✵
Dans ce mémoire, nous considérons deux phases du même fluide, assimilé à deux
fluides non-miscibles. En reprenant le concept bas Mach, nous construisons un système
d’équations aux dérivées partielles, établi initialement par Dellacherie [24] et nommé
Dlmn (pour Diphasic Low Mach Number). Ce système, déduit des équations de Navier-
Stokes sous les hypothèses physiques évoquées dans le chapitre précédent, présente de
nombreuses non-linéarités, qu’elles soient de nature algébrique (produits) ou physique
(coefficients donnés par des lois d’état et de comportement). Afin d’appréhender correcte-
ment chacun de ces termes, il est procédé dans [25] à certaines simplifications, débouchant
sur deux nouveaux sous-systèmes. Le premier est dérivé sous l’hypothèse que le champ
de vitesse est potentiel (d’où le nom de Dlmn-potentiel), ce qui permet d’« écarter » une
équation. Le second a pour but de fournir une meilleure connaissance d’un couplage
entre deux équations du système principal. Les autres équations sont ainsi laissées de
côté dans une première approche, afin de se concentrer uniquement sur ce couplage. Le
système résultant est appelé modèle Abv (pour modèle Abstrait de Vibration de Bulles). L’ana-
lyse progressive de chacun de ces systèmes, du plus simple au plus complexe, permet de
converger vers une meilleure compréhension des mécanismes régissant le comportement
de l’écoulement. En particulier, de nombreux outils théoriques et numériques sont rappe-
lés, améliorés ou tout simplement développés dans ce mémoire, afin de faciliter l’étude
des systèmes à étudier dans l’avenir.
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En ce qui concerne la partie théorique, nos recherches ont été principalement axées sur
les « estimations d’énergie » associées aux équations constituant le système Dlmn. Elles
permettent en effet de construire une solution classique dans le cas où les données du
problème sont régulières, la précision des estimations étant fondamentale pour évaluer le
temps d’existence de ces solutions. Cependant, l’hypothèse de non-miscibilité des deux
fluides sous-entend que certaines variables présentent une discontinuité à la traversée de
l’interface, ce qui incite à travailler avec des données (et donc des solutions) de régularité
très faible. Mais dans le même esprit que lors de la simplification des systèmes, une pre-
mière étude sur des données régularisées fournit des indications sur les solutions, avec
également l’éventualité de construire des solutions faibles en faisant converger un certain
paramètre de régularisation vers 0. Ceci légitime les travaux présentés ici, qui constituent
une première approche du problème. Quant aux aspects numériques, l’enjeu majeur des
simulations concerne le traitement des interfaces. Ce sujet a fait l’objet de nombreuses
publications, afin de garantir à la fois la précision mais aussi l’efficacité des méthodes nu-
mériques mises en œuvre. Nous présentons ici une approche différente obtenue en cou-
plant plusieurs algorithmes, dédiés à la simulation des solutions discontinues. Lorsque
ces solutions sont en revanche régulières, un autre schéma est construit et utilisé dans ce
manuscrit. Divers résultats numériques sont alors détaillés afin de mettre en valeur les
propriétés de ces algorithmes.
✵✵✵
Description du contenu du mémoire
Le plan de la thèse s’articule autour de trois parties, décomposées en cinq chapitres, dont
nous donnons ci-dessous une brève présentation.
,
Partie I : Position du problème
,
Chapitre 1 : Expressions des modèles
Ce premier chapitre est consacré à l’établissement du système Dlmn à partir des équa-
tions de Navier-Stokes. Ce cheminement, depuis le système le plus communément utilisé
en mécanique des fluides jusqu’au modèle construit par S. Dellacherie, est basé sur des cal-
culs thermodynamiques et sur un développement asymptotique à bas nombre de Mach.
Il prend la forme : 
∂tY1 + u · ∇Y1 = 0 ,
∇ · u = Gθ ,
ρ
[
∂tu+ (u · ∇)u
]− 2∇ · [µD(u)] = −∇π + ρg ,
ρcp[∂tT + u · ∇T] = αTP′(t) +∇ · (κ∇T) ,
P′(t) = Hθ(t) .
(Dlmn)
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Classiquement, u désigne ici le champ de vitesse, T la température, P et π les champs
de pressions thermodynamique et dynamique, et Y1 la fraction massique du fluide 1. Les
autres coefficients se déduisent de lois d’état et de comportement. Par rapport au modèle
initial publié dans [24], nous apportons ici une modification de l’équation non linéaire sur
le champ de vitesse u, en utilisant la définition du tenseur de contraintes. Des précisions
sont également apportées sur les conditions initiales et aux limites associées à ce système.
En supposant que le champ de vitesse est potentiel (i.e. u = ∇φ), le système se simplifie
et s’écrit : 
∂tY1 +∇φ · ∇Y1 = 0 ,
∆φ = Gθ ,
ρcp[∂tT +∇φ · ∇T] = αTP′(t) +∇ · (κ∇T) ,
P′(t) = Hθ(t) .
(Dlmn-p)
Il se compose d’une équation d’advection sur Y1, d’une équation de Poisson sur φ, d’une
équation d’advection-diffusion sur T et d’une équation différentielle sur P. Le second
membre Gθ de l’équation de Poisson est une fonctionnelle dépendant de θ = (Y1, T, P).
La maîtrise de ce système permettra, en le couplant à un système de type Navier-Stokes
incompressible, de pouvoir étudier le système Dlmn. Mais dans un premier temps, on
se concentre sur le couplage entre les deux premières équations. Pour cela, un dernier
modèle a été introduit dans [25] :
∂tY(t, x) +∇φ(t, x) · ∇Y(t, x) = 0 ,
∆φ(t, x) = ψ(t)
[
Y(t, x)− 1|Ω|
∫
Ω
Y(t, y) dy
]
.
(Abv)
ψ est ici une fonction continue du temps, qui sert de paramètre pour la déformation de
l’interface. Ce nouveau système résulte donc d’une simplification mathématique (rempla-
cement du second membre physique par un terme linéaire ne dépendant plus que de Y) et
permet de mettre en lumière certaines propriétés des couplages hyperboliques-elliptiques.
,
Chapitre 2 : Outils mathématiques
Le second chapitre regroupe tous les éléments théoriques mis en œuvre dans les
preuves d’existence et d’unicité de solutions des systèmes Dlmn et Abv. Après avoir
rappelé quelques éléments de la théorie de Leray, nous présentons des résultats sur les
équations d’advection et d’advection-diffusion. Ces deux types d’équations sont large-
ment présents dans la littérature mais nous redémontrons ici les résultats, en améliorant
la précision des inégalités et en insistant sur la justification de chaque élément de dé-
monstration, avec une analyse des espaces fonctionnels utilisés. Une partie est également
consacrée à la méthode des caractéristiques. Nous concluons par une présentation des ré-
sultats d’Embid [36] sur la combustion, dont nous nous sommes largement inspirés dans
la preuve du résultat sur le système Dlmn. En particulier, nous clarifions certains points
des démonstrations proposées par Embid.
✵✵✵
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Partie II : Modèle Abstrait de Vibration de Bulles
,
Chapitre 3 : Etude théorique du modèle
Dans ce troisième chapitre, nous présentons l’analyse que nous avons faite du modèle
Abv, comprenant un résultat d’existence et d’unicité en temps court de solutions pour
des données régulières. Ce résultat avait été initialement prouvé dans [27]. Nous amélio-
rons ici la preuve en éliminant les contraintes pesant sur le temps d’existence afin d’en
donner une expression implicite. Nous prouvons ensuite diverses propriétés vérifiées par
les éventuelles solutions dans un cadre moins régulier. En particulier, nous obtenons une
expression explicite pour la moyenne des solutions, quelle que soit la régularité (au mi-
nimum bornée) de la donnée initiale Y0 = Y(0, ·). Ainsi, quelle que soit la solution Y du
problème Abv muni de la donnée initiale Y0, on a :
1
|Ω|
∫
Ω
Y(t, x) dx =
∫
Ω
Y0(x) exp
[
Ψ(t)Y0(x)
]
dx∫
Ω
exp
[
Ψ(t)Y0(x)
]
dx
.
Nous en déduisons en particulier un principe du maximum faible pour les solutions du
modèle.
La suite du chapitre est consacrée à l’étude de la dimension 1, pour laquelle nous
établissons l’existence de solutions globales en temps, pour toute donnée initiale bornée.
Nous prouvons ce résultat en déterminant une solution (semi-)explicite4 fournie par la
méthode des caractéristiques dans le cas régulier et qui s’avère être également valable
dans le cas discontinu.
,
Chapitre 4 : Interfaces et simulations numériques du modèle ABV
Une fois l’analyse théorique du modèle Abv réalisée, nous nous intéressons aux as-
pects numériques, en débutant par un état de l’art sur les méthodes numériques dédiées
à la simulation d’interfaces. En particulier, dans notre modèle, l’interface est repérée par
la discontinuité de la fonction Y. La simulation de l’équation de transport linéaire s’avère
donc fondamentale. De la même manière que pour la partie théorique, nous distinguons
deux cas, selon la régularité des solutions. Dans le cas régulier (et en dimension 1), nous
construisons un schéma basé sur la méthode des caractéristiques, que nous analysons
dans le cas où le champ de vitesse est constant. Le schéma est alors d’ordre 2 en espace
et en temps, sans restriction de stabilité ou de consistance. Dans le cas irrégulier (en di-
mension 2), nous couplons le caractère anti-diffusif du schéma de Després et Lagoutière à la
précision d’un algorithme de raffinement adaptatif de maillage pour simuler les solutions
du modèle Abv.
✵✵✵
4 L’expression de la solution requiert l’inversion d’un homéomorphisme. Dans la mesure où l’inverse n’est
pas connue explicitement, nous qualifions cette expression de semi-explicite.
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Partie III : Diphasic Low Mach Number system
,
Chapitre 5 : Étude du système DLMN dans le cas régulier
Forts de l’analyse réalisée sur le modèle Abv, nous nous intéressons dans ce dernier
chapitre au caractère bien posé (pour des données régulières) du système Dlmn. Pour
cela, nous construisons une suite de type itérées de Picard. En combinant des estimations
d’énergie, nous prouvons que cette suite est bornée dans un certain espace et convergente
dans un espace plus grand. Au préalable, nous définissons le type de non-linéarité en
précisant les lois d’état et de comportement admissibles. La démonstration du résultat
principal, dans un souci de clarté, est faite pour le cas où la viscosité est constante dans
tout le domaine. Nous donnons ensuite les détails des points à modifier lorsque cette
hypothèse est retirée. Nous obtenons ainsi un résultat en temps fini pour des données
régulières, en précisant les contraintes qui s’appliquent sur le temps d’existence.
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Fig. 1 – Descriptif d’un réacteur à eau pressurisée (réalisé par G. Faccanoni)7
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▲
’analyse numérique d’un système d’équations aux dérivées partielles comprend
plusieurs étapes, de l’établissement d’un modèle initial jusqu’à la résolution nu-
mérique d’un modèle simplifié en passant par la question de l’existence et/ou
de l’unicité de solutions. Le point de départ est le choix du système utilisé pour dé-
crire le phénomène physique auquel on s’intéresse. Ce choix se porte ici, dans le cadre
de la modélisation des bulles dans les cœurs de réacteurs, sur le système des équations
de Navier-Stokes, qui est le plus couramment utilisé pour modéliser les écoulements en
mécanique des fluides. La complexité du système complet1 incite toutefois à modifier
les équations en négligeant certains termes (par exemple des non-linéarités, des termes
d’ordres différentiels plus élevés ou tout simplement des termes physiques dont l’impact
est négligeable) pour bâtir progressivement un modèle qui permette de tester des outils
théoriques et numériques. Dans ce processus d’analyse, on garde cependant à l’esprit le
système initial (et en particulier ses propriétés physiques) auquel, une fois les études sur
les systèmes dérivés réalisées, on revient en reprenant le cheminement inverse.
Dans le cas présent, on introduit successivement les modèles Dlmn, Dlmn potentiel
et Abv. Le passage d’un système à l’autre correspond à des hypothèses physiques et/ou
mathématiques qui préservent autant que possible la structure mathématique des équa-
tions et le sens physiques des variables. Le schéma général des modèles est résumé sur
la figure 1.1, p. 25. Les équations présentées dans la suite ont été initialement établies
1 Il n’existe à ce jour aucune preuve de l’existence et de l’unicité d’une solution forte aux équations de
Navier-Stokes en dimension 3 d’espace.
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et étudiées par S. Dellacherie dans [24, 25, 27]. On détaille ici le cheminement à partir
des équations de Navier-Stokes jusqu’au modèle Abstrait de Vibration de Bulles en passant
par le système Diphasique à Bas Nombre de Mach. On propose en particulier une nouvelle
formulation du problème, avec une réécriture de certaines équations, ainsi qu’une étude
des conditions qui assurent son caractère bien posé.
1.1 Préliminaires
1.1.1 Modèle initial
On considère initialement un écoulement diphasique compressible soumis à la gravité
dans un domaine borné Ω ⊂ Rd, d ∈ {1, 2, 3}, les phénomènes de changement de phase et
de tension de surface n’étant pas pris en compte. On peut alors assimiler cet écoulement à
un écoulement compressible bi-fluide à caractère non-miscible, hypothèse qui sera faite
dans toute la suite. On fera donc le plus souvent référence aux fluides 1 et 2 plutôt qu’aux
phases gazeuse et liquide.
Le modèle choisi pour cette étude est celui proposé par Navier et par Stokes au XIXeme
siècle pour décrire le mouvement de fluides newtoniens.2 Il prend ici la forme suivante en
dimension 3 dans le repère (O, e1, e2, e3) :
∂t(ρY1) +∇ · (ρY1u) = 0 ,
∂tρ +∇ · (ρu) = 0 ,
∂t(ρu) +∇ · (ρu⊗ u) = −∇P +∇ · σ + ρg ,
∂t(ρE) +∇ · (ρEu) = −∇ · (Pu) +∇ · (κ∇T) +∇ · (σu) + ρg · u .
(1.1)
La variable u désigne ici le champ de vitesse global de l’écoulement, P la pression thermo-
dynamique, ρ la densité, T le champ de température, g = −ge3 l’intensité de la pesanteur,
E = ε + |u|2/2 l’énergie totale, ε l’énergie interne, κ la conductivité thermique (apparais-
sant dans la loi de Fourier) et σ le tenseur de contraintes de Cauchy (sous l’hypothèse de
l’élasticité linéaire) donné par :
σ = 2µD(u) + λ(∇ · u) Id ,
les variables scalaires µ et λ étant les coefficients de Lamé (cf. Chorin et Marsden [15],
p.33, par exemple), et D(u) le tenseur de déformation du système :
D(u) =
∇u+ t∇u
2
.
Les équations (1.1) correspondent donc respectivement à la conservation des masses par-
tielles, de la masse globale, de la quantité de mouvement et de l’énergie totale.
2 Pour la dérivation de ce système, se référer à Boyer et Fabrie [11] ou Chorin et Marsden [15].
12
1.1. Préliminaires
Comme les fluides sont non-miscibles, on pourrait écrire un système pour chaque
fluide, ce qui est une approche classique en dynamique multi-fluides. Il faudrait alors
associer à ces deux systèmes les conditions de transmission suivantes, composées d’équa-
tions de continuité à la traversée de l’interface :
u1
Σ(t)
= u2 ,
[σ(u1)− P1 Id] ν1→2 Σ(t)= [σ(u2)− P2 Id] ν1→2 ,
T1
Σ(t)
= T2 ,
κ1∇T1 · ν1→2 Σ(t)= κ2∇T2 · ν1→2 ,
le vecteur ν1→2 désignant la normale à l’interface Σ(t) entre les deux fluides, orientée du
fluide 1 vers le fluide 2. Le choix fait dans cette étude est différent et consiste à n’écrire
qu’un seul ensemble d’équations régissant le mouvement des deux fluides. C’est pourquoi
les variables sont dites ici globales. On verra plus loin comment « générer » certaines de
ces variables à partir des variables d’état dans chaque fluide.
La différence entre le système (1.1) et le système que l’on utiliserait pour un écoulement
mono-fluide est la première équation (de conservation des masses partielles) où intervient
la variable Y1, qui représente la fraction massique du fluide 1. On utilise cette variable
comme une fonction couleur qui caractérise le domaine Ω1(t) ⊂ Ω occupé par le fluide 1.
En effet, lorsque les fluides 1 et 2 occupent initialement les domaines Ω1(0) et Ω2(0) =
Ω\Ω1(0) en l’absence initiale de vide, avec ∅ ( Ω1(0) ( Ω, on associe la condition initiale
suivante :
Y1(t = 0, x) = Y
0(x) :=
1, si x ∈ Ω1(0),0, si x ∈ Ω2(0). (1.2)
On cherche alors à étudier l’existence de solutions de la forme Y1(t, x) = 1Ω1(t)(x), de
sorte que l’on ait les caractérisations :
Ω1(t) = {x ∈ R3 : Y1(t, x) = 1} ; Ω2(t) = {x ∈ R3 : Y1(t, x) = 0} . (1.3)
Intuitivement, si ce système modélise correctement le phénomène physique souhaité, les
deux fluides occupent des domaines disjoints à tout temps t et les fractions massiques
prennent leurs valeurs dans l’ensemble fini {0, 1}, ce qui correspond bien à des fonctions
caractéristiques de sous-domaines de l’espace.
L’idée à retenir des égalités (1.3) est que déterminer la fonction Y1 en tant que solu-
tion d’une équation aux dérivées partielles est équivalent à déterminer la position des
deux fluides pour tout temps.
Ici, Y1 est discontinue en présence des deux fluides (sauts de 0 à 1 et de 1 à 0) et
la surface de discontinuité coïncide avec l’interface Σ(t) entre les deux fluides. À noter
que le système est symétrique par rapport aux variables Y1 et Y2, les deux étant reliées
par l’égalité Y1 + Y2 = 1. En revanche, sans l’hypothèse de non-miscibilité, il peut appa-
raître une zone de mélange, où les fractions massiques varient dans l’intervalle ]0, 1[. La
caractérisation (1.3) n’est alors plus valable, car le domaine où le fluide 1 est présent ne
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correspond plus à l’isovaleur 1 de la variable Y1. Toutefois, même si la finalité est de traiter
le cas des écoulements liquide/vapeur où il n’y a donc pas de mélange, il y a deux faits à
garder à l’esprit :
• Lors des simulations, la diffusion numérique inhérente aux schémas de résolution
introduit une zone de mélange (fictive), qu’il faut savoir traiter.
• D’autre part, d’un point de vue théorique, la présence d’une discontinuité change
fondamentalement la nature du problème : en effet, si Y0 est discontinue, la régula-
rité est moindre que s’il existe une zone de transition entre 0 et 1. Dans le premier
cas, on parle de solutions faibles, tandis que dans le second, on peut envisager de
travailler dans des espaces fonctionnels plus réguliers, de type Sobolev. C’est pour-
quoi, dans une première approche, on s’intéresse à des données initiales régulières,
pour lesquelles on dispose de résultats d’existence et d’unicité. Le but est alors d’ap-
pliquer ces résultats à des régularisations de données « bulles », en faisant tendre la
taille de la zone de régularisation vers 0.
Concluons ce paragraphe en évoquant les autres variables. En effet, s’il est naturel de
définir une vitesse globale, certaines grandeurs sont définies de manière propre à chaque
fluide à l’aide de lois d’état ou de comportement, comme les coefficients thermodyna-
miques ou élastiques. Se reporter au paragraphe 5.2 pour plus de détails. Ces restrictions
ne limitent cependant en rien la prise en compte de lois très générales.
1.1.2 Conditions aux limites et initiales
On complète le système par des conditions aux limites sur le bord du domaine, en inter-
disant tout déplacement ainsi que tout flux thermique sur la frontière :
u
∂Ω
= 0 , (1.4a)
∇T · ν ∂Ω= 0 , (1.4b)
ν étant la normale extérieure à ∂Ω. À noter que l’opérateur ∇ · σ(u) fait intervenir des
dérivées de u d’ordre 2, ce qui justifie la condition d’adhérence forte u|∂Ω = 0 au lieu
d’une condition de glissement.
Enfin, outre la condition (1.2) qui définit la position des deux fluides, on impose ini-
tialement une vitesse u0, une température T0 et une pression P0. Les autres variables sont
déterminées à l’instant t = 0 par les lois d’état et de comportement.
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1.2 Établissement du modèle
On décrit ici les transitions successives permettant d’aboutir à un modèle simplifié. Ce
cheminement repose sur l’utilisation des propriétés physiques de l’écoulement, à com-
mencer par un faible nombre de Mach. La première étape consiste à récrire le système
(1.1) sous forme non conservative :
DtY1 = 0 ,
∂tρ +∇ · (ρu) = 0 ,
ρDtu = −∇P +∇ · σ + ρg ,
ρcpDtT = αTDtP +∇ · (κ∇T) + σ :: ∇u ,
(1.5)
où Dt = ∂t + (u · ∇) est l’opérateur de dérivation lagrangienne, α le coefficient de com-
pressibilité et cp la capacité calorifique à pression constante, définis respectivement par :
α = −1
ρ
(
∂ρ
∂T
)
P
et cp =
(
∂h
∂T
)
P
où h = ε + P/ρ désigne l’enthalpie du système.
Le passage de (1.1) à (1.5) est classique et repose sur l’utilisation de l’équation de conser-
vation de la masse (cf. Annexe B). Le point complexe est la transition entre l’équation de
conservation de l’énergie à l’équation sur la température, qui n’est possible que sous l’hy-
pothèse suivante, qui n’est autre que la relation fondamentale de la thermodynamique :
Hypothèse 1
Le système admet une entropie S(ρ−1, ε) strictement convexe, telle que −TdS = dε +
Pd(ρ−1).
Le résultat découle de la manipulation des différentes variables et égalités thermody-
namiques. Sous l’hypothèse que l’on peut définir certaines grandeurs caractéristiques
communes pour les deux fluides, on peut adimensionner le système (1.5), tout en gar-
dant à l’esprit le fait que les deux fluides peuvent avoir des propriétés très différentes. On
suppose tout d’abord qu’il existe des valeurs caractéristiques U∗, t∗ et L∗ respectivement
de la norme de la vitesse, de temps et de longueur vérifiant L∗ = U∗t∗, ce qui revient
à filtrer les ondes acoustiques du système (cf. Dellacherie [24]). On suppose également
que P∗ et T∗ sont des valeurs représentatives de la pression et de la température pour les
deux fluides. Certaines grandeurs cependant sont propres à chaque fluide comme αk, cp,k,
ρk, κk et µk, pour lesquelles il existe des valeurs caractéristiques distinctes α∗,k, cp∗,k, ρ∗,k,
κ∗,k et µ∗,k. À partir de ces grandeurs caractéristiques, on peut définir des nombres sans
dimension qui reflètent les propriétés des fluides tels que :
Nombre Mach Reynolds Prandtl Froude
Expression M∗,k = U∗√P∗/ρ∗,k Re∗,k = U∗L∗ρ∗,kµ∗,k Pr∗,k = µ∗,kcp∗,kκ∗,k Fr∗,k = U
2∗
L∗g
On introduit également le coefficient sans dimension β∗,k =
α∗,kP∗
ρ∗,kcp∗,k
, à ne pas confondre
avec le coefficient thermoélastique βˆ =
1
P
∂P
∂T
.
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On suppose enfin que l’on peut choisir cp∗,1 de sorte que soit vérifiée la relation :
M2∗,1 =
U2∗
T∗cp∗,1
, soit cp∗,1 =
T∗
P∗
ρ∗,1.
En conservant les mêmes notations que précédemment pour les variables adimensionnées,
on obtient formellement le système :
(1.6)

DtY1 = 0 , (1.6a)
∂tρ +∇ · (ρu) = 0 , (1.6b)
ρDtu = − 1M2∗,1
∇P + 1
Re∗,1
∇ · σ − ρ
Fr∗,1
e3 , (1.6c)
ρcpDtT = β∗,1αTDtP +
∇ · (κ∇T)
Re∗,1Pr∗,1
+
M2∗,1
Re∗,1
σ :: ∇u . (1.6d)
Le problème physique qui est considéré dans cette étude, à savoir le traitement des bulles
dans les cœurs de réacteurs nucléaires, concerne des écoulements fortement subsoniques,
ce qui se traduit par l’ordre de grandeur du nombre de Mach :
M∗,1 ≪ 1.
Ce dernier point permet donc d’effectuer un développement asymptotique par rapport à
la variable M∗,1, les autres paramètres sans dimension étant supposés d’ordre 1. À noter
que l’on pourrait faire un développement par rapport à M2∗,1, étant donné que seul le
carré du nombre de Mach apparaît dans les équations (1.6).
Le but est d’obtenir un modèle d’écoulement très faiblement compressible, mais qui
conserve des propriétés de la compressibilité, en particulier la présence d’effets ther-
miques importants. Ce raisonnement reprend les idées de Majda [59] et de Embid (cf. § 2.6)
pour l’étude d’un système de combustion à plusieurs espèces.
On établit tout d’abord formellement la dépendance des variables par rapport au
nombre de Mach. En premier lieu, on suppose que la fonction Y1 se décompose sous
la forme :
Y1(t, x) = Y
(0)
1 (t, x) +Y
(1)
1 (t, x,M∗,1) . (1.7a)
De même, on effectue les développements :
ζ(t, x) = ζ(0)(t, x) +M∗,1 · ζ(1)(t, x,M∗,1) +M2∗,1 · ζ(2)(t, x,M∗,1) +O(M3∗,1) , (1.7b)
pour ζ ∈ {u, P, T} ∪ {ρ, κ, α, cp, µ,λ}. Toutefois, si l’on considère les variables thermo-
dynamiques comme des fonctions de (Y1, T, P) régulières (cf. § 5.2), les développements
asymptotiques de Y1, u, P et T suffisent.
L’équation (1.6c) fournit immédiatement les relations suivantes, du fait de la singularité
enM2∗,1 :
∇P(0) = 0 et ∇P(1) = 0 ,
ce qui implique : P(0) = P(0)(t). Le niveau de référence pour la pression est donc homo-
gène en espace, ce qui est classique dans les approches bas Mach.
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On obtient par ailleurs à l’ordre 0 dans les trois autres équations du système (1.6) les
relations : 
D(0)t Y
(0)
1 = 0 ,
∂tρ
(0) +∇ · (ρ(0)u(0)) = 0 ,
ρ(0)c(0)p D
(0)
t T
(0) = β∗,1α(0)T(0)P(0)
′
+
∇ · (κ(0)∇T(0))
Re∗,1Pr∗,1
,
(1.8a)
où D(0)t = ∂t + (u
(0) · ∇). On revient ensuite à l’équation (1.6c). En utilisant la décompo-
sition de Leray (cf. § 2.2) et le projecteur associé P sur l’espace des champs à divergence
nulle (et à trace nulle sur le bord), on obtient à partir de (1.6c) :
P
(
ρDtu− 1Re∗,1∇ · σ +
ρ
Fr∗,1
e3
)
= 0 .
En y insérant le développement asymptotique (1.7b), il vient à l’ordre 0 :
P
(
ρ(0)D(0)t u
(0) − 1
Re∗,1
∇ · σ(0) + ρ
(0)
Fr∗,1
e3
)
= 0 .
La projection sur l’espace des champs à divergence nulle étant nulle, on en déduit l’exis-
tence d’un champ de gradient de pression, dite dynamique,3 Π tel que :
ρ(0)D(0)t u
(0) = −∇Π + 1
Re∗,1
∇ · σ(0) − ρ
(0)
Fr∗,1
e3 . (1.8b)
En toute rigueur, la pression dynamique Π est différente de la pression thermodynamique
P, même si le développement asymptotique inséré directement dans l’équation (1.6c) four-
nit de manière formelle ∇Π = ∇P(2), à ceci près que le raisonnement que l’on a utilisé
permet d’éliminer la dépendance de Π enM∗,1.
On omet dans la suite et dans un souci de clarté les exposants ∗(0). Le système dit
Dlmn (pour Diphasic Low Mach Number) obtenu à partir de (1.8) en revenant aux variables
dimensionnées, est donc le suivant :
(1.9)

DtY1 = 0 , (1.9a)
∇ · u = Gθ , (1.9b)
ρDtu = −∇Π +∇ · σ + ρg , (1.9c)
ρcpDtT = αTP′(t) +∇ · (κ∇T) . (1.9d)
C’est le modèle décrit dans [24]. L’équation (1.9b) est une reformulation de la loi de conser-
vation de la masse, avec :
Gθ = −Dtρρ .
Cette nouvelle expression permet de souligner que la divergence du champ de vitesse
est non nulle, ce qui rappelle qu’en dépit d’un nombre de Mach très faible, l’écoulement
considéré est encore compressible.
3 Le champ Π est proche de celui que l’on obtiendrait en incompressible. Le découplage (P,Π) contribue au
filtrage des ondes acoustiques.
17
Chapitre 1. Expressions des modèles
Ce choix a de nombreuses conséquences, qui seront détaillées dans la suite (change-
ment de variables principales, découplage avec d’autres équations, . . . ).
Les inconnues du système (1.9), tel qu’il a été établi initialement, sont Y1, T, P, u et
∇Π. Pour déterminer les autres variables, on considère le vecteur θ = (Y1, T, P) dont ces
variables sont supposées dépendre continûment (cf. § 5.2).
On propose toutefois une autre expression de l’équation (1.9c), en remarquant que le
tenseur de contraintes est fonction de u. On décompose σ de manière orthogonale (pour
le produit scalaire matriciel usuel) :
σ = 2µ
(
D(u)− 1
3
(∇ · u) Id
)
+ ϑ(∇ · u) Id, (1.10)
où l’on a introduit le paramètre ϑ = (3λ + 2µ)/3.4 En utilisant l’expression (1.10) du
tenseur σ, afin de faire apparaître explicitement le champ de vitesse u, il vient à l’ordre 0 :
ρ(0)D(0)t u
(0) = −∇π + 2
Re∗,1
∇ ·
[
µ(0)D(u(0))
]
− ρ
(0)
Fr∗,1
e3 ,
où désormais seul µ intervient encore, le paramètre λ ayant été intégré dans le terme ∇π
suite à l’étape de projection. La pression dynamique Π du système initial (1.9) n’est donc
pas rigoureusement égale à la pression π du nouveau système. C’est ce dernier champ
que nous utiliserons dans cette étude, du fait de la simplification des autres termes (σ
n’apparaît plus dans la nouvelle formulation).
Le modèle étudié prend donc la forme suivante, à ce stade du processus de construc-
tion :
(1.11)

DtY1 = 0 , (1.11a)
∇ · u = Gθ , (1.11b)
ρDtu = −∇π + 2∇ · [µD(u)] + ρg , (1.11c)
ρcpDtT = αTP′(t) +∇ · (κ∇T) . (1.11d)
Le système Dlmn a été établi originellement sous la forme (1.9) mais nous l’étudierons
dans la suite sous cette nouvelle forme (1.11), cette dernière permettant un certain nombre
de simplifications, en particulier dans le cas où le module de cisaillement µ est constant.
En s’interrogeant sur le gain de l’approche bas Mach, on constate que, par rapport à
la forme non conservative (1.5) des équations de Navier-Stokes, le développement asymp-
totique a permis d’éliminer l’influence du tenseur de contraintes dans l’équation sur la
température, et que l’on a découplé les différentes contributions de pression, avec une
variable thermodynamique P qui n’est plus fonction que du temps, et une variable dy-
namique π. Un autre aspect fondamental est le filtrage des ondes acoustiques : on ne
conserve plus qu’une seule échelle de temps et d’espace. Enfin, on a fait disparaître le
tenseur de contraintes, en ne prenant plus en compte que la contribution de µ. Comme
nous le verrons dans la suite, ces apports simplifient certains calculs dans la construction
d’une solution classique.
4 ϑ = 0 pour un gaz monoatomique.
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Il faut cependant souligner que le système n’est pas complet sous cette forme, puis-
qu’il manque une équation pour déterminer les inconnues (Y1, T, P, u,∇π), même si la
dernière équation est implicitement contenue dans ce système, via des considérations ma-
thématiques. Dans le système (1.15), le terme source Gθ peut encore s’exprimer sous la
forme :
Gθ(t, x) = − 1
Γ
P′(t)
P(t)
+
β∇ · (κ∇T)
P(t)
, (1.12)
où l’on utilise les notations :
β =
αP
ρcp
et Γ =
ρc2
P
avec c =
[(
∂ρ
∂P
)
T
− α
2T
cp
]−1/2
.
La variable c désigne ici la vitesse du son (cf. Annexe B pour la dérivation de cette for-
mule). L’expression (1.12) n’est valable que sous l’hypothèse 1, qui assure la stricte posi-
tivité de la quantité sous la racine.
On sait par ailleurs qu’une condition nécessaire et suffisante d’existence de la solution
φ de (1.15) est (cf. Courant et Hilbert [21] par exemple) :∫
Ω
Gθ(t, x) dx = 0 . (1.13)
L’égalité (1.13) appliquée à l’expression (1.12) fournit l’équation permettant de déterminer
P, à savoir :
P′(t) =
∫
Ω
β(Y1, T, P)∇ · (κ∇T) dx∫
Ω
1
Γ(Y1, T, P)
dx
. (1.14)
On introduit finalement la fonctionnelle :
Hθ(t) =
∫
Ω
β(θ)∇ · [κ(θ)∇T] dx∫
Ω
1
Γ(θ)
dx
,
de sorte que P′(t) = Hθ(t). Ceci met en valeur l’importance du coefficient β, qui influe
sur les variations de la pression. En particulier, lorsque β est constant, compte-tenu des
conditions aux limites sur le bord du domaine et sur l’interface, on obtient P′(t) = 0.
Dans les autres cas, on constate que le gradient de température détermine la pression,
montrant l’aspect encore compressible de notre modèle, qui, avec cette dernière équation,
est désormais clos.
1.3 Reformulation
Le système Dlmn tel qu’il sera étudié dans la suite correspond aux quatre équations du
système (1.11), en plus de l’équation (1.14) sur la pression. Les inconnues sont la fraction
massique Y1, la température T, la pression thermodynamique P, la pression dynamique
π et la vitesse u. On peut toutefois reformuler le système, en considérant deux variables
de vitesse (w,∇φ) grâce à la décomposition de Leray. Cette nouvelle forme permettra
d’introduire par la suite un modèle pour les écoulements potentiels à bas Mach.
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1.3.1 Décomposition du système
Repartons du système (1.9) établi initialement dans [24]. La décomposition de Leray
(cf. § 2.2) permet d’écrire le champ de vitesse sous la forme u = w +∇φ, avec ∇ ·w = 0
et w · ν|∂Ω = 0. Les égalités (1.9b-1.9c) couplées à la condition aux limites (1.4a) se dé-
composent alors en deux sous-systèmes, à savoir un système elliptique sur le potentiel
φ : ∆φ
Ω
= Gθ ,
∇φ · ν ∂Ω= 0 ,
(1.15)
et un système de type Navier-Stokes incompressible linéarisé pour la partie solénoïdale :
∇ ·w Ω= 0 ,
ρDtw
Ω
= ∇ · σ −∇Π + ρg − ρDt∇φ ,
w · ν ∂Ω= 0 , w · τ ∂Ω= −∇φ · τ .
(1.16)
La variable τ désigne ici le vecteur tangent à la frontière (en 2D) ou une base de vecteurs
tangents (en 3D). Si l’on utilise la nouvelle formulation (1.11c) plutôt que (1.9c), la partie
« incompressible » s’écrit :
∇ ·w Ω= 0 ,
ρDtw
Ω
= 2∇ · [µD(w)]−∇π + ρg + 2∇ · [µHess(φ)]− ρDt∇φ ,
w · ν ∂Ω= 0 , w · τ ∂Ω= −∇φ · τ .
(1.16’)
Pour comparer avec (1.16), on remarque que le tenseur de contraintes s’écrit, avec la dé-
composition de Leray :
σ = 2µ
(
D(w) +Hess(φ)− 1
3
(∆φ) Id
)
+
ϑ
3
(∆φ) Id,
où Hess(φ) désigne la matrice hessienne de φ. On retrouve donc le fait que l’on a fait
disparaître le coefficient λ via l’étape de projection.
1.3.2 Cas particulier à µ constant
Lorsque le module de cisaillement µ est une constante (sans hypothèse particulière sur λ,
qui n’intervient plus explicitement), le système prend une forme plus simple. En conser-
vant l’équation (1.11c), on aurait :
ρDtu
Ω
= µ∆u−∇π + ρg + µ∇Gθ ,
en utilisant le fait que 2∇ · D(u) = ∆u +∇(∇ · u). Cependant, si on prend en compte
cette hypothèse en amont dans le processus (i.e. avant projection de Leray), on n’obtient
pas cette formulation. En effet, la divergence du tenseur de contraintes, donné par (1.10),
vaut :5
5 cf. Annexe A.1 pour les détails calculatoires.
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∇ · σ = µ [∆u+∇(∇ · u)] +∇(λ∇ · u) = µ∆u+∇ [(µ + λ)∇ · u] ,
= µ∆w+∇ [(2µ + λ)∆φ] .
Il s’ensuit alors que l’équation (1.11c) est remplacée par :
ρDtu
Ω
= µ∆u−∇π + ρg , (1.11c’)
par intégration dans ∇π du terme de gradient de ∇ · σ, alors que la partie solénoïdale
(1.16’) du système Dlmn prend la forme :
∇ ·w Ω= 0 ,
ρDtw
Ω
= µ∆w−∇π + ρg − ρDt∇φ ,
w · ν ∂Ω= 0 , w · τ ∂Ω= −∇φ · τ .
(1.16”)
L’avantage de cette dernière équation est de ne faire intervenir qu’un opérateur d’ordre
2 par rapport à φ, alors que dans les autres formulations (1.16,1.16’) interviennent des
dérivées jusqu’à l’ordre 3.
1.3.3 Le système complet
Le système Dlmn sera considéré dans la suite sous deux formes (équivalentes) :
• une forme compacte à 5 inconnues (et donc 5 équations) qui est donnée par (1.11),
avec pour équation sur la vitesse (1.11c) (ou (1.11c’) si µ est constant), complétée par
l’équation (1.14) qui détermine P, et par les conditions de bord (1.4a) pour la vitesse
et (1.4b) pour la température. Le champ de vitesse y apparaît sous sa forme générale
u.
• une forme découplée à 6 inconnues (et donc 6 équations), qui comprend les équa-
tions (1.11a) et (1.11d) pour l’évolution de la fraction massique et de la température,
(1.15) pour le potentiel, (1.16’) (ou (1.16”) si µ est constant) pour la partie solénoï-
dale et (1.14) pour la pression. On conserve la condition aux limites (1.4b) pour T,
les conditions aux limites pour w et ∇φ étant incluses dans (1.15) et (1.16’).
On obtient donc un système clos à cinq (resp. six) inconnues : Y1, T, P, u,∇π (resp.
Y1, T, P,w,∇φ,∇π). Les variables annexes ρ et ε sont déterminées par des lois d’état en
fonction de (Y1, T, P), µ et κ par des lois de comportement, puis α, β, Γ et cp par les
relations thermodynamiques. Les deux formulations seront utilisées dans la suite, en par-
ticulier dans la preuve d’existence et d’unicité en temps court d’une solution régulière
(cf. Ch.5).
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Quant aux conditions initiales que l’on associe au système sous sa forme à 5 équations,
on impose comme précisé dans le paragraphe 1.1.2 :
Y1(0, x) = Y01 (x),
T(0, x) = T0(x),
P(0, x) = p0,
u(0, x) = u0(x), avec ∇ · u0 = Gθ0 .
(1.17)
On a noté ici θ0 = (Y01 , T0, p0). Même si dans le chapitre 5, Y
0
1 est supposée régulière, on
rappelle que la finalité est de traiter une condition initiale du type (1.2). On suppose de
plus que toutes les données initiales vérifient les différentes conditions aux limites.
Le système Dlmn comporte donc une équation d’advection (hyperbolique) sur Y1,
une équation différentielle ordinaire sur la pression, une première équation elliptique non
homogène sur la vitesse, et enfin deux équations non-linéaires d’advection-diffusion sur
la vitesse et sur la température. La non-linéarité est toutefois fondamentalement différente
entre les équations (1.11c) et (1.11d). Dans la première, elle provient du terme classique
(u · ∇)u, tandis que pour la seconde, elle résulte de la dépendance de tous les coefficients
de l’équation par rapport à T. Ce sont ces coefficients qui engendrent le couplage entre
(1.11a), (1.11d) et (1.14). Le couplage entre (1.11c) et les autres équations se fait par la
présence du champ u dans l’opérateur lagrangien Dt.
Lorsque l’on considère la formulation à 6 équations, la dernière condition dans (1.17)
se récrit :
u(0, x) = w0(x) +∇φ0(x), avec ∇ ·w0 = 0 et ∆φ0 = Gθ0(0, x).
Ces deux dernières conditions sont nécessaires pour assurer la compatibilité avec les EDPs
elliptiques (stationnaires, donc en particulier vraies à l’instant 0). Dans cette formulation,
on conserve les équations d’advection (elliptique) et d’advection-diffusion (parabolique)
respectivement sur Y1 et T ainsi que l’EDO sur P, auxquelles on ajoute une équation de
Poisson (elliptique) sur le potentiel et un système de type Navier-Stokes « linéaire » sur
la partie à divergence nulle. Gardons cependant à l’esprit que c’est le champ de vitesse
complet u qui apparaît dans l’opérateur Dt ; c’est pourquoi la « linéarité » n’est que fictive,
w apparaissant implicitement dans le terme d’advection.
Les couplages restent donc ici complexes et suggèrent de simplifier le problème dans le cadre
d’études préliminaires.
1.4 Systèmes dérivés
On introduit ci-dessous des hypothèses simplificatrices afin d’atténuer les effets des cou-
plages et des non-linéarités. Le but n’est cependant pas d’affaiblir la portée physique de
l’étude, mais d’étudier les caractéristiques mathématiques du problème à travers des mo-
dèles simplifiés, en insistant sur les points communs et sur les moyens de « remonter »
jusqu’au modèle d’origine. Ces modèles simplifiés ont été introduits dans [25].
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Une première hypothèse, courante en mécanique des fluides, est de supposer le champ
de vitesse potentiel, i.e. w = 0 et u = ∇φ. Cette hypothèse est toujours réalisée en dimen-
sion 1, mais pas en dimensions supérieures. C’est une simplification avant tout mathéma-
tique, mais qui peut trouver des justifications dans certaines configurations, comme dans
le cas des fluides parfaits initialement irrotationnels (qui le restent pour tout temps, voir
Chorin et Marsden [15, § 1.2] par exemple).
Le système résultant (dit Dlmn-potentiel) peut être décomposé entre deux sous-
systèmes, à savoir : 
∂tY1 +∇φ · ∇Y1 = 0 ,
Y1(0, x) = Y01 (x) ,
∆φ = Gθ ,
∇φ · ν|∂Ω=0 ,
(1.18a)
et : ρcp(∂tT +∇φ · ∇T) = αTP
′(t) +∇ · (κ∇T),
P′(t) = Hθ(t).
(1.18b)
La simplification apportée en supposant le champ de vitesse potentiel a plusieurs consé-
quences. En premier lieu, elle permet de ne plus tenir compte de l’équation non linéaire
(1.11c), et ainsi d’avoir une inconnue de moins (π). De plus, alors que le système (1.11)
était d’ordre 2 par rapport à la variable vectorielle u, le système (1.18) est d’ordre 2 par
rapport à la variable scalaire φ. La condition d’adhérence (1.4a) est donc trop forte et elle
est remplacée par la condition de glissement dans (1.18a).
La première partie (1.18a) du système Dlmn-potentiel est un couplage hyperbolique
- elliptique, mais les variables (Y1,∇φ) sont encore reliées, via le second membre Gθ , au
couple (T, P) déterminé par la partie (1.18b). Pour étudier spécifiquement ce couplage
hyperbolique - elliptique, on modifie le second membre de l’équation de Poisson pour
supprimer la dépendance en (T, P). Ce nouveau second membre est choisi de façon à ne
dépendre que de Y1 et à vérifier la condition de moyenne nulle. Le choix effectué dans
[25, 27] est une projection de Y1 sur l’espace des fonctions à moyenne nulle, pondérée par
une pulsation. Le nouveau modèle, appelé modèle abstrait de vibration de bulles (Abv),
a pour formulation :
∂tY1 +∇φ · ∇Y1 = 0 ,
Y1(0, x) = Y0(x) ,
∆φ = ψ(t)
(
Y1(t, x)− 1|Ω|
∫
Ω
Y1(t, x
′) dx′
)
,
∇φ · ν|∂Ω=0 ,
ψ étant une fonction donnée de classe C∞([0,+∞[).
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D’autres choix non linéaires auraient pu être faits, mais malgré le caractère arbitraire
et simple de ce nouveau terme, les résultats obtenus révèlent des propriétés intéressantes.
Ce système fait l’objet d’études théoriques et numériques, détaillées dans la partie II. Par
analogie avec le système Dlmn, on pose :
GY1(t, x) = ψ(t)
(
Y1(t, x)− 1|Ω|
∫
Ω
Y1(t, x
′) dx′
)
,
de sorte que ∆φ = GY1 .
1.5 Bilan
On résume sur la figure 1.1, page 25, les transitions entre les différents modèles évoqués
précédemment. On précise également l’état de l’art sur ces différents systèmes, ainsi que
les paragraphes qui s’y réfèrent.
On a ainsi construit puis exprimé sous différentes formes un système non-linéaire
d’équations aux dérivées partielles d’ordre 2, permettant de traiter le comportement de
bulles tout en tenant compte des propriétés physiques de l’écoulement (domaine borné,
nombre de Mach très faible). Les équations qui apparaissent dans ce système sont clas-
siques (advection, advection-diffusion, Poisson) mais leur couplage est le cœur des pro-
blèmes mathématiques qui se posent, en particulier pour l’étude de l’existence et/ou
de l’unicité de solutions. C’est pour cela que l’on introduit des systèmes annexes, plus
simples mais conservant autant de propriétés du système principal que possible. L’étude
théorique et numérique du modèle Abv fait l’objet de la partie II. Fort de cette étude, on
analyse ensuite le système Dlmn dans la partie III.
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,,
Navier-Stokes Compressible Diphasique
,,
∂t(ρY1) +∇ · (ρY1u) = 0 ,
∂tρ +∇ · (ρu) = 0 ,
∂t(ρu) +∇ · (ρu⊗ u) = −∇P +∇ · σ + ρg ,
∂t(ρE) +∇ · (ρuE) = −∇ · (Pu) +∇ · (κ∇T)
+∇ · (σu) + ρg · u .
,,
Diphasic Low Mach Number (Dellacherie [24])
,,
DtY1 = 0 ,
∆φ = Gθ ,
∇ ·w = 0 ,
ρDtw = 2∇ · [µD(w)]−∇π + 2∇ · [µHess(φ)]
+ρg − ρDt∇φ ,
ρcpDtT = αTP′(t) +∇ · (κ∇T) ,
P′(t) = Hθ(t) .
,,
DLMN Potentiel (Dellacherie [25])
,, 
DtY1 = 0 ,
∆φ = Gθ ,
ρcpDtT = αTP′(t) +∇ · (κ∇T) ,
P′(t) = Hθ(t) .
,,
Modèle Abstrait de Vibration de Bulles
(Dellacherie [25])
,, 
∂tY1 +∇φ · ∇Y1 Ω= 0 ,
Y1(0, x)
Ω
= Y01 (x) ,
∆φ
Ω
= GY1 ,
∇φ · ν ∂Ω= 0 ,
Donnée initiale réguliere
[Ch. 5]⇒ existence et/ou unicité
de solutions classiques
Donnée initiale
irréguliere
?⇒ existence et/ou unicité
de solutions
Donnée initiale réguliere
[§ 3.1.3]⇒ existence et unicité
d’une solution classique
Donnée initiale
irréguliere
[§ 3.2]⇒ existence et/ou unicité
de solutions
Développement asympto-
tique à bas Mach d’ordre 0
Décomposition de Leray
u = w + ∇φ
Vitesse potentielle
Changement de
second membre
Fig. 1.1 – Arbre généalogique des systèmes étudiés dans ce document
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❈
e chapitre est consacré aux résultats d’analyse fonctionnelle que l’on utilise dans
les preuves d’existence et d’unicité de solutions des systèmes Dlmn et Abv. Il
contient en particulier des résultats sur les espaces fonctionnels utilisés, ainsi
que sur trois grandes familles d’EDPs récurrentes dans cette étude, à savoir les équations
d’advection, d’advection-diffusion et elliptiques de type Poisson. Tous les résultats de ce
chapitre sont connus et référencés dans la littérature. Cependant, on donne pour certains
des démonstrations modifiées afin d’améliorer leur précision, en particulier en ce qui
concerne les estimations d’énergie.
Ce chapitre comprend également les fondements de la méthode des caractéristiques,
qui sera utilisée dans le cadre de l’étude du modèle Abv. On termine par un résumé des
travaux de Embid sur la combustion lente, qui ont largement inspiré la présente étude.
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Comme précisé dans la liste des symboles au début de ce mémoire, on utilise la no-
tation nabla (∇) pour désigner les opérateurs différentiels usuels, à savoir ∇⋆ pour le
gradient ou la matrice jacobienne, ∇ · ⋆ pour la divergence et ∇∧ ⋆ pour le rotationnel.
2.1 Espaces de Sobolev
On redonne ici les définitions d’espaces de Sobolev dans le cas classique des indices quel-
conques dans Rd, mais aussi pour des domaines Ω bornés (réguliers). Pour plus de détails,
se référer à Egorov et Shubin [33].
L’espace C ∞0 (Ω), Ω ⊆ Rd, désigne l’ensemble des fonctions infiniment dérivables sur Ω
et à support compact. S(Rd) est l’espace de Schwarz des fonctions infiniment dérivables à
décroissance rapide. Son dual est l’espace des distributions tempérées et est noté S ′(Rd).
Définition 2.1 (Indices quelconques dans Rd)
Soit s ∈ R. On définit l’espace de Sobolev Hs(Rd) comme l’ensemble des distributions f ∈
S ′(Rd) vérifiant (1+ |ξ|2)s/2 fˆ (ξ) ∈ L2(Rd), où fˆ désigne la transformée de Fourier de la
distribution f .
L’espace Hs(Rd) peut de manière équivalente être défini comme l’adhérence de C ∞0 (Rn)
pour la norme :
‖ f ‖2s,Rd ,F =
1
(2π)d
∫
Rd
(1+ |ξ|2)s| fˆ (ξ)|2 dξ.
Ceci définit un espace de Hilbert pour tout s réel.
Pour tout Ω ⊆ Rd, on peut également construire les espaces de Sobolev pour des
indices entiers naturels :
Définition 2.2 (Indices entiers dans un domaine quelconque)
Soit m ∈ N. On définit l’espace de SobolevHm(Ω) comme l’ensemble des fonctions f ∈ L2(Ω)
telles que Dζ f ∈ L2(Ω) pour tout multi-indice ζ ∈ Nd vérifiant |ζ| 6 m.
Dans le cas Ω = Rd et s ∈ N, les deux définitions coïncident. Par ailleurs, on vérifie que
l’espace Hm(Ω) est un espace de Hilbert pour le produit scalaire :
〈 f , g〉m,Ω = ∑
|ζ|6m
∫
Ω
Dζ f (x) · Dζg(x) dx.
La norme associée (qui est équivalente à ‖ · ‖m,Rd ,F lorsque Ω = Rd) est donc :
‖ f ‖2m,Ω = ∑
|ζ|6m
∫
Ω
|Dζ f (x)|2 dx.
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On définit enfin les espaces de Sobolev pour des indices quelconques et des domaines
quelconques (bornés réguliers) par un processus de quotients :
Définition 2.3 (Indices et domaines quelconques)
Pour s ∈ R, on pose :
Hs(Ω) = Hs(Rd)
/{
f ∈ Hs(Rd) : f|Ω = 0
}
.
La norme associée à cet espace ainsi construit est naturellement :
‖ f ‖s,Ω = inf
{
‖ f˜ ‖s,Rd ,F : f˜ ∈ Hs(Rd), f˜|Ω = f
}
.
À noter que ces espaces peuvent être définis autrement dans le cas s ∈ R+ (principe
d’invariance par difféomorphisme). On dit que f ∈ Hs(Ω) si f ∈ H⌊s⌋(Ω) et si la quan-
tité : ∫∫
Ω
∑
|ζ|=⌊s⌋
|Dζ f (y)− Dζ f (x)|2
|y− x|d+2(s−⌊s⌋) dxdy
est finie. On peut ensuite généraliser ces définitions aux espaces Ws,p(Ω) pour s ∈ R et
p > 1.
On donne ensuite quelques définitions annexes. La première concerne les espaces
Hm−1/2 et découle de la proposition suivante :
Proposition 2.1
Soient Ω un ouvert borné régulier et m ∈ N. L’application :
γ :
{
C 0(Ω) ∩Hm(Ω) 7−→ C 0(∂Ω)
f −→ f|∂Ω
se prolonge en une application (toujours notée γ) continue sur Hm(Ω). L’image de Hm(Ω)
par γ est notée Hm−1/2(∂Ω).
On s’intéresse ensuite aux espaces de fonctions à trace nulle :
Définition 2.4
L’espace H10(Ω) est défini par :
H10(Ω) =
{
f ∈ H1(Ω) : γ( f ) = 0
}
.
Il peut être défini, de manière équivalente, comme l’adhérence de C ∞0 (Ω) pour la norme de H1.
On rappelle enfin un résultat d’injection :
Théorème 2.1
On a l’injection compacte Hs(Ω) ⊂ C kb (Ω) pour tout s >
d
2
+ k, où C kb (Ω) désigne l’en-
semble des fonctions dérivables à l’ordre k, bornées et dont les dérivées (jusqu’à l’ordre k) sont
bornées.
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2.2 Décomposition de Leray
On introduit dans cette partie un outil fondamental pour le traitement des systèmes diffé-
rentiels qui vont suivre. Cette décomposition prend également dans la littérature les noms
deHodge ou encore deHelmholtz. On se réfère ici au chapitre 2 dans Boyer et Fabrie [11]. La
théorie est détaillée dans le cadre de la dimension 2 mais se généralise à des dimensions
supérieures (le cas de la dimension 1 est trivial). En particulier, ces résultats sont utilisés
en mécanique des fluides pour décomposer tout champ de vitesse en une composante
incompressible et un champ de gradients.
Soit Ω un ouvert borné lipschitzien de R2 de normale extérieure ν.
Lemme 2.1
On définit l’espace :
E(Ω) =
{
u ∈ (L2(Ω))2 : ∇ · u ∈ L2(Ω)} ,
que l’on munit de la norme : ‖u‖E =
√
‖u‖20,Ω + ‖∇ · u‖20,Ω. Alors
(
C ∞(Ω)
)2
est dense
dans E(Ω).
Ce lemme permet de construire une application trace (normale) sur cet espace.
Proposition 2.2
1. L’application γν qui à u ∈
(
C ∞(Ω)
)2
associe (u · ν)|∂Ω se prolonge en une application
linéaire continue de E(Ω) dans H−1/2(∂Ω).
2. Soit E0(Ω) l’adhérence de
(
C ∞0 (Ω)
)2 dans E(Ω). Alors :
E0(Ω) = ker(γν) .
On définit ensuite l’espace :
V =
{
ϕ ∈ (D(Ω))2 : ∇ ·ϕ = 0} ,
ainsi que ses adhérencesW dans (L2(Ω))2 et V dans (H10(Ω))2.
30
2.3. Lemmes préliminaires
Théorème 2.2
On suppose Ω connexe. On a alors la décomposition suivante, dite de Leray :
(
L2(Ω)
)2
= W ⊕W⊥ ,
avec les caractérisations :
W =
{
u ∈ (L2(Ω))2 : ∇ · u = 0, γν(u) = 0}
et :
W⊥ =
{
u ∈ (L2(Ω))2 : ∃ p ∈ H1(Ω), u = ∇p} .
On a également la caractérisation suivante de V :
V =
{
v ∈ (H10(Ω))2 : ∇ · v = 0} .
On associe à la décomposition de Leray u = w+∇p les projecteurs orthogonaux
P et Q définis par : Pu = w et Qu = ∇p.
2.3 Lemmes préliminaires
On rappelle ici certains résultats classiques d’analyse fonctionnelle dans les espaces de
Sobolev définis précédemment, et leur application à des espaces fonctionnels composés,
qui s’imposent naturellement au cours de la démonstration. En effet, compte-tenu des
estimations d’énergie qui découlent des équations du système, on est amené à introduire
les espaces suivants :
• Ws,T (Ω) = C 0
(
[0,T ], L2(Ω)
) ∩ L∞([0,T ],Hs(Ω)) ;
• Xs,T (Ω) = Ws,T (Ω) ∩ L2
(
[0,T ],Hs+1(Ω)) ;
On souhaite traiter le cas où Ω est un domaine borné régulier de Rd, d ∈ {1, 2, 3}. En pra-
tique, pour le système Dlmn, on s’intéresse au cas des conditions aux limites périodiques
en prenant Ω = Td. Dans la définition des espaces, on prend T > 0 et s ∈ R+.
L’espace C 0
(
[0,T ], L2(Ω)
)
permet, d’une part, d’obtenir une solution classique par un
jeu d’inclusion (cf. Corollaire 2.1), et, d’autre part, de fournir une convergence forte via
le théorème d’Arzela-Ascoli dans la preuve d’existence et d’unicité de la solution classique
d’une équation d’advection-diffusion. Une convergence faible–⋆ est assurée dans l’espace
L∞
(
[0,T ],Hs(Ω)). Le dernier espace qui intervient ici, à savoir L2 ([0,T ],Hs+1(Ω)), est
nécessaire pour assurer l’existence des seconds membres dans les estimations d’énergie.
Les espacesWs,T (Ω) et Xs,T (Ω) sont respectivement munis des normes suivantes :
• ‖ f ‖s,T = sup
t∈[0,T ]
‖ f (t, ·)‖2s ,
• ||| f |||2s,T = ‖ f ‖2s,T +
∫ T
0
‖∇ f (t, ·)‖2s dt,
ce qui leur confère la structure d’espaces de Banach.
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On note également ej le j-ème vecteur de la base canonique de Rd, i.e. :
ej = (0, . . . , 0, 1, 0, . . . , 0).
Enfin, pour ne pas allourdir les notations, on ne distinguera pas dans la suite les es-
paces X(Ω) (pour les variables scalaires) et
(
X(Ω)
)d (pour les variables vectorielles), que
l’on notera parfois même X, en l’absence de confusions possibles sur le domaine spatial
concerné.
Commençons par caractériser l’espaceWs,T (Ω).
Lemme 2.2 (Lemme A.1, [27])
Pour s > 1, l’espace Ws,T (Ω) s’injecte continûment dans C 0
(
[0,T ],Hs′(Ω)) pour tout
s′ ∈ [0, s[.
Corollaire 2.1 (Lemme 2.1, [27])
Pour s >
d
2
, l’espaceWs,T (Ω) s’injecte continûment dans C 0
(
[0,T ]×Ω).
On rappelle ensuite le résultat fondamental des inégalités de Moser, qui fournit des
propriétés de stabilité par produit. En dimension d, on introduit l’entier s0 =
⌊
d
2
⌋
+ 1, qui
est le plus petit entier s tel que Hs s’injecte continûment dans L∞.
Lemme 2.3 (Moser, [61])
Soient s1 et s2 deux entiers vérifiant s1 + s2 > s0. Si f ∈ Hs1 et g ∈ Hs2 , alors f g ∈ Hs3 ,
avec s3 = min(s1, s2, s1 + s2 − s0) et il existe CM(s1, s2, d) > 0 tel que :
‖ f g‖s3 6 CM ‖ f ‖s1‖g‖s2 .
On remarque tout d’abord que le lemme 2.3 donne l’inégalité pour f et g dans Hk ∩Hs0 :
‖ f g‖k 6 CM(max{k, s0}, k, d) ‖ f ‖max(k,s0)‖g‖k . (2.1)
En particulier, (2.1) assure que Hk est stable par multiplication dès que k > s0. De même,
on a le lemme suivant :
Lemme 2.4
Soit k ∈ N∗. Pour k ∈ N, ζ ∈ Nd tel que |ζ| = k et γ ∈ Nd tel que γ 6 ζ, il existe une
constante CMp(|ζ|, |γ|, d) > 0 telle que, pour tous f ∈ Hmax(k,s0) et g ∈ Hk :∥∥∥Dγ f · Dζ−γg∥∥∥
0
6 CMp(|ζ|, |γ|, d) ‖ f ‖max(k,s0)‖g‖k .
Démonstration : Distinguons les cas k > s0 et k < s0. Dans le premier cas, on prend, avec les
notations du lemme 2.3, s1 = k− |γ| et s2 = |γ|. D’où s3 = min(k− |γ|, |γ|, k− s0) > 0. On
a bien Dγ f ∈ Hs1 , Dζ−γg ∈ Hs2 et le lemme 2.3 assure que :
‖Dγ f · Dζ−γg‖0 6 CM(|ζ| − |γ|, |γ|, d) ‖Dγ f ‖s1‖Dζ−γg‖s2 6 CMp ‖ f ‖k‖g‖k .
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Dans le cas k < s0, on pose de même s1 = s0 − |γ| et s2 = |γ|, de sorte que Dγ f ∈ Hs1 ,
Dζ−γg ∈ Hs2 et s3 = 0. On obtient finalement le résultat, en posant : CMp(|ζ|, |γ|, d) =
CM(max(s0, |ζ|)− |γ|, |γ|, d).
Ces inégalités fonctionnelles permettent d’obtenir des résultats sur les espaces Xs,T (Ω)
définis précédemment.
Corollaire 2.2
Les dérivées des fonctions de Xs,T (Ω) sont dans Xs−1,T (Ω) pour s > 2.
Démonstration : Soit f ∈ Xs,T (Ω). On vérifie tout d’abord que :
sup
t∈[0,T ]
‖∇ f (t, ·)‖s−1 6 sup
t∈[0,T ]
‖ f (t, ·)‖s < ∞,
ce qui justifie que ∇ f ∈ L∞ ([0,T ],Hs−1(Ω)). On prouve de même que ∇ f ∈
L2
(
[0,T ],Hs(Ω)). Pour justifier que∇ f est dans C 0 ([0,T ], L2(Ω)), on utilise le lemme 2.2 :
pour s′ = 1 < s, f ∈ Ws,T (Ω) ⊂ C 0
(
[0,T ],H1(Ω)). Or, on a :
‖∇ f (t1, ·)−∇ f (t2, ·)‖0 6 ‖ f (t1, ·)− f (t2, ·)‖1.
On conclut avec la continuité de
t 7→ f (t, ·),[0,T ] → H1(Ω).
Corollaire 2.3
Si f ∈ Xs1,T (Ω) et g ∈ Xs2,T (Ω) avec s1 > 1, s2 > 1 et s1 + s2 > s0 + 2, alors f g ∈
Xs3,T (Ω), où on a posé s3 = min{s1, s2, s1 + s2 − s0}, et il existe CX(s1, s2, d) tel que :
||| f g|||s3,T 6 CX ||| f |||s1,T |||g|||s2,T .
Démonstration : Par le lemme 2.3, f g ∈ L∞([0,T ],Hs3 (Ω)) et ‖ f g‖s3 6 CM(s1, s2, d)‖ f ‖s1‖g‖s2 .
On a ensuite :∫
T
0
‖∇( f g)‖2s3 (t) dt 6 2
(∫
T
0
‖ f∇g‖2s3 (t) dt +
∫
T
0
‖g∇ f ‖2s3 (t) dt
)
6 2CM(s1, s2, d)
2
(∫
T
0
‖ f ‖2s1 (t)‖∇g‖2s2 (t) dt
+
∫
T
0
‖g‖2s2 (t)‖∇ f ‖2s1 (t) dt
)
6 2C2M
(
sup
t∈[0,T ]
‖ f (t, ·)‖2s1
∫
T
0
‖∇g‖2s2 (t) dt
+ sup
t∈[0,T ]
‖g(t, ·)‖2s2
∫
T
0
‖∇ f ‖2s1 (t) dt
)
6 2C2M||| f |||2s1,T |||g|||2s2,T .
D’où f g ∈ L2 ([0,T ],Hs3+1(Ω)).
D’autre part, le lemme 2.2 fournit f ∈ C 0 ([0,T ],Hs1−1(Ω)) et g ∈ C 0 ([0,T ],Hs2−1(Ω)).
En posant s′3 = min{s1 − 1, s2 − 1, s1 + s2 − s0 − 2}, on a, via le lemme 2.4 : f g ∈
C 0
(
[0,T ],Hs′3 (Ω)) ⊂ C 0 ([0,T ], L2(Ω)) sous l’hypothèse s1 + s2 > s0 + 2. Le résultat est
établi, avec la notation : CX(s1, s2, d) =
√
3CM(s1, s2, d).
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Corollaire 2.4
Soit s > s0 en dimension d > 2. Alors Xs,T (Ω) est stable par multiplication et est donc une
algèbre de Banach.
Les deux derniers corollaires sont utilisés constamment dans la démonstration de convergence
du système itératif, sans qu’il y soit nécessairement fait référence. Leur importance est fonda-
mentale pour tous les calculs d’estimation d’énergie, bien qu’ils n’apparaissent pas dans
la littérature consacrée à ces équations.
On rappelle enfin quelques lemmes d’analyse fonctionnelle. Le premier concerne les
interpolations entre espaces de Sobolev, et les deux suivants des inégalités de composition.
Lemme 2.5 (Interpolation, [61])
Pour (s1, s2) ∈ N2 et ϑ ∈ [0, 1], on pose r = ϑs1 + (1− ϑ)s2. Alors, pour toute fonction
f ∈ Hmax(s1,s2) :
‖ f ‖r 6 ‖ f ‖ϑs1‖ f ‖
1−ϑ
s2
.
Lemme 2.6 ([55])
Soient G un ouvert de Rd, g une application sur G de régularité C s(G,Rp) et v une applica-
tion de Ω dans G0 ouvert borné tel que G0 ⊂ G. On suppose v ∈ Hs(Ω,Rd) ∩ L∞(Ω,Rd).
Alors il existe une constante Ccomp(k, d) tel que, pour tout ζ ∈ Nd tel que |ζ| = k 6 s :
∥∥∥Dζg(v)∥∥∥
0
6 Ccomp (1+ |v|∞)k−1 · ‖∇v‖k−1 · max
0<|γ|6k
{∣∣∣∣ ∂γg∂vγ (v)
∣∣∣∣ : v ∈ G0} .
On introduit alors les notations :
‖g‖∞,G0 = maxG0
|g| et ‖g‖∞,G0,s = max0<|γ|6s
∥∥∂γv g∥∥∞,G0 .
Pour les détails de notations sur les multi-indices et les dérivées par rapport à x ou à v, se
reporter à la Liste des symboles, p. xiii.
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Lemme 2.7 ([36])
Soient G un ouvert de Rd, g une application sur G de régularité C s+2(G,Rp) et v1, v2
deux applications de Ω dans G1 ouvert convexe borné tel que G1 ⊂ G. On suppose v1, v2 ∈
Hs+1(Ω,Rd) ∩ L∞(Ω,Rd). On note gv1,v2 l’application de Ω dans Mp,d(R) définie par :
gv1,v2(x) =
∫ 1
0
∂vg
(
ςv1(x) + (1− ς)v2(x)
)
dς,
de sorte que g(v1)− g(v2) = gv1,v2 · (v1 − v2). Alors pour tout ζ ∈ Nd tel que |ζ| = s :∥∥∥gv1,v2∥∥∥0 6 |Ω|1/2‖∂vg‖∞,G0 ,∥∥∥Dζgv1,v2∥∥∥0 6 Ccomp(s, d)‖∂vg‖∞,G0,s (1+ |v1|∞ + |v2|∞)s−1 (‖∇v1‖s−1 + ‖∇v2‖s−1) .
Si, de plus, v1 et v2 sont des fonctions régulières du temps, avec Dt = ∂t + (u · ∇) et u
suffisamment régulier, on a :∥∥∥Dtgv1,v2∥∥∥0 6 ∥∥∥∂2vg∥∥∥∞,G0 (‖Dtv1‖0 + ‖Dtv2‖0) ,∥∥∥DζDtgv1,v2∥∥∥0 6 ∥∥∥∂2vg∥∥∥∞,G0
(
‖DζDtv1‖0 + ‖DζDtv2‖0
)
+ Cdev(ζ, d)
∥∥∥∂2vg∥∥∥
∞,G0,s
(
‖Dtv1‖max(s0,s) + ‖Dtv2‖max(s0,s)
)
× (1+ |v1|∞ + |v2|∞)s−1
(‖∇v1‖s−1 + ‖∇v2‖s−1) .
On a noté ici : Cdev(ζ, d) = Ccomp(k, d) ∑
γ6ζ
γ 6=0
(
ζ
γ
)
CMp(k, |γ|, d) > 0.
On termine ce paragraphe sur les lemmes de base pour les chapitres à venir par celui
qui sera utilisé constamment, à savoir le(s) lemme(s) de Grönwall. Sous ce terme général
se cachent plusieurs résultats, impliquant des inégalités différentielles ou intégrales. On
en donne ici trois versions, parmi tant d’autres.
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Lemme 2.8 (Grönwall)
1. Soient f , g et H trois fonctions continues avec g positive, telles que :
f (t) 6
∫ t
0
g(τ) f (τ) dτ + H(t).
Alors ces trois fonctions vérifient l’inégalité :
f (t) 6 eG(t)
∫ t
0
e−G(τ)g(τ)H(τ) dτ + H(t),
G étant une primitive de g.
2. Soient f , g et h trois fonctions continues, avec f dérivable, telles que :
f ′(t) 6 f (t)g(t) + h(t).
Alors ces trois fonctions vérifient l’inégalité :
f (t) 6 eG(t)
(
f (0) +
∫ t
0
e−G(τ)h(τ) dτ
)
,
G étant la primitive de g qui s’annule en 0.
Ces deux estimations sont équivalentes, car lorsque f est dérivable, la première inégalité
redonne la seconde. On donne une dernière version, avec un second membre intégral :
Lemme 2.9
Soient f , g et h trois fonctions continues avec g positive, telles que :
f (t) 6
∫ t
0
g(τ) f (τ) dτ +
∫ t
0
h(τ) dτ.
Alors ces trois fonctions vérifient l’inégalité :
f (t) 6 eG(t)
∫ t
0
e−G(τ)h(τ) dτ,
G étant une primitive de g.
2.4 Méthode des caractéristiques
On s’intéresse dans ce paragraphe à la méthode des caractéristiques, qui permet de
construire des solutions pour des équations comportant un opérateur de convection (ad-
vection, advection-diffusion, . . . ).
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Définition 2.5
On appelle flot caractéristique associé au champ de vitesse u la famille de solutions X =
X (t; s, x0) aux EDOs paramétrées par le temps d’origine s ∈ R et par la position initiale
x0 ∈ Ω : 
dX
dt
= u
(
t,X (t)), (2.2a)
X (s) = x0. (2.2b)
La forme intégrale associée à ce problème s’écrit :
X (t; s, x0) = x0 +
∫ t
s
u
(
τ,X (τ; s, x0)
)
dτ.
Cette formulation est la base de la preuve du théorème de Cauchy-Lipschitz où la solution
est construite comme limite d’un processus itératif.1
Le flot caractéristique lié à un écoulement permet de reformuler les équations en coor-
données lagrangiennes. X décrit en effet la position au temps t d’une particule située en
x0 au temps s, dans un fluide évoluant à la vitesse u. Il convient toutefois de s’assurer que
ce champ X est bien défini mathématiquement, selon la régularité du champ de vitesse u
et les propriétés du domaine dans lequel on étudie l’EDO (2.2a).
Usuellement, on suppose u ∈ C 0([0,T ] × Ω) et lipschitzien par rapport à la va-
riable d’espace, avec Ω ⊆ Rd. Cela permet d’appliquer le théorème de Cauchy-Lipschitz
au système (2.2), ce qui assure l’existence et l’unicité de la solution X . On définit
ainsi, pour chaque couple (s, x0), une trajectoire dans Rd et sur un intervalle de temps
I (s, x0) = [s−T −s,x0 , s + T +s,x0 ]. Dans le cas d’un domaine Ω borné lipschitzien, on ajoute
l’hypothèse que le champ de vitesse est tangent au bord du domaine (u · ν|∂Ω = 0). Cela
permet de justifier que les trajectoires ne sortent pas du domaine quels que soient x0 ∈ Ω
et s ∈ [0,T ], ce qui assure que la solution est définie sur [0,T ].
On a de plus l’estimation de continuité :
‖X (t; s, x1)−X (t; s, x2)‖ 6 eCL |t−s|‖x1 − x2‖,
où CL est la constante de Lipschtiz de u. Cette inégalité résulte de la version intégrale de
(2.2) et du lemme de Grönwall.
L’utilité de définir ces caractéristiques est de pouvoir récrire l’opérateur de convection
associé au champ de vitesse u. En effet, on vérifie que :
(∂tY + u · ∇Y)
(
t,X (t)) = d
dt
[
Y
(
t,X (t))] .
En particulier, dans le cas de l’advection pure, toute solution régulière de∂tY + u · ∇Y = f ,Y(0, ·) = Y0, (2.3)
1 La plupart des résultats sont établis sur la forme autonome de (2.2) : en posant X˜ = (t,X ) et u˜ = (1, u),
l’EDO se récrit X˜ ′(t) = u˜(X˜ (t)), mais la régularité est alors supposée identique par rapport à t et x.
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est connue le long des courbes caractéristiques (et même constante lorsque f = 0) :
Y
(
t,X (t; s, x0)
)
= Y(s, x0) +
∫ t
s
f
(
τ,X (τ; s, x0)
)
dτ.
Pour exprimer explicitement la solution, il faut alors inverser le flot. La question se pose
donc de savoir si la fonction x0 7→ X (t; s, x0) est bijective pour tous t et s fixés dans
[0,T ]. La réponse est apportée par la propriété suivante de semi-groupe, qui découle de
l’application du théorème de Cauchy-Lipschitz (unicité des trajectoires passant par un point
donné) :
X (t1; t2,X (t2; t3, x0)) = X (t1; t3, x0). (2.4)
On vérifie en effet que les deux membres de l’égalité, considérés comme des fonctions
de t1, sont solutions de la même équation caractéristique, avec la même donnée initiale
X (t2; t3, x0). On a ainsi :
∀ x0 ∈ Ω, X
(
t; s,X (s; t, x0)
)
= x0 et X
(
s; t,X (t; s, x0)
)
= x0, (2.5)
ce qui assure que x0 7→ X (t; s, x0) est un homéomorphisme de Ω dans lui-même pour
tous t et s fixés dans [0,T ]. Son inverse est l’application x 7→ X (s; t, x). La solution vérifie
donc, en utilisant la propriété de semi-groupe pour s = 0 :
Y(t, x) = Y0
(X (0; t, x))+ ∫ t
0
f
(
τ,X (τ; t, x)) dτ.
Pour aller plus loin dans la caractérisation de X , on est amené à supposer plus de régula-
rité sur le champ de vitesse. Pour u ∈ C 0([0,T ]×Ω) ∩ L∞([0,T ],C 1(Ω)) (on conserve
le caractère uniformément lipschitzien), alors le jacobien du flot vérifie l’équation diffé-
rentielle [15, 42] :
d
dt
[det∇x0X ] (t; s, x0) = ∇ · u
(
t,X (t; s, x0)
)× det∇x0X (t; s, x0). (2.6)
Avec ∇x0X (s; s, x0) = Id et donc det∇x0X (s; s, x0) = 1, il vient :
det∇x0X (t; s, x0) = exp
[∫ t
s
∇ · u(τ,X (τ; s, x0)) dτ] . (2.7)
Le terme de droite étant strictement positif sous les hypothèses précédentes, on en déduit
par application du théorème d’inversion locale que X (t; s, ·) est un C 1-difféomorphisme.
En particulier, pour les écoulements incompressibles, on a ∇ · u = 0. D’où, le jacobien
du flot est identiquement égal à 1, ce qui se traduit par la propriété de conservation des
volumes.
On s’intéresse ensuite à la régularité du flot, imposée par celle de u (cf. Th. 7.1 et 7.2
dans Coddington et Levinson [17]). Si u est de classe C k par rapport à t, alors X est
de classe C k+1 par rapport à t. Pour ce qui est de la régularité par rapport aux données
initiales (s, x0), la régularité est celle de u par rapport à x. En particulier, si u ∈ C 0
(
[0,T ]×
Ω
) ∩ L∞([0,T ],C 1(Ω)), le flot est de classe C 1 par rapport à (t, s, x0).
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La régularité du flot étant établie, on peut en déduire la régularité de la solution Y
du problème d’advection (2.3). Tout dépend alors de la régularité de la donnée initiale Y0
et du second membre f (la régularité de la solution étant égale à la régularité minimale
entre celle du flot et celle des données). Par exemple, si Y0 et f sont dans L∞(Ω), alors
Y ∈ L∞(Ω).2 Dans des cadres plus réguliers avec Y0 ∈ C 1(Ω) et f ∈ C 0([0,T ],C 1(Ω), la
solution est dans C 1
(
[0,T ]×Ω).
✵✵✵
Pour u ∈ C 0([0,T ] × Ω) ∩ L∞([0,T ],C 1(Ω)), comme X définit un changement de
variable, on a le résultat suivant :
∀ ω ⊆ Ω,
∫
X (t;s,ω)
f (t, x) dx =
∫
ω
f
(
t,X (t; s, x0)
)|det∇x0X (t; s, x0)| dx0.
Rappelons le théorème de transport qui en découle, pour un domaine ω(t) dont l’évolu-
tion est régie par le champ de vitesse u :
d
dt
(∫
ω(t)
f (t, x) dx
)
=
∫
ω(t)
(
∂t f +∇ · ( fu)
)
(t, x) dx.
En particulier, pour f ≡ 1, on a :
∀ ω ⊆ Ω, |X (t; s,ω)| =
∫
ω
exp
[∫ t
s
∇ · u(τ,X (τ; s, x0)) dτ] dx0,
d
dt
|X (t; s,ω)| =
∫
X (t;s,ω)
∇ · u(t, x) dx.
✵✵✵
Par ailleurs, sous ces conditions de régularité sur le champ de vitesse (en rouge ci-
dessus), on a la relation suivante :
∂sX (t; s, x0) +∇x0X (t; s, x0) u(s, x0) = 0,
qui peut être établie soit en dérivant la relation (2.5) par rapport à s en utilisant la bijec-
tivité de X (t; s, ·), soit en prouvant que le membre de gauche est solution d’une équation
différentielle ordinaire linéaire (en t) avec une condition initiale nulle [11].
À noter par ailleurs que lorsque u est de classe C 1, on a l’égalité :
d2X
dt2
=
(
∂tu+ (u · ∇)u
)(
t,X (t)).
Ce résultat trouve son intérêt en particulier pour l’équation de Burgers [12], où, bien
que l’équation soit non-linéaire, la solution reste constante le long des courbes caracté-
ristiques, qui s’avèrent être des droites, comme dans le cas à vitesse constante. L’analyse
est cependant moins directe, du fait que l’inconnue du problème de Burgers est le champ
2 L∞(Ω) est le cadre naturel pour la modélisation des bulles.
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de vitesse lui-même. Comme les caractéristiques sont construites à partir de ce champ de
vitesse, elles deviennent des inconnues du problème. On est alors amené à résoudre un
problème de point fixe non-linéaire, lequel peut entraîner l’apparition de chocs (consé-
quence de la non-linéarité globale du problème de Burgers). On revient sur ce point dans
le paragraphe 4.3.5.
✵✵✵
Les hypothèses portant ici sur le champ de vitesse sont cependant restrictives (compte-
tenu de la régularité espérée du champ de vitesse en mécanique des fluides). Une perte
de régularité peut entraîner une perte d’unicité des trajectoires, et donc de la bijectivité
du flot. Parmi les extensions qui ont été introduites dans la littérature, on peut citer par
exemple le cas u ∈ C 0([0,T ],Ws,p(Ω)) avec s > 1 + d/p [10, Lemma A.6] ou encore
u ∈ L1loc
(
[0,T ], Cω(Ω)
)
avec Cω(Ω) un espace de Lipschitz à poids [14].
Pour aller plus loin, la notion de flot régulier lagrangien a été développée pour des
champs de vitesse bornés. Un flot régulier lagrangien est une application X définie sur
[0,T ]×Ω telle que :
• Pour presque tout t et tout borélien A de mesure de Lebesgue nulle, alors la mesure
de l’ensemble {x ∈ Ω : X (t, x) ∈ A} est nulle.
• X vérifie l’équation caractéristique au sens des distributions, i.e. , pour toute fonction
test φ ∈ C ∞0
(
[0,T [×Ω) :
∫ T
0
∫
Ω
[X (t, x)∂tφ(t, x) + φ(t, x)u(t,X (t, x))] dtdx+ ∫
Ω
xφ(0, x) dx = 0.
On a alors des résultats d’existence d’un tel flot pour des champs de vitesse appartenant
à l’espace L1
(
[0,T ],W1,1(Ω)
) ∩ L∞([0,T ]×Ω) (avec quelques hypothèses en plus sur la
divergence du champ) ou à l’espace L1
(
R+, BV(Rd)
)∩ L∞(R+×Rd) à divergence bornée
(cf. De Lellis [23] pour plus de détails).
2.5 Estimations d’énergie et résultats d’existence
On rappelle dans cette partie certains résultats sur les équations de type advection pure
et advection-diffusion, que l’on adapte aux espaces fonctionnels définis précédemment.
L’indice s désigne, sous mention contraire, un entier. En particulier, tous les résultats
d’existence et d’unicité de solutions pour les équations classiques citées en préambule
sont donnés pour des espaces de Sobolev à indices entiers.
On se place dans un domaine borné régulier Ω pour les équations d’advection. En
revanche, pour les équations d’advection-diffusion, les résultats sont donnés et démontrés
pour des conditions aux limites périodiques (ce qui revient à se placer sur Td). La difficulté
liée aux domaines bornés quelconques provient des termes de bord issus des intégrations
par parties sur les termes différentiels d’ordre 2. En cas d’absence de viscosité, ces dérivées
disparaissent et on peut prouver des résultats analogues pour le cas d’un domaine Ω
borné et régulier.
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2.5.1 Equations de transport
On s’intéresse dans toute cette partie à l’équation :{
∂tY + u · ∇Y Ω= f , (2.8a)
Y(0, x) Ω= Y0(x). (2.8b)
u, f et Y0 sont ici des données. Le domaine Ω est supposé régulier et borné dans Rd.
Remarque 1 − Dans ce qui suit, on s’intéresse à des données régulières (de type Sobolev),
ce qui permet de parler de solutions fortes et d’utiliser des estimations d’énergie. On
démontre deux lemmes associés à cette équation. le premier sera utilisé dans le cadre du
modèle Abv, le second dans le cadre du système Dlmn.
Ces résultats sont utiles dans une première étape de la modélisation, afin d’étudier
le comportement des solutions des problèmes considérés. Toutefois, à terme, il faudra se
placer dans un cadre moins régulier (solutions faibles) pour lequel les techniques sont
fondamentalement différentes. ⋄
Le résultat est ici donné en deux parties. La première partie est placée dans le cadre des
espacesWs,T (Ω), qui s’inspirent de [27, 35]. La seconde partie est consacrée à l’extension
à l’espace Xs,T (Ω).
Lemme 2.10
Soient u et f dansWs,T (Ω) pour T > 0 et s > s0 + 1 avec u · ν|∂Ω = 0. Alors, pour Y0 ∈
Hs, l’équation hyberbolique linéaire (2.8) admet une unique solution classique Y ∈ Ws,T (Ω),
qui vérifie pour tout r ∈ {0, . . . , s} l’inégalité d’énergie :
‖Y‖r,T 6 eχr(T )
(
‖Y0‖r +
∫ T
0
e−χr(t)‖ f (t, ·)‖r dt
)
,
pour toute fonction χ
r
vérifiant :
χ′
r
(t) >

1
2
‖∇ · u(t, ·)‖∞, pour r = 0,
Cadv,0(r, d,Ω)‖∇u(t, ·)‖max(r−1,s0), pour r ∈ {1, . . . , s}.
Différentes constantes interviennent dans l’énoncé du lemme et au cours de la dé-
monstration. Leurs expressions sont données soit directement dans la démonstration, soit
dans la remarque 3, page 45.
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Lemme 2.11
Soient u et f dans Xs,T (Ω) pour T > 0 et s > s0 + 1 avec u · ν|∂Ω = 0. Alors, pour
Y0 ∈ Hs+1, l’équation hyberbolique linéaire (2.8) admet une unique solution classique Y ∈
Xs,T (Ω), qui vérifie pour tout r ∈ {0, . . . , s} l’inégalité d’énergie :
‖Y‖2r,T + eχr(T )
∫ T
0
e−χr(t)‖∇Y(t, ·)‖2r dt
6 eχr(T )
(
(1+ T )‖Y0‖2r+1 +
∫ T
0
e−χr(t)||| f |||r,t2 dt
)
,
pour toute fonction χr vérifiant :
χ′r(t) >

Cadv,1(r, d,Ω)‖∇u(t, ·)‖max(r,s0), si f = 0,
1+ Cadv,1(r, d,Ω)‖∇u(t, ·)‖max(r,s0), sinon.
On donne une démonstration commune pour ces deux lemmes.
Démonstration : L’existence d’une solution s’obtient par exemple par la méthode des caracté-
ristiques (cf. § 2.4 et [27]). On construit en effet une solution en résolvant les EDOs :
dX
dt
= u
(
t,X (t)),
X (t0) = x0,
(Lem.2.11.i)

dY
dt
= f
(
t,X (t)),
Y(t0) = Y0(x0).
(Lem.2.11.ii)
Les inclusionsWs,T (Ω) ⊂ C 0
(
[0,T ]×Ω) (corollaire 2.1) etWs,T (Ω) ⊂ L∞([0,T ],C 1(Ω))
pour s > s0 + 1 (théorème 2.1), prouvent que la solution X = X (t, t0, x0) de (Lem.2.11.i)
existe et est unique, continûment différentiable par rapport à (t, t0, x0), définissant ainsi un
C 1-difféomorphisme à (t, t0) fixés d’inverse X (t0, t, x0). Or, la solution de (Lem.2.11.ii) est
donnée par :
Y(t, t0, x0) = Y0(x0) +
∫ t
t0
f
(
τ,X (τ, t0, x0)
)
dτ.
On remonte alors les caractéristiques pour obtenir la solution :
Y(t, x) = Y0
(X (0, t, x))+ ∫ t
0
f
(
τ,X (τ, t, x)) dτ. (Lem.2.11.iii)
Cette solution est de classe C 1 sur [0,T ]×Ω en vertu des résultats énoncés dans la partie 2.4.
On s’intéresse ensuite plus particulièrement aux estimations d’énergie qui fournissent la
régularité de cette solution (on en déduit également l’unicité). On va dériver dans la suite
des estimations Hs. Pour prouver que Y ∈ Ws,T (Ω) ou Y ∈ Xs,T (Ω) (à ce stade, Y est de
classe C 1), on peut soit utiliser la régularité exacte de u et de f pour améliorer celle du flot
X , soit construire une solution par un processus itératif (cf. annexe de [35]).
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Commençons par une estimation dans L2, en multipliant l’équation (2.8a) par Y et en
intégrant sur tout le domaine. Après intégration par parties et compte-tenu de la condition
de glissement, on obtient :
1
2
d
dt
‖Y‖20 =
1
2
∫
Ω
(∇ · u)Y2 dx+
∫
Ω
fY dx,
6
‖∇ · u‖∞
2
‖Y‖20 + |〈 f ,Y〉0| , (Lem.2.11.iv)
6
‖∇ · u‖∞
2
‖Y‖20 + ‖Y‖0‖ f ‖0. (Lem.2.11.v)
Selon que l’on souhaite une estimation de ‖Y‖0 ou de ‖Y‖20, le traitement est différent. Dans
tous les cas, on remarque que l’on peut majorer le premier terme du membre de droite par
χ′
0
(t)‖Y‖20 pour toute fonction χ0 vérifiant :
χ′
0
(t) >
‖∇ · u(t, ·)‖∞
2
.
Cette remarque est à l’origine des majorations des exposants dans l’énoncé des deux lemmes.
Dans le premier cas (estimation de ‖Y‖0), on divise (Lem.2.11.v) par ‖Y‖0, puis on ap-
plique l’inégalité de Grönwall (cf. lemme 2.8) pour obtenir :
‖Y(t, ·)‖0 6 eχ0(t)
[
‖Y0‖0 +
∫ t
0
e−χ0(τ)‖ f (τ, ·)‖0 dτ
]
.
Dans le second cas (estimation de ‖Y‖20), on utilise dans (Lem.2.11.v) l’inégalité de Young
(sur le dernier terme) puis de Grönwall, ce qui donne :
‖Y(t, ·)‖20 6 eχ0(t)
[
‖Y0‖20 +
∫ t
0
e−χ0(τ)‖ f ‖20 dτ
]
,
avec χ′0(t) > 1+ ‖∇ · u(t, ·)‖∞.
Pour les ordres de dérivation supérieurs, on se donne k ∈ {1, . . . , r} et ζ ∈ Nd tel que
|ζ| = k. On applique alors l’opérateur différentiel Dζ à l’équation (2.8a). On obtient une
nouvelle équation d’advection :
∂tDζY + u · ∇DζY = Dζ f + [u · ∇,Dζ ]Y.
On applique l’estimation (Lem.2.11.iv) à cette équation, ce qui donne :
1
2
d
dt
‖DζY‖20 6
|∇ · u|∞
2
‖DζY‖20 +
∣∣∣〈Dζ f ,DζY〉0∣∣∣+ ∣∣∣〈[u · ∇,Dζ ]Y,DζY〉0∣∣∣ . (Lem.2.11.vi)
Traitons le crochet de Poisson :〈
[u · ∇,Dζ ]Y,DζY
〉
0
= − ∑
γ6ζ
|γ|>0
(
ζ
γ
) ∫
Ω
DζY
(
Dγu · Dζ−γ∇Y
)
dx
= −
d
∑
j=1
∑
γ6ζ−ej
(
ζ
γ + ej
) ∫
Ω
DζY
(
Dγu · Dζ−γ−ej∇Y
)
dx
6
d
∑
j=1
∑
γ6ζ−ej
(
ζ
γ + ej
)
‖DζY‖0 ‖Dγ(∂ju) · D(ζ−ej)−γ(∇Y)‖0
6 Cadv,2(ζ, d) ‖DζY‖0 ‖∇u‖max(k−1,s0) ‖∇Y‖k−1. (Lem.2.11.vii)
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On somme d’une part les inégalités (Lem.2.11.vi) en tenant compte de (Lem.2.11.vii)
pour tous les multi-indices ζ de longueur k, puis pour k de 1 à r, que l’on additionne à
(Lem.2.11.iv) :
1
2
d
dt
‖Y‖2r 6
|∇ · u|∞
2
‖Y‖2r + Cadv,3(r, d) ‖∇u‖max(r−1,s0) ‖Y‖2r + ‖ f ‖r‖Y‖r , (Lem.2.11.viii)
ou encore, par Young et en multipliant par 2 :
d
dt
‖Y‖2r 6 |∇ · u|∞‖Y‖2r + 2Cadv,3(r, d) ‖∇u‖max(r−1,s0) ‖Y‖2r + ‖ f ‖2r + ‖Y‖2r ,
(Lem.2.11.ix)
Le terme |∇ · u|∞ peut être majoré à l’aide des résultats d’injections de Sobolev :
|∇ · u|∞ 6 Csob(max{r− 1, s0}, d)‖∇u‖max(r−1,s0).
Comme précédemment, on peut en déduire deux estimations. La première est obtenue en
divisant (Lem.2.11.viii) par ‖Y‖r :
d
dt
‖Y‖r 6
1
2
[
Csob + 2Cadv,3(r, d)
]
︸ ︷︷ ︸
Cadv,0(r,d)
‖∇u‖max(r−1,s0) ‖Y‖r + ‖ f ‖r 6 χ′r(t)‖Y‖r + ‖ f ‖r ,
expression à laquelle on applique l’inégalité de Grönwall :
‖Y(t, ·)‖r 6 eχr(t)
[
‖Y0‖r +
∫ t
0
e−χr(τ)‖ f (τ, ·)‖r dτ
]
, (Lem.2.11.x)
où on a introduit χ
r
telle que χ′
r
(t) > Cadv,0(r, d)‖∇u(t, ·)‖max(r−1,s0). La seconde possibilité
consiste à appliquer directement l’inégalité de Grönwall à (Lem.2.11.ix) :
‖Y(t, ·)‖2r 6 eχˆr(t)
[
‖Y0‖2r +
∫ t
0
e−χˆr(τ)‖ f (τ, ·)‖2r dτ
]
, (Lem.2.11.xi)
avec χˆ′r(t) > 1 + 2Cadv,0(r, d)‖∇u(t, ·)‖max(r−1,s0). Si f ≡ 0, le facteur
1
2
devant ‖Y‖2r
(provenant de l’inégalité de Young) est absent, et l’exposant prend la forme : χˆ′r(t) >
2Cadv,0(r, d)‖∇u(t, ·)‖max(r−1,s0). On aurait pu élever l’expression (Lem.2.11.x) au carré, ce
qui donnerait pour exposant 2Cadv,0(r, d)‖∇u(t, ·)‖max(r−1,s0) dans tous les cas (en appli-
quant Cauchy-Schwarz discret et Jensen), mais avec un coefficient 2 devant le membre de
droite, ce qui n’est pas optimal.
D’autre part, pour obtenir l’estimation en norme Xr,T (Ω), on somme pour k de 1 à r+ 1
les inégalités (Lem.2.11.vi-Lem.2.11.vii), ce qui donne :
d
dt
‖∇Y‖2r 6
[ (
Csob(max{r, s0}, d) + 2Cadv,3(r + 1, d)
)︸ ︷︷ ︸
Cadv,1(r,d)=2Cadv,0(r+1,d)
‖∇u‖max(r,s0) + 1
]
‖∇Y‖2r + ‖∇ f ‖2r .
On en déduit comme précédemment :
‖∇Y(t, ·)‖2r 6 eχˆr+1(t)
[
‖∇Y0‖2r +
∫ t
0
e−χˆr+1(τ)‖∇ f (τ, ·)‖2r dτ
]
.
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En intégrant cette inégalité, on obtient :
∫
T
0
e−χˆr+1(τ)‖∇Y(τ, ·)‖2r dτ 6 T ‖Y0‖2r+1 +
∫
T
0
∫ t
0
e−χˆr+1(τ)‖∇ f (τ, ·)‖2r dτdt.
(Lem.2.11.xii)
Il vient finalement, en tenant compte de (Lem.2.11.xi) avec pour exposant χr tel que :
χ′r(t) > 1+ 2Cadv,0(r + 1, d)‖∇u(t, ·)‖max(r,s0),
et (Lem.2.11.xii) :
‖Y‖2r,T + eχr(T )
∫
T
0
e−χr(t)‖∇Y(t, ·)‖2r dt
6 eχr(T )
(
(1+ T )‖Y0‖2r+1 +
∫
T
0
e−χr(t)||| f |||2r,t dt
)
.
Remarque 2 − Dans le cas f = 0 et r = s, on a donc l’estimation :
|||Y|||2s,T 6 eχs(T )(1+ T )‖Y0‖2s+1, (2.9)
avec χs(t) > 2Cadv,0(s + 1, d)
∫ t
0
‖∇u‖s(τ) dτ. En particulier, on peut prendre χs(t) =
Cadv,4(s, d)
√
t|||u|||s,T , par l’inégalité de Cauchy-Schwarz, où on a noté Cadv,4(s, d) =
2Cadv,0(s + 1, d). ⋄
Remarque 3 − On donne ici les expressions des constantes intervenant dans la démons-
tration :
• Cadv,2(ζ, d) =
d
∑
j=1
∑
γ6ζ−ej
(
ζ
γ + ej
)
CMp(|ζ| − 1, |γ|, d) où les constantes CMp sont dé-
finies dans le lemme 2.4.
• Cadv,3(r, d) =
 r∑
|ζ|=1
C2adv,2(ζ, d)
1/2.
• Cadv,0(r, d) = 12 [Csob(max{r− 1, s0}, d) + 2Cadv,3(r, d)]. ⋄
Lemme 2.12
Soit s > s0 + 1. On considère le système (2.8) avec f ≡ 0 et on suppose la condition aux
limites u · ν|Ω = 0.
1. Si u ∈ Xs,T (Ω), alors ∂tY ∈ Xs−1,T (Ω).
2. Si u ∈ Ws,T (Ω), alors ∂tY ∈ Ws−1,T (Ω).
3. L’unique solution vérifie le principe du maximum.
Démonstration : 1. Avec ∂tY = −u · ∇Y, on applique les corollaires 2.2 et 2.3 pour obtenir
∂tY ∈ Xs−1,T (Ω).
2. Le principe est identique au point précédent en adaptant les corollaires 2.2 et 2.3 aux
espacesWs,T (Ω).
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3. On a vu que la solution était donnée par (Lem.2.11.iii). Avec f = 0, on a immédiatement
le principe du maximum, i.e. Y(t, x) ∈ [minY0,maxY0]. On peut toutefois démontrer
ce résultat autrement. On pose Y− = min(Y, 0) = Y1{Y60}. On cherche à prouver que
Y− = 0, en supposant que Y0 > 0, i.e. Y−(0, x) = 0. D’après le point précédent, Y est de
classe C 1 en espace-temps donc est différentiable par rapport à t et à x, ce qui permet
d’appliquer les formules : ∂tY− = 1{Y60}∂tY et ∇Y− = 1{Y60}∇Y (cf. [41], Lemma
7.6). D’où :
d
dt
(
1
2
∫
Ω
Y2−(t, x) dx
)
=
∫
Ω
Y−(t, x)∂tY(t, x) dx = −
∫
Ω
Y−(t, x)u · ∇Y(t, x) dx
(Lem.2.12.i)
=
∫
Ω
Y(t, x)∇ · (uY−)(t, x) dx (car u · ν|∂Ω = 0)
=
∫
Ω
Y(t, x)u · ∇Y−(t, x) dx+
∫
Ω
Y2−(t, x)∇ · u(t, x) dx.
(Lem.2.12.ii)
Or, on a Y−∇Y = Y∇Y−. D’où, l’égalité entre (Lem.2.12.i) et (Lem.2.12.ii) s’écrit :
−
∫
Ω
Y−(t, x)u · ∇Y(t, x) dx =
∫
Ω
Y−(t, x)u · ∇Y(t, x) dx+
∫
Ω
Y2−(t, x)∇ · u(t, x) dx,
soit :
−
∫
Ω
Y−(t, x)u · ∇Y(t, x) dx = 12
∫
Ω
Y2−(t, x)∇ · u(t, x) dx.
Il vient enfin :
d
dt
‖Y−‖20 =
∫
Ω
Y2−(t, x)∇ · u(t, x) dx.
Comme s > s0 + 1, ∇ · u ∈ L∞
(
[0,T ],Hs−1(Ω)) ⊂ L1([0,T ], L∞(Ω)). D’où :
d
dt
‖Y−‖20 6 |∇ · u|∞‖Y−‖20.
Par le lemme de Grönwall et en utilisant le fait que Y−(0, ·) = 0, il vient Y(t, ·) = 0.
On vérifie que Z = 1− Y est solution de la même équation. Ainsi, si Y0 6 1, ce qui
équivaut à Z0 > 0, alors, d’après ce qui précède, Z(t, ·) > 0 et Y(t, ·) 6 1. D’où, si
initialement Y0 est à valeurs dans [a, b], on pose Z0 =
Y0 − a
b− a qui est à valeurs dans
[0, 1] et on applique ce qui précède pour obtenir Y ∈ [a, b] pour tout temps.
À noter qu’il existe des résultats d’existence pour une régularité affaiblie du champ
de vitesse, correspondant au concept de solutions faibles. Une solution faible de l’équa-
tion (2.8) est une fonction Y ∈ L∞([0,T ]×Ω) vérifiant l’égalité suivante pour toute fonc-
tion test φ ∈ C 10
(
[0,T [×Ω) :
∫ T
0
∫
Ω
Y
(
∂tφ +∇ · (φu)
)
dxdt +
∫
Ω
Y0(x)φ(0, x) dx = 0.
On suppose ici que u et ∇ · u appartiennent à L1([0,T ] × Ω) avec u · ν|Ω = 0 et que
Y0 ∈ L∞(Ω). On a alors l’existence d’une solution faible au système (2.8). Pour l’unicité,
on ajoute une hypothèse sur la divergence du champ (dans un espace de Lebesgue à
poids). Pour plus de détails, se référer à [23, 30].
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Ce type de résultats est une perspective qu’il faudra considérer pour les études à venir
sur des données initiales de type bulle. On rappelle que l’on se concentre essentiellement
dans ce mémoire sur les données de type Sobolev, même si certains résultats concernent
les solutions faibles dans le chapitre 3.
2.5.2 Équations d’advection-diffusion
On poursuit avec un résultat similaire (de type Sobolev) pour les équations de type
advection-diffusion, énoncé dans [36] et amélioré ici. On s’intéresse aux systèmes du type :
∂w
∂t
+ (u · ∇)w− a∆w = f , (2.10a)
w(t = 0, ·) = w0 . (2.10b)
On restreint l’étude au cas d’un domaine périodique, i.e. Ω = Td.
Lemme 2.13 (Lemme 3.6, [36])
Soient w0 ∈ Hs(Td), u ∈ Xs−1,T (Td), f ∈ Xs−2,T (Td) et a ∈ Xs−1,T (Td) tel qu’il existe
a1 ∈ ]0, 1[ vérifiant : ∀ (t, x) ∈ ]0,+∞[×Td, a1 6 a(t, x) 6 a−11 . On suppose s > s0 + 2.
Alors il existe une unique solution classique w ∈ Xs,T (Td) au système (2.10) vérifiant ∂w∂t ∈
Xs−2,T (Td) ainsi que l’estimation d’énergie pour r ∈ {0, . . . , s} :
‖w‖2r,T + eξr(T )
∫ T
0
e−ξr(τ)‖∇w(τ, ·)‖2r dτ
6 eξr(T )
(
‖w0‖2r + Cadv−d,0(d, a1)
∫ T
0
e−ξr(τ)‖ f (τ, ·)‖2r−1 dτ
)
,
pour toute fonction ξr vérifiant :
ξ ′r(t) > ξ¯ ′r(t) = Cadv−d,1(r, d, a1)
(
‖u(t, ·)‖2max(r−2,s0)+1 + ‖∇a(t, ·)‖
2
max(r−1,s0) + 1
)
.
Remarque 4 − Un certain nombre de modifications ont été apportées par rapport au
résultat initial donné dans [36].
• Tout d’abord, on constate que la condition s > s0 + 2 est nécessaire au cours de
la démonstration de ce résultat, alors qu’il était prescrit initialement s > d2 + 1
(cf. (Lem.2.13.xiii) par exemple).
• D’autre part, on affaiblit les contraintes sur a en ne supposant plus le coefficient
que dans Xs−1,T (Td) au lieu de Xs,T (Td). Ce point est fondamental pour le cas du
système Dlmn, du fait que les coefficients de diffusion ont une régularité inférieure
à celle des solutions des équations d’advection-diffusion.
• De plus, on ajoute ici un degré de liberté supplémentaire dans les estimations d’éner-
gie, en utilisant pour exposant toute fonction ξs vérifiant ξ ′s > ξ¯ ′s. On voit en effet
dans (Lem.2.13.xii) que l’on peut majorer le coefficient de ‖w‖2r . Ce point est égale-
ment primordial pour le cas Dlmn.
• Un soin particulier a été donné à l’explicitation des constantes, ce qui permet de
« suivre » les contributions de chaque terme.
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• Enfin, on a modifié par rapport [36] l’équation dont wk est solution, afin de pouvoir
justifier rigoureusement le caractère borné de la suite (en appliquant l’estimation
d’énergie prouvée initialement pour des données suffisamment régulières, ce qui
n’était pas possible avec la formulation dans [36]).
À noter enfin que ce résultat a été établi uniquement dans le cas du tore Td, i.e. des
conditions aux limites périodiques. Le cas des domaines bornés quelconques est rendu
complexe par les termes de bord dans les intégrations par parties, comme par exemple
dans (Lem.2.13.iii). ⋄
Démonstration : La démonstration se décompose en deux parties. La première consiste à dé-
montrer une estimation d’énergie pour des fonctions régulières. On construit ensuite une
solution à l’aide d’une suite de type itérées de Picard dont les termes vérifient cette estima-
tion d’énergie. La preuve est semblable, dans les calculs, à celle des lemmes 2.10 et 2.11.
Commençons donc par établir une estimation d’énergie dans Xr,T (Td), 0 6 r 6 s, en
supposant toutes les variables apparaissant dans (2.10a) suffisamment régulières. Effectuons
le produit scalaire L2 de l’équation (2.10a) par w.
1
2
d
dt
‖w(t, ·)‖20 + 〈(u · ∇)w,w〉0 − 〈a∆w,w〉0 = 〈 f ,w〉0 . (Lem.2.13.i)
Calculons chacun des termes de (Lem.2.13.i). En intégrant par parties, on a :
|〈(u · ∇)w,w〉0| 6
|∇ · u|∞
2
‖w(t, ·)‖20 . (Lem.2.13.ii)
De même, le second terme peut s’écrire :
− 〈a∆w,w〉0 = −∑
i
∫
Td
awi∆wi dx = ∑
i
∫
Td
∇(awi) · ∇wi dx
= ∑
i
∫
Td
a|∇wi|2 dx+ ∑
i
∫
Td
wi∇a · ∇wi dx. (Lem.2.13.iii)
Sous l’hypothèse que a > a1, on a la minoration :
∑
i
∫
Td
a|∇wi|2 dx > a1
∫
Td
|∇w|2 dx.
Les deux résultats (Lem.2.13.ii-Lem.2.13.iii) donnent donc :
1
2
d
dt
‖w(t, ·)‖20 + a1‖∇w(t, ·)‖20
6
|∇ · u|∞
2
‖w(t, ·)‖20 + |∇a|∞‖w(t, ·)‖0‖∇w(t, ·)‖0 + 〈 f ,w〉0 . (Lem.2.13.iv)
On applique ensuite l’inégalité de Cauchy-Schwarz au dernier terme, puis l’inégalité de Young,
vraie pour tout ε > 0 :
αβ 6
1
2
(
εα2 +
1
ε
β2
)
(Lem.2.13.v)
aux deux derniers termes de (Lem.2.13.iv) (avec ε = a1) pour obtenir :
1
2
d
dt
‖w(t, ·)‖20 + a1‖∇w(t, ·)‖20
6
‖w(t, ·)‖20
2
(
|∇ · u|∞ + 1a1 |∇a|
2
∞ +
1
a1
)
+
a1
2
‖∇w(t, ·)‖20 +
a1
2
‖ f (t, ·)‖20 .
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On regroupe les termes en ∇w et on simplifie par 12 , ce qui donne, du fait que a1 < 1 :
a1
(
d
dt
‖w(t, ·)‖20 + ‖∇w(t, ·)‖20
)
6
d
dt
‖w(t, ·)‖20 + a1‖∇w(t, ·)‖20
6 ‖w(t, ·)‖20
(
|∇ · u|∞ + 1a1 |∇a|
2
∞ +
1
a1
)
+ a1‖ f (t, ·)‖20 ,
ce dont on déduit, par l’inégalité de Grönwall (cf. lemme 2.9) :
‖w(t, ·)‖20 + eξ¯0(t)
∫ t
0
e−ξ¯0(τ)‖∇w(τ, ·)‖20 dτ 6 eξ¯0(t)
(
‖w0‖20 +
∫ t
0
e−ξ¯0(τ)‖ f (τ, ·)‖20 dτ
)
,
avec ξ¯0 donnée par :
ξ¯0(t) =
1
a1
∫ t
0
(
|∇ · u|∞ + 1a1 |∇a|
2
∞ +
1
a1
)
dτ .
Comme précédemment pour l’équation d’advection, l’estimation reste vraie pour toute fonc-
tion ξ0 telle que ξ ′0 > ξ¯ ′0.
Considérons ensuite le cas r > 0. Pour ζ ∈ Nd tel que 0 < |ζ| = k 6 r, on applique
l’opérateur Dζ à l’équation (2.10). L’équation est alors du même type :(
∂
∂t
+ (u · ∇)
)
Dζw− a∆Dζw = f ζ , (Lem.2.13.vi)
où f ζ = D
ζ f + [Dζ , a]∆w− [Dζ , u · ∇]w. On applique l’inégalité différentielle (Lem.2.13.iv)
à l’équation (Lem.2.13.vi), ce qui donne :
1
2
d
dt
‖Dζw(t, ·)‖20 + a1‖∇Dζw(t, ·)‖
2
0
6
|∇ · u|∞
2
‖Dζw(t, ·)‖20 + |∇a|∞‖Dζw(t, ·)‖0‖∇Dζw(t, ·)‖0 + 〈 f ζ ,Dζw〉0 . (Lem.2.13.vii)
On s’intéresse au dernier terme du membre de droite dans (Lem.2.13.vii). On a, en intégrant
par parties dans la direction ej :3
|〈Dζ f ,Dζw〉0| 6 |〈Dζ−ej f ,Dζ+ejw〉0| 6 ‖Dζ−ej f‖0‖∇Dζw‖0 , (Lem.2.13.viii)
où j est tel que ζ j 6= 0, ce qui est possible car |ζ| 6= 0.4 Calculons ensuite le premier crochet
de Poisson dans f ζ , que l’on exprime à l’aide de la formule de Leibniz :
[Dζ , a]∆w = Dζ(a∆w)− aDζ∆w = ∑
γ6ζ
γ 6=0
(
ζ
γ
)
DγaDζ−γ∆w
=
d
∑
j=1
∑
γ6ζ−ej
(
ζ
γ + ej
)
Dγ(∂ja)D
ζ−γ−ej (∆w) .
3 On aurait pu appliquer Cauchy-Schwarz directement mais on souhaite ici abaisser autant que possible la
régularité de la donnée f . On verra plus loin que le terme en ∇w qui apparaît est à l’origine de l’introduction
de l’espace L2
(
[0, T],Hr+1).
4 Par exemple j = min
{
k ∈ {1, . . . , d} : ζk = min{ζl : ζl 6= 0}
}
.
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D’où, par l’inégalité de Cauchy-Schwarz et en utilisant le lemme 2.4, on obtient :
∣∣∣〈[Dζ , a]∆w,Dζw〉0∣∣∣ 6 ∥∥[Dζ , a]∆w∥∥0 ‖Dζw‖0
6
d
∑
j=1
∑
γ6ζ−ej
(
ζ
γ + ej
)
CMp(k− 1, |γ|, d) ‖∇a‖max(k−1,s0) ‖∆w‖k−1 ‖Dζw‖0
6 Cadv−d,2(ζ, d) ‖∇a‖max(k−1,s0) ‖∇w‖k ‖Dζw‖0 . (Lem.2.13.ix)
Exprimons ensuite le second crochet de Poisson de f ζ . Comme précédemment, on a :
(
[Dζ , u · ∇]w)i = ∑
j,p
∑
γ6ζ−ej
(
ζ
γ + ej
)
Dγ(∂jup)D
ζ−γ−ej (∂pwi) .
On en déduit en intégrant par parties que le produit scalaire concerné se récrit :
〈
[Dζ , u · ∇]w,Dζw〉0 = ∑
i,j,p
∑
γ6ζ−ej
(
ζ
γ + ej
)〈
Dγ(∂jup),D
ζ−γ−ej (∂pwi)Dζwi
〉
0
= − ∑
i,j,p,γ
γ6ζ−ej
(
ζ
γ + ej
)〈
Dγup, ∂j
(
Dζ−γ−ej (∂pwi)Dζwi
)〉
0
= − ∑
i,j,p,γ
γ6ζ−ej
(
ζ
γ + ej
) [〈
Dγup Dζ−γ−ej (∂j∂pwi),Dζwi
〉
0
+
〈
Dγup Dζ−γ−ej (∂pwi),Dζ(∂jwi)
〉
0
]
6 d2Cadv−d,2(ζ, d)‖u‖max(k−1,s0)
[
‖Dζw‖0‖∇w‖k + ‖Dζ∇w‖0‖∇w‖k−1
]
, (Lem.2.13.x)
en concluant avec Cauchy-Schwarz sur chaque produit scalaire et le lemme 2.4 pour les termes
de produit résultants. En injectant les diverses inégalités (Lem.2.13.viii) à (Lem.2.13.x) dans
(Lem.2.13.vii), on obtient, en omettant la dépendance en temps :
1
2
d
dt
‖Dζw‖20 + a1‖∇Dζw‖
2
0 6
|∇ · u|∞
2
‖Dζw‖20 + |∇a|∞‖Dζw‖0‖∇Dζw‖0
+ ‖Dζ−ej f‖0‖Dζ∇w‖0 + Cadv−d,2(ζ, d) ‖∇a‖max(k−1,s0) ‖∇w‖k ‖Dζw‖0
+ d2Cadv−d,2(ζ, d)‖u‖max(k−1,s0)
[
‖Dζw‖0‖∇w‖k + ‖Dζ∇w‖0‖w‖k
]
.
En sommant pour ζ ∈ Nd tel que |ζ| = k puis pour k ∈ {1, . . . , r} et enfin en additionnant
(Lem.2.13.iv), on obtient (en utilisant l’inégalité de Cauchy-Schwarz discrète) :
1
2
d
dt
‖w‖2r + a1‖∇w‖2r 6
|∇ · u|∞
2
‖w‖2r + |∇a|∞‖w‖r‖∇w‖r + ‖ f‖r−1‖∇w‖r
+ ‖ f‖0‖w‖0 + Cadv−d,2(r, d) ‖∇a‖max(r−1,s0) ‖∇w‖r ‖w‖r
+ 2d2Cadv−d,2(r, d) ‖u‖max(r−1,s0) ‖w‖r ‖∇w‖r .
(Lem.2.13.xi)
Cadv−d,2(r, d) est la norme euclidienne sur R[[1,r]]
d
du vecteur de composantes Cadv−d,2(ζ, d).
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On applique ensuite l’inégalité de Young (Lem.2.13.v) à chacun des termes. Il vient :
1
2
d
dt
‖w‖2r + a1‖∇w‖2r 6 ‖w‖2r
[ |∇ · u|∞
2
+
|∇a|2∞
2ε1
+
Cadv−d,2(r, d)2
2ε4
‖∇a‖2max(r−1,s0)
+
4d4Cadv−d,2(r, d)2
2ε5
‖u‖2max(r−1,s0) +
1
2ε3
]
+
ε1 + ε2 + ε4 + ε5
2
‖∇w‖2r +
(
ε3
2
+
1
2ε2
)
‖ f‖2r−1 .
On choisit ε3 = 1 et ε1 = ε2 = ε4 = ε5 =
a1
4
de sorte que ε1 + ε2 + ε3 + ε5 = a1. On simplifie
par 12 , puis on utilise l’inclusion de Sobolev Hmax(r−1,s0) ⊂ L∞ pour majorer |∇a|∞, ce qui
fournit :5
a1
(
d
dt
‖w‖2r + ‖∇w‖2r
)
6
(
1+
4
a1
)
‖ f‖2r−1 + ‖w‖2r
[
4
(
Csob
(
max(r− 1, s0), d
)2
+ Cadv−d,2(r, d)2
)
a1︸ ︷︷ ︸
Cadv−d,3(r,d,a1)
‖∇a‖2max(r−1,s0)
+ |∇ · u|∞ + 16d
4Cadv−d,2(r, d)2
a1
‖u‖2max(r−1,s0) + 1
]
. (Lem.2.13.xii)
Par l’inégalité de Grönwall, il vient :
‖w‖2r,T + eξ¯r(T )
∫
T
0
e−ξ¯r(τ)‖∇w(τ, ·)‖2r dτ
6 eξ¯r(T )
(
‖w0‖2r + Cadv−d,0(a1, d)
∫
T
0
e−ξ¯r(τ)‖ f (τ, ·)‖2r−1 dτ
)
,
où Cadv−d,0(a1, d) =
1
a1
+
4
a21
. Pour ce qui est de l’exposant, on peut prendre :
ξ¯r(t) =
1
a1
∫ t
0
(
|∇ · u|∞ + 16d
4Cadv−d,2(r, d)2
a1
‖u‖2max(r−1,s0)
+ Cadv−d,3(r, d, a1)‖∇a‖2max(r−1,s0) + 1
)
.
Cependant, avec u ∈ Xs−1,T (Td) et s > s0 + 2, on a ∇ · u ∈ Xs0,T (Td). D’où :
|∇ · u|∞ 6 Csob(s0, d)‖∇ · u‖s0 6 Csob‖u‖max(r−2,s0)+1
6 1+
C2sob‖u‖2max(r−2,s0)+1
4
. (Lem.2.13.xiii)
On peut donc prendre, en majorant dans (Lem.2.13.xii) :
ξ¯r(t) =
1
a1
∫ t
0
[(
16d4Cadv−d,2(r, d)2
a1
+
Csob(s0, d)2
4
)
‖u‖2max(r−2,s0)+1
+ Cadv−d,3(r, d, a1)‖∇a‖2max(r−1,s0) + 2
]
.
5 L’inégalité est vraie dans L2, car avec a ∈ Xs−1,T (Td), ‖∇a‖s−1 est bornée dans L2.
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En particulier, si r = s, avec s− 2 > s0, on a :
|||w|||2s,T 6 ‖w‖2s,T + eξ¯s(T )
∫
T
0
e−ξ¯s(τ)‖∇w(τ, ·)‖2s dτ
6 eξ¯s(T )
(
‖w0‖2s + Cadv−d,0(a1, d)
∫
T
0
e−ξ¯s(τ)‖ f (τ, ·)‖2s−1 dτ
)
, (Lem.2.13.xiv)
avec :
ξ¯s(t) = Cadv−d,1(s, d, a1)︸ ︷︷ ︸
1
a1
max
{
Cadv−d,3(s,d,a1),
16d4Cadv−d,2(s,d)2
a1
+
Csob (s0,d)
2
4 ,2
}×
∫ t
0
[
‖u‖2s−1 + ‖∇a‖2s−1 + 1
]
dτ.
On peut déduire de ce qui précède une estimation en norme Ws,T (Td) pour la so-
lution. En effet, si l’on souhaite garder une régularité identique pour w et f , on ma-
jore
〈
Dζ f ,Dζw
〉
0
par ‖Dζ f‖0‖Dζw‖0 au lieu de (Lem.2.13.viii), que l’on injecte dans
(Lem.2.13.xi). On choisit les paramètres εi de sorte que les termes en ‖∇w‖2s s’éliminent,
et on obtient :
‖w‖s,T 6 eη¯s(T )
(
‖w0‖s +
∫
T
0
e−η¯s(τ)‖ f (τ, ·)‖s dτ
)
, (Lem.2.13.xv)
où :
η¯s(t) =
1
2
∫ t
0
(
|∇ · u|∞ + 6d
4Cadv−d,2(s, d)2
a1
‖u‖2s−1 +
3
8
Cadv−d,3(s, d, a1)‖∇a‖2s−1
)
.
On se propose maintenant de prouver l’existence d’une solution de l’équation (2.10) par la
méthode de Galerkin. Pour cela, on utilise la base hilbertienne classique de l’espace L2(Td),
à savoir :
ϕm(x) = exp(2iπθm · x) ∈ C ∞(Td), avec θm ∈ Nd.
On vérifie facilement que la famille (ϕm) est orthogonale dans Hr(Td) pour tout r ∈ N. On
a en effet :
∀ u ∈ Hr(Td), 〈u, ϕm〉r =
 ∑
|α|6r
(2π)2|α|θ2αm
 〈u, ϕm〉0 .
On note Fk la projection orthogonale de L2(Td) sur Vk = Vect(ϕ1, . . . , ϕk). On déduit de ce
qui précède que (Fk)|Hr est la projection orthogonale de Hr(Td) sur Vk, et que Fk permute
avec les dérivées spatiales. On a de plus, pour tout r :
‖Fk( f )‖r 6 ‖ f‖r et ‖Fk( f )− f‖r 6 ‖ f‖r.
On considère alors le problème "discret" d’inconnue wk ∈ Vk :
∂wk
∂t
+ [Fk(u) · ∇]wk −Fk(a)∆wk = Fk( f ) ,
wk(t = 0, ·) = Fk(w0) .
(Lem.2.13.xvi)
Le fait que wk ∈ Vk implique une décomposition de la forme wki (t, x) =
k
∑
m=1
λi,m(t)ϕm(x).
Le système (Lem.2.13.xvi) n’est autre qu’un système linéaire d’équations différentielles ordi-
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naires d’inconnues λi,m. En effet, le produit scalaire L2 de l’EDP dans (Lem.2.13.xvi) par ϕm
donne pour m 6 k :
λ′i,m(t) +
k
∑
j=1
〈
[Fk(u) · ∇] ϕj −Fk(a)∆ϕj, ϕm
〉
0
λi,j(t) = 〈 f i, ϕm〉0 ,
λi,m(0) = 〈w0,i, ϕm〉0 .
(Lem.2.13.xvii)
On a utilisé le fait que 〈 f i, ϕm〉0 = 〈Fk( f i), ϕm〉0 + 〈 f i −Fk( f i)︸ ︷︷ ︸
∈V⊥k
, ϕm︸︷︷︸
∈Vk
〉0 = 〈Fk( f i), ϕm〉0.
Comme u, a et f sont dans C 0
(
[0,T ], L2(Td)
)
et comme ϕm ∈ C ∞(Td), la continuité
de l’opérateur de projection Fk garantit la continuité des coefficients de l’EDO linéaire
(Lem.2.13.xvii). On obtient par le théorème de Cauchy l’existence et l’unicité des solu-
tions λi,m ∈ C 1(0,T ) de (Lem.2.13.xvii), ce qui justifie, par construction, que wk ∈
C 1
(
[0,T ],Hr(Td)
)
pour tout r ∈ N.
Par ailleurs, on montre que la suite est uniformément bornée. Les coefficients de
(Lem.2.13.xvi) étant suffisamment réguliers, on peut appliquer l’estimation (Lem.2.13.xiv),
en remplaçant r par s, u par Fk(u), a par Fk(a) et f par Fk( f ). On utilise les majorations
des normes ‖Fk(∗)‖s−1, ce qui donne :
‖wk(t, ·)‖2s + eξ¯s(t)
∫ t
0
e−ξ¯s(τ)‖∇wk(τ, ·)‖2s dτ
6 eξ¯s(t)
(
‖w0‖2s + Cadv−d,0
∫ t
0
e−ξ¯s(τ)‖ f (τ, ·)‖2s−1 dτ
)
. (Lem.2.13.xviii)
On rappelle qu’ici s > s0 + 2.6 L’estimation (Lem.2.13.xviii) montre alors que la suite
(wk) est bornée dans L∞
(
[0,T ],Hs(Td)
)
∩ L2
(
[0,T ],Hs+1(Td)
)
. Or, d’après l’équation
(Lem.2.13.xvi), on a :∥∥∥∥∥ ∂wk∂t (t, ·)
∥∥∥∥∥
0
6
∥∥∥[{Fk(u) · ∇}wk −Fk(a)∆wk −Fk( f )] (t, ·)∥∥∥
0
6 |||u|||0,T |∇wk|∞ + |||a|||0,T |∆wk|∞ + ||| f |||0,T
6 Csob(s0, d)|||u|||0,T ‖∇wk‖s−2 + |||a|||0,T ‖∆wk‖s−2 + ||| f |||0,T .
On déduit de la note de bas de page 6 sur les injections de Sobolev et du caractère borné
de la suite (wk) que la suite (∂twk) est bornée dans L∞
(
[0,T ], L2(Td)
)
. Ceci prouve que la
suite (wk) est bornée et équicontinue7 dans C 0
(
[0,T ], L2(Td)
)
.
Le théorème d’Arzela-Ascoli assure alors l’existence d’une sous-suite de (wk), que l’on note
encore (wk), qui converge fortement dans C 0
(
[0,T ], L2(Td)
)
. De plus, cette sous-suite
converge faiblement dans L2
(
[0,T ],Hs+1(Td)
)
et faiblement−∗ dans L∞
(
[0,T ],Hs(Td)
)
car bornée dans ces deux espaces. Notons w ∈ Xs,T (Td) la limite faible−∗ de la sous-suite
dans chaque espace. Comme wk satisfait l’estimation (Lem.2.13.xviii), alors w vérifie bien
(Lem.2.13.xiv). On sait de plus que wk ∈ C 0
(
[0,T ], L2(Td)
)
vérifie :
wk(t, ·) = Fkw0 +
∫ t
0
[
−{Fk(u) · ∇}wk +Fk(a)∆wk +Fk( f )
]
(τ, ·) dτ
dans L2(Td). Or, a, u et f sont dans C 0
(
[0,T ], L2(Td)
)
et wk converge fortement vers w
6 Ce qui assure l’inclusion Hs−2 ⊂ L∞.
7 On rappelle que wk est dans C 1
(
[0,T ], L2(Td)
)
.
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dans cet espace. De plus, Fk(∗) converge vers ∗ dans L2. On en déduit que l’intégrande y est
uniformément borné et converge simplement vers −(u · ∇)w+ a∆w+ f . Par le théorème de
convergence dominée, w est solution de :
w(t, ·) = w0 +
∫ t
0
[−(u · ∇)w+ a∆w+ f ] (τ, ·) dτ .
Ceci implique que w vérifie :
∂w
∂t
= −(u · ∇)w+ a∆w+ f ,
w(t = 0, ·) = w0 .
Le membre de droite est dans Xs−2,T (Td), ce qui justifie que ∂w∂t ∈ Xs−2,T (T
d).
On conclut ce paragraphe par un lemme d’équivalence entre EDO et équation
d’advection-diffusion à données homogènes en espace.
Lemme 2.14
Pour p0 ∈ R et f ∈ C 0(R+), on introduit l’EDO :p′(t) = f (t),p(0) = p0. (2.11)
Si u est un champ de Xs0+1,T (Td) tel que u · ν|∂Ω = 0 dans un domaine Ω borné, alors quelle
que soit la constante κ > 0, toute solution régulière du système :
∂tp + u · ∇p− κ∆p = f (t),
∇p · ν|∂Ω = 0,
p(0, x) = p0,
(2.12)
est solution de (2.11).
Ce lemme est utilisé pour unifier le comportement (i.e. solutions d’équations d’advection-
diffusion) des variables Yi, T et p dans le cadre de l’étude sur la combustion (cf. §2.6) ou
simplement des variables T et p dans le cadre du système Dlmn.
Démonstration : La preuve repose sur l’estimation d’énergie associée à la variable ∇p pour p
vérifiant (2.12). L’existence et l’unicité de la solution de (2.12) est garantie par le lemme 2.13.
De plus, en appliquant l’opérateur ∇ à l’EDP, puis en appliquant le produit scalaire avec
∇p, il vient :
1
2
d
dt
‖∇p‖20 +
∫
Ω
∇u∇p · ∇p dx+
∫
Ω
u · ∇ |∇p|
2
2
dx− κ
∫
Ω
∇p · ∆∇p dx = 0.
On intègre par parties les deux derniers termes, ce qui fournit l’égalité :
1
2
d
dt
‖∇p‖20 = −
∫
Ω
∇u∇p · ∇p dx+
∫
Ω
(∇ · u) |∇p|
2
2
dx− κ
∫
Ω
(∆p)2 dx.
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Le dernier terme étant négatif, il vient :
1
2
d
dt
‖∇p‖20 6
[
|∇u|∞ + |∇ · u|∞2
]
‖∇p‖20.
On conclut avec le lemme de Grönwall et le fait que ‖∇p0‖0 = 0.
2.5.3 Équations elliptiques
On rappelle ici quelques résultats de régularité elliptique pour le laplacien et l’opérateur
de divergence. Voir par exemple [11, 21].
Lemme 2.15
Pour f ∈ Hs(Ω) et g ∈ Hs−1/2(∂Ω), sous la condition de compatibilité :∫
Ω
f (x) dx+
∫
∂Ω
g(x) dx = 0,
il existe une infinité de solutions dans Hs+2(Ω), égales entre elles à une constante additive
près, à l’équation de Laplace-Neumann :−∆φ = f ,∇φ · ν|∂Ω = g,
et vérifiant l’estimation :
‖∇φ‖s+1 6 Cell(s, d,Ω)
(
‖ f ‖s,Ω + ‖g‖s−1/2,∂Ω
)
.
On présente ensuite un résultat particulier pour l’équation vérifiée par la pression dans
le système de Navier-Stokes incompressible. Ce résultat a été prouvé dans [36], mais on
clarifie certains points ici.
Lemme 2.16 (Lemme 3.4, [36])
Soient ρ ∈ Ws,∞(Td) (vérifiant pour tout x ∈ Td ρ1 6 ρ(x) 6 ρ−11 , avec ρ1 ∈ ]0, 1[), et
f ∈ Hs−1(Td). On suppose de plus que f vérifie l’équation de compatibilité :∫
Td
f (x) dx = 0 . (2.13a)
Alors l’unique solution de moyenne nulle de :
∇ ·
(
ρ−1∇π
)
= f . (2.13b)
appartient à Hs+1(Td) et satisfait les inégalités suivantes, pour tout s > 1 :
‖ρ−1∇π‖s 6 Cell,1(s, d)‖ f ‖s−1 , (2.13c)
‖∇π‖s 6 Cell,2(s, d, ρ, ρ1)‖ρ f ‖s−1 . (2.13d)
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Démonstration : On sait de manière classique que sous l’hypothèse de compatibilité (2.13a)
pour f ∈ L2(Td), il existe une unique solution π ∈ H1 (à une constante additive près) au
système (2.13b). On peut en particulier choisir la constante de sorte que π soit d’intégrale
nulle. L’inégalité de Poincaré-Wirtinger fournit donc :
‖π‖0 6 CPW‖∇π‖0 .
Démontrons tout d’abord une estimation dans L2. La formulation variationnelle associée à
l’EDP (2.13b), i.e. :
∀ φ ∈ H1, −
∫
Td
ρ−1(x)∇π · ∇φ dx =
∫
Td
f (x)φ(x) dx ,
donne pour le cas particulier φ = π, avec ρ1 6 ρ−1 6 ρ−11 :
ρ1‖∇π‖20 6
∫
Td
ρ−1(x)|∇π|2 dx = −
∫
Td
ρ−1(x)ρ(x) f (x)π(x) dx 6 ρ−11 ‖ρ f ‖0‖π‖0.
Par l’inégalité de Poincaré-Wirtinger, il vient :
‖∇π‖0 6 CPW(d)
ρ21
‖ρ f ‖0 . (Lem.2.16.i)
Prouvons maintenant la majoration (2.13d), la majoration (2.13c) étant classique (régularité
elliptique). Pour s > 1, π ∈ Hs+1 et l’équation (2.13b) est équivalente à la suivante :
∆π = ∇(ln ρ) · ∇π + ρ f .
On a alors l’estimation de régularité elliptique (cf. lemme 2.15) :
‖∇π‖s 6 Cell(s, d)‖∇(ln ρ) · ∇π + ρ f ‖s−1 . (Lem.2.16.ii)
Dans le cas s = 1, on a :
‖∇(ln ρ) · ∇π‖0 6 ‖∇(ln ρ)‖∞‖∇π‖0 .
On obtient (2.13d) en combinant cette dernière inégalité avec (Lem.2.16.i). La constante ap-
paraissant dans (2.13d) est alors :
Cell,2(s = 1, d, ρ, ρ1) = Cell(1, d)
(
CPW
ρ21
‖∇(ln ρ)‖∞ + 1
)
.
Dans les cas s > 1, on utilise l’inégalité de Moser (2.1) et l’inégalité d’interpolation
(cf. lemme 2.5) :
‖∇(ln ρ) · ∇π‖s−1 6 CM(s− 1, d)‖∇(ln ρ)‖max(s−1,s0)‖∇π‖s−1
6 CM(s− 1, d)‖∇(ln ρ)‖max(s−1,s0)‖∇π‖1/s0 ‖∇π‖1−1/ss
6 ε‖∇π‖s
+
CM(s− 1, d)s
s
‖∇(ln ρ)‖smax(s−1,s0)
(
s− 1
εs
)s−1 CPW(d)
ρ21
‖ρ f ‖s−1.
Cette inégalité est vraie pour tout ε > 0, par l’inégalité de Young.8
8 Qui prend la forme ici pour tous a, b et ε strictement positifs : αβ 6
αp
p(qε)p/q
+ εβq, p = s et q =
s
s− 1 .
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En prenant par exemple ε =
1
2Cell(s, d)
, on obtient (2.13d) en insérant cette dernière majora-
tion dans (Lem.2.16.ii), avec :
Cell,2(s, d)
= 2Cell(s, d)
[
1+
CM(s− 1, d)s
s
‖∇(ln ρ)‖smax(s−1,s0)
(
2Cell(s, d)
s− 1
s
)s−1 CPW(d)
ρ21
]
.
2.5.4 Système de Navier-Stokes incompressible linéarisé
On utilise les résultats précédents pour obtenir l’existence et l’unicité de la solution dans le
cas du système complet avec vitesse et pression en incompressible (l’opérateur de convec-
tion est celui associé au champ u supposé connu, faisant disparaître la non-linéarité clas-
sique de Navier-Stokes) :
Proposition 2.3 (Lemme 3.7, [36])
Soient w0 ∈ Hs(Td), f ∈ Xs−2,T (Td), u ∈ Xs−1,T (Td), ρ ∈ Xs−1,T (Td), ρ1 ∈ ]0, 1[ et
Re > 0. On suppose ici s > s0 + 2, ∇ ·w0 = 0 et ρ1 6 ρ(t, x) 6 ρ−11 sur [0,T ]×Td. Alors
il existe une unique solution classique (w,∇π) ∈ Xs,T (Td)×Xs−2,T (Td) au problème :
ρ
(
∂w
∂t
+ (u · ∇)w
)
− 1
Re
∆w+∇π + f = 0 , (2.14a)
∇ ·w = 0 , (2.14b)
w(0, ·) = w0 . (2.14c)
Pour démontrer la proposition 2.3, on s’appuie sur deux lemmes,9 dont on donne les
démonstrations en insistant sur la rigueur des calculs et des estimations.
On commence par démontrer l’équivalence suivante. On rappelle que que P et Q sont
les projecteurs de Leray (cf. §2.2) et que le domaine de travail est ici Td, ce qui justifie
l’absence de termes de bord dans les intégrations par parties. De plus, on peut alors
permuter les projecteurs de Leray avec les dérivées spatiales et temporelles.
Lemme 2.17
Le système (2.14) est équivalent au système annexe suivant :

∂w
∂t
+ (u · ∇)w = 1
ρRe
∆w−P
(
1
ρ
(∇π + f )
)
+Q((u · ∇)Pw)−Q( 1
ρRe
∆Pw
)
, (2.15a)
∇ ·
(
1
ρ
∇π
)
= − t∇u :: ∇Pw−∇ ·
(
1
ρ
f
)
+
1
Re
∇
(
1
ρ
)
· ∆Pw, (2.15b)
w(0, ·) = w0. (2.15c)
9 La démonstration débute à la page 60.
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Démonstration : Démontrons tout d’abord l’implication (2.14) =⇒ (2.15). On applique l’opérateur
P à l’équation (2.14a) préalablement divisée par ρ. Ainsi, en utilisant l’identité P = Id−Q,
on obtient :
(Id−Q)
(
∂w
∂t
+ (u · ∇)w
)
=
1
ρRe
∆w−Q
(
1
ρRe
∆w
)
−P
(
1
ρ
(∇π + f )
)
. (Lem.2.17.i)
Or, l’équation (2.14b) donne les relations :
Pw = w et Qw = 0 . (Lem.2.17.ii)
La régularité supposée de w fournit alors :
Q ∂w
∂t
=
∂Qw
∂t
= 0.
On remplace enfin w par Pw dans les deux termes de projection sur le champ de gradients
dans (Lem.2.17.i) pour obtenir (2.15a).
De la même manière, en appliquant l’opérateur divergence à l’équation (2.14a) divisée par
ρ, on obtient, toujours en tenant compte de (Lem.2.17.ii) :
∇ ·
(
1
ρ
(∇π + f )
)
= ∇ ·
(
1
ρRe
∆w− Dw
Dt
)
= ∇ ·
(
1
ρRe
∆Pw− (u · ∇)Pw
)
.
(Lem.2.17.iii)
On déduit alors de (Lem.2.17.iii) l’équation (2.15b), en tenant compte des identités :
∇ · ((u · ∇)Pw) = u · ∇(∇ · Pw) + t∇u :: ∇Pw = t∇u :: ∇Pw ,
∇ ·
(
1
ρ
∆Pw
)
= ∇
(
1
ρ
)
· ∆Pw+ 1
ρ
∆(∇ · Pw) = ∇
(
1
ρ
)
· ∆Pw .
(Lem.2.17.iv)
Démontrons ensuite l’implication (2.15) =⇒ (2.14).On récrit tout d’abord l’équation (2.15a) sous
les formes suivantes, en décomposant w = Pw+Qw et en utilisant Id−Q = P :
∂w
∂t
+ (u · ∇)w− 1
ρRe
∆w+
1
ρ
(∇π + f )
= Q
(
(u · ∇)Pw− 1
ρRe
∆Pw+ 1
ρ
(∇π + f )
)
, (Lem.2.17.v)
∂w
∂t
= −P
(
(u · ∇)Pw− 1
ρRe
∆Pw+ 1
ρ
(∇π + f )
)
− (u · ∇)Qw+ 1
ρRe
∆Qw.
(Lem.2.17.vi)
Le produit scalaire L2(Td) de l’équation (Lem.2.17.vi) par Qw fournit l’égalité suivante, en
tenant compte du fait que 〈P∗,Q⋆〉0 = 0 : 10
〈∂tw,Qw〉0 = −〈(u · ∇)Qw,Qw〉0 + 1Re 〈ρ
−1∆Qw,Qw〉0 .
Traitons chacun des termes de l’égalité précédente :
〈∂tw,Qw〉0 = 〈∂t(Pw+Qw),Qw〉0 = 〈P∂tw,Qw〉0 + 〈∂tQw,Qw〉0 = 12
d
dt
‖Qw‖20,Ω .
10 La décomposition de Leray est orthogonale.
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On intègre ensuite par parties le second terme :
−〈(u · ∇)Qw,Qw〉0 = −12
∫
Td
u · ∇|Qw|2 dx =
∫
Td
∇ · u
2
|Qw|2 dx 6 |∇ · u|∞
2
‖Qw‖20,Ω .
On intègre également par parties le dernier terme de l’égalité :11
〈ρ−1∆Qw,Qw〉0 = −
∫
Td
(
1
ρ
|∇Qw|2∗ − 〈 t∇Qw(Qw),∇(ρ−1)〉
)
dx . (Lem.2.17.vii)
L’inégalité de Cauchy-Schwarz pour le produit scalaire matriciel donne le résultat suivant :
〈Ax, y〉 = A :: (x ty) 6 1
2
(
α|A|2∗ +
1
α
‖x‖2 ‖y‖2
)
.
pour tout réel α > 0. En appliquant cette inégalité pour le dernier terme dans (Lem.2.17.vii),
on obtient, avec ∇(ρ−1) = −ρ−1∇(ln ρ) et pour tout α > 0 :
−
∫
Td
〈 t∇Qw(Qw),∇(ρ−1)〉 dx 6 ρ1
2
∫
Td
(
α|∇Qw|2∗ +
1
α
|Qw|2|∇(ln ρ)|2
)
dx .
On obtient finalement l’estimation à partir des trois termes exprimés :
1
2
d
dt
‖Qw‖20,Ω 6
( |∇ · u|∞
2
+
ρ1|∇(ln ρ)|2∞
2α
)
‖Qw‖20,Ω +
ρ1
2
(α− 2)‖∇Qw‖20,Ω .
Ainsi, pour α = 2, sachant que Qw0 = 0, on obtient Qw = 0 après application de l’inégalité
de Grönwall. Ainsi, w satisfait (2.14b). On en déduit de plus que Pw = w et l’équation
(2.15b) peut se récrire grâce aux égalités (Lem.2.17.iv) :
∇ ·
(
(u · ∇)w− 1
ρRe
∆w+
1
ρ
(∇π + f )
)
= 0 ,
ce qui implique que l’image de la parenthèse par Q est nulle. Combiné à l’équa-
tion (Lem.2.17.v), ce résultat permet de retrouver (2.14a).
Le second lemme concerne des estimations de Sobolev pour le projecteur de Leray sur
l’espaces des gradients :
Lemme 2.18 (Lemme A.1, [36])
Si w et u sont dans Hs(Td,Rn) avec s > s0 + 1, alors Q
(
(u · ∇)Pw) ∈ Hs(Td,Rn) et :
∥∥Q((u · ∇)Pw)∥∥s 6 CQ,1‖u‖s ‖Pw‖s .
De même, pour a ∈ Hs−1(Td,R) et w ∈ Hs(Td,Rn) avec s > s0 + 2, alors Q(a∆Pw) ∈
Hs−1(Td,Rn) et :
‖Q(a∆Pw)‖s−1 6 CQ,2‖∇a‖s−2 ‖Pw‖s .
Démonstration : La preuve repose sur les résultats de régularité elliptique (cf. lemme 2.15).
En effet, en posant ∇φ1 = Q
(
(u · ∇)Pw) et ∇φ2 = Q(a∆Pw), on a d’après les égali-
tés (Lem.2.17.iv), sachant que ∇ · Q⋆ = ∇ · ⋆ : ∆φ1 = t∇u :: ∇Pw et ∆φ2 = ∇a · ∆Pw.
On applique ensuite l’inégalité de type Moser (2.1) pour majorer les seconds membres. On a
CQ,1 = Cell(s− 1, d)CM(s− 1, d) et CQ,2 = Cell(s− 2, d)CM(s− 2, d).
11 ∇Qw est la jacobienne deQw et |A|2∗ = Tr( tAA) = A :: A désigne la norme matricielle usuelle surM2(R).
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On revient maintenant à la proposition 2.3.
Démonstration : On applique ici la méthode des approximations successives, à savoir, partant
d’un état w(0) = w0 et ∇π(0) = 0, on construit (wk+1,∇π(k+1)) en résolvant le système :
∂w(k+1)
∂t
+ (u · ∇)w(k+1) − 1
ρRe
∆w(k+1) = J(k) ,
∇ ·
(
1
ρ
∇π(k+1)
)
= − t∇u :: ∇Pw(k) −∇ ·
(
1
ρ
f
)
+∇
(
1
ρ
)
· ∆Pw
(k)
Re
,
w(k+1)(0, ·) = w0 ,
(Prop.2.3.i)
où :
J(k) = −P
(
1
ρ
(∇π(k+1) + f )
)
+Q((u · ∇)Pw(k))−Q( 1
ρRe
∆Pw(k)
)
.
On vérifie tout d’abord que le second membre de l’équation elliptique dans (Prop.2.3.i) ap-
partient à Xs−3,T (Td). En effet, par le corollaire 2.3, 1ρ f ∈ Xs−2,T (T
d), puis, par le co-
rollaire 2.2, ∇ ·
(
1
ρ
f
)
∈ Xs−3,T (Td). On procède de même pour les autres termes. On
applique ensuite le lemme 2.16 pour obtenir l’existence de ∇π(k+1) dans Xs−2,T (Td).
On peut ensuite montrer que J(k) ∈ Xs−2,T (Td), en utilisant les corollaires 2.2 et 2.3 ainsi
que le lemme 2.18. Toutes les hypothèses du lemme 2.13 sont ainsi vérifiées et on obtient
l’existence de w(k+1) ∈ Xs,T (Td). Le schéma itératif est donc bien défini.
On vérifie par ailleurs que w(k+1) −w(k) et ∇π(k+1) −∇π(k) sont solutions du système :
D
Dt
(
w(k+1) −w(k)
)
− 1
ρRe
∆
(
w(k+1) −w(k)
)
= J(k) − J(k−1),
∇ ·
(
1
ρ
∇
(
π(k+1) − π(k)
))
= − t∇u :: ∇P
(
w(k) −w(k−1)
)
+
1
Re
∇
(
1
ρ
)
· ∆P
(
w(k) −w(k−1)
)
,(
w(k+1) −w(k)
)
(t = 0, ·) = 0.
(Prop.2.3.ii)
Des lemmes 2.3 et 2.16, on déduit les estimations12 pour tout t ∈ [0,T ] et σ ∈ {s− 2, s− 1} :
∥∥∥∇π(k+1) −∇π(k)∥∥∥
σ
(t) 6 Cell,2(σ, d)
(
C2M‖ρ‖s−2‖∇u‖s−2
∥∥∥∇P (w(k) −w(k−1))∥∥∥
σ−1
+
CM
Re
‖∇(ln ρ)‖s−2
∥∥∥∆P (w(k) −w(k−1))∥∥∥
σ−1
)
6 Cnsi,1(s, d,Re)
[
‖ρ‖s−1,T ‖u‖s−1,T + ‖ln ρ‖s−1,T
] ∥∥∥w(k) −w(k−1)∥∥∥
s
(t) .
(Prop.2.3.iii)
On en déduit la majoration :∣∣∣∣∣∣∣∣∣∇π(k+1) −∇π(k)∣∣∣∣∣∣∣∣∣
s−2,T 6 Cnsi,2(s, d,Re, ρ, u)
∣∣∣∣∣∣∣∣∣w(k) −w(k−1)∣∣∣∣∣∣∣∣∣
s,T
. (Prop.2.3.iv)
12 Les indices des normes ne sont pas optimaux. s− 2 suffirait pour chaque norme dans (Prop.2.3.iii), mais on
choisit ici de faire apparaître la régularité exacte de chaque variable, en tenant compte des injections continues
Hs ⊂ Hs−1 ⊂ Hs−2.
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On applique ensuite l’inégalité d’énergie pour les solutions d’équation d’advection-diffusion
(lemme 2.13) à w(k+1) −w(k) solution de (Prop.2.3.ii) :
∀ t ∈ [0,T ],
∥∥∥w(k+1) −w(k)∥∥∥2
s
(t) 6 Cadv−d,0(s, d)eξˆs(t)
∫ t
0
∥∥∥J(k) − J(k−1)∥∥∥2
s−1 (τ) dτ .
Or, en utilisant le lemme 2.18, on a la majoration :
∫ t
0
∥∥∥J(k) − J(k−1)∥∥∥2
s−1 (τ) dτ 6 3C
2
M
∥∥∥ρ−1∥∥∥2
s−1,T
∫ t
0
∥∥∥∇π(k+1) −∇π(k)∥∥∥2
s−1 (τ) dτ
+ 3
(
C2Q,1‖u‖2s−1,T +
C2Q,2
Re2
∥∥∥ρ−1∥∥∥2
s−1,T
) ∫ t
0
∥∥∥w(k) −w(k−1)∥∥∥2
s
(τ) dτ .
En utilisant la majoration (Prop.2.3.iii) dans les deux inégalités précédentes, on aboutit à la
récurrence :
∀ t ∈ [0,T ],
∥∥∥w(k+1) −w(k)∥∥∥2
s
(t) 6 Cnsi,3
∫ t
0
∥∥∥w(k) −w(k−1)∥∥∥2
s
(τ) dτ
6 Cnsi,3 t
∥∥∥w(k) −w(k−1)∥∥∥2
s,T
.
Or, l’estimation d’énergie fournit également la majoration pour tout t ∈ [0,T ] :
∫ t
0
∥∥∥∇w(k+1) −∇w(k)∥∥∥2
s
(τ) dτ 6 Cadv−d,0
∫ t
0
∥∥∥J(k) − J(k−1)∥∥∥2
s−1 (τ) dτ
6 Cnsi,4 t
∥∥∥w(k) −w(k−1)∥∥∥2
s,T
,
par le même raisonnement que précédemment. Finalement, en sommant et en itérant, on
obtient : ∣∣∣∣∣∣∣∣∣w(k+1) −w(k)∣∣∣∣∣∣∣∣∣2
s,T
6 2
(Cnsi,5T )k
k!
∣∣∣∣∣∣∣∣∣w(1) −w(0)∣∣∣∣∣∣∣∣∣
s,T
,
ce qui justifie la convergence de la série de terme général
∣∣∣∣∣∣∣∣∣w(k+1) −w(k)∣∣∣∣∣∣∣∣∣
s,T
puis la conver-
gence dew(k) dans Xs,T (Td). De la même manière, ce dernier résultat couplé avec l’inégalité
(Prop.2.3.iv) prouve la convergence de la suite ∇π(k) dans Xs−2,T (Td). Comme l’espace des
champs de gradients est fermé, la limite est de la forme ∇π.
2.6 Combustion à bas Mach
De nombreuses études ont été menées sur des systèmes d’équations aux dérivées par-
tielles dans le but de prouver l’existence de solutions classiques. Une technique devenue
classique consiste à linéariser le système afin de construire un système itératif (itérées de
Picard) convergeant vers la solution du problème.
On rappelle dans cette partie les travaux de Embid qui ont largement inspiré la présente
étude.Majda puis Embid ont étudié un système modélisant les phénomènes de combustion
à bas nombre de Mach et à M espèces de type gaz parfaits [35, 36, 59]. Ce système présente
des similitudes avec le système Dlmn, tant mathématiques que physiques, ce qui justifie
l’intérêt qui lui est porté. Ce paragraphe est à but informatif et ne contient aucun résultat
nouveau, même si l’écriture est parfois différente par rapport aux travaux de Embid, afin
de mettre en valeur les points communs avec le système Dlmn.
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2.6.1 Modèle
Le système, de type Navier-Stokes compressible, utilisé pour la modélisation, s’écrit sous
forme non conservative :
Dtp + γp∇ · u = γ− 12λ2Re µ2 σ :: σ +
γ− 1
Pr Re
Γ
Γ− 1∆T
+ ρ
M−1
∑
i=1
γ− 1
Pr · Re
Γ
Γ− 1
cP,i − cP,M
Lei
∇T · ∇Yi
+
M−1
∑
i=1
γT
Pr · Re · Lei
(
1
Wi
− 1
WM
)
∇ · (ρ∇Yi)
+
M−1
∑
i=1
[
γT
(
1
Wi
− 1
WM
)
− (γ− 1) Γ
Γ− 1 (hi − hM)
]
Φi ,
ρDtu+ λ2∇p = 1
µRe
∇ · σ ,
ρcpDtT =
Γ− 1
2λ2Re Γ
σ :: σ +
1
Pr · Re∆T + ρ
M−1
∑
i=1
cP,i − cP,M
Pr · Re · Lei∇T · ∇Yi
+
Γ− 1
Γ
Dtp−
M−1
∑
i=1
(hi − hM)Φi ,
ρDtYi =
1
Pr Re Lei
∇ · (ρ∇Yi) + Φi ,
où les variables classiques p, u, T, ρ, de pression, vitesse, température et densité sont
adimensionnées, et l’opérateur Dt désigne l’opérateur agrangien usuel ∂t + (u · ∇). Les
constantes classiques qui apparaissent dans le système sont le nombre de Reynolds Re
(rapport entre forces d’inertie et forces visqueuses), le nombre de Prandt Pr (rapport entre
diffusivités cinématique et thermique) et le nombre de Lewis Le (rapport entre diffusivités
massique et thermique). On retrouve également les variables thermodynamiques γ, Γ, cp
comme dans le système Dlmn, ainsi que la masse moléculaire Wi. σ est le tenseur de
contraintes de Cauchy, µ étant le coefficient de viscosité supposé constant dans tout le
mélange. Enfin, Yi, hi et Φi désignent respectivement la fraction massique de l’espèce i,
l’enthalpie et le terme source de réaction chimique. L’espèce M est supposée largement
majoritaire dans le mélange. On simplifie alors le système au moyen d’un développement
asymptotique par rapport au paramètre :
λ =
1
M√Γ , oùM est le nombre de Mach.
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Pour alléger les notations, on récrit le système précédent sous la forme :13

Dtp + γp∇ · u = α
σ
λ2
σ :: σ + G(p, T,Y) ,
ρDtu+ λ2∇p = 1
µRe
∇ · σ ,
ραcpDtT =
ασ
λ2
σ :: σ + αT∆T + ραT
M−1
∑
i=1
κi∇T · ∇Yi + (γ− 1)Dtp +
M−1
∑
i=1
ηiΦi ,
ρDtYi = αYi ∇ · (ρ∇Yi) + Φi ,
(2.16)
avec :
G(p, T,Y) = αT∆T + ραT
M−1
∑
i=1
κi∇T · ∇Yi + T
M−1
∑
i=1
αYi α
Φ
i ∇ · (ρ∇Yi) +
M−1
∑
i=1
[
TαΦi + ηi
]
Φi,
et :
ασ(Y) =
γ(Y)− 1
2Re µ2
, αT(Y) =
γ(Y)− 1
Γ− 1
Γ
Pr Re
, αYi =
1
Pr Re Lei
,
αΦi (Y) = γ(Y)
(
1
Wi
− 1
WM
)
, αcp(Y) = cp(Y)
γ(Y)− 1
Γ− 1 Γ, κi =
cP,i − cP,M
Lei
,
ηi(T,Y) = −γ(Y)− 1
Γ− 1 Γ(hi − hM).
On effectue un développement asymptotique par rapport au paramètre λ≫ 1 (du fait que
le nombre de Mach est supposé très faible). On obtient tout d’abord le fait que le champ
de pression (à l’ordre 0) est homogène en espace, ce qui est classique dans les approches
bas Mach. On obtient donc, à partir du système (2.16), une EDO pour la pression :
p′(t) = H(t) :=
∫
Ω
γ−1(t, x)G(p, T,Y)(t, x) dx∫
Ω
γ−1(t, x) dx
, (2.17a)
une équation de réaction - diffusion pour la température :
ραcpDtT − αT∆T Ω= ραT
M−1
∑
i=1
κi∇T · ∇Yi + (γ− 1)H(t) +
M−1
∑
i=1
ηiΦi ,
∇T · ν ∂Ω= 0 ,
(2.17b)
ainsi que pour les fractions massiques :
ρDtYi − αYi ρ∆Yi Ω= αYi ∇ρ · ∇Yi + Φi ,
∇Yi · ν ∂Ω= 0 ,
(2.17c)
13 Y = (Y1, . . . ,YM−1).
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une équation elliptique pour la partie potentielle du champ de vitesse (en utilisant la
décomposition de Leray u = w+∇φ) :
∆φ
Ω
=
1
γp
[G(p, T,Y)−H(t)] ,
∇φ · ν ∂Ω= 0 ,
(2.17d)
et enfin un système de type Navier-Stokes incompressible pour la partie solénoïdale :

ρDtw− 1Re∆w
Ω
= −∇π − ρDt∇φ ,
∇ ·w Ω= 0 ,
w · ν ∂Ω= 0 ,
w ∧ ν ∂Ω= −∇φ ∧ ν .
(2.17e)
En se plaçant dans le cas des gaz parfaits, les variables ρ, hi et cp sont déterminées par les
relations :
ρ =
p
T
[
M
∑
i=1
Yi
Wi
]−1
, (2.18a)
hi = cP,iT + h
0
i , cp =
M
∑
i=1
Yicp,i , cV =
M
∑
i=1
YicV,i , (2.18b)
où, pour chaque fluide i, les capacités calorifiques sont données par :
cp,i =
R
Wi
γi
γi − 1
Γ− 1
Γ
et cV,i =
R
Wi
1
γi − 1
Γ− 1
Γ
. (2.18c)
On peut alors déterminer la loi d’évolution de γ =
cp
cV
> 1 car γi > 1.
Les relations (2.18) ne sont pas utilisées dans la suite en tant que telles, mais per-
mettent de justifier que ρ, cp et γ ont la même régularité que T, p et Yi, tant que p et T
sont strictement positives.
Le système (2.17) est complété par les conditions initiales suivantes. La pression est
initialement constante dans le domaine Ω :
p(0) ≡ p0 . (2.19a)
On se donne également des états initaux pour la température et les fractions massiques :
T(0, x) = T0(x) , (2.19b)
Yi(0, x) = Yi,0(x) . (2.19c)
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De même, la vitesse initiale se décompose sous la forme :
u(0, x) Ω= u0(x) = w0(x) +∇φ0(x) , (2.19d)
∇ ·w0 Ω= 0 , w0 · ν ∂Ω= 0 , (2.19e)
∆φ0
Ω
=
1
γ(Yi,0)p0
[G(p0, T0,Y0)−H(p0, T0,Y0)] , ∇φ0 · ν ∂Ω= 0 , (2.19f)
w0 ∧ ν ∂Ω= −∇φ0 ∧ ν . (2.19g)
On introduit enfin la notation vectorielle θ = (p, T,Y1, . . . ,YM−1) ainsi que le domaine
des contraintes Θ portant sur ce vecteur :
Θ =
{
θ = (p, T,Y1, . . . ,YM−1) ∈ RM+1 : p > 0, T > 0, Yi > 0 et
M−1
∑
i=1
Yi < 1
}
.
Un cas simplifié
Le premier cas traité est celui des fluides non visqueux, pour lesquels µ = 0, αT = 0 et
αYi = 0 (ce qui correspond par exemple à un cas Re → +∞ à Pr constant). Cela permet
de négliger tous les termes différentiels d’ordre 2 (∆T, ∆Yi et ∆w) dans les équations
d’advection-diffusion (qui deviennent alors de simples équations d’advection) et donc
d’éviter les termes de bord dans les intégrations par parties. Le système se résume alors
à : 
p′(t) = H(t),
ρcpDtT =
Γ− 1
Γ
H(t)−∑i(hi − hM)Φi,
ρDtYi = Φi,
ρDtw = −∇π − ρDt∇φ,
∇ ·w = 0,
∆φ =
G −H(t)
γp
,
(2.20)
avec :
G(p, T,Y) = ∑
i
[
γT
(
1
Wi
− 1
WM
)
− γ− 1
Γ− 1Γ(hi − hM)
]
Φi.
Embid démontre le résultat suivant, dans le cas d’un domaine Ω borné et régulier :
Théorème 2.3 ([35])
Soient, pour s > d2 + 1, θ0 et u0 dans Hs(Ω). On suppose que pour presque tout x ∈ Ω,
θ0(x) ∈ G0 avec G0 compact dans Θ, et que u0 ∈ Hs(Ω) vérifie les conditions initales
(2.19). Alors, il existe T > 0 tel que le système (2.20) admette une unique solution régulière
(θ, u,∇π) avec :
• θ et v dans C1([0,T ], L2(Ω)) ∩ L∞([0,T ],Hs(Ω)) ∩ Lip([0,T ],Hs−1(Ω)) ;
• ∇π dans C0([0,T ], L2(Ω)) ∩ L∞([0,T ],Hs(Ω)).
De plus, pour tout x ∈ Ω et tout t ∈ [0,T ], θ(t, x) ∈ G0 ∩Θ.
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Ce cas purement théorique permet de travailler dans un domaine Ω quelconque, avec
une régularité équivalente pour θ et u. Il sert de préliminaires à l’étude du système com-
plet. L’indice s est ici entier, même si cela n’est pas dit explicitement. La preuve utilise des
conditions de signe sur Φi en fonction de Yi. Le résultat repose sur les différents lemmes
et propositions énoncés dans les paragraphes précédents pour l’équation d’advection.
2.6.2 Théorème d’existence et d’unicité pour le modèle de combustion
On considère cette fois-ci le modèle complet (2.17). Dans le but encore une fois d’éviter
tout terme de bord dans les estimations d’énergie (cf. lemme 2.13), on se place dans le
cadre des conditions aux limites périodiques en prenant Ω = Td. Le résultat est le suivant :
Théorème 2.4 (Théorème 2.1, [36])
Soient, pour s > s0 + 1, θ0 ∈ Hs+1(Td) tel que pour presque tout x ∈ Td, θ0(x) ∈ G0 avec
G0 compact dans Θ, et u0 ∈ Hs(Td) vérifiant les conditions initales (2.19). Alors, il existe un
ouvert borné G1 tel que G0 ⊂ G1 et T = T (s,G1, ‖θ0‖s, ‖u0‖s) > 0 tels que le problème
(2.17) admette une unique solution régulière (θ, u,∇π) avec :
• θ ∈ Xs+1,T (Td) et ∂θ∂t ∈ Xs−1,T (T
d) ;
• u ∈ Xs,T (Td) et ∂u∂t ∈ Xs−2,T (T
d) ;
• ∇π ∈ Xs−2,T (Td).
De plus, pour tout x ∈ Td et tout t ∈ [0, T], θ(t, x) ∈ G1 ∩ G.
La preuve utilise cette fois-ci les résultats sur les équations d’advection-diffusion, appli-
qués au système itératif constitué des conditions initiales :
θk=0(t, x) = θ0(x) , (2.21a)
uk=0(t, x) = u0(x) . (2.21b)
puis, des équations sur θk+1 :
dpk+1
dt
= Hk(t) :=
∫
Td
γ−1(Yk)G(θk) dx∫
Td
γ−1(Yk) dx
,
pk+1(0) = p0 ,
(2.21c)

(ραcP)(θk)Dkt T
k+1 − αT(θk)∆Tk+1
= ραT(θk)
M−1
∑
i=1
κi∇Tk · ∇Yki + (γ− 1)Hk(t) +
M−1
∑
i=1
ηi(θ
k)Φi(θ
k) ,
Tk+1(0, x) = T0(x) ,
(2.21d)

ρ(θk)DktY
k+1
i − αYi ρ(θk)∆Yk+1i = αYi ∇ρ(θk) · ∇Yki + Φi(θk) ,
Yk+1i (0, x) = Yi,0(x) ,
(2.21e)
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et enfin sur ∇φk+1 :
∆φk+1 =
1
γ(Yk+1)pk+1
[
G(θk+1)−Hk+1(t)
]
,
∆φk+1(0, x) =
1
γ(Yi,0)p0
[G(p0, T0,Y0)−H(p0, T0,Y0)] ,
(2.21f)
et sur wk+1 :
ρ(θk)Dktw
k+1 − 1
Re
∆wk+1 = −∇πk+1 − ρ(θk)Dkt∇φk+1 +
1
Re
∇∆φk+1 ,
∇ ·wk+1 = 0 ,
wk+1(0, x) = w0(x) .
(2.21g)
Il est démontré dans un premier temps que les suites sont bornées dans des espaces
Xs,T (Td), avant de prouver qu’elles convergent fortement dans X0,T (Td). Un point-clé
est de s’assurer que les fonctions T et p demeurent strictement positives et que Yi est à
valeurs dans [0, 1], afin de garantir l’existence des coefficients thermodynamiques. Pour
la température et la pression, comme T0 et p0 sont strictement positives et que T et p
sont continues, il existe un intervalle [0,T0] sur lequel ces deux variables conservent leur
signe. Pour ce qui est de la positivité des fractions massiques Yi (qui peuvent s’annuler et
donc potentiellement devenir négatives), Embid utilise la théorie des domaines invariants
(cf. §2.6.3).
Afin de donner un comportement identique aux M + 1 composantes de θ (légitimant
ainsi la notation), on récrit (via le lemme 2.14 avec κ = 1 pour l’inconnue p) les équations
(2.21c-d-e) sous la forme d’un système d’advection-diffusion :(
∂
∂t
+ (uk · ∇)
)
θk+1 −D(θk)∆θk+1 = F(θk) ,
où D est la matrice diagonale à coefficients strictement positifs :
1
αT(ραcP)−1
αY1
. . .
αYM−1

=

1
(Pr Re ρcP)−1(θ)
αY1
. . .
αYM−1

et F est le vecteur de RM+1 de coordonnées :
F1(θ) = H(t) ,
F2(θ) = (ρα
cP)−1(θ)
(
ραT(θ)
M−1
∑
i=1
κi∇T · ∇Yi + (γ− 1)H(t) +
M−1
∑
i=1
ηi(θ)Φi(θ)
)
,
Fi+2(θ) = ρ
−1(θ)
(
αYi ∇ρ(θ) · ∇Yi + Φi(θ)
)
, 1 6 i 6 M− 1.
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2.6.3 Régions invariantes
Ce paragraphe reprend quelques notions introduites par Chueh, Conley & Smoller [16, 81]
et utilisées par Embid. On considère deux ouverts U et V de Rm et Rn respectivement. On
traite ici de propriétés des solutions de l’EDP :
∂u
∂t
= εD(t, x, u)∆u+
m
∑
i=1
Mi(t, x, u)
∂u
∂xi
+ f (t, x, u) , (2.22)
où u et f sont des fonctions de R+ × U et R+ × U × V (resp.) dans V . D et Mi sont des
matrices carrées d’ordre n définies sur R+ × U × V . ε est un réel positif. On suppose de
plus que pour tous t ∈ R+, x ∈ Rm et v ∈ Rn, les valeurs propres de la matrice D(t, x, v)
sont positives.
On introduit ensuite la notion de quasi-convexité.
Définition 2.6
G : Rn −→ R est dite quasi-convexe au point v ∈ V si, pour tout η ∈ Rn tel que
dG|v(η) = 0, alors d2G|v(η, η) > 0. Plus généralement, G est quasi-convexe sur V si, pour
tout c ∈ R, l’ensemble {v ∈ Rn : G(v) 6 c} est convexe.
Si G est suffisamment régulière, alors G est quasi-convexe sur V ssi G est quasi-convexe
en tout point de V .
Par ailleurs, étant donnée une matrice symétrique définie positive S, on définit l’opé-
rateur :
∆Sv(x0) = ∑
i,j
Sij(x0)
∂2v
∂xi∂xj
(x0) = ∑
k
λk(x0)d
2v|x0
(
ξk(x0), ξk(x0)
)
.
où λk(x0) et ξk(x0) les valeurs et vecteurs propres de S(x0).
Le lemme sur lequel repose la démonstration du résultat principal est le suivant :
Lemme 2.19
Soit G : Rn −→ R régulières à dérivées non nulles. Pour v0 ∈ Rn, on note Σ = {v ∈
R
n : G(v) 6 G(v0)}. Soit D une matrice symétrique définie positive. Alors les propositions
suivantes sont équivalentes :
1. G est quasi-convexe en v0 et t∇G(v0) est un vecteur propre à gauche de D.
2. Pour toute fonction v : Rm −→ Σ telle que v(x0) = v0, l’inégalité suivante est vérifiée :
dG|v0
(
D∆Sv(x0)
)
6 0 .
On introduit ensuite la notion principale du paragraphe.
Définition 2.7
Un ensemble B ⊂ V est dit positivement invariant par (2.22) si toute solution u de l’équa-
tion (2.22) munie de conditions initiales et aux limites dans B demeure dans B.
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Le résultat utilisé dans les travaux sur la combustion est alors :
Théorème 2.5 ([81])
Soit D une matrice symétrique définie positive telle que toute solution de (2.22) dépende
continûment du terme source f au sens de la topologie C 1. Pour Gi fonctions régulières sur
V , on pose Σ =
p⋂
i=1
{v ∈ V : Gi(v) 6 0}. Alors Σ est une région invariante pour (2.22) si et
seulement si les conditions suivantes sont satisfaites en tout point v0 ∈ ∂Σ, i.e. pour lequel il
existe un indice i tel que Gi(v0) = 0 :
1. t∇Gi(v0) est un vecteur propre à gauche de D(t, x, v0) et de Mj(t, x, v0) ;
2. Gi est quasi-convexe en v0 ;
3. ∇Gi(v0) · f (t, x, v0) 6 0.
Application au modèle de combustion
On cherche à montrer ici que les fractions massiques Yi intervenant dans le modèle de
combustion (2.17) restent positives. Contrairement à T et p, ces variables peuvent en effet
s’annuler sur Td à l’instant initial. Les considérations précédentes aident à prouver que
les Yi ne prennent pas de valeurs négatives.
On reformule l’équation (2.17c) comme suit :
∂Yi
∂t
= αi∆Yi +
[
αi∇(ln ρ)− u
] · ∇Yi + ρ−1Φi ,
soit encore, sous forme vectorielle :
∂Y
∂t
= D∆Y + ∑
j
Mj
∂Y
∂xj
+ ρ−1Φ , (2.23)
où D et Mj sont les matrices diagonales de coefficients :
Dii = αi et M
j
ii = αi∂j(ln ρ)− uj .
On note alors :
B =
M−1⋂
i=1
{
Y ∈ RM−1 : gi(Y) 6 0
}
,
avec gi : RM−1 −→ R, x 7−→ −xi. On vérifie les conditions d’application du théorème 2.5.
En effet, comme ∇gi = −ei, on a triviallement :
t∇gi |Yi=0D = Dii t∇gi |Yi=0,
t∇gi |Yi=0Mj = M
j
ii
t∇gi |Yi=0,
∀ ξ ∈ Rn, Hess(gi)ξ · ξ > 0, car Hess(gi) = 0.
Concernant la dernière hypothèse du théorème, elle est garantie par des considérations
physiques qui justifient le signe des composantes Φi. D’où, B est une région invariante
pour l’équation (2.23).
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2.7 Bilan
Remarques diverses sur les résultats d’Embid
L’intégralité des lemmes a été reprise dans ce document (§2.3) avec une démonstration
récrite rigoureusement, en explicitant les constantes et en améliorant la clarté de certains
calculs. De plus :
• Il est à souligner que tous les résultats sur les équations d’advection-diffusion sont
démontrés pour des conditions aux limites périodiques. Il serait intéressant dans
l’avenir d’étudier l’extension à un domaine borné suffisamment régulier. La princi-
pale difficulté est le traitement des termes de bord qui nécessiteront des inégalités
de trace adéquates.
• Les lemmes 3.5 et 3.6 présentés dans [35] par Embid sont regroupés ici dans le lemme
2.13 et donnés sous une forme légèrement différente. On modifie les hypothèses
sur le coefficient a en imposant une régularité plus faible. Un degré de liberté est
ajouté sur l’exposant intervenant dans les estimations d’énergie (à savoir que l’on
peut majorer l’exposant bien que les inégalités ne soient a priori pas croissantes par
rapport à cet exposant). De plus, il est nécessaire pour la démonstration d’avoir
s > s0 + 2 au lieu de s > d2 + 1 pour avoir les inclusions de Sobolev requises.
• On a ajouté une étude minutieuse des propriétés des espaces Xs,T (Td), fonda-
mentale pour la justification de tous les calculs de régularité dans les preuves des
lemmes.
• En ce qui concerne la masse volumique, la loi des gaz parfaits n’est pas utilisée
en tant que telle, mais permet de justifier d’une part que ρ est strictement positive
(puisque le triplet de variables de base θ = (Y, T, P) est supposé l’être), et d’autre
part qu’elle possède la même régularité que θ. Ces deux propriétés permettent de
satisfaire les hypothèses des lemmes évoqués ci-dessus. On peut alors envisager de
prendre une loi d’état quelconque à partir du moment où elle fournit une dépen-
dance de ρ (par rapport à θ) lui garantissant la même régularité et le même signe.
En résumé, les travaux de thèse de Embid constituent une étude mathématique remar-
quable des équations de la combustion à bas Mach, comprenant de nombreux outils
d’analyse qui vont être appliqués dans le chapitre 5. Elle contient parfois quelques li-
mites et quelques approximations, que nous avons souhaité mettre en lumière dans ces
notes. Nous avons également adapté certains résultats du fait des spécificités du modèle
Dlmn, en particulier les régularités différentes des composantes du triplet (Y1, T, P) ou
encore la combinaison d’équations d’advection et d’advection-diffusion.
Boîte à outils
Plusieurs lemmes d’analyse fonctionnelle ont été (re)démontrés ou simplement rappelés,
dans la perspective de les utiliser dans la preuve d’existence (et d’unicité) d’une solution
forte au système Dlmn. Ces outils sont en effet largement dédiés à l’étude de solutions
d’EDPs appartenant à des espaces de Sobolev. Cependant, certains arguments restent va-
lables dans le cadre de solutions faibles, comme on le verra dans l’étude 1D du modèle
Abv.
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❊
n guise de travaux préliminaires à l’étude du système Dlmn (que l’on a construit
pour simuler des écoulements diphasiques à bas nombre de Mach), on s’intéresse
au modèle Abstrait de Vibration de Bulles (noté Abv), dont la structure mathéma-
tique se rapproche de celle du modèle précédent. On rappelle sa formulation :
(3.1)

∂tY +∇φ · ∇Y = 0, (3.1a)
Y(0, ·) = Y0, (3.1b)
∆φ(t, x) = ψ(t)
(
Y(t, x)− 1|Ω|
∫
Ω
Y(t, x′) dx′
)
, (3.1c)
∇φ · ν|∂Ω = 0. (3.1d)
Les données sont ici le domaine Ω ⊂ Rd (d ∈ {1, 2, 3}), supposé borné et lipschitzien,
de normale extérieure ν, la pulsation ψ ∈ C 0(0,+∞) et la donnée initiale Y0, dont la
régularité influe sur le choix des méthodes théoriques et numériques mises en œuvre dans
l’étude. Le cadre physique étant la modélisation des bulles, la fonction Y est supposée
représenter la fraction massique de la phase gazeuse. Plus précisément, d’un point de vue
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mathématique, Y est la fonction caractéristique d’un sous-domaine, lequel correspond à
l’espace occupé par cette phase. Toutefois, le système sous sa forme (3.1) n’est pas adapté
au concept de solutions faibles (en particulier du fait de la présence du produit ∇φ · ∇Y).
On verra dans la suite comment reformuler le problème afin de pouvoir traiter ce type
de solutions. C’est pourquoi on suppose, dans un premier temps, que la donnée Y0 est
plus régulière (qu’une fonction caractéristique), ce qui se traduit par plus de régularité
sur la solution. On se place ici dans des espaces de Sobolev, pour lesquels on dispose de
résultats d’analyse fonctionnelle. Cela permet également de pouvoir définir le terme de
produit. Une fois l’analyse du cas régulier effectuée, il convient ensuite d’établir le lien
entre solutions régulières et irrégulières, par exemple par des processus de passage à la
limite.
On rappelle que ce modèle est non-physique dans la mesure où il résulte d’une sim-
plification mathématique (changement pur et simple du second membre de l’équation
sur le potentiel). On verra cependant dans la suite que les résultats numériques obtenus
(cf. Ch. 4) présentent des caractéristiques intéressantes et mettent en valeur notamment le
rôle de ψ.
On trouve dans la littérature (en physique ou en biologie par exemple) des systèmes
simplifiés de structures semblables. À titre d’exemple, on peut citer le modèle d’instabilité
de Kull-Anisimov, que l’on trouve dans des études de front d’ablation en confinement
inertiel (e.g. Helffer et Lafitte [48]), dans l’étude des nuages de plasma de Zalesak [90,
§ VIII] : 
∂tρ +V · ∇ρ = 0,
∇ · (ρ∇Ψ) = E · ∇ρ,
V ∝ ∇Ψ ∧ B,
(ρ étant la densité d’électrons et Ψ le potentiel de perturbation électrique) ou encore dans
certains modèles de chimiotaxie, comme celui présenté par Perthame [69] :
∂ρ
∂t
+ χ∇ · [ρ∇c] = ∆ρ,
∆c = −ρ.
Ici, ρ désigne la densité de cellules et c la concentration en substances chimiques. On
trouve dans la référence des résultats d’existence et d’unicité en temps long pour un
domaine infini. On retrouve également un système analogue (parabolique-elliptique) en
astro-physique (cf. Chavanis et al. [13]) avec l’équation de Smoluchowski :
∂ρ
∂t
= ∇ · [θ∇ρ + ρ∇φ],
∆φ = 4πgρ.
ρ désigne alors la densité d’étoiles et φ le potentiel gravitationnel. Dans [76], on trouve
une preuve d’existence en temps court pour des données générales. Mais dans tous les
cas, les propriétés des équations paraboliques contribuent largement à l’établissement des
résultats, ce qui rend ce travail sur le couplage hyperbolique-elliptique innovant.
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À noter par ailleurs que l’étude complète de ce système se fait dans un domaine Ω
quelconque (régulier). On ne se limite pas au cas périodique comme ce sera le cas dans
l’étude du modèle Dlmn. Cela provient du changement de nature du système lors du
passage de u à ∇φ, i.e. de Dlmn à Dlmn-potentiel (qui élimine l’opérateur différentiel
d’ordre 2 sur la vitesse à l’origine des termes de bord dans les intégrations par parties),
puis du passage de Dlmn-potentiel à Abv (qui élimine les effets thermiques dus à l’opé-
rateur d’ordre 2 sur la température).
On choisit de présenter les résultats par degré de régularité décroissant : on établit dans une
première partie un résultat d’existence et d’unicité en temps court d’une solution au système (3.1)
pour une donnée initiale régulière, avec une approximation du temps d’existence. On démontre
également des propriétés algébriques satisfaites par les éventuelles solutions dans le cas de données
plus générales. On prouve ensuite un résultat explicite qui fournit une expression de la moyenne
des solutions, quelle que soit la régularité de la donnée initiale (bornée). On s’intéresse enfin au cas
de la dimension 1, où on explicite des solutions globales en temps pour différents types de données
initiales.
On note par la suite Abv[Z0, ξ,ω] le système (3.1) pour la donnée initiale Z0, la pulsa-
tion ξ et dans le domaine ω. Par défaut, on appelle « modèle Abv » le système (3.1) avec
les données Y0, ψ et Ω.
3.1 Étude qualitative du modèle ABV
3.1.1 Restrictions sur le potentiel
On remarque en premier lieu que le potentiel de vitesse φ ne peut être défini qu’à une
constante additive près, puisque seules ses dérivées spatiales interviennent dans le sys-
tème. La condition de jauge choisie dans ce document est une condition de moyenne
nulle : ∫
Ω
φ(x) dx = 0. (3.2)
En particulier, cela permet d’appliquer l’inégalité de Poincaré-Wirtinger à φ :
‖φ‖0 6 CPW(Ω, d) · ‖∇φ‖0.
Le système Abv présente un couplage entre une équation hyperbolique (transport de
la phase gazeuse) avec une équation elliptique (équation de Poisson sur le potentiel de
vitesse). La première est une équation d’évolution tandis que la seconde est stationnaire.
Cette remarque est la base du schéma numérique développé dans le cadre de la résolution
de ce modèle en dimensions 2 et 3. Ceci entraîne également une seconde remarque sur la
donnée initiale pour la vitesse : étant donnée la fraction massique initiale Y0, le champ de
vitesse initial ∇φ0 doit nécessairement vérifier l’équation :
∆φ0 = ψ(0)
(
Y0(x)− 1|Ω|
∫
Ω
Y0(x
′) dx′
)
. (3.3)
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On sera amené au cours de la démonstration à utiliser les notations suivantes :
Ψ(t) =
∫ t
0
ψ(τ) dτ et Ψ˜(t) =
∫ t
0
|ψ(τ)| dτ.
Même si elles ne sont pas mentionnées, on supposera toujours dans la suite que les
hypothèses (3.2) et (3.3) sont vérifies.
3.1.2 Donnée initiale
On s’intéresse à une famille de solutions sur lesquelles s’appliquent des contraintes dé-
duites de considérations physiques évidentes. On est amené naturellement à introduire
l’ensemble suivant :
Y = {Y ∈ L∞(Ω) : Y ∈ [0, 1] presque partout dans Ω}.
On se restreint dans la suite de l’étude au cas où Y0 ∈ Y : la question se pose alors de
savoir si pour tout temps t, la (ou les) solution(s) éventuelle(s) Y(t, ·) reste(nt) dans Y. C’est
l’objet des lemmes 3.5 et 3.9, qui sont des principes du maximum appliqués à ce système
particulier. D’autres questions inhérentes à ce type d’étude concernent la transmission
(ou non) des propriétés de la donnée initiale à la solution courante sur tout l’intervalle
d’existence. Le lemme 3.7 assure par exemple que la solution conserve les propriétés de
parité de Y0. En dimension 1, on verra que la méthode des caractéristiques assure que la
solution conserve un profil semblable à celui de la donnée initiale. De manière générale,
Y0 est une donnée dont on étudie l’influence sur les solutions. Toutefois, on s’intéresse
dans un premier temps à la question de l’existence et/ou de l’unicité des solutions au
système (3.1).
3.1.3 Résultat d’existence et d’unicité en temps fini
On présente ci-dessous le résultat prouvé initialement par Dellacherie et Lafitte [27] et
amélioré par Penel et al. [67]. Les améliorations portent sur la précision des inégalités et
sur la donnée d’une estimation du temps d’existence, qui débouchent sur une existence
globale pour des données initiales suffisamment petites (ou des pulsations petites).
On rappelle la définition de certaines notations introduites dans le chapitre 2, à savoir :
Ws,T (Ω) = C 0
(
[0,T ], L2(Ω)
) ∩ L∞([0,T ],Hs(Ω)),
s0 = ⌊d/2⌋+ 1 et |ψ|∞,T = sup
t∈[0,T ]
|ψ(t)|. De plus, on pose :
µ(Y) = µΩ(Y) :=
1
|Ω|
∫
Ω
Y(x) dx.
On énonce alors les deux résultats suivants, dont découlent les corollaires. Le premier
théorème concerne le résultat d’existence et d’unicité à proprement parler, tandis que le
second donne une approximation du temps d’existence en fonction de Y0 et de ψ.
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Théorème 3.1 (Théorème 2.1, [27])
Soit Y0 ∈ Hs(Ω), où s > s0 + 1. Alors il existe un temps T0 > 0 dépendant de Y0 et de ψ
pour lequel le système (3.1) admet une unique solution classique Y dansWs,T (Ω), pour T au
moins égal à T0.
Théorème 3.2
Sous les hypothèses du Théorème 3.1, la solution Y appartient à l’espaceWs,T0(Ω) pour tout
T0 > 0 tel que :
‖Y0 − µ(Y0)‖s
∫ T0
0
|ψ(τ)| dτ 6 1
e · Cabv(s, d,Ω) . (3.4)
Cabv est une constante universelle dont l’expression est donnée dans la démonstration.
Remarque 5 − Comme nous le verrons dans la suite, l’estimation (3.4) provient d’une
condition nécessaire de convergence forte du système itératif utilisé pour construire la
solution du modèle Abv. Il n’est donc pas prouvé que cette relation est optimale. Toutefois,
elle est compatible avec trois cas particuliers pour lesquels on peut conclure :
• Si Y0 ≡ 1 ∈ H∞(Ω), ce qui correspond au cas où le fluide 1 occupe tout le domaine,
on vérifie que Y ≡ 1 est l’unique solution de (3.1).
• De même, si Y0 ≡ 0, la solution Y ≡ 0, pour laquelle le fluide 1 est absent, convient
et est unique. Il en est de même pour toute donnée initiale constante.
• Enfin, si ψ ≡ 0, le système n’évolue pas et Y ≡ Y0 est solution.
Le temps d’existence est infini dans ces trois cas, ce que fournit l’inégalité (3.4). Une
première estimation du temps d’existence avait été donnée dans [27], définie par trois
contraintes. Les modifications (raffinement de l’étude de la suite ‖Y(k)‖s,T et du processus
itératif pour la contraction) apportées ici dans la démonstration permettent de s’abstraire
de ces contraintes pour ne plus garder que (3.4). ⋄
On peut par ailleurs interpréter le théorème 3.2 de deux points de vue différents : soit
en considérant la bulle initiale et un temps T > 0 donné, pour lesquels on a existence
d’une solution locale pour toute pulsation ψ vérifiant (3.4), soit en considérant les autres
paramètres de l’expérience (ψ et Ω), pour lesquels on a existence d’une solution globale
(sous une condition d’intégrabilité de ψ) pour toute donnée initiale suffisamment proche
de sa moyenne. On traduit ces deux points de vue par les corollaires suivants.
Corollaire 3.1
Soit Y0 une fonction non constante appartenant à Hs0+1(Ω). Pour tout temps T > 0 et pour
toute pulsation ψ continue sur [0,T ] et vérifiant l’inégalité :
‖ψ‖L1(0,T ) 6
1
e · Cabv(s, d,Ω) · ‖Y0 − µ(Y0)‖s0+1
,
il existe une unique solution Y ∈ Ws0+1,T (Ω) au système (3.1).
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Corollaire 3.2
Soit ψ une fonction appartenant à C 0(0,+∞)∩ L1(0,+∞). Alors il existe une unique solution
Y globale en temps pour toute donnée initiale Y0 ∈ Hs0+1(Ω) telle que :
‖Y0 − µ(Y0)‖s0+1 6
1
e · Cabv(s, d,Ω) · ‖ψ‖L1
.
Avant d’établir les preuves des théorèmes, on énonce le lemme suivant qui fournit la
régularité du champ de vitesse :
Lemme 3.1
Soit Y ∈ Ws,T (Ω) pour s ∈ N et T > 0. Pour ψ ∈ C 0([0,+∞[), il existe une unique
solution φ au système :
∆φ(t, x) = ψ(t)
(
Y(t, x)− 1|Ω|
∫
Ω
Y(t, x′) dx′
)
,
∇φ · ν|∂Ω = 0,
∫
Ω
φ(x) dx = 0.
Cette solution vérifie ∇φ ∈ Ws+1,T (Ω) et :
‖∇φ(t, ·)‖0 6 CPW(d,Ω) · |ψ(t)| · ‖Y(t, ·)‖0,
et ‖∇φ(t, ·)‖s+1 6 Cell(s, d,Ω) · |ψ(t)| · ‖Y(t, ·)‖s.
Pour la démonstration de ce lemme, on se réfère à [27, Lemme 3.2]. Démontrons mainte-
nant le théorème 3.1.
Démonstration : La démonstration se décompose entre trois parties, deux pour l’existence –
caractère borné dans Ws,T (Ω) et convergence dans W0,T (Ω) d’une certaine suite – et une
pour l’unicité (pour la partie unicité, cf. lemme 3.4 sous des hypothèses plus générales).
La méthode est de type « itérées de Picard ». On construit la solution comme la limite
d’une suite Y(k) définie itérativement par :
① On se donne Y(k=0) = Y0 ∈ Hs(Ω) avec s > s0.
② Étant donné Y(k), on détermine φ(k) en résolvant le système :
∆φ(k)(t, x) = ψ(t)
(
Y(k)(t, x)− 1|Ω|
∫
Ω
Y(k)(t, x′) dx′
)
,
∇φ(k) · ν|∂Ω = 0 .
(Th.3.2.i)
③ On construit ensuite Y(k+1) à l’aide de l’équation :∂tY(k+1) +∇φ(k) · ∇Y(k+1) = 0 ,Y(k+1)(0, ·) = Y0. (Th.3.2.ii)
Il faut cependant s’assurer que le processus itératif est bien défini. Ce point découle de l’ap-
plication des lemmes 2.10 et 3.1. On en déduit également que, pour tout k, Y(k) ∈ Ws,Tk (Ω)
et ∇φ(k) ∈ Ws+1,Tk (Ω) pour un certain Tk > 0.
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Fig. 3.1 – Variations de la fonction Φ˜(x) = u0 − xe−x
Le temps Tk dépend a priori de l’indice d’itération k, mais comme chaque solution existe
sur le domaine d’existence temporelle des données de l’EDP et comme T0 = +∞ au vu du
choix fait pour Y(k=0) (indépendant du temps), la suite est définie pour tout temps T > 0
(pour pouvoir appliquer les résultats théoriques, il faut un temps fini). On donne dans la
suite des contraintes sur le « temps d’existence » qui assurent la convergence des suites.
Les estimations déduites des équations (Th.3.2.i-Th.3.2.ii) par application des
lemmes 2.10 et 3.1 donnent, avec ‖∇∇φ(k)‖s−1 = ‖Hess(φ(k))‖s−1 6 ‖∇φ(k)‖s :1
‖Y(k+1)‖s,T 6 ‖Y0‖s exp
[
Cadv,0(s)
∫
T
0
‖Hess(φ(k))‖s−1(t) dt
]
6 ‖Y0‖s exp
[
Cadv,0(s) · Cell(s− 1) · ‖Y(k)‖s−1,T
∫
T
0
|ψ(t)| dt
]
6 ‖Y0‖s exp
[
Cabv(s) · ‖Y(k)‖s−1,T · Ψ˜(T )
]
,
6 ‖Y0‖s exp
[
Cabv(s) · ‖Y(k)‖s,T · Ψ˜(T )
]
,
avec Cabv(s) = Cadv,0(s) · Cell(s− 1).
On introduit alors la suite récurrente (uk) definie par u0 = Cabv(s) · ‖Y0‖s · Ψ˜(T ), puis
par uk+1 = u0 exp uk, de sorte que l’on ait la majoration Cabv(s) · ‖Y(k)‖s,T · Ψ˜(T ) 6 uk.
Étudions la suite (uk), qui est une suite récurrente non linéaire d’ordre 1. La positivité est
évidente, du fait que u0 > 0. En notant Φ(x) = u0 exp x, on a uk+1 = Φ(uk). Les variations
et les éventuels points fixes de Φ déterminent donc le comportement de la suite. La fonction
continue Φ étant croissante, la suite est monotone. On s’intéresse ensuite aux points fixes de
Φ, solutions de l’équation Φ(x) = x, soit encore Φ˜(x) = 0 pour Φ˜(x) = u0 − x exp(−x). Les
variations de Φ˜ sont résumées dans les figures 3.1.
Ainsi, si u0 > e−1, Φ˜ est strictement positive, Φ n’admet aucun point fixe, et la suite est
croissante non majorée (sinon, elle convergerait vers ℓ qui serait alors un point fixe de Φ :
absurde) donc diverge.
1 On omet dans la suite les références aux paramètres d et Ω dans les constantes afin d’alléger les notations.
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En revanche, pour u0 6 e−1, l’équation Φ(x) = x admet deux racines (éventuellement
une racine double égale à 1 dans le cas u0 = e−1) vérifiant xi exp(−xi) = u0 et 0 < x1 6 1 6
x2. On en déduit que exp(−x1) < 1 et x1 > u0. Par récurrence, il vient uk 6 uk+1 6 x1 et la
suite converge vers x1.
En conclusion, la suite (uk) converge si et seulement si u0e 6 1. D’où, sous l’hypothèse :
e · Cabv(s) · ‖Y0‖s · Ψ˜(T ) 6 1, (Th.3.2.iii)
la suite (Y(k)) est bornée dansWs,T (Ω) avec pour majorant :
‖Y(k)‖s,T 6
uk
Cabv(s) · Ψ˜(T )
6
x1
Cabv(s) · Ψ˜(T )
6 ex1‖Y0‖s. (Th.3.2.iv)
D’une part, le caractère borné de la suite permet de justifier que la suite de fonctions
t 7−→ ‖Y(k)(t, ·)‖0 est équicontinue et uniformément bornée dans C 0
(
[0,T ]
)
. Le théorème
d’Arzelà-Ascoli assure alors l’existence d’une sous-suite (Y(k
′)) qui converge fortement dans
C 0
(
[0,T ], L2(Ω)
)
. D’autre part, en considérant l’autre espace qui composeWs,T (Ω), la pro-
priété de bornitude fournit la convergence faible-⋆ d’une sous-suite (Y(k
′′)) de (Y(k
′)) dans
L∞
(
[0,T ],Hs(Ω)). Dans un souci de clarté, on conserve la notation (Y(k)) pour la sous-suite
faiblement-⋆ convergente dansWs,T (Ω) et on introduit sa limite Y˜ ∈ Ws,T (Ω).
L’étape suivante consiste à prouver que la suite Y(k) converge fortement dansW0,T (Ω).
En effet, on a, par soustraction de deux étapes successives du processus itératif :∂t(Y(k+1) −Y(k)) +∇φ(k) · ∇(Y(k+1) −Y(k)) = −(∇φ(k) −∇φ(k−1)) · ∇Y(k),(Y(k+1) −Y(k))(0, ·) = 0.
L’estimation d’énergie L2 (cf. lemme 2.10) qui découle de ce système s’écrit, du fait que
s− 1 > s0 :
e−χ
(k)
0 (t)
∥∥∥(Y(k+1) −Y(k)) (t, ·)∥∥∥
0
6
∫ t
0
e−χ
(k)
0 (τ)
∥∥∥(∇φ(k) −∇φ(k−1)) · ∇Y(k)(τ, ·)∥∥∥
0
dτ,
6 CM(0, s− 1, d) · ‖Y(k)‖s,T
∫ t
0
e−χ
(k)
0 (τ)
∥∥∥(∇φ(k) −∇φ(k−1)) (τ, ·)∥∥∥
0
dτ,
6 CM · ex1‖Y0‖s · CPW sup
t∈[0,T ]
|ψ(t)|︸ ︷︷ ︸
Cabv,2
∫ t
0
e−χ
(k)
0 (τ)
∥∥∥(Y(k) −Y(k−1)) (τ, ·)∥∥∥
0
dτ,
en utilisant les lemmes 2.3 et 3.1, ainsi que la borne (Th.3.2.iv) pour ‖Y(k)‖s,T .
Ici, χ(k)0 (t) =
1
2
∫ t
0
‖∆φk(τ, ·)‖∞ dτ, qui est l’exposant optimal.2 Or, on a la majoration sui-
vante :
(χ
(k)
0 )
′(t) 6 1
2
|ψ(t)| · ‖Y(k) − µ(Y(k))‖∞(t) 6 |ψ(t)| · ‖Y(k)‖∞(t)
6 |ψ(t)| · Csob(s0) · ‖Y(k)‖s0,T 6 χ′(t),
pour χ(t) := ex1‖Y0‖sCsob(s0)Ψ˜(t), où on a utilisé (Th.3.2.iv).
2 ∆φk ∈ Ws,T (Ω) ⊂ C 0
(
[0,T ],Hs−1(ω)) ⊂ L∞([0,T ]×Ω) d’après le lemme 2.2 et du fait que s− 1 > s0.
80
3.1. Étude qualitative du modèle ABV
Ainsi, d’après le lemme 2.10, on peut remplacer χ(k)0 par χ (qui présente la qualité d’être
indépendant de k), ce qui donne :
e−χ(t)
∥∥∥(Y(k+1) −Y(k)) (t, ·)∥∥∥
0
6 Cabv,2
∫ t
0
e−χ(τ)
∥∥∥(Y(k) −Y(k−1)) (τ, ·)∥∥∥
0
dτ.
On peut alors itérer, ce qui fournit l’inégalité :
e−χ(t)
∥∥∥(Y(k+1) −Y(k))(t, ·)∥∥∥
0
6 Ckabv,2
∫ t
0
e−χ(τ)
∥∥∥(Y(1) −Y(0))(τ, ·)∥∥∥
0
(t− τ)k−1
(k− 1)! dτ
6
(Cabv,2 · t)k
k!
∥∥∥Y(1) −Y(0)∥∥∥
0,T
,
puis : ∥∥∥Y(k+1) −Y(k)∥∥∥
0,T
6
(Cabv,2 ·T )k
k!
∥∥∥Y(1) −Y(1)∥∥∥
0,T
eχ(T ).
La série de terme général ‖Y(k+1) −Y(k)‖0,T converge donc, ce qui assure la convergence
forte de la suite Y(k) dans l’espace complet W0,T (Ω) vers Y ∈ W0,T (Ω) quel que soit
T > 0 vérifiant la condition (Th.3.2.iii).
Ainsi, Y(k) converge fortement dans W0,T (Ω) et faiblement−∗ dans Ws,T (Ω) vers une
limite qui, par unicité et par l’inclusion Ws,T (Ω) ⊂ W0,T (Ω), ne peut être que Y˜, ce qui
justifie que Y = Y˜ ∈ Ws,T (Ω). On montre même par interpolation que la suite converge
fortement dans tous les espaces Ws′ ,T (Ω) pour s′ < s, mais pas dans Ws,T (Ω), où la
convergence n’est que faible−∗.
De manière identique, en utilisant les résultats de régularité elliptique, ∇φ(k) converge
dans W0,T (Ω) vers ∇φ ∈ Ws+1,T (Ω). Le fait que la limite est un gradient provient du fait
que l’espace des champs de gradient est fermé.
Reste à prouver que les limites Y et ∇φ sont bien solutions du modèle Abv. Pour cela,
on écrit, d’après (Th.3.2.i) et (Th.3.2.ii) :
Y(k+1) = Y0 −
∫ t
0
∇φ(k) · ∇Y(k+1) dτ,
∀ ϕ ∈ H1(Ω),
∫
Ω
∇ϕ · ∇φ(k) dx = −ψ(t)
∫
Ω
ϕ
(
Y(k) − µ(Y(k))) dx.
Comme tous les composants de ces égalités sont dans C 0([0,T ] × Ω), par convergence
dominée, on a :
Y = Y0 −
∫ t
0
∇φ · ∇Y dτ,
∀ ϕ ∈ H1(Ω),
∫
Ω
∇ϕ · ∇φ dx = −ψ(t)
∫
Ω
ϕ
(
Y− µ(Y)) dx.
On retrouve alors la dérivabilité en temps de Y, et le fait que le couple (Y,∇φ) vérifie bien
les équations du modèle Abv.
Remarque 6 − La solution Y obtenue dans le théorème 3.1 peut être qualifiée de
classique au sens où on a Y ∈ C 1(Ω × [0,T ]). En effet, par le corollaire 2.1, Y ∈
C 0
(
Ω × [0,T ]) puisque s > s0 + 1 > d2 . De même, ∂tY = −∇φ · ∇Y ∈ Ws−1,T (Ω) ⊂
C 0
(
Ω× [0,T ]) pour la même raison.
Par ailleurs, il est à noter que ce résultat reste valable si la fonction ψ n’est définie (et
continue) que sur un intervalle [0,Tψ]. Le temps d’existence est alors le minimum de Tψ
et de T vérifiant (Th.3.2.iii). ⋄
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On prouve ensuite le théorème 3.2 sur le temps d’existence, en améliorant l’estima-
tion (Th.3.2.iii).
Démonstration : On sait, d’après le théorème précédent, que, pour Y0 ∈ Hs avec s > s0 et ψ ∈
C 0(0,+∞), il existe une unique solution classique Y ∈ Ws,T (Ω) avec T > 0 (éventuellement
T = +∞) imposé par la condition (Th.3.2.iii).
Soit c0 la constante telle que ‖Y0 − c0‖s = minc∈R ‖Y0 − c‖s, i.e. :
c0 =
1
|Ω|
∫
Ω
Y0(x) dx = µ(Y0).
En effet, on a ‖Y0 − c‖2s = ‖Y0‖2s − 2c|Ω|µ(Y0) + |Ω|c2. Ce polynôme du second degré en c
atteint bien son minimum en c0 = µ(Y0).
On a alors d’une part ‖Y0 − c0‖s 6 ‖Y0‖s = ‖Y0 − 0‖2s (avec égalité si Y0 est de moyenne
nulle), et d’autre part, on remarque que Y − c0 est solution de Abv[Y0 − c0,ψ,Ω]. Comme
Y0 − c0 ∈ Hs(Ω), on peut appliquer le théorème 3.1. Il existe donc une unique solution
Z ∈ Ws,T ′ (Ω), où la contrainte (Th.3.2.iii) se récrit :
e · Cabv · ‖Y0 − c0‖s
∫
T ′
0
|ψ(t)| dt 6 1.
D’où, par unicité, Y = Z + c0 est solution du Syst. (3.1) sur [0,T ′]. On remarque que T ′ >
T , avec une inégalité stricte ssi c0 6= 0 et T < +∞.
À noter que l’on pourrait ensuite reprendre tous les raisonnements ci-dessus dans
le cas où Y0 ∈ Ws,p(Ω) dans le cadre des espaces de Sobolev classique. Cela nécessite
d’adapter toutes les estimations utilisées dans la démonstration au cas des espaces de
Lebesgue Lp mais l’application directe ne semble pas soulever de problèmes particuliers.
3.1.4 Réflexions sur le temps d’existence
Les théorèmes 3.1 et 3.2 fournissent un résultat d’existence en temps court 0 < T 6 +∞
pour une donnée initiale régulière. Ce temps T est restreint par la condition (3.4). Toute-
fois, il faut garder à l’esprit que, même si au cours de la démonstration, une attention toute
particulière a été portée à l’optimalité des estimations, la condition obtenue est propre à
la méthode choisie pour la preuve. Il n’est en aucun cas affirmé que l’inégalité (3.4) est
une condition nécessaire d’existence de la solution. On soulève donc dans ce paragraphe
la question de l’optimalité de temps d’existence, ce qui l’on peut reformuler comme suit :
si le temps d’existence n’est pas optimal, cela implique que l’on peut prolonger la so-
lution au-delà de l’intervalle [0,T0] donné par (3.4) ; si, en revanche, il y a optimalité, il
convient de s’interroger sur le facteur empêchant tout prolongement, comme une perte
de régularité et/ou un phénomène d’explosion.
Notons en premier lieu que l’estimation (3.4) est plus satisfaisante que (Th.3.2.iii),
compte-tenu de la remarque 5, p. 77. Elle fournit en effet les résultats attendus dans un
certain nombre de cas particuliers. De plus, si la condition (Th.3.2.iii) était monotone par
rapport à la norme de la donnée initiale, ce n’est plus le cas pour (3.4).
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Il faut ensuite distinguer deux cas, selon l’existence d’une borne supérieure des temps
T0 vérifiant (3.4) :
❶ Soit cette borne n’existe pas, ce qui fournit une existence globale. Cette situation se
produit dans le cas ψ ∈ L1(0,+∞) de norme suffisamment petite (cf. Corrolaire 3.2).
❷ Soit cette borne existe, et on la note T˜1 > 0. C’est alors un maximum, par continuité
de Ψ˜, ce qui se traduit par le cas d’égalité dans (3.4) :
e · Cabv(s) · ‖Y0 − µ(Y0)‖s · Ψ˜(T˜1) = 1.
On étudie ce cas dans la suite.
Estimation a priori
Montrons tout d’abord une nouvelle majoration pour la solution Y du modèle, qui est la
même que pour les termes de la suite construite en (Th.3.2.i-Th.3.2.ii). On note T1 6 T˜1 le
temps vérifiant le cas d’égalité dans l’estimation non optimale (Th.3.2.iii), i.e. :
e · Cabv(s) · ‖Y0‖s · Ψ˜(T1) = 1.
Alors :
① De la convergence forte de (Y(k)) vers Y dans Ws−1,T1(Ω) et de la majoration
‖Y(k)‖s−1,T1 6 e‖Y0‖s, (x0 = 1 lorsqu’il y a égalité dans l’estimation du temps d’exis-
tence), on déduit que ‖Y‖s−1,T1 6 e‖Y0‖s par passage à la limite.
② Par ailleurs, l’estimation d’énergie relative à l’équation d’advection dont Y est solu-
tion s’écrit ici :
‖Y‖s,T1 6 ‖Y0‖s exp
(
Cabv(s, d,Ω)‖Y‖s−1,T1Ψ˜(T1)
)
6 e‖Y0‖s, (3.5)
en utilisant la majoration établie en ① et la définition de T1.
Cett estimation n’est vraie que sur [0,T1], où l’on a prouvé la convergence de Y(k) vers
Y. Si l’on considère le système itératif (Th.3.2.i-Th.3.2.ii) avec pour initialisation Z(k=0) =
Y0− µ(Y0) et en imposant la condition initiale Z(k+1)(0, ·) = Y0− µ(Y0) dans (Th.3.2.ii), on
définit une suite Z(k) qui converge vers Y− µ(Y0) sur [0, T˜1]. On a alors la majoration (3.5)
adaptée pour ce cas :
‖Y− µ(Y0)‖s,T˜1 6 e‖Y0 − µ(Y0)‖s. (3.6a)
Comme nous le verrons dans la suite (cf. § 3.1.7), la fonction µ(Y) est connue explicitement
en fonction de t (on la note µ1). On en déduit l’estimation :
‖Y‖2
s,T˜1
6 e2‖Y0 − µ1(0)‖2s + 2|Ω| sup
t∈[0,T˜1]
[µ1(0)µ1(t)]− µ1(0)2|Ω|. (3.6b)
On a donc une estimation a priori sur [0, T˜1].
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Explosion en temps fini
Comme évoqué précédemment, l’optimalité de la condition (3.4) se traduit par l’impos-
sibilité de prolonger la solution sur un intervalle de temps plus grand. Il convient donc
de s’intéresser à la variable qui empêche de prolonger, par exemple par un phénomène
d’explosion en temps fini.
Parmi les systèmes d’équations servant à modéliser les écoulements en mécanique
des fluides, le système d’Euler pour un écoulement parfait et incompressible a fait l’objet
de nombreuses études (Leray, Kato, Constantin, . . . ), qui ont servi de préliminaires pour
l’analyse de systèmes plus complexes. On rappelle que les équations d’Euler, en l’absence
de forces extérieures, prennent la forme :
∂tu+ (u · ∇)u = −∇p,
∇ · u = 0,
u(0, ·) = u0.
On se place soit dans Rd, d ∈ {2, 3}, soit dans Ω ⊂ Rd régulier (auquel cas on ajoute
au système une condition de glissement u · ν|∂Ω = 0). Il a été prouvé que ce système
admettait une unique solution classique dans le cas d’une donnée initiale de type Sobolev
en dimension 2 (solution globale en temps, Kato [53]) et en dimension 3 (solution locale
en temps, Bourguignon et Brezis [10], Temam [86]). Dans ce dernier cas, la solution a pour
régularité :
u ∈ C 0([0,T ],Hs(R3)) ∩ C 1([0,T ],Hs−1(R3)).
Le temps d’existence T a fait l’objet d’un certain nombre d’articles, afin de déterminer
le phénomène expliquant l’explosion en temps fini constatée dans les simulations numé-
riques. Dans Beale et al. [5], il a été prouvé que le temps d’existence T est le plus petit
temps pour lequel : ∫ T
0
‖∇ ∧ u(t, ·)‖∞ dt = +∞.
Ainsi, c’est l’accumulation de vorticité (que l’on note souvent ω = ∇∧ u) qui explique que
la solution n’est pas globale. Suite à ce résultat, il a été remarqué qu’on avait également,
pour le même temps, l’explosion du tenseur de déformation linéarisé (cf. Ponce [72]) :
∫ T
0
‖D(u)‖∞(t) dt = +∞.
Différents résultats à ce sujet sont donnés par Constantin [20]. Pour faire le lien avec les
équations plus complexes (et plus réalistes) de Navier-Stokes, il existe un résultat d’ex-
plosion : toute solution des équations de Navier-Stokes ne peut exploser sur un intervalle
de temps si la solution des équations d’Euler avec les mêmes données n’y explose pas
(cf. Constantin [19]).
Des études sur le temps d’existence et sur les phénomènes d’explosion en temps fini
ont été menées sur d’autres équations (paraboliques), comme par exemple par Ball [3],
Souplet et Weissler [82], sur l’équation :
∂tu− ∆u = |u|γ−1u.
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Temps d’existence pour le modèle abstrait
Sans apporter de réponse à la problématique de ce paragraphe, on donne quelques pistes
d’étude sur le prolongement des solutions. Dans le cas du modèle Abv, la quantité res-
ponsable de l’explosion (s’il y en a une) ne peut être le rotationel du champ de vitesse
comme pour les équations d’Euler, puisque ∇∧∇φ = 0.
On sait qu’il existe une solution Y1 ∈ Ws,T1(Ω) avec T1 vérifiant (3.4).3 Par l’inclusion
Ws,T (Ω) ⊂ C 0
(
[0,T ],Hs−η(Ω)) pour tout η dans ]0, s] (lemme 2.2), la fonction Y1(T1, ·)
appartient à Hs−η(Ω). En revanche, comme Y1 ∈ L∞
(
[0,T ],Hs(Ω)), on ne peut a priori
définir Y1(T1, ·) comme une fonction de Hs. Pour pouvoir prolonger la solution en utili-
sant de nouveau le théorème 3.1, plusieurs possibilités se présentent :
① soit la solution a une régularité plus grande que celle fournit par le théo-
rème, avec Y1(T1, ·) ∈ Hs ; on peut alors appliquer le résultat au problème
Abv[Y1(T1, ·),ψ(T1 + ·),Ω] dans Hs.
② soit ce n’est pas le cas, et on applique le résultat à Abv[Y1(T1, ·),ψ(T1 + ·),Ω] dans
Hs−η . Cependant, le théorème 3.1 n’a été prouvé que pour des indices de Sobolev
s entiers. Il faut pour cela adapter la preuve à la définition des espaces de Sobolev
à indices réels dans le cas d’un domaine borné (cf. invariance par difféomorphisme,
§2.1), en estimant la norme additionnelle pour la partie s− ⌊s⌋. Ainsi, sous réserve
d’extension du théorème au cas non entier, on raisonne comme suit : on suppose
s = m + ε, m ∈ N tel que m > s0 et ε ∈ ]0, 1[, en conservant les hypothèses sur
Y0, à savoir Y0 ∈ Hs. On cherche alors à construire une solution Y ∈ Wm,T (Ω) en
appliquant successivement le théorème à s− ηk, pour une certaine suite ηk tendant
vers ε.
③ la dernière possibilité est enfin d’appliquer le théorème à Abv[Y1(T1, ·),ψ(T1 + ·),Ω]
dans Hs−1 sous réserve que l’on ait s > s0 + 2.
Donnons quelques détails pour chacun des trois points ci-dessus. Étant donnée la solution
Y1 sur [0,T1], il existe une unique solution Y2 définie sur l’intervalle [0,T2] solution de
Abv[Y1(T1, ·),ψ(T1 + ·),Ω] avec Y1(T1, ·) ∈ Hs∗1 , s∗1 étant égal à s dans le cas ①, s−
ε
2
dans
le cas ② et s− 1 dans le cas ③. Le temps T2 est donné ici par :
Ψ˜(T1 + T2)− Ψ˜(T1) = 1e · Cabv(s∗1) · ‖Y1(T1, ·)− µ1(T1)‖s∗1
.
On suppose bien sûr que ce temps T2 existe. Sinon, on aurait une existence globale. On
pose alors :
Y(t, x) =
Y1(t, x) si t ∈ [0,T1],Y2(t−T1, x) si t ∈ ]T1,T1 + T2].
On vérifie que le raccordement est suffisamment régulier pour avoir Y ∈ Ws∗1 ,T1+T2(Ω).
3 On note ici T1 au lieu de T˜1 afin d’alléger les notations.
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On poursuit de même, une fois Yk construite. Il existe une unique solution Yk+1 de
Abv[Yk(Tk, ·),ψk,Ω] pour ψk(t) = ψ(Σk + t), Σk =
k
∑
j=1
Tj et avec l’indice :
s∗k =

s dans le cas ①,
m +
ε
2k
dans le cas ②,
s− k dans le cas ③, sous réserve que s− k > s0.
On vérifie en annexe A.2 que µ
(
Yk(t, ·)
)
= µ
(
Y(Σk−1 + t, ·)
)
= µ1(Σk−1 + t).
La suite (Σk) est de plus donnée par :
Ψ˜(Σk+1) = Ψ˜(Σk) +
1
e · Cabv(s∗k ) · ‖Yk(Tk, ·)− µ1(Σk)‖s∗k
.
En sommant cette relation pour k ∈ {0, . . . ,K} (avec K = s− s0− 1 dans le cas ③), il vient,
avec la convention Σ0 = 0 :
Ψ˜(ΣK+1) =
1
e
K
∑
k=0
1
Cabv(s∗k ) · ‖Y(Σk, ·)− µ1(Σk)‖s∗k
. (3.7)
La question du temps d’existence se ramène donc à l’étude de la convergence de la série. À
noter que pour le cas ③ (le seul qui soit réalisable sans hypothèse supplémentaire), l’éga-
lité (3.7) donne le temps d’existence de la solution, avec Y ∈ Ws0,ΣK (Ω), ce qui constitue
un premier résultat de prolongement.
Pour les cas ① et ②, si la solution Y ainsi construite a un temps d’existence fini, cela
implique que la suite (Σk) converge (notons Σ∞ sa limite). La relation (3.7) impose donc
que la série converge. Il vient donc :
1
Cabv(s∗k ) · ‖Y(Σk, ·)− µ1(Σk)‖s∗k
−−−→
k→∞
0.
Comme la constante Cabv est croissante par rapport à l’indice de Sobolev, on a dans les
deux cas Cabv(s∗k ) 6 Cabv(s). La condition nécessaire de convergence vers 0 du terme
général se traduit donc par :
lim
k→+∞
‖Y(Σk, ·)− µ1(Σk)‖⌊s⌋ = +∞.
Comme la fonction µ1 est bornée sur R+ (par le principe du maximum, cf. lemme 3.5), on
obtient que l’hypothèse d’un temps d’existence fini impose :
lim
t→Σ∞
‖Y(t, ·)‖⌊s⌋ = +∞.
On rappelle toutefois que ce résultat est basé soit sur une régularité sur-estimée de la
solution, soit sur l’extension du théorème 3.1 au cas d’indices de Sobolev non entiers.
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Par ailleurs, pour évaluer le comportement du terme général de la série, on peut par
exemple utiliser l’estimation a priori (3.6) appliquée à Yk en remarquant que :
‖Y(Σk, ·)− µ1(Σk)‖s∗k = ‖Yk(Tk, ·)− µ
(
Yk(Tk, ·)
)‖s∗k = ‖Yk+1(0, ·)− µ(Yk(Tk, ·))‖s∗k
6 ‖Yk+1 − µ
(
Yk(Tk, ·)
)‖s∗k ,Tk+1 .
On peut aussi déterminer, avec Y solution du modèle Abv, une estimation en norme
Ws,T (Ω) pour la fonction Z(t, x) = Y(t, x)− µ1(t).
La question du temps d’existence reste donc un problème ouvert, même si dans le cas de la
dimension 1, nous verrons que les solutions classiques sont globales en temps.
3.1.5 Invariances par homothéties et translations
On présente ici quelques résultats lorsque l’on perturbe les données par dilatation ou par
changement d’échelle. On se donne pour cela (m, n, k) trois réels et pour tout λ > 0, on
pose Ωλ = {x ∈ Rd : λx ∈ Ω}, Y0λ,n,k = λkY0(λnx) et ψλ,m,k(t) = λm−kψ(λmt).
Lemme 3.2
Si (Y, φ) est solution de Abv[Y0,ψ,Ω], alors une solution de Abv
[
Y0λ,n,k,ψλ,m,k,Ωλn
]
est
donnée par :
(t, x) 7−→
(
λkY(λmt,λnx),λm−2nφ(λmt,λnx)
)
.
Ce résultat peut en particulier permettre des réductions d’échelle d’un point de vue
numérique. λk, λm et λn sont les paramètres de dilatation respectifs sur la donnée initiale,
la variable de temps et la variable d’espace.
On peut par ailleurs évaluer l’influence de ces changements d’échelle sur le temps
d’existence donné par le théorème 3.2. On suppose que pour λ = 1 (cas classique sans
changement d’échelle), la contrainte (3.4) est saturée, i.e. T (λ = 1, k = 0,m = 0, n = 0)
existe et est fini. On évalue en premier lieu le terme
∥∥∥Y0λ,n,k − µΩλn (Y0λ,n,k)∥∥∥s :∥∥∥Y0λ,n,k − µΩλn (Y0λ,n,k)∥∥∥2s = λ2k
∫
Ωλn
[
Y0(λ
nx)− µΩλn
(
Y0(λ
n·))]2 dx
= λ2k
[
‖Y0(λn·)‖2s − |Ωλn | µΩλn
(
Y0(λ
n·))2]
= λ2k
 ∑
|α|6s
∫
Ωλn
∣∣Dα[Y0(λn·)]∣∣2 dx− |Ω|
λnd
µΩ(Y0)
2

= λ2k
 ∑
|α|6s
λn|α|
∫
Ωλn
|DαY0(λnx)|2 dx− |Ω|
λnd
µΩ(Y0)
2

= λ2k
 ∑
|α|6s
λn(|α|−d)
∫
Ω
|DαY0(y)|2 dy− |Ω|
λnd
µΩ(Y0)
2
 .
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La contrainte de temps s’écrit dans ce cas :
 ∑
|α|6s
(
λn|α|‖DαY0‖20
)
− |Ω| · µΩ(Y0)2
 12 λ−nd2 Cabv(s, d,Ωλn) · Ψ˜(T (λ, k,m, n)λm
)
6
1
e
.
On constate tout d’abord que le paramètre d’échelle sur la donnée initiale n’influe pas sur
le temps d’existence : T (λ, k,m, n) = T (λ,m, n). Si l’on considère ensuite une dilatation
uniquement temporelle (n = 0), il vient :
‖Y0 − µΩ(Y0)‖s · Cabv(s, d,Ω) · Ψ˜
(
T (λ,m, 0)
λm
)
6
1
e
,
ce dont on déduit :
T (λ,m, 0) = λmT (1, 0, 0).
On énonce également un résultat de translation sur la donnée initiale.
Lemme 3.3
Soit c ∈ R. Si (Y, φ) est solution de Abv[Y0,ψ,Ω], alors une solution de Abv[Y0 − c,ψ,Ω]
est (Y− c, φ).
En combinant les deux lemmes, on constate qu’une dilatation-translation de la donnée
initiale se traduit par une dilatation-translation de la solution sous réserve que la pul-
sation soit dilatée par le facteur inverse. En d’autres termes, pour qu’une solution du
système (3.1) pour la donnée initiale
Y0 − a
b− a , a et b réels distincts, soit
Y− a
b− a , la pulsation
imposée doit être (b− a)ψ(t).
3.1.6 Autres propriétés pour des données moins régulières
Le théorème 3.1 repose sur la régularité (de type Sobolev) de la donnée initiale, ce qui ne
correspond pas à la régularité des données que l’on souhaite traiter, à savoir des fonctions
indicatrices (créneaux). On peut se demander si, en régularisant ces données (seulement
bornées) sur une zone de taille ε, on peut prouver l’existence d’une solution faible en
faisant tendre ε vers 0. Comme on le verra dans la partie 3.2, le temps d’existence (fini)
Tε (donné par le théorème 3.2, en dimension 1) tend vers 0 avec ε. C’est par le résultat
d’existence globale 1D que l’on parvient à construire une solution faible.
À défaut d’existence globale en dimension quelconque (à ce jour), on s’intéresse à
des données de régularité de plus en plus faible pour mener une étude qualitative des
éventuelles solutions. Les données du problème (3.1) étant Y0 et ψ, on souhaite étudier la
propagation de leurs propriétés aux solutions (Y,∇φ).
Il faut cependant s’interroger sur le sens à donner aux équations du modèle Abv
lorsque l’on considère des données moins régulières (on suppose toujours ψ continue sur
R+ et Ω borné lipschitzien). Introduisons dans un premier temps, pour T > 0, l’espace
ZT (Ω) défini par :
ZT (Ω) = L∞
(
[0,T ],W1,∞(Ω)
)
.
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On parlera dans la suite de solutions du modèle Abv dans ZT (Ω) toute fonction Y ∈
ZT (Ω) vérifiant :
(3.8)

Y(t, x) = Y0(x)−
∫ t
0
∇φ · ∇Y(τ, x) dτ, (3.8a)
∆φ(t, x) = ψ(t)
(
Y(t, x)− 1|Ω|
∫
Ω
Y(t, x′) dx′
)
, (3.8b)
∇φ · ν|∂Ω = 0, (3.8c)
avec Y0 ∈W1,∞(Ω).
En effet, pour Y ∈ L∞([0,T ] × Ω), le second membre de l’équation de Poisson
(3.8b) est borné. D’où, par les résultats usuels de régularité elliptique, il vient, pour
tout p > 1, ∇φ ∈ L∞([0,T ],W1,p(Ω)), puis, par les injections de Sobolev, ∇φ ∈
L∞
(
[0,T ],C 0,1−d/p(Ω)
)
lorsque p > d. En particulier, ∇φ ∈ L∞([0,T ],C 0(Ω)). La condi-
tion de bord (3.8c) a donc un sens.
Comme ∇Y ∈ L∞([0,T ] × Ω), le produit ∇φ · ∇Y est bien défini, est borné, et ap-
partient à l’espace L1
(
[0,T ], L2(Ω)
)
. Ainsi, le terme intégral dans (3.8a) est une fonction
continue du temps et différentiable pour presque tout t [11, § II.4.1] à valeurs dans L2(Ω)
et l’équation (3.8a) est vraie pour tout t ∈ [0,T ] et pour presque tout x ∈ Ω. L’équation
(3.1a) du modèle originel a alors un sens pour presque tout t et presque tout x.
Il ne serait pas possible a priori de définir de telles solutions pour une équation de
transport isolée avec un champ de vitesse irrégulier. C’est l’EDP elliptique qui ici assure
une régularité suffisante au terme de produit pour être défini.
Une fois cet espace et la notion de solutions associées bien définis, on énonce un certain
nombre de propriétés. Cependant, si cet espace convient à la formulation (3.8), il n’existe
pas de résultats d’existence de solutions, ni de lien entre la régularité de Y0 et celle d’éven-
tuelles solutions. On impose ici Y0 ∈ W1,∞(Ω) par compatibilité au temps 0 avec l’espace
ZT (Ω), mais il est possible que la régularité des solutions associées à Y0 soit plus grande.
Unicité
Lemme 3.4
Il existe au plus une solution au système (3.1) dans l’espace ZT (Ω).
Démonstration : Soient (Y1,∇φ1) et (Y2,∇φ2) deux solutions telles que Y1 et Y2 appartiennent
à ZT (Ω). On vérifie que, presque partout :
∂t(Y1 −Y2) +∇φ1 · ∇(Y1 −Y2) = −∇Y2 · ∇(φ1 − φ2),
(Y1 −Y2)(0, ·) = 0,
∆(φ1 − φ2) = ψ(t)
(
Y1 −Y2 − µ(Y1 −Y2)
)
,
∇(φ1 − φ2) · ν|∂Ω = 0.
On multiplie la première équation par Y1 −Y2 et on intègre sur Ω, ce qui donne :
1
2
d
dt
‖Y1 −Y2‖20 =
1
2
∫
Ω
∆φ1(Y1 −Y2)2 dx−
∫
Ω
(Y1 −Y2)∇Y2 · ∇(φ1 − φ2) dx.
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Par Cauchy-Schwarz, il vient :
1
2
d
dt
‖Y1 −Y2‖20 6
‖∆φ1‖∞
2
‖Y1 −Y2‖20 + ‖∇Y2‖∞‖Y1 −Y2‖0‖∇(φ1 − φ2)‖0.
Le second terme est majoré grâce aux estimations du lemme 3.1. On a alors :
1
2
d
dt
‖Y1 −Y2‖20 6 ‖Y1 −Y2‖20
[ ‖∆φ1‖∞
2
+ ‖∇Y2‖∞ · CPW · |ψ(t)|
]
.
Le lemme de Grönwall permet de conclure grâce à la condition initiale (Y1 − Y2)(0, ·) = 0.
D’où le principe d’unicité des solutions dans ZT (Ω).
Principe du maximum
Dans la démonstration du point 3 du lemme 2.12, on remarque que les seules conditions
requises pour que les calculs soient valides sont la différentiabilité en espace-temps de
la solution et le fait que le champ de vitesse ait une divergence dans L1
(
[0,T ], L∞(Ω)
)
.
Comme on l’a vu précédemment, ces conditions sont satisfaites dans le cadre ZT (Ω). On
en déduit donc le résultat suivant.
Lemme 3.5
Soit Y une solution de (3.1) dans ZT (Ω). Si Y0(x) ∈ [a, b] pour presque tout x ∈ Ω, alors
Y(t, x) ∈ [a, b] pour presque tout t et x.
Réversibilité
La définition de la réversibilité adaptée au système (3.8) se formule ainsi : soit Y ∈ ZT (Ω)
une solution de Abv[Y0,ψ,Ω] pour un certain temps T > 0, avec Y0 ∈ W1,∞(Ω) et
Y(T , ·) ∈W1,∞(Ω).4 Partant de Y(T , ·), on cherche à savoir si l’on retrouve la donnée Y0
au temps T au moyen de la transformation t 7→ T − t.
On considère donc le problème Abv[Y(T , ·), ψˆ,Ω] pour ψˆ(t) = −ψ(T − t). Si l’on
note Yˆ(t, x) = Y(T − t, x) et φˆ(t, x) = −φ(T − t, x), on vérifie que (Yˆ, φˆ) est bien solution
de Abv[Y(T , ·), ψˆ,Ω]. Comme Yˆ ∈ ZT (Ω), par le lemme 3.4, (Yˆ, φˆ) est l’unique solution
et on a bien Yˆ(T , x) = Y0(x).
Lemme 3.6
Le modèle Abv est réversible dans ZT (Ω).
Parité
Le dernier résultat de ce paragraphe concerne le cas des données symétriques. On suppose
dans ce paragraphe uniquement que le domaine Ω est symétrique au sens où :
• x ∈ Ω =⇒ (−x) ∈ Ω ;
• ∀ x ∈ ∂Ω, ν(−x) = −ν(x).
4 On sait que si Y ∈ ZT (Ω), alors, d’après (3.8a), Y appartient à l’espace C 0
(
[0,T ], L2(Ω)
)
. On peut définir
Y(T , ·) dans L2 mais a priori pas dans W1,∞. C’est pourquoi cela constitue une hypothèse ici.
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Lemme 3.7
Si la donnée Y0 ∈ W1,∞(Ω) est paire dans le domaine Ω symétrique, alors toute solution de
(3.1) dans ZT (Ω) est paire.
Démonstration : On considère une solution (Y, φ) de Abv[Y0,ψ,Ω]. Le raisonnement est basé
sur l’unicité de la solution. On pose alors Y˜(t, x) = Y(t,−x) et φ˜(t, x) = φ(t,−x). On vé-
rifie que (Y˜, φ˜) est solution de Abv[Y0,ψ,Ω], car Yˆ(0, x) = Y0(−x) = Y0(x), ∇φˆ · ν(x) =
−∇φ(t,−x) · [−ν(−x)] = 0 et :∫
Ω
Y(t, x) dx =
∫
Ω
Y(t,−x) dx =
∫
Ω
Yˆ(t, x) dx.
Par unicité (lemme 3.4), on a Y(t, x) = Yˆ(t, x) = Y(t,−x) et Y est paire. De même, le champ
de vitesse ∇φ est impair.
3.1.7 Moyenne des solutions bornées
On a étudié dans les paragraphes précédents des données initiales de type Sobolev Hs
ou W1,∞. Si l’on se replace dans le contexte de la modélisation des bulles, Y représente la
fraction massique de la phase vapeur et prend ses valeurs dans {0, 1}. Plus précisément,
si l’on introduit le domaine Ω1(t) occupé par la bulle, on recherche des solutions du
type Y(t, x) = 1Ω1(t)(x). On est donc amené à introduire une nouvelle notion, à savoir la
notion de solutions faibles, dans le cas où la donnée Y0 est seulement bornée. Pour cela,
on reformule le modèle comme suit :
(3.9)

∂tY +∇ · (Y∇φ) = ψ(t)Y
(
Y− 1|Ω|
∫
Ω
Y(t, x′) dx′
)
, (3.9a)
Y(t = 0, ·) = Y0, (3.9b)
∆φ(t, x) = ψ(t)
(
Y(t, x)− 1|Ω|
∫
Ω
Y(t, x′) dx′
)
, (3.9c)
∇φ · ν|∂Ω = 0, (3.9d)
pour Y0 ∈ L∞(Ω).
On appelle ainsi solution faible du système (3.9) sur l’intervalle [0,T ] toute fonction
Y ∈ L∞([0,T ]×Ω) vérifiant, pour toute fonction5 ϕ ∈ C ∞0
(
[0,T [×Ω), l’égalité :
∫∫
ΩT
Y(t, x)
{
∂tϕ(t, x) +∇φ(t, x) · ∇ϕ(t, x) + ψ(t)ϕ(t, x)
[
Y(t, x)− µ(Y(t, ·))]} dxdt
+
∫
Ω
Y0(x)ϕ(0, x) dx = 0, (3.10)
où ΩT = [0,T ]×Ω. L’EDP (3.9c) est quant à elle à prendre au sens usuel, comme évoqué
dans le paragraphe précédent. La mise sous forme conservative (3.9) est le cadre naturel
pour définir des formulations faibles.
5 ϕ ∈ C 10
(
[0,T [×Ω) suffit pour légitimer les calculs, mais on conserve le cadre fort des fonctions C ∞ à
support compact.
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L’objectif de ce paragraphe est de déterminer une expression explicite des quantités
µn(t) définies par :
µn(t) := µ
(
Yn(t, ·)) = 1|Ω|
∫
Ω
Yn(t, x) dx,
pour toute solution faible Y du système (3.9).
Mais débutons par une remarque sur la suite (µn) dans le cas de données initiales pour
lesquelles on dispose du principe du maximum, i.e. pour lesquelles on a l’existence d’une
solution bornée à valeurs dans [0, 1], ce qui est par exemple le cas lorsque Y0 ∈ Hs0+1(Ω)
à valeurs dans [0, 1] (cf. théorème 3.1 et lemme 3.5). Par le théorème de convergence
monotone, la suite (µn) décroît et converge pour presque tout t vers la fonction :
µ∞(t) =
|Ω1(t)|
|Ω| , où Ω1(t) = {x ∈ Ω : Y(t, x) = 1}.
Dans le cas général où Y0 ∈ L∞(Ω) à valeurs dans [0, 1], on n’a pas de principe du maxi-
mum a priori, ni même d’existence de solutions, et on ne peut conclure sur le comporte-
ment de la suite. On va cependant établir au lemme 3.9 que l’on peut étendre le principe
du maximum aux solutions faibles.
Supposons qu’il existe au moins une solution faible Y ∈ L∞([0,T ] × Ω) de
Abv[Y0,ψ,Ω]. Alors, les termes de la suite (µn) sont solutions d’équations différentielles
ordinaires couplées.
Lemme 3.8
Les termes de la suite (µn)n sont de classe C
1 et satisfont les équations :
µ′n(t) = ψ(t)
(
µn+1(t)− µ1(t)µn(t)
)
. (3.11)
Démonstration : Par le principe de renormalisation [30], Yn1 vérifie l’équation de transport avec
champ de vitesse ∇φ et condition initiale (Y0)n, ce qui se traduit par l’égalité (3.10) en
remplaçant le facteur Y de l’accolade par Yn et Y0 par (Y0)
n. Si l’on prend ϕ(t, x) = θ(t)ξp(x)
avec θ ∈ C ∞0
(
[0,T [
)
et (ξp)p une suite de C
∞
0 (Ω) qui converge simplement vers 1Ω, on
obtient :
∫
T
0
θ′(t)
∫
Ω
ξp(x)Yn(t, x) dxdt +
∫
T
0
θ(t)
∫
Ω
Yn(t, x)∇φ(t, x) · ∇ξp(x)dxdt
+
∫
T
0
ψ(t)θ(t)
∫
Ω
ξp(x)Yn(t, x)
[
Y(t, x)− µ1(t)
]
dxdt + θ(0)
∫
Ω
(Y0)
n(x)ξp(x) dx = 0.
Après passage à la limite pour p→ +∞, par application du théorème de convergence domi-
née, il reste (après division par |Ω|) :
∫
T
0
θ′(t)µn(t) dt +
∫
T
0
ψ(t)θ(t)
(
µn+1(t)− µ1(t)µn(t)
)
dt + θ(0)µ
(
(Y0)
n
)
= 0.
Cette égalité est l’écriture au sens des distributions de l’EDO (3.11). Avec Y ∈ L∞([0,T ]×
Ω
)
, µn est une fonction bornée du temps pour tout n. Le second membre de l’EDO (3.11) est
donc borné. D’après [11, § II.4], la fonction µn est continue et dérivable presque partout. De
fait, le second membre de (3.11) est désormais continu, ce qui justifie que µn est solution de
l’EDO (3.11) au sens classique.
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Remarque 7 − On constate en premier lieu que µn a une régularité en temps supérieure
à celle supposée de Y : on s’est placé ici sous l’hypothèse que la solution Y est seulement
bornée en temps, alors que sa moyenne est nécessairement continûment dérivable. Cela
laisse à penser que le système tend à régulariser (en temps) la solution.
Par ailleurs, pour le cas n = 1, l’équation µ′1 = ψ(µ2 − µ21) est une équation de Ricatti
pour l’inconnue µ1 et fournit le sens de variations de µ1. En effet, par l’inégalité de Jensen,
le terme µ2 − µ21 est positif. On en déduit que le signe de µ′1 est celui de ψ, ce qui montre
que la monotonie de la moyenne des solutions est régie par le signe de la pulsation.
Pour les cas n > 1, l’EDO (3.11) est linéaire par rapport à µn (mais dépend de µn+1). ⋄
Bien qu’elles forment un système infini d’EDOs couplées, les équations (3.11) peuvent
être résolues, le résultat étant donné dans le théorème suivant.
Théorème 3.3
Soit Y0 ∈ L∞(Ω). Pour ψ continue sur [0,+∞[, on note Ψ la primitive de ψ qui s’annule en
0. Si Y est une solution faible bornée de Abv[Y0,ψ,Ω], alors :
µn(t) :=
1
|Ω|
∫
Ω
Yn(t, x) dx =
∫
Ω
[Y0(x)]
n exp
[
Ψ(t)Y0(x)
]
dx∫
Ω
exp
[
Ψ(t)Y0(x)
]
dx
. (3.12)
Démonstration : Notons Y un majorant de Y0. On récrit tout d’abord l’équation (3.11) sous la
forme d’une relation de récurrence intégrale. Comme le terme µ′n + ψµ1µn (= ψµn+1) peut
s’exprimer sous la forme :[
µn(t) exp
∫ t
0
µ1(τ)ψ(τ) dτ
]′
exp
(
−
∫ t
0
µ1(τ)ψ(τ) dτ
)
,
on obtient la forme intégrale, pour tout N ∈ N∗ :
MN(t) = µN(0) +
∫ t
0
ψ(τ)MN+1(τ) dτ, (Th.3.3.i)
avec MN(t) := µN(t) exp
(∫ t
0
ψ(τ)µ1(τ) dτ
)
. Montrons alors la formule suivante par récur-
rence :
M1(t) =
N
∑
k=1
µk(0)
Ψ(t)k−1
(k− 1)! +
∫ t
0
ψ(τ)MN+1(τ)
[Ψ(t)−Ψ(τ)]N−1
(N − 1)! dτ. (Th.3.3.ii)
Le cas N = 1 correspond à l’égalité (Th.3.3.i). Pour N > 1, on a, en utilisant (Th.3.3.i) au
rang N + 1 :
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∫ t
0
ψ(τ)MN+1(τ)
[Ψ(t)−Ψ(τ)]N−1
(N − 1)! dτ
=
∫ t
0
[
µN+1(0) +
∫ τ
0
ψ(τ′)MN+2(τ′) dτ′
]
ψ(τ)
[Ψ(t)−Ψ(τ)]N−1
(N − 1)! dτ
= µN+1(0)
Ψ(t)N
N!
+
∫ t
0
∫ τ
0
[
ψ(τ)
[Ψ(t)−Ψ(τ)]N−1
(N − 1)!
]
· [ψ(τ′)MN+2(τ′)] dτ′dτ
= µN+1(0)
Ψ(t)N
N!
+
∫ t
0
ψ(τ′)MN+2(τ′)
[∫ t
τ′
ψ(τ)
[Ψ(t)−Ψ(τ)]N−1
(N − 1)! dτ
]
dτ′
(d’après le théorème de Fubini)
= µN+1(0)
Ψ(t)N
N!
+
∫ t
0
ψ(τ′)MN+2(τ′)
[Ψ(t)−Ψ(τ′)]N
N!
dτ′.
En additionnant ce résultat à (Th.3.3.ii), on obtient la formule souhaitée au rang N + 1.
Afin de déterminer une expression de M1, on souhaite passer à la limite dans (Th.3.3.ii).
Justifions en premier lieu la convergence de la série, en notant que la fonction Ψ est continue.
De plus : ∣∣∣∣∣µk+1(0) Ψk(t)k!
∣∣∣∣∣ 6 Y [Y|Ψ(t)|]kk! ,
terme général d’une série exponentielle convergente sur tout compact (Ψ y est bornée). On
en déduit que la série ∑k µk+1(0)Ψ
k(t)/k! est normalement convergente sur tout compact.
Quant au terme intégral dans (Th.3.3.ii), en explicitant MN+1 et µN+1, il s’écrit :
1
|Ω|
∫ t
0
∫
Ω
ψ(τ)
[
Y(τ, x)
(
Ψ(t)−Ψ(τ))]N
N!
Y(τ, x) exp
(∫ τ
0
ψ(σ)µ1(σ) dσ
)
dxdτ.
La fraction tend vers 0 lorsque N tend vers +∞. Comme les autres termes sont bornés, on
en déduit, via le théorème de convergence dominée, que l’intégrale tend vers 0. D’où, après
passage à la limite, il vient :
µ1(t) exp
(∫ t
0
ψ(τ)µ1(τ) dτ
)
= M1(t) = ∑
k>1
µk(0)
Ψ(t)k−1
(k− 1)! . (Th.3.3.iii)
En multipliant par ψ et en intégrant cette dernière égalité, on obtient :
exp
(∫ t
0
ψ(τ)µ1(τ) dτ
)
= 1+ ∑
k>1
µk(0)
Ψ(t)k
k!
= ∑
k>0
µk(0)
Ψ(t)k
k!
. (Th.3.3.iv)
En divisant (Th.3.3.iii) par le terme strictement positif (Th.3.3.iv), il vient :
µ1(t) =
∑
k>1
µk(0)
Ψ(t)k−1
(k− 1)!
∑
k>0
µk(0)
Ψ(t)k
k!
.
On remarque enfin que les séries intervenant dans ce résultat sont des sommes d’intégrales.
En effet :
∑
k>0
µk(0)
Ψ(t)k
k!
=
1
|Ω| ∑k>0
∫
Ω
[Ψ(t)Y0(x)]k
k!
dx.
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Comme la série exponentielle ∑k[Ψ(t)Y0(x)]
k/k! est normalement convergente, on peut per-
muter les symboles somme et intégrale, ce qui donne :
∑
k>0
µk(0)
Ψ(t)k
k!
=
1
|Ω|
∫
Ω
exp
[
Ψ(t)Y0(x)
]
dx.
On raisonne de manière analogue pour le numérateur, pour finalement parvenir à la formule
souhaitée :
µ1(t) =
∫
Ω
Y0(x) exp
[
Ψ(t)Y0(x)
]
dx∫
Ω
exp
[
Ψ(t)Y0(x)
]
dx
. (Th.3.3.v)
Pour démontrer la formule (3.12) dans le cas général pour n quelconque, on raisonne par
récurrence. Pour n = 2, on dérive les deux expressions de M1 dans (Th.3.3.iii) :6
M′1(t) =
(
µ′1(t) + ψ(t)µ21(t)
)
exp
(∫ t
0
ψ(τ)µ1(τ) dτ
)
= ψ(t) ∑
k>2
µk(0)
Ψ(t)k−2
(k− 2)! .
Or, µ′1(t) + ψ(t)µ21(t) = ψ(t)µ2(t) d’après (3.11). D’où :
M′1(t) = ψ(t)M2(t) = ψ(t) ∑
k>2
µk(0)
Ψ(t)k−2
(k− 2)! .
On distingue deux cas. Si ψ(t0) 6= 0, on simplifie par ψ(t0) dans l’égalité ci-dessus, puis on
utilise les mêmes arguments que précédemment, à savoir une interversion somme/intégrale
et une division par (Th.3.3.iv) pour obtenir (3.12) pour n = 2 :
µ2(t0) =
∫
Ω
[Y0(x)]
2 exp
[
Ψ(t0)Y0(x)
]
dx∫
Ω
exp
[
Ψ(t0)Y0(x)
]
dx
. (Th.3.3.vi)
Si ψ(t0) = 0 et si ψ ne s’annule qu’en t0 dans son voisinage, on prolonge par continuité la
fonction µ2, la fonction de droite dans (Th.3.3.vi) étant de classe C 1. Si ψ s’annule sur un
intervalle [a, b] contenant t0, alors µ′2(t) = 0 sur cet intervalle d’après (3.11), et µ2(t) = µ2(a),
ce qui est cohérent avec (Th.3.3.vi) puisque Ψ(t) = Ψ(a) sur [a, b].
On montre de même, à partir de M′n(t) = ψ(t)Mn+1, la formule (3.12).
On notera au passage la formule déduite de (Th.3.3.iv) :
exp
∫ t
0
ψ(τ)µ1(τ) dτ =
1
|Ω|
∫
Ω
exp
[
Ψ(t)Y0(x)
]
dx. (3.13)
Ce résultat appelle un certain nombre de remarques :
• On a obtenu une formule explicite (en fonction des données Y0, ψ et Ω) pour la
variable µ1 = µ(Y), quelle que soit la solution faible Y au modèle Abv. En particulier,
cela fournit la moyenne de l’unique solution dans le cas régulier (théorème 3.1).
• De plus, le second membre de (3.12) est défini pour tout temps, du fait de la conti-
nuité sur R+ de la fonction ψ. Cela laisse penser que la variable µn est de classe
C 1(R+), quelle que soit la régularité de la donnée initiale (et donc de la solution) :
on ne voit pas apparaître de singularité en temps fini.
6 La série dans le membre de droite de (Th.3.3.iii) est normalement convergente. De plus, son terme général
est de classe C 1 par rapport à t. On en déduit que la série est dérivable.
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• Outre l’influence7 de ψ sur les variations de µ1, on remarque que si Ψ est périodique
(i.e. si ψ est périodique et d’intégrale nulle sur une période), alors µ1 est périodique
de même période.8 Cela soulève la question de la périodicité des solutions Y elles-
mêmes, ce qui reste un problème ouvert. On verra que c’est effectivement le cas en
dimension 1.
• Par ailleurs, cette formule est cohérente avec les trois cas triviaux évoqués dans la
remarque 5, p. 77, à la suite du théorème 3.1. Si Y0 = 1 (resp. Y0 = 0), alors µ1 ≡ 1
(resp. Y0 = 0). De même, si ψ ≡ 0, alors Ψ ≡ 0 et µ1(t) = µ1(0).
• La formule (Th.3.3.vi) achève la preuve du caractère bien posé dansWs,T (Ω), puis-
qu’elle fournit une majoration de la solution par la donnée initiale (on utilise le fait
que −|Ψ(t)| · ‖Y0‖∞ 6 Ψ(t)Y0(x) 6 |Ψ(t)| · ‖Y0‖∞) :
‖Y(t, ·)‖0 =
√
|Ω| · µ2(t) 6
√
|Ω| e|Ψ(t)|·‖Y0‖∞‖Y0‖0.
• Si l’on revient à l’étude préliminaire de la suite (µn), on parvient à la même conclu-
sion que dans le cas où Y0 est à valeurs dans [0, 1] et où on dispose d’un principe du
maximum : la suite (µn) converge. Le théorème de convergence monotone assure en
effet la décroissance de la suite donnée par (3.12), avec pour limite :
|Ω1(0)| expΨ(t)
|Ω1(0)| expΨ(t) +
∫
Ω\Ω1(0)
exp[Ψ(t)Y0(x)] dx
.
On ne peut toutefois pas affirmer que ce terme est égal à |Ω1(t)|/|Ω|, du fait que
l’on ne dispose d’aucune information sur le caractère borné ou non de Y.
• La moyenne étant explicitée, on peut reformuler le modèle sous la forme suivante :
∂tY +∇φ · ∇Y = 0,
Y(0, ·) = Y0,
∆φ− ψ(t)Y = −ψ(t)µ1(t),
∇φ · ν|∂Ω = 0,
la fonction µ1 étant donnée par (Th.3.3.v). Le second membre étant connu, on obtient
un système purement différentiel et non plus intégro-différentiel. L’information
µΩ(Y) = µ1 se retrouve aisément par intégration de l’équation elliptique lorsque
ψ(t) 6= 0 (on prolonge par continuité sinon).
Une autre conséquence du théorème 3.3 est une preuve d’un principe du maximum
pour des solutions faibles.
Lemme 3.9
Soit Y ∈ L∞([0,T ] × Ω) une solution faible du modèle Abv pour un certain T > 0. Si
Y0 ∈ L∞(Ω) est à valeurs dans [a, b] pour presque tout x ∈ Ω, alors Y(t, ·) ∈ [a, b] presque
partout.
7 À noter que la donnée ψ n’intervient pas directement dans l’expression de la variable µ1, mais par le biais
de sa primitive.
8 Ceci est en partie à l’origine de la dénomination de « pulsation » pour ψ.
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Démonstration : Commençons par le cas Y0 ∈ [0, 1]. Comme énoncé dans les remarques, la suite
(µn) converge, du fait que Y0 ∈ [0, 1]. Or, par définition :
µn(t) =
1
|Ω|
∫
Ω
Yn(t, x) dx.
Montrons que la fonction Y ne peut pas prendre de valeurs hors de [0, 1] (à un ensemble de
mesure nulle près). Raisonnons par l’absurde en supposant qu’il existe ω(t) ⊂ Ω de mesure
non nulle sur lequel Y(t, x) > 1. Alors :
µ2n(t) =
1
|Ω|
∫
Ω\ω(t)
Y2n(t, x) dx︸ ︷︷ ︸
>0
+
1
|Ω|
∫
ω(t)
Y2n(t, x) dx︸ ︷︷ ︸
−−−−→
n→+∞ +∞
.
Ceci montre que la suite (µn) diverge, ce qui est absurde. D’où, Y 6 1 presque partout. De
même, on considère la solution Z = 1− Y associée à la condition initiale Z0 = 1− Y0 6 1.
De ce qui précède, on déduit que Z 6 1, d’où Y > 0 presque partout.
Dans le cas général où Y0 ∈ [a, b], on considère une solution faible Y de Abv [Y0,ψ,Ω]. La
variable Z =
Y− a
b− a est donc une solution faible de Abv [Z
0, (b− a)ψ,Ω], avec Z0 = Y0 − a
b− a ∈
[0, 1]. En appliquant ce que l’on vient de prouver dans le cas [0, 1], on déduit que Z est à
valeurs dans [0, 1] presque partout, et donc que Y est à valeurs dans [a, b].
Le lemme 3.9 est ainsi une généralisation au cas L∞ du lemme 3.5 qui s’appliquait au
cas des solutions dans ZT (Ω).
Par ailleurs, ce principe du maximum rend plausible la possibilité d’avoir des solutions
faibles de type « bulles », i.e. des fonctions caractéristiques de sous-domaines de Ω. Le
résultat suivant traite de ce type de solutions (sous l’hypothèse qu’il en existe) et a été
prouvé initialement dans [27]. On donne ici une autre preuve de la formule (3.14), qui est
une conséquence du théorème 3.3.
Lemme 3.10 (Lemme 1.1, [27])
On suppose qu’il existe un domaine mobile Ω1(t) tel que sa fonction caractéristique Y(t, x) =
1Ω1(t)(x) soit solution du système (3.9) muni de la condition initiale Y0(x) = 1Ω01
(x), avec
Ω1(0) = Ω01 ⊂ Ω donné. Alors V(t) =
|Ω1(t)|
|Ω| est solution de l’équation différentielle :
V′(t) = ψ(t)V(t)
(
1−V(t)),
V(0) =
|Ω01|
|Ω| .
La solution forte de ce système est donnée par la formule :
|Ω1(t)| = |Ω|
|Ω1(0)| exp
∫ t
0
ψ(τ) dτ
|Ω| − |Ω1(0)|+ |Ω1(0)| exp
∫ t
0
ψ(τ) dτ
. (3.14)
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Démonstration : Supposons que la fonction Y(t, x) = 1Ω1(t) ∈ L∞
(
[0,+∞[×Ω) soit une solution
faible du modèle Abv. Par définition, on a :
µ1(t) =
|Ω1(t)|
|Ω| = V(t),
puis, pour tout n ∈ N∗, µn(t) = µ1(t) = V(t), ce qui justifie le caractère C 1 de V. Les
EDOs (3.11) dont les moyennes µn sont solutions se réduisent dans ce cas à l’unique EDO :
V′(t) = ψ(t)V(t)
(
1−V(t)),
avec V(0) ∈ [0, 1]. Les solutions triviales 0 et 1 correspondent aux cas où Ω01 = ∅ et Ω01 = Ω.
Dans les autres cas initiaux, on a V(t) ∈ ]0, 1[ d’après le théorème de Cauchy-Lipschitz. On
peut ensuite en déduire l’expression de la solution en écrivant l’EDO sous forme séparée.
La formule (3.14) se déduit aussi directement de (Th.3.3.v) par le calcul :∫
Ω
exp[Ψ(t)Y0(x)] dx = |Ω01| expΨ(t) + |Ω| − |Ω01|.
Dans le cas des solutions de la forme 1Ω1(t)(x), la variable µ1(t) représente le volume
relatif de la bulle, le volume global étant donné par :
|Ω1(t)| = 1( 1
|Ω1(0)| −
1
|Ω|
)
exp
[
−
∫ t
0
ψ(τ) dτ
]
+
1
|Ω|
.
On retrouve les remarques précédentes sur l’influence de la pulsation : monotonie du
volume en fonction du signe de ψ et périodicité éventuelle. De plus, si Ψ(t) −−−−→
t→+∞ +∞,
alors |Ω1(t)| −−−−→
t→+∞ |Ω| : si la bulle subit l’effet d’une pulsation qui explose, alors elle
tend à occuper tout le domaine.
On remarque également que le volume de la bulle dépend de la taille du domaine.
L’équation d’advection seule aurait été en contradiction avec ce constat, mais il s’explique
par l’influence de l’équation de Poisson, dont l’effet est global et immédiat. Ainsi, une
même bulle dans deux enceintes de tailles différentes aura des comportements distincts.
Asymptotiquement parlant, si le domaine est très grand (assimilé à un domaine infini)
avec de petites bulles à l’échelle du domaine, ce que l’on traduit par |Ω| ≫ 1 et |Ω| ≫
|Ω1(0)|, on a |Ω1(t)| ∼ |Ω1(0)| exp
∫ t
0
ψ(τ) dτ.
On peut démontrer d’autres formules algébriques vérifiées par les solutions du modèle
Abv. Par exemple, on a :
exp
(
−
∫ t
0
ψ(τ)µ1(τ) dτ
)
=
1
|Ω|
∫
Ω
exp[−Ψ(t)Y(t, x)] dx, (3.15)
soit encore :
1 =
1
|Ω|
∫
Ω
exp
[
−
∫ t
0
ψ(τ)[Y(t, x)− µ1(τ)]dτ
]
dx,
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à comparer avec (Th.3.3.iv) :
exp
(∫ t
0
ψ(τ)µ1(τ) dτ
)
=
1
|Ω|
∫
Ω
exp[Ψ(t)Y0(x)] dx.
En effet, en introduisant la fonction Φ(t) =
+∞
∑
n=1
(−1)n+1 Ψ(t)
n
n!
µn(t), on a :
exp
(
−
∫ t
0
ψ(τ)µ1(τ) dτ
)
= 1−Φ(t). (3.16)
Cette relation découle de la formule suivante, vraie pour tout N ∈ N∗ :
∫ t
0
ψ(τ)µ1(τ) dτ =
N
∑
n=1
(−1)n+1 Ψ(t)
n
n!
µn(t)
+
∫ t
0
ψ(τ)µ1(τ)
N
∑
n=1
(−1)n+1 Ψ(τ)
n
n!
µn(τ) dτ + (−1)N
∫ t
0
Ψ(τ)N
N!
ψ(τ)µN+1(τ) dτ.
Par passage à la limite, il vient :
∫ t
0
ψ(τ)µ1(τ) dτ = Φ(t) +
∫ t
0
ψ(τ)µ1(τ)Φ(τ) dτ.
D’où 1−Φ est solution de l’équation différentielle :(1−Φ)′ = −ψµ1(1−Φ),(1−Φ)(0) = 1.
On en déduit la relation (3.16). Par ailleurs, on a :
Φ(t) =
+∞
∑
n=1
Ψ(t)n
n!
(−1)n+1
|Ω|
∫
Ω
Yn(t, x) dx = 1− 1|Ω|
∫
Ω
+∞
∑
n=0
(−1)n Ψ(t)
nYn(t, x)
n!
dx
= 1− 1|Ω|
∫
Ω
exp
(−Ψ(t)Y(t, x)) dx.
On conclut à (3.15). À noter que, bien que cette formule n’ait pas d’application directe,
elle est à l’origine des travaux effectués sur la moyenne des solutions et qui ont débouché
sur le théorème 3.3 et sur le lemme 3.9.
3.2 Modèle abstrait de vibration de bulle en dimension 1
On a énoncé dans les paragraphes précédents des résultats valables en dimension quel-
conque. Il reste toutefois un certain nombre de problèmes ouverts, comme la question de
l’existence de solutions faibles ou encore la détermination de solutions explicites. Dans
cette partie, on répond à ces questions pour le cas particulier de la dimension 1, dimen-
sion dans laquelle on peut simplifier certaines équations afin de pouvoir aller plus loin
que dans les études précédentes.
99
Chapitre 3. Etude théorique du modèle
3.2.1 Reformulations du modèle
On se place dans le domaine symétrique Ω = [−L, L]. Le système (3.1) s’écrit alors :
∂tY + ∂xφ ∂xY = 0 ,
Y(t = 0, ·) = Y0 ,
∂2xxφ = ψ(t)
(
Y− 1
2L
∫ L
−L
Y(t, x′)dx′
)
,
∂xφ(t,−L) = ∂xφ(t, L) = 0 .
En dimension 1, l’existence de φ tel que u = ∂xφ est immédiate, ce qui n’est pas le cas
en dimension supérieure. Le système précédent est donc rigoureusement équivalent au
suivant : 
∂tY + u∂xY = 0 ,
Y(t = 0, ·) = Y0 ,
∂xu = ψ(t)
(
Y− 1
2L
∫ L
−L
Y(t, x′)dx′
)
,
u(t,−L) = u(t, L) = 0 .
L’équation sur u s’intégrant directement, le système peut encore s’écrire sous la forme :
∂tY + u∂xY = 0 ,
Y(t = 0, ·) = Y0 ,
u(t, x) = ψ(t)
(∫ x
−L
Y(t, x′) dx′ − x + L
2L
∫ L
−L
Y(t, x′)dx′
)
,
(3.17)
ou plus simplement comme une équation intégro-différentielle non-linéaire :
∂tY(t, x) + ψ(t)
(∫ x
−L
Y(t, y) dy− x + L
2L
∫ L
−L
Y(t, y) dy
)
∂xY(t, x) = 0.
Si l’on introduit la variable R(t, x) =
∫ x
−L
(
Y(t, x′)− µ1(t)
)
dx′, la variable µ1 étant connue
indépendamment de Y par le théorème 3.3, le système peut se reformuler en une unique
équation aux dérivées partielles non linéaire :
∂2txR(t, x) + ψ(t)R(t, x)∂
2
xxR = −µ′1(t),
avec les conditions aux limites R(t, L) = R(t,−L) = 0. Cependant, c’est la forme (3.17)
que l’on utilisera dans la suite.
3.2.2 Évolution d’une bulle dans un domaine borné
Ce travail s’inspire de calculs effectués initialement par Pascal Omnes. On détermine dans
ce paragraphe une solution faible explicite et globale en temps pour le système (3.17) dans
le cas de données de type « bulles », i.e. de fonctions indicatrices. La preuve repose sur
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x
Y0(x)
−L L
1
α0 β0
Fig. 3.2 – Un exemple de donnée initiale irrégulière
la relation de Rankine et Hugoniot pour les solutions faibles discontinues de l’équation de
transport. Plus précisément, on associe au système (3.17) la condition initiale (cf. Fig. 3.2) :
Y(0, x) = Y0(x) =
1, si α0 6 x 6 β0 ,0, si − L 6 x < α0 ou β0 < x 6 L . (3.18)
Proposition 3.1
Une solution du système (3.17) muni de la condition initiale (3.18) est donnée par Y(t, x) =
1[α(t),β(t)](x), avec :
α(t) =
α0 + β0
2
− β0 − α0
2
expΨ(t)
1− β0 − α0
2L
+
β0 − α0
2L
expΨ(t)
, (3.19a)
et :
β(t) =
α0 + β0
2
+
β0 − α0
2
expΨ(t)
1− β0 − α0
2L
+
β0 − α0
2L
expΨ(t)
. (3.19b)
Démonstration : On suppose qu’il existe deux fonctions α et β du temps, définies et dérivables
sur un intervalle [0,T ] pour T > 0, telles que la fonction caractéristique du domaine
Ω1(t) = [α(t), β(t)] soit solution de (3.17). On considère donc une solution créneau de la
forme :
Y(t, x) =
1, si α(t) 6 x 6 β(t) ,0, si − L 6 x < α(t) ou β(t) < x 6 L .
Il vient ensuite par intégration et en tenant compte des conditions aux limites u(t,−L) =
u(t, L) = 0 :
u(t, x) = ψ(t)

−(x + L)
[
β(t)− α(t)
2L
]
si − L 6 x < α(t) ,
x
[
1− β(t)− α(t)
2L
]
+ γ(t) si α(t) 6 x 6 β(t) ,
(L− x)
[
β(t)− α(t)
2L
]
si β(t) < x 6 L .
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La continuité de u à la traversée de l’interface x = α(t) permet de déterminer γ :
γ(t) = −α(t) + β(t)
2
.
On obtient finalement :
u(t, x) = ψ(t)

−(x + L)
[
β(t)− α(t)
2L
]
si − L 6 x < α(t) ,
x
[
1− β(t)− α(t)
2L
]
− α(t) + β(t)
2
si α(t) 6 x 6 β(t) ,
(L− x)
[
β(t)− α(t)
2L
]
si β(t) < x 6 L .
On vérifie également la continuité en x = β(t). Écrivons ensuite la relation de Rankine et
Hugoniot pour les solutions faibles discontinues de l’équation d’advection ∂tY + u∂xY = 0,
i.e. vérifiant la relation suivante, pour tout ϕ ∈ C ∞0
(
[0,T [×[−L, L]) :
∫∫
[0,T ]×[−L,L]
Y(t, x)
(
∂tϕ(t, x) + ∂x(uϕ)(t, x)
)
dxdt +
∫ L
−L
Y0(x)ϕ(0, x) dx = 0,
avec u donné par la dernière équation de (3.17). Compte-tenu de l’égalité :
d
dt
(∫ β(t)
α(t)
ϕ(t, x) dx
)
= β′(t)ϕ
(
t, β(t)
)− α′(t)ϕ(t, α(t))+ ∫ β(t)
α(t)
∂tϕ(t, x) dx,
l’égalité faible s’écrit :
0 =
∫ β(T )
α(T )
ϕ(T , x) dx−
∫ β0
α0
ϕ(0, x) dx +
∫ L
−L
Y0(x)ϕ(0, x) dx
+
∫
T
0
{
−β′(t)ϕ(t, β(t))+ α′(t)ϕ(t, α(t))+ [u(t, ·)ϕ(t, ·)]β(t)
α(t)
}
dt
=
∫
T
0
[
ϕ
(
t, β(t)
) {
u
(
t, β(t)
)− β′(t)}− ϕ(t, α(t)) {u(t, α(t))− α′(t)}] dt.
Par densité, on en déduit la condition de saut à travers les discontinuités régulières x = α(t)
et x = β(t) :
α′(t) = u
(
t, α(t)
)
et β′(t) = u
(
t, β(t)
)
.
Compte-tenu de l’expression de u obtenue précédemment, ces conditions s’écrivent :
α′(t) = −ψ(t)(L + α(t)) β(t)− α(t)
2L
, (Prop.3.1.i)
et :
β′(t) = ψ(t)
(
L− β(t)) β(t)− α(t)
2L
.
Notons V(t) :=
β(t)− α(t)
2L
le volume relatif de la bulle. D’après les deux égalités précé-
dentes, V est solution de l’équation différentielle ordinaire d’ordre 1 :
V′(t) = ψ(t)V(t)
(
1−V(t)),
V(0) =
β0 − α0
2L
∈ ]0, 1[ .
On retrouve ici le résultat du lemme 3.10, dont la solution est donnée par :
V(t) =
V(0) expΨ(t)
1−V(0) +V(0) expΨ(t) .
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Par ailleurs, en considérant l’équation (Prop.3.1.i), on remarque que la variable αˆ(t) = α(t) +
L satisfait l’égalité :
αˆ′(t)
αˆ(t)
= −ψ(t)V(t).
De Ψ′ = ψ, on déduit que ψV =
(
ln
[
1−V(0) +V(0) expΨ])′, et :
α(t) =
α0 + β0
2
− LV(0) expΨ(t)
1−V(0) +V(0) expΨ(t) ,
puis de β(t) = 2LV(t) + α(t) :
β(t) =
α0 + β0
2
+ LV(0) expΨ(t)
1−V(0) +V(0) expΨ(t) .
On a ainsi un résultat d’existence d’une solution faible en dimension 1, même si
aucun résultat ne garantit l’unicité. Toutefois, la construction de cette solution montre
qu’elle est la seule de la forme 1Ω1(t)(x) avec Ω1(t) ⊂ [−L, L] simplement connexe. De
plus, cette solution est globale en temps.
On vérifie également que α(t) + L (resp. β(t)− L) est du signe de α0 + L (resp. β0 − L)
pour tout t > 0, i.e. α(t) > −L (resp. β(t) < L) : la bulle ne peut atteindre le bord du
domaine en temps fini. De même, l’inégalité β(t)− α(t) > 0 pour tout t > 0 assure que
la bulle ne disparaît jamais.
Une autre remarque porte sur la monotonie par rapport à la donnée initiale. La solution
obtenue dépend continûment des données initiales α0 et β0. On vérifie même que α et β
sont croissants par rapport à α0 et β0, ce qui signifie que si l’on prend :
α0,1 < α0,2 < β0,2 < β0,1 ⇐⇒ Ω2(0) ⊂ Ω1(0),
i.e. Y01 > Y
0
2 , alors α1(t) 6 α2(t) 6 β2(t) 6 β1(t), Ω2(t) ⊂ Ω1(t) et Y1 > Y2.
Par ailleurs, cette solution vérifie la propriété de symétrie décrite dans la partie pré-
cédente : si le domaine Ω1(0) est symétrique initialement par rapport à l’origine, ce qui
correspond à Y0 paire (α0 = −β0), on vérifie que Y reste paire
(
α(t) = −β(t)) en accord
avec le lemme 3.7.
On donne enfin l’expression du potentiel de vitesse associé au champ u :
φ(t, x) = ψ(t)

− (x + L)
2
2
V(t) si − L 6 x < α(t) ,
x2
2
[1−V(t)]− α(t) + β(t)
2
x +
α(t)2
2
− L
2
2
V(t) si α(t) 6 x 6 β(t) ,
− (L− x)
2
2
V(t) +
α(t)2 − β(t)2
2
si β(t) < x 6 L .
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x
Y0(x)
γ δα β−L L
1
Fig. 3.3 – Un exemple de donnée initiale régulière
x
Y0ε (x)Y
0(x)
−β0 + ε2 β0 − ε2
−β0 − ε2 β0 + ε2
−L L
1
−β0 β0
(a) C.I. symétrique avec µ(Y0ε ) = µ(Y
0)
x
Y0ε (x)Y
0(x)
−β0 − ε β0 + ε
−L L
1
−β0 β0
(b) C.I. symétrique avec Y0ε > Y
0
Fig. 3.4 – Exemples de données initiales paires, régulières (rouge) et irrégulière (bleu)
3.2.3 Approximations de solutions discontinues
On a démontré dans le paragraphe précédent qu’il existait une solution faible lorsque la
condition initiale était de type « bulle ». Dans la mesure où l’unicité n’est pas prouvée,
on va chercher à construire une famille de solutions régulières paramétrée par la taille
de la zone de régularisation initiale et étudier la convergence de cette famille lorsque le
paramètre tend vers 0. Ceci légitime les études préliminaires sur les données régulières
(de type Hs, cf. théorème 3.1) bien que le cadre originel de l’étude soit celui des bulles
(donc des données discontinues). Le but de cette partie est d’étudier la qualité de l’ap-
proximation ainsi faite, par exemple en montrant la convergence des solutions régulières
vers la solution discontinue de la partie précédente (ce qui laisserait supposer que cette
solution est unique) lorsque la zone de régularisation tend vers 0 (cf. Fig. 3.4), avec une
étude du temps d’existence et du profil des solutions.
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x
Λ(x)
−1 1
1
Fig. 3.5 – Exemple de fonction « marche »
Construction
On reprend la donnée initiale de la partie 3.2.2, notée Y0 et représentée en bleu sur les
figures 3.4. On construit à partir de Y0 une condition initiale Y0ε régularisée sur une zone
de taille ε > 0, au sens où on conserve des intervalles sur lesquels Y0ε est constante à 1 et
à 0, avec une transition continue (plus précisément au moins H2 pour satisfaire l’hypo-
thèse du théorème 3.1, à savoir s > s0 = 1 en dimension 1) et strictement monotone dans
chacune des zones de régularisation. Dans un souci de clarté, on se place dans le cas où
les données initiales sont paires, ce qui simplifie les calculs. On rappelle que la finalité
est d’étudier l’influence de l’épaisseur de la zone de régularisation sur la forme de la
solution, et l’écart entre cette dernière et la solution du paragraphe 3.2.2.
Tout d’abord, précisons la forme de la donnée dans la zone de régularisation : on
considère une fonction « marche », croissante, continue, qui prend la valeur 0 en −1 et la
valeur 1 en 1 (cf. Fig. 3.5). Entre autres exemples, on peut prendre :
• une fonction Pn polynomiale par morceaux (de degré impair n > 1 sur [−1, 1])
satisfaisant les conditions Pn(−1) = 0, Pn(1) = 1, puis P(j)n (−1) = P(j)n (1) = 0 pour
toutes les dérivées d’ordre j > 1 tant que le degré du polynôme le permet (j 6 n+12 ).
Par exemple :
◦ P1(x) =

0 si x < −1,
x + 1
2
si x ∈ [−1, 1],
1 si x > 1.
◦ P3(x) =

0 si x < −1,
−1
4
[
x3 − 3x− 2] si x ∈ [−1, 1],
1 si x > 1.
◦ P5(x) =

0 si x < −1,
1
2048
[
384x5 − 1280x3 + 1920x + 1024] si x ∈ [−1, 1],
1 si x > 1.
À noter que ces fonctions sont d’intégrales sur [−1, 1] égales à 1.
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• une fonction Φ construite selon la formule :
Φ(x) =
∫ x
−∞
ϕ(y) dy∫ +∞
−∞
ϕ(y) dy
,
pour une fonction ϕ positive et de classe C ∞0 nulle en dehors de [−1, 1]. On peut
prendre par exemple :
ϕ(x) = exp
( −x2
1− x2
)
1]−1,1[(x).
Φ vérifie les conditions de continuité en −1 et en 1 à tous les ordres et est d’intégrale
égale à 1 sur [−1, 1].
Grâce à cette fonction « marche » que l’on notera Λ en toute généralité dans toute la suite,
on construit une régularisation par changement de variables linéaire (cf. Fig. 3.3) :
Y0Λ =

0 si x ∈ [−1, α[,
Λ
(
2
x− α
γ− α − 1
)
si x ∈ [α,γ],
1 si x ∈ ]γ, δ[,
Λ
(
2
β− x
β− δ − 1
)
si x ∈ [δ, β],
0 si x ∈ ]β, 1].
Donnons la régularité des fonctions Y0
Λ
(qui sont toutes au moins continues) pour les
différentes fonctions « marche » évoquées ci-dessus :
• Λ = P1 −→ Y0Λ ∈W1,∞(−L, L) ⊂ H1(−L, L) ;
• Λ = P3 −→ Y0Λ ∈W2,∞(−L, L) ⊂ H2(−L, L) ;
• Λ = P5 −→ Y0Λ ∈W3,∞(−L, L) ⊂ H3(−L, L) ;
• Λ = Φ −→ Y0
Λ
∈ C ∞0 (−L, L).
✵✵✵
Afin d’approcher la donnée initiale Y0 discontinue, on se donne un réel ε > 0, qui par
la suite désignera la taille des zones de régularisation, et à partir duquel on construit
la donnée régularisée Y0ε . On peut par exemple régulariser de manière symétrique par
rapport à la discontinuité (cf. Fig. 3.4a), ce qui assure l’égalité des moyennes entre les
données continue et discontinue. Une autre possibilité consiste à raccorder le plateau
entier à l’axe des abscisses (cf. Fig. 3.4b). Les données vérifient ainsi Y0ε > Y
0.
On étudie dans un premier temps les propriétés qualitatives des solutions régularisées
avant d’établir une expression des solutions pour toute donnée initiale bornée.
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Étude qualitative
On se place ici dans le cadre défini par les hypothèses du théorème 3.1, i.e. Y0ε ∈
H2(−L, L).9 On se place dans le cadre de la figure 3.4b, i.e. :
Y0ε (x) =

0 si x ∈ [−L,−β0 − ε[∪]β0 + ε, L],
Λ
(
2
x + β0
ε
+ 1
)
si x ∈ [−β0 − ε,−β0],
Λ
(
2
β0 − x
ε
+ 1
)
si x ∈ [β0, β0 + ε],
1 si x ∈ ]− β0, β0[.
(3.20)
On cherche à déterminer le profil de l’unique solution Yε associée (dont le temps d’exis-
tence est noté Tε). On sait, par le principe du maximum (lemme 3.5), que Yε est à valeurs
dans [0, 1]. De plus, la moyenne µε de Yε est donnée par le théorème 3.3. À noter que les
intégrales intervenant dans cette formule de la moyenne s’expriment ici par :
∫ L
−L
exp
[
Ψ(t)Y0ε (x)
]
dx = 2
(
L− β0 − ε + β0eΨ(t) + ε2
∫ 1
−1
exp
[
Ψ(t)Λ(x)
]
dx
)
,
(3.21a)∫ L
−L
Y0ε (x) exp
[
Ψ(t)Y0ε (x)
]
dx = 2
(
β0e
Ψ(t) +
ε
2
∫ 1
−1
Λ(x) exp
[
Ψ(t)Λ(x)
]
dx
)
. (3.21b)
La méthode des caractéristiques (cf. § 2.4) permet de caractériser cette solution de manière
qualitative. Le champ de vitesse associé étant suffisamment régulier, on peut appliquer les
résultats décrits dans le paragraphe correspondant. On rappelle que le flot caractéristique
Xε est défini comme la solution de l’EDO :
dXε
dt
= uε
(
t,Xε(t)
)
,
Xε(s) = x0,
(3.22a)
avec :
uε(t, x) = ψ(t)
[∫ x
−L
Yε(t, y) dy− (x + L)µε(t)
]
. (3.22b)
De plus, Xε = Xε(t; s, x0) est de classe C 1
(
[0,Tε]2 × [−L, L]
)
et est bijective par rap-
port à x0, pour tous t et s fixés. En particulier, x 7→ Xε(0; t, x) est bijective de
[Xε(t; 0,−β0),Xε(t; 0, β0)] dans [−β0, β0]. D’où, par l’égalité :
Yε(t, x) = Y0ε
(Xε(0; t, x)),
on déduit que Yε(t, ·) ≡ 1 sur [Xε(t; 0,−β0),Xε(t; 0, β0]. On raisonne de même pour les
intervalles [−L,Xε(t; 0,−β0 − ε)] et [Xε(t; 0, β0 + ε), L] sur lesquels la fonction Yε(t, ·) est
identiquement nulle. On en déduit que le profil de Yε est semblable à celui de Y0ε , à savoir
un profil à support compact comportant un plateau sur lequel la fonction est égale à 1.
9 On exclut donc le cas Λ = P1 car la régularité n’est alors pas suffisante.
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x
Yε(x)
−βε(t) βε(t)
−δε(t) δε(t)−L L
1
Fig. 3.6 – Profil de la solution régulière Yε
Convergence
Notons tout d’abord que :
• pour le cas de la figure 3.4a :
‖Y0 −Y0ε ‖L1 = ε× CΛ,1 et ‖Y0 −Y0ε ‖L2 = ε× CΛ,2,
où CΛ,1 = 2
(
1−
∫ 1
0
Λ(x) dx
)
et CΛ,2 =
(
1+
∫ 1
−1
Λ2(x) dx− 2
∫ 1
0
Λ(x) dx
)
.
• pour le cas de la figure 3.4b :
‖Y0 −Y0ε ‖L1 = ε et ‖Y0 −Y0ε ‖L2 = ε× CΛ,3,
où CΛ,3 =
∫ 1
−1
Λ2(x) dx.
Les données régularisées ainsi construitres convergent bien vers Y0 lorsque ε → 0. Reste
à étudier la convergence de la suite (Yε) lorsque ε → 0 dans la perspective de construire
une solution faible du problème.
On se place dans le cadre de la figure 3.4b. Le profil de Yε est donné sur la figure 3.6,
d’après les remarques du paragraphe précédent. On note βε(t) = Xε(t; 0, β0) et δε(t) =
Xε(t; 0, β0 + ε).
Par parité et compte-tenu du profil de Yε, on a la relation :
µε(t) =
1
2L
∫ δε(t)
−δε(t)
Yε(t, x) dx =
βε(t)
L
+
1
L
∫ δε(t)
βε(t)
Yε(t, x) dx. (3.23)
D’après (3.22a), (3.22b) et (3.23), βε vérifie l’équation différentielle :
β′ε(t) = ψ(t)
[
2Lµε(t)−
∫ δε(t)
βε(t)
Yε(t, y) dy−
(
βε(t) + L
)
µε(t)
]
= ψ(t)
[
2Lµε(t)−
(
Lµε(t)− βε(t)
)− (βε(t) + L)µε(t)]
= ψ(t)βε(t)
(
1− µε(t)
)
. (3.24a)
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Intéressons-nous ensuite à δε. On a de manière analogue :
δ′ε(t) = ψ(t)
∫ δε(t)
−L
Yε(t, x) dx−
(
δε(t) + L
)
µε(t),
= ψ(t)
[
2Lµε(t)−
(
δε(t) + L
)
µε(t)
]
,
= ψ(t)µε(t)
(
L− δε(t)
)
. (3.24b)
En multipliant (3.24a) par L− δε et (3.24b) par βε, on obtient en sommant :
(L− δε)β′ε + βεδ′ε = ψ(L− δε)βε.
En divisant par −β2ε , on vérifie que :(
L− δε
βε
)′
= −ψ L− δε
βε
.
D’où :
βε(t)
L− δε(t) = κ0,ε expΨ(t), avec κ0,ε =
β0
L− β0 − ε . (3.25)
On connaît donc explicitement le rapport de la taille de la zone où Yε ≡ 1 (plateau à 1) sur
celle de la zone où Yε ≡ 0 (plateau à 0), paramétré par la fonction Ψ et le rapport initial
des deux plateaux.
Par ailleurs, les équations (3.24a) et (3.24b) montrent que β′ε et δ′ε sont de même signe,
ce qui signifie que les extrémités de la zone de régularisation évoluent dans le même sens
(paramétré par le signe de ψ). Mais cela ne donne pas l’évolution de la taille de l’interface.
Par soustraction des deux EDOs, il vient :
(δε − βε)′(t) = ψ(t)
[
Lµε(t)− βε(t)−
(
δε(t)− βε(t)
)
µε(t)
]
.
Or, d’après (3.23) :
Lµε(t)− βε(t) =
∫ δε(t)
βε(t)
Yε(t, x) dx =
(
δε(t)− βε(t)
) ∫ 1
0
Yε
[
t, βε(t) + σ
(
δε(t)− βε(t)
)]
dσ.
D’où :
(δε − βε)′(t) = ψ(t)
(
δε(t)− βε(t)
) [∫ 1
0
Yε
[
t, βε(t) + σ
(
δε(t)− βε(t)
)]
dσ− µε(t)
]
.
Le crochet est majoré par 2 du fait que la fonction Yε est majorée par 1 (il en est de même
pour µε). Avec (δε − βε)(0) = ε, il vient :
0 6 δε(t)− βε(t) 6 ε exp
(
2Ψ˜(t)
)
.
On déduit que :
lim
ε→0
δε(t)− βε(t) = 0.
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Or, d’après (3.25), on a :
δε(t) =
(L− β0 − ε)
(
δε(t)− βε(t)
)
+ Lβ0 expΨ(t)
L− β0 − ε + β0 expΨ(t) .
δε(t) admet donc une limite quand ε tend vers 0, donnée par :
lim
ε→0
βε(t) = lim
ε→0
δε(t) =
Lβ0 expΨ(t)
L− β0 + β0 expΨ(t) = β(t),
β étant la solution dans le cas discontinu de la partie 3.2.2. On pourrait conclure à la
convergence de la solution régularisée vers la solution irrégulière obtenue précédemment,
à ceci près que les fonctions βε et δε sont considérées comme les solutions d’équations
différentielles dont le temps d’existence dépend de ε.
Toutefois, en notant que la fonction µε, considérée comme le second membre dans le
théorème 3.3 (et non plus comme la moyenne d’une solution du modèle), est explicitement
connue et définie sur R+, les solutions des EDOs (3.24a) et (3.24b) sont également définies
sur R+, avec :
βε(t) =
β0 expΨ(t)
exp
∫ t
0
ψ(τ)µε(τ) dτ
=
Lβ0 expΨ(t)
L− β0 − ε + β0eΨ(t) + ε2
∫ 1
−1
eΨ(t)Λ(x) dx
, (3.26a)
où on a utilisé les formules (3.13) et (3.21), et :
δε(t) =
L
(
β0e
Ψ(t) +
ε
2
∫ 1
−1
eΨ(t)Λ(x) dx
)
L− β0 − ε + β0eΨ(t) + ε2
∫ 1
−1
eΨ(t)Λ(x) dx
. (3.26b)
À titre indicatif, ces expressions permettent de situer le plateau régularisé par rapport au
plateau discontinu [−β(t), β(t)] (cf. proposition 3.1). En effet, avec :
βε(t)− β(t) =
εLβ0e
Ψ(t)
∫ 1
−1
(
1− eΨ(t)Λ(x)
)
dx
2
(
L− β0 + β0eΨ(t)
)(
L− β0 − ε + β0eΨ(t) + ε2
∫ 1
−1
eΨ(t)Λ(x) dx
) ,
δε(t)− β(t) = εL
β0e
Ψ(t) +
L− β0
2
∫ 1
−1
eΨ(t)Λ(x) dx
2
(
L− β0 + β0eΨ(t)
)(
L− β0 − ε + β0eΨ(t) + ε2
∫ 1
−1
eΨ(t)Λ(x) dx
) ,
on constate que δε(t) > β(t) quels que soient t > 0 et ε > 0 (le pied de la régularisation
reste à droite de la discontinuité) tandis que le signe de βε − β dépend de celui de Ψ :
si Ψ(t) > 0, alors βε(t) < β(t) et la discontinuité est à l’intérieur de la zone de régula-
risation ; en revanche, lorsque Ψ(t) < 0, on a βε(t) > β(t), ce qui signifie que la vitesse
de propagation du plateau dans le cas discontinu est plus grande (en valeur absolue) que
celle du plateau régularisé.
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Dans tous les cas, on retrouve bien dans (3.26) la limite β lorsque ε → 0. Mais si βε
et δε sont des fonctions définies sur R+, il n’en est pas de même pour la solution Yε, qui
n’est a priori définie que sur [0,Tε], avec Tε défini par (3.4), i.e. :10[
2
∑
k=0
4kε1−2k
∥∥∥Λ(k)∥∥∥2
0
− ε
]1/2 ∫ Tε
0
|ψ(τ)| dτ 6 1
e · Cabv(s = 2, d = 1,Ω =]− L, L[) .
Comme le crochet tend vers +∞ quand ε→ 0, on a :
lim
ε→0
Tε = 0.
C’est pourquoi on est amené à utiliser un autre raisonnement pour conclure, à savoir
la construction d’une solution explicite et globale en temps, ce qui justifiera les calculs
effectués ci-dessus.
Solutions explicites du modèle ABV
On reprend l’idée du paragraphe précédent, à savoir l’utilisation de la méthode des carac-
téristiques. Les propriétés de ce système permettent en effet de déterminer explicitement
le flot caractéristique, et par suite les solutions du modèle (uniques dans le cas régulier,
faibles sinon).
On utilise de nouveau les résultats de la partie 2.4 que l’on applique à la solution de
(3.22a) avec pour origine du temps s = 0. En résolvant l’EDO (2.6) dont le jacobien de Xε
est solution, il vient :11
∂x0Xε(t; 0, x0) = exp
[∫ t
0
∂xuε
(
τ,Xε(τ; 0, x0)
)
dτ
]
,
= exp
[∫ t
0
ψ(τ)
[
Yε
(
τ,Xε(τ; 0, x0)
)− µε(τ)] dτ] ,
= exp
[
Ψ(t)Y0ε (x0)
]
exp
[
−
∫ t
0
ψ(τ)µε(τ) dτ
]
,
= 2L
exp
[
Ψ(t)Y0ε (x0)
]
∫ L
−L
exp
[
Ψ(t)Y0ε (y)
]
dy
, (3.27)
compte-tenu de (3.13). On intègre alors cette dernière égalité par rapport à x0, ce qui
donne :
Xε(t; 0, x0) = 2L
∫ x0
−L
exp
[
Ψ(t)Y0ε (y)
]
dy∫ L
−L
exp
[
Ψ(t)Y0ε (y)
]
dy
+ ξε(t).
10 On a calculé ici la norme H2 de Y0ε donnée par (3.20).
11 Ce qui permet de conclure en dimension 1 est que le déterminant de la matrice jacobienne se résume à
l’unique coefficient de cette matrice, ce qui rend délicat l’application de ces calculs en dimensions supérieures.
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Etant donné Xε(t; 0, L) = L, il vient ξε(t) = −L et :
Xε(t; 0, x0) = 2L
∫ x0
−L
exp
[
Ψ(t)Y0ε (y)
]
dy∫ L
−L
exp
[
Ψ(t)Y0ε (y)
]
dy
− L. (3.28)
Les solutions du modèle Abv sont donc données par :
Yε(t, x) = Y0ε
(X−1ε (t, x)),
où X−1ε (t, x) = Xε(0; t, x) est l’inverse (en temps que fonction de la variable x) de la
fonction Xε(t; 0, x). Ce résultat est implicite, dans la mesure où l’inversion de la fonction
x0 7→ Xε(t; 0, x0) n’est pas directe. Toutefois, comme la fonction explicitée dans (3.28) est
définie pour tout temps t > 0, la solution ci-dessus est globale en temps. En particulier, la
convergence de βε et δε établie au paragraphe précédent reste vraie sur R+, ce qui assure
que :
Yε converge vers Y (définie par la Prop. 3.1) presque partout lorsque ε→ 0.
Comme l’inverse de x0 7→ Xε(t; 0, x0) est x 7→ Xε(0; t, x), on est tenté de reprendre le
même raisonnement pour déterminer cette fonction, à partir de l’équation du jacobien.
Malheureusement, on aboutit à l’égalité :
∂xXε(0; t, x) = exp
[
−
∫ t
0
ψ(τ)Yε
(
τ,Xε(τ; t, x)
)
dτ
]
exp
[∫ t
0
ψ(τ)µε(τ) dτ
]
,
=
1
2L
∫ L
−L
exp
[
Ψ(t)Y0ε (y)
]
dy · exp[−Ψ(t)Yε(t, x)],
qui dépend de Yε, ce qui ne fournit donc pas de formule explicite pour le flot inverse.
Mais on remarque surtout que l’expression (3.28) a toujours un sens pour des données
initiales Y0ε moins régulières. On établit donc le résultat suivant, qui fournit une expression
implicite de solutions dans le cas L∞ :
Théorème 3.4
Soient Y0 ∈ L∞(−L, L) et ψ continue de primitive Ψ s’annulant en 0. Alors une solution
faible globale en temps du système (3.17) est donnée par Y(t, x) = Y0(Θ−1t (x)), où Θ−1t est
la réciproque (par rapport à x0) de la fonction :
Θ(t, x0) = 2L
∫ x0
−L
exp
[
Ψ(t)Y0(y)
]
dy∫ L
−L
exp
[
Ψ(t)Y0(y)
]
dy
− L. (3.29)
Démonstration : On commence par caractériser Θ définie par (3.29) (en tant que fonction et plus
en tant que flot caractéristique). Sachant que Y0 ∈ L∞(−L, L) et que Ψ ∈ C 1(0,+∞), on a
Θ ∈ C 1([0,T ],W1,∞(−L, L)) pour tout temps T > 0. De plus, pour tout t ∈ [0,T ], Θ(t, ·)
est continu et croissant de [−L, L] dans lui-même. Θ(t, ·) est donc un homéomorphisme
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sur [−L, L]. On note Θ−1t son inverse. De surcroît, Θ−1t est continu par rapport à ses deux
variables, ce qui prouve que la fonction Y(t, x) = Y0(Θ−1t (x)) est bien dans L∞([0,T ]×Ω).
Par ailleurs, l’inégalité
∣∣Θ(t, x1)−Θ(t, x2)∣∣ ≤ |x1 − x2| · exp(2 sup
[0,T ]
|Ψ| · ‖Y0‖∞
)
prouve que Θ(t, ·) est lipschitzienne. On peut donc appliquer le résultat suivant de change-
ment de variable lipschitzien [38] :
∀ f ∈ L1(−L, L),
∫ L
−L
f (x) dx =
∫ L
−L
f ◦Θ(t, x0) |∂x0Θ(t, x0)| dx0. (Th.3.4.i)
Ces remarques étant faites, montrons que la fonction Y = Y0 ◦ Θ−1t est une solution faible
du modèle Abv, i.e. satisfaisant l’égalité (3.10) pour toute fonction ϕ ∈ C ∞0 (ΩT ), avec ΩT =
[0,T ]×Ω. En dimension 1, cette égalité faible s’écrit :
∫∫
ΩT
Y
[
∂tϕ + u∂xϕ + ψ(t)ϕ
(
Y− µ(t))](t, x) dtdx + ∫ L
−L
Y0(x)ϕ(0, x) dx = 0. (Th.3.4.ii)
On note U la vitesse associée à Y via (3.17). Après calculs, on a :
∂x0Θ(t, x0) =
2L∫ L
−L
eΨ(t)Y
0(y)dy
eΨ(t)Y
0(x0).
Il vient donc :
∂tΘ(t, x0) = 2Lψ(t)
∫ x0
−L
Y0(y)eΨ(t)Y
0(y)dy∫ L
−L
eΨ(t)Y
0(y)dy
− 2Lψ(t)
∫ x0
−L
eΨ(t)Y
0(y)dy∫ L
−L
eΨ(t)Y
0(y)dy
∫ L
−L
Y0(y)eΨ(t)Y
0(y)dy∫ L
−L
eΨ(t)Y
0(y)dy
,
= ψ(t)
[∫ x0
−L
Y0(y)∂x0Θ(t, y) dy−
(
Θ(t, x0) + L
)
µ(t)
]
,
= ψ(t)
[∫ Θ(t,x0)
−L
Y0
(
Θ−1t (x)
)
dx− (Θ(t, x0) + L)µ(t)] ,
= U(t,Θ(t, x0)). (Th.3.4.iii)
On a utilisé ici (Th.3.3.v) pour µ et le changement de variables (Th.3.4.i). On retrouve donc
l’équation caractéristique ∂tΘ = U (t,Θ) dont on prouve l’existence d’une solution bien que
U ne soit pas assez régulier pour appliquer le théorème de Cauchy-Lipschitz. En effet, ici,
U ∈ L∞([0,T ],W1,∞(−L, L)).
On introduit ensuite la notation :
A(Y) :=
∫∫
ΩT
Y[∂tϕ + U∂xϕ](t, x) dtdx.
Par le changement de variables (Th.3.4.i), il vient :
A(Y) =
∫∫
ΩT
Y0(x0)
[
∂tϕ + U∂xϕ
](
t,Θ(t, x0)
)
∂x0Θ(t, x0) dtdx0.
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On justifie les calculs suivants par des arguments de régularité. On remarque que (t, x0) 7→
ϕ
(
t,Θ(t, x0)
)
appartient à l’espace C 1
(
[0,T ],C 0(−L, L)), ce qui légitime l’égalité au sens
fort :
d
dt
[
ϕ
(
t,Θ(t, x0)
)]
=
[
∂tϕ + ∂tΘ(t, x0)∂xϕ
](
t,Θ(t, x0)
)
.
Grâce à (Th.3.4.iii), on en déduit :
A(Y) =
∫ L
−L
Y0(x0)
∫
T
0
d
dt
[
ϕ
(
t,Θ(t, x0)
)]
∂x0Θ(t, x0) dtdx0.
De même, (t, x0) 7→ ∂x0Θ(t, x0) ∈ C 1
(
[0,T ], L∞(−L, L)), ce qui permet d’écrire :
d
dt
[
ϕ
(
t,Θ(t, x0)
)]
∂x0Θ(t, x0) =
d
dt
[
ϕ
(
t,Θ(t, x0)
)
∂x0Θ(t, x0)
]− ϕ(t,Θ(t, x0))∂t∂x0Θ(t, x0).
D’où :
A(Y) =
∫ L
−L
Y0(x0)
[ =0︷ ︸︸ ︷
ϕ
(
T ,Θ(T , x0)
)
∂x0Θ(T , x0)− ϕ(0, x0)
=1︷ ︸︸ ︷
∂x0Θ(0, x0)
]
dx0
−
∫ L
−L
Y0(x0)
∫
T
0
ϕ
(
t,Θ(t, x0)
)
∂t∂x0Θ(t, x0) dtdx0.
Afin d’évaluer le terme ∂t∂x0Θ, on dérive l’expression (3.29) par rapport à x0 puis à t, ce qui
permet d’aboutir à l’identité12 ∂t∂x0Θ = ∂xU (t,Θ) · ∂x0Θ. On obtient donc :
A(Y) = −
∫ L
−L
Y0(x0)ϕ(0, x0) dx0
−
∫ L
−L
∫
T
0
Y0(x0)(ϕ∂xU )
(
t,Θ(t, x0)
)
∂x0Θ(t, x0) dtdx0.
En appliquant cette fois-ci le changement de variables (Th.3.4.i) dans l’autre sens, on aboutit
au résultat souhaité, équivalent à (Th.3.4.ii) :
A(Y) = −
∫ L
−L
Y0(x0)ϕ(0, x0) dx0 −
∫∫
ΩT
ψ(t)Y(t, x)ϕ(t, x)(Y(t, x)− µ(t)) dtdx.
Y est donc bien une solution du modèle Abv sur tout intervalle [0,T ], T > 0.
Analyse du théorème 3.4
Le théorème 3.4 est avant tout un résultat d’existence de solutions faibles pour toute
donnée initiale bornée. Car si la méthode des caractéristiques fournit une solution pour
les équations d’advection linéaire à champ de vitesse donné, elle ne permettait a priori
pas ici de conclure (en particulier dans le cas non régulier où elle n’a pas de légitimité).
En effet, l’équation d’advection apparaissant dans le modèle Abv est non linéaire, car le
champ de vitesse dépend de la solution elle-même (comme par exemple pour l’équation
de Burgers), ce qui signifie que pour « remonter » les courbes caractéristiques, il est né-
cessaire de connaître . . . la solution. La force de ce résultat tient au fait que, a posteriori,
l’expression du jacobien est indépendante de Yε, ce qui permet d’obtenir un flot fonction
uniquement des données [Y0ε ,ψ, L].
12 Pour Y0 suffisamment régulier, on peut appliquer le lemme de Schwarz afin de permuter les deux dérivées
∂2t,x0Θ = ∂
2
x0 ,t
Θ, et on retrouve l’équation du jacobien en dérivant (Th.3.4.iii) par rapport à x0.
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Un des buts de l’analyse du modèle Abv est de caractériser l’équilibre entre les pro-
priétés hyperboliques et elliptiques. Ce résultat apporte un élément de réponse. On a vu
par exemple que, dans le cas d’une bulle (cf. § 3.2.2), le domaine mobile sur lequel la
solution est égale à 1 se propage à vitesse finie (il ne peut atteindre le bord en temps fini).
De plus, la solution obtenue reste discontinue. En ce qui concerne les équations hyperbo-
liques linéaires, on parle de propriété de vitesse de propagation finie, dans la mesure où
le domaine de dépendance de la solution est borné (voire réduit à un point, à savoir le
pied de la caractéristique dont le point courant est issu). L’expression du flot (3.29) montre
qu’ici les courbes caractéristiques requiert les valeurs de la donnée initiale dans sa glo-
balité à travers les intégrales. On observe donc un phénomène de dépendance globale,
propre aux équations elliptiques. Cependant, il n’y a pas de régularisation instantanée
comme on peut l’observer sur l’équation de la chaleur. On retrouve ainsi des propriétés
propres à chacune des deux équations qui composent le modèle.
Cas particuliers
Si le théorème 3.4 fournit un résultat d’existence, il n’y est toutefois pas question d’unicité.
Cependant, pour Y0 ∈ W1,∞(−L, L), on vérifie que le flot est un C 1-difféomorphisme sur
[−L, L]. D’où Θ−1t ∈ C 0
(
[0,T ],C 1(−L, L)) pour tout T > 0. On a donc Y ∈ ZT (−L, L).
Par le lemme 3.4, cette solution est alors unique.
Cette solution étant donnée, le point délicat demeure l’inversion de la fonction Θ. En
premier lieu, l’expression (3.29) montre que, s’il existe t0 > 0 tel que Ψ(t0) = 0, alors
Θ(t0, x0) = x0 = Θ−1t0 (x0) et on retrouve la configuration initiale Y
0. Cela inclut le cas où
Ψ est périodique (i.e. ψ périodique de moyenne nulle sur sa période), ce qui entraîne la
périodicité (en temps) du flot et donc de la solution.
Remarquons ensuite que pour Y0 paire, le flot Θ(t, ·) est impair. En effet :
Θ(t,−x) = 2L
∫ −x
−L
exp
[
Ψ(t)Y0(y)
]
dy∫ L
−L
exp
[
Ψ(t)Y0(y)
]
dy
− L = L− 2L
∫ L
−x
exp
[
Ψ(t)Y0(y)
]
dy∫ L
−L
exp
[
Ψ(t)Y0(y)
]
dy
,
= L− 2L
∫ x
−L
exp
[
Ψ(t)Y0(y)
]
dy∫ L
−L
exp
[
Ψ(t)Y0(y)
]
dy
= −Θ(t, x),
par parité de Y0. Ceci justifie que Y est paire, comme préconisé par le lemme 3.7.
Par ailleurs, dans le cas Y0 = 1[α0,β0], on retrouve le résultat de la proposition 3.1. En
effet, on a :
Θ(t, x0) = −L+
2L
2L + (β0 − α0)(eΨ(t) − 1)
×

x0 + L, si x0 ∈ [−L, α0[,
L + α0 + (x0 − α0)eΨ(t), si x0 ∈ [α0, β0],
L + x0 + (β0 − α0)(eΨ(t) − 1), si x0 ∈ ]β0, L].
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On voit sur la figure 3.7a que les courbes caractéristiques recouvrent le domaine (t, x0).
On peut alors inverser Θ(t, ·) :
Θ−1t (x) =

(
2L + (β0 − α0)(eΨ(t) − 1)
) x + L
2L
− L, x ∈ [0, α(t)[,[(
2L + (β0 − α0)(eΨ(t) − 1)
) x + L
2L
− L− α0
]
e−Ψ(t) + α0, x ∈ [α(t), β(t)],(
2L + (β0 − α0)(eΨ(t) − 1)
) x− L
2L
+ L, x ∈ ]β(t), L],
avec α(t) = Θ(t, α0) et β(t) = Θ(t, β0), ce qui conduit bien à la solution 1[α(t),β(t)](x) de la
proposition 3.1. Même si cela ne prouve pas l’unicité de cette solution faible, on remarque
que celle-ci a été obtenue par deux méthodes distinctes.
À titre d’exemple, on peut expliciter le flot associé à une condition initiale simulant
l’évolution de deux bulles. On se donne quatre réels −L < α0 < β0 < γ0 < δ0 < L tels que
δ0−γ0 > β0− α0, ce qui revient à considérer la seconde bulle plus grande que la première.
Les caractéristiques issues de chacun de ces quatre points s’écrivent respectivement, en
notant V0 := δ0 − γ0 + β0 − α0 :
α(t) =
2L(L + α0)
2L− V0 + V0eΨ(t)
− L,
β(t) =
2L
(
L + α0 + (β0 − α0)eΨ(t)
)
2L− V0 + V0eΨ(t)
− L,
γ(t) =
2L
(
L + α0 + (β0 − α0)eΨ(t) + γ0 − β0
)
2L− V0 + V0eΨ(t)
− L,
δ(t) =
2L
(
L + α0 + (β0 − α0)eΨ(t) + γ0 − β0 + (δ0 − γ0)eΨ(t)
)
2L− V0 + V0eΨ(t)
− L.
On en déduit :
V1(t) := β(t)− α(t) = 2L(β0 − α0)e
Ψ(t)
2L− V0 + V0eΨ(t)
> 0,
V2(t) := δ(t)− γ(t) = 2L(δ0 − γ0)e
Ψ(t)
2L− V0 + V0eΨ(t)
> 0,
γ(t)− β(t) = 2L(γ0 − β0)
2L− V0 + V0eΨ(t)
> 0.
La dernière inégalité montre que les deux bulles ne peuvent se toucher, tandis que les
deux premières assurent que les deux bulles ne disparaissent pas. Les conclusions sont
donc analogues au cas d’une seule bulle.
Pour ce qui est des régularisations polynomiales, seule la fonction Λ = P1 permet
d’inverser explicitement le flot (cf. Fig. 3.7b). On a vu que lorsque Ψ(t0) = 0, on a Θ(t0, ·) =
Id. Pour t tel que Ψ(t) 6= 0, on a, d’après (3.21) :
∆ε(t) :=
1
2
∫ L
−L
exp
[
Ψ(t)Y0ε (x)
]
dx = L− β0 − ε + β0eΨ(t) + ε e
Ψ(t) − 1
Ψ(t)
.
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t
x0
β0
L
(a) « bulle 1D »
t
x0
β0
β0 + ε
L
(b) « bulle 1D régularisée » (Λ = P1)
Fig. 3.7 – Courbes caractéristiques pour les cas tests « bulle 1D » (L = 1, β0 = 0.6, ψ(t) = 1, ε = 0.2)
D’où :
Θ(t, x) =

x
L eΨ(t)
∆ε(t)
, x ∈ [0, β0[,
L
∆ε(t)
ε eΨ(t) − eΨ(t) β0+ε−xε
Ψ(t)
+ β0eΨ(t)
 , x ∈ [β0, β0 + ε],
L− L(L− x)
∆ε(t)
, x ∈ ]β0 + ε, L].
On complète par (im)parité. Puis :
Θ−1t (x) =

∆ε(t)e−Ψ(t)
x
L
, x ∈ [0, βε(t)[,
β0 + ε− ε
Ψ(t)
ln
[
eΨ(t) +
Ψ(t)
ε
[
β0eΨ(t) − ∆ε(t) xL
]]
, x ∈ [βε(t), δε(t)],
L− ∆ε(t)
[
1− x
L
]
, x ∈ ]δε(t), L],
avec βε et δε donnés par (3.26). La13 solution Yε avec Λ = P1 résulte ensuite de la compo-
sition de Y0ε et de Θ
−1
t .
3.3 Extension au cas radial en 2D et 3D
Comme dans le cas de la dimension 1, on détermine dans le cas radial une solution lorsque
la donnée initiale est une bulle, représentée par la fonction indicatrice d’un disque (resp.
d’une sphère en dimension 3). Le domaine d’étude est ici le disque Ω = B(0,R) ⊂ R2 et
on se place en coordonnées polaires (r, θ). Le système se récrit donc sous la forme :
∂tY + ∂rY · ∂rφ + 1r2 ∂θY · ∂θφ = 0 ,
Y(t = 0, ·, ·) = Y0,
1
r
∂r (r∂rφ) +
1
r2
∂2θ2φ = ψ(t)
(
Y− 1
πR2
∫ 2π
0
∫ R
0
Y(t, r′, θ′) r′dr′dθ′
)
,
∂rφ(t, r = R, θ) = 0 ,
(3.30)
avec :
Y0(r) = 1[0,ρ0](r), pour ρ0 ∈ ]0,R[.
13 Pour Λ ∈ P1, on a Y0ε ∈ W1,∞(−L, L) et on vérifie que Yε ∈ ZT (−L, L), espace dans lequel on a prouvé
l’unicité des solutions.
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Dans ce qui suit, on cherche à construire des solutions radiales (Y, φ) du système précé-
dent, i.e. fonctions uniquement du temps t et du rayon r, ce qui permet de se rapprocher
du cas en dimension 1. Le système précédent se simplifie alors en :
∂tY + ∂rY · ∂rφ = 0 ,
Y(t = 0, ·) = Y0 ,
∂r (r∂rφ) = rψ(t)
(
Y(t, r)− 2
R2
∫ R
0
Y(t, r′) r′dr′
)
,
∂rφ(·,R) = 0 .
(3.31)
S’il existe une fonction ρ : R+ −→ R+ vérifiant ρ(0) = ρ0 et telle que :
Y(t, r) = 1[0,ρ(t)](r) ,
alors la moyenne µ de Y vaut :
µ(t) =
2
R2
∫ ρ(t)
0
r dr =
ρ2(t)
R2
.
Par ailleurs, en vertu du théorème 3.3, on a :
µ(t) =
∫ ρ0
0
eΨ(t)r dr∫ ρ0
0
eΨ(t)r dr +
∫ R
ρ0
r dr
=
ρ20e
Ψ(t)
ρ20e
Ψ(t) + R2 − ρ20
.
Par comparaison des deux expressions de µ, on conclut que la seule fonction ρ solution
est donnée par :
ρ(t) =
ρ0ReΨ(t)/2√
ρ20e
Ψ(t) + R2 − ρ20
. (3.32)
La fonction ρ est alors de classe C 1 sur R+. On vérifie à l’aide de formules de saut que,
réciproquement, la fonction 1[0,ρ(t)](r) avec ρ donnée par (3.32) est bien une solution faible
(globale) de (3.31) et plus généralement de (3.30) pour une donnée initiale radiale.
On peut retrouver ce résultat de différentes manières. On a, au sens des distributions :∂t
(
1r6ρ(t)
)
= ρ′(t)δr=ρ(t),
∂r
(
1r6ρ(t)
)
= −δr=ρ(t).
En intégrant l’équation sur φ entre r et R, on a :
−∂rφ = −ψ(t)
[
ρ2(t)
r
R2 − ρ2(t)
R2
− ρ
2(t)− r2
2r
1[0,ρ(t)](r)
]
.
En injectant les dernières égalités dans l’équation de transport, il vient :
ρ′(t) = ψ(t)ρ(t)
(
1− ρ
2(t)
R2
)
.
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La fonction ̺ = ρ/R est donc solution de :
̺′ = ψ̺(1− ̺2).
On a ̺(0) ∈ [0, 1]. Si ̺ = 0 (resp. 1), la solution triviale est ̺(t) = 0 (resp. 1) d’après
Cauchy-Lipschitz. Sinon, ̺(t) ∈ ]0, 1[ et l’EDO s’écrit :
ψ =
̺′
̺
− 1
2
· −2̺̺
′
1− ̺2 =
[
ln
(
̺√
1− ̺2
)]′
.
On déduit, après intégration, que :
̺2(t) =
̺(0)2 expΨ(t)
1− ̺(0)2 + ̺(0)2 expΨ(t) ,
ce qui redonne bien (3.32). On aurait également pu démontrer ce résultat en utilisant
l’égalité faible [66, Annexe 1] :
∀ ϕ ∈ C ∞0
(
[0,T [×]0,R]),∫ T
0
∫ R
0
Y
[
∂tϕ + ∂rφ · ∂rϕ + ψ(t)ϕ
(
Y− 2
R2
∫ R
0
Y(t, r′)r′ dr′
)]
rdrdt
+
∫ ρ0
0
ϕ(0, r) rdr = 0.
La formule (3.32) est la généralisation en dimension 2 de (3.19b) (qui donne l’expression
de la fonction β) dans le cas symétrique. Le même calcul en dimension 3 confirme cette
généralisation, qui s’écrit donc en dimensions 1, 2 et 3 :
ρ(t) =
ρ0ReΨ(t)/d
d
√
ρd0e
Ψ(t) + Rd − ρd0
.
✵✵✵
Les raisonnements de la partie 1D peuvent de même être étendus au cas radial, où,
par le biais de la méthode des caractéristiques, on établit des propriétés qualitatives sur
les solutions.
À titre d’exemple, on sait que les caractéristiques sont définies de manière générale
par : 
dX
dτ
= ∇φ(τ,X (τ)),
X (0) = x0.
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En coordonnées radiales, avec X (τ) = ρ(τ)er
(
θ(τ)
)
et ∇φ = (∂rφ, r−1∂θφ), l’EDO se
récrit : 
ρ′(τ) = ∂rφ
(
τ, ρ(τ), θ(τ)
)
,
θ′(τ) = 1
ρ2(τ)
∂θφ
(
τ, ρ(τ), θ(τ)
)
,
ρ(0) = ρ0, θ(0) = θ0.
(3.33)
Ici, ρ0 6= 0. Par ailleurs, la relation (3.27) établie dans l’étude 1D et donnant le jacobien
demeure vraie en dimension supérieure :
det∇x0X =
exp
[
Ψ(t)Y0(x0)
]
1
|Ω|
∫
Ω
exp
[
Ψ(t)Y0(x)
]
dx
.
Ici, dans le repère (er(θ0), eθ(θ0)), on a :
X (τ) =
(
ρ(τ; ρ0, θ0) cos
(
θ(τ; ρ0, θ0)− θ0
)
ρ(τ; ρ0, θ0) sin
(
θ(τ; ρ0, θ0)− θ0
)) .
D’où, avec ∂θ
(
er(θ)
)
= eθ(θ) :
∇ρ0,θ0X =
(
∂ρ0X
1
ρ0
∂θ0X
)
=
c∂ρ0ρ− sρ∂ρ0θ c
∂θ0ρ
ρ0
− sρ∂θ0θ
ρ0
s∂ρ0ρ + cρ∂ρ0θ s
∂θ0ρ
ρ0
+ cρ
∂θ0θ
ρ0
 ,
avec c = cos(θ − θ0) et s = sin(θ − θ0).
Dans le cas qui nous concerne, à savoir celui de la géométrie radiale
(
Y0 = Y0(r)
)
, φ n’est
fonction que de r. Il vient alors θ(τ) = θ0 et :
∇ρ0,θ0X =
∂ρ0ρ 0
0
ρ
ρ0
 .
L’équation du jacobien devient donc :
1
2
∂ρ0(ρ
2) =
ρ0 exp
[
Ψ(t)Y0(ρ0)
]
2
R2
∫ R
0
exp
[
Ψ(t)Y0(r)
]
rdr
,
ce dont on déduit :
ρ2(τ; ρ0) = R2
1−
∫ R
ρ0
exp
[
Ψ(t)Y0(r)
]
rdr∫ R
0
exp
[
Ψ(t)Y0(r)
]
rdr
 = R2
∫ ρ0
0
exp
[
Ψ(t)Y0(r)
]
rdr∫ R
0
exp
[
Ψ(t)Y0(r)
]
rdr
.
On a utilisé le fait que la solution de ρ′(τ) = ∂rφ
(
τ, ρ(τ)
)
, ρ(0) = R, est simplement
ρ(τ) = R, compte-tenu de la condition aux limites ∂rφ(t,R) = 0.
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La fonction ρ2 ainsi définie est nulle en ρ0 = 0 (par prolongement par continuité,
l’expression ayant été obtenue sous l’hypothèse ρ0 6= 0), croissante par rapport à ρ0 (donc
positive). La fonction ρ =
√
ρ2 est ainsi bien définie, continue et croissante sur [0,R],
et donc inversible, d’inverse ρ−1t (r). La fonction (t, r) 7−→ Y0
(
ρ−1t (r)
)
est solution du
système (3.31). On obtient ainsi une formule analogue à celle qui a été explicitée dans le
théorème 3.4. Les mêmes conclusions peuvent alors être émises.
Dans le cas général à donnée initiale quelconque pour le système (3.30), la méthode
requiert de résoudre (3.33), pour lequel il n’existe pas a priori de solutions explicites. Tou-
tefois, on peut utiliser ce système d’EDOs dans des perspectives numériques.
3.4 Conclusion
Le modèle Abv a été construit à partir du système Dlmn en se basant sur des considé-
rations mathématiques (vitesse potentielle, changement de second membre, découplage
avec la thermodynamique). En tant que système d’équations aux dérivées partielles, le
modèle a de nombreuses propriétés, dont certaines ont été détaillées dans ce chapitre. En
particulier, on a prouvé l’existence de solutions régulières en temps court, avec une esti-
mation du temps d’existence. De plus, pour le cas de la dimension 1 ou de la dimension 2
à données radiales, on obtient non seulement des solutions classiques globales en temps,
mais on explicite également des solutions faibles, elles aussi globales en temps. Au regard
de ces solutions faibles, on constate que, pour une donnée initiale de type « bulle » (fonc-
tion à valeurs dans {0, 1}), il existe une solution de type « bulle ». On est ainsi conforté
dans le choix de ce modèle qui, bien que simplifié, possède des caractéristiques souhaitées
(principe du maximum, symétrie). Enfin, on a démontré l’existence d’une fonction définie
sur R+ et égale, sur son intervalle d’existence, à la moyenne sur Ω de la solution. On
connaît donc explicitement la moyenne des solutions, qui ne dépend que de la condition
initiale et de la pulsation. Cela permet d’envisager deux conjectures : la première est qu’il
y a unicité des solutions faibles (puisque la moyenne est définie de manière univoque), la
seconde est que les solutions sont globales en temps (la fonction moyenne est définie pour
tout temps), et ce, quel que soit le type de solutions considérées (faibles, fortes, classiques).
Parmi les problèmes ouverts, il demeure donc en premier lieu la question du temps
d’existence des solutions classiques. Car si une estimation précise a été donnée, cette
dernière s’avère non optimale en dimension 1 : le temps d’existence y est infini, ce que
semblent confirmer les simulations numériques (en dimensions 1 et 2) qui ne montrent
pas d’explosion en temps fini. Par ailleurs, il reste à démontrer l’existence (sauf en dimen-
sion 1 où on dispose de solutions explicites) et l’unicité (quelle que soit la dimension) de
solutions faibles au modèle Abv. Ce point est d’autant plus important qu’il correspond à
la finalité de cette étude, à savoir le traitement de données en créneau. Pour cela, une tech-
nique qui pourrait s’avérer instructive est celle de l’approximation parabolique, commme
ce qui est fait par exemple dans [70].
✵✵✵
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Finalement, l’étude du modèle Abv constitue un excellent point de départ, du point
de vue théorique, pour l’analyse numérique du système Dlmn. Elle a permis de tester les
outils fonctionnels dans les espaces de Sobolev (inégalités deMoser, estimations d’énergie)
au cours de la preuve du théorème d’existence et d’unicité, et de mieux comprendre le
fonctionnement global du couplage hyperbolique / elliptique. Afin de « remonter » vers
le système Dlmn, il est envisageable d’enrichir progressivement ce modèle abstrait, par
l’ajout d’un terme source, puis par le couplage avec des équations thermodynamiques.
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▲
es écoulements qui interviennent dans les cœurs de réacteurs nucléaires
peuvent être qualifiés de complexes dans la mesure où la disparité des échelles
d’espace est très grande. À titre d’exemple, on peut comparer la taille du réac-
teur (plusieurs mètres) à celle des plus petites bulles (de l’ordre de quelques microns). Du
point de vue numérique, les algorithmes ne peuvent tenir compte de toutes ces échelles,
pour des questions de coût de calcul. Avec l’accroissement des puissances des ordina-
teurs, il devient aujourd’hui possible de prendre en compte (localement) les plus petites
échelles. Cela définit le cadre (ambitieux) de la Simulation Numérique Directe (SND1). La
1 L’acronyme DNS (pour Direct Numerical Simulation) est passé dans le langage courant (des numériciens) en
français.
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SND est devenue un enjeu majeur dans le monde de la modélisation en dynamique des
fluides, car sa maîtrise permettra, à terme, de mieux connaître et ainsi de mieux com-
prendre les phénomènes physiques qui se produisent durant une expérience, que ce soit
dans le domaine de la combustion, de l’aérodynamique ou encore de la thermodynamique
diphasique.
De manière générale, les écoulements diphasiques peuvent être considérés soit comme
des milieux continus, lorsque les deux phases sont potentiellement présentes en chaque
point du domaine (les variables sont alors moyennées), soit comme des milieux distincts,
lorsque les phases sont séparées par une interface infiniment mince. Dans ce dernier cas
(qui englobe les écoulements à bulles), les deux phases peuvent être assimilées à deux
fluides distincts supposés non-miscibles. C’est le choix de modélisation qui est fait ici.
En termes d’équations, ce choix peut se traduire par deux types de formulations (équiva-
lentes) : soit on utilise deux ensembles distincts d’équations, propres à chacun des deux
fluides (on complète alors le modèle par des conditions de transmission à la traversée de
l’interface), soit on prend en compte un unique ensemble d’équations, faisant intervenir
des variables « globales » ainsi que des termes sources supplémentaires (de type Dirac sur
l’interface, modélisant par exemple la tension de surface).
Mais quelle que soit la formulation choisie et en dépit des performances accrues des or-
dinateurs, la simulation des écoulements à bulles demeure problématique pour plusieurs
raisons : en premier lieu parce que certains phénomènes physiques inhérents au concept
de bulles engendrent des changements topologiques importants, comme par exemple en
cas de formation de bulles par changement de phases (nucléation), de coalescence ou en-
core de fragmentation ; en second lieu parce que l’interface est infiniment mince, ce qui
requiert un traitement numérique « parfait », i.e. sans diffusion (laquelle aurait tendance
à transformer une interface infiniment mince en interface diffuse et rendrait de surcroît
délicat le calcul de forces surfaciques). La gestion rigoureuse de ces différents points, en
plus de la prise en compte d’échelles d’espace très petites dans le cadre de la SND, peut
alors engendrer des coûts de calcul prohibitifs.
✵✵✵
Dans ce chapitre, on décrit tout d’abord brièvement les méthodes les plus classiques
pour le traitement numérique des interfaces. On s’intéresse ensuite plus particulièrement
aux schémas numériques dédiés au transport d’interface. On construit alors un schéma
d’ordre 2, basé sur la méthode des caractéristiques, pour traiter le cas des interfaces régu-
lières.2 Puis, on présente un algorithme de raffinement adaptatif de maillages (AMR3) en
dimension supérieure à 1, appliqué au modèle simplifié de déformation de bulles (Abv).
Dans l’optique de traiter le système complet (Dlmn) à l’aide de cette technique, on termine
le chapitre par des rappels sur l’algorithme Mac.
2 On opposera dans la suite le concept d’interfaces régulières (diffuses) à celui d’interfaces irrégulières
(infiniment minces).
3 Comme pour l’acronyme DNS, le terme anglais (Adaptive Mesh Refinement) est le plus utilisé, même en
français.
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4.1 Introduction à la problématique de la simulation d’in-
terfaces
On distingue globalement deux grandes familles de méthodes pour traiter les interfaces :
soit l’interface est elle-même une inconnue à part entière que l’on suit au cours du temps
(on ajoute alors une ou plusieurs équations au système), soit elle est implicitement conte-
nue dans le modèle et est déduite de la position des deux fluides. En d’autres termes, soit
on suit l’interface (on parle alors de front/interface tracking), soit on la capture à chaque
pas de temps (on parle de méthode interface capturing). Dans ce dernier cas, il peut y avoir
reconstruction de l’interface (Vof) ou non (comme dans les méthodes que nous allons
détailler).
4.1.1 Suivi d’interfaces
Dans la méthode dite de front tracking introduite par Unverdi et Tryggvason [88] puis
approfondie dans [87], les équations régissant l’écoulement sont résolues par une mé-
thode classique (volumes finis, différences finies) sur un maillage fixe (en coordonnées
eulériennes), tandis que la frontière séparant les deux fluides est représentée par un en-
semble de marqueurs reliés entre eux (appelé front). L’évolution de ces marqueurs est
traitée grâce à une approche lagrangienne, les particules étant suivies au cours du mouve-
ment. Cela nécessite toutefois des interpolations entre les maillages fixe et mobile, et une
gestion rigoureuse des changements de topologie (nucléation, coalescence, fragmentation)
qui représentent la principale limite de cette méthode.
Quant à la résolution à proprement parler des équations (loin de l’interface), par
exemple les équations de Navier-Stokes, la principale difficulté est d’approcher les termes
surfaciques sur l’interface (comme la tension de surface) et d’appréhender les fortes va-
riations des gradients au voisinage de l’interface, en particulier pour la pression.
Les pionniers dans ce domaine furent Harlow et Welsh [47], dont on détaillera la
méthode dans le paragraphe 4.5. Dans leur approche, les marqueurs repèrent chacun des
deux fluides et non directement l’interface (ce qui requiert donc un nombre plus important
de marqueurs que pour la méthode front tracking où les marqueurs sont concentrés dans
un voisinage de l’interface).
4.1.2 Capture d’interfaces
Cette méthode générale consiste à repérer l’interface via l’évolution d’une fonction couleur,
régulière ou non. Une première méthode est la méthode Vof (Volume-Of-Fluid), dont les
fondements ont été initiés par Noh et Woodward [62] puis formalisés par Hurt et Nichols
[50]. Cet algorithme (ou plutôt cette famille d’algorithmes) est composé de deux étapes :
① évaluation de la fraction volumique4 de la phase de référence dans chaque cellule
du maillage ;
② reconstruction de l’interface à partir des valeurs de la fraction volumique.
4 On parle parfois de volume tracking.
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L’algorithme Slic (Simple Line Interface Calculation, [47]) est basé sur l’hypothèse que, dans
chaque cellule, l’interface est soit horizontale, soit verticale (en dimension 2). Pour déter-
miner sa position, on utilise des couples d’indicateurs de présence : pour la phase vapeur
par exemple, on détermine les entiers ILv et IRv égaux soit à 1 (si la phase vapeur est
présente), soit à 0 (sinon), respectivement dans la cellule de gauche et la cellule de droite.
Bien que basique, cette méthode s’est révélée très pratique du point de vue numérique. De
nombreuses évolutions ont été faites par la suite, avec la formalisation du concept de mé-
thode Vof par Hurt et Nichols [50], puis par Rider et Kothe [75]. Pour ce qui est de l’étape
①, la fraction volumique, qui sert ici de fonction couleur, est solution d’une équation de
transport [44, 73]. Pour l’étape ②, la méthode Plic (Piecewise Linear Interface Calculation,
[89]) a succédé à la méthode Slic. La principale difficulté est d’évaluer numériquement
la normale à l’interface dans chaque cellule [64]. Une revue des différentes techniques de
type Vof est donnée dans [79].
Une autre méthode consiste à utiliser une fonction régulière φ, que l’on peut interpréter
comme la distance entre chaque point du fluide et l’interface. On parle alors de méthode
level set, introduite par Osher et Sethian [63]. La fonction distance φ est signée (nulle
sur l’interface, positive à l’extérieur de la bulle et négative à l’intérieur) et est solution
d’une équation d’advection. La fonction caractéristique de la phase vapeur est donc égale
à 1−H(φ), où H est la fonction heaviside.
Cependant, afin d’éviter d’éventuelles instabilités numériques dues au traitement des
termes surfaciques, on « régularise » l’interface en introduisant la fonction Hε (régularisa-
tion de la fonction Heaviside), avec ε > 0 :
Hε(x) =

0, si x < −ε,
1
2
[
1+
x
ε
+
1
π
sin
πx
ε
]
, si |x| 6 ε,
1, sinon.
Toutefois, le champ de vitesse sur l’interface pouvant être relié à la fonction φ elle-même,
l’équation d’advection est en réalité une équation d’Hamilton-Jacobi, à laquelle on peut
appliquer tous les outils numériques associés à ce type d’équations.
À noter que des couplages entre ces différentes méthodes ont été mis en œuvre, comme
par exemple dans [84] (Vof et level set).
Une autre possibilité est d’utiliser une des équations du système. Dans le cas du sys-
tème Dlmn, la fraction massique Y1 de la phase vapeur est discontinue, et est égale à la
fonction caractéristique du domaine occupé par la phase. Résoudre l’équation de conser-
vation des masses partielles permet donc de déterminer Y1, et ainsi de localiser l’interface,
puisque celle-ci coïncide avec la discontinuité de la fonction Y1. Mais ce choix nécessite de
disposer d’un algorithme très peu diffusif afin de ne pas perdre très rapidement en pré-
cision. C’est pourquoi on introduit, dans le paragraphe suivant, l’algorithme anti-diffusif
de Després et Lagoutière.
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4.2 Transport de fonctions irrégulières : le schéma DL
L’idée de ce schéma est de combiner le décentrage amont (conditionnellement stable mais
diffusif) et aval (instable mais non diffusif) tout en conservant les avantages numériques
des deux approches. Ce schéma a été introduit par Després et Lagoutière [29] et analysé
dans [56]. On y fera référence dans la suite comme schéma DL.
Dans tout le paragraphe, on travaille sur un maillage cartésien uniforme (tn, xj) du
domaine [0, 1]2. Les pas de temps et d’espace sont notés ∆t et ∆x. On considère dans un
premier temps l’équation de transport à vitesse constante u > 0 :
∂tY + u ∂xY = ∂tY + ∂x(Yu) = 0 ,
munie de la condition initiale :
Y(t = 0, ·) = Y0 ∈ L1loc .
À l’instar des schémas pour les lois de conservation, le schéma a pour formulation géné-
rale :
Yn+1j = Y
n
j −
u∆t
∆x
(
Ynj+1/2 −Ynj−1/2
)
. (4.1a)
Le point majeur est donc la définition des flux aux interfaces. On requiert, pour le choix
des flux, que ces derniers réalisent les conditions suivantes :
mnj−1/2 := min(Y
n
j ,Y
n
j−1) 6 Y
n+1
j 6 M
n
j−1/2 := max(Y
n
j ,Y
n
j−1) , (4.1b)
mnj+1/2 6 Y
n
j+1/2 6 M
n
j+1/2 . (4.1c)
Le premier critère permet la stabilité L∞ ainsi que la décroissance de la variation totale :
VTn = ∑
j
|Ynj+1 −Ynj |.
La seconde condition est liée à la consistance du schéma. On cherche donc à déterminer
les flux admissibles à partir de ces deux contraintes. En remplaçant Yn+1j dans (4.1b) par
son expression (4.1a), on obtient :
Ynj−1/2 +
∆x
u∆t
(
Ynj −Mnj−1/2
)
6 Ynj+1/2 6 Y
n
j−1/2 +
∆x
u∆t
(
Ynj −mnj−1/2
)
,
ce qui fournit un encadrement de Ynj+1/2 en fonction de Y
n
j−1/2. Pour avoir une majoration
explicite, on utilise (4.1c) pour parvenir à la condition suffisante :
bnj :=
∆x
u∆t
(
Ynj −Mnj−1/2
)
+ Mnj−1/2 6 Y
n
j+1/2 6 B
n
j := m
n
j−1/2 +
∆x
u∆t
(
Ynj −mnj−1/2
)
.
(4.1d)
On vérifie en effet que si les encadrements (4.1c-4.1d) sont réalisés, il en est de même pour
la condition (4.1b).
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De plus, sous l’hypothèse de type CFL :
0 <
u∆t
∆x
< 1 ,
l’ensemble [bnj , B
n
j ] ∩ [mnj+1/2,Mnj+1/2] est non vide et il est possible de trouver un flux
Ynj+1/2 vérifiant simultanément (4.1c) et (4.1d). Pour déterminer la valeur du flux « op-
timale » dans l’intervalle considéré, on cherche à allier les caractères stable du schéma
décentré amont et anti-dissipatif du schéma décentré aval, i.e. à décentrer vers l’aval dès
que cela est possible. Pour cela, on résout le problème de minimisation :
min
bnj 6Y˜6B
n
j
mnj+1/26Y˜6M
n
j+1/2
∣∣∣Y˜−Ynj+1∣∣∣ . (4.2)
La solution du problème (4.2) est alors donnée par :
Ynj+1/2 =

bnj , si Y
n
j+1 6 b
n
j ,
Ynj+1, si b
n
j < Y
n
j+1 < B
n
j ,
Bnj , si Y
n
j+1 > B
n
j ,
(4.3)
soit encore :
Ynj+1/2 = Y
n
j + (Y
n
j+1 −Ynj )max
[
0,min
{
1,
(
1− u∆t
∆x
) Ynj −Ynj−1
Ynj+1 −Ynj
}]
.
On peut donc réinterpréter cette méthode comme un schéma avec limiteur (qui a pour
nom dans la littérature d’UltraBee).
Dans le cas où la vitesse est négative, on fait intervenir la cellule en aval dans le calcul
des flux, ce qui donne :
bnj :=
∆x
−u∆t
(
Ynj+1 −Mnj+1/2
)
+ Mnj+1/2 .
Pour étudier la qualité de la « convergence » du schéma, il est fait appel à la classe de
fonctions discrètes DL(κ) définie pour κ ∈ [0, 1[ par :
∀ j ∈ Z,
 f3j+1 = f3j ,f3j+2 = κ f3j+1 + (1− κ) f3j+3 .
À la suite ( f j) de DL(κ), on associe la fonction :
f˜ (x) = ∑
j
f j1[xj−1/2,xj+1/2[(x).
Cette classe de fonctions est advectée de manière exacte par le schéma décrit précédem-
ment. On a de plus le résultat de densité suivant : si f ∈ BV(R) ∩ L1(R), alors il existe
CDL > 0 indépendante du maillage, κ ∈ [0, 1[ et g ∈ DL(κ) tels que : ‖ f − g˜‖L1 6 CDL∆x.
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Ce schéma a la propriété de ne diffuser que sur un nombre de cellules (1 en 1D, 2
ou 3 en 2D) uniforme en temps et convient parfaitement au traitement des fonctions
discontinues.
La méthode s’étend également aux cas où la vitesse n’est pas constante. Si l’on se
donne une vitesse uni+1/2 en chaque nœud du maillage, on applique le schéma (4.3) en
considérant la vitesse constante par cellule ]xi−1/2, xi+1/2[, i.e. en prenant par exemple :
uni =
uni+1/2 + u
n
i−1/2
2
.
De même, on peut utiliser cette méthode pour des dimensions supérieures. Par exemple,
en dimension 2, on procède par « splitting directionnel » en se ramenant à la résolution
alternée des équations :
∂tY + ux∂xY = 0 et ∂tY + uy∂yY = 0 ,
au sens où on utilise le schéma :
Yn+1/2j,k = Y
n
j,k −
ux∆t
∆x
(
Ynj+1/2,k −Ynj−1/2,k
)
,
Yn+1j,k = Y
n+1/2
j,k −
uy∆t
∆y
(
Yn+1/2j,k+1/2 −Yn+1/2j,k−1/2
)
.
4.3 Transport de fonctions régulières : le schéma MOC2
L’équation de transport, et plus généralement les opérateurs d’advection, interviennent
dans de nombreux domaines d’applications des mathématiques, en particulier dans les
systèmes d’EDPs modélisant des écoulements en mécanique des fluides (équations de
Navier-Stokes sous forme non conservative, et plus généralement diagonalisation de sys-
tèmes hyperboliques [58]). Par ailleurs, commé décrit dans les paragraphes précédents, on
utilise l’équation de transport afin de suivre numériquement des interfaces entre fluides
non miscibles (transport de fonctions continues dans le cadre des méthodes Level Set [63]
ou transport de fonctions irrégulières comme dans la présente étude).
La méthode des caractéristiques est depuis longtemps utilisée d’un point de vue théo-
rique comme principe de construction d’une solution à l’équation de transport (4.4). On
prouve ainsi l’existence d’une solution [4]. Mais cette méthode s’avère également être un
outil numérique à part entière (on parle alors de schéma MOC pour Method of Characteris-
tics), utilisant les propriétés du flot caractéristique associé au champ de vitesse (cf. §2.4).
On donne quelques exemples dans la suite, avant de construire une nouvelle méthode,
dans le but d’améliorer la précision générale du schéma. Ce nouveau schéma a en effet
pour but d’atteindre un ordre 2 par rapport aux paramètres de discrétisation d’espace
et de temps, tout en conservant certaines propriétés physiques des solutions, comme le
caractère borné dans [0, 1]. Pour cela, on combine deux schémas avec une stratégie per-
mettant de garantir, par construction, le principe du maximum. L’avantage des schémas
MOC est leur stabilité inconditionnelle, puisque l’on remonte les courbes caractéristiques
(sur lesquelles la solution est constante ou suit une loi d’évolution connue) aussi loin que
nécessaire. Le schéma proposé ici est donc explicite, stable, non dispersif et d’ordre 2.
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4.3.1 Notations
On introduit pour la suite le problème de Cauchy suivant :{
∂tY(t, x) +U(t, x) · ∇Y(t, x) Ω= f (t, x), (4.4a)
Y(0, ·) Ω= Y0. (4.4b)
L’inconnue est la fonction scalaire Y, que l’on recherche dans un domaine Ω ⊂ Rd borné
lipschitzien (d ∈ {1, 2, 3}). Les données du problème sont la condition initiale Y0 ∈ L∞(Ω),
le terme source f ∈ L∞(R+ ×Ω) et le champ de vitesse U. Ce champ de vitesse sera soit
supposé constant, auquel cas on ajoute une condition aux limites (pour Y) sur la partie du
bord où le champ est entrant (U · ν > 0), soit supposé appartenant à l’espace C 1(R+×Ω)
et vérifiant la condition aux limites :
U · ν ∂Ω= 0.
Dans ce cas, aucune condition de bord sur Y n’est nécessaire.
On rappelle que le flot caractéristique est défini comme la solution de l’EDO :
dX
dτ
= U
(
τ,X (τ)),
X (s) = x0,
(4.5)
pour x0 ∈ Ω et s ∈ R+. Numériquement, on peut utiliser cette méthode de deux manières
distinctes :
① Si l’opérateur de convection Dt = ∂t + (U · ∇) intervient dans un système plus
complexe (Euler, Navier-Stokes) du type DtY + DY = f où D est un opérateur
différentiel, on écrit :
DtY =
[
∂
∂τ
(
Y
(
τ,X (τ; t, x)))]
τ=t
.
La semi-discrétisation en temps (de pas ∆t) se fait alors le long de la caractéristique
par la formule :
Y(t, x)− Y(t− ∆t,X (t− ∆t; t, x))
∆t
+DY(t, x) = f (t, x).
La résolution en espace se fait généralement par une méthode d’éléments finis
[4, 31, 32, 40]. On parle alors de méthode de Lagrange-Galerkin. Parmi les premiers
schémas alliant MOC et éléments finis, le schéma de Bardos, Bercovier et Pironneau
[4] se basait sur une vitesse constante dans chaque élément de maillage, permettant
une résolution « exacte » de l’EDO caractéristique. Dans le même temps a été déve-
loppé le schéma MMOC (modified method of characteristics, [32]). Ce schéma est toute-
fois connu pour ne pas vérifier le principe de conservation de la masse. Le schéma
MMOCAA (modified method of characteristics with adjusted advection, [31]) a alors été
construit, avec une correction du champ de vitesse à chaque étape, de sorte que ce
principe de conservation soit satisfait. On peut également citer le schéma FEMMOC
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(Finite Element MMOC, [34]), qui utilise des limiteurs pour pallier au problème de
monotonie. Dans ces schémas, la caractéristique est donnée par une approximation
d’ordre 1. D’autres modèles se basent sur des méthodes de point fixe sur l’incrément
spatial x−X (t−∆t; t, x) [83]. Dans [40], on utilise une approximation d’ordre 2, avec
une adaptation en maillages fixe ou mobile. Plusieurs études de convergence ont été
menées sur ces schémas, parmi lesquelles on peut citer les travaux de Pironneau [71]
et de Süli [85].
② Si, en revanche, on est en présence d’une « simple » équation de transport DtY = f
(que le champ de vitesse soit donné ou soit solution d’une autre équation couplée),
la solution est cette fois-ci connue et donnée par :
Y(t, x) = Y0
(X (0; t, x))+ ∫ t
0
f
(
σ,X (σ; t, x)) dσ.
Cette formule requiert toutefois la connaissance du flot X , solution de (4.5) pour
s = t, sur l’intervalle [0, t]. Cependant, résoudre à chaque étape l’EDO sur l’intervalle
complet [0, t] risque de propager des instabilités numériques. C’est pourquoi on
préfère utiliser la propriété de semi-groupe (2.4) du flot, qui permet de reformuler
la solution dans un voisinage de (t, x) :
Y(t, x) = Y
(
t− ∆t,X (t− ∆t; t, x))+ ∫ t
t−∆t
f
(
σ,X (σ; t, x)) dσ,
qui ne nécessite plus de résoudre (4.5) que sur l’intervalle [t− ∆t, t], connaissant la
solution Y au temps t− ∆t. On a ainsi une procédure locale, qui minimise l’erreur
commise dans la résolution. L’intégrale est quant à elle calculée par une formule
d’intégration numérique (rectangles, trapèzes, . . . ). Cette méthode se décompose
donc en deux étapes :
❶ une première étape qui consiste à déterminer la solution de l’EDO (4.5). Cela
revient à approcher la courbe caractéristique qui passe par le point x au temps
t. C’est pourquoi on qualifiera souvent cette étape de « construction de la carac-
téristique ». Elle permet en particulier d’approcher le pied de la caractéristique,
ξ = X (t− ∆t; t, x), nommé « upstream point » (ou point amont) dans la littéra-
ture (cf. Fig. 4.1).
❷ la seconde étape est une étape « d’interpolation ». En effet, le point ξ n’étant
a priori pas un nœud du maillage et comme la solution Y(t − ∆t, ·) n’est elle
connue qu’aux nœuds, il est nécessaire de recourir à une interpolation. Par
exemple, dans [49], une interpolation d’Hermitte aux deux nœuds situés aux
extrémités de la cellule à laquelle appartient ξ est utilisée.
Il existe également des schémas qui utilisent là-aussi un couplage avec les éléments
finis [52].
Dans la mesure où le modèle Abv comporte une équation d’advection pure, c’est cette
seconde stratégie qui est choisie. La résolution de l’EDP (4.4) se résume donc au traitement
de l’EDO (4.5).
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tn−1
tn
tn+1
xixj = xi−1
ξˆni,1ξˆ
n
i,2ξ
n
i
Fig. 4.1 – Approximations d’ordres 1 et 2 de la courbe caractéristique passant par le point (t, x)
Un premier intérêt de ces méthodes est justement ce découpage en deux étapes, qui
correspond d’ailleurs à un splitting avec une étape en temps (la construction de la carac-
téristique ne fait apparaître, d’un point de vue théorique, que des paramètres temporels)
et une étape en espace (interpolation). Ceci tend à justifier une certaine indépendance des
deux paramètres de discrétisation ∆t et ∆x, ce que l’on confirmera à travers l’étude de la
stabilité inconditionnelle. L’apport est ici la montée en ordre sur les deux étapes.
4.3.2 Construction du schéma
On présente dans la suite le schémaMOC2, dédié à la résolution de l’équation de transport
linéaire homogène :
∂tY+U · ∇Y = 0, Y(0, x) = Y0(x). (4.6)
On note Φ(t, s, x0) = X (t; s, x0) la solution au temps t de (4.5).5 Cet opérateur, de classe
C 1 sur [0,T ]2 ×Ω, vérifie la propriété de semi-groupe :
Φ
(
τ, s,Φ(s, t, x0)
)
= Φ(τ, t, x0).
Ses dérivées vérifient également les égalités suivantes (cf. §2.4) :
∂tΦ(t, s, x0) = U
(
t,Φ(t, s, x0)
)
, (4.7a)
∂sΦ(t, s, x0) = −∇x0Φ(t, s, x0)U(s, x0). (4.7b)
Φt,s := Φ(t, s, ·) définit alors un C 1-difféomorphisme de Ω dans lui-même pour tous t et
s fixés dans [0,T ]. Son inverse est alors Φ−1t,s = Φs,t. La solution de (4.6) est donc donnée
par :
Y(t, x) = Y0
(
Φ(0, t, x)
)
= Y
(
s,Φ(s, t, x)
)
. (4.8)
On introduit pour la suite un maillage spatio-temporel cartésien uniforme, paramétré par
les nombres de points en temps Nt et en espace Nx.
5 On introduit la notation Φ de sorte que s et x0 soient considérés comme des variables (dont Φ est fonction)
et non plus comme des paramètres (dont X dépend).
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On se restreint au domaine [0,T ]× [a, b], pour un certain temps T > 0 et a < b. Les
nœuds sont alors donnés par :
tn = n∆t, avec ∆t =
T
Nt − 1 , et xi = a + (i− 1)∆x, avec ∆x =
b− a
Nx − 1 .
On définit le schéma dans le cadre d’un maillage homogène, mais il est possible d’étendre
les résultats au cas d’un maillage quelconque.
Le schéma consiste donc, compte-tenu de (4.8) avec s = tn et t = tn+1, à calculer la solution
au temps tn+1 par :
Yn+1i = Y(t
n+1, xi) = Y
(
tn,Φ(tn, tn+1, xi)
)
. (4.9)
On distingue deux étapes dans le processus : la première étape est consacrée au calcul
de ξni := Φ(t
n, tn+1, xi) et la seconde à l’approximation de Y(tn, ξni ), sachant que l’on ne
connaît la solution qu’aux nœuds du maillage. ξni se situe donc, dans le repère (t, x) à l’in-
tersection de la courbe caractéristique issue du nœud (tn+1, xi) avec la droite d’équation
t = tn (cf. Fig. 4.1).
La première étape est réalisée en dimension quelconque. La seconde, en revanche, est
adaptée à la dimension 1.
Étape en temps (calcul du point amont)
Dans un certain nombre de schémas MOC, le point amont est donné par une approxima-
tion d’ordre 1, à savoir :
ξˆ
n
i,1 = xi − ∆t ·U(tn, xi), (4.10)
ce qui revient à approcher la courbe par une droite (cf. Fig. 4.1). Cette formule est exacte
dans le cas d’un champ de vitesse constant. Pour des vitesses variables, on cherche à
améliorer la précision par un calcul de ξni à l’aide de développements limités de Φ et des
formules (4.7). On a tout d’abord :
Φ(t, s, x) = Φ(t, t, x) + (s− t)∂Φ
∂s
(t, t, x) +
(s− t)2
2
∂2Φ
∂s2
(t, t, x) +O((s− t)3).
Déterminons une expression de chacun de ces termes en fonction de la donnée U. On a,
par définition, Φ(t, t, x) = x et ∇x0Φ(t, t, x) = Id. Il s’ensuit, d’après (4.7b) :
∂sΦ(t, t, x) = −U(t, x).
En dérivant cette égalité par rapport à t, on obtient :
∂2ssΦ(t, t, x) + ∂
2
tsΦ(t, t, x) = −∂tU(t, x).
Afin d’évaluer la dérivée seconde ∂2tsΦ, on utilise le lemme de Schwarz (que l’on peut
appliquer du fait de la régularité supposée de U donc de Φ), ce qui permet d’avoir ∂2tsΦ =
∂2stΦ. En dérivant l’équation caractéristique (4.7a) par rapport à s, on obtient :
∂2tsΦ(t, t, x) = ∇U(t, x)∂sΦ(t, t, x) = −∇U(t, x)U(t, x) = −(U · ∇)U(t, x).
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D’où :
Φ(t, s, x) = x− (s− t)U(t, x) + (s− t)
2
2
[
(U · ∇)U(t, x)− ∂tU(t, x)
]
+O((s− t)3).
Soit :
Φ(tn, tn+1, x) = x− ∆t ·U(tn, x) + ∆t
2
2
[
(U · ∇)U(tn, x)− ∂tU(tn, x)
]
+O(∆t3). (4.11)
C’est à ce point du développement qu’intervient le cadre général dans lequel s’insère
l’équation de transport (4.6). En effet, la formule (4.11) fait intervenir les dérivées du
champ de vitesse. Si U est donné analytiquement, on peut calculer ses dérivées en temps
et en espace explicitement. En revanche, si le champ de vitesse est également une inconnue
du problème, il faut prendre garde à la disponibilité des données. Par exemple, dans le
modèle Abv, U est donné par :
∇ ·U(t, x) ∝ Y(t, x)− 1|Ω|
∫
Ω
Y(t, x′) dx′.
Comme la solution numérique Y n’est connue que jusqu’au temps tn, la discrétisation de
∂tU ne doit pas faire intervenir U(tn+1, x). De même, si la méthode des caractéristiques
est utilisée pour traiter l’équation de Burgers [12] :
∂tU+ (U · ∇)U = 0, (4.12)
on vérifie que
∂2Φ
∂t2
= 0, et la caractéristique est exactement donnée par :
Φ(tn, tn+1, x) = x− ∆t ·U(tn+1, x).
Cependant, U(tn+1, ·) n’est pas encore connu. On utilise donc la formule (4.11). Or, dans
cette formule, intervient le terme ∂tU. Une différence finie
(
U(tn, x)−U(tn−1, x))/∆t né-
cessiterait le stockage de deux niveaux de temps de la solution. C’est pourquoi, dans ce
cas particulier, on remplace le terme ∂tU par −(U · ∇)U d’après (4.12). Le schéma prend
alors la forme, pour l’équation de Burgers :
Φ(tn, tn+1, x) = x− ∆t ·U(tn, x) + ∆t2[(U · ∇)U](tn, x) +O(∆t3). (4.13)
Dans les autres cas, en dimension 1 (où on note U le champ de vitesse), le développement
limité s’écrit :
ξni = xi − ∆t · U (tn, xi) +
∆t2
2
[
∂xU (tn, xi) · U (tn, xi)− ∂tU (tn, xi)
]
+O(∆t3),
= xi − ∆t · U (tn, xi) + ∆t
2
2
[
∂x
(U 2
2
)
(tn, xi)− ∂tU (tn, xi)
]
+O(∆t3).
On testera dans la suite l’influence de la formulation conservative ∂x(U 2) par rapport au
produit U∂xU . Dans la suite, on approxime la dérivée en temps par une formule d’Euler
et la dérivée en espace par une formule centrée.
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Le point amont dans le schéma MOC2 est donc approché par :
ξˆni,2 = xi −
∆t
2
(3Uni −Un−1i ) +
∆t2
2
(Uni+1)
2 − (Uni−1)2
2∆x
, (4.14)
où Uni désigne la valeur approchée de U (tn, xi). Si le champ U est donné explicitement,
l’erreur induite par (4.11) est en O(∆t3). Mais du fait des calculs approchés des dérivées,
l’erreur commise en prenant (4.14) est en O(∆t3 + ∆t2∆x2). Avec des arguments similaires
et en supposant plus de régularité sur U, on peut continuer d’augmenter la précision du
schéma en calculant le terme ∂3s3Φ(t, t, x).
Cette étape de construction étant indépendante de la solution courante, elle peut être
commune au transport de plusieurs variables sous le même champ d’advection. L’étape
suivante est en revanche propre à chaque variable.
Étape en espace (interpolation)
Dans la suite, ξˆni désigne l’approximation du pied de la caractéristique, que ce soit par
une formule d’ordre 1 ou d’ordre 2 (voire d’ordre supérieur). On cherche à approcher la
valeur Y(tn, ξni ). Pour cela, on détermine en premier lieu la cellule dans laquelle le pied
de la caractéristique se situe. Une fois isolée la maille6 [xj, xj+1[ à laquelle appartient ξˆni ,
on introduit le facteur de position :
θnij :=
xj+1 − ξˆni
∆x
. (4.15)
On a, par définition, θnij ∈ ]0, 1], ξˆni = xj+1 − θnij∆x et θnij = 1 ssi ξˆni = xj.
Pour évaluer la valeur Y(tn, ξˆni ) sachant que xj 6 ξˆ
n
i < xj+1, la première idée fut
historiquement d’utiliser une interpolation linéaire de Ynj et Y
n
j+1 :
Yn+1i = θ
n
ijY
n
j +
(
1− θnij
)
Ynj+1. (4.16)
En particulier, si le champ de vitesse est constant et sous l’hypothèse 0 <
U∆t
∆x
6 1, alors
ξˆni = xi −U∆t, j = i− 1 et le schéma MOC redonne le schéma upwind :7
Yn+1i −Yni
∆t
+ U Y
n
i −Yni−1
∆x
= 0.
Cette remarque permet de mieux comprendre le sens de la condition CFL8 qui assure la
stabilité du schéma upwind. Si la condition CFL n’est pas respectée, i.e. ∆t > ∆x/U , alors
le pied de la caractéristique vérifie :
ξˆni < xi−1 =⇒ ξˆni 6∈ [xi−1, xi[.
6 L’indice j est donné par j = 1+
⌊
ξˆni − a
∆x
⌋
, le domaine d’étude étant [a, b].
7 Avec
U∆t
∆x
∈ [−1, 0], on retrouve encore le schéma upwind, avec cette fois-ci j = i.
8 La condition de Courant-Friedrichs-Lewy pour le schéma upwind est
∣∣∣∣U∆t∆x
∣∣∣∣ 6 1.
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Le schéma upwind interpole toujours aux points xi−1 et xi alors que la caractéristique peut
être très éloignée de ces points. D’où la contrainte imposée sur le domaine de dépendance
numérique d’inclure le domaine de dépendance physique. La condition CFL assure donc
la pertinence des valeurs prises en compte dans les schémas. La grande force des sché-
mas MOC est de toujours aller chercher les valeurs pertinentes aussi loin que nécessaire,
en fonction du champ de vitesse et des paramètres de discrétisation. Ce stencil variable
explique pourquoi les schémas MOC sont généralement inconditionnellement stables.
Avec une interpolation linéaire (4.16), on obtient un schéma stable (combinaison
convexe), consistant à l’ordre 1 et non dispersif. Cependant, on souhaite ici améliorer
l’ordre en espace de la méthode, en choisissant une interpolation de degré plus élevé.
Gardant à l’esprit que plus le stencil est large, plus le phénomène de diffusion numérique
est important, on s’intéresse à l’ordre 2. Cet ordre fait intervenir 3 nœuds, dont le choix
reste à déterminer parmi {xj−1, xj, xj+1} et {xj, xj+1, xj+2}.
La formule d’interpolation de Lagrange d’ordre 2 aux points {xj−1, xj, xj+1} s’écrit :
Y(ξ) ≈ Y(xj−1)ℓj−1(ξ) + Y(xj)ℓj(ξ) + Y(xj+1)ℓj+1(ξ),
en notant (ℓk) la base de polynômes de Lagrange associée :
ℓj−1 =
(xj − X)(xj+1 − X)
2∆x2
, ℓj =
(X− xj−1)(xj+1 − X)
∆x2
et ℓj+1 =
(X− xj)(X− xj−1)
2∆x2
.
Le schéma s’écrit alors Yn+1i = Yg(θnij), avec :
Yg(θ) = − θ(1− θ)2 Y
n
j−1 + θ(2− θ)Ynj +
(1− θ)(2− θ)
2
Ynj+1 (4.17a)
=
θ2
2
(
Ynj−1 − 2Ynj +Ynj+1
)
− θ
2
(
Ynj−1 − 4Ynj + 3Ynj+1
)
+Ynj+1. (4.17b)
Cette formule peut également s’obtenir grâce à un développement limité autour de xj en
cherchant une combinaison linéaire de Ynj−1, Y
n
j et Y
n
j+1 qui approche Y(t
n, ξˆni ) à l’ordre 2.
Si l’on choisit de faire intervenir les points {xj, xj+1, xj+2}, on obtient la formule Yn+1i =
Yd(θij), avec :
Yd(θ) = θ(1+ θ)2 Y
n
j +
(
1− θ2)Ynj+1 − θ(1− θ)2 Ynj+2 (4.18a)
=
θ2
2
(
Ynj+2 − 2Ynj+1 +Ynj
)
− θ
2
(
Ynj+2 −Ynj
)
+Ynj+1. (4.18b)
On nommera par la suite MOCg le schéma donné par (4.14), (4.15) et Yn+1i = Yg(θnij).
De même, MOCd désigne la version avec Y
n+1
i = Yd(θnij). À noter que les formules poly-
nomiales en θ (4.17b) et (4.18b) s’avèrent être plus stables numériquement que les combi-
naisons linéaires (4.17a) et (4.18a) pour des questions de zéro machine. En effet, dans le
cas des fonctions de type « bulle régularisée », dans une zone où la fonction est constante
à 0 ou à 1, chacune des parenthèses dans (4.17b) est nulle et le résultat est donné par le
terme restant. Ceci risque de ne pas se produire avec (4.17a) à cause d’erreurs d’arrondi
dans le calcul des termes en θ.
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tn
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tn+1
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Fig. 4.2 – Problème de condition aux limites
Conditions aux limites
Un point fondamental dans les schémas MOC est le problème des conditions aux limites.
En présence de conditions aux limites périodiques, il n’y a aucun traitement particulier
à faire. En revanche, si l’on prescrit des conditions de bord pour l’équation d’advection
(Dirichlet sur les parties de la frontière où le champ de vitesse est entrant : par exemple,
Y(t, a) = y(t) pour y donnée), il se peut que, partant du nœud (tn+1, xi), les courbes
caractéristiques (exactes ou approchées) coupent la frontière avant d’atteindre le temps
tn. Prenons la configuration de la figure 4.2. Le point délicat est d’estimer le temps t∗
auquel la caractéristique approchée atteint le bord, ce temps étant nécessaire pour évaluer
Yn+12 ≈ Y(t∗, a) = y(t∗).
Plusieurs cas particuliers sont à explorer :
• Le cas le plus simple correspond à une condition aux limites constante, du type
y(t) = 0 par exemple. Il vient alors Yn+12 = 0.
• Si la vitesse U est constante, on a a = x2 − U · (tn+1 − t∗), ce qui fournit t∗. On en
déduit Yn+12 .
• Si le champ de vitesse est connu, on peut utiliser l’approximation a = x2 −
U (tn+1, x2) · (tn+1 − t∗).
Dans le cas général, l’idée de Holly et Preissmann [49] est d’approcher la caractéristique
par une formule des trapèzes :
a = x2 − (tn+1 − t∗)
U∗ +Un+12
2
,
avec U∗ donnée par une interpolation en temps du champ de vitesse :
U∗ = Un1 +
t∗ − tn
∆t
(Un+11 −Un1 ).
Ceci définit donc une expression implicite de t∗. En combinant les deux égalités, on obtient
une équation polynomiale d’ordre 2 par rapport à t∗, la solution pertinente étant celle
appartenant à l’intervalle [tn, tn+1].
Terme source
Terminons par quelques remarques dans le cas d’une équation de transport avec terme
source f . On a vu que la solution exacte vérifiait l’égalité :
Y(tn+1, xi) = Y(t
n, ξni ) +
∫ tn+1
tn
f
(
σ,Φ(σ, tn+1, xi)
)
dσ.
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Supposons le calcul du point amont effectué, avec une approximation ξˆni de ξ
n
i . On peut
approcher l’intégrale, notée I(tn, xi), par les formules d’intégration classiques :
I(tn, xi) ≈ ∆t f (tn, ξˆni ) (rectangles à gauche)
≈ ∆t f (tn+1, xi) (rectangles à droite)
≈ ∆t f (t
n, ξˆni ) + f (t
n+1, xi)
2
. (trapèzes)
Classiquement, les deux premières formules sont d’ordre 1 (par rapport à ∆t) tandis que
la troisième est d’ordre 2. De la même manière que pour l’évaluation du champ de vitesse,
on distingue le cas où le terme source est donné explicitement et celui où il provient de la
résolution d’une autre équation. Dans le premier cas, on a accès aux données f (tn+1, ·) et,
comme ξˆni est déjà connu, on utilise la formule des trapèzes telle qu’elle est présentée ici.
En revanche, si l’on ne dispose que des valeurs de f aux temps tn, tn−1, . . . et aux nœuds
du maillage, on procède par développement limité en temps pour évaluer f (tn+1, xi) et en
espace pour f (tn, ξˆni ).
4.3.3 Étude séparée des deux schémas
On propose ici une analyse du schéma MOCg, l’analyse de MOCd étant analogue. Pour
cela, on considère l’équation de transport linéaire à vitesse constante U . Plus précisément,
le pied de la caractéristique est calculé par (4.14), qui se résume ici à :
ξˆni = ξ
n
i = xi −U∆t,
et la phase d’interpolation est réalisée à l’aide de Yg. En notant λ = U∆t
∆x
le nombre de
Courant, il vient :
j = i + ⌊−λ⌋, (4.19a)
et :
θnij = j− i + 1+ λ = 1+ ⌊−λ⌋+ λ = θ. (4.19b)
Le schéma s’écrit donc :
Yn+1i =
θ2
2
(
Ynj−1 − 2Ynj +Ynj+1
)
− θ
2
(
Ynj−1 − 4Ynj + 3Ynj+1
)
+Ynj+1. (4.19c)
Nous allons montrer que le schéma (4.19) est linéaire, stable, conservatif et consistant, mais
source d’instabilités numériques, ce qui sera confirmé par les simulations numériques.
Linéarité
Comme le stencil est ici constant, à savoir
{
xi−1+⌊−λ⌋, xi+⌊−λ⌋, xi+1+⌊−λ⌋
}
et comme θ est
indépendant de i et de n, la formule (4.19c) est linéaire.
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Conservativité
Le champ de vitesse étant constant, l’équation de transport peut se mettre sous la forme
conservative :
∂tY+ ∂x(YU ) = 0.
On vérifie alors que le schéma est conservatif, i.e. peut se mettre sous la forme :
Yn+1i −Yni
∆t
+
Fni+1/2 −Fni−1/2
∆x
= 0,
où Fni+1/2 = F (Yni−k1 , . . . ,Yni , . . . ,Yni+k2) pour des indices k1 et k2 fixés, avec un critère de
consistance de flux donné par F (Y, . . . , Y) = YU .
Donnons tout d’abord quelques cas particuliers. Lorsque |λ| 6 1, on a :
• si U > 0, alors j = i− 1 et on retrouve le schéma de Beam-Warming [58, p.101], qui
est consistant et convergent (on s’est placé ici sous la condition CFL λ < 1). Le flux
s’écrit alors :
Fni+1/2 = U
[
Yni +
1
2
(1− λ) (Yni −Yni−1)] ;
• si U < 0, alors j = i et on obtient le schéma de Lax-Wendroff, qui a les mêmes
propriétés, avec pour flux :
Fni+1/2 = U
[
Yni +
1
2
(1− λ) (Yni+1 −Yni )] .
Par ailleurs, lorsque λ ∈ Z, en vertu de (4.19b), on a θ = 1 et le schéma s’écrit :
Yn+1i = Y
n
j , avec j = i− λ.
On a ainsi un transport avec conservation parfaite du profil de la donnée initiale, quels
que soient ∆t et ∆x.
De manière générale, pour U > 0 et λ > 1 (d’où i > j + 2), le flux numérique se
formule :
Fni+1/2 = U
[
Ynj+1 +
1
2
(1− λ)(Ynj+1 −Ynj )
+
1
λ
i
∑
k=j+2
(
Ynk −Ynj+1 +
2λ + ⌊−λ⌋
2
(Ynj+1 −Ynj )
)]
.
Ce flux, bien que plus complexe, demeure consistant et est cohérent avec le cas 0 < λ 6 1
(la somme étant alors vide). Le même raisonnement tient pour le cas λ < −1.
Stabilité
Montrons, par une analyse de Von Neumann, la stabilité du schéma MOCg. Comme évo-
qué précédemment, on s’attend à aboutir à une stabilité inconditionnelle, caractéristique
des schémas MOC. Pour cela, notons ι le nombre complexe tel que ι2 = −1, puis suppo-
sons, pour k ∈ Z, que :
Yni = νn exp[ιkxi].
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En insérant cette relation dans le schéma, il vient, compte-tenu de l’égalité Ynj =
Yni exp[ι(j− i)∆x] :
νn+1e
ιkxi = νneιk[xi+(j−i)∆x]
[
− θ(1− θ)
2
e−ιk∆x + θ(2− θ) + (1− θ)(2− θ)
2
eιk∆x
]
,
soit encore :
νn+1 = A(i, j, k)νn,
où le coefficient d’amplification vaut :
A(i, j, k) = eιk(j−i)∆x
[
− θ(1− θ)
2
e−ιk∆x + θ(2− θ) + (1− θ)(2− θ)
2
eιk∆x
]
,
= eιk(j−i)∆x
[
θ(2− θ) + (1− θ)2 cos(k∆x) + ι(1− θ) sin(k∆x)
]
.
D’où :
|A(i, j, k)|2 = θ2(2− θ)2 + (1− θ)4 cos2(k∆x)
+ 2θ(2− θ)(1− θ)2 cos(k∆x) + (1− θ)2 sin2(k∆x),
= θ2(2− θ)2 + (1− θ)4 + 2θ(2− θ)(1− θ)2 cos(k∆x)
+
[
(1− θ)2 − (1− θ)4
]
sin2(k∆x),
= θ2(2− θ)2 + (1− θ)4 + θ(2− θ)(1− θ)2[2 cos(k∆x) + sin2(k∆x)],
=
[
θ(2− θ) + (1− θ)2
]2
+ θ(2− θ)(1− θ)2[2 cos(k∆x) + sin2(k∆x)− 2],
= 1− θ(2− θ)(1− θ)2[1− cos(k∆x)]2.
Avec θ ∈ ]0, 1], on vérifie que, quels que soient k ∈ Z, ∆t > 0 et ∆x > 0, on a bien :
|A(i, j, k)| 6 1,
ce qui justifie la stabilité inconditionnelle de MOCg.
Consistance des schémas
On étudie ensuite la consistance du schéma (4.19) ainsi que l’ordre de la méthode. Car si
les schémas MOC sont généralement inconditionnellement stables, leur principal défaut
est souvent la consistance. Le schéma proposé par Pironneau est par exemple d’ordre
O
(
∆t + ∆x +
∆x2
∆t
)
[71]. On ne peut donc pas prendre de pas de temps trop petits.
Toutefois, comme on va le voir, on évite ici ce problème de consistance conditionnelle.
Pour Y solution de l’équation d’advection (4.4a), on pose :
Eni (∆t,∆x) :=
1
∆t
[
Y(tn+1, xi)− θ
2
2
[
Y(tn, xj−1)− 2Y(tn, xj) + Y(tn, xj+1)
]
+
θ
2
[
Y(tn, xj−1)− 4Y(tn, xj) + 3Y(tn, xj+1)
]− Y(tn, xj+1)].
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Pour déterminer l’ordre de l’erreur de troncature, on effectue un développement de
Taylor avec reste intégral autour du point (tn, xi) :
Y(tn, xk) = Y(t
n, xi) + (k− i)∆x ∂xY(tn, xi) + (k− i)
2∆x2
2
∂2xxY(t
n, xi)
+
∫ xk
xi
(xk − z)2
2
Y(3)(tn, z) dz,
du fait que xk − xi = (k− i)∆x. Il vient alors :
∆t Eni (∆t,∆x) = ∆tRni + ∆t ∂tY(tn, xi) +
∆t2
2
∂2ttY(t
n, xi) +O(∆t3)
+ ∂xY(tn, xi)∆x
[−θ2
2
(
(j− i− 1)− 2(j− i) + (j− i + 1))
+
θ
2
(
(j− i− 1)− 4(j− i) + 3(j− i + 1))− (j− i + 1)]
+ ∂2xxY(t
n, xi)
∆x2
2
[−θ2
2
(
(j− i− 1)2 − 2(j− i)2 + (j− i + 1)2)
+
θ
2
(
(j− i− 1)2 − 4(j− i)2 + 3(j− i + 1)2)− (j− i + 1)2] ,
avec :
Rni = −
(1− θ)(2− θ)
2∆t
R¯ni,j+1 −
θ(2− θ)
∆t
R¯ni,j +
θ(1− θ)
2∆t
R¯ni,j−1,
et :
R¯ni,k =
∫ xk
xi
(xk − z)2
2
Y(3)(tn, z) dz.
D’où, après simplifications à l’intérieur des différents crochets grâce à (4.19b) :
Eni (∆t,∆x) =
[
∂tY+ U∂xY︸ ︷︷ ︸
=0
]
(tn, xi) +
∆t
2
[
∂2ttY−U 2∂2xxY︸ ︷︷ ︸
=0
]
(tn, xi) +Rni +O(∆t2).
En effet, Y étant solution de (4.6), on a, par dérivation par rapport à t et à x, ∂2ttY = −U∂2txY
et ∂2txY = −U∂2xxY, ce dont on déduit que Y est bien solution de l’équation des ondes 1D :
∂2ttY−U 2∂2xxY = 0.
En supposant Y(3) bornée, on majore le terme intégral comme suit :
|Rni | 6
∆x3
12∆t
∥∥∥Y(3)∥∥∥
∞
[
(1− θ)(2− θ)|j + 1− i|3 + 2θ(2− θ)|j− i|3 + θ(1− θ)|j− i− 1|3
]
,
(4.20)
compte-tenu encore une fois que xk− xi = (k− i)∆x. On rappelle que le but est de montrer
que le second membre tend vers 0 lorsque ∆t,∆x → 0. On pourrait penser que le crochet
est borné, engendrant une erreur en
∆x3
∆t
, ce qui est l’erreur que l’on attendrait pour un
ordre 2 sur l’étape d’interpolation, par analogie avec [71]. Cependant, on a d’une part
j− i = ⌊−λ⌋ d’après (4.19a), et d’autre part, θ fonction de λ via (4.19b). Le crochet joue
donc un rôle non négligeable ici. En particulier, il est à noter que :
θ ∼
λ→0+
λ→ 0 et 1− θ ∼
λ→0−
−λ→ 0.
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On conserve donc dans l’inégalité (4.20) les termes θ et 1− θ. En revanche, on majore 2− θ
par 2 car θ ∈ [0, 1]. Il vient donc :
|Rni | 6
∆x3
12∆t
∥∥∥Y(3)∥∥∥
∞
[
2(1− θ)∣∣⌊−λ⌋+ 1∣∣3 + 4θ∣∣⌊−λ⌋∣∣3 + θ(1− θ)∣∣⌊−λ⌋ − 1∣∣3] . (4.21)
Pour prouver la consistance du schéma, on va montrer que le second membre tend vers 0,
en étudiant la vitesse de convergence. Comme il n’y a aucune contrainte de stabilité, les
deux paramètres ∆t et ∆x sont indépendants. On va donc montrer dans un premier temps
que lorsque ∆t et ∆x sont liés, on a bien convergence vers 0. On aboutit ensuite à la même
conclusion pour le cas général ∆t,∆x → 0, en s’inspirant du cas lié.
Supposons donc que l’on a ∆t = ∆xα pour α > 0 fixé et prouvons que le second
membre dans (4.21) tend vers 0 lorsque ∆x → 0. On distingue trois cas :
① 0 < α < 1 : alors λ = U∆xα−1 → ∞. Comme θ ∈ [0, 1], le comportement de θ
ne joue pas et on majore θ et 1− θ par 1. Comme ⌊−λ⌋ ∼
λ→∞
−λ, on constate que
chacun des trois termes du second membre de (4.21) est équivalent (à une constante
multiplicative près) à :
∆x3
∆t
∣∣⌊−λ⌋∣∣3 = ∆x3−α∣∣⌊−U∆xα−1⌋∣∣3 ∼ |U|3∆x2α → 0.
② α = 1 : alors λ = U est une constante, ce qui est également le cas du crochet dans
(4.21). Le terme en facteur devient ∆x2, ce qui assure la convergence.
③ α > 1 : dans ce cas, λ = U∆xα−1 → 0. C’est ici que l’on utilise le comportement
asymptotique de θ. On suppose donc λ suffisamment petit (|λ| < 1).
• pour U > 0, chaque terme du second membre de (4.21) soit vaut 0 (car ⌊−λ⌋+ 1 =
0), soit est borné par θ∆x3−α. On utilise alors l’équivalent :
θ
∆xα−3
∼
λ→0+
U∆x2.
• pour U < 0, on a de même des termes nuls (⌊−λ⌋ = 0) et d’autres bornés par
(1− θ)∆x3−α. Avec :
1− θ
∆xα−3
∼
λ→0−
|U |∆x2,
on conclut à la convergence du second membre vers 0.
En résumé, on a pour erreur de troncature :
① Eni (∆t,∆t1/α) = O(∆t2), α 6 1 ;
② Eni (∆xα,∆x) = O(∆x2), α > 1.
Dans le cas général, i.e. ∆t,∆x → 0 indépendamment l’un de l’autre, on reprend les
mêmes arguments, en utilisant soit le fait que λ → 0, soit le comportement de θ au
voisinage de 0 et en faisant apparaître une puissance pertinente de λ. Prenons par exemple
le premier terme dans le second membre de (4.21), à savoir :
∆x3
∆t
(1− θ)∣∣⌊−λ⌋+ 1∣∣3.
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Ce terme peut être écrit, à ∆t fixé :
|U |3∆t2(1− θ)
∣∣∣∣ ⌊−λ⌋+ 1λ
∣∣∣∣3 ,
ce qui donne un ordre en O(∆t2) à convergence lorsque ∆x → 0 (λ → ∞). Mais le terme
peut également s’écrire à ∆x fixé :
|U |∆x2(1− θ)
∣∣⌊−λ⌋+ 1∣∣3
|λ| .
Ce terme est nul pour λ > 0 car ⌊−λ⌋ = −1, et est en O(∆x2) pour λ < 0 lorsque ∆t→ 0
(λ → 0), du fait que 1− θ ∼ −λ. On procède de même pour les deux autres termes de
(4.21). En conclusion, on a :
lim
∆t→0
E(∆t,∆x) = O(∆x2) et lim
∆x→0
E(∆t,∆x) = O(∆t2).
Pour MOCd, les calculs sont similaires, avec :
Eni (∆t,∆x) = −
θ(1+ θ)
2∆t
R¯ni,j −
(1− θ2)
∆t
R¯ni,j+1 +
θ(1− θ)
2∆t
R¯ni,j+2 +O(∆t2).
On conclut donc de manière identique.
Bilan
Le schéma MOCg défini par (4.19) présente donc de nombreuses propriétés, dont une
consistance et une stabilité inconditionnelles. Cependant, il ne préserve pas le principe du
maximum, créant des instabilités numériques dans certaines configurations (cf. Fig. 4.8a).
Cela s’explique par la présence d’une dérivée d’ordre impair (3) comme terme principal
de l’erreur de troncature, ce qui induit de la dispersion. En développant à l’ordre 3, il
apparaît en effet dans l’erreur de troncature le terme :
∆x3
6∆t
θ(1− θ2)∂3x3Y(tn, xi).
Il en est de même pour le schéma MOCd. On donne dans le paragraphe suivant une
interprétation géométrique de ce phénomène, tout en proposant d’allier les avantages des
deux schémas afin de garantir le principe du maximum. On conserve ainsi la majorité
des propriétés évoquées précédemment. On perd toutefois la conservativité (qui n’était
pas primordiale ici puisque la finalité est de traiter une équation d’advection et non de
conservation) et la linéarité à travers la stratégie de choix proposée. On obtient toutefois
un schéma explicite, inconditionnellement stable et consistant.
143
Chapitre 4. Interfaces et simulations numériques du modèle ABV
4.3.4 Traitement du phénomène de dispersion : combinaison des deux sché-
mas
Une première idée (basée sur une condition suffisante)
Les schémas MOCg et MOCd étant définis, l’idée de base de MOC2 est de les combiner
afin de préserver le principe du maximum global :
∀ i ∈ {1, . . . ,Nx}, Yn+1i ∈
[
min
k
Ynk ,maxk
Ynk
]
. (4.22)
Pour cela, en chaque nœud, on choisit l’un ou l’autre schéma pour calculer Yn+1i = Yl(θnij),
l ∈ {g, d}, sous réserve que le schéma MOCl satisfasse la condition (suffisante) locale :
Yl(θnij) ∈ [min(Ynj ,Ynj+1),max(Ynj ,Ynj+1)]. (4.23)
Pour déterminer les configurations dans lesquelles Yg et Yd satisfont (4.23), revenons sur
les définitions (4.17a) et (4.18a) des formules d’interpolation. Analytiquement, on dispose
de deux combinaisons linéaires, dans lesquelles Ynj et Y
n
j+1 ont des coefficients positifs, et
le dernier terme, à savoir Ynj−1 ou Y
n
j+2, a un coefficient négatif (le même). C’est pour cette
raison que le résultat peut être une valeur qui ne vérifie pas (4.23) (cf. Figs. 4.3). Sur la
figure 4.3a, l’image par la fonction9 Yg
(
θj(x)
)
de l’intervalle [xj, xj+1[ auquel appartient
ξˆni est [Yj,Yj+1[, ce qui n’est pas le cas pour Yd
(
θj(x)
)
, qui peut renvoyer une valeur trop
faible. La figure 4.3b donne de même une configuration où les conclusions sont inversées.
On peut interpréter géométriquement ce qui précède. Dans le plan (x,Y), on pose
Xk = (xk,Ynk ), k ∈ {j− 1, j, j + 1, j + 2} et Xθl =
(
ξˆni ,Yl(θnij)
)
, l ∈ {g, d}. On vérifie que :
Xθg = −
θnij(1− θnij)
2
Xj−1 + θnij(2− θnij)Xj +
(1− θnij)(2− θnij)
2
Xj+1,
Xθd =
θnij(1+ θ
n
ij)
2
Xj + (1− θnij)(1+ θnij)Xj+1 −
θnij(1− θnij)
2
Xj+2.
Ainsi, les abscisses {xj−1, xj, ξˆni , xj+1} vérifient les mêmes relations que les ordonnées
{Ynj−1,Ynj ,Yn+1i ,Ynj+1}. Cela prouve donc que le point Xθg est barycentre des points Xj−1,
Xj et Xj+1. Il en est de même pour Xθd par rapport aux points Xj, Xj+1 et Xj+2.
Lorsque les trois points sont alignés, le barycentre est situé sur la même droite et (4.23)
est nécessairement vérifié. Il n’y a donc pas de dégénérescence des schémas. En cas de
non-alignement, le barycentre se situe en dehors du triangle formé par les trois points,
dans le demi-plan de frontière (XjXj+1) et ne contenant pas le point Xj−1, du fait que ce
dernier point a un poids négatif contrairement aux deux autres points – cf. Fig. 4.4. Ce
constat corrobore le théorème de Godunov [58, Th. 16.1] : un schéma linéaire d’ordre 2 ne
peut être monotone. Or la monotonie entraîne le principe du maximum faible (4.23), qui
lui-même implique le principe du maximum fort (4.22).
9 On note ici θj(x) =
xj+1 − x
∆x
pour x ∈ [xj, xj+1], de sorte que θnij = θj(ξˆni ).
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x
Yd
Yg
xj−1 xj xj+1 xj+2
Ynj−1 = Y
n
j
Ynj+1
Ynj+2
(a) Cas convexe et croissant
x
Yd
Yg
xj−1 xj xj+1 xj+2
Ynj+1 = Y
n
j+2
Ynj
Ynj−1
(b) Cas concave et croissant
Fig. 4.3 – Configurations de nœuds pouvant violer le principe du maximum
Xj−1
Xj
Xj+1
Xj+2
Yg(θ)
Yd(θ)
Fig. 4.4 – Lieux des barycentres
(
ξ,Yl(θ)
)
, l ∈ {g, d}
Ynj−1
ϑg
−∞ 2Ynj −Ynj+1 +∞
1
2
−∞
+∞
1
2
4Ynj − 3Ynj+1
0
Ynj+1
1
Fig. 4.5 – Tableau de variations de ϑ(Ynj−1) dans le cas Y
n
j < Y
n
j+1
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Pour que la contrainte (4.23) soit vérifiée, il suffit d’imposer que la fonction polyno-
miale (on reprend cette fois-ci les formules (4.17b) et (4.18b) pour Yg et Yd) de degré 2
n’atteigne pas son extremum dans l’intervalle [0, 1], qui est l’équivalent en la variable θ de
[xj, xj+1]. En effet, la fonction Yl y est alors strictement monotone et l’image de [0, 1] par
Yl est [Ynj ,Ynj+1] (ou [Ynj+1,Ynj ]) du fait que Yl(0) = Ynj+1 et Yl(1) = Ynj .
En considérant l’expression (4.17b), on voit que la fonction Yg atteint son extremum
(maximum ou minimum selon le signe du coefficient de θ2, qui s’avère être la concavité
discrète de la solution) en :
θg =
Ynj−1 − 4Ynj + 3Ynj+1
2(Ynj−1 − 2Ynj +Ynj+1)
=
1
2
+
Ynj+1 −Ynj
Ynj−1 − 2Ynj +Ynj+1
= ϑg(Ynj−1).
Étant données les valeurs Ynj+1 et Y
n
j , on détermine les valeurs de Y
n
j−1 telles que ϑg(Y
n
j−1) 6∈
[0, 1] en dressant le tableau de variations de ϑg (cf. Fig. 4.5).10 Pour le cas Ynj = Y
n
j+1 qui
sera évoqué plus loin, on a ϑg(Ynj−1) =
1
2 quel que soit Y
n
j−1, ce qui signifie que l’extremum
est nécessairement atteint sur [0, 1]. Pour tous les autres cas, il vient :
θg 6∈ [0, 1] ⇐⇒ Ynj−1 ∈ [min(Ynj+1, 4Ynj − 3Ynj+1),max(Ynj+1, 4Ynj − 3Ynj+1)],
⇐⇒ Ynj+1 −Ynj−1 et 3Ynj+1 − 4Ynj +Ynj−1 de même signe. (4.24g)
On obtient de la même manière :
θd =
Ynj+2 −Ynj
2(Ynj − 2Ynj+1 +Ynj+2)
6∈ [0, 1]
⇐⇒ Ynj+2 ∈ [min(Ynj , 4Ynj+1 − 3Ynj ),max(Ynj , 4Ynj+1 − 3Ynj )],
⇐⇒ Ynj+2 −Ynj et −Ynj+2 + 4Ynj+1 − 3Ynj de même signe. (4.24d)
Cela revient, étant donnés Ynj+1 et Y
n
j , à ne pas avoir Y
n
j−1 et Y
n
j+2 trop grands ou trop petits
(cf. Fig. 4.6a). Analysons ces deux contraintes. Par un développement limité autour de
(tn, xj) de la solution exacte (supposée de classe C 2 au voisinage du point), la condition
(4.24g) est équivalente à :(
2∆x ∂xY(tn, xj) +O(∆x3)
) (
2∆x ∂xY(tn, xi) + 2∆x
2 ∂2xxY(t
n, xi) +O(∆x3)
)
> 0,
soit :
[∂xY(tn, xj)]
2 + ∆x ∂xY(tn, xj)∂
2
xxY(t
n, xj) +O(∆x2) > 0. (4.25)
Une première remarque est que si Y(tn, ·) n’admet pas d’extremum en xj, le terme domi-
nant est strictement positif et la contrainte est vérifiée asymptotiquement pour ∆x → 0.
Par ailleurs, lorsque la solution est croissante et convexe en xj, ou décroissante et concave,
le second terme est également positif, d’où les configurations dans lesquelles le schéma
Yg est parfaitement adapté (cf. Fig. 4.3a).
10 Le cas Ynj−1 = 2Y
n
j − Ynj+1 (valeur interdite dans le tableau de variations) correspond à l’alignement des
trois points, déjà évoqué précédemment et pour lequel le principe du maximum local (4.23) est vérifié.
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Y
x
xj xj+1 xj+2
Ynj
Ynj+1
Ynj−1
Ynj+2
4Ynj − 3Ynj+1
xj−1
4Ynj+1 − 3Ynj
(a) Domaine de validité des schémas Yg et Yd par
rapport à Ynj−1 et Y
n
j+2
Xj−1
Xj
Xj+1
Yg
θ 2 1 0κ+g κ
−
g
(b) Validité du schéma d’interpolation Yg
Fig. 4.6 – Deux critères de validité des schémas Yg et Yd
De même, on obtient pour la contrainte (4.24d) :
[∂xY(tn, xj+1)]
2 − ∆x ∂xY(tn, xj+1)∂2xxY(tn, xj+1) +O(∆x2) > 0. (4.26)
Ce sont cette fois-ci les cas croissant-concave ou décroissant-convexe en xj+1 qui
conviennent (cf. Fig. 4.3b).
Stratégie de choix
Le dernier point de la construction de notre schéma consiste à établir la stratégie de choix
des schémas lorsqu’en un nœud, les deux formules sont admissibles au sens où elles
préservent le principe du maximum local. La figure 4.6a donne les domaines de validité
des deux formules d’interpolation en termes de Ynj−1 et Y
n
j+2. En particulier, lorsque Y
n
j =
Ynj+1, il faut que Y
n
j−1 = Y
n
j ou Y
n
j+2 = Y
n
j+1. Le cadre de la modélisation des bulles est
parfaitement adapté, puisque les données sont des fonctions égales à 1 ou à 0 sur de
larges intervalles, ce qui assure que cette dernière condition est réalisée. On rappelle que
tous les raisonnements précédents sont basés sur une régularité supposée de la solution
(au moins C 2).
Le schéma repose sur l’hypothèse qu’en chaque nœud, l’une au moins des deux
contraintes (4.24g-4.24d) est vérifée, ce qui semble être envisageable si l’on raffine suf-
fisamment, comme le montrent les développements limités ci-dessus. La non-réalisation
de cette hypothèse peut d’ailleurs ne pas être préjudiciable, puisque le principe du maxi-
mum local (4.23) peut être brisé sans que le principe global (4.22) le soit (les zones « à
risques » sont les voisinages des extrema globaux de la solution).
Ainsi, en excluant le cas pathologique où aucune contrainte n’est satisfaite, deux cas
peuvent se produire :
① Soit une seule des deux contraintes est satisfaite, auquel cas on choisit pour ce nœud
le schéma correspondant ;
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② Soit les deux contraintes sont vérifiées (ce qui se produit dans la majorité des cas
compte-tenu de (4.25) et (4.26)) et il faut faire une sélection. Comme on le verra dans
la partie numérique, ce choix influe de manière non négligeable sur la solution.
❶ En premier lieu, on peut utiliser une approche géométrique basée sur les consi-
dérations suivantes : d’une part, le point ξˆni se situe dans l’intervalle [xj, xj+1],
et d’autre part, la formule Yg fait intervenir xj−1, xj et xj+1 tandis que ce sont
les nœuds xj, xj+1 et xj+2 qui sont impliqués dans Yd. On peut donc adopter
la stratégie suivante : si ξˆni est plus proche de xj−1 (θ
n
ij > 1/2), on choisit d’ap-
pliquer Yg alors que dans le cas où θnij 6 1/2, on choisit Yd par proximité de
xj+2.
❷ Une seconde approche est de s’inspirer de la « physique » sous-jacente au pro-
blème, à savoir le transport de Y . D’où l’idée d’utiliser le schéma amont (Yg
si Unj > 0, Yd si Unj < 0) dans les cas où celui-ci est admissible, afin d’aller
chercher l’information en remontant le flot.
❸ Au contraire, dans l’esprit du schéma anti-dissipatif de Després et Lagou-
tière (cf. § 4.2), on peut privilégier le schéma aval dès que cela est possible.
Comme on le verra dans le paragraphe 4.3.5 dédié aux simulations numériques,
ces deux stratégies sont similaires et engendrent des erreurs non symétriques
(cf. Fig. 4.9a).
❹ On peut également tenir compte des remarques déduites des développements
limités (4.25) et (4.26) des deux contraintes, donnant des configurations plus
favorables à l’une ou l’autre formule selon la monotonie et la convexité locale
de la solution. Le point délicat est d’évaluer ces deux concepts du point de vue
discret. On introduit naturellement les quantités :
• m+j = Ynj+2 −Ynj , c+j = Ynj+2 − 2Ynj+1 +Ynj ;
• m−j = Ynj+1 −Ynj−1, c−j = Ynj+1 − 2Ynj +Ynj−1.
Ainsi, si m−j c
−
j > 0 (croissant-convexe ou décroissant-concave au voisinage de
xj), c’est généralement le schéma Yg qui est le plus pertinent puisqu’il assure le
principe du maximum (cf. Fig. 4.3a). L’utilisation de Yd est de même préconisé
par l’inégalité m+j c
+
j < 0. Mais ne sachant lequel des deux produits tester, on
introduit un coefficient tenant compte des deux contributions, en posant :
mj = θ
n
ijm
−
j + (1− θnij)m+j et cj = θnijc−j + (1− θnij)c+j .
Comme mj = 2∆x∂xY(tn, ξˆni ) + O(∆x3), ce coefficient est représentatif de la
monotonie de la solution discrète au voisinage de ξˆni . Idem pour cj vis-à-vis de
la convexité. Ainsi, si mjcj > 0, on utilise le schéma Yg. Si mjcj < 0, on choisit
Yd.
❺ Toutefois, on remarque que dans les simulations réalisées avec les stratégies
❷ et ❸ (cf. Fig. 4.9b), une perte de précision se produit dans les régions dans
lesquelles les schémas sont supposés être les plus adaptés, i.e. dans les régions
où la solution est croissante et convexe (ou décroissante et concave) pour Yg,
décroissante et convexe (ou croissante et concave) pour Yd. On inverse alors les
conclusions du point ❹ : si mjcj > 0, on utilise le schéma Yd et inversement.
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❻ Une dernière stratégie consisterait à comparer les erreurs de troncature (expli-
citées dans le paragraphe Consistance), mais cela revient sensiblement à appli-
quer le point ❶.
Notons que dans le cas où la vitesse est constante, θnij est constant sur tout le domaine. La
stratégie ❶ est donc identique soit à la stratégie ❷, soit à la stratégie ❸, selon la position
de θnij par rapport à
1
2 .
On appelle MOC2 le schéma (4.9) avec (4.14) pour le calcul de la caractéristique et
(4.17a) ou (4.18a) pour l’interpolation sous réserve que (4.24g) ou (4.24d) soit vérifiée.
Pour aller plus loin (condition nécessaire et suffisante)
On va ici modifier la notion d’admissibilité des schémas. Le critère (4.24g-4.24d) est indé-
pendant11 de la position θnij du pied de la caractéristique. Cela vient du fait que ces deux
contraintes découlent d’une condition suffisante : s’assurer que l’extremum de la parabole
est atteint en dehors de [0, 1] est une condition suffisante mais non nécessaire de validité
du principe du maximum. On constate en effet sur la figure 4.6b qu’il existe un intervalle
sur lequel Yg(θ) ∈ [Ynj ,Ynj+1] bien que l’extremum soit atteint dans l’intervalle [0, 1]. Pour
déterminer une condition nécessaire et suffisante, on introduit les équations :
Yg(θ) = Ynj , Yd(θ) = Ynj , (4.27a)
Yg(θ) = Ynj+1, Yd(θ) = Ynj+1. (4.27b)
Les égalités (4.27a) et (4.27b) ont pour solutions triviales respectives θ = 1 et θ = 0 (qui
s’avèrent être les seules dans le cas dégénéré d’alignements des points). Des calculs directs
de résolution d’équations du second ordre fournissent les autres solutions respectives :
κ−g =
2(Ynj+1 −Ynj )
Ynj−1 − 2Ynj +Ynj+1
, κ−d =
2(Ynj+1 −Ynj )
Ynj − 2Ynj+1 +Ynj+2
,
κ+g =
Ynj−1 − 4Ynj + 3Ynj+1
Ynj−1 − 2Ynj +Ynj+1
, κ+d =
Ynj+2 −Ynj
Ynj − 2Ynj+1 +Ynj+2
.
On note les relations κ+l − κ−l = 1, l ∈ {g, d}. La condition suffisante θl 6∈ [0, 1] correspond
donc au cas où à la fois κ−l 6∈ [0, 1] et κ+l 6∈ [0, 1]. On vérifie d’ailleurs par le calcul
que la combinaison des deux inégalités κ#g(1 − κ#g) 6 0, # ∈ {−,+}, redonne bien la
condition (4.24g). Idem pour (4.24d) en remplaçant κ#g par κ
#
d.
Pour améliorer cette contrainte, on remarque que si l’on a θnij ∈ [0, κ−g ] ou si θnij ∈ [κ+g , 1],
alors on vérifie l’inégalité (4.23), comme sur la figure 4.6b où, pour Xθg dans la partie
hachurée bleue de la parabole, on a bien l’encadrement souhaité. La contrainte de validité
du schéma devient donc :
θnij 6 κ
−
g ou θ
n
ij > κ
+
g . (4.24g’)
De manière équivalente, on a également pour l’autre schéma :
θnij 6 κ
−
d ou θ
n
ij > κ
+
d . (4.24d’)
11 On ne fait intervenir θnij que dans la stratégie de choix.
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(tn+1, xi)
Calcul du pied de la caractéristique ξˆni par (4.14)
Calcul de j (localisation) et du facteur de position θnij
Test de validité des deux schémas par (4.24g-4.24d) ou (4.24g’-4.24d’)
Sélection du schéma pertinent par ❶–❺, p.147
Calcul de Yn+1i = Yp(θnij)
1 seul schéma valide
(p ∈ {g, d})
2 schémas valides (ou 0)
Sélection du schéma p ∈ {g, d}
Fig. 4.7 – Description des schémas MOC2 et MOC2’
Les contraintes (4.24g’) et (4.24d’) dépendent cette fois-ci de la première étape via θnij et
sont des conditions nécessaires et suffisantes. Le cas pathologique où aucun des schémas
ne satisfait le principe du maximum (4.23) correspond à la situation :
θnij ∈ [max(0, κ−g ),min(1, κ+g )] ∩ [max(0, κ−d ),min(1, κ+d )].
On appelle donc MOC2’ le schéma de calcul (4.9), où le pied de la caractéristique est
calculé par (4.14) et où l’étape d’interpolation est réalisée grâce aux formules (4.17b) et
(4.18b) sous réserve que (4.24g’) ou (4.24d’) soit vérifiée. Les stratégies de choix énon-
cées précédemment restent valables pour ce nouveau critère de sélection. L’algorithme est
résumé sur la figure 4.7.
Extensions
Les propriétés numériques de ce schéma encouragent à l’étendre à des géométries plus
complexes, que ce soit en maillage 1D non uniforme, ou en maillages 2D/3D. Si le pre-
mier cas ne semble pas poser de problèmes conceptuels, l’extension aux dimensions su-
périeures n’est pas immédiate. Considérons les deux étapes de notre méthode, dans le
cas d’un maillage (quadrangulaire) cartésien uniforme. Pour l’approximation de la carac-
téristique, les différences finies étant compatibles avec le type de maillage considéré, le
schéma est reconductible en l’état. En revanche, avec d’autres géométries, son application
est conditionnée au fait que le champ de vitesse soit donné analytiquement (les dérivées
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sont ainsi connues). Pour l’étape d’interpolation, l’idée de MOC2 est de combiner 2 sché-
mas d’ordre 2. Le premier point consiste donc à identifier la cellule dans laquelle se situe
le pied de la caractéristique (ce qui est encore une fois trivial dans le cas cartésien, mais
beaucoup plus complexe dans les autres cas car nécessitant un algorithme de localisation).
Pour utiliser une formule d’interpolation à 8 points (pour conserver l’ordre 2 en espace), il
faut ensuite étudier les différentes combinaisons de voisinages possibles (une cellule ayant
quatre voisins – i.e. avec une arête en commun – dans ce type de maillage) et sélectionner
la plus pertinente.
4.3.5 Simulations numériques
On présente dans ce paragraphe plusieurs simulations numériques en dimension 1 pour la
résolution de l’équation de transport linéaire sans second membre (4.6) à vitesse constante
ou non, puis avec second membre (4.4), pour l’équation de Burgers (4.12) et enfin pour le
modèle Abv (3.17). Toutes ces simulations ont été réalisées sous Matlab. Certains de ces
résultats font l’objet de l’article [65].
Pour ce qui est des conditions aux limites, aucune n’est à appliquer lorsque la vi-
tesse est nulle au bord (le flot reste dans le domaine). Dans les autres cas, on se place
dans le cadre périodique. L’objectif de ce paragraphe est d’une part de comparer les dif-
férents concepts évoqués dans la partie théorique (approximation d’ordre 1 ou 2 pour
la caractéristique, interpolation linéaire ou quadratique, stratégies de choix des schémas
d’interpolation lorsque les deux sont valables) et, d’autre part, de mettre en valeur les
propriétés numériques du schéma MOC2.
Revenons sur les différentes possibilités de paramétrer le schéma, ou plus précisément
sur la manière de sélectionner une formule d’interpolation (ou l’autre) lorsque les deux
sont admissibles. « Admissible » signifie que les conditions de validité fortes (4.24g-4.24d),
ou plus faibles (4.24g’-4.24d’) sont satisfaites. En théorie, si le premier critère est validé, le
second l’est a fortiori. La réciproque est fausse, ce qui se traduit par le fait qu’en certains
points, un schéma peut être refusé avec le premier critère mais pas avec le second. On
rappelle que le second critère est exact (condition nécessaire et suffisante), au contraire du
premier (condition suffisante). Numériquement parlant, les tests tendent à montrer que
les deux critères sont équivalents, en remarquant toutefois que le second nécessite plus de
précautions (traitement des dénominateurs).
Une fois testée la validité des deux schémas, il faut ensuite considérer les différentes
stratégies de choix évoquées page 147 : position de θnij (cf. point ❶), privilège donné à
l’amont ou l’aval (❷ et ❸), concept de monotonie – convexité en version intuitive ou
inversée (❹ et ❺). Nous verrons que les stratégies de choix donnent des résultats qualita-
tivement différents.
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Équation d’advection sans terme source
Le premier champ de vitesse considéré est le champ constant U = 0, 5. La donnée initiale
correspond à la fonction Y0ε (cf. Eq. 3.20) avec Λ = P5, ε = 0, 3 et β0 = 0, 4 sur le domaine
Ω = [−2, 2]. La solution exacte vaut alors :
Y(t, x) = Y0ε (x− tU − 4k), avec k =
⌊
x− tU + 2
4
⌋
∈ Z.
On tient compte ici des conditions aux limites périodiques (la correction −4k permet de
se ramener à l’intervalle [−2, 2]).
Ainsi, après une période complète (i.e. avec Nt∆t = |Ω|/U = 8), on retrouve au niveau
continu la donnée initiale. Les figures 4.8a et 4.8b mettent en évidence le défaut majeur des
schémas linéaires d’ordre 2 MOCg et MOCd, qui présentent des oscillations au niveau des
plateaux extremaux. Le principe du maximum n’est alors pas vérifié, ce qui est à l’origine
de l’idée de combiner les deux schémas. On a pris ici ∆t = 8 · 10−2 et ∆x = 1, 6 · 10−2.
Sur la figure 4.9a, on voit que la stratégie ❷ privilégiant le schéma amont (lorsque cela
est possible) engendre des solutions non symétriques. La dissymétrie se produit principa-
lement au niveau du plateau, comme le montre la figure 4.9b. Ce constat est à l’origine de
la stratégie ❺.
On constate également que le schéma est exact lorsque λ est entier, comme on peut le
voir sur la figure 4.10, l’erreur étant de l’ordre du zéro machine. λ vaut 3 sur la figure 4.10,
tandis que λ vaut 2, 5 pour les autres simulations.
Validation du code pour un second membre non nul
On présente dans ce paragraphe un résultat pour l’équation d’advection avec terme source
(4.4a), dont les aspects numériques ont été présentés page 137. Le champ de vitesse est
toujours constant (U = 0, 5). Le second membre choisi est ici :
f (t, x) = cos
(πx
2
)
.
Cette fonction est 4-périodique, de sorte que la solution soit donnée explicitement par :
Y(t, x) = Y0ε (x− tU − 4k) +
2
πU
[
sin
π(x− tU )
2
− sin πx
2
]
.
Les paramètres de discrétisation sont ici Nt = 100 et Nx = 450, et la donnée initiale est
celle du paragraphe précédent (Y0ε=0,3). La solution numérique correspond bien à la solu-
tion exacte, malgré des variations brutales en espace, comme le montrent les figures 4.11.
On retrouve à l’itération 100 la figure 4.11a. On compare sur la figure 4.12 les diffé-
rentes formules d’intégration numérique évoquées page 137. La méthode des trapèzes
est, comme attendu, la plus précise. La quantité testée ici est l’erreur relative entre les
solutions exacte et numérique.
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(a) Résultats après une période pour le schéma MOCg
(b) Résultats après une période pour le schéma MOCd
(c) Résultats après une période pour le schéma MOC2
Fig. 4.8 – Phénomène de dispersion avec MOCg et MOCd
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(a) Courbes d’erreur pour la stratégie amont (point ❷) et la stratégie
monotonie-convexité (point ❺)
(b) Zoom sur la zone haute : stratégie ❷ (c) Zoom sur la zone haute : stratégie ❸
(d) Zoom sur la zone haute : stratégie ❹ (e) Zoom sur la zone haute : stratégie ❺
Fig. 4.9 – Comparaison des différentes stratégies
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Fig. 4.10 – Schéma MOC2 pour λ ∈ Z
Vitesse non constante
Dans les tests précédents, le champ de vitesse était constant : l’étude à l’ordre 2 du calcul
de la caractéristique, qui s’est traduit par la formule (4.14), n’a donc pas été mise en
valeur, puisque le pied de la caractéristique est donné explicitement par ξni = xi − ∆tU .
C’est pourquoi on s’intéresse ici à un champ de vitesse non constant (sans terme source),
afin d’évaluer l’apport de l’ordre 2. Considérons ici le champ de vitesse :
U (t, x) = t(x2 − 4).
Cette vitesse est négative et nulle aux extrémités du domaine [−2, 2]. On peut alors ré-
soudre explicitement l’équation caractéristique (4.5) avec s = t. On a en effet :
t2 − τ2
2
=
1
4
ln
(
2− x
2+ x
)
− 1
4
ln
(
2−X (τ; t, x)
2+X (τ; t, x)
)
.
On en déduit :
X (0; t, x) = 2x + 2+ e
−2t2(x− 2)
x + 2+ e−2t2(2− x) .
On prend cette fois-ci la condition initiale régulière à support compact :
Y0(x) = exp
( −x2
1− x2
)
1]−1,1[(x).
Cette fonction est représentée en pointillés noirs sur la figure 4.13a. On y représente égale-
ment la solution au temps 0, 9. Comme X (0; t, x) tend vers 2, la solution tend vers 0, avec
une contraction de plus en plus importante au voisinage de −2, ce qui rend alors (à par-
tir du temps 1, 1) le schéma imprécis, puisque les variations de la solution se produisent
dans un domaine très fin. Le maillage n’arrive alors plus à capter la solution de manière
précise.
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(a) Itération 1 (b) Itération 10
(c) Itération 30 (d) Itération 50
(e) Itération 75 (f) Itération 90
Fig. 4.11 – Évolution de la solution pour l’équation avec terme source.
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Fig. 4.12 – Courbes d’erreur au cours du temps pour les différentes formules d’intégration du terme source
On compare sur la figure 4.13b les courbes d’erreur en fonction du temps pour les
différentes stratégies de choix évoquées précédemment. Y apparaît en particulier l’apport
de l’ordre 2 en espace et en temps puisque les erreurs issues des simulations avec ap-
proximations linéaires (formules à l’ordre 1 : (4.10) pour le calcul de la caractéristique et
(4.16) pour l’étape d’interpolation) sont plus importantes qu’avec les formules à l’ordre 2.
À noter que parmi les stratégies de choix de schémas, la stratégie ❶ se révèle plus précise
pour ce cas. La figure 4.13c montre quant à elle l’ordre de la méthode pour ∆t ∝ ∆x1,1. On
retrouve bien l’ordre 2 par rapport à ∆x, comme préconisé dans le paragraphe Consis-
tance. Le schéma classique upwind n’est pas utilisable avec ce jeu de paramètres, car la
condition CFL n’est pas vérifiée. La stabilité inconditionnelle du schéma MOC2 permet de
s’abstraire de cette contrainte.
Équation de Burgers
On traite dans ce paragraphe l’équation de Burgers (4.12), qui est une équation de trans-
port non-linéaire. Le champ transporté et le champ de vitesse correspondent à la même
variable, d’où l’importance de vérifier la disponibilité des valeurs nécessaires dans les dif-
férentes étapes du schéma. La forme particulière que prend le schéma pour le cas de cette
équation a été donnée en (4.13). Le terme de dérivée temporelle ∂tU y est remplacé par le
terme de dérivée spatiale −(U · ∇)U afin de ne pas engendrer un schéma à plusieurs pas
en temps. La seule donnée du problème est ici la condition initiale U 0. On se place dans
le domaine Ω = [0, 2].
On présente ici les simulations obtenues pour deux conditions initiales distinctes. Pour
U 0(x) = x, la solution exacte vaut :
U (t, x) = x
1+ t
.
On vérifie la précision du schéma sur la figure 4.14. La convergence est ici indépendante
de ∆x (les simulations sont réalisées avec seulement dix points en espace !) du fait du
caractère linéaire par rapport à x de la solution. L’ordre est bien égal à 2.
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(a) Solutions exacte et numérique au temps 0, 9
(b) Courbes d’erreur en fonction du temps pour les différents
degrés d’interpolation et stratégies de choix
(c) Ordre de la méthode en fonction de ∆x – comparaison avec le
schéma upwind
Fig. 4.13 – Simulations à vitesse non constante
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Fig. 4.14 – Ordre de convergence en fonction de ∆t pour l’équation de Burgers à donnée linéaire
Intéressons-nous maintenant à un cas pour lequel on ne dispose pas de solution exacte,
à savoir avec :
U 0(x) = exp
(−(x− 0, 5)2
x(1− x)
)
1]0,1[(x).
Du point de vue théorique, le flot caractéristique associé à l’équation de Burgers est donné
implicitement par :
X (τ; s, x) = x + (τ − s)U (s, x).
La solution vérifie donc :
U (t, x) = U 0(x− tU (t, x)).
La résolution de cette équation est équivalente au problème de point fixe :
ξ = x− tU 0(ξ),
ce qui requiert l’inversion de l’opérateur Id+tU 0. Dans le cas linéaire, l’inversion était
triviale. En revanche, dans le cas général, cet opérateur n’est pas nécessairement inversible
pour tout t > 0. En particulier, dès que la fonction (U 0)′ prend des valeurs négatives, il
existe un temps critique pour lequel certaines courbes caractéristiques se croisent, rendant
impossible la résolution du problème (la valeur de la solution au point d’intersection étant
égale à plusieurs valeurs de la donnée initiale). Ce temps est donné par [58] :
Tc =
−1
minx (U 0)′(x)
.
Dans notre cas, la fonction U 0 est décroissante sur [ 12 , 1], ce qui justifie que la dérivée
prend des valeurs négatives. Le minimum de (U 0)′ est atteint en 12 + 12 4√3 et vaut approxi-
mativement 0, 2304. La figure 4.15b met en valeur ce phénomène. La solution avant Tc
est régulière (en bleu), ce qui n’est plus le cas pour la courbe verte (solution à un temps
postérieur à Tc). Cette figure, ainsi que la réprésentation de la solution à différents temps
(cf. Fig. 4.15a), mettent en valeur le fait que le schéma MOC2, bien que construit sous
une hypothèse de régularité de la solution, peut capturer des chocs et ainsi traiter des cas
irréguliers.
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(a) Solution de l’équation de Burgers à des temps successifs
(b) Temps d’explosion
Fig. 4.15 – Équation de Burgers pour une donnée non triviale
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(a) Comparaison avec la donnée initiale au temps final (b) Zoom sur les solutions
(c) Erreur E5 au cours du temps (d) Erreur relative sur le volume
Fig. 4.16 – Simulations du modèle Abv pour une régularisation P5
Modèle ABV en dimension 1
Revenons enfin au modèle Abv, qui fait l’objet de cette étude. Le traitement du sys-
tème (3.17) se fait par l’algorithme suivant pour Ω = [−1, 1]. Étant donnée la solution
(Yni )i au temps t
n, on calcule le champ de vitesse par la formule :
Uni = ψ(t
n)∆x
[
i−1
∑
j=1
Ynj +Y
n
j+1
2
− xi + 1
2
Nx−1
∑
j=1
Ynj +Y
n
j+1
2
]
.
On y utilise la formule des trapèzes pour calculer les intégrales, dans le but de conserver
l’ordre 2. On détermine ensuite la solution au temps tn+1 en résolvant l’équation d’advec-
tion par le schéma MOC2.
Dans le premier test, l’initialisation est faite à l’aide de la fonction Y0ε (cf. Eq. 3.20) avec
Λ = P5, ε = 0, 25 et β0 = 0, 25. La donnée initiale est suffisamment régulière eu égard
aux hypothèses de régularité sous lesquelles le schéma MOC2 a été construit. L’autre
paramètre du modèle, à savoir la pulsation ψ, est donné par ψ(t) = 2 cos(30t), de façon à
mettre en valeur le choix du terme « pulsation ».
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(a) Comparaison avec la solution exacte au temps final (b) Zoom sur les solutions
(c) Erreur relative par rapport à la solution exacte au
cours du temps
(d) Erreur relative sur le volume
Fig. 4.17 – Simulations du modèle Abv pour une régularisation linéaire
On prend Nt = 200 et Nx = 500. L’intervalle en temps est pris de sorte que la pulsation
réalise des périodes complètes. La solution exacte au temps final n’est autre que la donnée
initiale.12 Les résultats sont présentés sur les figures 4.16. Sur les figures 4.16a et 4.16b, on
représente les solutions numériques obtenues avec les schémas MOC2 et upwind que
l’on compare à la solution exacte.13 Les figures 4.16c et 4.16d montrent respectivement
l’évolution d’un indicateur d’erreur sur la solution et de l’erreur relative sur le volume
au cours du temps. La solution n’étant pas connue, l’indicateur d’erreur est calculé par
rapport au haut βε et au bas δε du plateau, lesquels sont donnés par (3.26a) et (3.26b), et
est égal à :
E5(t
n) = |1−Ynj |+ |Ynk |,
où βε(tn) ∈ [xj, xj+1[ et δε(tn) ∈ [xk, xk+1[. Le schéma MOC2 présente ainsi une précision
supérieure à celle du schéma upwind, avec une erreur bornée dans le temps. L’erreur en
volume est cependant à relativiser, car par un jeu de compensation entre le haut et le
bas du plateau, celle-ci peut être faible sans que la solution numérique soit proche de la
solution exacte.
12 Il a été prouvé qu’en dimension 1, la solution de Abv[Y0,ψ,Ω] était périodique si ψ était périodique et de
moyenne nulle, ce qui est le cas ici.
13 La solution exacte n’est connue qu’aux temps kTψ, k ∈ N, Tψ étant la période de ψ. Elle y est alors égale à
la donnée initiale.
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Fig. 4.18 – Simulations du modèle Abv pour une donnée irrégulière
On diminue ensuite la régularité en prenant pour fonction de régularisation Λ = P1.
On dispose alors d’une expression explicite de la solution exacte (cf. page 117). La fi-
gure 4.17b montre un phénomène de diffusion au voisinage des points βε et δε plus im-
portant que dans le cas P5. Cela s’explique par le fait que la solution ne remplit plus
les hypothèses de régularité nécessaires pour l’étape d’interpolation. L’erreur reste tou-
tefois notablement inférieure à celle produite par le schéma upwind et croît moins vite,
comme le montre la figure 4.17c. Cette figure retrace les simulations sur 800 itérations et
24 périodes.
On teste enfin le schéma sur le cas d’une « bulle » 1D, même s’il n’est pas dédié à la
simulation de fonctions discontinues (par construction). On munit le modèle de la condi-
tion initiale 1[−0.25,0.25](x). La comparaison des résultats obtenus par les schémas MOC2,
upwind et DL (cf. § 4.2) à la solution exacte est faite sur la figure 4.18. Le schéma DL dif-
fuse sur 1 cellule tandis que les deux autres schémas diffusent sur un plus grand nombre
de cellules, le schéma MOC2 restant meilleur que le schéma upwind. Ce résultat était
prévisible du fait des caractéristiques de notre schéma.
Conclusion
Le schéma MOC2 est un schéma numérique permettant de simuler les solutions régu-
lières des équations de transport. On a réalisé ici des simulations en dimension 1 pour
différentes variantes de cette équation : avec ou sans terme source, à vitesse constante ou
non, indépendante ou couplée avec une autre équation. Le principal attrait des méthodes
de type MOC est leur stabilité inconditionnelle, qui permet de choisir les paramètres de
discrétisation indépendants l’un de l’autre. On obtient ainsi des nombres de Courant par-
fois élevés, sans pourtant porter préjudice à la précision des simulations. Pour construire
ce nouveau schéma, on a cherché à imposer le principe du maximum, qui n’est pas vérifié
pour les schémas linéaires d’ordre 2, ce que l’on a réussi à faire ici en couplant deux for-
mules d’interpolation. L’ordre de la méthode est bien égal à 2, ce qui a été mis en évidence
dans les différentes situations.
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4.4 Raffinement adaptatif de maillages
4.4.1 Motivations
Ce travail reprend les résultats obtenus par Anouar Mekkas lors de son stage au Cea [60]
en collaboration avec l’Onera, que nous avons co-encadré avec Stéphane Dellacherie, et
publiés dans [68]. L’origine de ces recherches est le constat qu’en dimensions 2 et 3, la
non-diffusivité du schéma de Després et Lagoutière ne suffit pas à assurer la précision des
simulations, en particulier lorsque l’épaisseur de la bulle devient plus petite que le pas du
maillage, ou lorsque les bulles deviennent trop proches (distance entre les bulles inférieure
au pas du maillage). C’est le cas par exemple pour le test proposé par Rider et Kothe [75],
à savoir la simulation d’une équation de transport avec pour donnée initiale une sphère
(ou un disque), et pour champ de vitesse le champ périodique :14
u(t, x, y, z) = cos
(
2πt
T
) 2 sin
2(πx) sin(2πy) sin(2πz)
− sin2(πy) sin(2πx) sin(2πz)
− sin(2πx) sin(2πy) sin2(πz)
 .
Le problème rencontré dans la simulation de ce cas-test, comme on le constate sur les
figures 4.19, est que la finesse de la « bulle » ne permet plus sa capture par le maillage. Il en
résulte alors un morcellement de la matière, qui est un phénomène purement numérique
(la fragmentation n’est pas prise en compte dans cette modélisation). De plus, ce cas-test
a la propriété d’être périodique : la solution finale doit coincider avec la donnée initiale,
ce que l’on ne retrouve pas sur les figures 4.19.
Il est donc nécessaire de diminuer le pas du maillage. Cependant, compte-tenu des
configurations que l’on souhaite simuler dans ce mémoire, il ne serait pas pertinent (en
termes de coût et de temps de calcul) de raffiner uniformément le maillage en tout point.
En effet, les fonctions manipulées sont égales à 1 ou à 0 dans la majeure partie du domaine.
Ces données sont parfaitement transportées par l’algorithme DL. Les zones « critiques »
correspondent donc aux voisinages de l’interface. D’où notre intérêt pour les algorithmes
de Raffinement Adaptatif de Maillages, désignés par l’acronyme AMR dans la suite.
4.4.2 Rappels sur les algorithmes AMR
On se donne pour la suite un maillage cartésien en dimension 2, dont les cellules sont
notées (Mi)16i6M. L’union G0 de ces cellules forme le maillage grossier. La structure des
algorithmes AMR se compose généralement de deux étapes :
❶ Marquage des cellules Mi qui nécessitent un raffinement (zones de fortes variations
de la solution, par exemple au voisinage d’une discontinuité) ;
❷ Regroupement des cellules marquées en sous-domaines.
Le point ❶ est réalisé à l’aide d’un critère, appelé senseur, qui reflète le comportement
local de la solution. Si la valeur de ce senseur dans une cellule dépasse un certain seuil ε
fixé par l’utilisateur, alors cette cellule est marquée (le terme anglais consacré est flagged).
14 L’équivalent en dimension 2 est : u(t, x, y) = 2 cos
( 2πt
T
)
sin(πx) sin(πy)
(− sin(πx) cos(πy)
sin(πy) cos(πx)
)
.
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(a) Bulle initiale (disque) (b) Bulle transportée (disque) à un temps
intermédiaire
(c) Bulle finale (disque)
(d) Bulle initiale (sphère) (e) Bulle transportée (sphère) à un temps
intermédiaire
(f) Bulle finale (sphère)
Fig. 4.19 – Mises en défaut de l’algorithme
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Le senseur peut être adapté à l’équation étudiée. Ici, le senseur utilisé est le suivant, pour
la cellule Mi et au temps n :
(DˆxYn)i + (DˆyY
n)i
sup
m,p
[
(DˆxYn)m + (DˆyY
n)p
] ,
où Dˆz désigne un opérateur discret représentant la dérivée dans la direction z. Les zones
de raffinement suivent donc la solution dans son évolution.
Une fois que toutes les cellules à raffiner ont été recensées, on met en œuvre le point
❷. Cette étape peut être traitée à l’aide de plusieurs stratégies, qui engendrent autant d’al-
gorithmes différents. Une structure hiérarchisée de sous-domaines (lorsque l’on souhaite
plusieurs niveaux de raffinement en fonction des seuils) est ainsi créée, les niveaux cor-
respondant à un taux de raffinement donné (rapport du pas de maillage fin sur le pas
du maillage grossier). Il existe deux grandes familles d’algorithmes AMR : les méthodes
d’arbres (appelées tree-based dans la littérature anglophone) [18] et les méthodes de patches
(patch-based) [8].
On considère ici un algorithme patch-based, où les patches sont des ensembles de cel-
lules marquées (rectangles orientés selon les axes du maillage). Il existe de multiples
manières de regrouper ces cellules. Le raisonnement est lié à des considérations infor-
matiques. Le but de l’AMR est en effet d’obtenir, à l’aide du même solveur, la même
précision qu’en raffinant dans tout le domaine, tout en réduisant le temps et le coût de
calcul. Cela requiert d’optimiser le regroupement des cellules marquées en tenant compte
des deux contraintes suivantes :
➠ créer des patches les plus petits possibles pour éviter d’englober des cellules non
marquées dans ces patches (rectangulaires) et ainsi éviter des calculs inutiles ;
➠ créer des patches suffisamment grands pour ne pas multiplier les domaines de
calcul.
Ces deux contraintes s’opposent l’une à l’autre, d’où un équilibre à trouver afin de garantir
une efficacité optimale. Un moyen d’évaluer l’efficacité d’un tel algorithme est de calculer,
pour chaque patch, le rapport de la surface des cellules marquées sur la surface totale du
patch. Les bases de l’algorithme utilisé ici (nommé Grouping-Clustering) ont été posées
par Berger [6, 7], puis formalisées dans [8] en s’inspirant de techniques développées dans
le milieu du traitement d’images. On renvoie à ces différents articles pour plus de détails
sur la méthode itérative de construction des patches.
On utilise le terme de patchwork pour désigner un ensemble de patches ayant le même
taux de raffinement. Pour un niveau de raffinement rl et un temps n (les maillages fins
évoluent au cours du temps), on note Gl,n le patchwork associé et (Gkl,n)16k6Kl,n
les patches
qui le composent.
Un algorithme AMR ne se limite pas à la construction d’une structure hiérarchisée
de maillages. Il comprend aussi la résolution des équations sur chacun des niveaux de
maillage, avec la gestion des conditions aux limites (physiques mais aussi conditions de
bord entre patches de même niveau voire de niveaux distincts). Pour favoriser cette ré-
solution, la notion de maillages properly nested a été introduite par Quirk [74]. Celle-ci
impose à l’algorithme de regroupement des cellules marquées les contraintes suivantes :
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Fig. 4.20 – Exemple de hiérarchie de maillages Properly Nested
➠ les patchworks sont inclus par ordre croissant de taux de raffinement :
Gl,n ⊂ Gl−1,n ⊂ . . . ⊂ G0;
➠ les patches d’un même niveau ne se recouvrent pas : Gil,n ∩ G
j
l,n = ∅ quels que
soient i et j dans {1, . . . ,Kl,n} ;
➠ deux cellules voisines appartiennent soit au même patchwork, soit à des patchworks
de niveaux consécutifs.
Le dernier point peut se reformuler comme suit : le patchwork Gl,n est nécessairement
séparé de Gl−2,n\Gl−1,n par des cellules de Gl−1,n (cf. Fig. 4.20). Ce type d’algorithme a été
utilisé par exemple par Jouhaud [51] ou encore Ryan et Borrel [78].
4.4.3 Adaptation à la résolution de l’équation de transport
Intéressons-nous maintenant à la résolution de l’équation de transport grâce à cette stra-
tégie AMR. L’une des principales difficultés est la communication entre les différents ni-
veaux de raffinement, en particulier pour le calcul des données (projection d’une grille sur
l’autre) et le traitement des conditions aux limites.
On se restreint à un niveau de raffinement dans un souci de clarté, mais l’extension à
plusieurs niveaux est réalisable. On se place au temps n. On décrit sur la figure 4.21 les
différentes étapes du processus :
➢ Les étapes 1 et 1’ correspondent à la résolution simultanée de l’équation de transport
sur les maillages fin et grossier. S0 et S1,n désignent le solveur (ici le schéma DL)
appliqué sur chacun des deux maillages. Le champ de vitesse utilisé est le champ au
temps n. On obtient donc deux vecteurs de valeurs dites fines (par S1,n) et grossières
(par S0).
➢ L’étape 2 consiste à transmettre les valeurs du maillage fin au maillage grossier via
l’opérateur de restriction R1,n0 : on conserve uniquement les valeurs fines aux nœuds
qui sont communs aux deux maillages (pour le cas des maillages dont les nœuds
sont situés aux sommets du maillage15).
15 Lorsque les nœuds sont au centre des mailles, on procède, sur une maille grossière donnée, par interpola-
tion des valeurs dans les cellules fines recouvrant la cellule grossière.
167
Chapitre 4. Interfaces et simulations numériques du modèle ABV
YnG1,n
YnG0
Yn+1G1,n
Y
n+1
G0
Yn+1G0∩G1,n
Yn+1G0\G1,n
Yn+1G0Y
n+1
G1,n+1
G1,n+1
Y
n+1
G1,n+1
1
S1,n
1’
S0
2
R1,n0
2’
3
3
4
5
I01,n+1
56
6
Fig. 4.21 – Schéma résumant le passage du temps n au temps n + 1. Les bulles vertes (en trait plein), bleues
(en trait discontinu) et rouges (en pointillés) désignent respectivement les données au temps n, les valeurs
intermédiaires et les valeurs finales au temps n + 1. En orange, les étapes successives et en violet, les
opérateurs associés.
➢ En parallèle, on réalise l’étape 2’ en conservant les valeurs grossières issues des
cellules n’intersectant pas G1,n.
➢ Dans l’étape 3, on regroupe dans un seul vecteur les valeurs collectées au cours des
étapes 2 et 2’, qui est la solution grossière au temps n + 1.
➢ L’étape 4 est consacrée à la construction, à partir de la nouvelle solution grossière,
du nouveau maillage fin par l’algorithme AMR décrit dans le paragraphe précédent
(marquage des cellules puis regroupement par la méthode Grouping-Clustering).
➢ Pour construire la nouvelle solution fine (étape 5), on projette (via l’opérateur d’in-
terpolation I01,n+1) la nouvelle solution grossière aux nœuds du nouveau maillage
fin. Le résultat n’est toutefois pas la solution au temps n + 1 définitive. En effet,
lorsque des cellules sont communes à l’ancien et au nouveau maillages fins, on re-
prend dans ces cellules les valeurs correspondantes dans le vecteur Yn+1G1,n (étape 6).
Cette procédure sert à éviter une perte de précision due aux deux projections « fin
→ grossier » (2) puis « grossier→ fin » (5).
Dans la mesure où l’on transporte une fonction égale à 1 ou à 0, la solution fine obtenue
est identique à celle que fournirait un raffinement global (de taux égal à celui du niveau
fin). En cas de plusieurs niveaux de raffinement, ce schéma, pour les niveaux supérieurs,
est intégré récursivement avant l’étape 2.
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(a) Bulle initiale (disque) (b) Bulle transportée (disque) à un temps
intermédiaire
(c) Bulle finale (disque)
(d) Bulle initiale (sphère) (e) Bulle transportée (sphère) à un temps
intermédiaire
(f) Bulle finale (sphère)
Fig. 4.22 – Apport de l’AMR par rapport aux cas traités sur les figures 4.19
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Ω Ωl
N H N hl
Neumann
Boundary
Conditions
Fig. 4.23 – Exemple de grilles illustrant la méthode LDC avec un raffinement de 2. Les nœuds du maillage
grossier sont représentés par les cercles verts (plus grands) tandis que ceux du maillage fin sont bleus (petits
cercles, carrés, diamants). Les carrés sont des nœuds auxquels on applique une condition de Dirichlet, les
diamants une condition de Neumann. Quant aux nœuds entourés, la condition aux limites est laissée au
choix de l’utilisateur.
On présente sur les figures 4.22 les résultats obtenus par A. Mekkas grâce à cet al-
gorithme sur le cas-test de cercle/sphère dans un champ rotationnel périodique. Cette
technique a permis de conserver l’unité de la matière au cours du temps et de recouvrer
la donnée initiale au terme d’une période.
4.4.4 Simulations du modèle ABV
On a présenté dans le paragraphe précédent un algorithme permettant de traiter avec
précision la discontinuité des solutions d’une équation de transport, le solveur étant le
schéma de Després et Lagoutière. Il reste à traiter la seconde équation du modèle, à savoir
l’équation de Poisson sur le potentiel de vitesse. Le second membre étant discontinu, on
utilise là aussi plusieurs niveaux de maillage pour assurer la qualité de la résolution. La
méthode choisie est la méthode LDC (Local Defect Correction), introduite par Hackbush
[46] puis améliorée par Anthonissen [2].
Donnons quelques détails sur la procédure. On suppose que l’on résout dans un do-
maine Ω une équation de Poisson avec condition de Neumann :∆φ = f ,∇φ · ν|∂Ω = 0,
avec un second membre de moyenne nulle, par compatibilité avec la condition aux limites.
On suppose de plus que le second membre varie fortement dans un sous-domaine Ωl . Si le
problème de Poisson est bien posé dans Ω, il ne l’est pas dans Ωl , ce qui impose d’ajouter
une condition aux limites sur le bord de Ωl qui n’intersecte pas ∂Ω.16 Cette condition est
précisée dans la suite.
16 En cas d’intersection non vide, on conserve la condition de Neumann sur la partie correspondante.
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On discrétise chacun des deux domaines par un maillage cartésien homogène (de pas
H pour Ω et de pas h = H/rl , rl ∈ N∗, pour Ωl). Les ensembles de nœuds sont respecti-
vement notés ΩH et Ωhl (cf. Fig. 4.23). La méthode LDC est une méthode itérative où on
résout alternativement l’équation de Poisson sur les deux maillages, avec une mise à jour
des données. Plus précisément, on résout l’équation de Poisson sur le maillage grossier par
le solveur ∆H de son choix (gradient conjugué corrigé pour la condition de Neumann par
exemple), obtenant ainsi une solution φH0 . On résout ensuite le problème sur le maillage
fin en imposant la condition de Dirichlet φh0 = φ
H
0 sur la frontière non contenue dans ∂Ω.
Étant donnée φh0 , on résout de nouveau le problème grossier mais en ajoutant au second
membre le résidu de la solution fine projetée sur la grille grossière :
rH0,i = (∆
Hφh0)i − fi.
Cela fournit une nouvelle solution grossière φH1 , qui permet de mettre à jour la condition
aux limites du problème fin, et ainsi de suite. La convergence est généralement très rapide.
✵✵✵
Fort de ces deux outils numériques, on peut maintenant traiter le modèle Abv. La
première équation étant instationnaire, au contraire de la seconde, on effectue alternati-
vement une étape en temps par l’algorithme AMR pour l’équation d’advection, avec le
champ de vitesse au temps précédent, puis une étape de calcul du champ de vitesse grâce
à la méthode LDC, déterminant ainsi le champ de vitesse au temps suivant. On donne ici
un résultat pour le cas Ω = [−1, 1]2 et avec ψ(t) = 1. La combinaison de ces différents
algorithmes (Figs. 4.24a-4.24c) permet d’éviter les phénomènes de coalescence numérique
observés sans AMR (Fig. 4.24d).
4.5 Un algorithme pour les équations de Navier-Stokes in-
compressible : le schéma MAC
Nous avons proposé dans les parties précédentes des méthodes numériques pour simuler
le modèle Abv. Pour traiter le modèle Dlmn, il est nécessaire d’ajouter un solveur pour
l’équation d’advection-diffusion sur la température, puis de coupler le tout avec un sol-
veur de type Navier-Stokes incompressible pour la partie solénoïdale de la vitesse. C’est
pourquoi on donne ici quelques précisions sur un des premiers schémas traitant la si-
mulation des équations de Navier-Stokes pour un écoulement diphasique incompressible
(cf. Harlow et Welsh [47]).
Les caractéristiques principales de ce schéma sont au nombre de deux. La première
concerne le traitement de l’interface (ou plus généralement de surfaces libres) à l’aide de
marqueurs, qui ont donné son nom à la méthode (Mac pour Markers and Cell), posant
ainsi les bases des techniques de Front Tracking. La seconde est liée à la localisation des
inconnues sur une grille décalée, comme nous le verrons plus bas. C’est à ce second
critère que font référence les schémas Mac actuels (et plus nécessairement au suivi de
marqueurs).
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(a) Bulles initiales (b) Temps intermédiaire
(c) Temps final avec AMR (d) Temps final sans AMR
Fig. 4.24 – Simulations du modèle Abv par l’algorithme DL-AMR-LDC
•
•
• •
vi,j− 12
vi,j+ 12
ui− 12 ,j ui+ 12 ,j•
Pi,j
Fig. 4.25 – Inconnues pour le schéma MAC
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Les équations se présentent sous la forme :{ ∇ · u = 0, (4.28a)
∂tu+∇ · (u⊗ u)− ν∆u = g −∇P. (4.28b)
On se donne un maillage cartésien uniforme dans R2 dont les cellules sont centrées en
(xi, yj). Le champ u = (u, v) est donné dans chaque cellule selon la figure 4.25 : les
composantes du champ de vitesse sont données sur les faces et la pression au centre des
cellules.
On applique alors le schéma numérique suivant :
un+1
i+ 12 ,j
− un
i+ 12 ,j
∆t
= −
(uni+1,j)
2 − (uni,j)2
∆x
−
un
i+ 12 ,j+
1
2
vn
i+ 12 ,j+
1
2
− un
i+ 12 ,j− 12
vn
i+ 12 ,j− 12
∆y
−
Pni+1,j − Pni,j
∆x
+ ν
(un
i+ 32 ,j
− 2un
i+ 12 ,j
+ un
i− 12 ,j
∆x2
+
un
i+ 12 ,j+1
− 2un
i+ 12 ,j
+ un
i+ 12 ,j−1
∆y2
)
+ gx,
(4.29a)
vn+1
i,j+ 12
− vn
i,j+ 12
∆t
= −
(vni,j+1)
2 − (vni,j)2
∆y
−
un
i+ 12 ,j+
1
2
vn
i+ 12 ,j+
1
2
− un
i− 12 ,j+ 12
vn
i− 12 ,j+ 12
∆x
−
Pni,j+1 − Pni,j
∆y
+ ν
(vn
i+1,j+ 12
− 2vn
i,j+ 12
+ vn
i−1,j+ 12
∆x2
+
vn
i,j+ 32
− 2vn
i,j+ 12
+ vn
i,j− 12
∆y2
)
+ gy.
(4.29b)
Lorsqu’il est nécessaire d’évaluer les inconnues en des points autres que ceux de la fi-
gure 4.25, on utilise des moyennes telles que :
∗i,j =
∗i+ 12 ,j + ∗i− 12 ,j
2
,
∗i+ 12 ,j+ 12 =
∗i+ 12 ,j+1 + ∗i+ 12 ,j
2
.
Pour calculer le champ de pression, on utilise les propriétés des équations. On introduit
l’opérateur « divergence » discret :
Di,j =
ui+ 12 ,j
− ui− 12 ,j
∆x
+
vi,j+ 12
− vi,j− 12
∆y
.
Des équations (4.29a-4.29b), on obtient la nouvelle équation :
Dn+1i,j − Dni,j
∆t
= −Qni,j −
Pni+1,j − 2Pni,j + Pni−1,j
∆x2
−
Pni,j+1 − 2Pni,j + Pni,j−1
∆y2
+ ν
(
Dni+1,j − 2Dni,j + Dni−1,j
∆x2
+
Dni,j+1 − 2Dni,j + Dni,j−1
∆y2
)
, (4.30)
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où on a noté :
Qni,j =
(uni+1,j)
2 − 2(uni,j)2 + (uni−1,j)2
∆x2
+
(vni,j+1)
2 − 2(vni,j)2 + (vni,j−1)2
∆y2
+ 2
un
i+ 12 ,j+
1
2
vn
i+ 12 ,j+
1
2
+ un
i− 12 ,j− 12
vn
i− 12 ,j− 12
− un
i+ 12 ,j− 12
vn
i+ 12 ,j− 12
− un
i− 12 ,j+ 12
vn
i− 12 ,j+ 12
∆x ∆y
.
L’équation (4.30) correspond à la discrétisation de l’équation continue que l’on obtient en
prenant la divergence de l’équation (4.28b), à savoir :
∂tD − ν∆D = −∆P−Q avec D = ∇ · u et Q = ∇ ·
[∇ · (u⊗ u)].
En supposant que Dn+1i,j = 0 quels que soient i et j, qui est l’analogue discret de (4.28a),
l’égalité (4.30) fournit le schéma pour la pression P :
Pni+1,j − 2Pni,j + Pni−1,j
∆x2
+
Pni,j+1 − 2Pni,j + Pni,j−1
∆y2
= −Rni,j , (4.31)
où R est défini par :
Rni,j = Q
n
i,j −
Dni,j
∆t
− ν
(
Dni+1,j − 2Dni,j + Dni−1,j
∆x2
+
Dni,j+1 − 2Dni,j + Dni,j−1
∆y2
)
. (4.32)
En pratique, on peut utiliser indifféremment R et Q car les deux sont égaux à des multiples
de D près, censés être nuls d’après l’équation (4.28b).17 L’algorithme général consiste donc,
connaissant le champ de vitesse au temps n, à calculer R par la formule (4.32), puis à
déterminer le champ de pression P au temps n en tant que solution de (4.31), et enfin à
évaluer le champ de vitesse au temps n + 1 grâce aux équations (4.29a-4.29b).
4.6 Bilan
La Simulation Numérique Directe des écoulements de bulles représente une thématique
a priori difficile à mettre en œuvre, mais particulièrement stimulante, d’où l’intérêt de
nombreux chercheurs. On a présenté dans ce chapitre les enjeux et les problèmes associés
à ce défi scientifique, en particulier au sujet du traitement numérique des interfaces.
Dans l’optique de simuler le modèle Abv, on s’est intéressé à plusieurs schémas numé-
riques de résolution de l’équation de transport en fonction de la régularité des données
initiales (et donc des solutions). Pour les cas réguliers, on a proposé un nouveau schéma
de type MOC. Ce schéma permet, en dimension 1, de préserver le principe du maximum
(fondamental compte-tenu des contraintes physiques portant sur les variables simulées)
tout en assurant un ordre 2 en espace et en temps. De plus, ce schéma est incondition-
nellement stable et consistant, ce qui offre une grande liberté de choix pour discrétiser le
problème.
17 En pratique, il est cependant recommandé d’utiliser R.
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Pour les cas irréguliers, on a étudié le couplage entre le schéma anti-diffusif de Des-
prés et Lagoutière, un algorithme de raffinement adaptatif de maillages pour l’équation de
transport, et une méthode de résolution de l’équation de Poisson avec second membre
discontinu. Les résultats obtenus sont particulièrement encourageants quant à l’apport
des méthodes pré-citées par rapport à des simulations grossières, tant du point de vue de
la précision que de l’efficacité des algorithmes.
Ce constat permet d’envisager d’appliquer ces méthodes à la simulation du système
Dlmn-p puis du système Dlmn.
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❈
e chapitre est consacré à la preuve de l’existence et de l’unicité d’une solution
classique au système Dlmn (1.11). On se restreint en premier lieu au cas où la
viscosité est constante, ce qui permet de diminuer le nombre de termes non-
linéaires. On adapte ensuite la preuve au cas des viscosités non constantes. Cependant,
dans les deux cas, on se limite au cas des conditions aux limites périodiques (ce qui revient
à se placer dans le domaine Ω = Td) afin de ne pas faire apparaître de termes de bord
dans les intégrations par parties.
On s’inspire des travaux de Embid sur la combustion lente et des techniques utilisées
dans le chapitre 3, en employant constamment les outils rappelés ou énoncés dans le cha-
pitre 2. On applique successivement les résultats théoriques aux différentes équations du
système, à savoir à l’équation d’advection (pour la variable Y), à l’équation d’advection-
diffusion (pour T et P), à l’équation de Poisson (pour ∇φ) et enfin au système de type
Navier-Stokes incompressible linéarisé (pour w et ∇π). Le schéma de la preuve est clas-
sique, basée sur la construction d’une suite de type itérées de Picard, bornée dans l’es-
pace Xs,T (Td) et convergente dans l’espace plus grand X0,T (Td). Les deux difficultés
principales associées à ce problème sont le traitement du temps d’existence et surtout des
non-linéarités. Contrairement au modèle Abv, le système Dlmn est non-linéaire par ses
coefficients (en plus des termes de produit), qui sont fonctions des inconnues principales.
Il est donc nécessaire dans un premier temps de définir le type de non-linéarité (cf. §5.2)
afin de pouvoir appliquer les inégalités de composition (cf. lemme 2.6).
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Il faut ensuite veiller à respecter non seulement les contraintes mathématiques (de
régularité), mais aussi les hypothèses physiques (positivité des variables thermodyna-
miques, appartenance à l’intervalle [0, 1] de la fraction massique, . . . ). La preuve repose
largement sur l’utilisation des estimations d’énergie associées aux différentes équations,
avec un souci constant d’évaluer la régularité des termes de produit, pour pouvoir ap-
pliquer les inégalités fonctionnelles les plus précises, d’autant plus que les trois variables
principales (Y, T et P) n’ont pas la même régularité. Le résultat final est donc un théo-
rème d’existence et d’unicité en temps fini. On explicite en particulier les contraintes qui
s’appliquent au temps d’existence et qui découlent de la méthode de Picard. Comme pour
le modèle Abv, ces contraintes sont des conditions suffisantes permettant la construction
d’une solution.
5.1 Système différentiel
On a introduit, dans le chapitre 1, le système (1.11) qui modélise l’évolution d’un écou-
lement diphasique compressible sous l’hypothèse d’un nombre de Mach très faible. On
rappelle sa formulation, dans le cas où Ω = Td et où la viscosité est égale à une constante,
notée µ1 > 0 :
∂tY + u · ∇Y = 0, (5.1a)
ρcp
[
∂tT + u · ∇T
]
= αTP′(t) +∇ · (κ∇T), (5.1b)
P′(t) = Hθ(t), (5.1c)
∆φ = Gθ , (5.1d)
∇ ·w = 0, (5.1e)
ρ
[
∂tw+ (u · ∇)w
]− µ1∆w = −∇π + ρg − ρ [∂t∇φ + (u · ∇)∇φ] , (5.1f)
u = w+∇φ. (5.1g)
On rappelle la notation θ = (Y, T, P), qui est le triplet de variables principales du système.
L’application ρ (il en est de même pour κ, cp et α) est une fonction de θ (cf. §5.2). Les
seconds membres de l’équation différentielle sur P et de l’équation de Poisson sur φ sont
donnés par :
Hθ(t) =
∫
Td
β(θ)∇ · [κ(θ)∇T] dx∫
Td
1
Γ(θ)
dx
et :
Gθ(t, x) = − 1
Γ(θ)
Hθ(t)
P(t)
+
β(θ)∇ · [κ(θ)∇T]
P(t)
.
Les variables β et Γ sont également considérées comme des fonctions de θ.
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Les équations (5.1) forment ainsi un système non-linéaire de 6 EDPs à 6 variables (Y,
T, P, w, ∇φ et ∇π), que l’on complète par des conditions aux limites (on ne donnera
pas de détails ici à ce sujet puisque l’on se place dans le cas des CL périodiques) et des
conditions initiales :
Y(0, x) = Y0(x), (5.2a)
T(0, x) = T0(x), (5.2b)
P(0) = p0, (5.2c)
u(0, x) = u0(x), (5.2d)
avec u0(x) = w0(x) +∇φ0(x), où ∇ ·w0 = 0 et ∆φ0 = Gθ0 . (5.2e)
Comme évoqué ci-dessus, on souhaite, par le biais de ce système, modéliser l’évolution
de bulles, i.e. d’inclusions de phases gazeuses dans une phase liquide, ce que l’on peut
assimiler à un écoulement de deux fluides non miscibles. On impose une condition initiale
discontinue pour Y, à savoir la fonction caractéristique du domaine Ω1(0) ⊂ Ω occupé
initialement par le fluide 1 :
Y0(x) =
1, si x ∈ Ω1(0),0, sinon.
D’autres variables peuvent être de facto également discontinues à l’interface, puisque les
variables non principales dépendent de Y.
Cependant, on choisit de s’intéresser dans un premier temps, de manière analogue
au modèle Abv (cf. § 3.1.3), à des données initiales régulières, dans la double perspective
de déterminer des caractéristiques globales que possèdent les éventuelles solutions et de
construire des solutions faibles par un processus de régularisation. Comme précédemment
(cf. § 3.2.3), on peut par exemple prendre une régularisation de la fonction Y0 ci-dessus
avec une faible zone de transition de taille ε (on considérera alors l’influence de ε sur le
temps d’existence, pour éventuellement faire tendre ε vers 0), ce qui revient à supposer les
fluides (faiblement) miscibles. On conserve toutefois l’hypothèse Y0 à valeurs dans [0, 1].
5.2 Domaine d’existence
Le but de ce paragraphe est de donner des précisions sur les différents coefficients appa-
raissant dans le modèle. Les restrictions prescrites par les hypothèses ci-dessous reposent
sur des critères mathématiques, lesquels sont généralement vérifiés pour les lois d’état et
de comportement classiques. Ceci ne diminue donc pas la portée physique de ce système.
Les coefficients du système sont fonctions de θ = (Y, T, P). Les contraintes mathéma-
tiques qui s’appliquent à ce vecteur se déduisent des contraintes physiques sous-jacentes,
ce qui amène à introduire l’ensemble :
Θ = {θ ∈ R3 : θ1 ∈ [0, 1], θ2 > 0, θ3 > 0}.
181
Chapitre 5. Étude du système DLMN dans le cas régulier
Contrairement au cas de combustion traité par Embid, les comportements des trois
variables sont différents : Y est ici solution d’une équation d’advection simple,1 tandis
que T et P vérifient des équations d’advection-diffusion.2 On note alors θ = (T, P) la
restriction de θ à R2 et Θ = (R∗+)
2, de sorte que Θ = [0, 1]×Θ.
Considérons l’ensemble des coefficients auxquels s’applique ce paragraphe, que l’on
note :
Ξ = {ρ, κ, α, cp, µ, β, Γ}.
On souhaite définir la dépendance de chacune de ces fonctions par rapport à la variable
θ = (Y, θ). Commençons par évoquer les lois propres à chaque fluide. On suppose en
effet que les fonctions ξ de Ξ sont définies dans chaque fluide par une loi d’état ou de
comportement que l’on note ξi = ξi(θ). Pour générer la variable globale dans l’ensemble
du domaine (ici Td), on souhaite utiliser des relations du type ξ(θ) = ℓξ
(
Y, ξ1(θ), ξ2(θ)
)
.
Cependant, les fonctions ℓξ doivent satisfaire certaines propriétés, regroupées dans la dé-
finition de L .
Définition 5.1
On définit L comme l’ensemble des fonctions ℓ ∈ C ∞([0, 1]×R2) telles que :
➊ ∀ (y, x1, x2) ∈ [0, 1]×R2, ℓ(y, x1, x2) = ℓ(1− y, x2, x1) ;
➋ ∀ (x1, x2) ∈ R2, ℓ(1, x1, x2) = x1 ;
➌ ∀ (y, x1) ∈ [0, 1]×R, ℓ(y, x1, x1) = x1.
➍ ∀ (y, x1, x2) ∈ [0, 1]×R2, x1x2 6= 0 =⇒ ℓ(y, x1, x2) 6= 0 ;
➎ ∀ (y, x1, x2) ∈ [0, 1]×R2, x1x2 > 0 =⇒ x1ℓ(y, x1, x2) > 0 ;
L’hypothèse de régularité C ∞ est forte et peut être remplacée par une appartenance à
Hs+1, où s est la régularité de θ0.
Expliquons ensuite la signification de chacune de ces contraintes. Le point ➊ est un
principe de symétrie entre les indices de deux fluides : si l’on échange les indices des
deux fluides, on doit retrouver les mêmes résultats en changeant Y en 1− Y. Quant au
point➋, il assure que lorsque Y = 1, on est situé dans le fluide 1 et on obtient les propriétés
propres à ce fluide, i.e. ξ1(θ). On note d’ailleurs que les conditions ➊ et ➋ impliquent que,
quels que soient (x1, x2) ∈ R2, ℓ(0, x1, x2) = x2 (si Y = 0, on est dans le fluide 2). Ensuite,
lorsque les deux fluides ont les mêmes propriétés (ξ1 = ξ2), le fluide global doit également
avoir les mêmes propriétés, ce qui est garanti par le point ➌. Enfin, les conditions ➍ et ➎
assurent que la variable globale conserve les propriétés de nullité et de signe des variables
particulières. Ces deux dernières conditions ne sont pas utiles pour tous les éléments de
Ξ, mais pour ne pas alourdir les notations, on adopte les mêmes hypothèses pour toutes
les variables. À titre d’exemples, on peut citer :
• la moyenne arithmétique : ℓ(y, x1, x2) = yx1 + (1− y)x2 ;
• la moyenne géométrique : ℓ(y, x1, x2) = x1x2yx2 + (1− y)x1 .
1 Dans le modèle de combustion, Y est solution d’une équation d’advection-diffusion.
2 P est en réalité solution d’une EDO en temps, mais on se ramène à une équation d’advection-diffusion via
le lemme 2.14.
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On peut donc identifier notre première hypothèse :
Hypothèse 2
Chaque fonction ξ de Ξ est définie par la relation :
ξ(θ) = ℓ
(
Y, ξ1(θ), ξ2(θ)
)
pour une certaine fonction ℓ ∈ L .
On choisit la même fonction ℓ pour toutes les variables dans un souci de clarté, mais on
pourrait sans difficulté additionnelle utiliser des fonctions différentes ℓξ . Il faut cependant
avoir à l’esprit que ces relations ne sont jamais utilisées en tant que telles. Elles servent
uniquement à fournir des informations sur la régularité et le signe des variables thermo-
dynamiques.
Dans ce qui précède, les variables de Ξ ont été considérées comme des fonctions ma-
thématiques, indépendantes les unes des autres. On a cependant vu au cours du chapitre 1
qu’il fallait distinguer les variables « primitives », données par les lois d’état et de com-
portement, à savoir ρ, ε (ou h), κ et µ, et les variables secondaires, déduites des premières
par des relations thermodynamiques, comme α = −ρ−1∂Tρ, cp, β et Γ. On pourrait donc
n’appliquer l’hypothèse 2 qu’à l’ensemble Ξ˜ = {ρ, ε, κ, µ} et utiliser les relations thermo-
dynamiques pour exprimer les autres variables. Cependant, dans une première approche,
et pour éviter des difficultés liées au signe de certaines quantités, on omet pour l’instant
le fait que les variables sont liées.
Les contraintes définissant l’ensemble L proviennent des hypothèses de validité des
lemmes d’advection et d’advection-diffusion, que l’on souhaite voir vérifiées par les com-
posantes du système itératif. En particulier, certaines quantités apparaissent au dénomi-
nateur et doivent donc être non nulles. De même, pour pouvoir utiliser le résultat men-
tionné précédemment pour les équations d’advection-diffusion, il est nécessaire que les
coefficients de diffusion soient bornés par des constantes strictement positives. Eu égard
à ces considérations, on émet l’hypothèse suivante :
Hypothèse 3
Les fonctions ρi, cp,i et Γi (i ∈ {1, 2}) sont non nulles sur un domaine ouvert non vide
G1 ⊆ Θ. De plus, κiρicp,i et
µi
ρi
sont strictement positives sur G1.
Ainsi, pour θ0 ∈ G1, on a bien ρ(θ0) 6= 0, . . . , compte-tenu de l’hypothèse 3 et des points
➌ et ➍ de la définition 5.1. On ajoute donc l’hypothèse :
Hypothèse 4
Le couple θ0 = (T0, p0) est défini sur T
d à valeurs dans un ouvert borné convexe G ⊂ R2 tel
que G ⊂ G1.
En particulier, comme G est ouvert, il existe δG > 0 tel que, si θ : Td → R2 et si |θ− θ0|∞ <
δG, alors θ(Td) ⊂ G. Un point-clé de la démonstration consistera donc à prouver que pour
t suffisamment petit, θ reste à valeurs dans G.
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On pose ensuite G0 = [0, 1]× G, de sorte que G0 est un borné convexe de R3 inclus
dans Θ. Ainsi, si ξ ∈ Ξ vérifie l’hypothèse 2 et si θ : Td → G0, alors la fonction x 7→
ξ
(
θ(x)
)
est bornée, au sens où il existe une constante ξˇ ∈ ]0, 1[ telle que, pour tout
x ∈ Td, ξˇ 6 ξ(θ(x)) 6 ξˇ−1.
✵✵✵
Terminons par un exemple illustrant ces notions. Les lois d’état sont généralement
données sous la forme P(ρ,S), voire P(ρ, T) sous l’hypothèse 1. Ici, on considère P comme
une variable principale et non plus ρ, ce qui est une conséquence de la réécriture de la
loi de conservation de la masse. Le système Dlmn ne fait plus apparaître ρ comme une
variable conservée au cours du temps mais comme un coefficient.
Considérons par exemple un gaz de van der Waals sous l’hypothèse de non co-
existence des deux phases. La loi d’état est alors donnée par :
P1 =
ρ1RT1
1− ρ1b ,
R désignant la constante des gaz parfaits et b le covolume (b = 0 pour les gaz parfaits).
Cette relation peut encore s’écrire :
ρ1 =
P1
RT1 + bP1
<
1
b
,
ce qui fournit une expression de ρ1 en fonction de T1 et P1. La fonction ρ1 ainsi définie vé-
rifie l’hypothèse 3 sur Θ. En revanche, si l’on prend en compte les forces intermoléculaires,
la loi prend la forme :
P1 =
ρ1RT1
1− ρ1b − aρ
2
1,
avec a > 0 [77]. ρ1 vérifie alors l’équation polynomiale :
ρ31 −
ρ21
b
+
RT1 + P1b
ab
ρ1 − P1ab = 0.
Pour T1 et P1 vérifiant a < b(RT1 + P1b), ceci définit ρ1 de manière univoque (et strictement
positive), ce qui permet de construire l’ouvert G1 dans l’hypothèse 3.
✵✵✵
En conclusion, on a introduit ici la notion de dépendance vis-à-vis de θ dans un sens
mathématique. Cette notion est fondamentale dans la mesure où les coefficients concernés
engendrent des non-linéarités dans le système, et sont soumis à des contraintes de signe (et
de non-nullité). Dans une première approche (formelle), on omet les relations thermody-
namiques pour nous concentrer sur l’influence de ces coefficients. Les contraintes émises
permettent cependant la prise en compte de lois d’état très générales, contrairement au
cas de combustion lente traité par Embid où seuls des gaz parfaits étaient considérés.
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5.3 Preuve du théorème d’existence
5.3.1 Système itératif
Tenant compte de lois d’état complètes (ou de comportement) pour déterminer les élé-
ments de Ξ, le système Dlmn est clos. On va s’attacher dans les prochains paragraphes
à en construire une solution. Pour cela, on introduit quelques notations supplémentaires
afin d’alléger les écritures :
α˜(θ) =
α(θ)
ρ(θ)cp(θ)
, β˜(θ) =
β(θ)T
P
= α˜(θ)T, Γ˜(θ) =
1
Γ(θ)P
,
µ˜(θ) =
µ1
ρ(θ)
, κ˜(θ) =
κ(θ)
ρ(θ)cp(θ)
.
On cherche à construire une solution du système (5.1) par le système itératif suivant :
❶ Initialisation :
Yk=0(t, x) = Y0(x), θk=0(t, x) = θ0(x), u
k=0(t, x) = u0(x). (5.3a)
On initialise le processus à l’aide des conditions initiales en temps afin de ne pas
ajouter de paramètres supplémentaires. La régularité des données initiales suffit
pour appliquer les lemmes d’existence. De plus, l’intervalle d’existence en temps
de ces termes à l’itération 0 est infini.
❷ Calcul de θk+1 :∂tYk+1 + uk · ∇Yk+1 = 0,Yk+1(0, x) = Y0(x), (5.3b)
∂tTk+1 + uk · ∇Tk+1 − κ˜(θk)∆Tk+1 = β˜(θk)Hθk (t) +
∇[κ(θk)]
ρ(θk)cp(θk)
· ∇Tk,
Tk+1(0, x) = T0(x),
(5.3c)
∂tPk+1 + uk · ∇Pk+1 − ∆Pk+1 = Hθk (t),Pk+1(0, x) = p0, (5.3d)
❸ Calcul du potentiel ∇φk+1 :
∆φk+1 = Gθk+1 , (5.3e)
❹ Calcul du champ de vitesse solénoïdal :
∇ ·wk+1 = 0,
ρ(θk)
[
∂tw
k+1 + (uk · ∇)wk+1
]
− µ1∆wk+1 =
−∇πk+1 − ρ(θk)
[
(∂t + uk · ∇)∇φk+1 − g
]
,
wk+1(0, ·) = w0,
(5.3f)
❺ Évaluation finale du champ de vitesse : uk+1 = wk+1 +∇φk+1.
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Remarquons tout d’abord que l’on a choisi une équation de type advection-diffusion pour
la pression. Cette formulation est équivalente à l’EDO (5.1c) dont Pk+1 est solution, d’après
le lemme 2.14. On sait toutefois que Pk+1 n’est fonction que du temps. De plus, cela fournit
une évolution de même type pour les variables de base T et P qui composent θ. On peut
donc regrouper les systèmes (5.3c) et (5.3d) :
∂tθ
k+1 + (uk · ∇)θk+1 −
(
κ˜(θk) 0
0 1
)
︸ ︷︷ ︸
D(θk)
∆θk+1 =
β˜(θk)Hθk (t) + t∇θk ∂θκρcp (θk) · ∇Tk
Hθk (t)

︸ ︷︷ ︸
F (θk)
.
(5.3cd)
On a remplacé ici au préalable P′ par Hθ , qui s’exprime à l’aide de dérivées spatiales de
θ et non de dérivées temporelles. On conserve de plus le bon indice d’itération, i.e. Hθk ,
tandis qu’en conservant Pk
′
, on aurait fait apparaître Hθk−1 . On pourra également utiliser
la notation suivante :
∂tθ
k+1 + (uk · ∇)θk+1 = D(θk)∆θk+1 + F (θk), (5.3bcd)
avec D(θk) =
0 0 00 κ˜(θk) 0
0 0 1
 et F (θk) = ( 0
F (θk)
)
.
Vérifions maintenant que le système itératif (5.3) est bien posé sous les hypothèses
suivantes :
Hypothèse 5θ0 ∈ Hs(Td) et Y0 à valeurs dans [0, 1],u0 ∈ Hs−1(Td) et u0 satisfait la condition (5.2e) : ∇ · u0 = Gθ0 .
On impose une régularité supérieure pour Y0 afin de satisfaire aux hypothèses du lemme
2.11. Ainsi, par récurrence et dès que s > s0 + 2, en utilisant les lemmes 2.11, 2.13 et
2.15, la proposition 2.3, ainsi que les corollaires 2.2 et 2.3 pour les régularités, on obtient
l’existence et l’unicité des solutions des équations du système (5.3). Comme les équations
du système (5.3) sont linéaires, le temps d’existence T k des solutions ne dépend que de
celui des coefficients qui interviennent, donc par récurrence, de celui des données qui
initialisent le processus itératif. Etant donné le choix fait pour cette initialisation, on en
déduit que T k = +∞ pour tout k. Cependant, afin d’assurer la validité des estimations de
bornitude, on est amené à supposer le temps fini, auquel on va imposer des conditions.
Comme démontré dans la suite, ces conditions sont indépendantes de l’indice d’itération
k. On note donc [0,T ] l’intervalle de temps commun sur lequel on considère les termes
des suites. Les régularités fournies par les résultats théoriques sont donc :
θk+1 ∈ Xs,T (Td), Yk+1 ∈ Xs−1,T (Td), uk+1 ∈ Xs−1,T (Td) et ∇πk+1 ∈ Xs−3,T (Td).
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Rappelons que la définition des espaces Xσ,T (Td) est donnée dans le paragraphe 2.3. En
particulier, la norme sur ces espaces est définie par :
||| f |||2σ,T = sup
t∈[0,T ]
‖ f (t, ·)‖2σ +
∫ T
0
‖∇ f (τ, ·)‖2σ dτ.
La démonstration consiste donc en un jeu d’inégalités sur les normes de Sobolev des
inconnues. À titre d’exemple, le terme ‖∇θk+1‖2σ peut être majoré soit par ‖θk+1‖
2
σ+1 dès
que σ < s− 1 (on fait ainsi intervenir le premier terme de la norme), soit par ‖∇θk+1‖2σ
dès que σ 6 s− 1 (ce qui implique le second terme de la norme).
5.3.2 Bornitude
Le point principal de cette section consiste à montrer que toutes les suites sont bornées
dans les espaces cités ci-dessus et sur un certain intervalle de temps [0,T∗] que l’on préci-
sera au cours de la preuve. L’hypothèse principale est que s > s0 + 3. Cela permet d’une
part d’avoir l’inclusion Xσ,T∗(Td) ⊂ L∞([0,T∗]×Td), pour tout σ > s− 3, et d’autre part
d’avoir la stabilité par produit de ce même espace Xσ,T∗(Td).
Cette partie est donc consacrée à la preuve de la proposition suivante.
Proposition 5.1
Supposons s > s0 + 3. Il existe R1 > 0, R2 > 0 et L > 0 suffisamment grands, et T∗ > 0
suffisamment petit tels que, pour tout k ∈ N, on ait les estimations suivantes :
•
∣∣∣∣∣∣∣∣∣θk∣∣∣∣∣∣∣∣∣
s,T∗
6 R1,
∣∣∣∣∣∣∣∣∣Yk∣∣∣∣∣∣∣∣∣
s−1,T∗
6 R1,
•
∣∣∣∣∣∣∣∣∣uk∣∣∣∣∣∣∣∣∣
s−1,T∗
6 R2,
•
∣∣∣∣∣∣∣∣∣∂tθk∣∣∣∣∣∣∣∣∣
s−2,T∗
6 L,
•
∣∣∣∣∣∣∣∣∣∂tuk∣∣∣∣∣∣∣∣∣
s−3,T∗
6 L,
•
∣∣∣∣∣∣∣∣∣∇πk∣∣∣∣∣∣∣∣∣
s−3,T∗
6 L,
• sup
t∈[0,T∗ ]
∣∣∣θk − θ0∣∣∣
∞
< δG.
Démonstration : On prouve la proposition précédente par récurrence. On choisit tout
d’abord R1 et R2 de sorte que soient vérifiées les inégalités :
‖Y0‖s−1 < R1, ‖θ0‖s < R1, ‖u0‖s−1 < R2. (5.4)
Les inégalités strictes sont fondamentales pour la démonstration. Pour initialiser la récur-
rence, il suffit de vérifier que ∇π0 satisfait l’estimation souhaitée, puisque les dérivées
temporelles sont nulles. On ne détaille pas les calculs ici, puisqu’ils sont analogues à ceux
décrits dans la suite.
On suppose donc que les estimations sont vraies à l’itération k, sur un intervalle d’exis-
tence des solutions [0,T ]. On fait apparaître dans les inégalités un certain nombre de
constantes, explicitées en fonction des constantes universelles introduites dans le cha-
pitre 2. On omet cependant le plus souvent les dépendances par rapport à s et d pour ne
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conserver que la dépendance par rapport à R1, R2 et L. Les constantes sont soit données
au cours de la démonstration, soit détaillées dans la remarque suivant la preuve. Dans un
n-ième souci de clarté, on introduit une dernière notation, associée au lemme 2.6 :
Cc( f , σ,R) = Ccomp(σ, d)‖ f ‖∞,G0,σ
(
1+ Csob(s0)R
)σ−1R,
de sorte que, dès que ‖θ‖σ 6 R, on a :
‖ f (θ)‖σ 6 Cc( f , σ,R).
Établissons tout d’abord une estimation utile pour la suite, à savoir celle de Hθk . En utili-
sant le lemme 2.6 de composition, on obtient :
|Hθk (t)| 6 ‖β‖∞,G0‖Γ‖∞,G0
∥∥∥∇ · [κ(θk)∇Tk]∥∥∥
∞
(t)
6 Csob(s0)‖β‖∞,G0‖Γ‖∞,G0
∥∥∥∇ · [κ(θk)∇Tk]∥∥∥
s0
(t)
6 Csob‖β‖∞,G0‖Γ‖∞,G0
∥∥∥κ(θk)∇Tk∥∥∥
s0+1
(t)
6 CsobCM(s− 1, s0 + 1)‖β‖∞,G0‖Γ‖∞,G0
∥∥∥κ(θk)∥∥∥
s−1
(t)
∥∥∥Tk∥∥∥
s0+2
(t)
6 CsobCM‖β‖∞,G0‖Γ‖∞,G0Ccomp‖κ‖∞,G0,s−1
(
1+ |θk|∞
)s−2 ‖θk‖s−1∥∥∥Tk∥∥∥s,Tk ,
où on a utilisé le fait que s > s0 + 2. On en déduit en particulier :
|θk|∞ 6 Csob(s0)‖θ‖s 6 CsobR1,
d’après l’hypothèse de récurrence. On en déduit finalement :
|Hθk (t)| 6 CH(s, d,G0,R1) := CsobCM‖β‖∞,G0‖Γ‖∞,G0Cc(κ, s− 1,R1)R1. (5.5)
Remarquons ensuite qu’en alliant la majoration (Lem.2.11.xii) (en remplaçant s par s− 1)
aux commentaires de la remarque 2 (p. 45) et à l’hypothèse de récurrence, on obtient :
∫ T
0
‖∇θk‖2s−1 dτ =
∫ T
0
‖∇θk‖2s−1 dτ +
∫ T
0
‖∇Yk‖2s−1 dτ
6 T
[
R21 + e
Cadv,4R2
√
T ‖Y0‖2s
]
. (5.6)
Ces deux majorations établies, on utilise dans la suite les estimations d’énergie asso-
ciées aux équations d’advection et d’advection-diffusion (cf. lemmes 2.11 et 2.13), succes-
sivement pour majorer les normes des variables suivantes :
① Yk+1 en temps que solution de (5.3b),
② θk+1, solution de (5.3cd),
③ θk+1 − θ0,
④ ∂tθ
k+1 dont l’équation d’évolution est déduite de (5.3bcd) en ne conservant que le
terme de dérivée temporelle dans le membre de gauche et en se souvenant que P
n’est fonction que du temps,
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⑤ ∇πk+1, solution de :
∇ ·
(
1
ρ(θk)
∇πk+1
)
=
−t∇uk :: ∇uk+1 +∇
[
µ˜(θk)
]
·
(
∆uk+1 −∇Gθk+1
)
−
(
∂t + u
k · ∇
)
Gθk+1︸ ︷︷ ︸
Fπk
, (5.7a)
⑥ uk+1, solution de :
ρ(θk)
[
∂tu
k+1 + (uk · ∇)uk+1
]
− µ1∆uk+1 = −∇πk+1 + ρ(θk)g − µ1∇Gθk+1 , (5.7b)
⑦ ∂tu
k+1.
L’égalité (5.7b) est établie à partir de l’équation d’advection-diffusion sur w (5.3f), en
divisant par ρ(θk) et en réassociant les deux composantes du champ de vitesse uk+1 =
wk+1 + ∇φk+1. Ceci fait apparaître des dérivées d’ordres supérieurs en φk+1, que l’on
remplace par des dérivées de Gθk+1 en utilisant l’équation (5.3e). L’équation (5.7a) se déduit
en prenant la divergence de (5.7b) et en utilisant l’annexe A.1.
① On applique les lemmes 2.11 et 2.12 ainsi que l’estimation (2.9) à l’équation (5.3b).
Yk+1 est bien dans Xs−1,T (Td) à valeurs dans [0, 1] et vérifie, d’après l’hypothèse de
récurrence : ∣∣∣∣∣∣∣∣∣Yk+1∣∣∣∣∣∣∣∣∣2
s−1,T
6 ‖Y0‖2s (1+ T ) exp
[
Cadv,4
∣∣∣∣∣∣∣∣∣uk∣∣∣∣∣∣∣∣∣
s−1,T
√
T
]
6 ‖Y0‖2s (1+ T ) exp
[
Cadv,4R2
√
T
]
.
Considérons le second membre comme une fonction continue de T . Lorsque T tend
vers 0, ce second membre tend vers ‖Y0‖2s . Or, ‖Y0‖2s < R21. Il existe donc T♣ > 0 tel
que :
‖Y0‖2s (1+ T♣) exp
[
Cadv,4R2
√
T♣
]
6 R21. (5.8)
On a alors
∣∣∣∣∣∣∣∣∣Yk+1∣∣∣∣∣∣∣∣∣
s−1,T♣
6 R1.
② De même que précédemment, on applique le lemme 2.13 à l’équation (5.3cd), afin
d’établir la majoration :
∣∣∣∣∣∣∣∣∣θk+1∣∣∣∣∣∣∣∣∣2
s,T
6 eξs(T )
(
‖θ0‖2s + Cadv−d,0
∫ T
0
‖F (θk)‖2s−1(τ) dτ
)
,
avec ξs(t) = Cadv−d,1
∫ t
0
(
‖∇D(θk)‖2s−1(τ) + ‖uk‖2s−1(τ) + 1
)
dτ. Les hypothèses
du lemme sont vérifiées puisque la matrice D(θk) est diagonale à coefficients bornés,
de borne inférieure commune Dˇ1 > 0.
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En utilisant les différents lemmes de produit et de composition, sachant que s >
s + 1, il vient :
∫ T
0
‖∇D(θk)‖2s−1(τ) dτ =
∫ T
0
‖t∇θk∂θ κ˜(θk)‖2s−1 dτ
6 C2M
∫ T
0
‖∂θ κ˜(θk)‖2s−1‖∇θk‖2s−1 dτ
6 C2MC
2
comp‖∂θ κ˜‖2∞,G0,s−1
∫ T
0
(1+ |θk|∞)2(s−2)‖∇θk‖2s−2‖∇θk‖2s−1 dτ
6 C2MC
2
comp‖∂θ κ˜‖2∞,G0,s−1
[
1+ Csob‖θk‖s−1,T
]2(s−2) ‖θk‖2s−1,T ∫ T
0
‖∇θk‖2s−1 dτ.
D’où, en utilisant l’hypothèse de récurrence ainsi que le résultat (5.6), on obtient
successivement les inégalités :
∫ T
0
‖∇D(θk)‖2s−1(τ) dτ 6 CD(s, d,R1)T
[
R21 + e
Cadv,4R2
√
T ‖Y0‖2s
]
,
avec :
CD(s, d,R1) = CM(s− 1, s− 1)2Cc(∂θ κ˜, s− 1,R1)2.
D’où :
ξs(T ) 6 Cadv−d,1
[
CD(R1)
(
R21 + e
Cadv,4R2
√
T ‖Y0‖2s
)
+ R22 + 1
]
T .
Majorons enfin, à l’aide de l’estimation (5.5), le second membre de (5.3cd) :
∫ T
0
‖F (θk)‖2s−1(τ) dτ
6 C2H(R1)
[
2
∫ T
0
‖β˜(θk)‖2s−1(τ) dτ + T |Td|
]
+ 2CM(s− 1, s− 1)4
∫ T
0
‖∇θk‖2s−1
∥∥∥∥∂θκρcp (θk)
∥∥∥∥2
s−1
‖∇Tk‖2s−1 dτ,
6 C2H
[
|Td|+ 2Cc(β˜, s− 1,R1)2
]
︸ ︷︷ ︸
CF,1(s,d,G0,R1)
T
+ 2C4MCc
(
∂θκ
ρcp
, s− 1,R1
)2
R21︸ ︷︷ ︸
CF,2(s,d,G0,R1)
[
R21 + e
Cadv,4R2
√
T ‖Y0‖2s
]
T .
En conclusion, l’estimation d’énergie pour θk+1 s’écrit :
∣∣∣∣∣∣∣∣∣θk+1∣∣∣∣∣∣∣∣∣2
s,T
6 e
Cadv−d,0T
[
CD(R1)
(
R21+e
Cadv,4R2
√
T ‖Y0‖2s
)
+R22+1
]
×
[
‖θ0‖2s + Cadv−d,1T
(
CF,1(R1) + CF,2(R1)
{
R21 + e
Cadv,4R2
√
T ‖Y0‖2s
})]
.
De la même manière que dans la partie ①, le second membre tend continûment vers
‖θ0‖2s < R21 quand T tend vers 0. Il existe donc T♦ 6 T♣ suffisamment petit tel
que :
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exp
[
Cadv−d,0T♦
(
CD(R1)
{
R21 + e
Cadv,4R2
√
T♦‖Y0‖2s
}
+ R22 + 1
)]
×
[
‖θ0‖2s + Cadv−d,1T♦
(
CF,1(R1) + CF,2(R1)
{
R21 + e
Cadv,4R2
√
T♦‖Y0‖2s
})]
6 R21,
(5.9)
de sorte que
∣∣∣∣∣∣∣∣∣θk+1∣∣∣∣∣∣∣∣∣
s,T♦
6 R1.
③ La variable θˆ
k+1
= θk+1 − θ0 est solution du système :∂tθˆ
k+1
+ (uk · ∇)θˆk+1 −D(θk)∆θˆk+1 = F (θk)− (uk · ∇)θ0 +D(θk)∆θ0,
θˆ
k+1
(0, ·) = 0.
On en déduit donc :∥∥∥θˆk+1∥∥∥2
2
(t) 6 Cadv−d,1eξ2(t)
∫ t
0
∥∥∥F (θk)− (uk · ∇)θ0 +D(θk)∆θ0∥∥∥21(τ) dτ.
Par ailleurs, en dimension 2 ou 3, H2 s’injecte continûment dans L∞, ce dont on
déduit : ∣∣∣θˆk+1∣∣∣
∞
(t) 6 Csob
∥∥∥θˆk+1∥∥∥
2
(t).
Or, comme précédemment, on a :
‖F (θk)‖21 6 C2H
(
|Td|+ 2‖β˜(θk)‖21
)
+ 2CM(s0, s0)2CM(1, s0)2‖θk‖2s0+1‖Tk‖
2
s0+1
∥∥∥∥∂θκρcp (θk)
∥∥∥∥2
1
6 C2H
(
|Td|+ 2C2comp
∥∥β˜∥∥2
∞,G0,1
R21
)
+ 2CM(s0, s0)2CM(1, s0)2C2compR
6
1
∥∥∥∥∂θκρcp
∥∥∥∥2
∞,G0,1
=: CF,3(d,R1).
De même,∥∥∥−(uk · ∇)θ0 +D(θk)∆θ0∥∥∥1 6 CM (‖uk‖s0‖∇θ0‖1 + ‖D(θk)‖s0‖∆θ0‖1)
6 CF,4(d,R1,R2)
1/2‖θ0‖s.
Quant à l’exposant, on a :
ξ2(t) = Cadv−d,1(2, d)
∫ t
0
[
‖∇D(θk‖2s0 + ‖uk‖
2
s0 + 1
]
6 Cadv−d,1
[
t(R22 + 1) +
∫ t
0
‖κ˜(θk)‖2s0+1
]
6 Cξ,1(d,R1,R2)t.
D’où : ∣∣∣θˆk+1∣∣∣2
∞
(t) 6 2C2sobe
Cξ,1tt(CF,3 + CF,4‖θ0‖2s ).
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Le second membre tend vers 0 lorsque t tend vers 0 donc il existe T♥ 6 T♦ tel que :
2C2sobT♥ exp
[
Cξ,1T♥
] (
CF,3 + CF,4‖θ0‖2s
)
6 δ2G, (5.10)
de sorte que |θˆk+1|∞ < δG, ce qui assure que θk+1 ∈ G0.
④ À partir de l’équation (5.3bcd), on évalue la norme de ∂tθk+1, en utilisant le corol-
laire 2.3 :
∣∣∣∣∣∣∣∣∣∂tθk+1∣∣∣∣∣∣∣∣∣
s−2,T
6 CX
[∣∣∣∣∣∣∣∣∣uk∣∣∣∣∣∣∣∣∣
s−1,T
∣∣∣∣∣∣∣∣∣∇θk+1∣∣∣∣∣∣∣∣∣
s−2,T
+
∣∣∣∣∣∣∣∣∣κ˜(θk)∣∣∣∣∣∣∣∣∣
s−2,T
∣∣∣∣∣∣∣∣∣∆Tk+1∣∣∣∣∣∣∣∣∣
s−2,T
+ CX
∣∣∣∣∣∣∣∣∣∇θk+1∣∣∣∣∣∣∣∣∣
s−2,T
∣∣∣∣∣∣∣∣∣∣∣∣∂θκρcp (θk)
∣∣∣∣∣∣∣∣∣∣∣∣
s−2,T
∣∣∣∣∣∣∣∣∣∇Tk+1∣∣∣∣∣∣∣∣∣
s−2,T
]
+ CH
[∣∣∣∣∣∣∣∣∣β˜(θk+1)∣∣∣∣∣∣∣∣∣
s−2,T
+ |Td|1/2
]
,
6 Ctθ(s, d,G0,R1,R2),
en utilisant l’hypothèse de récurrence déjà établie pour θk+1. La constante Ctθ est
explicitée dans la remarque 9, p. 196. D’où, pour L > Ctθ(R1,R2), on vérifie la condi-
tion souhaitée.
⑤ - ⑥ : les deux étapes suivantes sont traitées simultanément. On vérifie en premier
lieu l’existence et l’unicité de ∇φk+1 (régularité elliptique), puis de wk+1 et ∇πk+1
par application de la proposition 2.3. Afin de prouver la proposition 5.1, on établit
une majoration de la solution ∇πk+1 de l’équation (5.7a), majoration dans laquelle
intervient uk+1. On l’injecte alors dans l’estimation d’énergie pour uk+1 en tant que
solution de (5.7b) et on conclut par un lemme de type Grönwall. On termine ensuite
en combinant les deux majorations pour obtenir celle de ∇πk+1. On rappelle que
dans le cadre de la proposition 5.1, on cherche à majorer la norme de ∇πk+1 par L,
et celle de uk+1 par R2. Il faut donc prêter attention aux dépendances des constantes
pour assurer l’existence de tels L et R2.
Au préalable, on établit des estimations pour Gθk+1 et H
′
θk+1
. Avec :
Gθk+1 = −Hθk+1(t)Γ˜(θk+1) + α˜(θk+1)∇ · [κ(θk+1)∇Tk+1] ∈ Xs−2,T (Td), (5.11)
on a : |||Gθk+1 |||s−2,T 6 CG(s, d,G0,R1). Se reporter à la remarque 9, p. 196, pour une
expression de CG. De même :
|H ′θ (t)| 6
∣∣∣∣∣∣∣
∫
Td
(∂tθ · ∂θβ)∇ · (κ∇T) + β∇ · (∂tθ · ∂θκ∇T) + β∇ · (κ∇∂tT)∫
Td
1
Γ
∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣∣∣
∫
Td
∂tθ · ∂θΓ
Γ2(∫
Td
1
Γ
)2 ∫
Td
β∇ · (κ∇T)
∣∣∣∣∣∣∣∣∣ .
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D’où, en utilisant les lemmes de composition, d’injection de Sobolev ainsi que les
estimations déjà prouvées sur ∂tθk+1 :
|H ′
θk+1
(t)| 6 CtH(s, d,G0,R1,R2).
On établit enfin une dernière estimation. Si χ est une fonction de θ, en notant Dkt =
∂t + (uk · ∇) et en tenant compte du fait que Hs−3 est stable par multiplication pour
s > s0 + 3, on a :∥∥∥Dkt [χ(θk+1)]∥∥∥s−3 = ∥∥∥Dkt θk+1 · ∂θχ(θk+1)∥∥∥s−3
6 CM(s− 3, s− 3)Cc(∂θχ, s− 3,R1)
∥∥∥Dkt θk+1∥∥∥s−3.
Or, d’après l’équation (5.3bcd), on a :∥∥∥Dkt θk+1∥∥∥s−3 6 ∥∥∥D(θk)∆θk+1∥∥∥s−3 + ∥∥∥F (θk)∥∥∥s−3
6 CM
(
‖κ˜(θk+1)‖s−3 + |Td|1/2
)
‖θk+1‖s−1
+ CH(R1)
(√
2‖β˜(θk)‖s−3 + |Td|1/2
)
+
√
2C2M‖Tk+1‖s−2‖θk‖s−2
∥∥∥∥∂θκρcp (θk)
∥∥∥∥
s−3
.
En combinant les deux dernières estimations, on aboutit à :∥∥∥Dkt [χ(θk+1)]∥∥∥s−3 6 CDχ(χ, s, d,G0,R1). (5.12)
On s’intéresse maintenant à ∇πk+1, solution de l’équation (5.7a). Le lemme 2.16
fournit la majoration (τ ∈ [0, t]) :
∥∥∥∥∥ 1ρ(θk)∇πk+1
∥∥∥∥∥
2
s−2
(τ) 6 Cell,1‖Fπk ‖2s−3(τ)
6 4Cell,1
[
C2M‖uk‖
2
s−1,t‖uk+1‖
2
s−1(τ) + C
2
M‖µ˜(θk)‖
2
s−1,t‖uk+1‖
2
s−1(τ)
+
∥∥∥DktGθk+1∥∥∥2s−3(τ) + C2M‖µ˜(θk)‖2s−1,t‖Gθk+1‖2s−2,t
]
. (5.13)
Pour traiter le terme
∥∥∥DktGθk+1∥∥∥2s−3, on utilise l’expression (5.11) :
DktGθ = −H ′θ Γ˜(θ)−HθDkt [Γ˜(θ)] + Dkt [α˜(θ)]∇[κ(θ)] · ∇T + α˜(θ)∇[κ(θ)] · Dkt∇T
+ α˜(θ)Dkt∇[κ(θ)] · ∇T + Dkt [α˜(θ)]κ(θ)∆T + α˜(θ)Dkt [κ(θ)]∆T + α˜(θ)κ(θ)Dkt ∆T.
Les différents produits se majorent comme précédemment. Cependant, deux termes
(le premier et le dernier de la seconde ligne) posent problème quant à leur régularité,
à savoir Xs−4,T (Td). On rappelle en effet que ∂tθk+1 ∈ Xs−3,T (Td). On prend donc
garde aux termes ‖∇θk+1‖2s−1 qui interviennent dans les intégrales de la norme sur
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Xs−1,T (Td). Pour le premier terme, on écrit :
Dkt∇[κ(θ)] = Dkt [t∇θ]∂θκ(θ) + t∇θDkt [∂θκ(θ)],
= [t∇Dkt θ−∇θ∇uk]∂θκ(θ) + t∇θDkt [∂θκ(θ)]
En particulier, on utilise (5.3bcd) pour majorer ‖∇Dkt θk+1‖s−3 6 ‖Dkt θk+1‖s−2.
Quant au second terme, on permute les opérateurs Dkt et ∆ :
Dkt ∆T = ∆D
k
t T − ∆uk · ∇T − 2 t∇uk :: Hess(T).
De la mêmemanière, l’équation (5.3c) permet de majorer ‖∆Dkt Tk+1‖s−3. Finalement,
on a, compte-tenu de (5.12) :
‖DktGθk+1‖
2
s−3 6 CtG,1(R1,R2) + CtG,2(R1)
(
‖∇Tk+1‖2s + ‖∇θk‖2s−1
)
. (5.14)
La combinaison de (5.13) et de (5.14) donne :∥∥∥∥∥ 1ρ(θk)∇πk+1
∥∥∥∥∥
2
s−2
(τ)
6 4Cell,1C
2
M
Cu,1(R1,R2)/Cadv−d,0︷ ︸︸ ︷[
R22 + Cc(µ˜, s− 1,R1)2
]
‖uk+1‖2s−1(τ) + 4Cell,1
[
C2c (µ˜, s− 1,R1)CG(R1)
+ CtG,1(R1,R2) + CtG,2(R1)
(
‖∇Tk+1‖2s + ‖∇θk‖2s−1
)
(τ)
]
.
(5.15)
On sait par ailleurs qu’en tant que solution de l’EDP (5.7b), uk+1 satisfait l’estimation
d’énergie :
U (t) := e−ξs−1(t)‖uk+1‖2s−1(t) +
∫ t
0
e−ξs−1(τ)‖∇uk+1‖2s−1dτ
6 ‖u0‖2s−1 + Cadv−d,0
∫ t
0
e−ξs−1(τ)
∥∥∥∥∥−∇πk+1ρ(θk) + g − µ˜(θk)∇Gθk+1
∥∥∥∥∥
2
s−2
dτ. (5.16)
En combinant (5.15) et (5.16), on obtient :
U (t) 6 U (0) +
Cu,4(R1,R2)︷ ︸︸ ︷
4CellC
2
MCu,1(R1,R2)
∫ t
0
U (τ) dτ
+ Cu,2(R1,R2)
∫ t
0
e−ξs−1(τ) dτ + Cu,3(R1).
En appliquant le lemme de Grönwall, on obtient :
∣∣∣∣∣∣∣∣∣uk+1∣∣∣∣∣∣∣∣∣2
s−1,T
6 eξs−1(T )+Cu,4T
(
‖u0‖2s−1 + Cu,2
∫ T
0
e−ξs−1(τ)−Cu,4τ︸ ︷︷ ︸
61
dτ + Cu,3
)
.
Ici, ξs−1(t) = Cadv−d,1(s− 1)
∫ t
0
[
‖∇µ˜(θk)‖2s−2 + ‖uk‖
2
s−2 + 1
]
dτ.
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Il vient donc ξs−1(t) 6 Cu,1(R1,R2)t, puis :∣∣∣∣∣∣∣∣∣uk+1∣∣∣∣∣∣∣∣∣2
s−1,T
6 e[(Cu,1+Cu,4)(R1,R2)]T
(
‖u0‖2s−1 + Cu,2(R1,R2)T + Cu,3(R1)
)
.
Le second membre tend vers ‖u0‖2s−1 + Cu,3(R1) lorsque T → 0. On suppose donc
que R2 est assez grand pour vérifier :3
‖u0‖2s−1 + Cu,3(R1) < R22. (5.17)
Il existe alors T♠ 6 T♥ suffisamment petit pour que l’on ait :
e[(Cu,1+Cu,4)(R1,R2)]T♠
(
‖u0‖2s−1 + Cu,2(R1,R2)T♠ + Cu,3(R1)
)
6 R22, (5.18)
ce dont on déduit : ∣∣∣∣∣∣∣∣∣uk+1∣∣∣∣∣∣∣∣∣
s−1,T♠
6 R2.
On peut ensuite réutiliser ce résultat dans les majorations de ∇πk+1 :
‖∇πk+1(t, ·)‖s−3 6 Cell,2
(
s, d, ρ(θk), ρˇ
)‖ρ(θk)F kπ‖s−4
6 Cπ,1(s, d,G0,R1,R2),
d’après le lemme 3.1 et les majorations précédemment établies, puis :
∫ T
0
‖∇2πk+1(τ, ·)‖2s−3dτ 6 Cπ,2(s, d,G0,R1,R2).
Il vient alors : ∣∣∣∣∣∣∣∣∣∇πk+1∣∣∣∣∣∣∣∣∣
s−3,T
6 Cπ(s, d,G0,R1,R2).
Il reste alors à prendre L suffisamment grand (tel que L > Cπ) de sorte que l’on ait
bien : ∣∣∣∣∣∣∣∣∣∇πk+1∣∣∣∣∣∣∣∣∣
s−3,T
6 L.
⑦ On écrit enfin :
∂tu
k+1 = −(uk · ∇)uk+1 + µ˜(θk)∆uk+1 − ∇π
k+1
ρ(θk)
− µ˜(θk)∇Gθk+1 + g,
pour estimer :
3 D’où l’importance du fait que Cu,3 ne dépende que de R1.
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∣∣∣∣∣∣∣∣∣∂tuk+1∣∣∣∣∣∣∣∣∣
s−3,T
6 |g| · |Td|1/2 + CX(s− 3, s− 3)
[∣∣∣∣∣∣∣∣∣uk∣∣∣∣∣∣∣∣∣
s−3,T
∣∣∣∣∣∣∣∣∣uk+1∣∣∣∣∣∣∣∣∣
s−2,T
+
∣∣∣∣∣∣∣∣∣µ˜(θk)∣∣∣∣∣∣∣∣∣
s−3,T
∣∣∣∣∣∣∣∣∣uk+1∣∣∣∣∣∣∣∣∣
s−1,T
+
∣∣∣∣∣∣∣∣∣ρ−1(θk)∣∣∣∣∣∣∣∣∣
s−3,T
∣∣∣∣∣∣∣∣∣∇πk+1∣∣∣∣∣∣∣∣∣
s−3,T
+
∣∣∣∣∣∣∣∣∣µ˜(θk)∣∣∣∣∣∣∣∣∣
s−3,T |||Gθk+1 |||s−3,T
]
,
6 |g| · |Td|1/2 + CX(s− 3, s− 3)
[
R22 + Cc(µ˜, s− 3,R1)R2
+ Cc(ρ−1, s− 3,R1)Cπ(R1,R2) + Cc(µ˜, s− 3,R1)CG(R1)
]
6 Ctu(s, d,G0,R1,R2).
On utilise ici la majoration de la norme de ∇πk+1 par Cπ et non par L pour des
raisons évidentes. On choisit alors L de sorte que L > Ctu et
∣∣∣∣∣∣∣∣∣∂tuk+1∣∣∣∣∣∣∣∣∣
s−3,T
6 L.
Concluons enfin sur l’existence et le choix des constantes R1, R2, L et T∗. Remarquons
que les différentes contraintes sont indépendantes de k, ce qui est fondamental pour le
passage à la limite. Tous les termes de la suite peuvent donc être considérés sur le même
intervalle de temps [0,T∗]. Ainsi, on choisit R1 vérifiant (5.4), puis R2 satisfaisant (5.17) et
enfin :
L > max
{
Ctθ(R1,R2),Ctu(R1,R2),Cπ(R1,R2)
}
.
Ces trois constantes étant fixées, on choisit finalement T∗ de sorte que les inégalités
(5.8,5.9,5.10,5.18) soient vérifiées.
Les solutions à chaque itération existent donc sur l’intervalle [0,T∗]. Rien ne prouve
toutefois que ce temps d’existence T∗ soit optimal, même si les estimations sont établies
de la manière la plus précise possible. Ceci achève la démonstration de la proposition 5.1.

Remarque 8 − Comme les variables Y et θ n’ont pas la même régularité, il était nécessaire
d’adapter le lemme 3.6 [36] (donné sous la forme du lemme 2.13 dans ce document).
On y a affaibli les hypothèses sur le coefficient de diffusion. Dans sa version initiale,
ce coefficient avait la même régularité que la solution. Toutefois, comme les coefficients
de diffusion intervenant dans le système itératif (par exemple dans l’équation donnant
θk+1) sont fonctions de θk, leur régularité est inférieure à celle de θk. C’est pourquoi on
a démontré le lemme 2.13, avec un degré de régularité en moins pour le coefficient de
diffusion. ⋄
Remarque 9 − On donne ici l’expression de quelques constantes intervenant dans la
preuve :
Ctθ(s, d,G0,R1,R2) = CH(R1)
[
Cc(β˜, s− 1,R1) + |Td|1/2
]
+ CX(s− 2)
[
R1R2 + Cc(κ˜, s− 1,R1) + CX(s− 2)Cc
(
∂θκ
ρcp
, s− 1,R1
)]
.
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CG(s, d,G0,R1) = CH(R1)Cc(Γ˜, s− 1,R1)
+ CX(s− 2)CX(s− 1)Cc(α˜, s− 1,R1)Cc(κ, s,R1)R1.
CtH(R1,R2) =
‖Γ‖∞,G0Ctθ(s0,R1,R2)CM(1, s0)
|Td|
[
‖∂θβ‖∞,G0Cc(κ, 1,R1)R1
+ ‖β‖∞,G0 |T
d|1/2(CM(1, s0)Cc(∂θκ, 1,R1)R1 + Cc(κ, 1,R1))]
+
‖Γ‖2
∞,G0
|Td|
∥∥∥∥∂θΓΓ2
∥∥∥∥
∞,G0
‖β‖∞,G0Ctθ(s0,R1,R2)CM(1, s0)Cc(κ, 1,R1)R1.
CDχ(χ, s, d,G0,R1) = CM(s− 3, s− 3)Cc(∂θχ, s− 3,R1)×[√
2C2M(s− 3, s− 3)Cc
(
∂θκ
ρcp
, s− 3,R1
)
R21 + CH(R1)
(√
2Cc(β, s− 3,R1) + |Td|1/2
)
+ CM(s− 3, s− 3)
(
Cc(κ, s− 3,R1) + |Td|1/2
)
R1
]
.
⋄
5.3.3 Convergence
La seconde étape de la preuve consiste à montrer que les suites convergent fortement dans
des espaces Xσ,T (Td), non pas pour des σ grands (et pour lesquels les suites sont bornées
d’après la section précédente), mais pour des σ les plus petits possibles.
Le résultat que l’on démontre dans cette partie est le suivant :
Proposition 5.2
Quel que soit T ∈ ]0,T∗], les suites (Yk), (θk) et (uk) convergent fortement dans les espaces
X2,T (Td), X3,T (Td) et X2,T (Td) respectivement.
Comme pour l’étape de bornitude, la preuve de cette proposition repose sur des esti-
mations d’énergie. On se place ici dans des espaces Xσ,T (Td) pour des indices σ petits.
Le choix de prendre σ = 3 pour θ est tel que l’on obtient une norme L2 (σ = 0) pour le
second membre de (5.19d). Un des outils majeurs utilisés ici est le lemme 2.7, qui permet
d’estimer les termes ζ(θk+1)− ζ(θk).
Comme il sera détaillé ultérieurement, cette étape n’apporte pas de contrainte supplé-
mentaire sur le temps d’existence. Afin de prouver la convergence des suites (θk), (Yk)
et (uk), on montre que les séries de termes généraux
∣∣∣∣∣∣∣∣∣θk+1 − θk∣∣∣∣∣∣∣∣∣
3,T
,
∣∣∣∣∣∣∣∣∣Yk+1 −Yk∣∣∣∣∣∣∣∣∣
2,T
et∣∣∣∣∣∣∣∣∣uk+1 − uk∣∣∣∣∣∣∣∣∣
2,T
convergent quel que soit T 6 T∗. Ainsi, contrairement à la partie pré-
cédente, on ne détaille pas les constantes, que l’on indice par ordre d’apparition, et qui
dépendent en toute généralité de s, d, G0, R1, R2 et L.
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Par soustraction de deux itérations successives du système (5.3), on a :
❶ Calcul de θk+1 − θk :∂t(Yk+1 −Yk) + uk · ∇(Yk+1 −Yk) = −(uk − uk−1) · ∇Yk,(Yk+1 −Yk)(0, x) = 0, (5.19a)
∂t(θ
k+1 − θk) + (uk · ∇)(θk+1 − θk)−D(θk)∆(θk+1 − θk)
= F (θk)−F (θk−1)−
[
(uk − uk−1) · ∇
]
θk +
[
D(θk)−D(θk−1)
]
∆θk,
(θk+1 − θk)(0, x) = 0,
(5.19b)
❷ Calcul de uk+1 − uk :
∂t(uk+1 − uk) + (uk · ∇)(uk+1 − uk)− µ˜k∆(uk+1 − uk) =
−
(
∇πk+1
ρk
− ∇π
k
ρk−1
)
− µ˜k∇Gθk+1 + µ˜k−1∇Gθk
−
[
(uk − uk−1) · ∇
]
uk + [µ˜k − µ˜k−1] ∆uk,
(uk+1 − uk)(0, x) = 0,
(5.19c)
❸ Calcul de ∇πk+1 −∇πk :
∇ ·
(
∇πk+1 −∇πk
ρk
)
=Fπk −Fπk−1 −∇ ·
[(
1
ρk
− 1
ρk−1
)
∇πk
]
. (5.19d)
Afin d’alléger une fois encore les notations, on a posé : ζk = ζ(θ
k) pour ζ ∈
{ρ, µ˜, β, β˜, κ, κ˜, Γ}. De même, on note respectivement les seconds membres des équations
(5.19c) et (5.19d) δF
u
k et
δFπk :
δ
F
u
k =−
∇πk+1 −∇πk
ρk
−
(
1
ρk
− 1
ρk−1
)
∇πk − µ˜k∇(Gθk+1 − Gθk )− (µ˜k − µ˜k−1)∇Gθk
−
[
(uk − uk−1) · ∇
]
uk + (µ˜k − µ˜k−1)∆uk, (5.20a)
δFπk =− t∇uk :: (∇uk+1 −∇uk)− t∇uk :: (∇uk −∇uk−1) +∇µ˜k · ∆(uk+1 − uk)
+∇(µ˜k − µ˜k−1) · ∆uk − Dkt (Gθk+1 − Gθk )−∇µ˜k · ∇(Gθk+1 − Gθk )
−
(
∇(µ˜k − µ˜k−1) + uk − uk−1
)
· ∇Gθk −∇ ·
[(
1
ρk
− 1
ρk−1
)
∇πk
]
.
(5.20b)
Démonstration : Commençons par écrire les estimations associées aux équations (5.19), dont les
données initiales sont nulles.
① On applique le lemme 2.11 à l’équation d’advection avec second membre (5.19a).
e−χ2(t)‖Yk+1 −Yk‖22(t) +
∫ t
0
e−χ2(τ)‖∇Yk+1 −∇Yk‖22(τ)dτ
6 C1
∫ t
0
e−χ2(τ)
∣∣∣∣∣∣∣∣∣uk − uk−1∣∣∣∣∣∣∣∣∣2
2,τ
dτ. (Prop.5.2.i)
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② On s’intéresse ensuite à l’équation (5.19b), pour laquelle on a :
e−ξ3(t)‖θk+1 − θk‖23(t) +
∫ t
0
e−ξ3(τ)‖∇θk+1 −∇θk‖23 dτ
6 3Cadv−d,0
∫ t
0
e−ξ3(τ)
[
‖F (θk)−F (θk−1)‖22 +
∥∥∥((uk − uk−1) · ∇)θk∥∥∥2
2
+
∥∥∥[D(θk)−D(θk−1)]∆θk∥∥∥2
2
]
dτ.
Traitons chacun des termes de l’intégrale. On a tout d’abord, par application du
lemme 2.7 (dont on utilise les notations) :
∥∥∥[D(θk)−D(θk−1)]∆θk∥∥∥2
2
=
∥∥∥[κ˜k − κ˜k−1] ∆Tk∥∥∥2
2
6 C2M(2, s0)R
2
1
∥∥∥ ¯˜κθk ,θk−1 (θk − θk−1)∥∥∥22 6 C2‖θk − θk−1‖22.
De même : ∥∥∥((uk − uk−1) · ∇)θk∥∥∥2
2
6 C3‖uk − uk−1‖22.
On traite enfin le terme faisant intervenir F , dont la définition est donnée en (5.3cd).
On a :
‖F (θk)−F (θk−1)‖22
=
∥∥∥∥(β˜k − β˜k−1)Hθk + β˜k−1(Hθk −Hθk−1 ) + [ ∂θκρcp (θk)− ∂θκρcp (θk−1)
]
· ∇θk∇Tk
+
∂θκ
ρcp
(θk−1) ·
[
(∇θk −∇θk−1)∇Tk +∇θk−1(∇Tk −∇Tk−1)
]∥∥∥∥2
2
+ |Td| · |Hθk −Hθk−1 |2∞.
On majore chacun des termes à l’aide des résultats de la partie précédente sur le carac-
tère borné des suites, ainsi que des lemmes de composition 2.6 et 2.7. En particulier,
on a :
|Hθk −Hθk−1 |∞ 6 C4‖θk − θk−1‖2.
En combinant les différentes majorations, il vient finalement :
e−ξ3(t)‖θk+1 − θk‖23(t) +
∫ t
0
e−ξ3(τ)‖∇θk+1 −∇θk‖23 dτ 6
∫ t
0
e−ξ3(τ)
[
C5‖θk − θk−1‖23
+C6‖Yk −Yk−1‖22 + C7‖uk − uk−1‖
2
2 + C8‖∇Yk −∇Yk−1‖
2
2
]
dτ. (Prop.5.2.ii)
Les quatre constantes dépendent de R1, s, d et ˇ˜κ.
③ On procède de même pour l’équation (5.19c) :
e−ξ2(t)‖uk+1 − uk‖22(t) +
∫ t
0
e−ξ2(τ)‖∇uk+1 −∇uk‖22 dτ
6 Cadv−d,0
∫ t
0
e−ξ2(τ)
∥∥∥δFuk∥∥∥21dτ.
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Parmi les termes à traiter dans l’expression (5.20a), le plus complexe est le suivant :
Gθk+1 − Gθk = −Γ˜k+1(Hθk+1 −Hθk )−Hθk (Γ˜k+1 − Γ˜k) + (α˜k+1 − α˜k)∇ · (κk+1∇Tk+1)
+ α˜k
[
∇(κk+1 − κk) · ∇Tk+1 + (κk+1 − κk)∆Tk+1
+∇κk · ∇(Tk+1 − Tk) + κk∆(Tk+1 − Tk)
]
. (Prop.5.2.iii)
D’où :
‖∇Gθk+1 −∇Gθk‖22 6 C9‖θk+1 − θk‖
2
3 + C10‖Yk+1 −Yk‖
2
2
+ C11‖∇θk+1 −∇θk‖23 + C12‖∇Yk+1 −∇Yk‖
2
2. (Prop.5.2.iv)
Il vient donc :
e−ξ2(t)‖uk+1 − uk‖22(t) +
∫ t
0
e−ξ2(τ)‖∇uk+1 −∇uk‖22 dτ
6
∫ t
0
e−ξ2(τ)
[
C13‖∇πk+1 −∇πk‖21 + C14‖θk+1 − θk‖
2
3 + C15‖Yk+1 −Yk‖
2
2
+ C16‖∇θk+1 −∇θk‖23 + C17‖∇Yk+1 −∇Yk‖
2
2 + C18‖θk − θk−1‖
2
1
+ C19‖uk − uk−1‖21
]
dτ. (Prop.5.2.v)
④ Il reste enfin à estimer le terme ‖∇πk+1 −∇πk‖21 dans (Prop.5.2.v), en appliquant les
résultats de régularité elliptique à l’équation (5.19d) :
‖∇πk+1 −∇πk‖21 6 C2ell,2‖ρkδF
π
k ‖
2
0.
On rappelle que δFπk est donné par (5.20b). Le point délicat est la majoration du terme
Dkt (Gθk+1 − Gθk ). Lorsque l’on applique l’opérateur de dérivée lagrangienne à l’expres-
sion (Prop.5.2.iii), on obtient des dérivées lagrangiennes soit de termes d’incrément
∗k+1−∗k, soit de termes simples ∗k+1 ou ∗k. Dans le premier cas, on utilise le lemme 2.7
et les équations du système (5.19), tandis que dans le second cas, on utilise la proposi-
tion 5.1 qui fournit les bornes des différentes normes. Au final, on obtient :
‖∇πk+1 −∇πk‖21
6 C20‖θk+1 − θk‖23 + C21‖Yk+1 −Yk‖
2
2 + C22‖uk+1 − uk‖
2
2
+ C23‖∇θk+1 −∇θk‖23 + C24‖∇Yk+1 −∇Yk‖
2
2 + C25‖θk − θk−1‖
2
3
+ C26‖Yk −Yk−1‖22 + C27‖uk − uk−1‖
2
1 + C28‖∇Yk −∇Yk−1‖
2
2.
(Prop.5.2.vi)
On injecte alors (Prop.5.2.vi) dans (Prop.5.2.v) pour obtenir :
e−ξ2(t)‖uk+1 − uk‖22(t) +
∫ t
0
e−ξ2(τ)‖∇uk+1 −∇uk‖22 dτ
6
∫ t
0
e−ξ2(τ)
[
C29‖θk+1 − θk‖23 + C30‖Yk+1 −Yk‖
2
2 + C31‖uk+1 − uk‖
2
2
+C32‖∇θk+1 −∇θk‖23 + C33‖∇Yk+1 −∇Yk‖
2
2 + C34‖θk − θk−1‖
2
3
+C35‖Yk −Yk−1‖22 + C36‖uk − uk−1‖
2
1 + C37‖∇Yk −∇Yk−1‖
2
1
]
dτ.
(Prop.5.2.vii)
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⑤ On dispose donc des inégalités (Prop.5.2.i-Prop.5.2.ii-Prop.5.2.vii). À noter que dans
ces estimations, les paramètres χ2, ξ3 et ξ2 n’ont pas été fixés et doivent vérifier :
• χ′2(t) > 1+ Cadv,1(2, d)‖∇u‖s0 ;
• ξ ′3(t) > Cadv−d,1(3, d, κˇ)
(
‖∇κk‖2s0 + ‖uk‖
2
s0+1 + 1
)
;
• ξ ′2(t) > Cadv−d,1(2, d, ˇ˜µ)
(
‖∇µ˜k‖2s0 + ‖uk‖
2
s0+1 + 1
)
.
On majore chacun des seconds membres et on choisit :
χ2(t) = ξ3(t) = ξ2(t) = Λ(t),
où :
Λ(t) := t ·max
 1+ C
2
adv,1/2+ R
2
2
Cadv−d,1
(
R22 + Cc(s0 + 1, κ,R1)2 + 1
)
Cadv−d,1
(
R22 + Cc(s0 + 1, µ˜,R1)2 + 1
)
 .
On pose alors :
N kΛ(t) := e−Λ(t)‖Yk+1 −Yk‖
2
2(t) +
∫ t
0
e−Λ(τ)‖∇Yk+1 −∇Yk‖22(τ)dτ
+ e−Λ(t)‖θk+1 − θk‖23(t) +
∫ t
0
e−Λ(τ)‖∇θk+1 −∇θk‖23 dτ
+ e−Λ(t)‖uk+1 − uk‖22(t) +
∫ t
0
e−Λ(τ)‖∇uk+1 −∇uk‖22 dτ.
Ces choix étant faits, on utilise (Prop.5.2.i) et (Prop.5.2.ii) pour faire disparaître les
termes de gradient ∇Yk+1 −∇Yk et ∇θk+1 −∇θk dans (Prop.5.2.vii). On somme alors
l’inégalité obtenue avec (Prop.5.2.i-Prop.5.2.ii) :
N kΛ(t) 6
∫ t
0
[
C38N kΛ(τ) + C39N k−1Λ (τ) + C40e−Λ(τ)‖∇Yk −∇Yk−1‖
2
1(τ)
]
dτ.
Le lemme 2.9 de Grönwall donne ici :
e−C38tN kΛ(t) 6
∫ t
0
e−C38τ
[
C39N k−1Λ (τ) + C40e−Λ(τ)‖∇Yk −∇Yk−1‖
2
1(τ)
]
dτ.
Le dernier terme empêche de conclure directement. Sa présence est due, encore une
fois, au fait que Yk a une régularité inférieure à θk car solution d’une équation d’ad-
vection et pas d’advection-diffusion. En son absence, on pourrait reprendre le raison-
nement utilisé dans la démonstration du théorème 3.1, à savoir itérer pour obtenir une
majoration par le terme général d’une série convergente. Ici, pour traiter ce terme, on
utilise l’inégalité (Prop.5.2.i) à l’itération précédente, ce qui donne :
e−C38tN kΛ(t) 6
∫ t
0
e−C38τ
[
C39N k−1Λ (τ) + C1C40N k−2Λ (τ)
]
dτ. (Prop.5.2.viii)
Dans la méthode utilisée par Embid [36] ou Dellacherie et Lafitte [27], on cherche à im-
poser des contraintes sur les constantes apparaissant dans (Prop.5.2.viii) pour rendre
la suite contractante. Dans cette optique, comme N k
Λ
est croissante, on majore grossiè-
rement par :
N kΛ(t) 6 teC38t
[
C39N k−1Λ (t) + C1C40N k−2Λ (t)
]
.
La suite récurrente uk = ν1uk−1 + ν2uk−2 est le terme général d’une série convergente si
les racines de l’équation caractéristique associée sont de modules strictement inférieurs
à 1, ce qui est équivalent à ν1 + ν2 < 1, d’où la contrainte teC38t [C39 + C1C40] < 1.
Cependant, on raisonne ici différemment, en majorant plus finement les termes dans
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l’inégalité (Prop.5.2.viii). On pose tout d’abord Nk(t) := e−C38tN kΛ(t). Ensuite, sans
perte de généralité et quitte à majorer C1, C39 et C40 par max{C1,C39,C40}, on suppose
C1 = C39 = C40 = ν. D’où :
Nk(t) 6 ν
∫ t
0
Nk−1(τ) dτ + ν2
∫ t
0
Nk−2(τ) dτ.
La méthode consiste ici à constater que par récurrence, il existe des polynômes Pℓ et
Qℓ tels que :
Nk(t) 6 ν
ℓ
∫ t
0
Nk−ℓ(τ)Pℓ(t, τ) dτ + νℓ+1
∫ t
0
Nk−ℓ−1(τ)Qℓ(t, τ) dτ. (Prop.5.2.ix)
Ces polynômes sont donnés par P1(t, τ) = Q1(t, τ) = 1, puis par les relations de
récurrence :
Qℓ+1(t, τ) =
∫ t
τ
Pℓ(t, σ) dσ et Pℓ+1(t, τ) = Qℓ+1(t, τ) + Qℓ(t, τ).
On vérifie qu’il existe Pˆℓ ∈ R[X] et Qˆℓ ∈ R[X] tels que :
Pℓ(t, τ) = Pˆℓ(t− τ) et Qℓ(t, τ) = Qˆℓ(t− τ).
Une étude rapide de ces polynômes montrent que :
Pˆℓ =
ℓ−1
∑
j=⌊ ℓ+12 ⌋−1
pℓ,jX
j et Qˆℓ =
ℓ−1
∑
j=⌊ ℓ2 ⌋
qℓ,jX
j,
avec :
pℓ+1,ℓ =
pℓ,ℓ−1
ℓ
=
1
ℓ!
, qℓ+1,j =
pℓ,j−1
j
et pℓ+1,j = qℓ+1,j + qℓ,j.
On a la relation :
qℓ+2,j+1 =
qℓ+1,j + qℓ,j
j + 1
.
On détermine successivement les coefficients de degrés les plus hauts :
qℓ,ℓ−1 =
1
(ℓ− 1)! , qℓ,ℓ−2 =
1
(ℓ− 3)! , qℓ,ℓ−3 =
1
2(ℓ− 5)! , qℓ,ℓ−4 =
1
6(ℓ− 7)! .
On conjecture puis on prouve que :
qℓ,ℓ−j =
1
(j− 1)! (ℓ− 2j + 1)! .
Revenons à l’étude de la suite Nk. En prenant ℓ = k− 1 dans (Prop.5.2.ix) et en tenant
compte du fait que les polynômes sont à coefficients positifs, on a :
Nk(t) 6 ν
k−1
∫ t
0
N1(τ)Pk−1(t, τ) dτ + νk
∫ t
0
N0(τ)Qk−1(t, τ) dτ,
6 |N1|∞νk−1Qk(t, 0) + |N1|∞νk
∫ t
0
Qk−1(t, τ) dτ. (Prop.5.2.x)
Étudions la série de terme général νk−1Qˆk(t), que l’on écrit :
νk−1Qˆk(t) = νk−1
k−1
∑
j=⌊ k2 ⌋
qk,jt
j = νk−1
ϕ(k)
∑
j=0
qk,k−1−jtk−1−j =
ϕ(k)
∑
j=0
νk−1tk−1−j
j! (k− 2j− 1)! ,
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où ϕ(k) = k− 1−
⌊
k
2
⌋
.
On sépare l’étude selon la parité de k. Si k = 2p, il vient :
ν2p−1Qˆ2p(t) =
p−1
∑
j=0
ν2p−1t2p−1−j
j! (2p− 2j− 1)! =
p−1
∑
j=0
ajbp−1−j,
où aj =
(ν2t)j
j!
et bj =
(νt)2j+1
(2j + 1)!
. Comme ces deux suites sont les termes généraux de
séries convergentes (séries exponentielles), on en déduit que ν2p−1Qˆ2p(t) est également
le terme général d’une série convergente (produit de Cauchy). De même, si k = 2p+ 1,
il vient :
ν2pQˆ2p+1(t) =
p
∑
j=0
ν2pt2p−j
j! (2p− 2j)! =
p
∑
j=0
ajbˆp−j,
où bˆj =
(νt)2j
(2j)!
, terme général d’une série convergente. En combinant les deux cas (pair
et impair), on obtient la convergence de la série de terme général νk−1Qˆk(t), avec :
+∞
∑
k=1
νk−1Qˆk(t) = eν(ν+1)t.
Pour le second terme dans (Prop.5.2.x), les calculs sont identiques, au terme 1j+1 près
(provenant de l’intégration), et que l’on majore par 1.
En conclusion, la série de terme général Nk(t) converge pour tout t 6 T∗. Comme la
norme Nk(T∗) est équivalente à la norme N k0 (T∗), on en déduit que les suites (θk),
(Yk) et (uk) sont de Cauchy dans X3,T∗ (Td) et X2,T∗ (Td) respectivement. Comme ces
espaces sont complets, ces suites sont convergentes, ce qui achève la démonstration.
5.3.4 Énoncé du théorème
La proposition 5.2 fournit la convergence des suites θk, Yk et uk dans X3,T∗(Td) (pour
la première) et X2,T∗(Td) (pour les deux dernières). On note (θ,Y, u) ∈ X3,T∗(Td) ×
X2,T∗(Td)2 leurs limites. On ne démontre dans la suite que les résultats sur Y, mais la
preuve est analogue pour les autres variables.
Par le lemme 2.5 d’interpolation, on écrit, pour tout s′ ∈ {2, . . . , s− 2} :
‖Yn+p −Yn‖s′ 6 ‖Yn+p −Yn‖
s−s′−1
s−3
2 ‖Yn+p −Yn‖
s′−2
s−3
s−1
6 (2R1)
s′−2
s−3 ‖Yn+p −Yn‖
s−1−s′
s−3
2 .
On montre ainsi que Yk est de Cauchy respectivement dans Xs′ ,T∗(Td) s′ ∈ {2, . . . , s− 2}
et converge donc dans cet espace vers une limite qui ne peut être, par unicité, que Y.
On en déduit que Y ∈ Xs′ ,T∗(Td) pour tout s′ 6 s − 2. On ne prouve cependant pas la
convergence forte dans Xs−1,T∗(Td). Pour montrer que la limite est bien dans l’espace
souhaité, on utilise le caractère borné de Yk dans cet espace (proposition 5.1) qui assure
la convergence4 faible–∗ d’une sous-suite (Yψ(k)) dans Xs−1,T∗(Td). Or, cette sous-suite
converge également faiblement–∗ dans les espaces Xs′ ,T∗(Td) pour tout s′ 6 s − 1. On
4 La convergence n’est que faible–∗ du fait de la partie L∞ de l’espace complet.
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conclut encore une fois que cette limite est Y et on a finalement Y ∈ Xs−1,T∗(Td). Il en est
de même pour u et θ. En particulier, ces fonctions sont continues en espace-temps.
L’estimation (Prop.5.2.vi) permet, de manière analogue, de justifier que la suite ∇πk
converge dans Xs′ ,T∗(Td) pour s′ < s− 3 et que la limite Π est dans Xs−3,T∗(Td). De plus,
l’espace des champs de gradients étant fermé, on en déduit qu’il existe π tel que Π = ∇π.
Il reste à prouver que les limites obtenues sont bien solutions du système d’EDP de
départ. À partir des équations (5.3), on a dans L2(Td) :
Yk+1 = Y0 −
∫ t
0
uk · ∇Yk+1dx,
θk+1 = θ0 +
∫ t
0
[
−(uk · ∇)θk+1 +D(θk)∆θk+1 + F (θk)
]
dx,
uk+1 = u0 +
∫ t
0
[
−(uk · ∇)uk+1 + µ˜(θk)∆uk+1 − 1
ρ(θk)
∇πk+1 + g − µ˜(θk)∇Gθk+1
]
dx.
Les intégrandes sont uniformément bornés en temps dans L2(Td) et convergent simple-
ment vers des limites appartenant à C 0
(
[0,T∗], L2(Td)
)
. Le théorème de convergence
dominée permet de conclure que Y, θ et u sont solutions des équations intégrales sou-
haitées et sont ainsi solutions classiques du système (5.1) : en effet, avec (Y, ∂tY) ∈
Xs−1,T∗(Td)×Xs−2,T∗(Td) ⊂ C 0
(
[0,T∗]×Td
)2, Y est de classe C 1 en espace-temps.
L’unicité s’obtient classiquement en supposant qu’il existe deux solutions distinctes.
L’absurdité s’obtient à l’aide des estimations d’énergie dont le second membre s’avère être
nul.
On peut donc énoncer le résultat final :
Théorème 5.1
Soit s un entier tel que s > s0 + 3, où s0 = E
(
d
2
)
+ 1. On suppose que θ0 ∈ Hs(Td) et
u0 ∈ Hs−1(Td) vérifient les hypothèses 4 et 5. Alors sous les hypothèses 2 et 3, il existe un
temps T > 0 pour lequel il existe une unique solution classique (θ, u,∇π) au système (5.1),
de régularité :
• Y ∈ Xs−1,T (Td), θ ∈ Xs,T (Td), ∂tθ ∈ Xs−2,T (Td),
• u ∈ Xs−1,T (Td), ∂tu ∈ Xs−3,T (Td),
• ∇π ∈ Xs−3,T (Td).
De plus, pour tout (t, x) ∈ [0,T ]×Td, θ(t, x) ∈ G0.
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5.3.5 Viscosité non constante
Dans le cas où µ est une variable strictement positive et fonction régulière de θ, le sys-
tème (5.1) prend la forme suivante :
∂tY + u · ∇Y = 0, (5.21a)
ρcp(∂tT + u · ∇T) = αTP′(t) +∇ · (κ∇T), (5.21b)
P′(t) = Hθ(t), (5.21c)
∆φ = Gθ , (5.21d)
∇ ·w = 0, (5.21e)
ρ
[
∂tw+ (u · ∇)w
]− µ∆w = −∇π + ρg − ρ [∂t∇φ + (u · ∇)∇φ]
+ 2
[
D(w) +Hess(φ)
]∇µ + 2µ∆∇φ, (5.21f)
u = w+∇φ. (5.21g)
La linéarisation de l’équation (5.21f) s’effectue alors comme suit :

∇ ·wk+1 = 0,
Dktw
k+1 − µ˜k∆wk+1 = − 1ρk∇π
k+1 + g − Dkt∇φk+1
+
2
ρk
[
D(wk) +Hess(φk)
]∇µk + 2µ˜k∆∇φk+1.
(5.22)
On a posé, par cohérence avec ce qui précède, µ˜ =
µ
ρ
. On en déduit les équations dont
uk+1 et ∇πk+1 sont solutions :
Dkt u
k+1 − µ˜k∆uk+1 = − 1ρk∇π
k+1 + g + µ˜k∇Gθk+1 +
2
ρk
D(uk)∇µk, (5.23a)
∇ ·
(
∇πk+1
ρk
)
= −t∇uk :: ∇uk+1 + ∆uk+1 · ∇µ˜k − DktGθk+1 + 2µ˜k∆Gθk+1
+∇µ˜k · ∇Gθk+1 + 2∇ ·
(
1
ρk
D(uk)∇µk
)
. (5.23b)
On conserve par ailleurs les équations du système (5.3) à l’exception de (5.3f). Souli-
gnons tout d’abord les différences par rapport aux équations (5.7a-5.7b) : dans la pre-
mière équation, le terme −µ˜k∇Gθk+1 devient µ˜k∇Gθk+1 , et un terme supplémentaire appa-
raît :
2
ρk
D(uk)∇µk. Ce terme ne présente cependant pas de difficulté particulière puisque
de régularité Xs−2,T (Td). Dans la seconde équation interviennent les termes ∆Gθk+1 et
∇ ·
(
1
ρk
D(uk)∇µk
)
qui nécessitent un traitement particulier. Toutefois, ces termes ne pré-
sentent que des dérivées spatiales, ce qui est semblable à ce que nous avons traité pré-
cédemment. Il n’en demeure pas moins que ces nouveaux seconds membres vérifient les
hypothèses nécessaires pour pouvoir appliquer le lemme 2.13, ce qui justifie que le schéma
itératif est bien défini. Détaillons les modifications notables dans la démonstration.
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Bornitude Pour la preuve du caractère borné en norme forte, seules les étapes ⑤-⑥
diffèrent. Dans la majoration de ‖∇πk+1‖2s−2, on a à estimer :
‖∆Gθk+1‖2s−3 6 ‖∇Gθk+1‖2s−2 6 CGxx(R1)
(
‖∇θk+1‖2s−1 + ‖∇Tk+1‖
2
s
)
.
De même :∥∥∥∥∇ ·( 1ρkD(uk)∇µk
)∥∥∥∥
s−3
6 C2M‖ρ−1(θk)‖s−2‖D(uk)‖s−2‖µ(θk)‖s−1 6 Cux(R1,R2).
On intègre ces deux inégalités à la majoration (5.15). En ce qui concerne l’estimation liée
à l’équation (5.23a), on utilise ce qui précède pour le terme nouveau. Le reste du raison-
nement est inchangé et l’inégalité (5.18) reste valable.
Convergence On reprend les parties ③ et ④. L’ajout des nouveaux termes se traduit par
la nouvelle expression des seconds membres :
δ
Fˆ
u
k =
δ
F
u
k +
[
D(uk)− D(uk−1)
] ∇µk
ρk
+ D(uk−1)
[
t∇(θk − θk−1)∂θµ
ρ
∣∣∣∣
k
+ t∇θk−1
(
∂θµ
ρ
∣∣∣∣
k
− ∂θµ
ρ
∣∣∣∣
k−1
)]
.
δFˆπk = δF
π
k + 2µ˜k∆(Gθk+1 − Gθk ) + 2(µ˜k − µ˜k−1)
Interviennent dans les estimations d’énergie les normes H1 de δFˆuk et L2 de δFˆπk . On a
naturellement :
‖D(uk)− D(uk−1)‖1 6 ‖uk − uk−1‖2, puis :∥∥∥δFˆuk∥∥∥1 6 ∥∥∥δFuk∥∥∥1 + Cˆ1‖uk − uk−1‖2 + Cˆ2‖θk − θk−1‖2,
‖∆(Gθk+1 − Gθk )‖0 6 ‖Gθk+1 − Gθk‖2 déjà estimé par (Prop.5.2.iv).
Tous ces termes étant déjà présents, l’inégalité (Prop.5.2.vi) reste vraie et la fin de la dé-
monstration identique. En conclusion, le théorème 5.1 d’existence et d’unicité est valable
à viscosité non constante, i.e. pour le système (5.21).
5.4 Commentaires
Le théorème 5.1 fournit l’existence d’une solution au système Dlmn sur un certain in-
tervalle de temps [0,T∗]. On est ainsi parvenu à construire une solution malgré la non-
linéarité des équations et les couplages forts entre ces équations. Le temps d’existence est
contraint par 4 inégalités, dont on a pris soin d’expliciter les constantes en fonction des
différents paramètres du système. Ces contraintes sont plus complexes que pour le mo-
dèle Abv, ce qui ne permet pas de donner une expression explicite de T∗. Une étude de
ces contraintes permettra toutefois de donner un encadrement de ce temps, qui, compte-
tenu de cette étude, dépend des normes des données initiales de manière décroissante :
plus les données sont grandes, plus R1, R2 et L sont grands, plus T∗ est petit.
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Il n’est cependant pas affirmé que ce temps est optimal. Comme on l’a vu dans le
chapitre 3, il existe des configurations dans lesquelles le temps d’existence est infini. À
noter que même si le résultat sur le modèle Abv n’a pas été utilisé en tant que tel, il s’est
avéré très utile par la structure de sa démonstration qui a été appliquée ici. En particulier,
par rapport aux travaux analogues de Embid [35], on s’est abstrait d’une condition sur T∗,
tout en améliorant la précision des autres conditions.
La régularité des données initiales prescrite par le théorème estH4 (en dimension 1) ou
H5 (en dimensions 2 ou 3). On est donc éloigné du cas L∞ correspondant à la modélisation
des bulles. Tout principe de régularisation (au sens où on « lisse » les données initiales
autour des interfaces sur une zone de taille ε > 0) est pour l’instant exclu, du fait que
le temps d’existence décroît lorsque les données deviennent de plus en plus grandes, ce
qui serait le cas pour ε → 0. L’étude du cas particulier de la dimension 1, comme pour
le modèle Abv, pourra apporter des indices sur le comportement en temps long de la
solution. En particulier, l’équation elliptique en dimension 1 fournit le champ de vitesse
(tout champ est un champ de gradient en dimension 1) sur Ω = [−1, 1] :
u(t, x) =
−P′(t)
P(t)
∫ x
−1
dy
Γ(t, y)
+
∫ x
−1
β(t, y)∂x
[
κ(t, y)∂xT(t, y)
]
P(t)
dy.
En particulier, lorsque β est constant dans le domaine, la pression thermodynamique est
constante avec P(t) = p0, et :
u(t, x) =
β0
p0
κ(t, x)∂xT(t, x).
Ceci peut donner l’idée d’introduire un nouveau système intermédiaire, avec un champ
de vitesse donné par le gradient de la température (l’approche bas Mach n’empêche pas
de fortes variations de T).
Revenons au cas discontinu. On peut en effet s’interroger sur la pertinence physique du
système Dlmn, en particulier sur les propriétés caractéristiques de ce type d’écoulements,
comme la conservation de la masse. Elle prend la forme dans ce système :
∇ · u = Gθ = −P
′(t)
Γ(θ)P(t)
+
β(θ)∇ · (κ(θ)∇T)
P(t)
. (5.24)
On peut ainsi se demander si, au sens des distributions, cette équation permet de recou-
vrer l’équation de continuité :
∂tρ +∇ · (ρu) = 0. (5.25)
Pour cela, il est nécessaire de préciser la régularité de chaque terme apparaissant dans
la transition faite dans le chapitre 1 entre ces deux équations. La dérivation de l’équation
(5.24) à partir de (5.25) se fait en supposant suffisamment de régularité pour que les calculs
soient valides. Le cheminement inverse est analogue, à partir du moment où l’on se place
sous l’hypothèse 2, qui assure la régularité des coefficients thermodynamiques non pas
par rapport à (t, x), mais par rapport à θ. On suppose toutefois que toutes les variables
sont continues par rapport à t.5
5 Ceci n’est pas déraisonnable dans la mesure où, pour le modèle Abv en dimension 1, la solution faible
explicitée est bien continue par rapport à t.
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Prenons ϕ ∈ C 10
(
]0,T [×Ω). On cherche à montrer que :
〈∂tρ +∇ · (ρu), ϕ〉 = 0,
soit encore :
〈Dtρ, ϕ〉 = −
∫
Ω
ρGθϕ dx.
ρ (de même que Gθ) est ici discontinue mais bornée, ce qui légitime l’écriture intégrale. on
rappelle que les champs u et κ∇T sont continus à la traversée de l’interface. On souhaite-
rait donc écrire :
〈Dtρ, ϕ〉 = −−P
′(t)
P(t)
∫
Ω
ρ(θ)
Γ(θ)
ϕdx+
〈
ρ(θ)β(θ)∇ · (κ(θ)∇T)
P(t)
, ϕ
〉
.
Le problème est que le second membre n’est pas défini car produit de distributions. Il est
cependant envisageable, en reformulant Gθ , d’arriver à légitimer la transition entre (5.24)
et (5.25). Les calculs sont justes si l’on se place dans un sous-domaine ω ne contenant pas
l’interface (les variables sont régulières dans chaque fluide). Le cœur du problème est de
justifier les calculs à la traversée de l’interface, en utilisant les conditions de transmission.
On peut citer les travaux de Dellacherie [24], dans lesquels sont donnés certains résultats
qualitatifs sur le modèle, comme la conservation des masses partielles ou de l’énergie
(Lemma 3.1). Le rôle du coefficient β y est également mis en valeur, son signe influant sur
la dilatation ou la contraction de la phase vapeur (Lemma 3.2). Des études similaires sont
donc encore à mener, tant sur le caractère global en temps du système pour le cas régulier,
que sur les propriétés générales pour le cas discontinu.
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Dans ce travail de thèse, nous nous sommes intéressés à la mise en équation des mé-
canismes physiques à prendre en compte dans le contexte des écoulements diphasiques
à bas nombre de Mach et à l’échelle des bulles. Nous nous sommes basés sur les travaux
antérieurs de S. Dellacherie, travaux eux-mêmes inspirés de ceux d’Embid et de Majda sur
la modélisation des phénomènes de combustion lente. Afin d’étudier le système ainsi ob-
tenu et nommé Dlmn, nous avons réutilisé (et parfois amélioré) les principaux résultats
théoriques développés par Embid, du fait de caractéristiques communes entre les deux
systèmes (Dlmn et modèle de combustion), à commencer par l’approche bas Mach.
Pour justifier la légitimité mathématique du système Dlmn, nous avons été amenés,
dans le cadre d’une première approche, à étudier d’autres modèles, moins complexes en
termes de couplages et de non-linéarités. Une partie importante de ce manuscrit a ainsi
été consacrée à l’étude globale du modèle Abv. Bien qu’extrêmement simplifié, ce cou-
plage hyperbolique-elliptique a révélé des propriétés intéressantes. Outre le fait que nous
avons pu tester1 les outils théoriques inhérents aux démonstrations d’existence et d’uni-
cité de solutions régulières, nous avons prouvé un certain nombre de résultats tels que
l’expression explicite de la moyenne des solutions,2 une estimation du temps d’existence,
l’influence de la fonction ψ intervenant dans le modèle ou encore l’existence de solutions
(faibles et classiques) globales en temps en dimension 1, ce qui fournit des informations
qualitatives sur les solutions. En particulier, les solutions restent bornées dans le même
intervalle que la donnée initiale (qui transmet aux solutions d’autres propriétés comme la
parité). Nous avons également prouvé que si la donnée initiale était de type créneau (en
dimension 1 ou en dimensions supérieures dans le cas d’une symétrie radiale), il existait
des solutions de type créneau, ce qui légitime l’introduction de ce modèle simplifié, ainsi
que sa dénomination.
Grâce à l’expérience apportée par l’étude du modèle Abv, nous avons pu ensuite trai-
ter le système Dlmn selon le même plan. Après avoir adapté (aux équations d’advection)
certaines estimations d’énergie pour un espace fonctionnel particulier (propre aux équa-
tions d’advection-diffusion) en portant la plus grande attention à la régularité de chaque
terme, nous avons établi la preuve de l’existence et de l’unicité de solutions classiques
pour le système Dlmn. Celle-ci repose d’une part sur la forme des non-linéarités, que
nous définissons en fonction de la régularité nécessaire et des propriétés propres à chaque
fluide (lois d’état et de comportement), et d’autre part sur la combinaison d’estimations
en norme de Sobolev (estimations de produits, de compositions, . . . ). Le schéma de la
preuve est, comme pour le modèle Abv, décomposé en deux étapes : l’une consacrée au
caractère borné de la suite, et l’autre à la convergence dans un certain espace.
1 « rôder » dans la perspective de les appliquer dans le cadre du système Dlmn.
2 Ce type de propriété semble spécifique à ce modèle.
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Les aspects théoriques étant en partie traités, nous avons ensuite porté notre atten-
tion sur les outils à mettre en œuvre pour simuler numériquement les solutions du mo-
dèle Abv. Notre algorithme de capture d’interface reposant sur le modèle lui-même via
le transport de la fraction massique de la phase vapeur, l’étude a été en grande partie
consacrée à l’équation de transport. Des simulations avaient été réalisées, antérieurement
à cette thèse, pour des données discontinues, à l’aide du schéma anti-diffusif de Després
et Lagoutière, permettant ainsi de préserver au niveau discret le caractère infiniment mince
des interfaces. Cependant, il a été mis en évidence que les bonnes propriétés numériques
de ce schéma n’étaient pas suffisantes dans certaines configurations. Des études ont alors
été initiées afin d’assurer la précision de la méthode au moyen d’un algorithme de raffi-
nement adaptatif de maillages, apportant ainsi des résultats probants (au cours du stage
d’A. Mekkas).
Toutefois, dans la mesure où l’étude théorique s’est faite principalement dans le cadre
régulier, il convenait de simuler également les solutions classiques. Le schéma précédent
n’étant plus adapté, nous avons proposé une nouvelle méthode des caractéristiques numé-
rique d’ordre 2, basée sur le constat que la montée en ordre dans l’étape d’interpolation
spatiale pouvait induire des oscillations numériques, quelle que soit la formule utilisée.
Ce constat est en accord avec le théorème de Godunov sur la monotonie des schémas li-
néaires d’ordre supérieur à 1. Nous avons réinterprété ce principe par des considérations
géométriques puis, en combinant deux schémas d’interpolation, nous avons construit une
méthode en dimension 1, stable, consistante et préservant le principe du maximum. Ce
schéma est appelé MOC2 et est d’ordre 2. En effet, en plus de la montée en ordre sur
l’étape d’interpolation, on améliore la précision sur l’approximation de la caractéristique,
par un développement limité du flot. L’indépendance de ces deux étapes permet de traiter
des nombres de Courant aussi grands que l’on souhaite, du fait de la stabilité incondition-
nelle.
✵✵✵
Étudions maintenant les pistes de recherche potentielles sur la thématique de la modé-
lisation des bulles. En premier lieu, concernant le modèle Abv, il reste un certain nombre
de questions ouvertes, comme celle du temps d’existence des solutions. L’estimation prou-
vée dans ce document résulte en effet de la méthode choisie. Or, nous avons d’une part
prouvé que cette estimation n’est pas optimale en dimension 1, et d’autre part réalisé
des simulations qui semblent ne pas présenter d’explosion en temps fini. Ceci laisse pen-
ser qu’en réalité, le temps d’existence est infini. Une des pistes évoquées est de prouver
le résultat d’existence pour des données Sobolev à indices non entiers. Parmi les autres
questions ouvertes, il demeure celle des solutions faibles, car si certaines ont été explicitées
en dimension 1, leur unicité et leur existence en dimensions supérieures restent à prouver.
La notion d’approximation parabolique pour l’équation de transport semble pouvoir ap-
porter des réponses. Une autre question est la justification de la remontée vers le système
Dlmn, en particulier dans le cas des solutions faibles.
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Pour ce qui est du système Dlmn, la question du temps d’existence des solutions
régulières se pose également. Même si nous avons réussi à nous abstraire de certaines
contraintes par rapport à des travaux antérieurs, les conditions qui portent sur le temps
d’existence (imposées par la méthode choisie) diminuent la portée du résultat. Ce dernier
a cependant le mérite de justifier que le système est bien posé. Un autre problème, fon-
damental, consistera à terme à déterminer s’il existe des solutions en créneau lorsque la
donnée initiale l’est (légitimant ainsi l’étude de ce système dans le cadre de la modélisa-
tion des bulles).
Pour bénéficier plus largement des enseignements tirés de l’analyse du modèle Abv,
la remontée vers le système Dlmn devra alors passer par des systèmes intermédiaires,
à commencer par Dlmn-p (1.15). Par exemple, il semble intéressant de considérer le cas
particulier où le facteur β = β¯ est constant dans tout le domaine (ou tout du moins
homogène en espace). Compte-tenu de la condition aux limites κ∇T · ν|∂Ω = 0, il vient
Hθ = 0 et P(t) = p0. Le système prend donc la forme :
∂tY1 +∇φ · ∇Y1 = 0,
∆φ =
β¯
p0
∇ · (κ∇T),
∂tT +∇φ · ∇T − 1
ρcp
∇ · (κ∇T) = 0.
(Dlmn-β)
L’intérêt de supposer un tel cas est de n’ajouter par rapport au modèle Abv qu’une seule
équation (parabolique) d’advection-diffusion. À noter que lorsque κ = κ¯ est également
constant, il vient :
φ =
β¯κ¯
p0
[T − µΩ(T)].
L’équation de Poisson peut donc être ignorée, l’équation sur T devenant :
∂tT +
β¯κ¯
p0
|∇T|2 − κ¯
ρcp
∆T = 0.
L’introduction de Dlmn-β peut s’avérer utile autant du point de vue théorique que du
point de vue numérique, afin de complexifier progressivement les études.
Une étape ultérieure consistera à enrichir le modèle. En effet, nous avons considéré
ici les bulles déjà formées (pas d’ébullition, ni de changement de phase). De plus, par
l’absence de termes modélisant la tension de surface et les forces de capillarité, tout phé-
nomène de coalescence est rendu impossible. Or, ces phénomènes sont des mécanismes
inhérents aux écoulements de bulles et devront, à terme, être pris en compte. Parmi les
pistes possibles, on peut citer les travaux de Faccanoni [39] sur la crise d’ébullition tant
du point de vue théorique que numérique, ou de Lakehal et al. [57]. Quant aux forces
surfaciques, on peut citer [9], le point-clé étant le calcul de la courbure moyenne [37]. Des
premières études ont été réalisées sur ce dernier point au Cea.
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Du point de vue numérique, nous distinguons deux axes. Le premier concerne les
solutions classiques avec la perspective d’étendre le schéma MOC2 à la dimension 2 pour
des maillages cartésiens (non nécessairement uniformes), ce qui est motivé par l’étude
effectuée en dimension 1. On pourra aussi affiner l’étude du cas de l’équation de Burgers
afin de valider le traitement du choc. Une autre étape consistera à utiliser le schéma
dans d’autres contextes (méthode level set, systèmes de lois de conservation). Le second
est l’application du couplage DL-AMR au modèle Abv en dimension 3, puis au système
Dlmn-p (ou Dlmn-β), ajoutant ainsi une équation d’advection-diffusion-réaction (ou juste
d’advection-diffusion). La dernière étape consistera à coupler un solveur de type Navier-
Stokes incompressible (de type Mac par exemple) pour recomposer le système Dlmn
dans son intégralité.
À noter que, pour le modèle Abv, le résultat portant sur les moments des solutions
fournit un test de précision pour les méthodes numériques. En effet, à défaut de connaître
la solution, on dispose d’une quantité exacte et facilement calculable. Si la moyenne (mo-
ment d’ordre 1) a un sens physique, représentant le volume, elle peut s’avérer non perti-
nente du fait de phénomènes de compensation. En revanche, la norme L2 (moment d’ordre
2), est une quantité que l’on pourra utiliser pour évaluer la précision des schémas.
✵✵✵
En conclusion, nous avons tenté d’apporter, par ce travail, un certain nombre d’élé-
ments d’information sur le comportement des solutions du modèle Abv, d’améliorer la
connaissance globale des propriétés des solutions dans un cadre régulier, permettant d’en-
visager une application à terme du système Dlmn à des cas concrets. Cependant, une
étude approfondie des solutions faibles semble nécessaire, dans la mesure où les données
que l’on souhaite modéliser sont des fonctions discontinues.
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AQuelques outils mathématiques
supplémentaires
Cette annexe est consacrée à quelques notations, rappels ou preuves de résultats. En parti-
culier, dans le premier paragraphe, on donne une liste de formules de dérivation (produits,
composition d’opérateurs différentiels, de fonctions à valeurs vectorielles ou matricielles)
utilisées couramment dans ce mémoire, tandis que dans le second, on s’intéresse à une
propriété annexe de la formule de la moyenne (théorème 3.3).
A.1 Identités différentielles
On a ainsi les identités :
1. ∇ · D(u) = ∆u+∇(∇ · u)
2
;
2. D(u)u · f = 1
2
[
u · ∇(u · f ) + f · ∇
( |u|2
2
)]
;
3. ∇ · [(u · ∇)v] = t∇u :: ∇v+ u · ∇(∇ · v) ;
4. ∇u× u = (u · ∇)u ;
5. ∇ · ( fA) = A(∇ f ) + f (∇ ·A) ; en particulier, ∇ · ( fId) = ∇ f ;
6. ∇ · (Au) = tA :: ∇u+ (∇ · tA) · u ;
7. ∇ ·Hess( f ) = ∇∆ f ;
8. ∇∧ (∇∧ u) = −∆u+∇(∇ · u) ;
9. ∇∧ [(u · ∇)u] = (u · ∇)(∇∧ u)− [(∇∧ u) · ∇] u ;
10. (∇∧ u) ∧ u = (u · ∇)u− 1
2
∇|u|2 ;
11. ∇ · (u ◦ v) = t[(∇u) ◦ v] :: ∇v ;
A.2 Propriété de continuation de la moyenne
L’objectif de ce paragraphe est de prouver une propriété de translation de la moyenne des
solutions du modèle Abv, donnée par le théorème 3.3 : on rappelle que si Y est solution
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de Abv [Y0,ψ,Ω] sur l’intervalle [0,T ], alors :
µ
(
Y(t, ·)) := µY0,ψ,Ω(t) := 1|Ω|
∫
Ω
Y(t, x) dx =
∫
Ω
Y0(x) exp
[
Ψ(t)Y0(x)
]
dx∫
Ω
exp
[
Ψ(t)Y0(x)
]
dx
.
Soit T1 ∈ ]0,T [ et considérons une solution Y˜ de Abv [Y1,ψ1,Ω], où Y1(x) = Y(T1, x) et
ψ1(t) = ψ(T1 + t). Cette solution existe sur [0,T −T1] puisque (t, x) 7−→ Y(T1 + t, x) est
par définition solution. La question que l’on soulève ici est de savoir si, pour t ∈ [T1,T ] :
µY1,ψ1,Ω(t) = µY0,ψ,Ω(T1 + t)? (A.1)
La réponse (positive) est apportée par le biais du flot caractéristique X associé au champ
de vitesse ∇φ. Ce flot établit une bijection de Ω dans lui-même entre l’instant initial et le
temps T1. Le jacobien de X est donné par (2.7) :
det∇x0X (T1; 0, x0) = exp
[∫ T1
0
∆φ
(
τ,X (τ; 0, x0)
)
dτ
]
.
On utilise alors l’équation de Poisson qui compose le modèle pour exprimer ∆φ dans
l’intégrale :
det∇x0X (T1; 0, x0) = exp
[∫ T1
0
ψ(τ)
[
Y
(
τ,X (τ; 0, x0)
)− µY0,ψ,Ω(τ)] dτ] .
=
exp[Ψ(T1)Y0(x0)]
1
|Ω|
∫
Ω
exp[Ψ(T1)Y
0(y)] dy
,
d’après (3.13) et en remarquant que Y
(
τ,X (τ; 0, x0)
)
= Y0(x0), quel que soit τ.
Revenons au problème (A.1). En appliquant le théorème 3.3 à ce jeu de données, on a :
µY1,ψ1,Ω(t) =
∫
Ω
Y1(x) exp
[
Ψ1(t)Y
1(x)
]
dx∫
Ω
exp
[
Ψ1(t)Y
1(x)
]
dx
.
La fonction Ψ1 désigne la primitive de ψ1 qui s’annule en 0, i.e. donnée par : Ψ1(t) =
Ψ(T1 + t)−Ψ(T1). De plus, en remontant les courbes caractéristiques, on peut remplacer
dans la formule précédente Y1(x) par Y0
(X (0;T1, x)). Par le changement de variables
y = X (0;T1, x) (soit x = X (T1; 0, y) d’après les propriétés du flot) dans les deux intégrales
de la moyenne, il vient d’après le calcul du jacobien effectué ci-dessus :
µY1,ψ1,Ω(t) =
∫
Ω
Y0(y) exp
[(
Ψ1(t) + Ψ(T1)
)
Y0(y)
]
dy∫
Ω
exp
[(
Ψ1(t) + Ψ(T1)
)
Y0(y)
]
dy
= µY0,ψ,Ω(T1 + t).
Ainsi, l’égalité (A.1) est vérifiée, ce qui signifie que, lorsque l’on prolonge une solution sur
un nouvel intervalle de temps, la formule de la moyenne reste vraie pour la solution ainsi
étendue et la donnée initiale du problème. De plus, on peut faire apparaître dans cette
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formule la solution en tout temps :
µY0,ψ,Ω(t) =
∫
Ω
Y(t′, x) exp
[(
Ψ(t + t′)−Ψ(t′))Y(t′, x)] dx∫
Ω
exp
[(
Ψ(t + t′)−Ψ(t′))Y(t′, x)] dx .
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BQuelques détails de calculs
thermodynamiques
On redonne ici quelques indications sur les transitions entre les différentes formulations
des équations de Navier-Stokes, et en particulier la démonstration de l’expression de la vi-
tesse du son dans l’égalité (1.12). Pour plus de détails sur la thermodynamique en général,
se référer par exemple à Greiner et al. [43]. On pourra également se reporter aux travaux
de Faccanoni [39] pour plus de précisions sur les couples de paramètres admissibles et les
changements de variables thermodynamiques.
Dans la suite, toutes les variables sont supposées suffisamment régulières pour que les
calculs soient valables.
B.1 Formulations des équations de Navier-Stokes
On démontre dans ce paragraphe l’équivalence entre les systèmes :

∂t(ρY1) +∇ · (ρY1u) = 0 , (B.1a)
∂tρ +∇ · (ρu) = 0 , (B.1b)
∂t(ρu) +∇ · (ρu⊗ u) = −∇P +∇ · σ + ρg , (B.1c)
∂t(ρE) +∇ · (ρEu) = −∇ · (Pu) +∇ · (κ∇T) +∇ · (σu) + ρg · u , (B.1d)
et : 
DtY1 = 0 , (B.2a)
∂tρ +∇ · (ρu) = 0 , (B.2b)
ρDtu = −∇P +∇ · σ + ρg , (B.2c)
ρcpDtT = αTDtP +∇ · (κ∇T) + σ :: ∇u , (B.2d)
avec E = ε +
|u|2
2
, Dt = ∂t + (u · ∇), α = −1
ρ
(
∂ρ
∂T
)
P
, cp =
(
∂h
∂T
)
P
et h = ε +
P
ρ
.
On a choisi de prendre comme variables d’état le couple (T, P). Pour pouvoir effec-
tuer les changements de variables associés, on introduit le potentiel de Gibbs (ou encore
enthalpie libre) :
G = ε + TS + P
ρ
,
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l’entropie S ayant été introduite dans l’hypothèse 1, p. 15. En particulier, on a :
dG = SdT + dP
ρ
,
compte-tenu du second principe de la thermodynamique.
Pour établir le système (B.2) à partir de la forme conservative (B.1), on commence
par remarquer que, quelle que soit la variable ζ, la quantité ∂t(ρζ) +∇ · (ρζu) peut se
simplifier en ρDtζ en prenant en compte l’équation de conservation de la masse (B.1b). Le
système conservatif se récrit donc :
ρDtY1 = 0 , (B.3a)
∂tρ +∇ · (ρu) = 0 , (B.3b)
ρDtu = −∇P +∇ · σ + ρg , (B.3c)
ρDtE = −∇ · (Pu) +∇ · (κ∇T) +∇ · (σu) + ρg · u . (B.3d)
On s’intéresse ensuite plus particulièrement à l’équation (B.3d). On y remplace E par son
expression en fonction de ε et de u. Le terme Dt
|u|2
2
se développe en : u · Dtu. D’où, en
soustrayant à (B.3d) l’équation (B.3c) dont on a pris le produit scalaire par u, il reste :
ρDtε = −P∇ · u+∇ · (κ∇T) + σ :: ∇u. (B.4)
En remplaçant dans (B.4) ε par h− P
ρ
, il vient :
ρDth = DtP− P
ρ
Dtρ− P∇ · u+∇ · (κ∇T) + σ :: ∇u.
En remarquant que −P
ρ
Dtρ− P∇ · u = −P
ρ
[Dtρ + ρ∇ · u] = 0, on obtient :
ρDth = DtP∇ · u+∇ · (κ∇T) + σ :: ∇u. (B.5)
La dernière étape menant à (B.2d) repose sur des calculs formels. Comme h dépend (de
manière régulière) de Y1, T et P, on peut écrire :
ρDth = ρ
∂h
∂Y1
DtY1 + ρ
∂h
∂T
DtT + ρ
∂h
∂P
DtP.
Dans le second membre, le premier terme est nul d’après (B.3a), tandis que le second
s’écrit ρcpDtT. Reste à traiter le dernier terme. En partant de la définition de h, on a :
∂h
∂P
=
∂ε
∂P
+
1
ρ
− P
ρ2
∂h
∂P
.
Or, du second principe de la thermodynamique, on déduit :
∂ε
∂P
= −T ∂S
∂P
+
P
ρ2
∂h
∂P
.
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D’où :
∂h
∂P
= −T ∂S
∂P
+
1
ρ
.
En utilisant les relations de Maxwell (équivalent du lemme de Schwarz sur la permutation
des dérivées secondes) appliquées au potentiel G, on a :
∂S
∂P
= − 1
ρ2
∂ρ
∂T
=
α
ρ
.
D’où :
∂h
∂P
=
−αT
ρ
+
1
ρ
.
En injectant cette dernière égalité dans (B.5), on obtient (B.2d).
B.2 Calcul du second membre de l’équation de Poisson
L’analyse contenue dans ce mémoire est en partie basée sur la réécriture de l’équation de
conservation de la masse sous la forme :
∇ · u = Gθ := −Dtρρ .
Une des conséquences est que l’on ne considère plus ρ comme une variable d’état (il
n’y a plus de dérivées de ρ explicitement dans le système), mais comme une fonction des
variables Y1, T, P. On établit dans la suite une nouvelle expression de Gθ . En tenant compte
des considérations précédentes, on écrit :
Dtρ =
∂ρ
∂Y1
DtY1 +
∂ρ
∂T
DtT +
∂ρ
∂P
DtP.
On remplace alors
∂ρ
∂T
par −αρ, puis DtT par son expression tirée de (B.2d), ce qui donne
finalement :
Gθ = −DtPρ
[(
∂ρ
∂P
)
T
− α
2T
cp
]
+
β
P
(∇ · (κ∇T) + σ :: ∇u),
où on a noté β =
αP
ρcp
. Il reste alors à interpréter le coefficient de DtP. On peut montrer
que la convexité de la variable S assure la positivité de la première parenthèse. Ce nombre
positif s’avère être lié à la vitesse du son, définie par :
c2 =
(
∂P
∂ρ
)
S
.
La suite du raisonnement est basée sur des changements de variables. Pour éviter toute
confusion, on introduit les notations suivantes : P lorsque la pression est considérée
comme une variable d’état, P˜ lorsque la pression est donnée par une loi d’état en (τ, ε) et
˜˜P lorsque la loi d’état est donnée en fonction de (τ,S), avec τ = ρ−1.
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En tenant compte de ces notations, on a donc : c2 = −τ2
(
∂ ˜˜P
∂τ
)
S
. On cherche à prouver
la relation :
c2 =
[(
∂ρ
∂P
)
T
− α
2T
cp
]−1
. (B.6)
Comme le second membre est exprimé en variables (T, P), on va effectuer les changements
de variables thermodynamiques dans le membre de gauche pour se ramener au même
couple de variables. Remarquons tout d’abord que l’on a :
c2 = −τ2
[(
∂P˜
∂τ
)
ε
(τ, ε) +
(
∂ε
∂τ
)
S
(τ,S)
(
∂P˜
∂ε
)
τ
(τ, ε)
]
.
Compte-tenu du second principe de la thermodynamique, on a :
(
∂ε
∂τ
)
S
(τ,S) = −P. Par
ailleurs, en dérivant la relation P˜
(
τ(T, P), ε(T, P)
)
= P par rapport à T et P, on obtient,
par inversion du système linéaire :
(
∂P˜
∂τ
)
ε
= −
(
∂ε
∂T
)
P(
∂ε
∂P
)
T
(
∂τ
∂T
)
P
−
(
∂ε
∂T
)
P
(
∂τ
∂P
)
T
,
(
∂P˜
∂ε
)
τ
=
(
∂τ
∂T
)
P(
∂ε
∂P
)
T
(
∂τ
∂T
)
P
−
(
∂ε
∂T
)
P
(
∂τ
∂P
)
T
.
D’où :
c2 = τ2
(
∂ε
∂T
)
P
+ P
(
∂τ
∂T
)
P(
∂ε
∂P
)
T
(
∂τ
∂T
)
P
−
(
∂ε
∂T
)
P
(
∂τ
∂P
)
T
. (B.7)
On s’intéresse ensuite au second membre de (B.6). On a :(
∂ρ
∂P
)
T
= −τ2
(
∂τ
∂P
)
T
.
D’autre part, en dérivant la première loi par rapport à P, il vient :(
∂ε
∂P
)
T
+ P
(
∂τ
∂P
)
T
= −T
(
∂S
∂P
)
T
= −T
(
∂τ
∂T
)
P
= −ατT,
par les relations de Maxwell. De même :
cp =
(
∂
∂T
)
P
(ε + Pτ) =
(
∂ε
∂T
)
P
+ P
(
∂τ
∂T
)
P
.
En combinant ces trois égalités, on aboutit à (B.7), ce qui achève la démonstration.
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Titre Étude théorique et numérique de la déformation d’une interface séparant deux
fluides non-miscibles à bas nombre de Mach
Résumé L’objectif de cette thèse est d’étudier un système modélisant l’évolution d’écou-
lements bi-fluides non miscibles dans un domaine borné, avec la perspective de mieux
comprendre et de prédire le comportement de bulles dans les cœurs de réacteurs nu-
cléaires. Ce système, appelé Dlmn, est construit à partir des équations de Navier-Stokes
sous l’hypothèse d’un nombre de Mach très faible. Dans le cadre d’études préliminaires,
on établit des résultats d’existence et d’unicité de solutions pour des données initiales ré-
gulières (de type Sobolev) et pour différents systèmes d’équations aux dérivées partielles
non-linéaires couplant équations hyperboliques, paraboliques et elliptiques. En particu-
lier, dans le cas du modèle abstrait de vibration de bulles (Abv), on établit un certain
nombre de propriétés vérifiées par les solutions, lesquelles sont explicitées en dimension
1. On s’attache ensuite à simuler ces solutions, en utilisant des schémas adaptés à la régu-
larité des données. Pour le cas des données régulières, on construit un schéma d’ordre 2
inconditionnellement stable et basé sur la méthode des caractéristiques. En revanche, en
présence de discontinuités, on associe un schéma non diffusif à un algorithme de raffine-
ment adaptatif de maillage.
Mots-clés modélisation de systèmes diphasiques, solutions classiques d’EDPs non-
linéaires, temps d’existence, faible nombre de Mach, méthode des caractéristiques, sché-
mas numériques pour l’équation de transport, DLMN, ABV
Title Theoretical and numerical study of a moving interface between two immiscible
fluids at a low Mach number
Abstract We aimed at studying non-miscible two-fluid flows in a bounded domain in
order to better understand and to predict the overall process of bubbly flows in nuclear
reactors. A system of PDEs has been derived from the Navier-Stokes equations under
a low Mach number assumption and named Dlmn. As a preliminary, we prove in this
thesis existence and uniqueness results for two sets of PDEs endowed with smooth ini-
tial data (Sobolev spaces) and consisting of hyperbolic, parabolic and elliptic equations.
In particular, we deal with an abstract bubble vibration model (Abv). In addition to the
proof of the short time existence result, we show that there exist global solutions in di-
mension 1 no matter what smooth initial data. We also demonstrate several properties
satisfied by potential solutions. We then carry out numerical simulations by means of an
unconditionally stable second-order scheme based on the method of characteristics (for
smooth solutions) or a coupling between an antidiffusive scheme and an adaptive mesh
refinement algorithm (in case of discontinuities).
Keywords modelling of diphasic flows, classical solutions of nonlinear PDEs, time of
existence, low Mach number, method of characteristics, numerical schemes for transport
equations, DLMN, ABV
