One of the most fundamental task of wireless networks is to provide coverage of a set of targets. Suppose that all nodes and targets lie in a plane, and all nodes have circular coverage ranges of arbitrary radii. The problem Minimum Wireless Cover (MWC) seeks the fewest nodes to cover the targets. If all nodes are associated with some positive prices, the problem Cheapest Wireless Cover (CWC) seeks a cheapest set of nodes to cover the targets. If all nodes have bounded lives, the problem Max-Life Wireless Cover (MLWC) seeks wireless coverage schedule of maximum life subject to the life constraints of individual nodes. In this paper, we present a polynomial time approximation scheme (PTAS) for MWC, and two randomized 2 O(log * n) -approximation algorithms for CWC and MLWC respectively, where n is the number of nodes, and log * n is the iterated logarithm of n with base 2.
INTRODUCTION
Consider a planar set V of n wireless network nodes and a finite planar set T of targets. Each node v ∈ V has a circular coverage range of radius r (v) > 0, and covers all targets within its coverage range. A subset C of V is a wireless cover if every target is covered by some node v ∈ C. Let C denotes the collection of wireless covers. In this paper, we address the following three variants of optimizations problems related to wireless coverage.
• Minimum Wireless Coverage (MWC): The problem MWC simply seeks a wireless cover of smallest cardinality.
• Cheapest Wireless Coverage (CWC): Suppose that each node v has a cost (or price) c (v) > 0.
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• Max-Life Wireless Coverage (MLWC): Suppose that each node v has an individual life b (v) > 0. A coverage schedule is a set of pairs (C i , x i ) ∈ C × R + for i = 1, · · · , k satisfying that
the life (or length) of this schedule is defined to be k i=1 x i . The problem MLWC seeks a coverage schedule of maximum life.
For the problem MWC, we present a polynomial time approximation scheme (PTAS), which can produce a (1 + ε)-approximate solution for any fixed ε > 0 in a polynomial (depending on ε) running time. For both CWC and MLWC, we give a randomized 2 O(log * n) -approximation algorithm respectively, where log * n is the iterated logarithm of n with base 2. In other words, log * n is the number of times the logarithm function must be iteratively applied to n before the result is less than or equal to 1. The iterated logarithm is a very slowly growing function: log * 2 = 1, log * 4 = 2, log * 16 = 3, log * 65536 = 4, log * 2 65536 = 5.
Thus, for practical instances of wireless networks, log * n is a small constant no more than 5.
Related Works: When all nodes have uniform coverage radii normalized to one, the problems MWC and CWC are also known as Minimum Unit-Disk Cover, and Min-Cost Unit-Disk Cover respectively. Both problems are NP-hard [14] and admit constant approximations. A series of successively improved approximation algorithms for Minimum Unit-Disk Cover were developed in [3, 4, 16, 5] , and the best one among them has an approximation bound 38 [5] . Subsequently, a series of successively improved constant-approximation algorithms for Min-Cost Unit-Disk Cover were also developed in [2, 13, 6, 21, 7] . Among them, the best one is a (4 + )-approximation algorithm, which was first presented in [21] , and re-discovered in [7] . The problem Minimum Geometric Hitting Set is a reverse of the disk cover. It is given a set of disks in the plane and a finite number of points and its objective is to seek the smallest of given points satisfying that each given disk contains at least one of these points. A PTAS for this problem was proposed by Mustafa and Ray [15] recently under certain non-degenerate assumptions. Another technically related problem is Minimum (Weighted) Dominating Set of disk-intersection graphs. Given a set of (weighted) disks of arbitrary radii, the problems seeks the fewest (cheapest) disks satisfying that each other disk has intersection with at least one of these disks. Gibson and Pirwani [9] gave a PTAS for the un-weighted variant under certain non-degenerate assumptions, and a randomized 2 O(log * n) -approximation for the weighted variant. Other less relevant variants of coverage problems have been studied in [1, 10, 11, 19, 20] . In addition to these algorithmic studies, the probabilistic aspects of wireless coverage have been studied in [12, 18] .
The rest of the paper is organized as follows. In Section 2, we present a PTAS for the problem MWC. In Section 3, we give a randomized 2 O(log * n) -approximation algorithm for the problem CWC. In Section 4, we explore the algorithmic relation between MLWC and CWC, and exploit this relation to develop a randomized 2 O(log * n) -approximation algorithm for the problem MLWC. We conclude our paper in Section 5.
MINIMUM WIRELESS COVER
In this section, we explore the geometric properties of wireless cover and exploit them to develop a PTAS for MWC. Suppose that each node in V has a unique ID for tie-breaking. A node v ∈ V is said to be redundant if there exists a node u ∈ V satisfying that either v only covers a proper subset of targets covered by u, or v covers the exactly the same set of targets but has a larger ID than u. Let V denote the set of non-redundant nodes in V . Clearly, V still contains a minimum cover. Let C be a cover contained in V . A set U ⊆ C is said to be a loose subset of C if there is a subset U of V such that |U | < |U | and (C \ U ) ∪ U is still a cover, and to be a tight subset of C otherwise. C is said to be k-tight if every subset U ⊆ C with |U | ≤ k is tight. Intuitively, a k-tight cover for sufficiently large k is close to the minimum cover in size. We will formerly prove such relation with the application of the following property of planar graphs established in [15] .
Lemma 2.1. There are two universal positive constants c and K such that for any planar bipartite graph G = (X, Y ; E) satisfying that |X| ≥ 2 and for every subset
Theorem 2.2. Let c and K be the two universal constants in Lemma 2.1. Then, for any k-tight cover C ⊆ V with k ≥ max {K, 2}, |C| ≤ 1 + c/ √ k opt, where opt is the size of a minimum cover. Theorem 2.2 suggests a local search algorithm for MWC, referred to as k-Local Search (k-LS), where k is a positive integer parameter at least two. It computes a ktight cover C ⊆ V in two phases:
• Preprocessing Phase: Compute the set V of nonredundant nodes in V , and then compute a cover C ⊆ V by the well-known greedy algorithm for Minimum Set Cover.
• Replacement Phase: While C is not k-tight, find a subset U of C with size at most k and a subset U of V with size at most |U | − 1 satisfying that (C \ U ) ∪ U is still a cover; replace C by (C \ U ) ∪ U . Finally, we output C.
By Theorem 2.2, the algorithm k-LS has an approximation ratio at most 1 + O 1/ √ k when k ≥ K. Its running time is dominated by the second phase. Let m = |V |. Then, the second phase consists of O (m) iterations. In each iteration, the search for the subset U and its replacement U takes at most
time. So, the total running time is
This means that the algorithm k-LS is a polynomialtime approximation scheme (PTAS). In the remaining of this section, we prove Theorem 2.2. We provide an overview on the proof before getting into details. Consider a minimum cover O contained in V . Let C = C \ O, O = O \ C, and T be the set of targets not covered by O ∩ C. Theorem 2.2 holds trivially if |C| = |O|. So, we assume that |C| > |O|. Then, |O | ≥ k, for otherwise, C wouldn't be k-tight. We shall construct a planar bipartite graph G on O ∪ C satisfying the following "locality condition": for each target t ∈ T , there are two adjacent nodes in G both of which cover t. Such locality condition implies that for any subset U of C with |U | ≤ k, |N G (U )| ≥ |U |. Then, by Lemma 2.1 we have
and hence Proof. We prove the lemma by contradiction. Assume the lemma is not true. Let ρ be the "fewest counter-example", in other words, D ρ contains the least number of degenerate quadruples. Suppose that the disk centered at u ∈ O ∪ C is involved in at least one quadruple. We show that we can change the radius of u to some value in [r (u) ,r(u)) such that the disk of u is not involved in any degenerate quadruple. Consider any triple disks D 1 , D 2 , D 3 which can potentially form a degenerate quadruple with some disk centered at u. Let v i be the center of D i for 1 ≤ i ≤ 3. For each circle which is either externally tangent to the triple or internally tangent to the triple, its center q must satisfy the equalities
So, q lies in a branch of a hyperbola with two foci v 1 and v 2 (which can be degenerated to the perpendicular bisector of v 1 v 2 ), and similarly, q also lies in a branch of a hyperbola with two foci v 1 and v 3 (which can be degenerated to the perpendicular bisector of v 1 v 3 ). Since these two branches may have at most 4 intersection points, q can take at most 4 positions. Thus, for a disk centered at u to form a degenerate quadruple with D 1 , D 2 , and D 3 , its radius can be of at most 4 values, each of which is referred to as a forbidden radius of u. As the number of triples of disks which can potentially form a degenerate quadruple with some disk centered at u is at most |O ∪C |−1 3 , the total number of forbidden radii of u is at most 4 |O ∪C |−1
3
. Now consider the radius function ρ on O ∪ C satisfying that ρ (u) takes some value in [r (u) ,r(u)) other than the forbidden radii of u, and ρ (v) = ρ (v) for each v = u. Then, ρ is still coverage-preserving but D ρ contains strictly fewer degenerate quadruples. This contradicts to the choice of ρ. Therefore, the lemma holds. Now, fix a coverage-preserving function ρ on O ∪ C such that D ρ contains no degenerate quadruple. For each node v ∈ O ∪ C , we use D v to denote the disk centered at v of radius ρ (v). The shifted distance (p, v) between a point p and a node v ∈ O ∪ C is defined to be
In other words, | (p, v)| is the Euclidean distance from p to the boundary of the disk D v , and (p, v) is positive (respectively, negative) if p is outside (respectively, inside) D v . Clearly, for each point p and any two nodes
is referred to the cell of v,and is denoted by cell(v). It's obvious that v ∈ cell(v), and if a point p ∈ cell(v) then the whole line segment vp is contained in cell(v). In addition, the boundary of each cell is a concatenation of hyperbola curves and/or lines.
The cells of all nodes in O ∪ C induce a decomposition of the plane, which is known as the weighted Voronoi diagram. The dual of the weighted Voronoi diagram is a graph on O ∪ C in which two nodes are adjacent if and only if their cells share a common point. Since D ρ contains no degenerate quadruple, the argument in [9] can be used to show that the dual is a planar graph. Let G be the graph obtained from the dual by removing all edges between two nodes in O and all edges between two nodes in C . Then, G is planar. In the next, we show that G satisfies the locality condition: For each target t ∈ T , there are two adjacent nodes in G both of which cover t. We consider two cases:
Case 1: t ∈ cell(u) for some u ∈ O . Then, u must cover t as t is covered by O . Let v be a node in C which has the smallest shifted distance from t. Then, v must also cover t, as t is covered by C . If u and v are adjacent, then the locality condition holds trivially. So, we assume that u and v are nonadjacent. Then t / ∈ cell(v). We walk from t to v along the straight line segment tv. During this walk, we may cross some cells, and at some point before reaching v we will enter cell(v) the first time. Let x be the point at which we first enter cell(v). We must enter this cell from another cell, and we assume the cell is cell(w). Then, (t, w) ≤ (t, v) as
We further claim that (t, w) < (t, v). Indeed, assume to the contrary that (t, w) = (t, v). Then, we must have tw = tx + xw , in other words, w lies in the ray tv.
This implies that one of v and w is redundant, which is a contradiction. Therefore, our claim is true. By the choice of v, w ∈ O and w is adjacent to v. In addition, w covers t since (t, w) < (t, v) and v covers t. Thus, the locality condition is satisfied. Case 2: t ∈ cell(u) for some u ∈ C . The proof is the same as in Case 1 is thus omitted.
This completes the proof of Theorem 2.2.
CHEAPEST WIRELESS COVER
In this section, we develop a randomized approximation algorithms for the problem CWC. It first solves a fractional relaxation of CWC, and then round the fractional solution to the integer solution by some randomized algorithm.
The problem CWC can be formulated as the following integer linear program (ILP):
where V (t) is the set of nodes in V covering t. Its fractional relaxation is the following fractional linear program (FLP):
Our randomized algorithm for CWC, referred to as Randomized Cheap Cover (RCC), consists of two phases. In the first phase, we compute an optimal solution x = {x (v) : v ∈ V } to the FLP. In the second phase, we construct a cover from x. We first create a set C 0 of nodes as follows: for each node v, we add 2n · x (v) copies of v to C 0 where n is the cardinality of V ; each copy of v inherits its price and coverage range. It is easy to verify that each target t ∈ T is is covered by at least n nodes in C 0 , and the total price of C 0 is at most 2n times opt * , where opt * is the value of the FLP. Then, we will randomly construct a sequence
satisfying that for each 1 ≤ i ≤ log * n: (1) each target t ∈ T is covered by at least log (i) n disks in C i , where log (0) n = n and log (j) n = log log (j−1) n for j ≥ 1, and (2) each node v ∈ C i−1 remains in C i with a probability at most η log (i) n log (i−1) n for some positive constant η. Repeat this random construction independently for log n times, take the C log * n of least cost among the log n ones, remove the redundant nodes from this C log * n , and the rest nodes in C log * n is the final solution.
The construction of the above sequences utilizes a uniform sampling process (USP), which is elaborated below. Consider a subset C of nodes. For any point p in the plane, we use C (p) to denote the set of the nodes in C covering p. We define an equivalent relation ≡ C among the points in the plane: for any two points p and q, p ≡ C q if and only if C (p) = C (q). For any subset S of points, the set of equivalent classes of S under the equivalent relation ≡ C is denoted by S/C. Clearly, for each equivalent class S in S/C and each node v ∈ C, either all the points in S are covered by v, or none of the points in S is covered by v; in the former case, S is said to be covered by v. We define a smallest-last ordering of a subset C ⊆ C 0 with respect to a subset S of points as follows. Let m = |C| and initialize C to C. For i = m down to 1, let v i be a node in C which covers the least number of equivalent classes in S/C and remove v i from C . Then, the ordering v 1 , v 2 , · · · , v m is referred to as a smallest-last ordering of C with respect to S. Now consider a subset C ⊆ C 0 satisfying that each target in T is covered by at least k nodes in C. The USP produces a subset C of C satisfying that (1) each target in T is covered by at least log k nodes in C , and (2) each node in C is kept in C with probability at most O k log k . It runs as follows. Initially, C is set to the empty set. For each i = 1 to log |T | , we compute the set T i of targets t ∈ T satisfying that k2 i−1 ≤ |C (t)| < k2 i , and a smallest last ordering v 1 , v 2 , · · · , v m of C \ C with respect to T i . Then, for each j = 1 to m, if some target t ∈ T i is covered by at most log k − 1 nodes in C ∪ C \ (C ∪ (v j )), then v j is added to C surely; otherwise, v j is added to C with probability min 64 log L iL , 1 . Finally, we output C . The correctness of USP is a consequence of the following geometric lemma. To construct the sequence C 1 , C 2 , · · · , C log * n , we sequentially construct C i for i = 1 to log * n by applying USP to C i−1 with k = log (i−1) n. The next theorem gives the approximation ratio of the algorithm RCC.
Theorem 3.2. With high probability, the approximation ratio of the algorithm RCC is at most 2 O(log * n) .
The proof of the above theorem is very similar to the proof of Theorem 2 in [9] and is thus omitted.
MAX-LIFE WIRELESS COVERAGE
In this section, we develop approximation algorithms for the problem MLWC. Our algorithms exploit the intrinsic relation between CWC and MLWC.
The problem MLWC can be formulated as the following linear program (LP):
This LP has |V | constraints (excluding the trivial constraints x C ≥ 0, ∀C ∈ C), and consequently there always exists an optimal solution using at most n wireless covers. However, since the number of variables |C| is prohibitively large (exponential in the number of nodes), standard LP solvers are not practical for solving this packing LP. We refer to the LP in equation (3) as the primal LP. The dual to this primal LP associates a price y(u) for each node u ∈ V :
The above LP is referred to as dual LP, and the minimization problem defined by this dual LP is referred to as the dual of MLWC, which can be interpreted as follows. For any price function y ∈ R V + , let
Then, α(y) is the total price of a cheapest wireless cover in C with respect to y, and β (y) is the total coverage cost with respect to y. Thus, the dual of MLWC is equivalent to finding a price function y ∈ R V + such that β(y) is minimized subject to α(y) ≥ 1. Let opt be the life of a max-life coverage schedule. Then, we have the following relation. Proof. We begins with the first part. The first part holds trivially if α (y) = 0. So, we assume that α (y) > 0. Let y = y α(y) . Then, y is a feasible solution of the dual LP. Hence
opt . Next, we prove the second part. Suppose y is an optimal solution to dual LP. Then, α (y) = 1 for otherwise, we can scale y down strictly to get a better solution, which causes contradiction. Thus, opt = β (y) . For such y, we have α (y) = β(y) opt .
We leverage the ellipsoid method for exponential-sized linear program (LP) with an (approximate) separation oracle to establish an approximation-preserving reduction from MLWC to CWC. Proof. Let A be a μ-approximation algorithm for MCC. We run the ellipsoid algorithm on the dual LP using the algorithm A as the approximate separation oracle. More precisely, let S (L) denote the set of y ∈ R V + satisfying that
We use binary search to find the smallest value of L for which S (L) is non-empty. The separation oracle acts as follows: First, it checks the inequality u∈V b (u) y (u) ≤ L. Next, it runs the algorithm A to compute a wireless cover C ∈ C, using y as the price function. If C has power cost less than one, then we know that y / ∈ S (L), and C gives us a separating hyperplane. If C has power cost at least one, then we accept y ∈ S (L). Of course, since A is just an approximation algorithm, the above conclusion might be incorrect, and S (L) might actually be empty. However, since the approximation factor of A is at most μ, we know that in this case, μ · y ∈ S (μ · L). Therefore, if L * is the minimum value of L for which the algorithm decides S (L) is non-empty, then we know that S (L * − ε) is empty (where ε depends on the precision of the algorithm), and S (μL * ) is nonempty. Therefore, the value of the dual LP, and hence, the value of the primal LP, is between L * and μL * . The above algorithm computes the approximate value of the primal LP. Next, we describe how to compute the actual approximate solution. Now, let C denote the subset of wireless covers in C corresponding to the separating hyper-planes found by the above separation oracle while running the ellipsoid algorithm on S (L * − ε). Then, C is of polynomial cardinality. Consider the restricted dual LP:
Its value is also at least L * . So, we solve the following restricted primal LP of polynomial size, which is the dual of the restricted dual LP:
The optimal solution of this restricted LP has value at least L * , which is a μ-approximation to the original primal LP.
Theorem 4.2 together with Theorem immediately implies that there is a randomized 2
O(log * n) -approximation algorithm for MLWC. However, this approximation algorithm is of theoretical interest only, as the ellipsoid method with the approximation separation oracles is practically quite infeasible [17] . Subsequently, we develop a practically feasible approximation algorithm called Price-Directive Algorithm (PDA), which is adapted from the algorithm in [8] for fractional maximum multi-commodity flows.
The basic idea of the algorithm PDA is that by setting the prices of the nodes with short residue life relatively higher, the nodes with short residue life are protected from dying quickly while the nodes with long residue life are enforced to contribute more service. The algorithm utilizes a μ-approximation algorithm A for CWC. A constant parameter ε ∈ (0, 1) is also part of the input, and the output solution has an approximation bound of at most (1 + ε) μ. The algorithm maintains the following variables:
• S: the set of chosen wireless covers;
• x C for each C ∈ S: the duration of C;
• z ∈ R V + : the age percentage vector defined by
• φ = max u∈V z (u): the maximum age percentage;
• y ∈ R V + : the price vector; • β: the total coverage cost u∈V b (u) y (u). Initially, S is empty and the price y (u) of each node u is the reverse of its life b (u). Accordingly, both z and φ are initialized to zero, and β is initialized to n accordingly. Each iteration first computes a wireless cover C ∈ S using an algorithm A together with the current price vector y. A node v is said to be a bottleneck if b (v) is the smallest among all nodes. Let v be the bottleneck node and set t = b (v). The duration x C of C is increased by t, and both z and φ are updated accordingly. After that, the price vector y is reset properly and the variable β is updated accordingly. The stopping rule is that 0 < φ ≤ 1+ε ε ln β n . Finally, each x C for C ∈ S is scaled down by a factor of φ to obtain a feasible solution. The outline of the algorithm is described in Table 1 .
Price-Directive Algorithm
The next theorem gives both the running time and approximation ratio of the algorithm PDA. Lemma 4.4. ∀ε > 0 and 0 ≤ t ≤ 1, t ≤ log 1+ε (1 + εt).
Let S 0 , z 0 , φ 0 , y 0 and β 0 be the initial values of S, z, φ, y and β respectively. For each j ≥ 1, let S j , z j , φ j , y j and β j be the values of S, z, φ, y and β respectively at the end of the j-th iteration. In addition, for each j ≥ 1, let
We first claim that
Indeed, for each j ≥ 1 and each u ∈ V , by Lemma 4.4,
,
. Hence, the claim holds. Now, let K = n (1+ε) ln n (1+ε) ln(1+ε)−ε and we prove that the number of iterations is at most K. Assume to the contrary that the number of iterations is greater than K. Then, at least one node v appears as a bottleneck node in at least K/n iterations among the first K iterations. For such node v, y (v) is increased by a factor of 1 + ε at the end of each iteration when v is a bottleneck node. Therefore,
Hence,
By the stopping rule, the number of iterations is at most K, which is a contradiction. From now on, we assume that the number of iterations is k. It's easy to prove by induction on j that by the end of the j-th iteration for 1 ≤ j ≤ k, for each node u ∈ V ,
In other words, z j (u) is indeed the age percentage of u by the end of the j-th iteration. Therefore, the scaling by a factor φ k in the scaling phase results in a feasible solution.
Next, we show that the approximation bound of the output solution is (1 + ε). For each 1 ≤ j ≤ k, let t j be the value of t computed in the j-th iteration. Then, by the end of the j-th iteration for 1 ≤ j ≤ k, we have
So, the life of the output solution is
Let opt be the life of an optimal solution. We claim that for each 1 ≤ j ≤ k,
Indeed, let C j be the cover computed in the j-th iteration. By Lemma 4.1, where the second inequality follows from the stopping rule.
DISCUSSIONS
In this paper, we have developed a PTAS for MWC, and two randomized 2 O(log * n) -approximation algorithms for CWC and MLWC respectively. Our PTAS holds for any instances of MWC, without any non-degenerate assumptions on the positions of the nodes and targets. This is a contrast to the PTAS for Minimum Geometric Hitting Set by Mustafa and Ray [15] , and the PTAS for Minimum Dominating Set of diskintersection graphs by Gibson and Pirwani [9] . We believe that scaling technique developed in Lemma 2.3 may also be applied to remove the non-degenerate assumptions by these two PTAS's.
While this paper assumes the two-dimensional deployment region, we believe that all the results can be extended to wireless networks deployed in a 3-dimensional space. One major open problem is whether there exists a fully polynomial-time approximation scheme (FP-TAS) for the problem MWC, and also the related problems Minimum Geometric Hitting Set, and Minimum Dominating Set of disk-intersection graphs.
