Effect of N-Gram on Document Classification on the Naïve Bayes Classifier Algorithm by Khoirunnisa, Fitria et al.
Sriwijaya Journal of Informatic and Applications    
Vol. 01, No. 01, August 2020, pp. 26-33 
ISSN xxxx-xxxx, DOI:xxxxx  26 
         http://sjia.ejournal.unsri.ac.id        sjia@unsri.ac.id  
Effect of N-Gram on Document Classification on the Naïve 
Bayes Classifier Algorithm 
Fitria Khoirunnisa a,1, Novi Yusliani, M.T. b,2, Desty Rodiah, M.T. c,3 
a Research Bachelor, b,cLecturer, Department Informatics Engineering, Faculty of Computer Science, Sriwijaya 
University,  
Jalan Raya Palembang-Prabumulih KM.32 Indralaya, Kabupaten Ogan Ilir and 30662, Indonesia 
1 fitriakhoirunnisa120897@gmail.com; 2 noviyusliani@gmail.com; 3 destyrodiah@gmail.com 
 
1. Introduction  
News has become a major need for everyone. This is because the news can produce the 
information that everyone needs. With the news, information about facts or is happening can be 
known. News is a form of reports about an event that is happening recently or the latest information 
from an event [1]. News can be distributed in the form of printed mass media such as newspapers, 
tabloids, newsletters, magazines, bulletins, and books. Electronic mass media such as radio, 
television and film. As well as online media, internet websites that contain actual information like 
print media. 
The means of spreading the news have now been growing very rapidly, making the amount of 
information disseminated increased. Then the amount of information that is managed more and more 
and will make word management classified as not small. Thus, word management needed in 
categorizing news needs to know the essence of the document content. The process used in 
categorizing unstructured documents is the classification process of documents using the Naïve 
Bayes Classifier algorithm [2]. 
Naïve Bayes Classifier Algorithm is an algorithm used in text mining research. The Naïve Bayes 
Classifier algorithm is a classification method based on probability and the Bayesian theorem. The 
classification stage is determined based on the category value of a document that is the term that 
appears in the classified document [3]. 
One of the advantages of the Naïve Bayes Classifier algorithm compared to other algorithms [4] 
is to find out the category of a document by measuring the similarity of related documents through 
the process of recognizing text and documents. The Naïve Bayes Classifier algorithm is a statistical 
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classification that can predict the probability of a class and a high degree of accuracy. Naïve Bayes 
Classifier algorithm can improve the results of classification accuracy and eliminate noise by 
choosing the right type of features and in accordance [5]. One of the right models in managing data 
in the form of text in data mining and word processing [6] to generate features is N-Gram [7]. 
N-Gram is a probabilistic model that can be used to generate characters and words and predict the 
next word in a particular word order. In character generation, N-Gram consists of substrings along 
the n characters of a string. N-Gram is used to take n-character fragments of a number of words that 
are continuously read from the source text to the end of the document [7]. The greater the nth value 
of a word is inversely proportional to the number of exit frequencies obtained, i.e. the smaller or less 
frequent exit. The use of the Bi-Gram and Tri-Gram models for language models is still possible, 
because the results of the number of frequency exits in the N-Gram term are still quite large and the 
data is still valid if it is processed further [7]. 
Research that applies the N-Gram process is [8] The N-Gram used is Uni-Gram, which is used in 
classifying sentiments for film reviews using various machine learning techniques, where the results 
of this study indicate that the N-Gram method as an approach to feature extraction. Where the results 
of the classification with Uni-Gram in this study resulted in an accuracy of 82.9%. Future studies 
applying word predictions to help speed up the typing process by applying N-Gram [7]. The results 
of this study indicate that N-Gram as a basic method in the prediction process is very helpful in 
sorting words. So that the prediction process becomes more effective, able to produce effective 
predictions above 20% of the total predictions that occur. Based on the results of this description, 
this study will examine the effect of N-Gram on the accuracy of the classification results of 
documents using the Naïve Bayes Classifier algorithm. 
2. Literature Study / Hypotheses Development 
In this section contains the theoretical foundation and some research that has been done by 
previous researchers. This was made to strengthen the reasoning and rationality of the involvement 
of a number of variables in this study. It also functions as a scientific opinion that is integrated with 
the results of a literature review to build a researcher's mindset in relation to the problem being 
studied. 
Research conducted by [5] said the Naïve Bayes Classifier algorithm can be improved 
classification accuracy for sentiment analysis by selecting the right type of features and eliminating 
noise by selecting the appropriate features. Where the research results show, the accuracy of the 
IMDB popular movie review dataset reached 88.80%. The selection of the right model can be 
generalized to a number of text categorization problems to increase speed and accuracy. 
Research conducted by [7] implements N-Gram as the basic method of predictive processes for 
word prediction. The process begins by breaking down word by word and grouping them according 
to language models. Then, the scoring process is carried out to determine which words are suitable 
for the word prediction choice. The test results show that the N-Gram method as a basic method in 
the prediction process is very helpful in sorting words, so the prediction process becomes more 
effective, capable of producing effective predictions above 20% of the total predictions that occur. 
Keystroke saving that can be generated can reach 50% depending on the training data used. Apart 
from the N-Gram method itself, setting the weights for each word score also greatly influences the 
word prediction process. 
Research conducted by [8] implements N-Gram as an approach to extracting features, namely 
Uni-Gram, Uni-Gram with Bi-Gram, Uni-Gram with Part of Speech (POS). , Adjective and N-Gram 
with position. This study classifies sentiments for film reviews using a variety of machine learning 
techniques. The machine learning techniques used are Naïve Bayes Classifier, Maximum Entropy, 
and Support Vector Machines (SVM). The results of this study found that Support Vector Machines 
(SVM) became the best method when combined with Uni-Gram with an accuracy of 82.9%. 
Research conducted by [9] implements a language detection system in multi-language documents 
using N-Gram. The language variations used in his research are Indonesian and English. His research 
applies an approach in language detection using N-Gram. By determining the type of language 
automatically from a text or document based on certain criteria. Language detection aims to classify 
the language of a document based on training conducted using a collection of documents or corpus. 
Language detection is done as an initial filter on the corpus, so that it can produce quality data input. 
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His research uses 25 Indonesian languages and 25 languages English. The results of the study showed 
a very good performance in detecting language from documents with an average F-measure of 0.93. 
3. Methodology 
Text mining is a theory about processing large collections of documents that exist from time to 
time using several analyses [10]. Research in the field of text mining is handling problems related to 
the classification of documents. A document can be grouped into certain categories based on words 
or sentences in the document. Words or sentences in a document have a specific meaning and can be 
used to determine the category of a document. 
The purpose of text processing is to know and extract useful information from data sources by 
identifying and exploring interesting patterns in the case of text mining. The data source used is a 
collection of documents that are not structured and obtained manually by downloading Indonesian 
text documents in text format (*.txt) on the sites http://news.kompas.com and 
http://www.republika.co .id. 
Data in the form of text that will go through the training process and testing with the same process, 
namely through the process of text preprocessing, N-Gram, term frequency and Naïve Bayes 
Classifier algorithm in the classification of documents, all stages are illustrated in Figure 1 and Figure 
2. 
 
            
     Fig. 1. Software Process Stages Diagram with N-Gram              Fig. 2. Software Process Stages Diagram without N-Gram 
 
a. Text Preprocessing 
Before determining the features that are represented, extraction stages are needed to be carried 
out in general on the document, namely case folding, tokenizing, filtering and stemming. In this 
research the case folding process will change all the letters in the document into lowercase letters. 
Furthermore, the sentence will be broken up into pieces of words or known as tokenizing and through 
a filtering process that functions to take important words from the results of tokenizing. The last step 
is stemming the process of reducing words to basic forms after filtering, where the algorithm used is 
the Nazief and Andriani algorithm for Indonesian stemming. 
b. N-Gram Model 
After the text preprocessing is done, that is case folding, tokenizing, filtering and stemming, then 
the process of generating features. This stage aims to take the number n characters pieces from a 
word. Where the N-Gram stage is formed based on the frequency of the N-Gram that appears in the 
document. For each N-Gram raised, it will be recorded in a table. If the N-Gram has already appeared 
in the document, then the frequency for the N-Gram will be added by one, if not then the N-Gram 
will be added to the table with the number of occurrences of one. The number of N-Grams in a word 
is calculated by (1): 
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 𝑁𝑔𝑟𝑎𝑚𝑠𝑘 = 𝑋 − (𝑁 − 1)                                              (1) 
Where to: 
1.  is a lot of N-Gram in a k word, 
2.  is the number of letters in a word k, and 
3.  is the type of N-Gram used, unigram, bigram, trigram, and so on. 
The N-Gram model is distinguished based on the number of character chunks of n. To help in 
taking the pieces of words in the form of letter characters, padding is done with blanks at the 
beginning and end of a word. 
c. Naïve Bayes Classifier Algorithm 
The classification algorithm using probability and statistical methods proposed by the English 
scientist Thomas Bayes, which predicts future opportunities based on experience in the past so that 
it is known as the Bayes Theorem [11]. The basis of the Naive Bayes Classifier theorem used in this 
study is the following Bayes formula (2): 
(𝐴|𝐵) = ((𝐴|𝐵) ∗ (𝐴))/(𝐵)            (2) 
The probability of event A as B is determined from opportunity B when A, opportunity A, and 
opportunity B. In its application (2) becomes (3):                              
(𝐶𝑖|𝐷) = ((𝐷|𝐶𝑖) ∗ (𝐶𝑖))/(𝐷)                        (3) 
The Naive Bayes Classifier algorithm is a simplified model of the Bayes algorithm that is suitable 
for classifying text or documents. Equation (4) is:                                   
   𝑉𝑀𝐴𝑃 = arg max (𝑣𝑗|𝑎1,2,….,𝑎𝑛)                              (4) 
Based on (4), the Bayes formula can be written into (5) where: 
       𝑉𝑀𝐴𝑃 =
arg max
𝑣𝑗  ∈ 𝑉
𝑃(𝑎1,𝑎2 …𝑎𝑛|𝑣𝑗)𝑃(𝑣𝑗)
𝑃(𝑎1,𝑎2 …𝑎𝑛)
                           (5) 
 in (5) is a constant number, so it can be removed into (6) where: 
                           𝑉𝑀𝐴𝑃 =
arg max
𝑣𝑗  ∈ 𝑉
𝑃(𝑎1, 𝑎2  … 𝑎𝑛|𝑣𝑗)𝑃(𝑣𝑗)            (6) 
Because  in (6) it is difficult to calculate, it will be assumed that each word in 
the document has no connection, so the equation becomes: 
              𝑉𝑀𝐴𝑃 =
arg max
𝑣𝑗  ∈ 𝑉
𝑃(𝑣𝑗) ∏ 𝑃(𝑎𝑖|𝑣𝑗)𝑖            (7) 
If (7) is broken, then there are two more equations namely, (8) and (9) where: 
  𝑃(𝑣𝑗) =  
|docs𝑗| 
|𝑒𝑥𝑎𝑚𝑝𝑙𝑒𝑠|
    (8) 
                                                     𝑃(𝑤𝑘|𝑣𝑗) =  
nk + 1
𝑛+|𝑣𝑜𝑐𝑎𝑏𝑢𝑙𝑎𝑟𝑦|
                                     (9) 
 
Where to:  
1. ( ) is the probability of each document for a set of documents, 
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2. ( | ) is the probability of the word  appearing in a document with the class category 
, 
3. |𝑑𝑜𝑐𝑠| is the document frequency in each category, 
4. |examples| is the number of documents available, and 
5.  is the k-word frequency in each vocabulary category is the number of words in the test 
document. 
d. Classification with Naïve Bayes Classifier algorithm 
The classification process stage with the Naïve Bayes Classifier is a stage for grouping documents 
that have been previously processed at the text preprocessing stage. Classification with the Naïve 
Bayes Classifier algorithm will go through the term frequency (tf) stage to calculate the frequency 
of occurrence of a term in the document, before the classification stage. Calculation of the term 
frequency (tf) produced will be recorded in a table. After that, the classification process is performed 
using the Naïve Bayes Classifier algorithm. 
e. Classification with Naïve Bayes Classifier and N-Gram algorithm 
The classification process stage with the Naïve Bayes Classifier algorithm is a stage for 
classifying documents that have been processed previously at the N-Gram stage. Classification with 
Naïve Bayes Classifier algorithm will go through stages using N-Gram. And then the classification 
process will be carried out with the Naïve Bayes Classifier algorithm. 
In the initial testing phase of the study, the text data will first be classified through the term 
frequency (tf) using the Naïve Bayes Classifier algorithm. This stage aims to obtain classification 
results without applying the N-Gram process. The next process is the classification of text data by 
applying the N-Gram process that has been trained in advance, the results of the classification of the 
two tests will be compared. The test data was performed using the k-fold cross validation method 
with a k value of 10 fold, which means the experiment was carried out 10 times. This test aims to 
test the stability of accuracy if tested with training data and different test data. Then the classifier 
performance results from some test data will be summarized in the system evaluation table to 
calculate the accuracy of the classification results. 
4. Results and Discussion 
This research examines software using data in the form of online news documents in Indonesian. 
The document consists of five categories of online news, namely health news, political news, 
economic news, technology news, and sports news. Each category consists of 60 pieces of text type 
text documents (*.txt). 
The experiments were carried out using the K-Fold Cross Validation method for data sharing. 
Each fold, testing the selected testing data, uses the Naïve Bayes Classifier algorithm without using 
N-Gram modelling and the Naïve Bayes Classifier algorithm using N-Gram modelling. 
The testing process is carried out in accordance with the architecture of the software system. 
Where is the Naïve Bayes Classifier algorithm testing process without using N-Gram modelling, 
through data sharing using the K-Fold Cross Validation stage. Data processing using the text 
preprocessing process, term weighting is done with the term frequency, the formation of probabilistic 
models with prior formulas and the document classification process using the Naïve Bayes Classifier 
algorithm. 
While the document testing process is on the Naïve Bayes Classifier algorithm using N-Gram 
modelling, through data sharing using the K-Fold Cross Validation stage. Data processing using the 
text preprocessing process, the data will be done in the process of generating features using N-Gram 
modelling, character weighting is done with term frequency, the formation of probabilistic models 
with prior formulas and the process of document classification using the Naïve Bayes Classifier 
algorithm. After the system classification results are obtained, the classification results will be 
evaluated using accuracy calculations. Table 1 below is the result of classification on the system 
using the Naïve Bayes Classifier algorithm without using N-Gram modelling and document 
classification with the Naïve Bayes Classifier algorithm using N-Gram modelling on the 1st fold 
consisting of 30 data testing. 
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1 149 Politik Politik True Ekonomi Kesehatan False 
1 210 Teknologi Teknologi True Kesehatan Kesehatan True 
1 169 Politik Politik True Ekonomi Kesehatan False 
… … … … … … … … 
1 7 Kesehatan Kesehatan True Olahraga Kesehatan False 
 
Furthermore, the process of calculating the percentage of accuracy shown in table 2 is the result 
of classification testing data using the Naïve Bayes Classifier algorithm without using N-Gram 
modelling and document classification with the Naïve Bayes Classifier algorithm using N-Gram 
modelling for each fold. 
Table 2.  Evaluation Table in the K-Fold Cross Validation Experiment 
Fold To- 
Naïve Bayes Classifier Naïve Bayes Classifier and N-Gram 
Percentage of Accuracy Percentage of Accuracy 
Fold 1 83,3% 26,7% 
Fold 2 83,3% 36,7% 
Fold 3 93,3% 36,7% 
Fold 4 73,3% 26,7% 
Fold 5 96,6% 36,7% 
Fold 6 80,0% 33,3% 
Fold 7 83,3% 26,7% 
Fold 8 80,0% 33,3% 
Fold 9 93,3% 33,3% 
Fold 10 83,3% 36,7% 
Average 84,97% 32,68% 
 
The percentage of the calculation results of the accuracy of the results of the classification of 
documents with Naïve Bayes Classifier algorithm without using N-Gram modelling and document 
classification with Naïve Bayes Classifier algorithm using N-Gram modelling. 
Table 3.  Comparison of Document Classification Test Results 
Algorithm Percentage of Accuracy 
Naïve Bayes Classifier 84,97% 
Naïve Bayes Classifier + N-Gram 32,68% 
 
Analysis of the results of the study explained the comparison of the results of the document 
classification test with the Naïve Bayes Classifier algorithm without using N-Gram modelling and 
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document classification with the Naïve Bayes Classifier algorithm using N-Gram modelling, which 
is shown in Figure 3 of the system classification comparison graph. 
 
 
Fig. 1.  Comparison of Document Classification Test Results 
Figure 3 shows that the document classification results on the Naïve Bayes Classifier algorithm 
using N-Gram modelling results in lower accuracy, when compared to document classification with 
the Naïve Bayes Classifier algorithm without using N-Gram modelling. This shows that the use of 
the N-Gram model can affect the classification results in online news documents. The effect is 
because the system can be more accurate in classifying using words than the characters produced 
from the N-Gram modelling process. 
 The difference in the way of work produced between the two classification processes is in the 
classification process using the N-Gram model that is the result of the preprocessing text process that 
is produced in the form of terms broken down in the form of Bi-Gram. The number of characters 
generated requires sufficient space to accommodate the characters from the N-Gram solving process 
in the training data. That makes the number of features that result from solving N-Gram unique or 
dominant to other categories. So, the opportunities generated from the term frequency are so poor to 
be applied to the Naïve Bayes Classifier algorithm process. 
The time generated in the classification process using N-Gram modelling is much longer 
compared to without using N-Gram modelling. The process of breaking the term into characters will 
influence the timing of the document classification process. Overall classification results of the two 
classification processes using the Naïve Bayes Classifier algorithm are still relatively low. This is 
because the process of training data in the formation of probabilistic model data affects the results of 
classification. 
5. Conclusion 
Based on the research results described above, there are some conclusions, namely the N-Gram 
modelling process can give effect to the results of the classification of online news documents by 
using the Naïve Bayes Classifier algorithm, where the accuracy is 32.68% and the accuracy results 
without using N-Gram modelling namely 84.97% and in this study, the effect of the N-Gram 
modelling process on the results of the classification of online news documents lies in the documents 
of health category. The number of characters generated from the N-Gram modelling process is 
dominant towards the health category. 
This research is expected to be able to apply other methods of text mining in document 
categorization in addition to applying the Naïve Bayes Classifier algorithm in combination with N-
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Gram modelling and applying methods that can determine the position of characters in a term in the 
classification process in N-Gram modelling. 
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