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Abstract – We demonstrate how the reciprocating heat cycle of a quantum Otto engine (QOE)
can be implemented using a single ion and an always-on thermal environment. The internal degree
of freedom of the ion is chosen as the working fluid, while the motional degree of freedom can
be used as the cold bath. We show, that by adiabatically changing the local magnetic field, the
work efficiency can be asymptotically made unity. We propose a projective measurement of the
internal state of the ion that mimics the release of heat into the cold bath during the engine cycle.
In our proposal, the coupling to the hot and the cold baths need not be switched off and on in
an alternate fashion during the engine cycle, unlike other existing proposals of QOE. This renders
the proposal experimentally feasible using the available tapped-ion engineering technology.
Introduction. – Quantum heat engines (QHE) have
recently attracted great interest since it was originally pro-
posed in [1]. These engines employ a quantum system as
the working substance and like their classical counterparts,
are expected to run cyclically between two heat baths. It
absorbs (QH) heat from the hot bath, performs certain
mechanical workW , and rejects heat QL to the cold bath.
While a classical Carnot engine cannot extract work when
the temperatures of the two baths become equal (pertain-
ing to a single bath), it is shown to be possible using the
quantum property of the working substance. Scully and
his coworkers have shown that it is possible to extract
work from a single bath using quantum coherence [2,3] or
quantum negentropy [4], with certain unique features of
the QHE, when compared to their classical counterparts.
It is not even necessary to maintain the thermal equilib-
rium of the quantum baths [5] to extract work using a
QHE.
Several proposals for implementing quantum heat en-
gines have been made using spin systems [5–9], harmonic
oscillators [5,8,10], and multi-level systems [11–14]. In [6],
an ensemble of non-interacting two-level systems, driven
by a local external field and subject to frictional force,
is coupled to the baths for finite time and the optimized
time-scale of engine operation has been derived. In [15,16],
the interacting spins have been considered and the adia-
batic processes have been performed by changing the local
magnetic fields that drive the spins. Correspondence of
the efficiency of such coupled-spin system to the entangle-
ment has been studied for Heisenberg interaction [17–19]
and Dzyaloshinski-Moriya interaction [20]. Comparisons
between quantum versions of Carnot engine and Otto en-
gine have been studied in [21] for a two-level system as
well as for harmonic oscillators. It is further shown [22]
that photons in an optical cavity can also be used as a
working substance for a QHE in which a coherent cluster
of atoms serves the role of ‘fuel’ through their superradi-
ance. However, in all these proposals, the system under-
goes a heat cycle, during which it interacts with a hot bath
and a cold bath (both modelled as a classical system) in
an alternative fashion. It is assumed that one can switch
off the interaction with the bath during a certain stage
of the heat-cycle, the so-called reciprocating cycle. For a
quantum system, however, such an interaction is always
on [23, 24] and it is experimentally challenging to turn it
off or on during the heat cycle. Dynamical decoupling
from the bath by applying a certain pulse sequences [25]
to the system may serve the purpose. But, such a techno-
logical requirement can be overwhelming so as to mimic
the classical heat cycle in a quantum system.
In this paper, we propose an experimentally feasible
model of a single-ion QHE, that works like a reciprocat-
ing heat cycle, but maintaining the always-on interaction
with the bath, like in the continuous heat cycles [23, 24].
The electronic degree of freedom of the ion is chosen as
the working substance S, while its vibrational degree of
freedom plays the role of the cold bath, that also interacts
with the ion throughout the entire cycle. The thermal en-
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vironment here acts as the hot bath. We show that while
the hot bath thermalizes the state of S, the heat transfer
to the ‘cold bath’ can be achieved by a projective measure-
ment of the states of S. We emphasize that the fact that
the interaction with the baths is never switched off during
the entire cycle, makes our model feasible in experiments.
We show that the efficiency of this engine can be made
close to unity by manipulating a local magnetic field (that
works as a “piston”) applied to the ion. Note that the pro-
posal of implementing QHE using a single ion exists [26],
in which the frequency of the linear Paul trap is changed
during the isentropic processes of the heat engine, while
during isochoric processes, the system is weakly coupled
to the hot or cold bath to achieve the thermal equilibrium
at the bath temperature. This model clearly requires al-
ternative coupling to the baths. This proposal has been
implemented using 40Ca+ ion with an efficiency 1.9% at
the maximum power limit [27]. On the contrary, in our
model, one only requires to change the driving magnetic
field adiabatically and a projective measurement of the
electronic states, both of which can be routinely achieved
in a trapped-ion set up [28].
The paper is organized as follows. In Sec. II, we discuss
the QHE model based on a single trapped ion. We present
all the relevant Hamiltonians and the achievable efficiency
in this QHE. In Sec. III, we describe all the required
stages of the heat cycles. We also present the conditions
that are relevant to successfully implement these stages.
We conclude the paper in Sec. IV.
Model. – In this paper, we focus on implementing a
quantumOtto engine (QOE). A QOE cycle consists of four
stages: a) In ignition stroke (an isochoric process) the sys-
tem S gets thermalized by absorbing QH heat from a hot
bath at a temperature TH . b) In the next stroke (the ‘ex-
pansion’ stroke), the system undergoes an adiabatic pro-
cess, thereby maintaining the thermal equilibrium, such
that any kind of exchange of heat with the bath is inhib-
ited. During this process, an external work W is done by
the system amounting to an adiabatic change of a local
driving field (the ‘piston’). c) In the following stroke, the
‘exhaust’ stroke (an isochoric process), the system releases
QL energy to a cold bath. d) In the last stroke (the ‘com-
pression’ stroke), the system initializes itself through an
adiabatic evolution, that also initializes the local driving
field. In the following, we will describe how to implement
all these strokes using a trapped ion.
A single trapped ion in Lamb-Dicke limit can be consid-
ered as a two-qubit coupled system [see Fig. 1], in which
the ion is confined in its two lowest lying internal states |g〉
and |e〉 (represented by the relevant Pauli matrices σx,y,z)
and the lowest lying vibrational states |0〉 and |1〉 (such
that a†|1〉 vanishes, where a† is the creation operator of
the vibrational mode). The Hamiltonian that describes
the interaction between the internal and motional states
of the ion can thus be written as (in unit of Planck’s con-
stant ~ = 1)
H1 = HS +Hph +Hint , (1)
where
HS = gσx +Bσz , Hph = ωa
†a , (2)
Hint = k
(
a†σ− + σ+a
)
. (3)
Here, HS is the Hamiltonian for the internal states of the
ion, Hph represents the energy of the phonons, relevant to
the vibrational degree of freedom, and Hint defines the in-
teraction between the internal and the vibrational degrees
of freedom of the ion. We consider that the internal states
are driven by a local electric field with Rabi frequency
2g and a magnetic field of strength B, applied along the
quantization axis. The vibrational frequency of the ion is
chosen as ω and k represents the interaction between the
internal states and the motional states of the ion.
In context of the QOE, we consider the internal de-
gree of freedom as the working substance S. The eigenval-
ues of the relevant Hamiltonian HS are given by E1,2 =
±
√
g2 +B2, with the respective eigenstates
|E1,2〉 = 1
N∓
[(
B ∓
√
g2 +B2
)
|g〉 − g|e〉
]
, (4)
N∓ =
√
2
[
g2 +B2 ∓B
√
g2 +B2
]
. (5)
Efficiency of a two-level QOE. Following Kieu [29],
we can now calculate the efficiency of a QOE based on the
above two-level system S. The average energy of this sys-
tem can be written as U =
∑
nEnPn (n = 1, 2), where Pn
is the occupation probability of the energy eigenstate |En〉.
Comparing dU =
∑
nEndPn +
∑
n PndEn with the first
law of classical thermodynamics, dU = d¯Q+d¯W (d¯ defines
non-exact differential and refers to the path-dependence,
see e.g., [33, 34]), one can identify in the quantum regime
the infinitesimal heat transfer as d¯Q =
∑
nEndPn and the
infinitesimal work done as d¯W =
∑
n PndEn. It is to be
noted that this expression of d¯Q is valid irrespective of
whether the system is in thermal equilibrium or not [5],
contrary to its classical counterpart d¯Q = TdS. This also
includes the contribution of the ergotropy and adiabatic
work [34]. Clearly, the heat transfer is associated with the
change in the probability distribution for various eigen-
states, while the work done is related to change in the en-
ergy eigenvalues, keeping the probability distribution the
same. For the two-level system S, the heat absorbed QH
during the ignition stroke can thus be written as
QH =
2∑
n=1
EHn
[
PHn − PLn
]
, (6)
where EHn is the nth energy eigenvalue while the system
interacts with the hot bath at the temperature TH , P
L
n
is the initial probability of the nth energy eigenstates and
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PHn is that after thermalization. In a similar way, the heat
released QL during the exhaust stroke can be written as
QL =
L∑
n=1
ELn
[
PLn − PHn
]
, (7)
where ELn is the nth energy eigenvalue while the system in-
teracts with the cold bath. Note that during the adiabatic
processes, the probabilities PHn and P
L
n do not change.
However the energy eigenvalues En change, due to the
adiabatic change in the local driving field. The work done
during the heat cycle can thus be written as
W = QH − |QL| =
2∑
n=1
(
EHn − ELn
) [
PHn − PLn
]
, (8)
leading to the following expression of the work efficiency
η = WQH :
η =
∑2
n=1
(
EHn − ELn
) [
PHn − PLn
]
∑2
n=1E
H
n [P
H
n − PLn ]
,
=
(EH1 − EH2 )− (EL1 − EL2 )
EH1 − EH2
= 1− E
L
1 − EL2
EH1 − EH2
(9)
where we have used the fact
∑2
n=1 P
H
n =
∑2
n=1 P
L
n = 1.
If the local driving fields are changed from B = BH and
g = gH to B = BL and g = gL, respectively, during the
expansion stroke, the efficiency takes the following form:
η = 1−
√
g2L +B
2
L
g2H +B
2
H
. (10)
This suggests that in the limit of BL, gL → 0, one could
ideally achieve the efficiency close to unity. In practice,
the local electric field that drives the ion can be kept con-
stant at a small value of g, such that the larger efficiency
can be obtained by manipulating only the magnetic field.
The adiabatic process is performed by adiabatic changes
of the magnetic field from BH to BL(< BH) during the ex-
pansion stroke and from BL to BH during the compression
stroke. Such a control of the efficiency by a local magnetic
field has also been proposed in [16]. The ability to control
the electric and the magnetic fields independently makes
the model more flexible towards achieving larger efficiency.
Implementation of the QOE cycles. – As outlined
before, we consider the internal degree of freedom as the
working substance S. On the other hand, in the Lamb-
Dicke limit, the ionic motion is confined to its two lowest
lying states, while the higher excited states are not pop-
ulated. For example, a single Be ion can be cooled using
standard ion trapping technique, such that the average
motional quantum number can be of the order of 0.02 (see
Fig. 1: Schematic diagram of the trapped ion QOE. The red
(blue) lines refer to the adiabatic (isochoric) processes. The
insets display the relevant energy levels of the internal and the
vibrational degrees of freedom, relevant to the ionic motion.
for example, [35]). In this way, the motional states can be
considered as the relevant two-level cold bath, such that
average phonon number in the vibrational degree of free-
dom n¯ph ≪ 1. Note that the system S always interacts
with this effective cold bath through the HamiltonianHint.
We here emphasize that a finite-level system can act as a
bath, as coupling to such a bath often leads to decoherence
of the system (see, e.g., [36]). The thermal environment
at an equilibrium temperature TH also interacts with the
system S and the ionic motion.
The QOE consists of four different strokes - two iso-
choric strokes and two adiabatic strokes. In the following,
we describe how to implement all these strokes with the
system S and the two baths identified as above.
Ignition Stroke. During this isochoric process (1→ 2,
see Fig. 1), the ion interacts with the hot bath and
gets thermalized through Markovian evolution. This leads
to the following mixed states of the system S and the
phonons:
ρ
(H)
1 =
4∑
i=1
pi|Ui〉〈Ui| , pi = exp (−Ui/kBTH)∑4
i=1 exp (−Ui/kBTH)
,
(11)
where pi is the occupation probability of the ith eigenstate
|Ui〉 of the total Hamiltonian H1 for the (S+phonon) sys-
tem. To identify the eigenvalue Ui, we rewrite the Hamil-
tonian H1 in the joint basis {|g, 0〉 , |g, 1〉 , |e, 0〉 , |e, 1〉} of
the internal states and the motional states in the following
matrix form:
Hs,ph =


−B 0 g 0
0 −B + ω k g
g k B 0
0 g 0 B + ω

 . (12)
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The eigenvalues of this Hamiltonian are given by
U1,2 =
1
2
(ω ∓A−) , U3,4 = 1
2
(ω ∓A+) , (13)
where
A± =
√
C ± 2D , C = 4B2 + 4g2 + 2k2 + ω2,
D =
√
4g2k2 + k4 − 4Bk2ω + 4B2ω2 + 4g2ω2 .
Here |Ui〉 can be written in terms of the joint basis of
the internal and motional states as
|Ui〉 = a1i|g, 0〉+a2i|g, 1〉+a3i|e, 0〉+a4i|e, 1〉 , i = 1, 2, 3, 4 .
(14)
Therefore, the reduced density matrix of the system S can
be obtained by taking partial trace over the phonon states
as
ρ
(H)
S =
1
PH
4∑
i=1
e−Ui/kBTH
[
(a21i + a
2
2i)|g〉〈g|
+ (a23i + a
2
4i)|e〉〈e|+ (a1ia3i + a2ia4i)(|e〉〈g|+ h.c.)
(15)
where PH =
∑4
i=1 exp[−Ui/kBTH ] is a normalization con-
stant. This can be written in terms of the energy eigen-
states |En〉 of the system Hamiltonian through the inverse
transformation of the Eq. (4):
|g〉 = zg1|E1〉 − zg2|E2〉 , |e〉 = ze1|E1〉 − ze2|E2〉 , (16)
where
zg1,g2 = − N∓
2
√
g2 +B2
,
ze1,e2 = zg1,g2
B ±
√
g2 +B2
g
. (17)
Using (15) and (16), we can have the occupation prob-
ability PHn = 〈En|ρ(H)S |En〉 of the eigenstate |En〉 as
PH1 =
1
PH
4∑
i=1
[e−Ui/kBTH{(a21i + a22i)z2g1
+(a23i + a
2
4i)z
2
e1 + 2(a1ia3i + a2ia4i)zg1ze1}
(18)
and
PH2 =
1
PH
4∑
i=1
[e−Ui/kBTH{(a21i + a22i)z2g2
+(a23i + a
2
4i)z
2
e2 + 2(a1ia3i + a2ia4i)zg2ze2} .
(19)
Assuming that the system S is initially prepared in the
state |g〉, the heat absorbed QH during this stroke can be
calculated using Eq. (6) as
QH =
2∑
n=1
EHn {PHn − z2gn} . (20)
It must be reminded that during this stroke, the magnetic
field is kept constant at B = BH , leading to the eigenval-
ues EHn of the system Hamiltonian HS to remain constant.
Expansion stroke. During this stroke (2 → 3, see
Fig. 1), the magnetic field is adiabatically changed from
BH to BL. This means that the occupation probabili-
ties of the two eigenstates |E1,2〉 do not change; however,
the corresponding eigenvalues EH1,2 change to the values
EL1,2 = ±
√
g2 +B2L. As shown in Sec , the system does
not exchange any heat with the heat bath as well as the
phonon modes, i.e., d¯Q = 0. This leads to reduction of
internal energy of the system, when the following work is
performed by the system during this stroke (refer to the
first law of thermodynamics: dU = d¯Q+d¯W ):
W1 =
2∑
n=1
PHn (E
L
n − EHn ) , (21)
where EH1,2 = ±
√
g2 +B2H are the eigenvalues of HS be-
fore the stroke and PHn are given by (18) and (19). Note
that we change only the magnetic field, that does not
change the internal state and only leads to a Zeeman shift.
Exhaust stroke. This is an isochoric process, during
which the system releasesQL heat to the cold bath (3→ 4,
see Fig. 1) and the system Hamiltonian changes from
HS(BH) to HS(BL). The initial state of the coupled sys-
tem (S+phonons) at this stage can be written as
ρ
(H)
2 = UIρ
(H)
1 U
†
I , (22)
where UI is the unitary operator associated with the adi-
abatic process defined as
UI = T exp[−i
∫ τ
0
dt′H(t′)] ,
H(t) = HS(t) +Hph +Hint ,
HS(0) = gσx +BHσz , HS(τ) = gσx +BLσz .(23)
Here T represents time-ordering. The state ρ(H)2 can be
written in the joint basis of the internal and the motional
states as
ρ
(H)
2 =
∑
i,j
ρ
(i,j)
2 |i〉〈j| , |i〉, |j〉 ∈ |g, 0〉, |g, 1〉, |e, 0〉, |e, 1〉 .
(24)
Clearly, at thermal equilibrium, the system S is entangled
with the phonon state. The release of heat from the sys-
tem to the cold bath is equivalent to cooling down the
p-4
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system. This means that the occupation probabilities of
the higher excited states of the system would reduce by
such heat release. To facilitate the release of heat from the
system to the phonon bath, here we propose a projective
measurement of the state of the system S. By measuring
the state |g〉 of the system, the density matrix ρ(H)2 gets
factorized and can be written as
ρ
(H)
2 |meas = |g〉〈g|
1∑
k,l=0
rk,l|k〉〈l| , (25)
where |k〉, k ∈ 0, 1 are the states of the phonon modes and
rk,l are the relevant density matrix elements between the
states |k〉 and |l〉. In this way, the system gets decoupled
from the cold bath and the measurement essentially pu-
rifies the state of the system S. Such purification process
is equivalent to cooling down the system through release
of heat to the phonon modes. This is also analogous to
algorithmic cooling [30] in NMR quantum computing, in
which a pesudopure state can be prepared from a mixed
state of an ensemble of nuclear spins embedded in a single
molecule [31]. We emphasize that the above measurement
does not nullify the interaction Hamiltonian between the
system and the baths; rather, it only decouples the sys-
tem from the baths through factorization of the density
matrix.
Through this cooling process, the probability distribu-
tion of the eigenstates of the system Hamiltonian HS
change, keeping the corresponding eigenvalues the same,
as the local driving fields are kept constant during this
stroke. The heat released from the system to the cold
bath can thus be calculated using Eqs. (6) and (17) as
QL =
2∑
n=1
ELn [z
2
gn − PHn ] . (26)
The measurement process, as described above, is evi-
dently probabilistic and depends upon the outcome of the
measurement. A suitable alternative way of decoupling of
the system from the bath could be to use the non-selective
measurement, as described in [32]. This is based on a se-
quence of non-selective quantum non-demolition measure-
ment of the state of the system S, at an interval & 1/BL.
This leads to decoupling of S from the phonon bath, i.e.,
ρS,ph → ρS ⊗ ρph, if the measurement outcomes, or alter-
natively, the states of the measuring device are not read
or averaged out. Such a process leads to cooling of the
system in the Markovian limit and amounts to heating of
the cold bath, as discussed above.
Compression Stroke. During this stroke (4 → 1, see
Fig. 1), the system again undergoes through an adiabatic
process, during which the magnetic field strength is now
adiabatically changed from BL to BH . The system re-
mains in contact with the the hot bath and the vibrational
mode - however, as during the expansion stroke, the occu-
pation probabilities of the energy eigenstates |En〉 remain
unaltered at the values z2gn. The eigenvalues change from
ELn to E
H
n due to the change in the magnetic field. This
leads to the following work done during this stroke:
W2 =
2∑
n=1
z2gn(E
H
n − ELn ) . (27)
We emphasize that after the compression stroke, the sys-
tem remains in the ground state. This can be considered
as an initialization for the next cycle. Further, the heat
transferred to the vibration mode does not eventually ac-
cumulate after a few cycles, as in any case, the system
and the vibrational mode get thermalized by the hot bath
during the ignition stroke of each cycle and one can keep
on reusing the vibrational mode as a cold bath.
Work Efficiency. We find that the QOE absorbs heat
QH [Eq. (20)] during the ignition stroke and releases heat
QL [Eq. (26)] during the exhaust stroke, while it does
certain work QH − |QL| during the two adiabatic strokes.
Therefore, the work efficiency of the QOE can be calcu-
lated as
η =
QH − |QL|
QH
=
∑2
n=1[E
H
n − ELn ]{PHn − z2gn}∑2
n=1E
H
n {PHn − z2gn}
. (28)
Moreover, the projective measurement of a qubit has an
energy cost M ≤ kBTH ln 2 [38, 39], where the equality
sign holds for a maximally mixed state (referring to maxi-
mal change in entropy). This further reduces the effective
efficiency of the engine to
ηM =
QH − |QL|
QH +M
. (29)
We show in a parametric plot in Fig. 2 how the efficiency η
and ηM (for a maximally mixed state) vary with the work
output QH−|QL| in this system. Such a variation suggests
that the efficiency is not limited by the heat absorbed QH
by the system and by increasing the temperature of the
hot bath (and thereby increasing QH), one can obtain a
larger efficiency.
Adiabaticity. The compression and expansion strokes
in an Otto engine are performed adiabatically, during
which the system does not share heat with the bath. In
the present case, for a quantum version of the Otto engine,
one needs to consider quantum adiabatic process. In such
a process, the occupation probabilities Pn of the different
eigenstates of the system Hamiltonian remain unaltered,
though the relevant eigenvalues are adiabatically changed.
This is essentially described by d¯Q =
∑
nEndPn = 0.
To verify that the probabilities Pns do not change during
these two strokes, we have studied the dynamics of the
system+phonon joint system, using the master equation
ρ˙s,ph = −i[HS(t) + Hph + Hint, ρs,ph]. Here we have as-
sumed that the adiabatic evolution takes place before the
time-scale 1/ωc in which the heat bath, characterized by
p-5
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QH − |QL|
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With Measurement
Fig. 2: Variation of the efficiency η (red dashed line) and ηM
(blue solid line) (for M = kBTH ln 2) with the work QH −|QL|
done by the system, in which the BH is changed from 0.01
to 10. The other parameters chosen are BL = 0.01, g = 0.2,
k = 0.1, kBTH = 1, and ω = 1.
the temperature TH becomes effective (ωc is the charac-
teristic cut-off frequency of the the bath). We consider a
linear variation of the magnetic field, as given by [19]
B(t) = BH +
BL −BH
τ
t , (30)
where τ is the finite time-scale of the change of the mag-
netic field from BH to BL or vice versa. For the initial
condition (11) that the system and the phonon modes
are in thermal equilibrium with the heat bath, we solved
the above master equation. We show in Fig. 3 that the
occupation probabilities of the eigenstates of the system
Hamiltonian HS [see Eqs. (18) and (19)] do not change
substantially for τ = 5 (e.g., only a mere 0.1% decrease
in the probability P1). This indicates that the system
does not exchange heat with both the thermal bath and
the phonon modes and thereby the evolution during the τ
interval is adiabatic.
In this regard, we further analyze the validity of the
adiabaticity condition in quantum mechanics that reads
as
∣∣〈E1|dE2dt 〉∣∣ ≪ |E1−E2|~ [37]. In the present case, the
adiabatic strokes are performed by changing the magnetic
field strength B only. Using Eqs. (4), we obtain the fol-
lowing condition for adiabaticity:
ξ =
∣∣∣∣∣ B˙g
2
2N+N−(g2 +B2)
∣∣∣∣∣ =
∣∣∣∣∣ B˙g4(g2 +B2)3/2
∣∣∣∣∣≪ 1 , (31)
where ξ is the adiabaticity parameter and N± are given
by Eq. (5). In Fig. 4, we show how the condition of
adiabaticity is satisfied for different choices of the rate of
change B˙ of the magnetic field. Clearly, the adiabaticity
is maintained, even for the evolution for a finite time τ .
In the case of g ≪ B(t) for all the times t, we can rewrite
the adiabaticity parameter ξ as
t
0 1 2 3 4 5
P
1
(t
)
0.7304
0.7305
0.7306
0.7307
0.7308
0.7309
0.731
0.7311
t
0 1 2 3 4 5
P
2
(t
)
0.2689
0.269
0.2691
0.2692
0.2693
0.2694
0.2695
0.2696
Fig. 3: Variation of the probabilities P1 and P2 of the system
eigenstates during the adiabatic evolutions. We have consid-
ered here τ = 5 and BL = 1, while the other parameters are
the same as in Fig. 2. Clearly these probabilities do not change
substantially, as expected in an adiabatic process, though the
energy eigenvalues do change.
ξ ≈ B˙g
4B3
. (32)
For a change of magnetic field from BH to BL in a fi-
nite time interval τ , we obtain the following condition for
adiabaticity:
τ ≫
∣∣∣∣g8
(
1
B2H
− 1
B2L
)∣∣∣∣ . (33)
It must be reminded that to obtain larger efficiency, one
needs to have BL → 0 adiabatically [see Eq. (10)]. There-
fore, as clear from Eq. (33), the corresponding time-
interval becomes quite large.
Conclusion. – We have shown how a single trapped
ion can be used to implement all the heat strokes of a
quantum Otto engine. The electronic degree of freedom
of the ion can be considered as the working fluid, that in-
teracts with the thermal bath and the vibrational degree of
freedom. In the Lamb-Dicke limit, the vibrational mode is
confined to its two lowest eigenstates and therefore can be
considered as a cold bath. We show that by adiabatically
changing the local magnetic field, the work efficiency can
p-6
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Fig. 4: Variation of the adiabaticity parameter ξ with respect
to time t. The parameters chosen are BH = 10, BL = 1,
and g = 0.2. Clearly ξ remains much less than unity for all
the times for larger τ (and therefore for slower change of the
magnetic field), thereby referring to an adiabatic evolution.
be made close to unity. The interaction with the hot and
the cold bath is never switched off. In this framework, we
show that the heat release to the cold bath can be mim-
icked by a projective measurement of the electronic state
of the ion. We emphasize that the present proposal can
be implemented using the current trapped-ion technology,
routinely used for quantum computing.
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