To increase the analytical tractability of lattice stochastic spatial population models, several approximations have been developed. The pair-edge approximation is a momentclosure method that is effective in predicting persistence criteria and invasion speeds on a homogeneous lattice. Here the effectiveness of the pair-edge approximation is evaluated on a spatially heterogeneous lattice in which some sites are unoccupiable, or 'dead'. This model has several possible interpretations, including a spatial SIS epidemic model, in which immobile host-species individuals occupy some sites while others are empty. As in the homogeneous model, the pair-edge approximation is found to be significantly more accurate than the ordinary pair approximation in determining conditions for persistence. However, habitat heterogeneity decreases invasion speed more than is predicted by the pair-edge approximation, and the discrepancy increases with greater clustering of dead sites. The accuracy of the approximation validates the underlying heuristic picture of population spread and therefore provides qualitative insight into the dynamics of lattice models. Conversely, the situations where the approximation is less accurate reveal limitations of pair approximation in the presence of spatial heterogeneity.
INTRODUCTION
Lattice models, a form of discrete stochastic spatial population models, have been popular among theoretical biologists because they provide a simple, flexible framework for modeling spatial dynamics that arise from events at the individual level. Also known as stochastic cellular automata (Hogeweg 1988, Caswell and Etter 1993) , interacting particle systems (Durrett and Levin 1994b) or artificial ecologies (Rand 1999) , these models keep track of the presence or absence of individuals (of one or more types) in each cell of a regular spatial lattice.
The individuals in a lattice model could be plants (e.g., Lavorel et al. 1994; Harada and Iwasa 1994) , the presence of a stage of an infectious disease (e.g., Levin and Durrett 1996; Anderson 1996abcd, 1997; ), a pair of territorial birds, or any other spatially localized biological entity (e.g., predator/prey in McCauley et al. 1993;  host/parasitoid in Pacala et al. 1990 and Hassell et al. 1991) . The primary assumption is that a maximum of one entity can occupy each cell.
Lattice models are individual-based, as births and deaths occur at the individual level; they thus provide a way to study the connection between individual interactions and largerscale population dynamics such as sustainability and spatial spread. Reaction-diffusion models and other models that neglect individual interactions may be less effective in predicting the behavior of a spatial system (Durrett and Levin 1994a) .
In a lattice model, two quantities often of interest are the conditions for population persistence the rate of population spread into unoccupied habitat ("invasion speed"). would be difficult to construct bifurcation or stability diagrams. For these reasons, the utility of lattice models is greatly increased by the availability of various analytic approximations.
Several moment-closure methods of approximation have been developed and applied to estimate the dynamics of lattice models. The simplest of these is the mean field approximation (Dickman 1986 (Dickman , 1988 Durrett and Levin 1994a) . Based on the assumption that adjacent sites are independent, the mean field approximation incorporates only site-type frequencies (e.g., the fraction of occupied sites in the lattice). Because the mean field approximation ignores spatial structure, it often fails to accurately capture the dynamics of a lattice model (e.g., Kubo et al. 1996) .
The ordinary pair approximation (OPA, Matsuda et al. 1992 ) goes a step further by also taking into account the pair-type frequencies (e.g., the fraction of neighboring site pairs in which both sites are occupied). It ignores correlations other than those between nearest neighbors. The OPA has been shown to be effective when applied to the estimation of the general dynamics of various lattice models (e.g. Harada et al. 1995; Harada and Iwasa 1994; Hiebeler 1997; Nakamura et al. 1997; Satō et al. 1994; van Baalen and Rand 1998; Kubo et al. 1996) . Higher-order moment-closure approximations (e.g., Hiebeler 1997) take into account more detailed spatial structure than the OPA, but they require more detailed knowledge of the lattice and are less analytically tractable.
To estimate invasion speeds, the OPA has been extended to the pair-edge approximation (Ellner et al. 1998) . The most accurate form of this approximation is based on the assumption that the area behind the invasion front is at OPA equilibrium, while the leading edge of the front is at a quasi-steady state between the steady state behind the front and the unoccupied state beyond the front (Ellner et al. 1998 ). On homogeneous lattices, invasion speeds and critical birth rates for population persistence derived from pair-edge approximation agree well with simulation results and are considerably more accurate than OPA (Ellner et al. 1998 ).
However, the pair-edge approximation has been applied only to spatially homogeneous lattice models. Spatial heterogeneity can be incorporated into lattice models in several different ways, the simplest of which is to include 'dead' sites, which are lattice cells in which the organism cannot exist (e.g. Bascompte and Solé 1996) . When such landscape heterogeneity is incorporated into a lattice model, both the quantity and the spatial arrangement of the dead sites is important. For a given fraction of the dead sites, there can be great variation in the degree of clustering (Figure 1 ). This clustering has the potential to dramatically affect the dynamics of the organisms on the lattice, depending on the rules governing the system (e.g. Lavorel et al. 1994) . Hiebeler (2000) extended the OPA to heterogeneous landscapes. The purpose of this paper is to extend the pair-edge approximation to heterogeneous lattice models, and evaluate its effectiveness.
METHODS

Simulation
The basic contact process (Durrett 1999 ) is the foundation of the lattice model used in this paper. In the lattice model, each cell can be unoccupied (0), occupied (1), or dead (2).
Dead sites cannot be occupied, and they remain fixed in location. There are several ways to define a 'neighbor' in a lattice model. Two of the most common are the four-neighbor and eight-neighbor definitions. In the four-neighbor case, cells to the right, left, up, and down of a given cell are considered to be its neighbors. In the eight neighbor case, cells diagonal to the given cell (e.g., to the right and up) are also considered neighbors. Although the four-neighbor case is simpler in concept, and easier to calculate, it is less spatially realistic, and sometimes leads to complications on a heterogeneous lattice. For example, if the dead sites on a heterogeneous lattice were arranged in a checkerboard pattern, with the four-neighbor definition, no births could occur, and any population would eventually die out, no matter how high the birth rate. For this reason, the eight-neighbor definition was used.
For simulations the proportion of dead sites was chosen to be ρ 2 = 0.3, indicating that three out of ten sites are dead. The degree of clustering was varied from ρ 22 = 0.09 to ρ 22 = 0.25, where ρ 22 is the proportion of dead sites next to dead sites out of all neighboring site pairs. ρ 22 = 0.09 results from random dead site placement, while ρ 22 = 0.25 has a high degree of clustering (0.3 is the maximum possible value of ρ 22 , as ρ 22 cannot exceed ρ 2 ). Lattices with different degrees of clustering were created by first generating a lattice with random placement of dead sites, then randomly choosing two sites in the lattice and switching their contents if that would bring the degree of clustering closer to the desired value. See Figure 1 for examples of lattices with differing degrees of clustering. In measuring the degree of clustering during lattice generation, pair probabilities were the only thing taken into account;
higher order structure, such as triplet probabilities, was not incorporated.
Once the appropriate lattices were generated for each simulation, the simulation was performed in continuous time by implementing "exponential alarm clock" construction of the process. Each site was viewed as "ringing" independently (signaling a possible event) at stochastic rate b+d (i.e. the time between rings is exponentially distributed with mean
). The lattice as a whole thus rings at rate (number of cells)*(b+d), and the average time between rings is the inverse of this rate. However, when a very large number of rings is being simulated, the average time between rings is all that is necessary to calculate long-term average rates. Consequently, it is not necessary to actually simulate the time between each ring.
When a ring occurs, a uniform random variable from 0 to 1 is used to determine whether the event was a birth or a death. If the random variable is greater than /( ) b b d + , the event is a death and the site (if occupied) becomes unoccupied. Otherwise the event is a possible birth, and a birth (0→1 transition) occurs if the random variate is below the actual birth rate at the particular site (b times the fraction of occupied neighbors).
Critical Birth Rate
The critical birth rate is the minimum birth rate required for population persistence.
Its value was determined by simulating 200 x 200-cell lattices with varying degrees of clustering. Wrap-around edges were assumed in order to approximate an infinite lattice.
Each lattice was initially set so that each occupiable site was occupied. This reduced the probability that the population would go extinct by chance, even though the birth rate was high enough to ensure persistence on a truly infinite lattice.
For each lattice, an initial birth rate was chosen, and one billion events were simulated with that birth rate. If the population was not extinct at that time, the birth rate was assumed to be greater than the critical birth rate. A new birth rate, presumably closer to the critical birth rate, was then chosen and simulated, and so on, until the critical birth rate was estimated to two decimal places.
Invasion Speed
Simulations to determine invasion speed required lattices with slightly different characteristics than those used in determining the critical birth rate. Assuming the invasion was to move from left to right on the lattice, only the top and bottom edges were wrapped around. The presence of dead sites, especially when highly clustered, could by chance totally obstruct invasion on a finite lattice or otherwise artificially reduce the invasion speed compared to a truly infinite lattice, so very tall lattices (2000 rows x 500 columns) were used to minimize the probability of this occurrence.
All occupiable sites in the leftmost 125 columns of the lattice were initialized as occupied; the rest of the occupiable sites were left unoccupied. Two hundred million events were then simulated, to give time for equilibrium to become established behind the invasion front and thus create a more realistic initial condition. The new initial location of the forerunner(s) was determined, and 1.8 billion more events were simulated. The large number of simulated events was necessary because of the large size of the lattices. In each simulation, the motion of the wave forerunner was tracked, and the wave speed was calculated by the equation:
net distance traveled * rate of events number of events
where net distance traveled is the distance traveled by the wave, and rate of events is as mentioned above, (number of cells)*(b+d).
Ordinary Pair Approximation (OPA)
The ordinary pair approximation incorporates both global densities and nearestneighbor correlations, but it ignores correlations at further distances. This does not mean that non-neighboring sites are independent; rather, it assumes that the relationship between those sites can be approximated by the product of nearest-neighbor correlations on a pathway between them (Nakamura et al. 1997). The general pair approximation assumption is
where q i/jk is the probability that a randomly selected neighbor of a state-j site with state k neighbor is in state i; similarly, q i/j is the probability that a randomly selected neighbor of a state-j site is in state i.
See Appendix 6.1 for the derivation of the three differential equations governing the OPA on a heterogeneous lattice, for the eight-neighbor case. These equations are as follows: 
Here, ρ i is the fraction of sites in state i, and ρ ij is the fraction of neighboring site pairs in which the first member of the pair is in state i and the second member is in state j. 
Pair-edge Approximation
The pair-edge approximation is similar to the ordinary pair approximation in that it incorporates both local densities and nearest-neighbor correlations, and ignores correlations at further distances. See Figure 2 for a depiction of the invasion process on a heterogeneous lattice. The wave front advances when a front runner 'gives birth' into a cell in an unoccupied column in the direction the wave is travelling. The wave front retreats when a lone front runner 'dies,' and the occupied cells in the nearest occupied column then become the new front runners.
The pair-edge approximation assumes that in all columns behind the front runner, the lattice is at equilibrium, which can be approximated by the OPA. The column that includes the front runner is assumed to be at a quasi-equilibrium that is an intermediate state between
the OPA equilibrium behind the front and the unoccupied state ahead of the front. This quasiequilibrium at the invasion boundary is approximated by fixing ρ 1 at half of its OPA steadystate value, and calculating the other quasi-equilibrium values as you would equilibrium values for the OPA. See Appendix 6.2 for the full derivation of these quasi-equilibrium equations on a heterogeneous lattice, for the eight-neighbor case.
The pair-edge approximation also assumes that the wave speed in an infinite twodimensional lattice can be well approximated by the wave speed in a lattice with only three rows which wrap around from top to bottom; simulations (Ellner et al. 1998 ) support this approximation. The rate of forward and backward moves by the wave front is calculated from the approximated quasi-equilibrium values at the wave front. After the backward steps are adjusted for the distribution of backward move distances, the net invasion speed can be estimated (see Appendix 6.2). The process of adjusting for the backward move distance in a heterogeneous lattice is described in Appendix 6.3. The critical birth rate is estimated by finding the value of b for which the pair-edge approximation of the invasion speed is equal to zero.
RESULTS
Critical Birth Rate
The critical birth rates from the simulations, the OPA, and the pair-edge approximation are compared in Figure 3 . Recall that the critical birth rate in the pair-edge approximation was calculated as the birth rate at which the wave speed would equal zero.
The pair-edge approximation was considerably better at predicting the critical birth rate than either the OPA or the mean field approximation, for all tested degrees of dead site clustering.
It is likely that the pair-edge approximation tends to under-predict the critical birth rate because it is based on OPA. OPA is an optimistic approximation that tends to overestimate ρ 1 . The assumption that the lattice is at OPA equilibrium behind the front results in an overestimation of the proportion of occupied sites behind the front, and thus an overestimation of the proportion of occupied sites at the front. This produces an overestimation of the rate of forward moves (which result from births by front-row individuals), and thus underestimates the critical birth rate. Further factors that may affect the accuracy of the pair-edge approximation are discussed in Section 3.2, Invasion Speed.
Despite its slightly optimistic bias, the pair-edge approximation predicts well the general effect of clustering on the critical birth rate. The mean field approximation predicts no change in critical birth rate with degree of clustering, which is obviously in error. The OPA gets the sign and general magnitude of the change correct, but it is considerably more optimistic than the pair-edge approximation, and it fails to capture the slight curve in the simulation data. The pair-edge approximation is not only the most accurate of the compared approximations, but it is also the most consistent and does capture at least a portion of the simulation curve.
Invasion Speed
The invasion speeds from the simulations and the pair-edge approximation are compared in Figure 4 . The heterogeneous pair-edge approximation predicts the wave speed very well for low degrees of clustering such as ρ 22 = 0.09. However, as the degree of clustering increases, so does the level of inaccuracy, especially at high birth rates. The homogeneous (no dead sites) values are given for comparison.
As with the critical birth rate (Section 3.1), the primary suspect for the overprediction of the invasion speed is the optimism of OPA. As is evident in Figure 5 , no matter whether the birth rate or degree of clustering are large or small, in simulations the fraction of occupiable sites that are occupied in the rows behind the front is less than 0.5 on average.
However, for high clustering and high birth rate, the OPA estimate of this quantity can be as high as 0.81. When this optimism about the state of the lattice behind the wave front is combined with high birth rates, the estimated wave speed also becomes overly optimistic.
In a homogeneous lattice, similar comparisons indicated that the OPA was a very accurate approximation for lattice sites behind the wave front (Ellner et al. 1998) . One possible reason this is not the case with for a heterogeneous lattice is that the heterogeneity, especially when highly clustered, creates a more irregular, fingered wave front. The cells just behind the front runner are thus not typical of the steady-state that holds well behind the front.
Interestingly, the state of the lattice ahead of the front runner also proved to be unusual. One assumption of the pair-edge approximation is that the front runner is in a 'typical' site in the lattice, in relation to the dead sites. In reality, no matter what the degree of clustering, in the simulations performed the proportion of dead sites ahead of the front runner was consistently higher than that of a 'typical' site in the lattice. This may be because the front runner often gets 'stuck' behind one or more dead sites and the wave front must spread around the obstacle before continuing to progress.
DISCUSSION
The model is simple enough that critical birth rates and invasion speeds could be obtained by simulation. The 'added value' from this analysis is that the underlying heuristic picture of population growth and spread in a sharply defined, linearly advancing wave front is validated for situations where the approximation remains accurate despite the addition of spatial heterogeneity: unclustered heterogeneity, or low to moderate clustering with lower birth rates. Conversely, the circumstances and ways in which the approximation loses accuracy indicate the limitations of pair approximation in the presence of spatial heterogeneity with clustering. The optimism of the approximation appears to become more severe, and larger-scale structures that pair approximation does not consider increase in importance -in particular, the large-scale irregularity of the wave front, and the fact that the leading edge of the invasion wave tends to occur in atypically unfavorable portions of the lattice.
It can be concluded, then, that habitat heterogeneity has a considerable effect on invasion dynamics, even if highly clustered. Theoretically, if heterogeneity is completely (100%) clustered, it should have little effect on invasion dynamics in a truly infinite spatial domain. Therefore, it may be tempting to neglect heterogeneity that is highly clustered relative to the scale of the organism of interest. However, this study has shown that that would be unwise. The factors identified as limiting the accuracy of the pair-edge approximation are in fact increased when habitat heterogeneity is highly clustered, and would need to be taken into account in any successful model.
As a possible interpretation of the heterogeneous lattice model, consider a pathogen spreading rapidly through an area where some sites are occupied by sessile host-species individuals, while other sites are vacant. For example, the newly-emerged fungal pathogen
Aspergillus sydowii has recently spread through sea fan corals in the Caribbean, causing significant mortality in many local populations (Kim and Harvell 2001) . The model in this paper is only applicable when the time scale of the disease is faster than that of population change-in particular, if it is assumed that infection does not cause any added mortality and that recovered hosts do not acquire any immunity. In this context the model in this paper is just one very special case, but it is a useful step towards studying more general models for rapid spread of new pathogens attacking sessile organisms.
The corresponding homogeneous lattice models (in which all sites are occupied by a sessile host individual) have recently been studied using pair approximation (Satō et al. 1994 , Levin and Durrett 1996 , Filipe and Gibson 1998 . Lattice models for the spread of plant disease within a homogeneous field (e.g. Kleczkowski et al. 1997 , Bailey and Gilligan 1997 , 1999 ), parameterized from individual-level data, have successfully predicted the mean timecourse of infection and the level of variation between replicates. Anderson (1996a,b,c,d, 1997) have considered more biologically detailed lattice models for measles outbreaks in small communities which were able to reproduce features of the data that could not be explained by non-spatial models.
There are, of course, many other possible applications of the heterogeneous lattice model. It can be applied to the invasion not only of disease, but also of exotic species including plants and territorial organisms such as birds. If critical birth rate is the quantity of interest, the model and associated approximations can be applied to organisms that are not necessarily invading, but are being subject to varying degrees or forms of habitat heterogeneity.
In summary, the pair-edge approximation can give considerable insight into a heterogeneous lattice model without requiring simulation or exact knowledge of the initial state of the lattice. The approximation is strongest when the degree of habitat clustering and birth rates are low to moderate, and more limited if clustering or birth rates are high, but it does provide analytic tractability, which simulation does not. The fact that the approximation varies in effectiveness with degree of clustering and birth rate is itself revealing; the nature of the actual invasion dynamics must also be changing as these parameter are modified.
This research could be extended by incorporating higher-order moments into the approximation, although that would require a more extensive knowledge of the initial state of the lattice than the pair-edge approximation. The limitations of the pair-edge approximation could also be further addressed, and possibly remedied, if a more complex model were developed. However, an increase in complexity may decrease analytic tractability. The pairedge approximation, as it is based on the simple elegance of the pair approximation, provides a great deal of insight into invasion dynamics for the limited information it requires. (1988) . Mean field theory of the driven diffusive gas. Physics Reviews A 38:2588-2593. Durrett, R. (1999) . Stochastic spatial models. SIAM Review 41: 677-718.
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Derivation of ordinary pair approximation equations
Look first at the birth rate of ρ 1 , the rate at which single cells in the lattice change from 0 (unoccupied) to 1 (occupied). Incorporating the global birth rate b, the expected number of occupied nearest neighbors for an unoccupied cell q 1/0 , and the proportion of cells that are unoccupied ρ 0 , the birth rate is the product b q 1/0 ρ 0 .
Similarly, the death rate for ρ 1 , the rate at which cells change from 1 to 0, is dρ 1 . This incorporates the intrinsic death rate d and the proportion of cells that are occupied, ρ 1 . Since it is assumed that d = 1, the death rate for ρ 1 is simply ρ 1 .
The net rate of change in ρ 1 is birth rate -death rate:
since q 1/0 = ρ 10 / ρ 0 and ρ 10 = ρ 1 -ρ 11 -ρ 12 .
Next, examine the birth and death rates for ρ 11 . Since there are eight neighbors the rate at which 01's switch to 11's is ( ) 10
. This incorporates the knowledge that one neighbor of the occupied site is occupied, the probability that the other neighboring sites are occupied, and the proportion of sites that are in state 10. Because of symmetry, the rate at which 10's switch to 11's is exactly the same, so the total rate at which 01's and 10's switch to 11's, the birth rate for ρ 11 , is ( The rate at which pairs of neighboring sites switch from 11 (both occupied) to 01 or 10 (one occupied), the death rate for ρ 11 , is 2d ρ 11 , or 2 ρ 11 . This incorporates the proportion of 11 pairs and the possibility of either site experiencing death.
From these two rates, it is possible to calculate the rate of change in ρ 11 (birth -death):
( ) Since ρ 2 and ρ 22 are constants, equations (6.1.1), (6.1.2), and (6.1.3) above form a closed set of equations that can be solved analytically.
Derivation of pair-edge approximation for invasion speed
Quasi-equilibria
The quasi-equilibria for the state of cells on the same row as the front runner will be denoted by tildes. The quasi-equilibria are derived by setting 
Wave or invasion speed
In estimating the invasion speed, it is assumed that the invasion dynamics on a lattice with only three rows will approximate the dynamics on a lattice that is infinite in two dimensions. Three components are needed for the computation: rate of forward steps (births into the row in front of the front runner), rate of backward steps (death of a lone frontrunner), and the mean fallback distance.
The rate of forward steps is approximated by ( ) A backwards move occurs if there is a single front-runner and it dies. Since d = 1, the rate of backwards movement is equal to the probability that the front-runner has no occupied neighbors on the front row, which is 
Approximating E[δ]
The pair-edge estimate of the mean fallback distance δ uses the 3-strip approximation and assumes that OPA holds in the occupied area behind the front row. The estimate therefore can only be computed when OPA predicts that the population persists. To compute E[δ], first find Pr{δ≥k} for k=1,2,3,… A fallback occurs when the front runner dies, and the two sites immediately above and below the front runner are both vacant.
Let g i k ( ) be the probability that there are no occupied sites in rows 1,2,…k back from the front, and that the center site in the k th row back is in state i, i=0,2. Then
is the probability that rows 1,2,… k back are all vacant, which equals for the first row back. In each of the expressions in (6.3.1) the q i/1 term is the conditional probability for the center site (based on the just-deceased front runner), and the second term is the conditional probability (based on the center site) that the sites one up and one down are also not occupied. Each simulation data point represents the average of ten different simulations, on ten different randomly-generated lattices (in the heterogeneous cases). represents the birth rate of an occupied cell, and ρ 22 represents the degree of clustering in the dead sites, with higher ρ 22 indicating a higher degree of clustering. The fraction of dead sites was equal to 0.3 in all cases.
