A complete classification is given of all [22, 111 and [24, 121 binary self-dual codes. For each code we give the order of its group, the number of codes equivalent to it, and its weight distribution. There is a unique [24, 12, 61 selfdual code. Several theorems on the enumeration of self-dual codes are used, including formulas for the number of such codes with minimum distance > 4, and for the sum of the weight enumerators of all such codes of length n. Selforthogonal codes which are generated by code words of weight 4 are completely characterized.
INTRODUCTION
In spite of 25 years of research [2, 311 , even the codes of only moderate length, up to 50 say, are a long way from being understood. Slepian [38] used Polya's counting theorem to find the number of inequivalent codes of length n and dimension k. But as he pointed out the classification by length, dimension, and minimum distance is much more difficult. Self-dual codes (C = CL) are an important subclass of codes, both for practical purposes (many of the best codes known are of this type), and theoretically, in view of their connections with block designs, geometric lattices, and simple groups [I, 7-10, 22, 291 . Therefore there has been interest in the complete enumeration of short self-dual codes, in order to see what kinds of codes do exist, which weight distributions are possible, and which groups arise as automorphism groups of such codes. The first author in [34] has classified and enumerated all self-dual codes of length n < 20. In the present paper we extend this to lengths 22 and 24. For each indecomposable code we give the order of its group, the number of codes equivalent to it, and its weight distribution. (These codes provide 22-and 24-dimensional representations over GF (2) of their groups.) Besides the well-known unique self-dual code of length 24 and minimum distance 8, we were surprised to find a unique code of minimum distance 6 (&4 in Table II) ; its group is a maximal subgroup of the Mathieu group AZ4 *
The numbers of inequivalent self-dual codes are as follows. If we require that the weights of code words be divisible by 4, then n must be a multiple of 8, and the corresponding numbers are Length n 8 16 24 Indecomposable codes 1 1 7 All codes 1 2 9
The 9 codes of length 24 with weights divisible by 4 were first found by J. H. Conway (unpublished) . Niemeier [29; see also 281 has found that there are 24 inequivalent even unimodular lattices in dimension 24, of which 9 correspond to these codes. Some general results on the enumeration of self-dual codes have been given in [24, 32, 33, 351 (including a proof that these codes meet the Gilbert bound), but were inadequate for our purpose, and so in Sections 3-6 several new theorems are given (summarized in the abstract).
TERMS FROM CODING THEORY
For standard coding theory terms see [2, The group 9(C) of C consists of all permutations of the coordinates which send code words into code words (i.e. fix C setwise). B(C) is a subgroup of the symmetric group 9%. E.g. B(C,) is b, , the cyclic group of order 2; g(,!?r,) is the general affine group W&(2) of order 1344 (all transformations x -+ x,4 + b where A is an invertible 3 x 3 matrix); and 'S?(G& is the Mathieu group L?24 of order 21° + 33 -5 -7 -11 -23. Two codes C, C' are equivalent if there exists a permutation in 9, sending C into C'. The size of the equivalence class containing C is n!/order of B(C).
The direct sum of codes C[n, k, d] and C'[n', k', d'] is the [n + n', k + k', min(d, d')] code C @ C' = ((ul **a u,vl *** u,): (z+ *.I u,) E C, h 3.. v,) E C'}. C @ C will be written 2C, etc. If D can be written C @ C it is called decomposable, otherwise indecomposable [38] .
If 9, X' are groups we write 3 x % for their direct product, 9" for 9 x *'-x B (k factors), and 9 * H for a semidirect product. THEOREM 2.5 (Gleason [13] ; see also [4, 14, 23, Then @,w~ = @in.nr2 is the class of self-dual codes of length n. The following results are useful for enumerating self-dual codes. Some of these resdts appeared in [24, 32, 331 . They are all proved by the methods of [24, 321, i .e. by induction on k. An empty product is equal to 1. 2k JFl 2j -1 (n even), JJ k '"tj" 7 l (n odd).
j=l COROLLARY 3.7. Let n be even and C E @,,, -@i,, . The number of
Cl j=l COROLLARY 3.8 [32] . If n is even, the total number of codes in Q511.k: is
For codes with weights divisible by 4 we do not give as much detail. 
i=l COROLLARY 3.10. Same hypothesis as Theorem 3.9. Then the number of codes in YA,, (k > s) which contain C is
j=l Cl COROLLARY 3.11 [24] . Same hypothesis as Theorem 3.9. The number of codes in Yi,n,2 which contain C is h/2)-s-1 jG P + 1). COROLLARY 3.12 [24] . If n is a multiple of 8, the total number of codes in YA,n,2 is 
where a(n) = nizy1)'2 (2j + 1).
Proof. Let c(n, i) be the number of self-dual codes of length n containing i code words of weight 2. From 3.3; 42 go c(n, i> = a(n).
The coefficients on the left are those of the Hermite polynomial I&(---x) [20] . The desired result follows from the orthogonality of these polynomials. The group is: %'(e,) = g&(2) N P9Y2 (7), of order 168; C?Y(e,) = ZTp-3)/2 -Y&l),2 if n > 7 [34] .
For n = 8, 12, 16,... let E,, be the [n, n/2] self-dual code d, u (a + d,). For EB see (2.1). The weight enumerator is +[(l + x2)n12 + (1 -x2)"j2] + 2(n/2)-1~n/2. The group is: S(E,) = B&(2), of order 1344; S(E,) = ZiYpJ2)-1 . Y,,, if II > 8 [34] .
From (6.1), (6.2), and the fact that E, is self-dual, we have LEMMA 6.3. Any code word of d,,l is equal to one of 0, a, b, or a' (module d,,); aply code word of en1 is equal to 0 or c (module e,,); and any code word of E,' is equal to 0 (module E,,). COROLLARY 6.4. If C is a S.O. code containing E, as a subcode, then C is decomposable.
These codes are important because they provide a canonical form for codes generated by code words of weight 4, given in Theorem 6.5. This result is the basis of the classification in [34] and is used again in Sections 7, 8. The result was derived independently by J. H. Conway (unpublished). Proof. Since C has a basis consisting of weight 4 vectors, there is a largest subspace C' of C whose basis is equivalent to a d, . If C = C', we are finished. If not, there is a code word x of weight 4 in C not in c'. Since x is orthogonal to C', the space generated by x and C' must either be e, or EB . Now e, and E, are direct summands of any self-orthogonal code containing them, hence C is either e7 or EB . COROLLARY 6.6. The only self-dual codes which are generated by code words of weight 4 are EB @ em* @ E, .
Our notation for describing the generator matrix of an indecomposable self-dual code C with minimum distance equal to 4 is as follows. We take the maximum number of linearly independent code words of weight 4 as the top left-hand corner of the generator matrix. By 6.4, 6.5, this has the form d,,@***@d,,@e,@ *.* @ e, (with m copies of e,), or dp* *** d7,e," for short, for suitable rl ,... will be written d,e,2 + 2/bco10/boc01/ao212. It seems difficult to find a formula for the number of self-dual codes of length 12 and minimum distance 4. However, the next theorem does provide a useful check on the enumeration of some of these codes.
For n = 4m, let Sz, denote the class of self-dual codes of length n with the property that the code word 1 is the sum of m disjoint code words of weight 4. For C E Qn, let h(C) be the number of ways of writing 1 as a sum of m codewords of weight 4, and let As an example of Theorem 6.8, for n = 8 there is one code E, in In,, the number of codes equivalent to E,, is 30 [34] , and so 19~ = 7 .30, 4ps = 6.
SELF-DUAL CODES OF LENGTH 22
THEOREM 7.1. There are 25 inequicalent self-dual codes of length 22, 17 of which are decomposable and 8 indecomposable (see Table 1 ). The proof is similar to that of Theorem 8.1 and is omitted. Note that GBB is obtained from the Golay code G,* by using the code words beginning 00 or 11; its group is twice the Mathieu group AZ2 . U,, has generator matrix enclosed by the double line in (7.2). U,, and Z,,: (Table II) .
Proof. The decomposable codes and their groups are obtained immediately from [34] , Table I be the maximal subcode generated by code words of weight 4 (Section 6). C'hasgapy=24-rr,--*.
-rr -7m, and deficiency 6 = I + &rn f &v. Our method is to consider each possible form (8.2) for C', and to find all ways of adding S linearly independent generators to C' so as to obtain an indecomposable self-dual code C of distance 4. We call such a code C (indecomposable, self-dual, minimum distance 4, and with all code words of weight 4 contained in the subcode C') an extension of C'. C must contain the vector 1. So for each C' we must find all its extensions C. Lemma 6.3 is our chief weapon. Having found a C, we compute its group S(C), and then the number of codes equivalent to C is 24!/order of g(C). The next two lemmas are typical of the methods used.
LEMMA 8.3. C' = dS4 has a unique extension C = Ez4 = d,Ja (in the notation of Section 7).
Proof. We must add one vector, u say, to c'. By 6.3 we may assume u is a, b, or a'. But a' is equivalent to a, and b has weight 2, so we may take u = a. where u and u may be absent. If both are absent C is decomposable. If one is absent, Q has deficiency 0, length <20, and distance 6, which is impossible by Table III . If both u, u are present, Q has deficiency 1. By Table III there is a [20, 9, 61 code Q. But the next lemma shows that this Q, and hence C, does not contain 1, a contradiction. Table III , which is frequently used in the proof of Theorem 8.1, shows, for each dimension k, the length n, of the shortest S.O. [no, k, 61 code. This table was constructed by direct search, with the help of [18] . We % omit the details. An asterisk indicates that the code is unique. where Q is the unique [ 16, 6, 6] code mentioned in Table III . To describe Q, let X, ,..., X, be binary variables. As in describing Reed-Muller codes, we identify each of the 21a polynomials f(xl ,..., x4) over GF (2) with the corresponding vector of length 16. The first-order Reed-Muller [16, 5, 8] code R consists of all linear function Cf=, olixi + j3, where 01~ , /3 = 0 or 1 [31, Section 5.51. Then Q = R u (x1x, + x,x, + R), so we may take as generators for Q: u = 1, z, = x1, w =x2, x = x,, y = x,, z = x,x, + x,x,. The group of R is the general afhne group 'W&(2) consisting of all transformations (x1 , xg , xg , x4) -+ (x1 , x2 , x, , x&4 + b, where A is an invertible 4 x 4 binary matrix and b is a binary 4-tuple.
It is now straightforward to calculate the group of Q, and to show that there is essentially only one way to choose q, r, s, t, namely q = x,x3, r = x,x,, s = x,x,, t = x,x,, as shown in (8.9) .
The group of Y,, is as follows. To every permutation 7r of the first 4 coordinates there corresponds a permutation g E S(Q) such that rr Q g fixes Y,. Similarly on the second set of 4. Also the two sets of 4 may be exchanged. Finally there are the 16 permutations generated by xi + x$ + 1 (i = l,..., 4). Thus 1 S(Y,,)j = 242 . 2 . 24.
The remaining codes in Table II (i) For each d, block, those permutations in Z'p/2)-1 . 9: which act inside the block, possibly followed by a permutation of the gap (and similarly for each e, block, if present). Thus g( W,,) contains a Klein 4-group ZZ2", * Y2 acting on each d4 block, e.g. (13)(24) and (12) (ii) Permutations of the blocks, possibly followed by permutations inside the blocks and inside the gap. Thus in W, a group Sp, acts on blocks 1, 2, 3 as follows. Convention: m 0 p means first apply n, then p, Let 7r12 = (block 1, block 2) = (15)(26)(37)(48), etc. Then Finally it remains to consider the case of minimum distance 6. Let C be a [24, 12, 6] self-dual code. By deleting 2 coordinates from C we obtain a [22, 11, 4] self-dual code D, which must be in Table I . It is straightforward to show that the only possibility is D = U,, , and further that there is a unique way to add two columns and one row to the generator matrix of U,, to obtain C, as shown in (7.2). Therefore C is unique, and is denoted by Z,, .
To simplify calculation of the group of Z,, , we give an alternative construction for this code based on the Golay code GS4, using the notation of Todd's paper [42] .
Let Q = (0, 0, l,..., 22) be the coordinates of Gza . A subset of Q giving the location of the l's in a code word of G,, of weight 8 is called an octud. A list of the 759 o&ads is given in [42] . r(d may be partitioned into 6 sets of 4 (called mutually complementary tetruds) such that the union of any two tetrads is an o&ad, for example (using Todd's notation for the octads), Associated with any set of mutually complementary tetrads is a set of 64 nonspecial hexads (i.e. 6-sets of X2) with the properties: (i) A nonspecial hexad is not contained in any octad; and (ii) let H = (u,a,a,a,u,u,) be any nonspecial hexad, choose any point, say a,, of H, and find the unique octad u,u,u,u,u,b&3b, containing the other 5 points of H. Then u1b2b3b4 must be one of the tetrads.
A method of constructing the nonspecial hexads is given in [42] . A set of 12 nonspecial hexads associated with the tetrads (8.12) forms the rows of (8.13). These rows do indeed generate a [24, 12, 6] code, which therefore must be 2, . The group of this code is that subgroup of Aza which fixes the set of mutually complementary tetrads. This is the group G, described in [42] , of order 21° * 33 * 5 and index 1771 in Aul . The permutations and character table are given in Table VII of [42] . This completes the proof of Theorem 8.1.
As checks on Table II we verified the formulas of Corollaries 3.3 and 3.12, Section 4, and Theorems 5.3 and 6.8.
ALTRAN [5, 171 and MACSYMA [26,  271 programs for algebraic manipulation, and R. Morris's multiple-precision "desk calculator" on the UNIX system [41] . We also wish to thank Richard Fateman for aid in computations.
