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In this note we use the notion of time-delay to explain the physical content of the transformation
properties of transmission and reflection amplitudes, as a result of a displacement of the potential.
Then, we reconsider the recent analysis of the scattering problem by a finite-periodic potential, by
Olsen and Vignale, to obtain the total reflection condition in the limit of an infinite number of cells.
In doing this, we obtain an expression of Hartman’s effect, showing that the group velocity of the
transmitted particle inside the potential chain can become arbitrary large, as the number of cells
tends to infinity.
In a recent paper, R. J. Olsen and G. Vignale [1] con-
sidered the one-dimensional scattering by a potential con-
sisting of a chain ofN identical (non-overlapping) “cells”,
all separated by a same distance a. Their main goal was
to study the limit N → ∞ of a potential that becomes
fully periodic on the positive half line. This problem is
not new and has been studied by many authors, partic-
ularly in this journal; see for instance Refs. 2–6 and the
references cited therein.
To study the N → ∞ limit, the authors of Ref. [1]
derive recurrence relations allowing them to express
the transmission and reflection amplitudes of the finite-
periodic potential in terms of those of its composing frag-
ments. Their derivation is based on the tacit assumption
that it is possible to construct the transmission (respec-
tively, reflection) amplitudes by adding all the possible
elementary scattering amplitudes that are associated to
the different virtual paths the particle can follow inside
the potential structure, before being ultimately transmit-
ted (respectively, reflected).
Let us observe that the validity of this assumption
needs to be demonstrated. For this, one has to start from
the Schroedinger equation and prove that, if the system
is composed of two subsystems, the scattering matrix of
the entire system factorizes, in the sense that its elements
can be entirely expressed in terms of those associated to
the single subsystems. This factorization property of the
one-dimensional scattering matrix has been derived by a
number of authors, with different methods (see our re-
cent comment in this journal [7], and the references cited
therein). Then, one observes that the obtained factor-
ization formulae can be expressed as convergent power
series, with each term of the series having the simple
interpretation of describing a specific virtual path the
particle can follow when it enters the chain, before being
finally transmitted or reflected (see Ref. 8, page 2730).
Having clarified the foundation of the approach used
in Ref. 1, we would like now to comment on some of
the statements that were made in the article. In Sec.
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III, line 8 of the first paragraph, the authors affirm that:
“Because the probability of an outcome is dependent only
on the magnitude of the probability amplitude, there is
no direct way to observe the phase of a particle.” This
statement, as it is expressed, is not entirely correct. To
give a counter example, the derivative with respect to
energy of the phases of the transmission and reflection
amplitudes are in principle directly observable, as they
correspond, respectively, to the transmission and reflec-
tion time delays [9, 10].
In Sec. III, line 4 of the third paragraph of Ref. 1, one
reads that: “The total transmission coefficient includes
the geometric phase gained by an electron with wave vec-
tor k as it travels through a distance a [...].” We don’t
think that this statement is correct, as the transmission
coefficient (or amplitude), contrary to the reflection ones,
is not affected by the positioning of the potential, and
consequently by the variation of the distance a parti-
cle has to travel to reach it. Rather than commenting
the reasoning presented by the authors in Appendix B of
Ref. 1, in support of their assertion, let us show this fact
explicitly. Let
s =
(
t r
l t
)
(1)
be the scattering matrix of a one dimensional scatter-
ing system associated to a potential V (x), with t the
transmission amplitude, and l and r the reflection am-
plitudes from the left and right, respectively, at energy
E = ~2k2/2m (m being the mass of the particle). A rigid
active translation of the potential to the right, through
a distance a, i.e., V (x) → V (x − a), is implemented in
quantum mechanics by the unitary displacement opera-
tor
D(a) = e
i
~
pa =
(
eika 0
0 e−ika
)
, (2)
where p is the momentum operator. Therefore, the effect
of the displacement on the 2 × 2 scattering matrix is
2s→ D†(a)sD(a), so that
s→
(
e−ika 0
0 eika
)(
t r
l t
)(
eika 0
0 e−ika
)
=
(
t re−2ika
le2ika t
)
. (3)
Eq. (3) clearly shows that the transmission amplitude is
not affected by a rigid translation of the potential. Con-
sequently, no additional phase factor is acquired by the
transmission amplitude when the particle travels an ex-
tra distance to get to the interaction region. On the other
hand, an additional phase factor is gained by the reflec-
tion amplitudes. Let us explain, by means of a simple
physical argument, why it has to be so.
As we mentioned above, the energy derivative of the
phase αt = arg t of the transmission amplitude gives the
transmission time-delay
τt = ~
dαt
dE
=
1
v
dαt
dk
, (4)
where v = ~k/m is the incoming velocity. Therefore, if
it would be true that by moving the potential to a dis-
tance a to the right, the transmission phase αt would
acquire an energy-dependent term ka, then, according
to (4), the transmission time-delay should be affected by
the displacement and be increased by a/v. This however
would be in contradiction with the very definition of time-
delay, which is a relative quantity obtained by comparing
an interaction time with a free reference time. When the
interacting particle is transmitted, it necessarily travels
the same distance as the free reference particle, indepen-
dently of the position of the potential, which therefore
cannot affect the transmission time-delay. Consequently,
there cannot be any additional energy-dependent phase
factor in the transmission amplitude.
On the other hand, the situation is different for the
reflection time-delays from the left and from the right,
which are respectively given by
τl =
1
v
dαl
dk
, τr =
1
v
dαr
dk
, (5)
where αl = arg l, and αr = arg r. Indeed, contrary to
a free reference particle, the total distance travelled by
a reflected particle is affected by the positioning of the
potential. If the particle comes from the left, and the
potential is displaced by a distance a to the right, it has
to travel (forth and back) a supplementary distance 2a,
giving an additional free-flight contribution of 2a/v to
the reflection time-delay from the left. After integration,
this contribution yields the extra 2ka positive term in
the phase of the reflection amplitude from the left, in
agreement with (3). The situation for the reflection time-
delay from the right is the opposite, as the displacement
of the potential now decreases the total distance travelled
by the reflected particle, in comparison to a free reference
one, so that the reflection time-delay from the right is
reduced of 2a/v, giving this time a negative additional
term −2ka in the phase of the reflection amplitude from
the right, also in agreement with (3).
In Sec. III of Ref. 1, the authors derive recurrence for-
mulae for the transmission and reflection amplitudes for
a chain of equally spaced potential cells. The interpreta-
tion of their formulae (9) and (10) is of course partially
invalidated by the above mentioned inexactness regard-
ing the transformation properties of the transmission and
reflection amplitudes. However, there is another reason
for which we believe these expressions cannot be consid-
ered entirely correct. Although the authors are aware of
the fact that for non-symmetric potentials the reflection
amplitudes from the left and from the right differ (as they
mention this in Sec. IV), they apparently overlooked this
fact in their derivation. Indeed, even if we assume that
the unit cell is symmetric (i.e., parity invariant), as soon
as we add to it a second cell to the right, the symme-
try of the two-potential system is lost. Therefore, in the
derivation of the recurrence formulae for the transmission
and reflection amplitudes, one needs to duly take into ac-
count the distinction between reflection amplitudes from
the left and from the right. Let us see how to do this.
We introduce the following notation (which differs from
the one adopted in Ref. 1, for sake of clarity). We denote
by sN the scattering matrix associated to theN -th single-
cell, placed at a distance (N − 1)a from the first one,
which is described by the scattering matrix s1 ≡ s. Also,
we denote by s(N) the scattering matrix associated to
the finite periodic chain of N equally spaced cells, with
s(1) = s1 = s. Then, using the same notation for the
elements of the scattering matrices, and considering that
cells are iteratively added to the right of the chain, we
have for the transmission amplitude:
t(N+1) = t(N)
[
1 + lN+1r
(N) + · · ·
]
tN+1
=
t(N)tN+1
1− lN+1r(N)
(6)
=
t(N)t
1− lr(N)e2ikNa
, (7)
where the last equality follows from property (3). Simi-
larly, for the reflection amplitude from the left, we have
the recurrence relation:
l(N+1) = l(N) + t(N)lN+1
[
1 + r(N)lN+1 + · · ·
]
t(N)
= l(N) +
(t(N))2lN+1
1− lN+1r(N)
(8)
= l(N) +
(t(N))2le2ikNa
1− lr(N)e2ikNa
. (9)
Eqs. (6) and (8) are what we believe to be the correct
versions of the recursive statements (9) and (10) of Ref.1,
that duly take into account the transformation property
(3) and the necessary distinction between the left and
right reflection amplitudes.
3For later purpose, we also give the recurrence relation
for the reflection amplitude from the right. In this case
we have
r(N+1) = rN+1 + tN+1r
(N)
[
1 + lN+1r
(N) + · · ·
]
tN+1
= rN+1 +
t2N+1r
(N)
1− lN+1r(N)
(10)
= re2ik(N+1)a +
t2r(N)
1− lr(N)e2ikNa
. (11)
It is also possible to derive a recurrence relation for the
reflection amplitude from the right which is more similar
to (8), in the sense of being also expressed in terms of the
transmission amplitude t(N). For this, one has to proceed
differently. Starting from a N -cells chain that is shifted
to the right to a distance a, one adds a supplementary
cell, but this time to the left, to obtain the (N + 1)-cells
structure. Then, duly taking into consideration the ef-
fects of the a-displacement on the phases of the reflection
amplitudes, one finds
r(N+1) = r(N)e−2ika + t(N)r
[
1 + l(N)e2ikar + · · ·
]
t(N)
= r(N)e−2ika +
(t(N))2r
1− l(N)re2ika
. (12)
Having established the recurrence relations for the
scattering amplitudes, let us now try to reproduce the
authors’ argument, when they address the question of
determining under which conditions the transmission am-
plitude t(N) goes to zero, as N →∞. From Eq. (8) it is
clear that if we assume t(N) → 0, as N →∞, for a given
k, then we must also have that l(N+1) = l(N) + o(1), in
the same limit. This means that the reflection amplitude
from the left tends to a constant as the number of cells in-
creases, and by conservation of probability this constant
has to be a pure phase factor, i.e., l(∞) = eiα
(∞)
l . Olsen
and Vignale use this fact to deduce that also the phase
of the transmission amplitude t(N) tends to a constant as
N → ∞. To do so, they exploit the property that for a
parity invariant potential the relative phase between l(N)
and t(N) is pi/2, i.e.,
α
(N)
l − α
(N)
t = pi/2 mod pi. (13)
However, as we already emphasized, the potential is not
parity invariant and therefore one is not allowed to use
(13) to infer that α
(N)
t also tends to a constant value,
as α
(N)
l does. In fact, there is no way to infer such a
result, as α
(N)
t does not converge to a constant value, as
N →∞.
To see this, we start by observing that from the uni-
tarity of the scattering matrix a general relation between
the phases of the transmission and reflection amplitudes
can be derived, also valid for non-symmetric potentials:
1
2
(
α
(N)
l + α
(N)
r
)
− α
(N)
t = pi/2 mod pi. (14)
By hypothesis, we know that α
(N)
l = α
(∞)
l + o(1). Thus,
according to (14), to determine the behavior of α
(N)
t for
large N , we only need to determine that of α
(N)
r . Using
(12), we immediately find that, as N →∞,
r(N+1) = r(N)e−2ika + o(1), (15)
which means that, in this limit,
α(N+1)r = α
(N)
r − 2ka+ o(1). (16)
In other terms, the reflection amplitude from the right
possesses the asymptotic form
α(N)r = α− 2Nka+ o(1), (17)
where α is a N -independent (but energy-dependent) con-
stant. It then follows from (14) that the asymptotics of
the transmission phase is
α
(N)
t = β −Nka+ o(1), (18)
with β a constant. Thus, we find that α
(N)
t diverges as
N →∞.
Let us open a parenthesis to illustrate the physical con-
tent of this result. According to (18), the transmission
time-delay for a N -cells finite-periodic potential and for
a particle with incoming energy E = ~2k2/2m = v2/2m,
such that t(N) → 0, as N →∞, possesses the asymptotic
behavior
τ
(N)
t =
1
v
dα
(N)
t
dk
=
1
v
dα
dk
−
Na
v
+ o(1)
= −
Na
v
[1 + o(1)] . (19)
It is interesting to observe that Eq. (19) is nothing but
an expression of the so-called Hartman effect[11, 12]. In-
deed, if we define the time T
(N)
t spent by the transmitted
particle inside the interaction region as the sum of the
transmission time-delay τ
(N)
t and the time Na/v it takes
for a free particle of velocity v to travel the distance Na,
i.e.[13],
T
(N)
t =
Na
v
+ τ
(N)
t , (20)
then, inserting (19) into (20), we find that T
(N)
t → 0,
as N → ∞. This means that for sufficiently long finite-
periodic chains, when the transmission probability tends
to zero, the effective group velocity of the transmitted
particle inside the potential becomes arbitrarily large, al-
lowing for traversal group velocities even larger than the
light speed in vacuum [14].
We will now explain how to retrace the authors’ argu-
ment to derive the condition for the total reflection, in
the limit N →∞. For this, we multiply (6) by eika and
write
t(N+1)eika
t(N)
=
teika
1− lr(N)e2ikNa
. (21)
4Because of (18), the l.h.s. of (21) tends to a real value
as N → ∞. Therefore, in the same limit, the imaginary
part of the r.h.s. of (21) must go to zero. Using (17), we
thus obtain the condition
ℑ
|t|
e−i(αt+ka) − |l|eiθ
= 0, (22)
where we have defined θ = α + αl − αt − ka. Since the
numerator is real, the above condition is fulfilled if the
imaginary part of the denominator is 0, giving
sin(αt + ka)
|l|
= sin θ. (23)
This implies that
| sin(αt + ka)|
|l|
= | sin θ| ≤ 1. (24)
Finally, using |l|2 = 1 − |t|2, and sin2 x = 1 − cos2 x, we
obtain that the condition for having total reflection in
the limit of a potential that becomes fully periodic on
the positive half line, is
cos(αt + ka)
|t|
≥ 1. (25)
We can observe that this condition is fully compati-
ble with the one found in previous analysis by other au-
thors [2, 4, 6], where the Cayley-Hamilton theorem and
Chebyshev polynomials of the second kind were used to
solve the recurrence relations and express the transmis-
sion probability |t(N)|2 in terms only of the transmission
amplitude of the (first) single cell:
|t(N)|2 =
1
1 + U2N−1(z)
1−|t|2
|t|2
, (26)
where UN (z) is the N -th Chebyshev polynomial of the
second kind and z = cos(αt + ka)/|t|. Now, by direct
inspection of (26), it is clear that t(N) → 0, as N →∞, iff
UN (z)→∞, in the same limit. Using the trigonometric
identity
UN (cos γ) =
sin[(N + 1)γ]
sin γ
(27)
and the properties of the hyperbolic functions, one can
easily deduce that |UN (cos γ)| → ∞, as N → ∞, if
| cos γ| > 1. This yields the total reflection condition
|z| = cos(αt + ka)/|t| > 1, with a strict inequality, which
is the one usually mentioned in the literature (see for in-
stance Eq. (22) of Ref. [2]). However, for the specific val-
ues z = ±1, we have for the Chebyshev polynomials the
formulae: UN(1) = N +1, and UN(−1) = (N+1)(−1)
N .
Therefore, it is also true that |UN (±1)| = O(N + 1), as
N →∞, so that (26) also gives condition (25).
A final comment is in order. In Sec. III of Ref. 1
the authors affirm that: “There are also some conditions
where the transmission coefficient of an infinite chain is
nonzero [...].” Strictly speaking, this statement is incor-
rect. In fact, although condition (25) correctly describes
the energies for which the transmission amplitude con-
verges to zero, in the limit N →∞, one is not allowed to
conclude that for energies breaking that condition, i.e.,
such that cos(αt+ka)/|t| < 1, the transmission probabil-
ity would converge to a finite value, as N →∞. In fact,
the limit of the transmission amplitude doesn’t exist for
those energies, as is clear from the fact that it becomes
infinitely oscillating. However, if instead of a monoener-
getic incoming wave one considers a wave packet whose
energetic support is slightly smeared out, then, using the
Riemann-Lebesgue Lemma and a power expansion, one
can show that the transmission probability do converge
in this case to a finite average value [5].
In conclusion, in this note we have used the notion of
time-delay to explain the physical content of the trans-
formation properties of the transmission and reflection
amplitudes, as a result of a displacement of the poten-
tial. We have then reconsidered the derivation in Ref. 1
to obtain the condition for total reflection, in the limit of
an infinite number of cells composing the finite-periodic
potential. In doing so, we have also obtained an expres-
sion of Hartman’s effect, showing that the group velocity
of the transmitted particle inside the chain can become
arbitrary large, as N →∞.
[1] R. J. Olsen and G. Vignale, “The quantum mechanics
of electric conduction in crystals,” Am. J. Phys. 78 (9),
954–960 (2010).
[2] D. J. Griffiths and N. F. Taussig, “Scattering from a lo-
cally periodic potential,” Am. J. Phys. 60 (10), 1883–888
(1992).
[3] S. J. Blundell, “The Dirac comb and the Kronig-Penney
model: Comment on ‘Scattering from a locally periodic
potential,’ by D. J. Griffiths and N. F. Taussig [Am. J.
Phys. 60, 883–888 (1992)],” Am. J. Phys. 61 (12), 1147–
1148 (1993).
[4] D. W. L. Sprung et al., “Scattering by a finite periodic
potential,” Am. J. Phys. 61 (12), 1118–1124 (1993).
[5] R. G. Newton, “Comment on ‘Scattering by a finite pe-
riodic potential,’ by Sprung, Wu, and Martorell [Am.
J. Phys. 61, 1118–1124 (1993)],” Am. J. Phys. 62 (11),
1042–1043 (1994).
[6] D. J. Griffiths and C. A. Steinke, “Waves in locally peri-
odic media,” Am. J. Phys. 69 (2), 137–157 (2001).
[7] M. Sassoli de Bianchi, “Comment on ‘Generalized com-
5position law from 2 × 2 matrices,’ by R. Giust, J.-M.
Vigoureux, and J. Lages [Am. J. Phys. 77, 1068–1073
(2009)],” Am. J. Phys. 78 (6), 645–646 (2010).
[8] M. Sassoli de Bianchi, “Levinson’s theorem, zero-energy
resonances, and time delay in one-dimensional scattering
systems,” J. Math. Phys. 35 (6), 2719–2733 (1994).
[9] E. H. Hauge and J. A. Stovneng, “Tunneling times: a
critical review,” Rev. Mod. Phys. 61, No. 4, 917–936
(1989).
[10] M. Sassoli de Bianchi, “Conditional time delay in scat-
tering theory,” Helv. Phys. Acta 66, 361–377 (1993).
[11] T. E. Hartman, “Tunneling of a wave packet,” J. Appl.
Phys. 33, 3427–3433 (1962).
[12] M. Sassoli de Bianchi, “A simple semiclassical derivation
of Hartman’s effect,” Eur. J. Phys. 21, L21–L23 (2000).
[13] Contrary to transmission and reflection time-delays, the
notions of transmission and reflection sojourn times do
not have a unique definition in quantum mechanics, as
they correspond to the joint masurement of two incom-
patible observables. See references [9, 10], and those cited
therein.
[14] This doesn’t mean however that information can be con-
veyed faster than light. See for instance the experiment
with single photons of Steinberg et al. [15], and the ref-
erences cited therein.
[15] A. M. Steinberg and R. Y. Chiao, “Subfemtosecond de-
termination of transmission delay times for a dielectric
mirror (photonic band gap) as a function of the angle of
incidence,” Phys. Rev. A 51, 3525–3528 (1995).
