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Related Oscillation Criteria for 
Higher Order Self-Adjoint Differential Equations* 
WILLIAM T. F&ID+ 
1. INTRODUCTION 
In the classical Sturmian theory for a real linear homogeneous differential 
equation of the second order, and its generalizations to Hamiltonian systems 
using the procedure introduced by Morse [5, 61, the absence of pairs of con- 
jugate points on a given interval (i.e., disconjugacy on this interval) is equivalent 
to the positive definiteness of an associated hermitian functional on a suitable 
space of test functions. Consequently, for a specified space of test functions 
the aggregate of all such systems disconjugate on a given interval forms a 
convex cone. In the present paper this simple property is exploited to obtain 
related criteria for oscillation and/or disconjugacy. Specifically, the discussion 
is cast in the format of the earlier paper [9] of the author, dealing with higher 
order self-adjoint matrix differential equations. 
Section 2 is concerned with basic results on disconjugacy that are prefatory 
to the derivation in Section 3 of related criteria for disconjugacy for large t. 
Section 4 presents an application to equations with periodic coefficients, as 
well as a result on oscillation coefficients for systems involving a characteristic 
parameter. 
The linear vector space of ordered m-tuples of complex numbers, with 
complex scalars, is denoted by C, . The wz x nz identity matrix is denoted 
by E,,, > or merely E when there is no ambiguity, and 0 is used indiscriminately 
for the zero matrix of any dimensions; the conjugate transpase of a matrix A/I 
is designated by M*. If E = (&) is a vector of C, , then the norm of 6 is defined 
as 1 5 I = [Cr=, 1 8, Iz]*p, and if M is an vz x wz matrix the norm I/ &f\I of -fief 
is defined as the maximum of 1 -a14 1 on the unit ball (5; E EC, , \ 4 ! < 1) 
of C,,, . For typographical simplicity, if IIf = [&fJ (LX = l,..., m; i = l,..., r), 
and M = [NJ (p = l,..., k; j = l,..., r) are m x Y and k x Y matrices, then 
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the (m + k) x r matrix P = [PJ (u = I,..., nz + k; j = l,..., P) with Par = 
wj > %tp,j = iVpj is denoted by (fit N). A matrix function is called con- 
tinuous, integrable, etc., whenever each element function of the matrix possesses 
the specified property. 
If a matrix function M(t) is a.c. (absolutely continuous) on a compact interval 
[u, b], then M’(t) denotes the matrix of derivatives at values where these 
derivatives exist, and zero elsewhere. Similarly, if M(t) is (Lebesgue) integrable 
on [a, b], then sz M(t) dt signifies the matrix of integrals of respective elements 
of M(t). For a given interval [a, b], the symbols %,,[a, b], 9TQ”[~, b], 2&[a, b], 
~:,b, 4, =!q&, 4, -lie,&, 4, ~;&, 4 are used to denote the class of p x Q 
matrix functions M(t) = [MJt)] (CX = I,..., p; /3 = l,..., 4) which on [a, b] 
are, respectively, continuous, continuous and possessing continuous derivatives 
of the first k orders, (Lebesgue) integrable, (Lebesgue) measurable and 1 MEs(t)lk 
integrable, measurable and essentially bounded, a.c., of class U&‘[u, b] with 
&P-r](t) E &&[u, b]. For brevity, the double subscript p, 4 is reduced to merely 
p for the p-dimensional vector case specified by 4 = 1, and both subscripts 
are omitted in the scalar case p = 1, q = 1. For n > 1, the subclass of vector 
functions y E ~&,“[a, 61 for which y[kl(t) E .2’D2[u, b] is denoted by ~@~[a, b]. 
Also, for K > 1 the subclass of vector functions belonging to VDk[u, b], 
&Yk[u, b], d$“[u, b], for which y[“-‘l(u) = 0 = y[*-‘l(b) (a = l,..., Iz) are 
denoted by %‘;;,[a, b], -Pe&Ju, b], CZ$$[U, b], respectively. If matrix functions 
M(t) and N(t) are equal a.e. (almost’everywhere) on their interval of definition 
we write simply M(t) = N(t). Finally, if a matrix function defined on a given 
interval 1 belongs to one of the above classes for every compact subinterval 
of I the matrix function is said to belong to the class locally, and this property 
is designated by appending “10~” as a subscript to the above introduced symbol. 
2. PRELIMINARY RESULTS 
For i,j = 0, l,..., n, let P(t) = [F::(t)] (a, T = l,..., Y), be Y x r matrix 
functions defined on a nondegenerate interval I on the real line R, and satisfying 
the hypothesis: 
(i) Fnn(t) is positive definite for t EI; 
(ii) Fnn, (Fntz)-l, F@, F*S, Fan (a, p = 0, l,..., n - l), are of class 
=%:d); 
(iii) the (T.T + 1)r x (n + 1)~ matrixF(t) which for i, j = 0, l,..., 11 (9) 
and 0, 7 = l,..., r has element in the (iy + u)th row and 
(jr + T)th column equal to P(t) is hermitian for t E I. 
If [u, ZJ] is a compact subinterval of 1, then for brevity of notation we set 
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9[a, b] = &,~~‘[u, b], and 9Ja, b] = &‘F;l[n, 61. For y E 9[a, b] let the s+- 
dimensional vector functions z+(t),..., zc$t) be defined as z+;(t) = ycIc-lJ(f) = 
(zc~;~(t)) (k = l,..., n), and denote by u(t) = u(t / y) the nr-dimensional vector 
function (u,(t)) = (u,(t 1 y)) (p = l,..., nr), with Uar+,(t) = y!‘(t) = 2c0;,tl(l) 
(Lx = 0, l,..., n - 1; rJ = l,..., r). Also, denote by j(t) the I$ -+ 1 jr-dimensional 
vector function ($(t)) (V = l,..., (72 + l)~), withfti+Jt) = y!](t) (; = 0, l,..., n; 
a-1 ,..~, y); an alternate representation for f(t) is (zl(t / y); y[“l(t)). 
If [a, b] is a compact subinterval of I and y E %‘[a, b], z E ~%[a, b], then the 
integral 
J[y, z j a, b] = Jnb S*(t) F(E) l(t) dt (2.1) 
defines a sesquilinear form on 9[a, zl] x ~?@[a, b]; as is customary, the symbol 
J[y, y / a, b] is abbreviated to J[y ) a, b]. By a familiar type of argument whose 
central feature is an application of the fundamental lemma of the calculus 
of variations (see, for example, [8, Chap. III]), it may be established that if 
y E ~%[a, b] then 
.JEY> 2 I 4 4 = 0, for x E 9Ja, b],], 
iiT y is a solution on [n, b] of the vector quasi-differential equation 
L[y :FJ(t) c FO(t)j(t) - {Fl(t)Jyt) - (.- - {P(t)Jyt)}’ -.>‘I’ = 0 (2.2:F) 
where for i = 0, l?..., n the symbol P(t) denotes the Y x (TZ + 1)~ matrix 
whose element in the oth row and (jr + T)th column isF$(t). Also, ify E $@[a, a] 
and the r-dimensional vector functions I = r~,.(t 1 y) = (voks(t 1 y)) (G = 
1 ,...) r; R = l)...) n), are defined recursively as 
a,(t) = P(t) Jqt), 
7&t) = PZ(t) j(t) - ~~L,,l(~), E = l,..., rt - 1, 
then s(t),..., erlz(t) belong to ,OZT[at b] and 
qy; F](t) = FO(t)j(t) - q’(t). (2.2’97) 
Moreover, if v(t) = v(t I y) is the ny-dimensional vector function (u,,(t)) = 
(up(f 1 y)) with z~~~+Jt) = ~,;,+~(t j y) (a = 0, l,..., n - 1; 0 = l,..., r), then the 
quasi-differential equation (2.23) may be written in an equivalent Hamiltonian 
matrix form 
L,[u; v](t) E -d(t) + C(t) u(t) - A”(t) 7J(t) == 0, 
L,[u; v](t) = u’(t) - A(t) u(t) - B(t) a(t) = 0, (2.3) 
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where A(t), B(t), C(t) are BY x nr matrix functions of class .ZZi&(I), and with 
B(t), C(t) hermitian on this interval. In particular, when B(t) is written as a 
partitioned matrix [Bh”(t)], (h, R = l,..., n), in Y x Y matrices, then B”‘;(t) = 0 
if (h, h) f (n, n) and B”“(t) = (P”(t))-‘, so that B”“(t) is positive definite. 
For a more detailed presentation of the coefficient matrices of (2.3), and a 
canonical form of (2.2:F) whenever the coefficient matrix functions Fir are 
locally of class &, on 1, where g = max{i,i>, the reader is referred to [9, 
Sect. 21. In particular, whenever hypothesis ($) is satisfied the system (2.3) 
in (u; W) is identically normal on -I; that is, if u(t) G 0, a(t) is a solution of this 
system on a nondegenerate subinterval I, of 1 then u(t) = 0, v(t) = 0 throught I. 
Consequently, the concept of (mutually) conjugate points for (2.2:F) derived 
from the corresponding concept for the Hamiltonian system (2.3) is as follows: 
distinct values t, and t, on I are conjugate with respect to (2.2:F) if there exists a 
nonidentically vanishing solution y(t) of this equation such that y[“-ll(tl) = 0 = 
p-qt,) (k = I,..., n). If I,, is a nondegenerate subinterval of I such that no 
two distinct values on I,, are conjugate with respect to (2.2:F), then this equation 
is said to be disconjugate on I,, . The basic criterion to be considered herein 
is the following. 
THEOREM 2.1. If hypothesis ($3) is satisjed and [a, b] is a nondegenerate 
compact subinterval of I, then (2.2:F) is disco+gate on [a, b] a# 
J[Y Ia) 4 is positive de$nite on 9J0[a, b]. (2.4) 
For a presentation of other equivalent criteria for disconjugacy and related 
results, the reader is referred in particular to [9, Sects. 3,4] and [8, Chap. VII]. 
In particular, if t, , t, (tl < tz), are values on I which are conjugate and there 
exists a subinterval [a, b] of 1 that contains [tl , t,] as a proper subinterval, 
then J[r 1 a, b] fails to be nonnegative on gO[a, b] {see [8, Theorem 7.3 of 
Chap. VII}. Consequently, we have the following associated result which 
will be employed in the following discussion. 
THEOREM 2.2. If hypothesis (9) is satisfied and I, is a nonempty open sub- 
interval of I, theu (2.2:F) is disconjugate on I,, i# foT arbitrary [a, b] C I, 
J[y I a, b] 3 0 for y E gJlo[a, b]. (2.5) 
If Fl(t) and F,(t) are (B + 1)~ x (n + 1)~. matrix functions which individually 
satisfy hypothesis ($) and each is disconjugate on a given subinterval 1; of I, 
then in view of the above criterion it follows readily that if JC~ and K~ are non- 
negative real constants not both zero then F(t) = qFl(t) + @a(t) satisfies 
hypothesis (5) and is also disconjugate on 1, . That is, the aggregate of Eqs. 
(2.25’) with matrix coefficients satisfying hypothesis (43) and disconjugate on 
a given subinterval Ii of I forms a convex cone. 
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3. EQUATIONS DISCONJUCATE FOR LARGE t 
If hypothesis (sj) is satisfied for 1 an interval of the form I = (c, co), where 
-cc < c < co, Eq. (2.2:F) is said to be dz’sconjugote for large t if there exists a 
ca E [c, 8~) such that this equation is disconjugate on (co, cc). In the contrary 
case the equation is said to be oscillatory for large t, and in this instance if 
Y(t) = (U(t); F(t)) is a 2nr x nr matrix whose column vectors form a basis 
for a conjoined family of solutions of (2.3), then on [co, co) the values t for 
which c’(t) is singular may be ordered as a monotone increasing sequence (sjj 
with tj -+ ~2 as j + co (see [8, Sect. 7 of Chap. VII; 9, Sect. 31). 
Now if c0 E (c, co) and (2.24 is disconjugate on (cO , co), for a fixed a, E (ca , a) 
consider arbitrary compact subintervals [a, b] of [a, , CO). If y E aa[a, b] and 
s E (cO -~ ntj , co), then yS(t) = y(t - s), a + s < t < b + s is such that 
yj ES”[a T s, b + s], and consequently J[ys 1 a + s, B + s] 3 0. Since by a 
simple change of variable we have 
J[ys I a + s, 6 + s] = J”” j*(t) F(t + s) y’(t) dt! 
LI 
(3s) 
for s E (ca - a,, a) and arbitrary compact subintervals [a? b] of [a,, CG) 
the right-hand member of (3.1) d fi e nes a nonnegative function j,[y j a, 61. 
Since for each such s the matrix function F,(t) = F(t + s) satisfies hypothesis 
(4) on [aa ) a=‘), from Theorem 2.2 it follows that the associated Eq. (2.2:rJ 
is disconjugate on [aa, a). 
For F(t) an (n + 1)’ x (z + 1)r matrix function satisfying hypothesis ($3 
on an interval I = (c, CO), --cc, < c < cc, it follows readily that if 6 is a given 
positive value then for a, such that [a0 - 6, co) C (c, co) the function p: 
r-8, co) --f R defined by 
PC(S) = 1d.r I a9 4, -s < s < ‘33, (3.2) 
whenever [a, b] is a compact subinterval of [a0 , co) and y E aO[a, b], is such 
that p t_‘.=!Z&-S, CYJ). Now let 9JI be a linear subspace of A?&-& a) 
containing all functions p of the form (3.2) with [a, 61 and y specified as above, 
and consider the set @ = @{F; 9X} of linear functionals 4: 5% --f R such that: 
+(p) 3 0 if p E ‘9.X and p(s) > 0 on [-8, cc); (3.34 
there exists an (n + 1)~ x (H. + 1)’ matrix function F+(t) 
satisfying hypothesis ($) on [a, , co), and such that for p E 9JI 
of the form (3.2) with [a, b] C [a,, , co), and y E gs[a, 61, we 
have 
#(I*) = .,:” y’*(t) F,(t) P(t) dt. (3.3b) 
In view of the above discussion we have the foliowing result. 
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THEOREM 3.1. Suppose that F(t) is an (n + 1)r X (72 + 1)r matrix filnctzo~ 
satisfying hypothesis (5) on an intemal I = (c, a), apld for 6 > 0 and a,, such 
that [a0 - 6, co) C (c, co) let 9Jl and @(F; YJZ} be as specified aboz>e. If there 
extits a C# E @{F, ‘%I~} hmch that (2.2:F,) is oscillatory for large t then (2.2:F) is 
oscillatory for large t. 
An important type of functional 4 involves an associated nonnegative real- 
valued function g E -Ep[-S, co) with &g(t) dt = 1, and such that for p E ‘9X 
we have: 
the integral 
J‘ 
5 g(s) p(s) ds exists and defines $(p); (3.4a) 
4 
cc 
for t E [a, , co) the integral 
s 
--s g(s) F(t + s) ds exists and 
defines the matrix function Fd, of (3.3b). (3.8b) 
In particular, if F satisfies (8) and is essentially bounded on (c, a), then for 
m = =P’[--6, cn) the conditions (3.4) are satisfied by any nonnegative real- 
valued g on (-03, co) with g(t) = 0 for t E (-co, 0), while g E 9[0, co) with 
J,“g(t)dt = 1. 
Let #i be a nonnegative real-valued function belonging to 9(- 03, CD) 
with #l(t) = 0 for 1 t 1 > 1 and St1 z,&(t) dt = 1, and for h > 0 set $rB(t) = 
h-l#,(h-9). Then for F satisfying hypothesis (5j) and 911 = 9&[-S, oo), 
the above conditions (3.4) are satisfied by g = & with 0 < h < 6. Of special 
importance are the instances: 
&(t) E + for 1 t 1 < 1, in which case we have the integral means 
cjIL(p) = (2h)-1 c p(t) dt, F& (t) = (2h)-1 /-;F(t + s> ds; (3.5i, 
#r(t) E ?P(- 03, co), in which case the functions & , h > 0, are the 
kernel functions for the mollifiers of Friedrichs [2]. (3.5ii) 
In either case (i) or (ii) the parameter family & , h > 0, is such that in addition 
to satisfying hypothesis ($j) the matrix function F*, , for h sufficiently small, 
possesses analytic properties beyond those required of F. In case (i), F*, is 
locally Lipschitzian, while F*, is of class go” on [a,, , co) in case (ii). Moreover, 
in each case, if j is a compact subinterval of [a,, CO), then 
jj F(t) - F+(t)\1 dt = 0; (3.6: 
lim F,h(t) = F(t) 
h-to+ 
a.e. on J. (3.6b) 
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Indeed, in general if +n , h > 0, is a family of functionais belonging to @(F; %Q> 
for ii sufficiently small, and which satisfy the limit relations (3.9 then a simple 
limit argument and the criterion of Theorem 2.2 yield the result that (2.29) 
is disconjugate for large t iff there exists a c1 E (c, CC) and a value h, > 0 such 
that (2.3:F5j,) is disconjugate on [cr , co) for all h E (0, Ii,). For a discussion 
of further results on approximation, and the possible iteration of functionals # 
of the above types, the reader is referred to Graves [3] and Reid [7]. 
Another instance of 911 and @(F; 9X) satisfying (3.3) is afforded by the 
following, which is an even more elementary example than the integral func- 
tionals presented above. Suppose that in addition to satisfying hypothesis (5~) 
on (c, E) the matrix function F is continuous on this interval, with F, = 
Iim t-a-71 F(t) existing and finite, while the r x Y submatris Fz of F, is non- 
singular. For YIZ the class of real-valued functions y E %[-8, co) such that 
lim,, ;~(f) exists and is finite, the above conditions, (3.3) are satisfied by- 
As a consequence of Theorem 3.1, any known criterion for a given equation 
(2.2:F) to be oscillatory for large t remains a criterion for this result when 
satisfied by an associated equation (2.2:F,) of the type considered in this theorem. 
No detailed listing of such conditions is presented here. For the case of a real 
linear homogeneous equation of the second order, however, manv such criteria 
are given in the paper [lo] of Willett. For certain specific criteria for oscillation 
for large T for a real scalar self-adjoint equation of even order, the reader is 
referred to the recent paper [4] of Lewis, as well as to some of the references 
of that author to earlier results. 
4. FURTHER APPLICATIONS OF THEOREM 3.1 
Now suppose that the matrix function F satisfies hypothesis (5) on I = 
(-02, oo), and is periodic of period 212. For 9X = d%;,,[--6, co) and & as in 
(3.5) we have that Fbh(t) = (212)-l jfl, F(t + S) du is a constant (n + l)i- x 
(12 -+ 1)~ hermitian matrix F, with the component Y x r matrix F,“” positive 
definite. From Theorem 3.1 it then follows that if (2.2:FJ is oscillatory for 
large t then (2.2:F) is oscillatory for large t. In particular, if 4: R + R is a 
continuous function of period 2?r, and sy q(s) ds > 0: then the second order 
differential equation 
d(t) + q(t) u(t) == 0 (4.1) 
is oscillatory for large t. As noted bv Wintner [ll], this result is a direct con- 
sequence of his criterion that if Q is a real-valued continuous function on an 
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interval (c, co) such that J”:, q(s) ds + co as t 4 co then (4.1) is oscillatory 
for large t. 
As a second application of results of Section 3, consider a matrix differential 
equation 
L[y : F](t) - hK(t)y(t) = 0, t 6 [O, a>, (4.2 :A) 
where L[y : F] is as in (2.2:F) with F an (n + 1)~ >: (n + 1)r matrix function 
satisfying hypothesis (6) on [0, a) and L[y : F] = 0 is disconjugate on this 
interval, while K is an Y i< P hermitian matrix function which is of class 
L?$,,[O, 0~). If Fh is the (n + 1)r x (n + 1)r matrix function which in 
partitioned form in Y x Y matrices has F,? = Fij for (i, j) + (a, 7~) and Fy” = 
F12n - AK, then for h real hypothesis (9) is satisfied by F,, on [O, cc). Also, 
(4.2:X) is an alternate form for (2.2:FJ. 
Corresponding to the terminology of Fink and St. Mary [l] for a linear 
second order equation, the oscillation set O(K; F) is defined to be the set of 
X > 0 for which (4.2:h) is oscillatory for large t, and [0, co) - O(K; F) is 
termed the IwlzoscZatioa set and denoted by NO(K; F). In particular, 
0 E AJO(K; F) in view of the hypothesis that L[y : F] = 0 is disconjugate 
on [0, 03). Now suppose that h, is a positive value belonging to O(K; F) and 
0 < a < b < 00 are values which are conjugate relative to (4.2:X,), while yr 
is a nonidentically vanishing solution of (4.2:hi) satisfying y\“-“(u) = 0 = 
yr-‘l(b) = 0, (k = l,..., 71). Then we have 
0 = j” Y,*LL(Y, :FAJ dt 
a 
= J[yl ( a, b] - A, j” yl*Kyl dt, 
a 
and since the disconjugacy of L[y : F] = 0 on [0, co) implies J[yr j a, b] > 0, 
it follows that JiylMKyl dt > 0. Consequently, for ha > X, we have 
I 
b 
s 
b 
A*FA,JS dt = J[YI I a9 4 - AZ Y~*KYI dt n 
= (A, - A,) j” y,“Kyl dt < 0, 
n 
and Theorem 2.2 then implies that (4.29,) is not disconjugate on [a, b]. That 
is, on [a, b] there is a pair of distinct values which are conjugate with respect 
to Eq. (4.2:&). Therefore, if Xi is a positive value belonging to O(K; F) then 
[Xi, co) C O(K; F). Hence the set NO(K; F) is nonvacuous and is either 
the singleton set {0}, or is an interval of the form [0, U) or [O, a], where CT E (0, CO]. 
Now for a given 6 > 0 let ‘9.X be a linear subspace of 9&-S, ~1) containing 
all functions of the form Jzy*(t) F,Jt)Jy(t) dt, where [a, b] is a compact sub- 
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interval of [S, x)), y E 9,,[a, 61 and X E [0, aj), and consider the set of linear 
functionals 4: 9X-> R for which conditions (3.3) hold for each h E [0, co) 
with F,,+ = Fb - AK, , where Kb E 9~,I10C[8, co). In particular, these properties 
hold for parameter families of functionals $A generated by a function #r as 
described in Section 3, and which contains the important instances of (3.5;. 
Under these circumstances we have NO(K, F) C iVO(Kb ; F+). This latter 
result is of particular interest in the case of constant matrix functions F and 
functional C$ such that F6 = F, a situation that occurs when 4 is a C& belonging 
to a family generated by a function c,& of (3.5i) or (3.5ii). 
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