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Let G be the group of Hamiltonian diffeomorphisms of a closed symplectic
manifold Y . A loop h : S1 → G is called strictly ergodic if for some irrational
number α the associated skew product map T : S1 × Y → S1 × Y defined
by T (t, y) = (t + α, h(t)y) is strictly ergodic. In the present paper we address
the following question. Which elements of the fundamental group of G can be
represented by strictly ergodic loops? We prove existence of contractible strictly
ergodic loops for a wide class of symplectic manifolds (for instance for simply
connected ones). Further, we find a restriction on the homotopy classes of
smooth strictly ergodic loops in the framework of Hofer’s bi-invariant geometry
on G. Namely, we prove that their asymptotic Hofer’s norm must vanish. This
result provides a link between ergodic theory and symplectic topology.
1. Introduction and results
1.1 Hamiltonian loops as dynamical objects
Let (Y,Ω) be a closed symplectic manifold, and let G be its group of Hamil-
tonian diffeomorphisms. 1 Given an irrational number α and a smooth loop
h : S1 → G, one can define a skew product map Th,α : S1 × Y → S1 × Y
by Th,α(t, y) = (t + α, h(t)y). The purpose of the present paper is to relate
geometry and topology of Hamiltonian loops with dynamics of associated skew
products.
The dynamical property we consider is the strict ergodicity. Recall that a
homeomorphism T of a compact topological space X is called strictly ergodic if
it has precisely one invariant Borel probability measure, say µ , and moreover
this measure is positive on non-empty open subsets. Strictly ergodic homeomor-
phisms are ergodic, and have a number of additional remarkable features. We
mention one of them which plays a crucial role below. Namely, given such a T
∗Supported by the United States - Israel Binational Science Foundation grant 94-00302
1 Recall that G consists of all symplectomorphisms of (Y,Ω) which can be included into a
time-dependent Hamiltonian flow on Y .
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and an arbitrary continuous function F on X , the time averages 1
N
ΣN−1i=0 F (T
ix)
converge uniformly to the space average
∫
X
Fdµ, and in particular converge for
all x ∈ X . Note that for general ergodic transformations such a convergence
takes place only for almost all x. The contrast between ”all” and ”almost all”
becomes especially transparent when one notices that there are pure topologi-
cal obstructions to the strict ergodicity. For instance, the 2-sphere admits no
strictly ergodic homeomorphisms. Indeed the Lefschetz theorem implies that ev-
ery homeomorphism of S2 has either a fixed point, or a periodic orbit of period
2 and we see that the invariant measure which is concentrated on such an orbit
contradicts the definition of strict ergodicity. In 1.3 below we describe a more
sophisticated obstruction to the strict ergodicity which comes from symplectic
topology.
We say that a loop h : S1 → G is strictly ergodic if for some α the corre-
sponding skew product map Th,α is strictly ergodic. With this language our
central question can be formulated as follows.
Question 1.1.A. Which homotopy classes S1 → G can be represented by
strictly ergodic loops?
Here is an example where one gets a complete answer to this question. Let
Y be the blow up of the complex projective plane CP2 at one point. Choose a
Ka¨hler symplectic structure Ω on Y which integrates to 1 over a general line and
to 13 over the exceptional divisor. The periods of the symplectic form are chosen
in such a way that its cohomology class is a multiple of the first Chern class of
Y . One can easily see that (Y,Ω) admits an effective Hamiltonian action of the
unitary group U(2), in other words there exists a monomorphism i : U(2)→ G.
The fundamental group of U(2) equals Z. It was proved recently by Abreu and
McDuff [AM] that the inclusion pi1(U(2))→ pi1(G) is an isomorphism, and thus
pi1(G) = Z. As far as we know this is the simplest example of a symplectic
manifold with pi1(G) = Z.
Theorem 1.1.B. In this situation, the trivial class 0 ∈ Z is the only one which
can be represented by a strictly ergodic loop.
The proof (see 1.3 below) is based on two general results on existence and
non-existence of strictly ergodic loops.
1.2 An existence result
Assume in addition that the group G of all Hamiltonian diffeomorphisms of
a closed symplectic manifold (Y,Ω) is C∞-closed in Diff(Y ).
Theorem 1.2.A. Under this assumption there exists a contractible smooth
strictly ergodic Hamiltonian loop.
Remark. The assumption above holds for a wide class of symplectic manifolds,
for instance when H1(Y,R) = 0, or when the cohomology class of the symplectic
2
form is rational. (And thus it holds for the blow up of CP2 considered in 1.1
above). However it is still unclear whether it is valid for all closed symplectic
manifolds. This long standing problem is known as the Flux conjecture, and we
refer the reader to [LMP] for more discussion and recent results. On the other
hand it sounds likely that in our situation this assumption plays a technical role
only and can be removed, but I have not checked the details (see the footnote
in 5.3 below; I am thankful to D. McDuff for illuminating discussions on this
issue).
Constructions of ergodic and strictly ergodic skew products associated to a
loop in a group acting on a topological space have a long history (see [AK],
[FH], [GW], [He], [N]). All these constructions are based on a beautiful and
quite counter-intuitive idea to look for such skew products in the closure of ones
with absolutely trivial dynamical behaviour. 2 Here is the precise statement in
our setting.
Consider the set C∞(S1, G) of all smooth loops S1 → G as a subset of the
space C∞(S1 × Y, Y ), and endow it with the topology induced by the C∞-
topology. Consider the subset R ⊂ S1 × C∞(S1, G) which is defined as the
closure of the following subset:
{(α, h)| h(t) = g(t+ α)−1g(t), where g runs over C∞(S1, G)}.
Theorem 1.2.B. The pairs (α, h) such that the transformation (t, y) → (t +
α, h(t)y) is strictly ergodic form a residual subset in R.
Though in the literature there are plenty of similar statements, those of them
which I found deal either with other groups G, or with usual ergodicity. We
outline the proof of 1.2.B in §2 below, and give full details in §3 - §5.
Note that the loops h which appear in the definition of the set R are limits
of contractible loops on G, and therefore are contractible. Thus 1.2.B implies
1.2.A.
1.3 An obstruction via Hofer’s geometry
Let Y be a closed connected symplectic manifold and let G be the group
of all Hamiltonian diffeomorphisms. In 1990 Hofer [H] discovered a remarkable
bi-invariant geometry on G. The development of this geometry has lead to
a new geometric intuition in dynamical systems (see discussion in [P2]), and
our approach to Question 1.1.A may be considered as one more step in this
direction. Let us introduce the notion of the (asymptotic) length spectrum
in Hofer’s geometry which is relevant for our study of loops of Hamiltonian
diffeomorphisms (see [P1]).
Every smooth loop h : S1 → G is generated by the unique Hamiltonian
function H : S1 × Y → R which is normalized as follows: the integral of H(t, .)
2 A different approach based on KAM theory was used in [E], see also 1.7.B below.
3
over Y vanishes for all t. Define the length of the loop h by
length(h) =
∫ 1
0
max
y∈Y
|H(t, y)|dt.
Note that G can be considered as an infinite-dimensional Lie group whose Lie
algebra coincides with the space C∞0 (Y ) of smooth functions with zero mean.
The L∞-norm on the Lie algebra is invariant under the adjoint action of G, so
it defines a bi-invariant Finsler metric on G. With this language the definition
of the length above is just the usual definition of Finsler length.
Take now an element γ of the fundamental group pi1(G). Set
||γ|| = inf length(h),
where the infimum is taken over all loops h : S1 → G representing γ. Finally,
define asymptotic Hofer’s norm of γ as
||γ||∞ = lim
k→∞
1
k
||γk||.
(The limit exists since the sequence {||γk||} is subadditive).
Using methods of ”hard” symplectic topology, one can show that in some
interesting situations this quantity is non-trivial (see [P1]).
Theorem 1.3.A. Let γ ∈ pi1(G) be a class represented by a smooth strictly
ergodic loop. Then asymptotic Hofer’s norm ||γ||∞ vanishes.
Proof of Theorem 1.1.B: Let Y be the monotone blow up of CP2 at
one point as in 1.1.B. It follows from 1.2.A that there exists a contractible
strictly ergodic loop. On the other hand, it was shown in [P1] that in this
case asymptotic Hofer’s norm of every non-trivial element of pi1(G) is strictly
positive. Thus there are no non-contractible strictly ergodic loops in view of
Theorem 1.3.A. This completes the proof. ✷
The proof of 1.3.A is very simple and we present it immediately in 1.4.
1.4 Asymptotic shortening of strictly ergodic Hamiltonian loops
Recall that if h1(t) and h2(t) are paths of Hamiltonian diffeomorphisms
generated by normalized Hamiltonians H1 and H2 respectively then the com-
position h2(t) ◦ h1(t) is generated by the normalized Hamiltonian H2(t, y) +
H1(t, h2(t)
−1y). Let h : S1 → G be a smooth loop of Hamiltonian diffeomor-
phisms which defines a strictly ergodic skew product T (t, y) = (t + α, h(t)y).
Let γ be the corresponding element in pi1(G). Denote by H(t, x) the normalized
Hamiltonian function generating the loop h(t)−1. Set hk(t) = h(t+ kα)
−1 and
set
fN (t) = h0(t) ◦ ... ◦ hN−1(t).
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In view of the discussion above the loop fN is generated by the normalized
Hamiltonian function
FN (t, y) = H(t, y) +H(t+ α, h0(t)
−1y) + ...
+H(t+ (N − 1)α, hN−2(t)
−1 ◦ ... ◦ h0(t)
−1y).
This expression can be rewritten as follows:
FN (t, y) = Σ
N−1
k=0 H ◦ T
k(t, y).
Since T is strictly ergodic and the function FN has zero mean we conclude that
1
N
∫ 1
0
max
y∈Y
|FN (t, y)|dt→ 0,
whenN →∞. But the expression on the left hand side is exactly 1
N
length(fN (t)).
Note now that the loop fN(t) represents the element γ
−N . Since ||γN || = ||γ−N ||
we get that 1
N
||γN || tends to zero when N → ∞. This proves that asymptotic
Hofer’s norm of γ vanishes. ✷
1.5 A generalization to sequential systems
We present here a generalization of Theorem 1.3.A which deals with ergodic
properties of so called sequential dynamical systems. Let X be a compact
topological measure space, and let {Ti} = (T1, T2, ..., Ti, ...) be a sequence of
measure-preserving homeomorphisms. Such a sequence defines an evolution
with discrete time onX . Namely a position of a point x ∈ X at the time moment
n ∈ N is T (n)(x), where here and below we write T (n) for the composition
Tn◦...◦T1. Ergodic properties of such systems were studied in the literature (see
for instance [BB], as well as an extensive discussion on random ergodic theorems
in [Kr]). However, we have not found any reference to the next definition which
sounds to us pretty natural. A sequence {Ti} is called strictly ergodic if for every
continuous function H on X with zero mean the time averages
1
N
ΣN−1i=0 H ◦ T
(i)
converge uniformly to zero. Our convention is that T (0) is the identity map.
Let as before G be the group of Hamiltonian diffeomorphisms of a closed
symplectic manifold (Y,Ω), and X = S1 × Y . Let {αi}, i ≥ 1 be an arbitrary
sequence of numbers, and let {gi} be an arbitrary sequence of Hamiltonian
diffeomorphisms. Take a smooth loop h : S1 → G and consider a sequence {Ti}
of skew products of the form Ti(t, y) = (t + αi, gih(t)y). Denote by γ ∈ pi1(G)
the element represented by h. In this setting one can generalize Theorem 1.3.A
as follows.
If the sequence Ti is strictly ergodic then asymptotic Hofer’s norm of γ vanishes.
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This can be proved by the following modification of the shortening procedure
described in 1.4 above. Denote by H(t, y) the normalized Hamiltonian function
of h(t)−1.
Let φ0 = id, φ1, φ2, ... be a sequence of transformations from G such that
φ−1i φi−1 = gi for all i ≥ 1. Set
hk(t) = φkh(t+ α0 + ...+ αk)
−1φ−1k ,
where α0 = 0. Consider a new loop
fN (t) = h0(t) ◦ ... ◦ hN−1(t).
It is easy to see that fN is generated by the normalized Hamiltonian
FN = Σ
N−1
i=0 H ◦ T
(i),
and this loop represents the class γ−N . Now exactly the same argument as in
1.4 completes the proof.
1.6 An application to Hofer’s geometry
I do not know the precise value of ||γ||∞ in any example where this quantity
is strictly positive (for instance, for the blow up of CP2 in 1.1 above). The
difficulty is as follows. In all known examples where Hofer’s norm ||γ|| can be
computed precisely there exists a closed loop h(t) which minimizes the length
in its homotopy class (that is a minimal closed geodesic). It turns out however
that every minimal closed geodesic looses minimality after a suitable number
of iterations. In other words the loop h(Nt) can be shortened provided N is
large enough. The proof of this statement is based on a shortening procedure
described in the previous section and goes as follows. In the notations of 1.5, take
αi = 0 for all i. Set a(t) = maxy∈Y |FN (t, y)| and b(t) = N maxy∈Y |H(t, y)|. It
is very easy to choose a sequence g1, ...., gN in such a way that a(0) < b(0). Since
a(t) ≤ b(t) for all t, we get that
∫ 1
0
a(t)dt <
∫ 1
0
b(t)dt, and this completes the
argument. We conclude that if a class γ ∈ pi1(G) is represented by a minimal
geodesic then ||γ||∞ is strictly less than ||γ||.
Let us complete this section with few remarks on curve shortening in Hofer’s
geometry. The first shortening procedure is due to Sikorav [Si]. Further progress
was made by Ustilovsky [U], Lalonde - McDuff [LM], and in a joint paper with
Bialy [BP]. Our procedures in 1.4 and 1.5 are closely related to these develop-
ments. In particular, in [BP] we asked a question about the role of Birkhoff’s
ergodic sums in Hofer’s geometry. The results above can be considered as a sort
of answer.
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1.7 Remarks and open problems
1.7.A. Further obstructions? Do there exist further restrictions on the
homotopy classes of smooth strictly ergodic loops in the group of Hamiltonian
diffeomorphisms? I do not know the answer even in the simplest case when Y is
the 2-sphere endowed with an area form. In this case the group of Hamiltonian
diffeomorphisms has the homotopy type of SO(3), and thus its fundamental
group equals Z2. It would be interesting to understand whether in this situation
there exists a smooth strictly ergodic loop in the non-trivial homotopy class.
Note that the obstruction provided by Theorem 1.3.A cannot be applied since
the homotopy class in question has finite order.
1.7.B. Continuous vs. smooth. Question 1.1.A still makes sense if one
considers continuous loops of Hamiltonian diffeomorphisms instead of smooth
ones. In this situation the existence result 1.2.A above can be refined as follows.
One can show existence of contractible continuous strictly ergodic loops with
every given irrational rotation number α. Note that in the smooth case the
methods used below lead to those α’s only which admit a very fast approxi-
mation by rationals. 3 On the other hand, our proof of the obstruction 1.3.A
above does not go through when a strictly ergodic loop is continuous, since this
crucially uses existence of the Hamiltonian function.
1.7.C. The volume-preserving case. Let Y be a closed manifold endowed
with a volume form and let G be the identity component of the group of all
volume-preserving diffeomorphisms. Exactly as in the Hamiltonian case, one
can address the question about homotopy classes represented by strictly ergodic
loops. The formulation and the proof of the existence result 1.2.A remain valid
without any changes in the volume-preserving category. However strictly ergodic
loops may well be non-contractible. We present here an example of a non-
contractible strictly ergodic loop in the group of area preserving diffeomorphisms
of the 2-torus. Note that in dimension 2 every area preserving diffeomorphism
is symplectic but not necessarily Hamiltonian. This leads to a suggestion that
the phenomenon described in 1.3.A is a purely Hamiltonian one.
Take irrational numbers α and β such that 1, α and β are independent over
Q. Consider the loop of transformations of the 2-torus h(t) : T2 → T2 which
take (y1, y2) ∈ T2 to (y1 + t, y2 + β). Clearly these transformations preserve
the area form dy1 ∧ dy2 on T2, and the loop is not contractible. The standard
harmonic analysis argument shows that the corresponding skew product Th,α :
T3 → T3 is ergodic. It follows from a theorem due to Furstenberg [F2, p. 66]
that in this case Th,α is strictly ergodic.
The contrast between Hamiltonian and volume-preserving cases becomes
even more transparent when one considers the group of volume-preserving trans-
3 This feature of the classical approach (see §2 below) is well known to experts. It sounds
likely however that using methods developed by Eliasson [E] one can construct strictly ergodic
Hamiltonian skew products on S1×S2 whose rotation numbers satisfy a diophantine condition.
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formations of Y = S1. Namely Furstenberg proved in [F1] that in this situation
every non-contractible loop h : S1 → S1 ⊂ Diff(Y ) is strictly ergodic.
2. Constructing strictly ergodic skew products
Let µ be the canonical measure on Y . We write H for the space of all
continuous functions on Y with the zero mean with respect to µ. This space is
endowed with a norm ||H || = maxy∈Y |H(y)|. Recall that our task is to prove
theorem 1.2.B on the existence of smooth strictly ergodic loops.
2.1 The classical approach
The proof of 1.2.B is based on the following chain of statements.
Property 2.1.A. For every continuous function F : S1 × Y → R with the
zero mean with respect to dtdµ, for every ε > 0 and for every rational number r
there exists a loop g ∈ C∞(S1, G) such that the following two conditions hold:
(i) |
∫ 1
0 F (t, g(t)
−1y)dt| < ε for all y ∈ Y ;
(ii) g(t+ r) = g(t) for all t.
Averaging property 2.1.B. For every H ∈ H and ε > 0 there exist
transformations g1, ..., gN ∈ G such that
1
N
|H(g−11 y) + ...+H(g
−1
N y)| < ε,
for all y ∈ Y .
Note that 2.1.B is a natural discrete version of 2.1.A(i). However in contrast
with 2.1.A we consider here functions H of the variable y only, and do not care
about the commutativity condition 2.1.A(ii).
Property 2.1.A implies the statement of Theorem 1.2.B (see [FH]). Averaging
property 2.1.B implies property 2.1.A (see [N] where an analogous implication is
proved in the context of ergodicity; in our situation the argument goes through
without any essential modifications). For the reader’s convenience, we present
details in the Appendix in §5.
At this point we face a difficulty. The analogue of 2.1.B for the L1-norm
on H, which is used in [N], was proved earlier by M. Herman [He] with a very
elegant use of the Hahn-Banach theorem. I was unable to adjust Herman’s short
argument to the L∞-case, and thus was forced to take a different route. The
key idea is to derive the averaging property from a certain covering property
which we are going to describe now.
Let us introduce the following useful object. Denote by S the set of linear
operators H → H which consists of all averaging operators of the form
Sg1,...,gN (H) =
1
N
(H ◦ g−11 + ...+H ◦ g
−1
N ),
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where N ∈ N and g1, ..., gN ∈ G. Note that S is closed under composition of
operators. With this notation 2.1.B states that for all H ∈ H there exists S ∈ S
such that ||S(H)|| is arbitrarily small. An important (and obvious) feature
of transformations from S is that they do not increase the norm of functions:
||S(H)|| ≤ ||H ||.
2.2 A covering property
Covering property 2.2.A. There exist constants c1 ≥ 0, c2 ≥ 1 such
that for every non-empty open subset A ⊂ Y one can find transformations
g1, ..., gN ∈ G so that the sets g1(A), ..., gN (A) form a covering of Y which
satisfies the following inequality:
1
N
ΣNi=1χ
gi(A)(y) ≥ (c1 + c2
µ(Y )
µ(A)
)−1,
for all y ∈ Y .
Here and below χB stands for the characteristic function of a subset B.
Theorem 2.2.B. The covering property implies the averaging property.
Note that averaging property 2.1.B applied to the normalized characteristic
function of an open subset A implies up to ε covering property 2.2.A with the
optimal constants c2 = 1 and c1 = 0. Hence a surprising feature of Theorem
2.2.B is that starting from an arbitrary choice of the constants we get the optimal
constants. Let us mention also that our covering property is motivated by the
Glasner-Weiss covering property [GW].
The rest of the paper is organized as follows. Theorem 2.2.B admits a rather
short proof which we present in section 3. Thus it remains to verify that the
group of Hamiltonian diffeomorphisms enjoys covering property 2.2.A. Here is
the idea of our proof. “Represent” the symplectic manifold Y as a cubical
polyhedron consisting of small symplectically standard pairwise equal closed
cubes. There exists a universal constant, say k which depends only on Y (but
not on the size of the cubes!) such that Y can be decomposed as the union of
subpolyhedra Y1, ..., Yk where each Yi consists of cubes with pairwise disjoint
closure. Assume without loss of genericity that the set A given in 2.2.A is a
subpolyhedron of Y , and µ(A ∩ Y1) ≥ µ(A)/k. Set A1 = A ∩ Y1, and assume
that this set consists of m cubes. Assume for simplicity that each Yi consists of
M cubes with M > m. Clearly, every subpolyhedron of Yi which consists of m
cubes is Hamiltonian diffeomorphic to A1. Denote by r the number of all such
subpolyhedra in Yi, thus their total number is N = kr. Note that every point
of Yi belongs to at least rm/M subpolyhedra from our collection. Thus we can
choose N elements of G such that for every point of Y the left hand side of the
inequality 2.2.A is at least
rm/Mkr = m/Mk ≥ µ(A)/kµ(Y ).
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Since k is a universal constant, we get 2.2.A. The details of this elementary
argument are quite cumbersome. They are worked out in section 4 with the use
of Katok’s results [K]. This will complete the proof of Theorem 1.2.B.
3. Covering implies averaging
In this section we prove theorem 2.2.B.
3.1 A recursive procedure
Suppose that covering property 2.2.A holds. We have to show that for all
H ∈ H there exists S ∈ S such that ||S(H)|| is arbitrarily small.
We claim that it suffices to show that there exists S+ ∈ S such that maxS+(H)
is arbitrarily small. Indeed, note that the same result applied to the function
−S+(H) would show that there exists S− ∈ S such that minS−(S+(H)) is ar-
bitrarily small. But obviously operators from S do not increase maximal values
of functions, thus maxS−(S+(H)) ≤ maxS+(H). So taking S = S− ◦ S+ we
get that ||S(H)|| is arbitrarily small. The claim follows.
Assume without loss of generality that ||H || ≤ 1 and µ(Y ) = 1. We construct
the operator S+ with the help of the following recursive procedure. We start
with the function H(0) = H , and define H(i+1) as the image of H(i) under some
specially chosen operator Si ∈ S. Namely consider a subset
A = {H(i) <
1
2
maxH(i)} ⊂ Y.
Take g1, ..., gN from the definition of the covering property 2.2.A applied to the
set A, and set Si = S
g1,...,gN .
Lemma 3.1.A. The following inequality holds:
maxH(i+1) ≤ maxH(i)(1−
maxH(i)
c
),
where c = 2(3c2 + c1).
The theorem easily follows from the lemma. Set mi = maxH
(i). Notice
that m0 ≤ 1 due to our assumption, and the sequence {mi} is non-increasing
since operators from S do not increase maximal values of functions. Clearly
the sequence {mi} converges to a non-negative number m. For the proof of the
theorem it suffices to show that m = 0. Assume on the contrary that m > 0.
Lemma 3.1.A implies that m ≤ m(1− m
c
), which is obviously impossible. This
contradiction proves the theorem. ✷
3.2 Proof of 3.1.A
For simplicity of notations we write H for H(i) and H ′ for H(i+1). Set
m = maxH and m′ = maxH ′. The proof is divided into 2 parts.
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1) Our first task is to find a lower bound for µ(A). Since H has zero mean
we have ∫
A
Hdµ+
∫
Y−A
Hdµ = 0.
The first summand is not less than −µ(A) since ||H || ≤ 1 due to our assumption.
The second summand is not less than 12m(1− µ(A)) in view of the definition of
A and our convention that µ(Y ) = 1. Thus 0 ≥ −µ(A) + (1 − µ(A))m/2 and
hence
µ(A) ≥ m/(m+ 2).
2) Return now to the definition of H ′. Take a point y ∈ Y and denote by
N ′ the cardinality of the set {j| y ∈ gj(A)}. Clearly,
H ′(y) ≤
1
N
((N −N ′)m+N ′m/2) = m(1 −
N ′
2N
).
Since this holds for all y, the maximum m′ of H ′ satisfies the same inequality.
On the other hand the covering property 2.2.A implies that
N ′/N ≥ (c1 + c2/µ(A))
−1.
Substituting the inequality for µ(A) obtained in part 1, we get that
N ′/N ≥ m/(2c2 + (c1 + c2)m) ≥ m/c3,
where c3 = 3c2 + c1. In the last inequality we used that m ≤ 1. Finally,
substituting this estimate for N/N ′ into the estimate for m′ obtained above, we
get that m′ ≤ m(1−m/c). This completes the proof. ✷
4. Proving the covering property
4.1 Statement of the result
In this section we prove the following result. As before, let G be the group
of Hamiltonian diffeomorphisms of a closed symplectic manifold (Y,Ω).
Theorem 4.1.A. The group G enjoys covering property 2.2.A.
As it was explained in §2, this result completes the proof of Theorem 1.2.B.
4.2 A local version
First of all we prove an analogue of 4.1.A for domains of the linear spaceRn.
We assume thatRn is endowed with the standard symplectic form. Let X ⊂ Rn
be a closed bounded connected domain with piece-wise smooth boundary. Let
U be an open domain with compact closure which contains X , and write GU
for the group of all Hamiltonian diffeomorphisms generated by Hamiltonian
functions supported in U . We denote by µ the canonical measure on Rn. Also,
given a family θ = {A1, ..., AN} of subsets of U , we write νθ for the ”counting
function” ΣNi=1χ
Ai .
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Proposition 4.2.A. There exist universal constants C1 ≥ 0, C2 ≥ 1 such that
for every non-empty open subset A of the interior of X there exist transfor-
mations g1, ..., gM ∈ GU such that θ = {g1(A), ..., gM (A)} is a covering of X ,
and
1
M
νθ(x) ≥ (C1 + C2µ(X)/µ(A))
−1,
for all x ∈ X .
The proof is based on two auxiliary statements.
Lemma 4.2.B. For every a ∈ (0;µ(X)] there exists a family σ = {A1, ..., AN}
of open subsets of U with the compact closure in U such that µ(Aj) = a and
νσ(x)/N ≥ a/2µ(X), for all x ∈ X .
Lemma 4.2.C. There exists a constant C ∈ N which depends only on the
dimension of X with the following property. Let A,B ⊂ U be two open subsets
with compact closure in U such that µ(A) > 2Cµ(B). Then there exist C
transformations g1, ..., gC ∈ GU such that B ⊂ ∪
C
i=1gi(A).
Let us derive Proposition 4.2.A from these lemmas.
Proof of 4.2.A: Take any open subset A as in 4.2.A and apply Lemma 4.2.B
with a = µ(A). We get a family σ = {A1, ..., AN} of subsets. Fix ε > 0. We
claim that there exist f1, ..., fN ∈ GU such that µ(fi(A)∆Ai) < ε/N for all i =
1, ..., N . The claim follows immediately from Katok’s Basic Lemma [K]. Con-
sider a family of subsets τ = {f1(A), ..., fN (A)}, and set B = ∪
N
i=1(fi(A)∆Ai).
Clearly, µ(B) < ε. Assume now that ε is so small that Lemma 4.2.C can be
applied to A and a small open neighbourhood of B. Using this lemma, we get
C transformations g1, ..., gC ∈ GU such that B ⊂ ∪gi(A).
Set N ′ = minx∈X νσ(x). Define a new family θ which consists of all subsets
of the form gi(A), i = 1, ..., C taken N
′ times, and in addition of all subsets from
τ . In other words,
θ = {f1(A), ..., fN (A); g1(A), ..., gC(A), ..., g1(A), ..., gC(A)}.
The number M of elements in θ equals to N + CN ′. On the other hand, we
claim that νθ(x) ≥ N ′ for all x ∈ X . Indeed, for x ∈ B this follows from the
definition of transformations gi. For x ∈ X−B we note that ντ (x) = νσ(x) and
the claim follows from the definition of N ′.
Recall now from Lemma 4.2.B that N ′/N ≥ µ(A)/2µ(X). Thus
1
M
νθ ≥ N
′/(N + CN ′) ≥ (C + 2µ(X)/µ(A))−1.
Therefore we proved 4.2.A with C1 = C and C2 = 2. ✷
It remains to prove the lemmas. Both are of combinatorial nature, and
we need some suitable notions. By a cubical partition of size u we mean a
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decomposition of Rn into equal closed cubes of volume u. The cubes may
intersect along the boundaries only, and their centers form a lattice. A cubical
polyhedron is the union of some cubes of a cubical partition.
Proof of 4.2.B: Take a sufficiently large positive integer k and consider a
cubical partition of size a/k. We can assume that there exists a cubical polyhe-
dron X ′, X ⊂ X ′ ⊂ U such that µ(X ′) < 1.5µ(X) and µ(U −X ′) > a/k. Take
all possible sub-polyhedra of X ′ consisting of exactly k−1 cubes. Let A1, ..., AN
be their open neighbourhoods of volume a which have compact closure in U .
Denote this family by σ. Clearly for all x ∈ X
νσ(x)/N ≥ (k − 1)a/kµ(X
′) ≥ a/2µ(X).
This proves the lemma. ✷
For the proof of the second lemma we need the following facts from elemen-
tary geometry of Rn. Given a closed cube Q ⊂ Rn and a positive number c
denote by cQ the cube with the same center which is homothetic to Q with the
coefficient c. Let Q1, Q2 be two cubes which are obtained from each other by
a translation. Note first that if Q1 ∩ Q2 6= ∅ then Q1 ⊂ Interior(4Q2). Define
a nice subpartition of a cubical partition as a family of pairwise disjoint cubes
from the partition which satisfies the following property. Given any two cubes
Q1 and Q2 from the family, their homothetic images 16Q1 and 16Q2 are also
disjoint. Note finally that there exists a constant C ∈ N which depends only
on n such that every cubical partition of Rn can be decomposed into C nice
subpartitions.
Proof of 4.2.C:
1) Let U ′ ⊂ U be an open connected domain with compact closure in U
which contains both A and B. Fix a cubical partition P of size u. We assume
that u is so small that for each cube Q of the partition which intersects U ′ holds
16Q ⊂ U . Let P = P1 ∪ ... ∪ PC be its decomposition into nice subpartitions.
Denote by Ai the union of all cubes from Pi which are contained in A, and by
Bi the union of all cubes from Pi which intersect B. Clearly taking u small
enough we can achieve that µ(Bi) ≤ 1.1µ(B) for all i, and µ(Ai) ≥ µ(A)/1.1C
for some i. Assume without loss of generality that the last inequality holds for
i = 1. Since µ(A) > 2Cµ(B) we conclude that the number of cubes in A1 is
greater than the number of cubes in each of Bi. Fix some i ∈ {1, ..., C}. Clearly,
in order to prove the lemma it suffices to show that if u is small enough there
exists a transformation gi ∈ G such that Bi ⊂ gi(A1).
2) Denote by q = {Q1, ..., Qk} the set of all cubes in A1, by q′ = {Q′1, ..., Q
′
m}
the set of all cubes in Bi, and by p the union q∪q′. We write 4q for {4Q1, ..., 4Qk},
and define analogously 4q′ and 4p. Let Z be the subset of U obtained by the
union of all cubes from 4p. We claim that each connected component of Z is
either one cube, or the union of two cubes. Assume on the contrary that there
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exist three cubes from 4p such that two of them intersect the third one. By def-
inition of a nice subpartion, either these two belong to 4q and the third belongs
to 4q′, or vice versa the two belong to 4q′ and the third to 4q. Without loss
of genericity we assume that 4Q1 and 4Q2 intersect 4Q
′
1. But then 16Q1 and
16Q2 contain 4Q
′
1, and that contradicts the definition of a nice subpartition.
The claim follows.
3) In view of step 2, we may assume without loss of generality that for some
r ≤ m
4Q1 ∩ 4Q
′
1 6= ∅, ..., 4Qr ∩ 4Q
′
r 6= ∅,
and all other pairs of cubes from 4p are disjoint. Recall also that m < k. We
claim that for every j ∈ {1, ...,m} there exists a transformation hj ∈ GU such
that hj(Qj) = Q
′
j and hj equals the identity on all Ql, Q
′
l with l 6= j. Note that
this claim implies the lemma. Indeed set gi = h1 ◦ ... ◦ hr. Clearly gi(Qj) = Q′j,
and hence we constructed a transformation as required in step 1.
4) It remains to prove the claim of step 3. Take j ∈ {1, ...,m}.
First assume that j ≤ r. Consider a set K = 16Qj ∩ 16Q′j. Clearly, K is
a convex polyhedron whose interior contains both Qj and Q
′
j. There exists a
path of transformations from GU supported in K whose time one map takes Qj
to Q′j. Take this time one map as hj . Any other cube from p is disjoint from
K by definition of a nice subpartition. Thus hj has the required properties.
Assume now that j > r. Consider the set Zj = Z − (4Qj ∪ 4Q′j). It follows
from step 2 that U ′ − Zj is a connected set. Join the centers of cubes Qj and
Q′j by a smooth path γ ⊂ U
′ − Zj . Let t be a parameter along γ which runs
from 0 to 1. Denote by Kt the cube centered in γ(t) which is obtained from
Qj by a parallel translation. Since the center of Kt is disjoint from all cubes
4Ql, 4Q
′
l with l 6= j then Kt is disjoint from all such Ql and Q
′
l. In particular,
there exists a small neighbourhood say V of the union of all cubes Kt which is
disjoint from all cubes Ql, Q
′
l with l 6= j. It is easy to see that there exists a
path of transformations from GU supported in V whose time one map takes Qj
to Q′j. Take this time one map as hj . This completes the proof. ✷
4.3 Proof of 4.1.A
Denote by µ the canonical measure on Y . Consider a triangulationX1, ..., Xr
of Y such that every simplex Xi is contained in a (Darboux) coordinate chart
Ui. Assume moreover that all Xi have equal volume µ(Y )/r. Let A ⊂ Y be an
open subset. A straightforward application of Katok’s Basic Lemma [K] shows
that there exists a transformation f ∈ G with the following property:
µ(f(A) ∩Xi) > µ(A)/2r,
for all i = 1, ..., r.
Obviously it suffices to check the covering property for the set A′ = f(A).
Let Ai be an open set which lies in the interior of A
′ ∩ Xi and has volume
14
µ(A)/2r. Apply the local statement 4.2.A to the triple (Ui, Xi, Ai). For every i,
we get a sequence of transformations gij , j = 1, ..., Ni such that for all x ∈ Xi
holds
1
Ni
ΣNij=1χ
gij(Ai)(x) ≥ (C1 + C2µ(Xi)/µ(Ai))
−1 = λ,
where
λ = (C1 + 2C2µ(Y )/µ(A
′))−1.
Repeating the sequences we can achieve that each of them has the same number
of terms, in other words that all Ni’s are equal to the same number N . We claim
that the family of transformations
{gij}, i = 1, ..., r ; j = 1, ..., N
does the job for the set A′ with universal constants c1 = rC1 and c2 = 2rC2.
Indeed, take y ∈ Y . Without loss of generality assume that y ∈ X1. Thus
1
Nr
Σi,jχ
gij(A
′)(y) ≥
1
Nr
Σjχ
g1j(A1)(y) ≥
λN
rN
= (rC1 + 2rC2µ(Y )/µ(A
′))−1.
This completes the proof. ✷
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5. APPENDIX: more details on the classical approach
In this appendix we present details of the classical approach to constructing
strictly ergodic Hamiltonian skew products (see section 2.1 of the main text).
5.1 Averaging property 2.1.B implies 2.1.A (cf. [N])
We work in the notations of section 2.1. The proof is divided into several
steps.
1) We claim that for every finite sequence H1, ..., Hk of functions from H
and for every ε > 0 there exists an operator S ∈ S such that ||S(Hi)|| < ε for
all i. Indeed, using averaging property 2.1.B define recursively a sequence of
operators Si ∈ S such that the following inequalities hold:
||S1(H1)|| < ε, ||S2(S1(H2))|| < ε, ..., ||Sk(...(S1(Hk)...)|| < ε.
Set S = Sk ◦ ... ◦ S1. The operator S is as required in view of the fact that
operators from S do not increase the norm of functions.
As an immediate consequence of the claim we get that for every sequence
H1, ..., Hk and every ε > 0 there exists a smooth loop h : S
1 → G such that
|
∫ 1
0
Hi(h(t)
−1y)dt| < ε,
for all y ∈ Y .
2) Note that in order to verify condition 2.1.A(i) we can assume that for
each fixed t the function F (t, .) belongs to the space H. Indeed, given any F
one can modify it as follows:
F ′(t, y) = F (t, y)−
∫
Y
F (t, z)dµ(z).
Clearly our assumption holds for F ′. Moreover F and F ′ satisfy or do not satisfy
the conditions in question simultaneously.
3) Let F be a function which satisfies the assumption of step 2. We claim
that for every ε > 0 there exists a smooth loop h such that for all s ∈ S1 the
following inequality holds:
|
∫ 1
0
F (s, h(t)−1y)dt| < ε/3.
Indeed, choose a large natural number N such that |F (t′, y) − F (t′′, y)| < ε/9
for all y provided |t′ − t′′| < 1/N . Set pi = i/N where i = 0, ..., N − 1. Using
the last statement of step 1 choose a smooth loop h(t) such that
|
∫ 1
0
F (pi, h(t)
−1y)dt| < ε/9.
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A straightforward estimate shows that h is as required.
4) Take now an arbitrary integer M > N . A more specific choice of M will
be made in the next step. Meanwhile we denote g(t) = h(Mt) and claim that
I = |
∫ 1
0
F (t, g(t)−1y)dt| < ε.
Here is the proof. Set qi = i/M where i = 0, ...,M . An obvious argument shows
that
I ≤ ε/3 + ΣM−1i=0 |Ji|,
where
Ji =
∫ qi+1
qi
F (qi, h(Mt)
−1y)dt.
Introducing a new variable s =Mt− i we get that
Ji =
1
M
∫ 1
0
F (qi, h(s)
−1y)ds,
and thus our choice of h implies that |Ji| < ε/(3M) for all i. The claim follows
immediately.
5) Let us sum up the results of the previous steps. We constructed a loop
g(t) = h(Mt) which satisfies 2.1.A(i) above. Moreover the choice of the suffi-
ciently large integer M is in our hands. We are going to use this in order to
guarantee condition 2.1.A(ii). Let r be a rational number. Taking M as a large
multiple of the denominator of r we get that g(t+ r) = g(t).
This completes the proof. ✷
5.2 Property 2.1.A implies Theorem 1.2.B
The proof of this statement occupies the rest of the appendix. We follow
very closely the exposition in [FH] (see also [GW]). Let us fix some notations.
We work on the manifold X = S1 × Y . Denote by D the group of all skew
products (t, y)→ (t+ α, h(t)y) where α ∈ S1 and h : S1 → G is a smooth loop.
Let D0 be its subgroup consisting of maps of the form (t, y) → (t, h(t)y). We
write Sα for the shift (t, y)→ (t+ α, y).
Consider the set of all mappings of the form φ−1 ◦ Sα ◦ φ where φ ∈ D0 and
α ∈ S1. Its closure in D can be identified in an obvious way with the set R
introduced in 1.2, and in this appendix we use for it the same notation R.
5.3 Minimality and unique ergodicity
Consider two collections A and B of subsets of R as follows. The collection
A consists of all subsets of the form
A(U) = {T ∈ R| ∪∞i=0 T
iU = X},
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where U runs over all non-empty open subsets of X . The collection B consists
of all subsets of the form
B(F, ε) = {T ∈ R| inf
N∈N
||
1
N
ΣN−1j=0 F ◦ T
j|| < ε},
where F runs over all continuous functions with zero mean on X , and ε > 0.
Note that the intersection of all sets from A consists of minimal diffeomorphisms
(that is every orbit is dense in X). Also, the intersection of all sets from B
consists of uniquely ergodic diffeomorphisms (that is there exists precisely one
invariant Borel probability measure). Write C for the union of A and B. It
is easy to see that minimality combined with unique ergodicity implies strict
ergodicity. Thus for existence of strictly ergodic skew products it suffices to
show that the intersection of all sets from C is non-empty. Consider a countable
subcollection C′ of C which consists of all sets of the form A(Ui) and B(Fj ,
1
k
),
where {Ui} is a countable basis of open subsets on X , {Fj} is a countable
dense subset of the space of continuous functions with zero mean on X , and the
number k runs over the natural numbers. Obviously every set from C contains
a set from C′, thus the intersection of all sets from C is equal to the intersection
of all sets from C′.
Now the strategy is as follows. The collection C consists of subsets which are
open in R. Since the group G is closed in Diff(Y ), the set R (with the topology
induced from Diff(X)) has the Baire property. 4 Therefore it suffices to show
that the subsets from C are dense in R.
Lemma 5.3.A. Let C be a set from C and r be a rational number. There exists
φ ∈ D0 which commutes with Sr and such that for every irrational number α
the diffeomorphism φ−1 ◦ Sα ◦ φ belongs to C.
5.4 The final argument
Assume the Lemma. We claim that for every rational r and every C ∈ C the
shift Sr belongs to the closure of C. Indeed, take φ from the Lemma and choose a
sequence {αj} of irrational numbers which converges to r. Then {φ−1 ◦Sαj ◦φ}
is a sequence of elements of C which converges to Sr, and the claim follows.
Since rational numbers are dense in the circle, we conclude that every (rational
or irrational) shift is in the closure of C. Note that for every ψ ∈ D0 and C ∈ C
the set
{ψ ◦ f ◦ ψ−1|f ∈ C}
is again contained in C. Thus every element of the form ψ−1◦Sα◦ψ with ψ ∈ D0
belongs to the closure of C. Since by definition these elements are dense in R,
we get that C is dense in R. As it was explained in 5.3 this completes the proof
of existence of smooth strictly ergodic skew products.
4This is exactly the place where we use that G is closed in Diff(Y ). It seems however that
one can prove the theorem without this assumption. For that purpose one should work with
a different cleverly chosen topology on G.
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5.5 Proof of 5.3.A
Fix a set C ∈ C and a rational number r. We have to consider two cases.
1) Let C = A(U). We can assume that U splits as ∆ × V , where ∆ is an
open interval of S1 and V is an open subset of Y . Take a loop g : S1 → G in
such a way that the sets of the family {gt(V )}, t ∈ ∆ cover Y . Moreover it
is easy to achieve that g(t + r) = g(t) for all t. Define an element φ ∈ D0 by
φ(t, y) = (t, g(t)y). It commutes with Sr. Take an irrational α. Write the union
∪∞i=0(φ
−1 ◦ Sα ◦ φ)
i(U)
as φ−1(W ) where
W = ∪∞i=0S
i
α(φ(U)).
In view of our construction the set φ(U) intersects the circles S1 × {y} for all
y ∈ Y . Since orbits of Sα are dense on each such circle we conclude thatW = X .
Then φ−1(W ) = X and therefore φ is as needed.
2) Suppose now that C = B(F, ε). Given a loop g : S1 → G consider the
integral
I(y) =
∫ 1
0
F (t, g(t)−1y)dt.
Using Property 2.1.A we can choose g in such a way that g(t+ r) = g(t) for all
t, and |I(y)| < ε/2 for all y. Define an element φ ∈ D0 by φ(t, y) = (t, g(t)y).
It commutes with Sr. Take an irrational α. Write the ergodic sum
1
N
ΣN−1j=0 F ◦ (φ
−1 ◦ Sα ◦ φ)
j
as GN ◦ φ where
GN =
1
N
ΣN−1j=0 (F ◦ φ
−1) ◦ Sjα.
Since the shift of the circle t → t + α is strictly ergodic, and the family
{F (t, g(t)−1y)}, y ∈ Y of functions S1 → R is compact, the ergodic sum
above converges uniformly to I(y) when N goes to infinity. In particular for
large N holds ||GN ◦ φ|| = ||GN || < ε, and we conclude that φ is as needed.
This completes the proof. ✷
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