Abstract-Due to the highly-varying wireless channels, deterministic quality of service (QoS) is usually difficult to guarantee for real-time multi-layer video transmissions in wireless networks. Consequently, statistical QoS guarantees have become an important alternative in supporting real-time video transmissions. In this paper, we propose an efficient framework to model the statistical delay QoS guarantees, in terms of QoS exponent, effective bandwidth/capacity, and delay-bound violation probability, for multi-layer video transmission over wireless fading channels. In particular, a separate queue is maintained for each video layer, and the same delay bound and corresponding violation probability threshold are set up for all layers. Applying the effective bandwidth/capacity analyses on the incoming video stream, we obtain a set of QoS exponents for all video layers to effectively characterize this delay QoS requirement. We then develop a set of optimal adaptive transmission schemes to minimize the resource consumption while fulfilling the diverse QoS requirements under various scenarios, including video unicast/multicast with and/or without loss tolerance. Simulation results are also presented to demonstrate the impact of statistical QoS provisionings on resource allocations of our proposed adaptive transmission schemes.
I. INTRODUCTION
R ECENTLY, supporting real-time video services with diverse QoS constraints have become one of the essential requirements for wireless communications networks. Consequently, how to efficiently guarantee QoS for video transmission attracts more and more research attentions [1] - [6] . However, the unstable wireless environments and the popular layer-structured video signals [2] , [3] impose great challenges in delay QoS provisionings. Due to the highlyvarying wireless channels, the deterministic delay QoS requirements are usually hard to guarantee. As a result, statistical delay QoS guarantees [7] - [13] , in terms of effective bandwidth/capacity and queue-length-bound/delay-bound violation probability, have been proposed and demonstrated as the powerful way to characterize delay QoS provisionings for wireless traffics. While most related existing research works mainly focused on the scenarios with single-layer streams [9] - [13] , the modern video coding techniques usually generate layerstructured traffics [2] , [3] . Unfortunately, how to design efficient schemes to support statistical delay QoS for layered video traffics over wireless networks has been neither well understood nor thoroughly studied.
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In video transmissions, video source is usually encoded into a number of data layers [2] - [4] in the application-protocol layer. By applying layered video coding, the receivers under poorer channel conditions can get only lower video quality, while those under better channel conditions can achieve higher video quality. Although the layered coding techniques are efficient in handling diverse channel conditions, they also raise new challenges for statistical delay QoS guarantees, which are not encountered in single-layer video transmissions. First, we need to keep the synchronous transmissions across different video layers, implying the same delay-bound violation probability for all layers. Second, real-time services usually can tolerate a certain level of loss. For multi-layer video stream, it is natural that different video layers can tolerate different loss levels. Therefore, the scheduling and resource allocation need to be aware of the diverse loss constraints. Third, since the wireless resources are scarce, how to minimize the resource consumption while fulfilling the specified delay QoS requirements still remains as an open problem.
While the above discussions focus on the general challenges in statistical delay QoS guarantees for the unicast transmission of layered video, multicasting layered video over wireless networks complicates the problem significantly due to the heterogeneous wireless channels across multicast receivers at each time instant. In [6] and [13] , we applied the effective capacity theory to propose and evaluate rate-adaptation schemes for statistical delay QoS guarantees in mobile multicast. However, the analyses only focused on single-layer stream. How to extend the statistical QoS theory to multi-layer video multicast to devising QoS-driven transmission strategy still remains as one of the major challenges. In [4] , the authors proposed a cross-layer architecture for adaptive video multicast over multirate wireless LANs. In particular, two-layer video signals are considered, which include the base layer (more important) and enhancement layer (less important). The authors derived the transmission rate for the base layer according to the worst-case signal-to-noise ratio (SNR) among all receivers, while dynamically regulating the transmission rate for the enhancement layer based on the best-case SNR to benefit receivers with better channel qualities. Under this strategy, the loss rate of the enhancement layer will vary significantly with the statistical characteristics of wireless channels, and thus are hard to control. Moreover, although the base layer can guarantee the minimum loss because of the worst-cast SNR dominating strategy, the throughput of the base layer will degrade severely as the multicast group size increases. Therefore, this adaptation strategy is not aware of the delay/loss requirements of different video layers, and thus cannot always effectively support the required QoS for video transmissions.
To overcome the above problems, in this paper we propose an efficient framework to model the statistical delay QoS guar- antees, in terms of QoS exponent, effective bandwidth/capacity, and delay-bound violation probability, for multi-layer video transmission over wireless fading channels. In particular, a separate queue is maintained for each video layer, and the same delay bound and corresponding violation probability are set up for all layers. We then develop a set of optimal adaptive transmission schemes to minimize the resource consumption while fulfilling the diverse QoS requirements under various scenarios, including video unicast/multicast with and/or without loss tolerance.
The rest of this paper is organized as follows. Section II describes the system model. Section III proposes the framework of statistical delay QoS guarantees for multi-layer video unicast and multicast. Section IV presents the design procedures for multi-layer video by applying effective bandwidth/capacity theory. Sections V and VI derive the optimal adaptive transmission schemes for video unicast and multicast, respectively. Section VII presents the simulation results. The paper concludes with Section VIII.
II. THE SYSTEM MODEL We consider the unicast/multicast link for multi-layer video distribution in wireless networks, as shown in Fig. 1 . Specifically, the base station sender is responsible for transmitting a multi-layer video stream to a single receiver (unicast) or multiple receivers (multicast) over wireless broadcast fading channels. The video stream generated by upper protocol layers (e.g., application layer) consists of L video layers, 1 each having the specific QoS requirements. The L-layer video stream will be injected to the physical (PHY) layer. Then, as depicted in Fig. 1(a) , we aim at developing strategies to efficiently allocate limited wireless resources for multi-layer video transmission while fulfilling the specified QoS requirements for each video layer.
At the PHY layer, the sender uses a constant transmit power within the signal bandwidth equal to B Hz. The wireless broadcast channels are assumed to be flat fading. Then, we can use an SNR vector γ (γ 1 , γ 2 , . . . , γ N ) to characterize the channel state information (CSI) of receivers, where N denotes the number of unicast/multicast receivers, γ n is the received SNR of the nth receiver for n = 1, 2, . . . , N, and {γ n }
N n=1
are independent and identically distributed for the cases with N > 1. When N is equal to 1, the scenario reduces to video unicast, 2 as illustrated in Fig. 1(b) ; while N is larger than 1, we get the multicast scenario depicted in Fig. 1(c) . Moreover, γ 1 Notice the difference between the terminologies: protocol layer and video layer. The protocol layer is used to denote the layer of network protocol stack (e.g., the application layer and physical layer), while the video layer denotes the layer of video data in video coding (e.g., the base layer and enhancement layer). 2 When N = 1, we write SNR as γ instead of γ 1 to simplify notation.
is modeled as an ergodic and stationary block-fading process, where γ remains fixed within the time-frame with a fixed length T , but varies independently from frame to frame. In addition, we assume that γ can be perfectly estimated by the receivers and reliably fed back to the sender without delay.
III. MULTI-LAYER-VIDEO UNICAST/MUTICAST MODELING FRAMEWORK OVER WIRELESS CHANNELS
In this section, we propose the framework for transmitting multi-layer video stream over wireless channels, where the issues on adaptive resource allocation, unicast/multicast transmissions, statistical delay QoS guarantees, and loss constraints are addressed and integrated in our proposed framework.
A. Multi-Queue Model for Multi-Layer Video Arrival Process
The modern video coding techniques [2] - [3] usually encode the video source into a number of video layers with different relevance and importance. The most important layer is called base layer and the other layers are called enhancement layers. Because of the diverse importance, different strategies need to be proposed for corresponding video layers in the PHY-layer transmission, depending on the specified QoS requirements (to be detailed in Sections III-B and III-D). Then, to achieve the efficient video transmission, the sender manages a separate queue for each video layer. As shown in Fig. 1(a) , the data arrival rate of the th video layer is characterized by a discrete-time process, denoted by A [k] (nats/frame), where = 1, 2, . . . , L, and [k], k = 1, 2, . . ., is the index of time frames; the service rate process (departure process) of the th layer is denoted by C [k] (nats/frame). It is worth noting that the selection of C [k] will be determined according to CSI, total available wireless resources, and QoS constraints.
B. Statistical Delay QoS Guarantees for Video Transmissions
For video transmissions, delay is one of the most important QoS metrics. However, due to the highly varying wireless channels, usually the hard delay bound cannot be guaranteed. Therefore, the statistical metric, namely delay-bound violation probability [7] - [11] , has been widely applied in QoS evaluations for real-time services. In our framework, we will also use the delay-bound violation probability to characterize the delay QoS provisionings for each video layer. In particular, a queuing delay bound, denoted by D th , is specified. Accordingly, over all video layers, the delay-bound violation probability cannot exceed the threshold denoted by P th :
where D denotes the queuing delay at the th video layer, and 0 < P th < 1 is a small positive real number. Note that D th and P th are application-dependent parameters. Moreover, the pair of D th and P th is set to be the same for all video
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layers, because the synchronous transmission across different video layers is usually required.
C. Adaptive Resource Allocation and Transmissions
The adaptive transmission based on the CSI is performed such that limited wireless resources can be efficiently used. The adaptive transmission for video unicast/multicast is composed by three folds: transmission rate adaptation, dynamic time-slot allocation, and adaptive pre-drop queue management strategy, which are elaborated on as follows.
1) Time Slot Allocation for Video Layers:
Each time frame is divided into L time slots, the lengths of which are denoted 
We assume that capacity-achieving codes are used for transmission at the PHY layer. Accordingly, for unicast, the normalized transmission rate of the th video layer is set equal to the Shannon capacity under the current SNR γ:
Clearly, R [k] does not vary with , and thus the adaptive transmission for unicast mainly focuses on time-slot allocation. For multicast case, the rate adaptation becomes more complicated. In particular, the time slot for video layer is further partitioned into N sub-slots. The length of the nth sub-slot, denoted by
Within the nth subslot, the transmission rate is set equal to the Shannon capacity under SNR γ n . Then, the normalized transmission rate R [k] for the th video layer becomes
As a result, we need to not only adjust t [k]'s for each layer, but also regulate t ,n [k]'s within each time slot. In addition, the nth receiver can only correctly get the data associated with SNR's lower than or equal to γ n , implying the heterogeneous channel quality across receivers will cause loss in multicast transmissions.
3) Pre-drop Strategy: In [13] , for multicasting single-layerdata we developed the pre-drop strategy to gain a more robust queuing behavior. In this paper, we further extend the predrop strategy to multi-layer video transmission, where the predrop strategy also plays an important role in fulfilling the QoS requirements. Specifically, in each time frame the sender can drop some data (see Fig. 1(a) ) from the head of each queue, but treat them as if they were transmitted. We denote the amount of dropped data in th video layer by Z [k] (nats/frame) and define the normalized drop rate, denoted by
of the th video layer is given by
Without specific notation, we will remove index [k] to simplify notations. The advantage of the pre-drop strategy is explained as follows. Under poorer instantaneous wireless-channel qualities, we can predict that the queue length often increases rapidly and the delay will be elongated correspondingly. To suppress the growing speed of the queue length, we can drop some data from the head of the queue, which can effectively decrease the delay-bound violation probability. Clearly, the drop rate z will be determined based on current CSI and available wireless resources. In addition, since the pre-drop operation actually causes loss, z also needs to be carefully selected such that loss constraints (see Section III-D) are not violated.
D. Loss Rate Constraint
Although a certain loss is usually tolerable for delay-sensitive services, the loss level cannot be arbitrarily high. Consequently, we require the loss rate of the th layer for each receiver to be limited lower than or equal to an application-dependent threshold q ( ) th . The loss rate of the th video layer for the nth receiver, denoted by q ,n , is defined as the ratio of the amount of data correctly received by this receiver to that of the data transmitted at this video layer. Note that data loss for unicast will be caused by only pre-drop strategy, while data loss for multicast will be introduced by both pre-drop operation and heterogeneous channel fading across multicast receivers.
IV. STATISTICAL DELAY QOS GUARANTEES THROUGH EFFECTIVE BANDIWDTH/CAPACITY APPROACH A. Preliminary for Statistical Delay QoS Guarantees
The theory on statistical delay QoS guarantees [7] - [9] provides a powerful approach in analyzing the queueing behavior for time-varying arrival and/or service processes. Specifically, consider a queuing system with the stationary and ergodic arrival and service processes. Asymptotic analyses [7] show that with sufficient conditions, the queue length process
for a certain θ > 0, where Q th is the queue-length threshold. Correspondingly, the violation probability of a given queuelength bound Q th can be approximated by (which is also the upper bound of Pr{Q > Q th })
where we drop index [k] for Q[k] to simplify notations. In the above equations, θ is called QoS exponent and can be used to characterize delay QoS. Larger θ corresponds to more stringent QoS requirement, while smaller θ imposes looser delay constraint. When the QoS metric of interest becomes delay-bound, similar expressions can be obtained.
B. Preliminary for Effective Bandwidth/Capacity
Effective bandwidth [8] and effective capacity [9] are a pair of dual concepts. Given an arrival process A[k], effective bandwidth of A[k], denoted by A(θ) (nats/frame), is defined as the minimum constant service rate required to guarantee a specified QoS exponent θ, i.e., Eqs. (5)- (6) are satisfied for the given θ. In contrast, given a service process C [k] , effective capacity of C [k] , denoted by C(θ) (nats/frame), is defined as the maximum constant arrival rate which can be supported by C[k] subject to the specified QoS exponent θ. Moreover, effective bandwidth [8] and effective capacity [9] can be expressed as
nats/frame;
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respectively. In addition, for effective capacity scenario, the delay-bound violation probability can be approximated in terms of C(θ) and θ as [9] :
the similar expression exists for effective bandwidth scenario:
C. Design Procedures for Transmitting Layered Video with Statistical QoS Guarantees
When the arrival and service processes are both timevarying, it is usually inconvenient to evaluate the statistical QoS performance. However, for a queuing system, in order to guarantee the QoS exponent θ given in Eqs. (5)-(6), the following equation need to be satisfied [8] , [10] , [11] :
Inspired by this property, the statistical delay QoS guarantees can be characterized through the arrival process and service process separately. As shown in Fig. 2 , the queueing system for the th video layer can be decomposed to two virtual queuing systems. The one on the left-hand side of Fig. 2 is composed by the true arrival process A [k] and one virtual constant-rate service process, the rate of which is equal to the effective bandwidth A (θ ) of A [k]; the right one consists of the true service process C [k] and one constant-rate virtual arrival process, the rate of which is equal to the effective capacity
Using the above concept, we propose the design procedures to provide statistical delay QoS guarantees for transmitting multi-layer video stream as follows.
Step 1: Determine effective bandwidth functions A (θ) for the arrival processes
Step 2: Apply Eq. (10) (and Eq. (9), when A [k] is a constant) to find the solution θ to the equation Pr{D > D th } = P th and get the corresponding effective bandwidth A (θ ).
Step 3: Set the target effective capacity C = A (θ ) for the service processes of each video layer.
Step 4: Jointly design adaptive service process C [k] for each video layer, such that C (θ ) ≥ C is satisfied while minimizing the total consumed wireless resources.
In the above procedures, Steps 1 and 2 first identify the effective bandwidth A (θ ) and QoS exponent θ required to satisfy the delay-bound D th and its violation probability P th . Then, to fulfill the delay QoS in Eq. (1), we need to either satisfy Eq. (11) or guarantee that the effective capacity is larger than the effective bandwidth, which result in Steps 3 and 4.
The analytical expressions of effective bandwidth for many typical arrival processes, such as constant-rate process, autoregressive (AR) process, and Markovian process, can be found in [8] .
, implying the delay-bound violation probability of the virtual queuing system on the left-hand side of Fig. 2 will always be 0. Therefore, we can not get θ directly through Eq. (10). In contrast, the QoS exponent θ to guide the adaptive transmission needs to be determined by using Eq. (9) and QoS exponent θ have been determined, we next focus on developing the optimal adaptive time-slot allocation and pre-drop strategy to fulfill the QoS requirements while minimizing the wirelessresource consumption.
Based on our previous work, if a stationary and ergodic service rate process C is uncorrelated across time frames, its effective capacity can be written in a simpler form [12] as:
Since the block-fading channel model satisfies the timeuncorrelated condition, we can apply Eq. (12) such that the derivations are simplified.
A. Unicasting Layered Video Stream Without Loss Tolerance
We first consider the cases without loss tolerance for multilayer video transmissions, i.e., q ( ) th = 0 for all and the pre-drop strategy will not be applied. Thus, we only need to focus on regulating the time-slot proportion {t } L =1 for each video layer. Clearly, this will decrease the design complexity, but usually leads to more resource consumption. Following the design target and QoS constraints characterized in Sections III and IV, we derive the adaptive transmission strategy by solving the following optimization problem.
where
Using Eq. (12), the constraint in (14) can be equivalently rewritten as
where β θ T B is termed normalized QoS exponent and V e −θ C . It is not difficult to see: 1) the objective function in P 1 is convex over t; 2) the functions on the left-hand side of all inequality constraints (Eqs. (15) and (16)) are convex over t. Therefore, based on convex optimization theory [16] 
a convex problem and the optimal solution can be obtained by using Lagrangian method and Karush-Kuhn-Tucker (KKT) conditions [16] , which is summarized in Theorem 1.
Theorem 1: The optimal solution t * to problem P 1, if existing, is determined by
are the optimal Lagrangian multipliers associated with Eqs. (15) and (16), respectively. Given SNR γ and {λ
holds, ψ * γ is the unique solution to
otherwise, we get
Under the above strategy to determine t * and
Proof: The Lagrangian function of P 1, denoted by J, is constructed as
where ψ γ ≥ 0 and λ ≥ 0, = 1, 2, . . . , L, are Lagrangian multipliers associated with Eqs. (15) and (16), respectively. Then, the optimal t * and Lagrangian multipliers of problem P 1 satisfy the following KKT conditions [16] :
Taking the derivative of J with respect to (w.r.t.) t , we get
where f Γ (γ) is the probability density function (pdf) of γ. and judge the existence of the optimal solution. Based on the optimization theory [15] , [16] , the Lagrangian dual problem to P 1 is give by
where λ (λ 1 , λ 2 , . . . , λ L ) and J(λ, ψ γ ) is the Lagrangian dual function J(λ, ψ γ ) min t {J} = J| t =t (γ,λ ,ψγ ) . We can further convert Eq. (25) into:
where ψ γ (λ) denotes the maximizer of J(λ, ψ γ ) under the given λ. Moreover, we can obtain ψ γ (λ) by using the same procedures as those used in determining ψ * γ , which are given by Eqs. (18)- (20) in Theorem 1.
Since problem P 1 is convex, there is no duality gap between P 1 and its dual problem given by Eq. (25). Thus, the optimal Lagrangian multipliers {λ * } L =1 and ψ * γ to problem P 1 also maximize the objective function J(λ, ψ γ ) in Eq. (25). Consequently, we can obtain {λ * } L =1 through maximizing J(λ, ψ γ ). Following convex optimization theory [16] , J(λ, ψ γ (λ)) is a concave function over λ, and thus we can track the optimal λ * by using the subgradient method [17] :
where is a positive real number close to 0. and E e −β t log(1+γ) − V in the above equation is a subgradient of J(λ, ψ γ (λ)) w.r.t. λ [15] (see the definition of subgradient in Section VI-B). If the optimal solution to P 1 exists, the above iteration will usually converge to the optimal λ * because of the concavity of J(λ, ψ γ (λ)). Correspondingly, E e −β t log(1+γ) − V will converge to 0. In contrast, if the optimal solution to P 1 does not exist, we cannot support such a statistical QoS requirement even we use up all time slots. Then, (E e −β t log(1+γ) − V ) is always larger than 0 for some . As a result, λ will approach infinity. So, if some λ does not converge and keeps increasing, we can conclude that the optimal solution does not exist and current wireless resources are not enough to support the specified statistical delay QoS for the incoming multi-layer video stream.
It is also worth noting that to find the optimal λ * , we need the pdf of γ. In realistic systems, although the pdf of γ is usually unknown, we can still apply Eq. (27) to implement online tracking. In particular, the iterative update of Eq. (27) will be performed in each time frame. However, the expectation of e −β t log(1+γ) in Eq. (27) is substituted by its estimation obtained based on statistics from previous time frames. Denoting the estimation in the kth time frame by S[k], we obtain S[k + 1] through a first-order AR filter (low-pass filter) as follows:
where α ∈ (0, 1) is a small positive number close to 0. If the optimal solution exists, the online tracking method converges with properly selected α and . Section VII will present some examples obtaining the optimal solution using simulations.
B. Unicasting Layered Video Stream With Loss Tolerance
When q ( ) th > 0, the transmission strategy becomes more complicated, but will use less wireless resources. After integrating pre-drop strategy, the loss rate q of the th layer is derived as
Next, we identify the adaptive transmission policy by solving problem P 2:
where z (z 1 , z 2 , . . . , z ). Applying Eq. (29), we can rewrite Eq. (32) as follows:
It is also not hard to prove that problem P 2 is still a convex problem and Lagrangian method is still effective in finding the optimal solutions, which is summarized in Theorem 2.
, and ψ γ : 
need to be jointly selected such that "=" holds in both Eqs. (31) and (34).
Proof: The Lagrangian function J is then formulated as
, and {φ } L =1 are Lagrangian multipliers associated with Eqs. (33), (31), and (34), respectively. Correspondingly, the KKT conditions for the optimal solution (t * , z * ) are expressed by
Plugging Eq. (39) into Eq. (40) and solving the equations, we get Eq. (35) through Eq. (38). Moreover, we can derive ψ * γ , λ * , and λ * γ in the way similar to the proof of Theorem 1. In order to search for the optimal Lagrangian multipliers and check the existence of the optimal solution, we can design the adaptive tracking method similar to problem P 1, which is omitted due to lack of space.
VI. QOS GUARANTEES FOR MULTICASTING
LAYERED-VIDEO STREAM We consider the multicast scenario in this section. If no loss is tolerated, the transmission rate in each time frame is limited by the worst-case SNR among all multicast receivers. Thus, the system throughput will be degraded very quickly as the multicast group size increases. Therefore, we mainly focus on the multicast scenario with loss tolerance.
A. Problem Formulation for Multicast Scenario
Under the multicast rate-adaptation strategy given in Section III, the loss rate of the nth receiver at the th video layer becomes
where δ γn≥γi is the indication function (for a given statement , δ( ) = 1 if is true, and 0 otherwise) and R = N i=1 t ,i log(1+γ i ) is the total normalized transmission rate in a time frame (see Eq. (3)). Accordingly, the loss rate constraint needs to be satisfied for each multicast receiver at each video layer, i.e., the inequality
must hold. To simplify the derivations, we first use a relaxed constraint to replace Eq. (42) by:
where q ,0 is termed group loss rate (average loss rate over receivers) at the th video layer. We will show later that the optimal adaptation policy derived under the group-loss-rate constraint given in Eq. (43) does not violate Eq. (42), and thus is also optimal under the original loss-rate constraint given by Eq. (42).
This
where m i is the number of receivers with SNR higher than or equal to γ i , and clearly min n {log(1 + γ n )} ≤ R ≤ max n {log(1 + γ n )} holds. Note that when we attempt to use a normalized transmission rate equal to R in a time frame, there are many different choices for {t ,n } N n=1 to get the same R . In order to minimize the loss for the entire multicast group, among all these choices we need to select the one which maximizes the numerator of the 2nd item on the right-hand side of Eq. (44), which represents the sum rate of data correctly received by each multicast receiver. Accordingly, we define
where t (t ,1 , t ,2 , . . . , t ,N ). Therefore, g s (R ) denotes the maximum sum of achieved rates over all multicast receivers under the given normalized transmission rate R . In our previous work [14] , where we studied the tradeoff between the average throughput and loss rate for single-layer multicast, we showed that g s (R ) can be derived through the concept of convex hull [16] . Using the properties of convex hull, in [14] we proved that g s (R ) is a continuous, piecewise linear, and concave function over R . Thus, we can obtain g s (R ) as follows:
is a linear function of R with the slope equal to η i , and (N − 1) is equal to the number of such intervals.
are actually the vertices on the upper boundary of the convex hull of the 2-dimensional point [14] . For the complete procedures to identify g s (R ), please refer to our previous work [14] . The above discussions imply that we need to consider only the transmission policies yielding g s (r i ), because only these policies can minimize the total loss for the entire multicast group. Moreover, Eqs. (45)- (46) suggest that we can focus on regulating the scalar R instead of the N -dimension time-proportion vector t , while t can be readily determined by using Eq. (45).
Following previous analyses in this section, we formulate problem P 3 to derive the adaptation policy for multi-layer video multicast as follows:
where R (R 1 , R 2 , . . . , R L ) and Eq. (49) is the group-lossrate constraint (given in Eq. (43)) for the policies corresponding to g s (R ).
B. Solving for the Optimal Solution
Notice that Problem P 3 is not convex, because the functions on the left-hand of Eqs. (48) and (49) are not convex over (t , R , z ). However, we show in the following that the optimal solution can still be obtained through Lagrangian method. The Lagrangian function of P 3, denoted by W , is constructed as
where ψ γ , φ , and λ are Lagrangian multipliers associated with Eqs. (50), (49), and (48), respectively. Given the Lagrangian multipliers, the optimal solution (t * , z * , R * ) minimizes the Lagrangian function [16] . Then, we have
Taking the derivative of w w.r.t. t and z , respectively, we get ∂w ∂t
Since g s (R ) is a piece-wise linear function of R , and thus is not differentiable at some points. Then, we need to use subgradient and subdifferential [15] instead of gradient to derive the minimizer to Eq. (53). Definition 1: Consider a convex function h : D → R, where R denotes the set of real numbers and D ⊂ R n is a convex set. Then, an n×1 vector ξ, for ξ ∈ R n , is called a subgradient [15] 
T represents the transpose. The collection of subgradients at d form a set called the subdifferential [15] 
Applying Definition 1, we further get the subdifferential of w w.r.t. R , denoted by ∂w R , as:
Clearly, the minimization of w can be performed separately for each video layer. Now consider the th video layer. Since the function w is not convex, KKT conditions themselves are not sufficient to determine the minimizer of w. However, if t * is given, w becomes a convex function over (R , z ). Next, we discuss the cases with a fixed t * = 0 and t * > 0, respectively.
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th , q 
th , q 1) t * = 0: The independent variable R vanishes in Eq. (53) when t = 0. Then, we only need to find the minimizer z * . By solving ∂w/∂z = 0 under the condition z ≥ 0, we get
2) t * > 0: We solve ∂w/∂z = 0 and 0 ∈ ∂w R under the condition z ≥ 0 and R ≥ 0, and get the minimizer, which is summarized in Eqs. (59)- (60) as follows:
where R is the unique solution to 0 ∈ ∂w R | z =0 under the given t , and R max r g s (r) is independent of t . Through Eqs. (59)-(60), we can see that with t * > 0, the minimizer must satisfy either z * = 0 or R * = R. Based on the above results for t * = 0 and t * > 0, the minimizer (t * , R * , z * ) for the th video layer must fall into one of the following three Sub-domains:
In Eq. (61), Sub-domain 1 is associated with the case of t * = 0. For the case with t * > 0, Sub-domains 2 and 3 correspond to the conditions R ≥ R and R < R , respectively. In order to get the minimizer (t * , R * , z * ) of w, we can first find the minimizer within each Sub-domain, which is denoted by (t , R , z ) j , j = 1, 2, 3. After identifying the minimizers of each Sub-domain, (t * , R * , z * ) can then be obtained through
In Sub-domains 1, 2, and 3, the variables t , R , and z are fixed, respectively, implying only two independent variables in each Sub-domain. Therefore, the minimization within each Sub-domain becomes tractable. For Sub-domain 1, the minimizer (0, R , z ) 1 is given in Eq. (58). For Sub-domain 2, since R is fixed, deriving the minimizer (t , R , z ) 2 is equivalent to solving a convex problem similar to P 2. For Sub-domain 3, applying the piecewise linear property of g(R ), it is easy to solve ∂w/∂t = 0 and 0 ∈ ∂w ∂R under the corresponding boundary conditions. The detailed procedures for deriving (t , R , z ) j , j = 2, 3, are omitted due to lack of space. Having obtained the true minimizer (t * , z * , R * ) for w, KKT conditions for problem P 3 under (t * , z * , R * ) then become also sufficient for the optimal solution (if existing), which are summarized as:
Then, we can solve for the optimal Lagrangian multipliers by using the similar arguments in the proof of Theorem 1. Specifically, for each channel realization if
will be selected such that "=" holds for constraints given in Eqs. (48)-(49).
After getting the optimal Lagrangian multipliers, the optimal adaptation policy to problem P 3 is then given by
, which have the same ordered permutation, will generate the same function g s (R ) defined by Eq. (45) and thus the same adaptation policy. Then, since γ n 's are i.i.d. (as assumed in Section II), this policy will benefit all receivers evenly, implying
th . Therefore, the original loss-rate constraint is not violated for all multicast receivers. Since Eq. (49) in problem P 3 is a relaxed version of Eq. (42), the optimal solution to problem P 3 is also optimal even if we replace Eq. (49) by using the original lossrate constraint given in Eq. (42). In addition, we can design the adaptive tracking method similar to problem P 1 to judge the existence of the optimal solution and find the optimal Lagrangian multipliers.
VII. SIMULATION RESULTS
We use simulations to evaluate the performance of our proposed optimal adaptive transmission schemes and investigate the impact of QoS requirements on resource allocation. In simulations, we set the signal bandwidth B and time-frame length T equal to 10 5 Hz and 2 ms, respectively. The arrival video stream is modeled with a 2-layer structure, where both video layers have constant arrival rates. In particular, for Fig. 3 and Figs. 4(a)-(b) , we set A 1 = 5×10 4 and A 2 = 4×10 4 nats/s; for Fig. 4(c) , we set A 1 = 6 × 10 4 and A 2 = 4 × 10 4 nats/s. The wireless channel follows the Raleigh fading model and we denote the average SNR by γ. Fig. 3(a) plots the iterative tracking of the optimal Lagrangian multipliers λ 's based on the method used in Section V-A, where we set = 0.01 and α = 0.02. As shown in Fig. 3(a) , the Lagrangian multipliers quickly converge to the optimal value and oscillate slightly within a small range, which demonstrates the effectiveness of the tracking method. Fig. 3(b) plots the average time-slot resources consumption versus average SNR for multi-layer video unicast and multicast. We observe from Fig. 3(b) that under the same channel conditions, video unicast uses much less time-slot resources than multicast. Moreover, video unicast will not consume all available time-slot resources when the average SNR is around 7-8 dB. In contrast, video multicast has used all resources up even with γ = 11 dB (6-receiver case). The above observation is expected because the multicast transmission rate is usually limited within a low level to avoid too much loss caused by heterogeneous fading across multicast receivers. Accordingly, more time-slot resources are consumed to fulfill the QoS requirements. An interesting observation for video unicast is that even with a very low tolerable loss level (1% for layer 1 and 5% for layer 2), sizable wireless resources (more than 10%) can be saved, especially at low average SNR. In addition, we observe that more multicast receivers result in more time-slot resources consumption, as shown in Fig. 3(b) . Fig. 3(c) shows the resources consumption for each video layer. We can see that video layer 1 requires more resources than video layer 2, which is because in our settings the arrival rate of layer 1 is higher and the loss-rate QoS of layer 1 is more stringent. Furthermore, for unicast the difference of time-slot resources consumption between the two video layers is not significant. In contrast, for multicast scenario, this difference becomes considerably large. Fig. 4 (a) and (b) illustrate the impact of delay-bound D th and its violation probability P th on resource consumption, respectively. As shown in Figs. 4(a) and 4(b) , either smaller D th or P th will cause more resource consumption, which is expected because smaller D th or P th implies more stringent delay QoS requirement. Fig. 4(c) shows the impact from lossrate constraints on video multicast. As shown in Fig. 4(c) , even slightly increasing q ( ) th can significantly reduce the total consumed wireless resources. This is because higher losstolerance level will enable larger multicast transmission rate and thus consume less time-slot resources. The above observations also suggest that when the wireless resources are very scarce, slightly relaxing the loss constraints can effectively help fulfill the delay QoS provisionings for video multicast over wireless networks, which can be used as guidance for resource control in design of multicast wireless networks.
VIII. CONCLUSIONS
We proposed a framework to model the wireless transmission of multi-layer video stream with statistical delay QoS guarantees. A separate queue is maintained for each video layer and the same statistical delay QoS-requirement needs to be fulfilled by all video layers, where the statistical delay QoS is characterized by the delay-bound and its corresponding violation probability through effective bandwidth/capacity theory. Under the proposed framework, we derived a set of optimal rate adaptation and time-slot allocation schemes for video unicast/multicast with and/or without loss tolerance, which minimizes the consumed time-slot resources. Simulation results were also presented to demonstrate the impact of statistical QoS provisionings on wireless resource allocation by using our derived optimal adaptive transmission schemes.
