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We present FJig, a simple calculus where basic building blocks are classes in the style of
Featherweight Java, declaring ﬁelds, methods and one constructor. However, inheritance
has been generalized to the much more ﬂexible notion originally proposed in Bracha’s
Jigsaw framework. That is, classes play also the role of modules, that can be composed
by a rich set of operators, all of which can be expressed by a minimal core. Fields and
methods can be declared of four different kinds (abstract, virtual, frozen, local) determining
how they are affected by the operators.
We keep the nominal approach of Java-like languages, that is, types are class names.
However, a class is not necessarily a structural subtype of any class used in its deﬁning
expression. While this allows a more ﬂexible reuse, it may prevent the (generalized)
inheritance relation from being a subtyping relation. So, the required subtyping relations
among classes are declared by the programmer and checked by the type system.
The calculus allows the encoding of a large variety of different mechanisms for software
composition in class-based languages, including standard inheritance, mixin classes, traits
and hiding. Hence, FJig can be used as a unifying framework for analyzing existing
mechanisms and proposing new extensions.
We provide two different semantics of an FJig program: ﬂattening and direct semantics. The
difference is analogous to that between two intuitive models to understand inheritance:
the former where inherited methods are copied into heir classes, and the latter where
member lookup is performed by ascending the inheritance chain. Here we address
equivalence of these two views for a more sophisticated composition mechanism.
© 2012 Elsevier Inc. All rights reserved.
0. Introduction
Jigsaw is a framework for modular composition largely independent of the underlying language, designed by Gilad Bracha
in his seminal thesis [1], and then formalized by a minimal set of operators in module calculi such as [2,3]. In this paper,
we deﬁne an instantiation of Jigsaw, called Featherweight Jigsaw (FJig for short), where basic building blocks are classes in
the style of Java-like languages. That is, classes are collections of ﬁelds, methods and constructors, that can be instantiated
to create objects; also, class names are used as types (nominal typing).
✩ This document is a collaborative effort and has been partially supported by MIUR DISCO — Distribution, Interaction, Speciﬁcation, Composition for
Object Systems.
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greatly inﬂuential,1 its design has been never fully exploited in the context of Java-like languages, as recently pointed out
as an open question [12]. Here, we provide a foundational answer to this question, by deﬁning a core language which,
however, embodies the key features of Java-like languages, in the same spirit of Featherweight Java [13] (FJ for short).
Indeed, formally, a basic class of FJig looks very much like a class in FJ. However, standard inheritance has been replaced by
the much more ﬂexible (module) composition, that is, by the rich set of operators of the Jigsaw framework.
Instantiating Jigsaw on Java-like languages poses some non trivial design problems. Just to mention one (others are
discussed in Section 1), we keep the nominal approach of Java-like languages, that is, types are class names. However, a
class is not necessarily a structural subtype of any class used in its deﬁning expression. While this allows a more ﬂexible
reuse, it may prevent the (generalized) inheritance relation from being a subtyping relation. So, the required subtyping
relations among classes are declared by the programmer and checked by the type system.
Another challenging issue is the generalization to FJig of two intuitive models to understand inheritance: one where
inherited methods are copied into heir classes, and the other one where member lookup is performed by ascending the
inheritance chain. We address the equivalence of these two views for a much more sophisticated composition mechanism.
Formally, we provide two different semantics for an FJig program: ﬂattening semantics, that is, by translation into a program
where all composition operators have been performed, and direct semantics, that is, by formalizing a dynamic look-up
procedure.
The paper is organized as follows. Section 1 provides an informal introduction to FJig by using a sugared surface syntax.
Section 2 introduces a lower level syntax and deﬁnes ﬂattening semantics. Section 3 deﬁnes the type system and states
its soundness. Section 4 deﬁnes direct semantics of FJig and states the equivalence between the two semantics. In the
Conclusion, we summarize the contribution of the paper and brieﬂy discuss related and further work.
This paper is an improved and extended version, including full proofs, of [14,15].
1. An informal introduction
In this section we illustrate the main features of FJig by using a sugared surface syntax, given in Fig. 1. We assume
inﬁnite sets of class names C , (member) names N , and variables x, including the special variable this. We use the bar
notation for sequences, e.g., μ is a metavariable for sequences μ1 . . .μn .
This syntax is designed to keep a Java-like ﬂavour as much as possible. In the next section we will use a lower-level
representation, which allows us to formalize the semantics in a simpler and natural way.
A program consists of a sequence of class declarations, consisting of an optional abstract modiﬁer, a class name and
a class expression. Class expressions are basic classes, class names, or are inductively constructed by a set of composition
operators. A basic class consists of a sequence of supertypes, a sequence of ﬁeld declarations, a constructor declaration, and
a sequence of method declarations.
We will ﬁrst revise Jigsaw features in the context of FJig, then discuss some issues that are speciﬁc to the instantiation
on Java-like languages.
1.1. Basic classes
Jigsaw is a programming paradigm based on (module) composition, where a basic module (in our case, a class) is a
collection of components (in our case, members), which can be of four different kinds, indicated by a modiﬁer: abstract,
virtual, frozen, and local. A method has no body if and only if its modiﬁer is abstract. The meaning of modiﬁers
is as follows:
• An abstract member has no deﬁnition, and is expected to be deﬁned later when composing the class with others.
• A virtual or frozen member has a deﬁnition, which can be changed by using the composition operators. However,
the redeﬁnition of a frozen member does not affect the other members, that still refer to its original deﬁnition.
• Finally, as the name suggests, a local member cannot be selected by a client2, and is not affected by composition
operators, hence its deﬁnition cannot be changed.
We assume by default (hence omit) the modiﬁer frozen for ﬁelds and virtual for methods. A class having at least
one abstract member must be declared abstract.
The following example shows two basic classes.3
1 Just to mention two different research areas, Jigsaw principles are present in work on extending the ML module system with mutually recursive
modules [4–6], and Jigsaw operators already included those later used in mixin classes and traits [7–11].
2 Note the difference with private modiﬁer in Java, which allows client selection when clients are of the same class, see more details later in this
paper.
3 To write more readable examples, we assume that the primitive type int and its operations are available.
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cd :: = cmod class C CE class declaration
cmod :: = abstract |  class modiﬁer
CE :: = class expression
B basic class
| C class name
| CE1 merge CE2 merge
| CE1 override CE2 override
| rename N to N ′ in CE rename
| restrict N in CE restrict
| hide N in CE hide
| . . .
| CE[kh{super(e)}] constructor wrapper
N :: = F | M member name
kh :: = constructor(C x) constructor header
B :: = I{ϕ κ μ} basic class
I :: = implements C supertypes
ϕ :: = mod C F ; ﬁeld
κ :: = kh{F = e} constructor
μ :: = mod C M (C x){return e; }
| abstract C M(C x); method
mod :: = abstract | virtual | frozen | local member modiﬁer
e :: = expression
x variable
| e.F client ﬁeld access
| e.M(e) client method invocation
| F internal ﬁeld access
| M(e) internal method invocation
| new C(e) object creation
Fig. 1. FJig (surface) syntax.
abstract class A {
abstract int M1();
int M2() { return M1() + M3(); }
local int M3() { return 1; }
}
abstract class B {
abstract int M2();
frozen int M1() { return 1 + M2(); }
}
These two classes are abstract (hence cannot be instantiated).
1.2. Merge and override operators
A concrete class can be obtained by applying the merge operator as follows:
class C
A merge B
This declaration is equivalent to the following:
class C {
frozen int M1() { return 1 + M2(); }
int M2() { return M1() + M3(); }
local int M3() { return 1; }
}
Conﬂicting deﬁnitions for the same (non-local) member are not permitted, whereas abstract members with the same
name are shared. Members can be selected by client code unless they are local, that is, we can write, e.g., new
C().M2() but not new C().M3(). To show the difference between virtual and frozen members, in the next ex-
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precedence.
class D1
{ int M2() { return 2; } } override C
This declaration is equivalent to the following:
class D1 {
frozen int M1() { return 1 + M2(); }
int M2() { return 2; }
local int M3() { return 1; }
}
An invocation new D1().M2() will evaluate to 2, and an invocation new D1().M1() to 3. On the other hand, in the
case of this declaration:
class D2
{ int M1() { return 3; } } override C
which is equivalent to the following:
class D2 {
int M1() { return 3;}
local int M1_old() { return 1 + M2(); }
int M2() { return M1_old() + M3(); }
local int M3() { return 1; }
}
an invocation new D2().M1() will evaluate to 3, but an invocation new D2().M2() will not terminate, since the inter-
nal invocation M1() in the body of M2() still refers to the old deﬁnition.
1.3. Client and internal member selection
In a programming paradigm based on module composition, a member can be either selected by a client, or used by other
members inside the module itself. Correspondingly, in FJig we distinguish between client ﬁeld-accesses/method-invocations,
which specify a receiver, and internal ﬁeld-accesses/method-invocations, whose implicit receiver is the current object. Note
that a client method invocation e.M(. . .) has a different meaning w.r.t. an internal method invocation M(. . .), even in the
case the receiver expression e denotes an object of the same class (that is, internal selection does not correspond to selection
of private members as in, e.g., Java). The following example4 shows this difference:
class CA
{ int M(){ return 1; } }
merge
implements CA{
int K(){ return
new CA().M()
+ this.M()
//+ M()
;}
}
This declaration is equivalent to the following:
class CA implements CA {
int M(){ return 1; }
int K(){ return
new CA().M()
+ this.M()
//+ M()
;}
}
4 The supertype declaration implements CA is needed to type the this occurrence, as will be explained in more detail later on.
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the supertype CA has been declared, thus this is an expression of type CA. Finally, the last (commented) invocation is not
correct since the (unnamed) second basic class does not contain a declaration for a method named M.
Moreover internal ﬁeld accesses and method invocations are affected by operators. For instance, consider the following
class, where we use the operator rename, which changes the name of a member.
class E
(rename M1 to M4 in {
int M1() { return 1; }
int M2() { return M1(); }
int M3() { return new E().M1(); }
})
merge
{ int M1() { return 3; } }
This declaration is equivalent to the following:
class E {
int M4() { return 1; }
int M2() { return M4(); }
int M3() { return new E().M1(); }
int M1() { return 3; }
}
An invocation new E().M2() returns 1, since the internal invocation in the body of M2 refers to the method now
called M4. However, an invocation new E().M3() returns 3, since the client invocation in the body of M3 refers to method
M1 in E.
Other operators of the Jigsaw framework, besides those above, are restrict, which eliminates the deﬁnition for a
member,5 and hide, which makes a member local. We refer to [1] and [3] for more details. All these operators and many
others can be easily encoded (see [3]) by using a minimal set of primitive operators: sum, reduct, and freeze, which will be
formally deﬁned in next section. Sum is a low-level form of merge where the two arguments are required to have exactly
the same constructor parameters. Reduct is a low-level form of renaming that replaces independently member names and
their occurrences in method bodies, via two renamings which are two ﬁnite maps over names. The freeze operator makes a
virtual member frozen.
We discuss now the issues speciﬁc to the instantiation on Java-like classes.
1.4. Fields and constructors
It turns out that the above modiﬁers can be smoothly applied to ﬁelds as well, with analogous meaning, as shown by
the following example which also illustrates how constructors work.
class A1 {
abstract int F1;
virtual int F2;
int F3;
constructor(int x) { F2 = x; F3 = x; }
int M() { return F2 + F3; }
}
class C1 {
int F1;
int F2;
int F3;
constructor(int x) {
F1 = x + 1;
F2 = x + 1;
F3 = x + 1; }
} override A1
5 Indeed, CE1 override CE2 = CE1 merge restrict N1 in . . . restrict Nk in CE2 where N1, . . . ,Nk are the common members.
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one for each non-abstract ﬁeld. We assume a default constructor with no parameters for classes having no ﬁelds. Note the
difference with FJ, where the class constructor has a canonical form (parameters exactly correspond to ﬁelds). This would
be inadequate in our framework since object layout must be hidden to clients.
In order to be composed by merge/overriding, two classes should provide a constructor with the same parameter list
(if it is not the case, a constructor wrapper can be inserted, see the last example of this section), and the effect is that the
resulting class provides a constructor with the same parameter list, that executes both the original constructors.
An instance of class C1 has four7 ﬁelds (A1.F3, C1.F1, C1.F2, C1.F3), and an invocation new C1(5).M() will
return 11, since F2 in the body of M refers to the ﬁeld declared in C1 (initialized with 5+1), while F3 refers to the ﬁeld
declared in A1 (initialized with 5). Indeed, F3 is frozen in (the basic class deﬁning) A1, and, exactly as for methods, this
means that references to F1 in the code of this basic class will always refer to this declaration, even in case this code
is inherited in a context where F3 is overridden, as in this example. In other words, for frozen ﬁelds and methods the
overriding operator has the effect of hiding the old version, as it happens in Java for static methods and ﬁelds (which are,
following our terminology, all frozen).
Classes composed by merge/overriding can share the same ﬁeld, provided it is abstract in all except (at most) one. Note
that this corresponds to sharing ﬁelds as in, e.g., [16]; however, in our framework we do not need an ad-hoc notion.
Finally, note that a super mechanism, allowing to refer to an overridden member, such as A1.F2, can be encoded in
Jigsaw, notably by renaming, as shown in [17].
1.5. Inheritance and subtyping
Since our aim is to instantiate the Jigsaw framework on a Java-like language, we keep a nominal approach, that is,
types are class names. However, subtyping does not coincide with the generalized inheritance relation, since some of the
composition operators (e.g., renaming) do not preserve structural subtyping. Instead, desired subtyping relations must be
explicitly written by the programmer, by declaring a set C1 . . .Cn of supertypes, introduced by the keyword implements,
in a basic class, as illustrated by the example below.
class CC {
abstract int m1();
abstract int m2();
}
class DD implements CC {
abstract int m1();
int m2() { return 1 + this.m1(); }
CC m() { return this; }
}
In this way we can return this as result of method m. The type system checks, for each Ci , that the subtyping relation
can be safely assumed, that is, members of Ci are members of the basic class as well.8 This check is analogous to that on
implemented interfaces in Java. For instance, removing method m1 from DD would make the example ill-typed. Note that,
differently from Java, where they are implicitly inherited, abstract members must be declared as well, so that class types
can be computed in isolation.
As an abbreviation, we omit the implements keyword if the sequence of supertypes is empty.
To conclude this section, we show a more signiﬁcant example, where we also assume to have the type void and some
statements in the syntax.
The following class DBSerializable, an example of the pattern template method [18], contains the method
saveToDB, which writes the object’s serialized representation onto a database. While the behaviour of saveToDB is
ﬁxed, the details on how to open the connection are left unspeciﬁed, and the implementation of the method serialize
can be changed.9 This is reﬂected by the method modiﬁers. Class DBConnection is a given library class.
abstract class DBSerializable {
abstract DBConnection openConnection();
virtual void serialize(DBConnection c) {}
6 Since, as in FJ and differently from Java, overloading is not allowed. An extension allowing overloading for methods should be modelled, exactly as in
FJ, by introducing two different languages, one corresponding to source code and the other corresponding to (annotated) bytecode. Moreover, FJig operators
currently handling method names should either handle method signatures (name + argument types) or uniformly act on all overloaded versions of a
method. Allowing overloading for constructors, instead, requires non trivial design choices about the merge and the constructor wrapper operators.
7 In the low-level representation introduced in next section, the overridden ﬁeld A1.F2 is kept as “garbage” which is never accessed.
8 Formally, that the class type of the basic class is subtype of the class type of Ci , see rule (structural-sub) in Fig. 9.
9 This method could be declared abstract as well.
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DBConnection connection = openConnection();
// ...
serialize(connection);
connection.close();
}
}
Suppose we want to specialize the class DBSerializable for the DB server MySQL. We can create this specialization,
called MySQLSerializable, in two steps: ﬁrst, we provide an implementation of openConnection with the speciﬁc
code for MySQL, then we hide it, since clients of MySQLSerializable should never invoke this method directly. We start
by deﬁning an auxiliary class _MySQLSerializable, merging DBSerializable with an anonymous basic class:
class _MySQLSerializable
DBSerializable[ constructor(String cs) {
super()
} ]
merge
{ local String connectionString;
constructor(String cs) {
connectionString = cs;
}
virtual DBConnection openConnection() {
/* ... use connectionString ... */}
}
Note the use of the constructor wrapper: the constructor of the anonymous basic class has a String parameter, whereas
that of the class DBSerializable, which has no ﬁelds, is the default (parameterless) constructor. Hence, a constructor
wrapper is inserted, so that the classes we are merging have both a constructor with the same parameters. This allows
writing creation expressions like
new _MySQLSerializable("someConnectionString")}
As mentioned before, the class _MySQLSerializable provides, along with the method saveToDB, the method
openConnection which we can hide as follows:
class MySQLSerializable
hide openConnection in _MySQLSerializable
Consider now the following class Person, providing a method, named write, to serialize its objects to a database:
class Person { // ...
frozen void write(DBConnection c) {
/* serializes the data on c*/}
}
Although the inherited method DBSerializable.saveToDB writes the data by invoking the method serialize
and not write, using the class Person with MySQLSerializable is not a problem, since we can rename the method
before merging the two classes:
class MySQLSerializablePerson
hide serialize in
(rename write to serialize in Person)
[constructor(String cs){super()}]
override MySQLSerializable
2. FJIG calculus
In this section we formally deﬁne the (ﬂattening) semantics of FJig. To this aim, we use a different representation for
basic classes w.r.t. the surface syntax given in Fig. 1. That is, instead of having explicit modiﬁers, their semantics is encoded
by distinguishing between external and internal member names. Internal names are used to refer to members inside the
class itself, whereas external names are used in class composition via operators and in selection of members by clients.
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map from external to internal names, and ρ is a local part which contains the actual code. Intuitively, ι maps required
internal names to external names imported from other classes, and o maps exported external names to internal names with
associated deﬁnitions. For instance, the basic class deﬁning C shown in the previous section
class C {
frozen int M1() { return 1 + M2(); }
int M2() { return M1() + M3(); }
local int M3() { return 1; }
}
is represented as follows:
[m2 : (() → int) → M2|M1 : (() → int) →m′1,M2 : (() → int) →m′2, |ρ]
ρ = Object{
(){}
intm′1(){return 1+m2();}
intm′2(){returnm′1() +m′3();}
intm′3(){return 1;}}
In general, to encode a basic class of the surface language in the calculus, we need for each member name N of type T
(at most) a corresponding external name N and (at most) two internal names n,n′ , depending on the member kind, as
detailed below. Client references to N are unaffected, whereas internal references are translated according to the member
kind:
• if N is abstract, then there is an association n : T → N in the input map, and internal references are translated by n,
• if N is virtual, as M2 in the example, then there is an association n : T → N in the input map, an association N : T → n′
in the output map, a deﬁnition for n′ in ρ , and internal references are translated by n,
• if N is frozen, then there is an association N : T → n′ in the output map, a deﬁnition for n′ in ρ , and internal references
are translated by n′ ,
• if N is local, then there is no corresponding external name, and there is a deﬁnition for n′ in ρ , and internal references
are translated by n′ .
Inside constructor bodies, a ﬁeld name F on the left-hand side is always translated by the internal name f ′ (and internal
member selection is forbidden in the initialization expressions).
We could have alternatively expressed the semantics directly on the surface language, getting a more FJ-like ﬂavour, as
we do in another paper [19] for a version of FJig with nested classes and only abstract or virtual members. However, the
representation with i/o maps has some advantages: a clean distinction between internal names, which can be α-renamed,
and external names, as in the tradition of module calculi, see [2,3]; operators can be modeled in a uniform way, whereas
expressing the semantics on the surface language requires a case analysis on the kind (abstract, virtual, frozen and local) of
members; ﬁnally, the representation with i/o maps corresponds to what we expect from an implementation, that is, that
code contains internal references to external names, so that renaming does not require to modify code, but just to update a
pointer, as formalized by map composition in rule (reduct).
The syntax of the calculus is given in Fig. 2. Besides class names, (external) names and variables, we assume an inﬁnite
set of internal (member) names n. A program consists of a sequence of class declarations (class name and class expression), as
in FJ. We assume that no class is declared twice and order is immaterial, hence we can write p(C) for the class expression
associated with C . Class expressions CE are basic classes B , class names C , or are inductively constructed by a set of
composition operators. Let us say that C “inherits from” C ′ if the class expression associated with C contains a subterm C ′ ,
or, transitively, C ′′ which inherits from C ′ . In a well-formed program, we require this generalized inheritance relation to be
acyclic, exactly as for standard inheritance.
Input and output maps are represented as sequences of pairs where the ﬁrst element has a type annotation. In an input
map, internal names which are mapped to the same external name are required to have the same annotation, whereas this
is not required in output names, that is, the same member can be exported under different names with different types,
see the type system in next section. This is illustrated by the following example, where class C2 is obtained by applying
the reduct operator to C1, thus exporting method m′1 twice, as M1 of type () → C1 and as M2 of type () → Object,
respectively.
C1 = [|M1 : (() → C1) →m′1|Object{(){}C1m′1(){returnm′1(); }}]
C2 = |C1|M :(()→C ) →M :(()→C ),M :(()→Object) →M :(()→C )1 1 1 1 2 1 1
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cd :: = C → CE class declaration
CE :: = B | C | class expression
CE1 + CE2 sum
| σ ι|CE|σ o reduct
| freezeNCE freeze
| CE[(C x){e}] constructor wrapper
σ :: = N : T →N ′ : T ′, _ → N : T renaming
N :: = F | M external member name
T :: = C | C → C member type
B :: = [ι | o | ρ] basic class
ι :: = n : T →N input map
o :: = N : T →n output map
n :: = f |m internal member name
ρ :: = I {ϕ κ μ} local part
I :: = C supertypes
ϕ :: = C f ; ﬁeld
κ :: = (C x){φ} constructor
φ :: = f = e constructor body
μ :: = C m(C x){return e;} method
e :: = x | e.F | e.M(e) | f |m(e) | new C(e) expression
| [μ; v | e] block
| C(φ) (pre-)object
v, vC :: = C( f = v) value (object)
Fig. 2. Syntax.
Renamings σ are maps from (annotated) external names into (annotated) external names, represented as sequences of
pairs; pairs of form _ → N : T are used to represent non-surjective maps. A non-surjective renaming allows one to remove
an external name from the output map, or to add an external name to the input map.
We omit some keywords w.r.t. the surface syntax, and expressions include runtime expressions, that is, (pre-)objects and
blocks.
We denote by dom and img the domain and image of a map, respectively. Given a basic class [ι | o | ρ], with ρ =
I {ϕ κ μ}, we denote by dom(μ) and dom(ϕ) the sets of internal names declared in μ and ϕ , respectively, which are
assumed to be disjoint. The union of these two sets, denoted by dom(ρ), is the set of local names.
In a well-formed basic class, internal names of local and abstract/virtual members must be distinct, that is,
dom(ι) ∩ dom(ρ) = ∅. Moreover, img(o) ⊆ dom(ρ), and, denoting by names(e) the set of internal names in an expression e,
names(e) ⊆ dom(ι) ∪ dom(ρ) for each method body e.
We describe now the two kinds of runtime expressions introduced in the calculus.
Expressions of form C( f = e), called pre-objects of class C , where for each ﬁeld there is an initialization expression,
model intermediate steps in the evaluation of a constructor. Note the difference with the form new C(e), which denotes
a constructor invocation, whereas in FJ objects can be identiﬁed with object creation expressions where arguments are
values. As already noted, in FJ it is possible, and convenient, to take this simple and nice solution, since the structure of the
instances of a class is globally visible to the whole program. In FJig, instead, object layout must be hidden to clients, hence
constructor parameters have no a priori relation with ﬁelds.
Values of the calculus are objects, that is, pre-objects where all expressions are (in turn) values. We use both vC and v
as metavariables for values of class C , the latter when the class is not relevant.
Moreover, runtime expressions also include block expressions [μ; v | e], modeling execution of e with method internal
names bound in μ and ﬁeld internal names in the current object v . Hence, denoting by dom(v) the set { f1, . . . , fn} if
v = C ( f1 = v1 . . . fn = vn), a block expression is well formed only if names(e) ⊆ dom(μ) ∪ dom(v) and the sets dom(μ),
dom(v) are disjoint. Note that this implies names([μ; v | e]) = ∅.
The semantics of an expression e in the context of a program p can be deﬁned in two different ways.
The former, which we call ﬂattening semantics and illustrate in this section, is given in two steps. First, we deﬁne a
ﬂattening relation p −→ p′ which reduces a program, in some steps, to a ﬂat program, that is, a program where every class
is basic. To this end, operators are performed and the occurrences of class names are replaced by their deﬁning expressions.
Then, we deﬁne a relation e −→p e′ which models reduction of an expression in the context of a ﬂat program p. Note that
in this case dynamic look-up is always trivial, that is, a class member (e.g., a method) can be always found in the class of
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CE −→ CE′
(p,C → CE) −→ (p,C → CE′) (cdec2) (p,C → B) −→ (p[B/C],C → B)
(CE)
CE −→ CE′
CE{CE} −→ CE{CE′}
(sum) [ι1 | o1 | ρ1] + [ι2 | o2 | ρ2] −→ [ι1, ι2 | o1,o2 | ρ]
ρi = Ci {ϕ i (C x){φi} μi}, i ∈ {1,2}
ρ = C1,C2 {ϕ1,ϕ2 (C x){φ1, φ2} μ1,μ2}
(reduct)
σ ι|[ι | o | ρ]|σ o −→ [σ ι ◦ ι | o ◦ σ o | ρ]
(freeze)
freezeN [ι,n1 : T → N . . .nk : T → N | o | ρ] −→ [ι | o | ρ[n′/n1] . . . [n′/nk]]
n′ = o(N)
N /∈ img(ι)
( cons-wrapper) [ι | o | ρ][(D y){e}] −→ [ι | o | ρ ′]
x = x1 . . . xn
ρ = C {ϕ (C1 x1 . . .Cn xn){φ} μ}
ρ ′ = C {ϕ (Dy){φ[e/x]} μ}
(E)
e −→p e′
E{e} −→p E{e′} (client-ﬁeld) vC .F −→p [μ; vC | f ]
p(C) = [ι | o | C {ϕ κ μ}]
o(F ) = f
(client-invk)
vC .M(v) −→p [μ; vC |m(v)]
p(C) = [ι | o | C {ϕ κ μ}]
o(M) =m
(int-ﬁeld) [μ; v | E{ f }] −→p [μ; v | E{vi}]
HB(E) = ∅
v = C( f1 = v1 . . . fn = vn)
f = f i
(int-invk) [μ; vC | E{m(v)}] −→p [μ; vC | E{e[v/x][vC/this]}]
HB(E) = ∅
μ(m) = 〈x, e〉
(obj-creation)
new C(v) −→p C(φ[v/x])
p(C) = [∅ | o | ρ]
ρ = C {ϕ (C1 x1 . . .Cn xn){φ} μ}
x = x1 . . . xn
(exit-block) [μ; v | e] −→p e
names(e)=∅
Fig. 3. Flattening semantics.
the receiver. In next section, we deﬁne an alternative direct semantics, where expressions are reduced in the context of non
ﬂat programs, hence where dynamic look-up is non trivial.
Flattening rules are deﬁned in the top section of Fig. 3.
The ﬁrst two rules deﬁne reduction steps of programs, which can be obtained either by reducing one of the class
expressions, or, if some class C has already been reduced to a basic class B , by replacing by B all occurrences of C as class
expression, formally:
C[B/C] = B
C ′[B/C] = C ′ if C ′ = C
B ′[B/C] = B ′
(CE1 + CE2)[B/C] = (CE1[B/C]) + (CE2[B/C])
(freezeNCE)[B/C] = freezeN(CE[B/C])
σ ι|CE|σ o [B/C] = σ ι|CE[B/C]|σ o
(CE[(C x){φ}])[B/C] = (CE[B/C])[(C x){φ}]
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xi[v/x] = vi for all i ∈ 1..n
x[v/x] = x if x = xi for all i ∈ 1..n
e.F [v/x] = e[v/x].F
e.M(e)[v/x] = e[v/x].M(e[v/x])
f [v/x] = f
m(e)[v/x] = m(e[v/x])
new C(e)[v/x] = new C(e[v/x])
[μ; v | e][v/x] = [μ; v | e[v/x]]
C(φ)[v/x] = C(φ[v/x])
( f1 = e1 . . . fn = en)[v/x] = f1 = (e1[v/x]) . . . fn = (en[v/x])
(e1 . . . en)[v/x] = e1[v/x] . . . en[v/x]
Fig. 4. Multiple substitution.
The remaining rules deﬁne reduction steps of class expressions. The ﬁrst rule is the standard contextual closure, where
CE denotes a one hole context, and CE{CE} denotes the class expression obtained by ﬁlling the hole by CE.
Formally:
CE :: =  | CE + CE | CE+ CE | σ ι|CE |σ o | freezeN CE | CE[(C x){e}]
Rules for sum, reduct and freeze operators are essentially those given in [3].
Sum operation has the effect of gluing together two classes. The expression o1, o2 is well formed only if the two maps
have disjoint domains, and analogously for other maps. Hence, rule (sum) can only be applied when sets of internal names
are disjoint ((dom(ι1) ∪ dom(ρ1) ∩ (dom(ι2) ∪ dom(ρ2)) = ∅), as are sets of output names (dom(o1) ∩ dom(o2) = ∅). The
former implicit side condition can be always satisﬁed by an appropriate α-conversion, whereas the latter corresponds to a
conﬂict that the programmer can only solve by an explicitly renaming (reduct operator). The sets of input names can have
a non empty intersection and the resulting set of the input names of the sum is simply the union of them; this means that
input members having the same name are shared. However, to ensure well-formedness of the resulting input map, they
must have the same type. Finally, constructor parameters are required to be the same, in order both to get a commutative
operator and to keep the calculus minimal; indeed, this can be always achieved by using the constructor wrapper operator.
In rule (reduct), new input and output names are chosen, modeled by img(σ ι) and dom(σ o), respectively. Old input
names are mapped in new input names by σ ι , whereas new output names are mapped into old output names by σ o . Input
names can be shared or added, whereas output names can be duplicated or removed. The symbol ◦ denotes composition
of maps, which is well formed only if type annotations are the same and the annotation of the new name is kept in the
resulting map. That is: if ι contains n : T → N , then σ ι should contain N : T → N ′ : T ′ , and σ ι ◦ ι will contain n : T ′ → N ′; if
σ o contains N ′ : T ′ → N : T , then o should contain N : T → n, and o ◦ σ o will contain N ′ : T ′ → n.
In rule (freeze), associations from internal names into N are removed from the input map, and occurrences of these
names in method bodies are replaced by the local name of the corresponding deﬁnition, thus eliminating any dependency
on N . The second side condition ensures that we actually take all such names.
In rule (cons-wrapping), n is the arity of the old constructor, and the body of the new constructor has n initialization
expressions, as implicitly imposed by the well-formedness of multiple substitution e for x (see Fig. 4).
Reduction rules are given in the second section of Fig. 3.
The ﬁrst rule is the standard contextual closure, where E denotes a one-hole context (see Fig. 5), and E{e} denotes the
expression obtained by ﬁlling the hole by e.
Client ﬁeld accesses and method invocations are reduced in two steps. First, they are reduced to a block where the
current object is the receiver and the expression to be executed is the corresponding internal member selection on the
name found in the receiver’s class; moreover, methods found in the receiver’s class are copied into the block and used for
resolving further internal method invocations. Alternatively, the method body corresponding to an internal name could be
again found in the basic class of the receiver; we choose this model because it can be better generalized to direct semantics,
see the following section. Then, the following two rules can be applied.
An internal ﬁeld access can only be reduced if it appears inside a block. In this case, it is replaced by the corresponding
ﬁeld of the current object. The ﬁrst side condition says that the occurrence of f or m in the position denoted by the hole of
the context E is free (that is, not captured by any binder around the hole), hence ensures that it is correctly bound to the
current object in the ﬁrst enclosing block. The standard formal deﬁnition of HB is in Fig. 6. For instance, in the expression
[μ; v |m( f , [μ′; v ′ | f ])], the ﬁrst occurrence of f denotes a ﬁeld of the object v , whereas the second occurrence denotes
a ﬁeld of the object v ′ . Analogously, an internal method invocation is replaced by the corresponding body, found in μ,
where parameters are replaced by arguments and this by the current object. We denote by μ(m) the pair 〈x1 . . . xn, e〉 if
μ contains a (unique) method C m(C1 x1 . . .Cn xn){return e;}.
Note that there are two kinds of references to the current object in a method body: through the keyword this (which
can appear in client member selection, or in a non-receiver position, e.g., return this), and through internal names.
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|m(e,E, e′) | new C(e,E, e′)
| [μ; v | E] | C( f = e, f = E, f = e′)
Fig. 5. One hole context for expressions.
HB() = ∅
HB(E .F ) = HB(E)
HB(E .M(e)) = HB(E)
HB(e.M(e,E, e′)) = HB(E)
HB(m(e,E, e′)) = HB(E)
HB(new C(e,E, e′)) = HB(E)
HB([μ;C(φ) | E]) = HB(E) ∪ dom(μ) ∪ dom(φ)
HB(C( f = e, f = E, f = e′)) = HB(E)
Fig. 6. Hole binder.
Whereas the former can be substituted at invocation time, as in FJ, the latter are modeled by a block, otherwise we would
not be able to distinguish, among the objects of form vC , those which actually refer to the original receiver of the invocation.
In rule (obj-creation), note that only classes where all members are frozen can be instantiated. This is a simpliﬁcation:
the execution model could be easily generalized to handle internal member selection on a virtual member by retrieving
the input map as well in blocks, in rules (client-ﬁeld) and (client-invk), and adding two reduction rules which, roughly,
reduce such an internal ﬁeld access/method invocation into the corresponding client member selection. We preferred to
stick to an equivalent simpler model which, assuming that all classes have been frozen before being instantiated, avoids
these redundant lookup steps.
Finally, in (exit-block), a block can be eliminated when the enclosed expression does no longer contain internal member
selections, hence in particular when a value is obtained.
We conclude this section with an example of reduction on a trivial class Count where, for simplicity, we use integer
literals and the sum on integers.
Count= [ | incr : () → Count →m | Object { (int x){ f = x; } μ int f ; }]
whereμ = Countm(){return new Count( f + 1);};
This class contains a ﬁeld f that can be incremented by invoking the method incr (actually, the method returns a new
object with the incremented ﬁeld).
The following reduction, where trivial contextual closures have been omitted, shows that the expression new
Count(0).incr() reduces to Count( f = 1).
new Count(0).incr() −→p (obj-creation)
Count( f = 0).incr() −→p (client-invk)
[μ;Count( f = 0) | new Count( f + 1)] −→p (int-ﬁeld)
[μ;Count( f = 0) | new Count(0+ 1)] −→p (+)
[μ;Count( f = 0) | new Count(1)] −→p (obj-creation)
[μ;Count( f = 0) | Count( f = 1)] −→p (exit-block)
Count( f = 1)
Other examples illustrating ﬂattening semantics (in comparison with direct semantics) will be provided in Section 4.
3. Type system
The type system uses four kinds of type environments, shown in Fig. 7.
A class type environment is a map from class names into class types. A class type is a 4-tuple consisting of input and
output signatures, constructor type and supertypes.
Signatures are maps from external names into types.
We denote by mtype(
,C,N) the type of member named N in 
(C). For virtual members, which have both an input and
output type, this type is the (more speciﬁc) output type to provide a richer interface to clients. Indeed, internal references
to a virtual member in C are typechecked assuming its input type, say T , whereas it could have an output type T ′  T ,
which can be safely assumed by clients.
98 G. Lagorio et al. / Information and Computation 214 (2012) 86–111
 :: = C : CT class type environment
CT :: = [Σι;Σo;C; I] class type
Γ :: = n : T internal type environment
Π :: = x : C parameter type environment
Σ :: = N : T signature

r :: = C : Γ runtime class type environment
Fig. 7. Type environments.
(prog-t)

  CEi : CTi ∀i ∈ 1..n

  Ci  Ii ok ∀i ∈ 1..n
 C1 →CE1 . . .Cn →CEn : 


 = C1:CT1 . . .Cn :CTn
CTi = [_; _; _; Ii ]
(cname-t)

  C : CT 
(C) = CT
(basic-t)

;Γ ι,Γ μ,Γ ϕ; I  μ : Γ μ

;Γ ϕ  κ : C

  [ι | o | I {ϕ κ μ}] : [Σι;Σo;C; I]

  Σo(N)Σι(N) ∀N ∈ img(ι) ∩ dom(o)

  (Γ ϕ,Γ μ)(o(N))Σo(N) ∀N ∈ dom(o)
(methods-t)

;Γ ; I  μi : Ti ∀ i ∈ 1..n

;Γ ; I  μ : Γ μ
μ = μ1 . . .μn
Γ μ =m1 : T1 . . .mn : Tn
(method-t)

;Γ ; I; x1 : C1 . . . xn : Cn  e : C ′

;Γ ; I  C0 m(C1 x1 . . .Cn xn){return e;} : C1 . . .Cn → C0

  C ′  C0
(κ-t)

; ∅;∅; x1 : C1 . . . xn : Cn  ei : C ′′i ∀i ∈ 1..k

; f1 : C ′1 . . . fk : C ′k  κ : C1 . . . Cn
κ = (C1 x1 . . .Cn xn){ f1 = e1 . . . fk = ek}

  C ′′i  C ′i ∀i ∈ 1..k
(sum-t)

  CE1 : [Σι1;Σo1 ;C; I]

  CE2 : [Σι2;Σo2 ;C; I]

  CE1 + CE2 : [Σι1,Σι2;Σo1 ,Σo2 ;C; I]
dom(Σo1 ) ∩ dom(Σo2 ) = ∅
(reduct-t)

  CE : [Σι1;Σo1 ;C; I]

  σ ι|CE|σ o : [Σι;Σo;C; I]

  σ ι : Σι1 → Σι

  σ o : Σo → Σo1
(freeze-t)

  CE : [Σι,N : T ;Σo;C; I]

  freezeNCE : [Σι;Σo;C; I]
N ∈ dom(Σo)
(κ-wrapper-t)

; ∅;∅; x1 : C1 . . . xn : Cn  ei : C ′′i ∀i ∈ 1..k

  CE : [Σι;Σo;C ′1 . . .C ′k; I]

  CE[(C1 x1 . . .Cn xn){e1 . . . ek}] : [Σι;Σo;C1 . . .Cn; I]

  C ′′i  C ′i∀i ∈ 1..k
Fig. 8. Typing rules for programs and class expressions.
Internal type environments map internal names to types. Parameter type environments map variables (parameters) into
class names. Finally, runtime class type environments map class names to internal type environments.
Typing rules in Fig. 8 deﬁne judgments  p : 
 for programs and 
  CE : CT for class expressions.
In (prog-t), a program has type 
 if each declared class C has type 
(C) w.r.t. 
, and, moreover, the declared subtyping
relations can be safely assumed. The judgment 
  C  C1 . . .Cn ok is an abbreviation for 
  C  Ci ok ∀i ∈ 1..n.
In (basic-t), we denote by Σι and Σo the signatures extracted from ι and o, respectively; analogously, we denote by Γ ι ,
Γ μ and Γ ϕ the internal type environments extracted from ι, μ and ϕ , respectively, formally:
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  C  C ′ ok mtype(
,C
′,N) = T ′ ⇒mtype(
,C,N) = T ,
  T  T ′
(method-sub)

  C ′i  Ci ∀i ∈ 1..n

  C  C ′

  C1 . . .Cn → C  C ′1 . . . C ′n → C ′
(reﬂ-sub)

  C  C 
(C) = _
(decl-sub)

  C  Ci

(C) = [_; _; _;C1 . . .Cn]
i ∈ 1..n (trans-sub)

  C1  C2 
  C2  C3

  C1  C3
Fig. 9. Subtyping relation.
(var-t)

;Γ ; I;Π  x : C Π(x) = C (this-t) 
;Γ ;C1 . . .Cn;Π  this : Ci
i ∈ 1..n
(client-ﬁeld-t)

;Γ ; I;Π  e0 : C0

;Γ ; I;Π  e0.F : C
mtype(
,C0, F ) = C
(client-invk-t)

;Γ ; I;Π  e0 : C0

;Γ ; I;Π  ei : C ′i ∀i ∈ 1..n

;Γ ; I;Π  e0.M(e1 . . . en) : C
mtype(
,C0,M) = C1 . . .Cn → C

  C ′i  Ci ∀i ∈ 1..n
(int-ﬁeld-t)

;Γ ; I;Π  f : C Γ ( f ) = C
(int-invk-t)

;Γ ; I;Π  ei : C ′i ∀i ∈ 1..n

;Γ ; I;Π m(e1 . . . en) : C
Γ (m) = C1 . . .Cn → C

  C ′i  Ci ∀i ∈ 1..n
(new-t)

;Γ ; I;Π  ei : C ′i ∀i ∈ 1..n

;Γ ; I;Π  new C(e1 . . . en) : C

(C) = [∅; _;C1 . . .Cn; _]

  C ′i  Ci ∀i ∈ 1..n
Fig. 10. Typing rules for expressions.
Σo = N1 : T1 . . .Nk : Tk with o = N1 : T1 → n1 . . .Nk : Tk → nk
Σι = N1 : T1 . . .Nk : Tk with ι = n1 : T1 → N1 . . .nk : Tk → Nk
Γ ι = n1 : T1 . . .nk : Tk with ι = n1 : T1 → N1 . . .nk : Tk → Nk
Γ μ = m1 : C x1 → C1 . . .mk : C xk → Ck with μ = C1 m1(C x1){return e1;}
. . .
Ck mk(C xk){return ek;}
Γ ϕ = f1 : C1 . . . fk : Ck with ϕ = C1 f1 . . .Ck fk
A basic class is well typed w.r.t. 
 under three conditions. First, methods have their declared types w.r.t. 
, the internal
type environment assigning to member internal names their annotations, and the type in the supertypes (assumed as
types for this). Second, the constructor has its declared type w.r.t. 
 and the internal type environment assigning to
internal ﬁeld names their annotations. Finally, type annotations in input signature, output signature and local part must be
consistent, that is, a virtual member can be used inside the class with a supertype of its exported type (ﬁrst side condition),
and a member can be exported with a supertype of its internal type (second side condition).
Typing rules for sum, reduct and freeze are based on those in [3]. Rule (sum-t) imposes the same constructor type and
disjoint output signatures. In (reduct-t), the judgment 
  σ : Σ → Σ ′ means that, if σ maps N : T into N ′ : T ′ , then

  T ′  T holds. Hence, the side condition allows a member to be imported with a more speciﬁc type, and exported with
a more general type. Analogously, rule (this-type-t) allows the type of this to become more speciﬁc.
Typing rules in Fig. 10 deﬁne the judgment 
;Γ ; I;Π  e : C for well-typed expressions.
They are analogous to FJ rules. However, note that member type is found in receiver’s class for client member selection,
whereas it is found in the internal type environment for internal member selection. Also, note that (new-t) requires a class
to have an empty input signature in order to be instantiated (see comment to rule (obj-creation) in previous section).
Finally, typing rules in Fig. 11 deﬁne the judgment 
;
r;Γ ; I;Π  e : C for well-typed runtime expressions. These
expressions are typed using an additional type environment 
r , which gives for each instantiable class the types of its
internal ﬁeld names.
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;
r;Γ ; I;Π  v : C ′

;
r;Γ ′;C ′; μ : Γ μ

;
r;Γ ′; I;Π  e : C

;
r;Γ ; I;Π  [μ; v | e] : C Γ
′ = Γ,
r(C ′),Γ μ
(pre-obj-t)

;
r;Γ ; I;Π  ei : C ′i ∀i ∈ 1..n

;
r;Γ ; I;Π  C( f1 = e1; . . . fn = en; ) : C

r(C) = f1:C1 . . . fn : Cn

  C ′i  Ci ∀i ∈ 1..n
Fig. 11. Typing rules for runtime expressions.
Rule (block-t) checks that the current object is well typed and, moreover, that the enclosed method declarations and
expression are well typed in the internal type environment corresponding to the current object’s class in 
r . In this case,
the type of the block is that of the enclosed expression. Rule (pre-obj-t) checks that each initialization expressions has
a subtype of the type of the corresponding ﬁeld internal name, found in the internal type environment associated to the
(pre)object’s class in 
r . Rules for other forms of expressions are analogous to those in Fig. 10, plus propagation of the
runtime class type environment.
Soundness of the type system is expressed by Theorem 1, Theorem 9 and Theorem 13 in the following. The ﬁrst states
that ﬂattening of a well-typed program always terminates and preserves its type, the others state that reduction of a well-
typed ground expression in the context of a well-typed ﬂat program does not get stuck, since progress and subject reduction
properties hold. In particular, progress (Theorem 9) is proved as a corollary of an extended progress property (Theorem 8).
Theorem 1 (Soundness w.r.t. ﬂattening relation). If  p : 
, then p −→ p′ for some p′ ﬂat program, and  p′ : 
.
Proof. The proof is a simple adaptation of that given in [3]. 
In order to prove extended progress, we need the following lemmas.
For p ﬂat program, let us write  p : 〈
,
r〉 if  p : 
 and 
r is the runtime class type environment extracted from p.
That is, for each basic class declaration of form C → [∅ | o | I {ϕ κ μ}] in p, 
rp(C) = Γ ϕ .
Lemma 2. If 
;
r;Γ ; I;Π  E{e} : C and HB(E) = ∅, then, for some C ′ , 
;
r;Γ ; I;Π  e : C ′ .
Proof. By structural induction on E . 
Here and in what follows we use the notation # for the length of a sequence.
Lemma 3. If  p : 
, then:
(i) dom(p) = dom(
);
(ii) If 
(C) = [Σι;Σo;C;C] and p(C) = [ι | o | I {ϕ (C x){ f = e} μ}]; then
A: img(ι) = dom(Σι),
B: dom(o) = dom(Σo),
C: #(C x) = #(C),
D: 
  p(C) : 
(C),
E: 
;Γ ι,Γ μ,Γ ϕ;C  μ : Γ μ .
Proof. Since the judgment has been derived by rules (prog-t) and (base-t). 
Lemma 4. If 
;
r;Γ ; I;Π  vC : C, then 
(C) = [∅ | o | ρ].
Proof. By rule (pre-obj-t) and deﬁnition of 
r . 
Lemma 5. If  p : 
, 
(C) = [∅ | o | ρ] and mtype(
,C,N) = T , then:
(i) N → T is contained in the output map of 
(C).
(ii) N : T → n is contained in the output map of p(C).
Proof. (i) By deﬁnition of mtype(
,C,N) = T we obtain N → T ∈ o.
(ii) By (i) and Lemma 3(i), Lemma 3(ii, A, B, D). 
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;
r;Γ ;Π; [μ; vC ′ | E{m(e)}]  C : and HB(E) = ∅, then μ(m) = 〈x, e〉 and #(e) = #(x).
Proof. By well-formedness of the block we have μ(m) = 〈x1 . . . xn, e〉. The judgment has been derived by (block-t), hence

;
r;Γ,
r(C ′),Γ μ; I;Π  E{m(e)} : C . Then by Lemma 2 we have 
;
r;Γ,
r(C ′),Γ μ;Π;m(e)  C ′′ :. This judgment
has been derived by rule (int-invk-t), that requires #(e) = n. 
Lemma 7. If vC is well typed and p(C) = [ι | o | I {ϕ (C x){ f1 = e1 . . . fn = en} μ}], then dom(ϕ) = dom(vC ) = { f1, . . . , fn}.
Proof. By rule (basic-t) and rule (k-t) we have dom(ϕ) = { f1, . . . , fn}. By rule (pre-obj-t) and deﬁnition of 
r we have
dom(vC ) = dom(ϕ). 
Theorem 8 (Extended progress). If  p : 〈
,
r〉 and 
;
r;Γ ; ∅; e  C : then one of the following cases holds:
(1) e is a value.
(2) e is of the form E{ f } with f /∈ HB(E) and f ∈ dom(Γ ).
(3) e is of the form E{m(v)} with m /∈ HB(E) and m ∈ dom(Γ ).
(4) e −→p e′ for some e′ .
Proof. By induction on the typing rules.
(var-t) This case is empty since Π = ∅.
(client-ﬁeld-t) The term is of the form e0.F and we have:
A: 
;
r;Γ ; ∅; e0.F  C :,
B: 
;
r;Γ ; ∅; e0  C0 :,
C: mtype(
,C0, F ) = C .
From (B) by inductive hypothesis e0 veriﬁes one of cases (1)–(4).
• If e0 veriﬁes case (1), then the term is of the form vC0 .F . We can apply rule (client-ﬁeld) since the implicit
and explicit side conditions are veriﬁed:
– p(C0) = [ι | o, F : C → f | I {ϕ κ μ}] by (B), (C), Lemma 4 and Lemma 5(ii); f ∈ ϕ holds by well-formedness
of class C0,
– [μ; vC0 | f ] is well formed since f ∈ dom(vC0 ) by Lemma 7.
• If e0 veriﬁes case (2) or (3), then the term veriﬁes case (2) or (3), respectively, as well.
• If e0 veriﬁes case (4), then the term reduces by (E).
(client-invk-t) The term is of the form e0.M(e1 . . . en), and we have:
A: 
;
r;Γ ; ∅; e0.M(e1 . . . en)  C :,
B: 
;
r;Γ ; ∅; e0  C0 :, 
;
r;Γ ; ∅; ei  C ′i : for all i ∈ 1..n,
C: mtype(
,C0,M) = C1 . . .Cn → C .
From (B) by inductive hypothesis e0, e1, . . . , en verify one of cases (1)–(4).
If all verify case (1), then the term is of the form vC0 .M(v). We can apply (client-invk) since the implicit and
explicit side conditions are veriﬁed:
• p(C) = [ι | o,M : C1 . . .Cn → C →m | I {ϕ κ μ}] by (B), (C) and Lemma 5(ii),
• [μ; vC0 |m(v)] is well formed since m ∈ μ by well-formedness of class C0.
If there exists one ei that veriﬁes case (2) or (3), then the term veriﬁes case (2) or (3), respectively, as well. If
there exists one ei that veriﬁes case (4), then the term reduces by (E).
(int-ﬁeld-t) The term veriﬁes case (2).
(int-invk-t) The term is of the form m(e1 . . . en) and we have:
A: 
;
r;Γ ; ∅;m(e1 . . . en)  C :,
B: 
;
r;Γ ; ∅; e0  C0 :, 
;
r;Γ ; ∅; ei  C ′i : for all i ∈ 1..n,
From (B) by inductive hypothesis e0, e1, . . . , en verify one of cases (1)–(4).
If all verify case (1), then the term is of the form m(v), hence veriﬁes case (3). If there exists one ei that veriﬁes
case (2) or (3), then the term veriﬁes case (2) or (3), respectively, as well. If there exists one ei that veriﬁes case
(4), then the term reduces by (E ).
(new-t) The term is of the form new C(e1 . . . en) and we have:
A: 
;
r;Γ ; ∅;new C(e1 . . . en)  C :,
B: 
;
r;Γ ; ∅; ei  C ′i : for all i ∈ 1..n,
C: 
(C) = [∅;Σo;C1 . . .Cn;C ′].
From (B) by inductive hypothesis e1, . . . , en verify one of cases (1)–(4).
If all verify case (1), then the term is of the form new C(v). We can apply (obj-creation) since the implicit
and explicit side conditions are veriﬁed:
• p(C) = [∅ | o | I {ϕ (C1x1, . . . ,Cnxn){ f = e} μ}] follows from (B) by Lemma 3(i), Lemma 3(ii, A), and
Lemma 3(ii, C).
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there exists one ei that veriﬁes case (4), then the term reduces by (E).
(block-t) The term is of the form [μ;C( f1 = v1 . . . fn = vn) | e] and we have:
A: 
;
r;Γ ; ∅;∅  [μ;C( f1 = v1 . . . fn = vn) | e] : C ,
B: 
;
r;Γ ′; ∅;∅  e : C .
From (B) by inductive hypothesis e veriﬁes one of cases (1)–(4).
• If e veriﬁes case (1), then the term reduces by (exit-block).
• If e veriﬁes case (2), that is, e is of the form E{ f } with f /∈ HB(E) and f ∈ dom(Γ ), then we can apply (int-
ﬁeld), since the implicit and explicit side conditions are veriﬁed:
– f /∈ HB(E),
– f = f i by well-formedness of the block.
• If e veriﬁes case (3), that is e is of the form E{m(v)} with m /∈ HB(E) and m ∈ dom(Γ ), then we can apply
(int-invk), since the implicit and explicit side conditions are veriﬁed:
– m /∈ HB(E),
– #(v) = #(x) by Lemma 6.
• If e veriﬁes cases (4), then the term reduces by (E ).
(pre-obj-t) The term is of the form C( f1 = e1; . . . fn = en; ) and we have:
A: 
;
r;Γ ; ∅;∅  C( f1 = e1 . . . fn = en) : C ,
B: 
;
r;Γ ; ∅;∅  ei : C ′i for all i ∈ 1..n.
From (B) by inductive hypothesis e1, . . . , en verify one of cases (1)–(4).
If all verify case (1), then the term is of the form C( f1 = v1 . . . fn = vn), hence the term veriﬁes case (1) as
well. If there exists one ei that veriﬁes case (2) or (3), then the term veriﬁes case (2) or (3), respectively, as well.
If there exists one ei that veriﬁes case (4), then the term reduces by (E ). 
Theorem 9 (Progress). If  p : 
 and 
;
rp; ∅;∅;∅  e : C, then either e is a value or e −→p e′ for some e′ .
Proof. The thesis follows from extended progress (Theorem 8). Indeed case (2) and (3) cannot occour since Γ = ∅. 
The following lemmas are needed to prove the subject reduction property (Theorem 13).
Lemma 10 (Weakening). If 
;
r; ∅;∅;∅  e : C, then 
;
r;Γ ;Π; e  C : for any Γ , Π .
Proof. By induction on the derivation of 
;
r; ∅;∅;∅  e : C . 
Lemma 11. If HB(E) = ∅, 
;
r;Γ ; I;Π  E{e1} : C, 
;
r;Γ ; I;Π  e1 : C1 , 
;
r;Γ ; I;Π  e2 : C2 and 
  C2  C1 , then

;
r;Γ ; I;Π  E{e2} : C ′ and 
  C ′  C.
Proof. By induction on the derivation of 
;
r;Γ ; I;Π  E{e1} : C . 
Lemma 12 (Substitution). If 
;
r;Γ ; I;Π, x1 : C ′1 . . . xn : C ′n  e : C and, for all i ∈ 1..n, 
;
r;Γ ; I;Π  ei : Ci and 
  Ci  C ′i ,
then 
;
r;Γ ; I;Π  e[e1/x1, . . . en/xn] : C ′ and 
  C ′  C.
Proof. By induction on the derivation of 
;
r;Γ ; I;Π, x1 : C ′1 . . . xn : C ′n  e : C . 
Theorem 13 (Subject reduction). If  p : 〈
,
r〉, 
;
r;Γ ; I;Π  e : C and e −→p e′ , then 
;
r;Γ ; I;Π  e′ : C ′ and

  C ′  C .
Proof. By induction on the reduction rules.
(E ) Straightforward structural induction on E .
(client-ﬁeld) The term is of the form vC .F and we have:
A: vC .F −→p [μ; vC | f ],
B: p(C) = [ι | o | ρ],
C: o(F ) = f .
Moreover 
;
r;Γ ; I;Π  vC .F : C ′ holds by (client-ﬁeld-t), hence we have:
D: 
;
r;Γ ; impl;Π  vC : C ,
E: mtype(
,C, F ) = C ′ .
Note that F : C ′ → f ∈ o by the deﬁnition of mtype(
,C, F ) and (C). Set Γ ′ ≡ Γ,Γ μ,
r(C); then

;
r;Γ ; I;Π  [μ; vC | f ] : C ′′ holds by (block-t) since all the premises hold:
G. Lagorio et al. / Information and Computation 214 (2012) 86–111 103• 
;
r;Γ ; I;Π  vC : C by (D);
• 
;Γ ′;C  μ : Γ μ by Lemma 3(ii, E);
• 
;
r;Γ ′; ∅;∅  f : C ′′ by (int-ﬁeld-t) since the side condition Γ ′( f ) = C ′′ is veriﬁed; indeed, C ′′ f ∈ ϕ by
well-formedness of p(C) and deﬁnition of 
r(C).
Since  p : 〈
,
r〉 holds, by Lemma 3(ii, D) (base-t) holds, hence we get 
  C ′′  C ′ , in fact F : C ′ → f ∈ o
and C ′′ f ∈ ϕ . (base-t), F : C ′ → f ∈ o and C ′′ f ∈ ϕ .
(client-invk) The term is of the form vC0 .M(v1, . . . , vn) and we have:
A: vC0 .M(v1, . . . , vn) −→p [μ; vC0 |m(v1 . . . vn)],
B: p(C0) = [ι | o | I {ϕ κ μ}],
C: o(M) =m.
Moreover 
;
r;Γ ; I;Π  vC0 .M(v1 . . . vn) : C holds by (client-invk-t). Hence we have:
D: 
;
r;Γ ; I;Π  vC0 : C0,
F: 
;
r;Γ ; I;Π  vi : C ′′i for i ∈ 1..n,
G: mtype(
,C0,M) = C1 . . .Cn → C ,
H: 
  C ′′i  Ci for i ∈ 1..n.
Note that M : C1 . . .Cn → C → m ∈ o by the deﬁnition of mtype(
,C,M) and (C). Set Γ ′ ≡ Γ,
r(C0),Γ μ; then

;
r;Γ ; I;Π  [μ; vC0 |m(v1 . . . vn)] : C holds by (block-t) since all the premises hold:
• 
;
r;Γ ; I;Π  vC0 : C0 by (D);
• 
;Γ ′;C  μ : Γ μ by Lemma 3(ii, E);
• 
;
r;
r(C0); ∅;∅ m(v1 . . . vn) : C ′ holds by (int-invk-t), since the side conditions and the premises hold:
– Γ ′(m) = C ′1 . . . C ′n → C ′ is veriﬁed since C ′m(C ′1 x1 . . .C ′n xn){return _;} ∈ μ by well-formedness of p(C) and
deﬁnition of Γ μ .
– 
  C ′i  Ci for i ∈ 1..n holds by (H) and (trans-s) since 
  C ′i  C ′′i for i ∈ 1..n holds by (base-t). ((base-t)
holds by Lemma 3(ii, D) since  p : 〈
,
r〉 holds.)
– 
;
r;Γ ; I;Π  vi : C ′′i for i ∈ 1..n holds by (F) and (trans-s).
Since  p : 〈
,
r〉 holds, by Lemma 3(ii, D) (base-t) holds, hence we get 
  C ′  C , in fact
M : C1 . . .Cn → C →m ∈ o and C ′m(C ′1 x1 . . . C ′n xn){return _;} ∈ μ.
(int-ﬁeld) The term is of the form [μ;C( f1 = v1 . . . fn = vn) | E{ f i}] and we have:
A: [μ;C( f1 = v1 . . . fn = vn) | E{ f i}] −→p [μ;C( f1 = v1 . . . fn = vn) | E{vi}],
B: HB(E) = ∅.
Set Γ ′ ≡ Γ,Γ μ,
r(C); then 
;
r;Γ ; I;Π  [μ;C( f1 = v1 . . . fn = vn) | E{ f i}] : C ′ holds by (block-t), hence we
have:
C: 
;
r;Γ ; I;Π  C( f1 = v1 . . . fn = vn) : C ,
D: 
;Γ ′;C  μ : Γ μ ,
E: 
;
r;Γ ; I;Π  E{ f i} : C ′ .
Moreover from (E) we know that
F: 
;
r;Γ ; I;Π  f i : Ci by (int-ﬁeld-t).
The judgment 
;
r;Γ ; I;Π  [μ;C( f1 = v1 . . . fn = vn) | E{vi}] : C ′′ holds by rule (block-t), since all the
premises hold:
• 
;
r;Γ ; I;Π  C( f1 = v1 . . . fn = vn) : C by (C);
• 
;Γ ′;C  μ : Γ μ by (D);
• 
;
r;Γ ; I;Π  E{vi} : C ′′ holds by Lemma 11 by (A), (B), (F) and since
– 
;
r;Γ ; I;Π  vi : C ′i holds by (C) and (pre-obj-t).
– 
  Ci  C ′i holds by(C), (pre-obj-t) and (F).
Indeed 
  C ′′  C ′ by Lemma 11.
(int-invk) The term is of the form [μ; vC0 | E{m(v1 . . . vn)}] and we have:
A: [μ; vC0 | E{m(v1 . . . vn)}] −→p [μ; vC0 | E{e[v1/x1 . . . vn/xn][vC0/this]}],
B: HB(E) = ∅,
C: μ(m) = 〈x1 . . . xn, e〉.
Set Γ ′ ≡ Γ,Γ μ,
r(C0); then 
;
r;Γ ; I;Π  [μ; vC0 | E{m(v1 . . . vn)}] : C holds by (block-t), hence we have:
C: 
;
r;Γ ; I;Π  vC0 : C0,
D: 
;Γ ′;C0  μ : Γ μ ,
E: 
;
r;Γ ; I;Π  E{m(v1 . . . vn)} : C .
Moreover from (E) we know that
F: 
;
r;Γ ; I;Π m(v1 . . . vn) : C ′ by (int-invk-t).
This implies also
G: 
;
r;Γ ; I;Π  vi : Ci for all i ∈ 1..n,
H: Γ (m) = C ′1 . . .C ′n → C ′ ,
I: 
  Ci  C ′i for all i ∈ 1..n.
The judgment 
;
r;Γ ; I;Π  e[v1/x1 . . . vn/xn][vC0/this] : C ′′ holds by (method-t), (methods-t) and (basic-t),
(G), (H), (I), and Lemma 12.
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  C ′′  C ′ holds by (C) and Lemma 12.
We conclude that the judgment

;
r;Γ ; I;Π  [μ; vC0 | E{e[v1/x1 . . . vn/xn][vC0/this]}] : C ′′′ holds by rule (block-t), since all the premises
hold:
• 
;
r;Γ ; I;Π  vC0 : C0 by (C);
• 
;Γ ′;C0  μ : Γ μ by (D);
• 
;
r;Γ ; I;Π  E{e[v1/x1 . . . vn/xn][vC0/this]} : C ′′′ holds by Lemma 11,

;
r;Γ ; I;Π  e[v1/x1 . . . vn/xn][vC0/this] : C ′′ , and 
  C ′′  C ′ . Indeed 
  C ′′′  C by Lemma 12.
(obj-creation) The term is of the form new C(v1 . . . vn) and we have:
A: new C(v1 . . . vn) −→p C(φ[v/x]),
B: p(C)=[∅ | o | ρ],
C: ρ=I {ϕ (C1 x1 . . .Cn xn){φ} μ}.
Moreover 
;
r;Γ ; I;Π  new C(v1 . . . vn) : C holds by (new-t). Hence we have:
D: 
;
r;Γ ; I;Π  vi : Ci for all i ∈ 1..n,
E: 
(C) = [∅; _;C ′1 . . .C ′n; _],
F: 
  Ci  C ′i for all i ∈ 1..n.
Set φ ≡ f1 = e1, . . . fk = ek , by (basic-t), (k-t) and deﬁnition of Γ ϕ we have:
G: ϕ = C ′′′1 f1 . . .C ′′′k fk ,
H: 
; ∅; x1 : C1 . . . xn : Cn; ei  C ′′i : for all i ∈ 1..k,
I: 
  C ′′i  C ′′′i for all i ∈ 1..k.
For all i ∈ 1..k, the judgments
L: 
; ∅;∅; ei[v1/x1 . . . vn/xn]  C IVi :, and
M: 
  C IVi  C ′′i
hold by Lemma 12, (H), (D), and (F).
The judgment 
;
r;Γ ; I;Π  C(φ[v1/x1 . . . vn/xn]) : C holds by (pre-obj-t) since all the premises hold:
• 
;
r;Γ ; I;Π  ei[v1/x1 . . . vn/xn] : C IVi for all i ∈ 1..n by (L) and Lemma 10,
• 
  C IVi  C ′′′i by (M), (I) and (s-trans).
(exit-block) Trivial. 
4. Direct semantics
Direct semantics allows a modular approach where each class (module) can be analyzed (notably, compiled) in isolation,
since references to other classes do not need to be resolved before runtime. In this case, look-up is a non trivial procedure
where a class member (e.g., method) is retrieved from other classes and possibly modiﬁed as effect of the module operators.
Since FJig subsumes a variety of mechanisms for class composition, including standard inheritance, mixins, traits, and hiding,
the deﬁnition of direct semantics for FJig provides a guideline which can be emulated by real extensions of class-based
languages, and also a hint to implementation.
Before giving the formal deﬁnition, we illustrate how direct semantics works by some examples. To begin, let us consider
a program10 where a class is deﬁned as the sum of two others:
C → C1 + C2
C1 → [∅ | . . . | {int f ; (){ f = 3} . . .}]
C2 → [∅ | . . . ,M →m | {
int f ;
(){ f = 5}
intm1(){returnm2+ 1;}
intm2(){return f + 1;}}]
and take new C().M() as expression to be reduced. The invocation of the constructor of C triggers constructor lookup. In this
case, since C is the sum of C1 and C2, the result of the lookup is the constructor obtained by merging those of C1 and C2,
concatenating their bodies. However, since both classes have a local ﬁeld named f , initialized to 3 and 5, respectively,
they should be α-renamed in the sum. In direct semantics, we assume a standard α-renaming which adds .1 and .2 to
internal names inherited from the ﬁrst and second argument of the sum, respectively. Hence, the above expression reduces
to C( f .1 → 3, f .2 → 5).M(). Now, M is invoked, triggering method lookup. The search is propagated to both C1 and C2. Only
the lookup in C2 is successful and returns the result
[; ;intm(){return f + 1;} |m()]
10 In order to write more readable examples, we assume integer values and operations, and omit default constructor.
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Nˆ :: = N | π member reference (external name or path)
ιˆ :: = n1 →π1 . . .nk →πk path map
e :: = . . . | [ιˆ;μ; v | e] (generalized) block
λ :: = [ι; ιˆ;μ | n] lookup result
(E)
e −→p e′
E{e} −→p E{e′} (client-ﬁeld) vC .F −→p [ιˆ;μ; vC | f ]
lookupp〈F ,C〉 = [ιˆ;μ | f ]
(client-invk)
vC .M(v) −→p [ιˆ;μ; vC |m(v)]
lookupp〈M,C〉 = [ιˆ;μ |m]
(int-ﬁeld) [ιˆ;μ; v | E{ f }] −→p [ιˆ;μ; v | E{vi}]
f /∈ HB(E)
v = C( f1=v1 . . . fn=vn)
f = f i
(int-invk) [ιˆ;μ; v | E{m(v)}] −→p [ιˆ;μ; v | E{e[v/x][vC/this]}]
m /∈ HB(E)
μ(m) = 〈x, e〉
(path) [ιˆ,n → π ;μ; vC | e] −→p [ιˆ, ιˆ′;μ[n′/n],μ′; vC | e[n′/n]]
n ∈ names(e)
lookupp〈π,C〉 = [ιˆ′;μ′ | n′]
(obj-creation)
new C(v) −→p C( f = e[v/x])
k-lookupp(C) = (C1 x1 . . .Cn xn){φ}
x = x1 . . . xn
(exit-block) [ιˆ;μ; v | e] −→p e
names(e) = ∅
Fig. 12. Direct semantics.
The intuitive meaning is that we have found a method which is modiﬁed in [; ;int m(){return f .2 + 1;} | m()] to
take into account that the method has been found in the second argument. Hence, this method invocation reduces
to[;int m(){return f .2+ 1;};C( f .1 → 3, f .2 → 5) |m()] where the body of m correctly refers to the second ﬁeld.
In ﬂattening semantics, C reduces to the following basic class:
[∅ | . . . ,M →m | {int f .1; int f .2; κ intm(){return f .2+ 1;} . . .}]
κ = (){ f .1= 3, f .2= 5}
Note that here the clash between the two ﬁelds is resolved during ﬂattening (hence before runtime), by α-renaming. We
have chosen as α-renaming the same used in direct semantics as an help for the reader, but of course in this case any other
arbitrary α-renaming would work as well.
For instance, consider a program including
C → M1 →M ′1|C ′|M →M ′
C ′ → [m′ → M1 | M ′ →m | { . . . intm(){returnm′();}}]
and assume that some method invocation triggers the lookup for M in C . Then, the lookup is propagated under the name
M ′ to C ′ . The lookup of M ′ in C ′ is successful and returns the result [m′ → M1; ;int m(){return m′();} |m()] which is
modiﬁed in [m′ → M ′1; ;int m(){return m′();} |m()] as an effect of the input renaming.
In ﬂattening semantics, C reduces to the following basic class:
[m′ → M ′1 | M →m | { . . . intm(){returnm′();}}]
In order to give this deﬁnition, block expressions are generalized as shown in the top section of Fig. 12. First of all, we
use paths to denote positions, that is, subterms, in a class expression. That is, 1 denotes the ﬁrst direct subterm, and 2
denotes the second direct subterm (recall that class expressions are constructed by only unary and binary operators). An
implementation could use a pointer to a node of the abstract syntax tree instead. We use the metavariable NT to range
over external names or paths. Besides the previous components, a block contains a path map ιˆ which maps internal names
to paths, which denote a subterm in the class expression deﬁning the class C of the current object. More precisely, a path
π always denotes a subterm of the form freezeNCE, and is used as a permanent reference to the deﬁnition of member N
in CE. Indeed, the external name N can be changed or removed by effect of outer reduct operators; however, references
via π are not affected. Hence, when a reference π is encountered during current method execution, lookup of N in CE is
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lookupp〈Nˆ,π,C〉 = lookupp〈Nˆ,π,CE〉
if p(C) = CE
lookupp〈N,π, [ι | o,N → n | I {ϕ κ μ}]〉 = [ι; ∅;μ | n]
lookupp〈Nˆ,π,CE1 + CE2〉 = αi([ι; ιˆ;μ | n])
if lookupp〈Nˆ,π.i,CEi〉 = [ι; ιˆ;μ | n], i ∈ {1,2}
lookupp〈Nˆ,π, σ ι|CE|σ o 〉 = [σ ι ◦ ι; ιˆ;μ | n]
if lookupp〈Nˆ ′,π.1,CE〉 = [ι; ιˆ;μ | n],
Nˆ ′ = σ o(N) if Nˆ = N, Nˆ ′ = Nˆ otherwise
lookupp〈Nˆ,π, freezeNCE〉 = [ι; ιˆ,n1 → π . . .nk → π ;μ | n]
if Nˆ = π,N /∈ img(ι),
lookupp〈Nˆ,π.1,CE〉 = [ι,n1 → N . . .nk → N; ιˆ;μ | n]
lookupp〈π,π, freezeNCE〉 = [ι; ιˆ;μ[n/n1] . . . [n/nk] | n]
if N /∈ img(ι),
lookupp〈N,π.1,CE〉 = [ι,n1 → N . . .nk → N; ιˆ;μ | n]
lookupp〈Nˆ,π,CE[(C x){e}]〉 = lookupp〈Nˆ,π.1,CE〉
k-lookupp(C) = k-lookupp(CE)
if p(C) = CE
k-lookupp([∅ | o | I {ϕ κ μ}]) = κ
k-lookupp(CE1 + CE2) = (C x){α1(φ1),α2(φ2)}
if k-lookupp(CE1) = (C x){φ1},
k-lookupp(CE2) = (C x){φ2}
k-lookupp(σ ι|CE|σ o ) = k-lookupp(CE)
k-lookupp(freezeNCE) = k-lookupp(CE)
k-lookupp(CE[(D y){e}]) = (D y){φ[e/x]}
if x= x1 . . . xn,
k-lookupp(CE) = (C1 x1 . . .Cn xn){φ}
Fig. 13. Lookup and constructor lookup.
triggered (see more explanations below). In ﬂattening semantics, C is always a basic class, hence this case never happens.
A generalized block expression [ιˆ;μ; v | e] is well formed only if
names(e) ⊆ dom(ιˆ) ∪ dom(μ) ∪ dom(v)
and these three sets are disjoint.
The second section of the ﬁgure contains the new rules for expression reduction.
When a member reference (external name or path) NT needs to be resolved, the lookup procedure starts the search of
NT from receiver’s class C and, if successful, returns a corresponding internal name inside a block expression, as shown in
rules (client-ﬁeld) and (client-invk). In ﬂattening semantics, C is always a basic class, hence lookup is trivial and the side
condition can be equivalently expressed as in the analogous rules in Fig. 3.
When an internal name n is encountered, it is either directly mapped to a deﬁnition, or to a path. The former case
happens when n was a local name in the basic class containing the deﬁnition of the method which is currently being
executed. In this case, the corresponding deﬁnition is taken, as shown in rules (int-ﬁeld) and (int-invk). The latter case
happens when n was the internal name of an abstract or virtual member inside the basic class containing the deﬁnition of
the method which is currently executed, and n has been permanently bound to some deﬁnition by an outer freeze operator
(recall that only classes where all members are frozen can be instantiated). In this case, lookup of this deﬁnition is started
from receiver’s class via the path π , and, if successful, the internal name n is replaced by the name n′ found by lookup;
moreover, the corresponding path map and methods are merged with the original ones (α-renaming can be used to avoid
conﬂicts among internal names in this phase). This is shown in rule (path). In ﬂattening semantics, the latter case never
happens, hence only the ﬁrst two rules are needed.
Creation of an instance of class, say, C , also involves a constructor lookup procedure, which returns, starting from class C ,
the appropriate constructor, by retrieving and possibly modifying constructors of other classes (this generalizes what hap-
pens in standard Java-like languages, where the superclass constructor is always invoked). In ﬂattening semantics, C is
always a basic class, hence constructor lookup is trivial and the side condition can be equivalently expressed as in the
corresponding rule in Fig. 3.
The remaining rule is analogous to that given for the ﬂattening case.
Lookup and constructor lookup are deﬁned in Fig. 13.
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reference (external name or path) NT , a path π , which acts as an accumulator and keeps track of the current subterm of
the class expression which is examined, and a class name C . When lookup is started, π is always the empty path Λ, and
lookupp〈Nˆ,Λ,C〉 is abbreviated by lookupp〈Nˆ,C〉.
The lookup function returns a 4-tuple consisting of input map, path map, methods and an internal name, written
[ι; ιˆ;μ | n]. However, the ﬁnal result of lookup (that is, the result returned for the initial call) is expected to be always
of form [∅; ιˆ;μ | n], abbreviated by [ιˆ;μ | n], since all internal names of abstract/virtual members are expected to be even-
tually bound to a path as effect of some freeze operator.
The ﬁrst two clauses deﬁning lookup are trivial and state that looking for a member reference starting from a class name
C means looking in the deﬁnition of C , and that looking for an external name N in a basic class only succeeds if the name
is present in the class, and returns the corresponding input map, methods and internal name. Note that the case where we
look for a path π in a basic class is expected to never happen.
The third clause deﬁnes lookup on a sum expression. In this case, lookup is propagated to both arguments. Since we are
deﬁning a function, this means that the result is undeﬁned if two different results are obtained. However, this is expected
not to happen on class expressions which can be safely ﬂattened, since in this case an external name cannot be found
on both sides. For member references which are paths, instead, determinism is guaranteed by construction since the path
exactly corresponds to a subterm. In case lookup succeeds on one of the two arguments, the result is modiﬁed by renaming
ﬁeld local names in a way which keeps track of this argument. For instance, if lookup succeeded on the ﬁrst argument, then
every ﬁeld internal name f is renamed to f .1. This renaming is denoted by αi . We choose this canonical α-renaming for
concreteness, but any other could be chosen, provided that it is consistent with that in constructor lookup.
The fourth clause deﬁnes lookup on a reduct expression. In this case, lookup of an external name is propagated under the
name the member has in the argument, given by the output renaming σ o . Instead, lookup of a path is simply propagated,
since paths are permanent references which are not affected by renamings. Moreover, the result of lookup on the argument
must be modiﬁed to ensure that internal names refer to the appropriate external names obtained via the input renaming σ ι .
There are two clauses deﬁning lookup on a freeze expression. The former handles most cases, except the special sit-
uation in which we are exactly looking for the member that has been frozen in the current subterm π , which has the
form freezeNCE. In this special case (second clause) the lookup of N in CE is triggered. Moreover, the result is modiﬁed,
since internal names referring to N must now refer to the permanent reference π . Otherwise (ﬁrst clause), the lookup is
propagated, and the result of the lookup on the argument is modiﬁed as in the previous case.
We prove now that ﬂattening is equivalent to direct semantics (Theorem 17). To this end, we ﬁrst of all deﬁne an
equivalence relation on triples 〈p,C, λ〉, and a corresponding congruence relation on pairs 〈p, e〉.
Deﬁnition 14.
(1) Let ∼ be the least equivalence relation on triples 〈p,C, λ〉 such that:
A: 〈p,C, [ι; ιˆ,n1 → π, . . .nk → π ;μ | n]〉 ∼ 〈p,C, [ι; ιˆ′, ιˆ;μ′,μ[n′/n1] . . . [n′/nk] | n]〉 if lookupp〈C,π〉 = [ιˆ′;μ′ | n′].
B: 〈p,C, [ι; ιˆ;μ,μ | n]〉 ∼ 〈p,C, [ι; ιˆ;μ | n]〉 if mu = C m(C x){return e;}, m/∈(names(μ) ∪ {n}).
C: 〈p,C, [ι; ∅;μ | n]〉 ∼ 〈p′,C ′, [ι; ∅;μ | n]〉.
(2) Let ∼ be the least congruence relation on pairs 〈p, e〉 such that, if 〈p,C, [ιˆ;μ | n]〉 ∼ 〈p′,C, [ιˆ′;μ′ | n]〉, then
D: 〈p, [ιˆ;μ; vC | E{ f }]〉 ∼ 〈p′, [ιˆ′;μ′; vC | E{ f }]〉,
E: 〈p, [ιˆ;μ; vC | E{m(v)}]〉 ∼ 〈p′, [ιˆ′;μ′; vC | E{m(v)}]〉.
Clause (A) states that a lookup result is equivalent to another where associations from internal names to a given path
have been resolved by lookup, and path map and methods expanded. The lookup result on the left-hand side, intuitively,
is a lazy version which requires a further lookup of π only when some ni is needed, whereas in the right-hand side this
lookup has already been performed. Clause (B) states that a lookup result is equivalent to another where a useless method
has been removed. Finally, clause (C) states that a lookup result with no paths is no longer dependent on a program and
class name. Clauses (D) and (E) state that expressions obtained via equivalent lookup results are equivalent.
Lemma 15. If p −→ p′ then, for each N, C ,
(1) lookupp〈N,C〉 and lookupp′ 〈N,C〉 are either both deﬁned as λ, λ′ respectively, and 〈p,C, λ〉 ∼ 〈p′,C, λ′〉, or both undeﬁned,
(2) k-lookupp(C) and k-lookupp′(C) are both deﬁned and equal, or both undeﬁned.
Proof. By induction on the deﬁnition of p −→ p′ .
(cdec1) We have
CE −→ CE′,
p ≡ (p1,C → CE) −→ p′ ≡ (p1,C → CE′).
We show, by induction on the deﬁnition of CE −→ CE′ , that, for all N , π , if CE is the π -subterm of p(C):
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〈p′,C, λ′〉, or both undeﬁned,
(2) k-lookupp(CE) and k-lookupp′(CE
′) are both deﬁned and equal, or both undeﬁned.
This is enough to prove the thesis since other class names are not affected.
(sum) We have
CE ≡ CE1 + CE2,
CE1 ≡ [ι1 | o1 | I {ϕ1 (C x){φ1} μ1}],
CE2 ≡ [ι2 | o2 | I {ϕ2 (C x){φ2} μ2}],
CE′ ≡ [α1(ι1),α2(ι2) | α1(o1),α2(o2) |
I {α1(ϕ1),α2(ϕ2) (C x){α1(φ1),α2(φ2)} α1(μ1),α2(μ2)}],
where, in applying rule (sum), we have arbitrarily chosen to rename ﬁeld local names by the canonical
renamings α1 and α2.
(1) lookupp〈N,π,CE〉 and lookupp′ 〈N,π,CE′〉 are both deﬁned only if (o1,o2)(N) = n for some n. By
well-formedness of o1,o2 this means that either o1(N) is deﬁned or o2(N) is deﬁned, but not both.
Let us assume o1(N) = n (the other case is analogous). Then,
lookupp〈N,π,CE〉 = λ ≡ [α1(ι1); ∅;α1(μ1) | α1(n)],
lookupp′ 〈N,π,CE′〉 = λ′ ≡ [α1(ι1),α2(ι2); ∅;α1(μ1),α2(μ2) | α1(n)].
We get the thesis since, by well-formedness conditions, α1(n) ∈ dom(α1(ι1)) ∪ dom(α1(μ1)) and
names(α1(μ1)) ∩ (dom(α2(ι2)) ∪ dom(α2(μ2)) = ∅, hence 〈p,C, λ〉 ∼ 〈p′,C, λ′〉 by clauses (B) and (C)
in Deﬁnition 14.
(2) k-lookupp(CE) and k-lookupp′ (CE
′) are both deﬁned and equal to (C x){α1(φ1),α2(φ2)}.
(reduct) We have
CE ≡ σ ι|[ι | o | I {ϕ κ μ}]|σ o ,
CE′ ≡ [σ ι ◦ ι | o ◦ σ o | I {ϕ κ μ}].
(1) lookupp〈N,π,CE〉 and lookupp′ 〈N,π,CE′〉 are both deﬁned only if o(σ o(N)) = n for some n, and in
this case they are both equal to [σ ι ◦ ι; ∅;μ | n].
(2) Trivial.
(freeze) We have
CE ≡ freezeN [ι,n1 : T → N . . .nk : T → N | o | I {ϕ κ μ}],
CE′ ≡ [ι | o | I {ϕ κ μ[n/n1] . . . [n/nk]}],
N /∈ img(ι),o(N) = n.
(1) lookupp〈N ′,π,CE〉 and lookupp〈N ′,π,CE′〉 are deﬁned only if o(N ′) = n′ for some n′ . Then,
lookupp〈N ′,π,CE〉 = λ ≡ [ι;n1 →π . . .nk →π ;μ | n′],
lookupp〈N ′,π,CE′〉 = λ′ ≡ [ι; ∅;μ[n/n1] . . . [n/nk] | n′].
Since CE is the π -subterm of p(C), lookupp〈π,C〉 = lookupp〈π,π,CE〉 = [ι; ∅;μ[n/n1] . . . [n/nk] | n′],
hence 〈p,C, λ〉 ∼ 〈p′,C, λ′〉 by clauses (A) and (C) in Deﬁnition 14.
(2) Trivial.
(Constructor wrapping) Trivial.
(CE) The proof is by structural induction on the context. We show the following case (the others are analo-
gous):
CE ≡ CE1 + CE2,
CE′ ≡ CE′1 + CE2,
CE1 −→ CE′1.
(1) By inductive hypothesis, lookupp〈N,π.1,CE1〉 and lookupp〈N,π.1,CE′1〉 are either both deﬁned as λ,
λ′ , respectively, and 〈p,C, λ〉 ∼ 〈p,C, λ′〉, or both undeﬁned.
• Assume the former case holds and lookupp〈N,π.2,CE2〉 is undeﬁned. Then, lookupp〈N,π,CE〉 and
lookupp′ 〈N,π,CE′〉 are (uniquely) deﬁned as λ, λ′ , respectively, and we get the thesis.
• Assume the former case holds and lookupp〈N,π.2,CE2〉 is deﬁned. Then, lookupp〈N,π,CE〉 and
lookupp′ 〈N,π,CE′〉 are both undeﬁned.
• Assume the latter case holds. Then, lookupp〈N,π,CE〉 and lookupp′ 〈N,π,CE′〉 are both equal to
lookupp〈N,π.2,CE2〉.
(2) Trivial by inductive hypothesis.
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(p,C → B) −→ (p[B/C],C → B)
(1) and (2) can be easily proved by induction on the deﬁnition of p[B/C]. 
Then, Theorem 17 follows as a corollary of the following, where we write e
0/1−→p e′ to denote that either e −→p e′ or
e ≡ e′ .
Theorem 16. If p −→ p′ and 〈p, e1〉 ∼ 〈p′, e2〉, then e1 −→p e′1 implies that e2
0/1−→p′ e′2 with 〈p, e′1〉 ∼ 〈p′, e′2〉, and conversely.
Proof. We prove the direct implication by induction on the deﬁnition of e1 −→p e′1. The converse implication can be proved
analogously by induction on the deﬁnition of e2 −→p e′2.
(int-ﬁeld), (int-invk), (exit-block) Reduction does not depend on the program, hence the thesis trivially holds.
(client-ﬁeld) We have
e1 ≡ vC .M(v) −→p [ιˆ;μ; vC |m(v)],
lookupp〈M,C〉 = λ ≡ [ιˆ;μ |m].
By deﬁnition of ∼-congruence, e′1 can only coincide with e1. By Lemma 15(1), lookupp′ 〈M,C〉 = λ′ ≡ [ιˆ′;μ′ | m]
and 〈p,C, λ〉 ∼ 〈p′,C, λ′〉. Hence,
vC .M(v) −→p′ [ιˆ′;μ′; vC |m(v)],
and the thesis follows by Deﬁnition 14(2, D).
(client-invk) Analogously to the above, by Deﬁnition 14(2, E).
(path) We have
e1 ≡ [ιˆ,n → π ;μ; vC | e] −→p e2 ≡ [ιˆ, ιˆ′;μ[n′/n],μ′; vC | e[n′/n]],
lookupp〈π,C〉 = λ ≡ [ιˆ′;μ′ | n′].
By Deﬁnition 14(1, A), 〈p, e1〉 ∼ 〈p, e2〉, hence, since 〈p, e1〉 ∼ 〈p′, e′1〉, by transitivity 〈p′, e′1〉 ∼ 〈p, e2〉, and we get
the thesis (with a
0−→ step).
(obj-creation) We have
e1 ≡ new C(v) −→p C( f = e[v/x]),
k-lookupp(C) = (C1 x1 . . .Cn xn){φ},
x= x1 . . . xn.
By deﬁnition of ∼-congruence, e′1 can only coincide with e1. By Lemma 15(2), k-lookupp′ (C) = k-lookupp(C), and
we get the thesis.
(E ) The thesis follows from the fact that ∼ is a congruence. 
We denote by
−→ the reﬂexive and transitive closure of the ﬂattening relation, and analogously for the reduction
relation.
Theorem 17. If p
−→ p′ , and e is an expression with no paths, then e −→p v iff e −→p′ v.
Proof. The fact that, if p −→ p′ , and e is an expression with no paths, then e −→p v iff e −→p′ v follows from the two
implications of Theorem 16 by induction on the number of steps in e
−→p v and e −→p′ v , respectively. Indeed, since e
has no paths, 〈p, e〉 ∼ 〈p′, e〉 by Deﬁnition 14(1, C), and two ∼-equivalent values can only coincide.
Then, the thesis follows by induction on the number of steps in p
−→ p′ . 
5. Conclusion
We have presented FJig, a core calculus which formalizes the Bracha’s Jigsaw framework [1] in a Java-like setting. The
design of FJig comes out naturally, yet not trivially, by taking Featherweight Java [13] as starting point and replacing inher-
itance by the more general composition operators of Jigsaw.
We believe that such a core calculus can be useful for many research directions. First, it provides a simple unifying
formalism for encoding and comparing a large variety of different mechanisms for software composition in class-based
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a real language based on Jigsaw principles. Moreover, it could be enriched by behavioural types, leading to a class-based
speciﬁcation language, in the spirit of, e.g., JML [20], allowing modular development and composition of class speciﬁcations.
We have also deﬁned two different execution models for the calculus, ﬂattening and direct semantics, and proved their
equivalence. That is, we have shown the equivalence of two different views on inheritance in a formal setting with a more
sophisticated composition mechanism, where, e.g., mixin classes and traits can be subsumed. This can also greatly help in
integrating such features, or other modularity mechanisms, in standard class-based languages, since it gives practical hints
on implementation.
Many proposals for extending the object-oriented paradigm have just taken one approach or the other. In particular, the
most direct source of inspiration for our work has been [11], which deﬁnes a direct semantics for traits. Essentially, their
dynamic look-up algorithm can be seen as a simpliﬁed version, handling sum and output reduct only, of ours. On the other
hand, to the best of our knowledge there has been no attempt at providing both semantics and proving their equivalence,
as we do in this paper, for any of these extensions, with the exception of [21], where the direct semantic for traits provided
by [11] is proved equivalent to a ﬂattening counterpart in the tradition of [9].
Apart from the two key references mentioned above, this work has been directly inﬂuenced by work on traits [9,10],
mostly by the recent developments [11,22,23]. In particular, we share with [22,23] the objective of replacing inheritance
by more ﬂexible operators, but taking the exact opposite approach: instead of splitting the three roles of classes (module,
object generator and type) into three different constructs (trait, class and interface), here we take classes as modules, as
in the original Jigsaw framework, and we also keep the nominal approach of Java-like languages where all class names are
types.
Since the initial submission of this paper, we have developed extensions of FJig in two orthogonal directions. In [24–26]
we have added a meta-level allowing the programmer to deﬁne her/his own composition operators. In [19,27] we have added
nested classes, making composition operators deep, similarly to deep mixin composition [28,29] and family polymorphism [30–
33], which, however, only consider an asymmetric sum operator. A notable exception is the operator & of J& [34], an
extension of [33] with a symmetric composition mechanism similar to our sum operator. The extension of FJig with nested
classes allows one to easily encode generics.
These two extensions have been integrated in Marco Servetto’s PhD thesis [35].
Other interesting topics to be possibly investigated are smart implementation techniques of direct semantics, and equiv-
alence between ﬂattening and direct semantics in languages allowing features whose runtime behaviour depends on static
types, such as overloading or static binding of members.
A very preliminary interpreter of FJig ﬂattening semantics, assigned as master thesis, can be found at http://www.disi.
unige.it/person/LagorioG/FJig/. A more worked out prototype, including real-language features such as primitive types, pre-
deﬁned classes, void methods, and some statements, has been developed for the meta-level extension, see http://www.disi.
unige.it/person/ServettoM/MetaFJig/.
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