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I. INTRODUCTION 
Much of the theory of statistics deals with optimization 
of some sort- We look for minimum variance unbiased esti­
mators, or uniformly most powerful tests for example. At 
times the optimization problems encountered can be put into 
the form of linear, non-linear,or abstract programs, and 
various progreunming techniques lead to solutions (see Wagner 
[28], Wegner [29], Schaafsma [21], Isii [4], and Krafft 
[11] for examples, along with Chapters VI, VII and VIII of 
this thesis). Two well known topics, generalized Chebychev 
inequalities and generalized Neyman-Pearson problems, have 
come under extensive study from a programming point of view. 
Many known results have been reproven using programming 
techniques. New results have also been obtained. For 
example Krafft [11] points out a new bound on certain normal 
probabilities, developed by programming techniques. 
Much of the theory for abstract programming has been 
done with topics other than statistics in mind, and applying 
these results to probability and statistics is not always 
straightforward. Conditions needed for use of the theory 
are not always satisfied or are difficult to establish in 
the probabilistic and statistical settings; hence extentions 
of the theory are needed at times. Generally, two parts of 
the theory of abstract programming have been considered: 
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duality and existence of optimal solutions. 
In the classical theory of linear programming, the 
Duality Theorem plays a basic role. Two problems are 
involved, the primal: 
minimize b'x 
subject to Ax ^  c 
X 0 
and its dual: 
maximize c'y 
subject to A'y £ b 
y ^ 0 
where x is in E^, Euclidean n space, y is in E^, and the 
matrices A, b and c have the appropriate dimensions. 
The Duality Theorem states that one of the following 
four options must occur: 1) the problems both have feasible 
solutions and the optima are finite sind equal; 2) the primal 
is infeasible and the dual is feasible but unbounded; 3) 
the dual is infeasible and the primal is feasible but un­
bounded; 4) both problems are infeasible. 
We note that the question of existence of optimal solu­
tions is answered implicitly by the Duality Theorem. It is 
natural to ask if the Duality Theorem is important also in 
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more general situations. 
In general we define a primal as a parametrized set P 
of optimizations S(0) with solutions s(9). The dual may be 
described as an associated set D of parametrized optimiza­
tions T(e) with solutions t(9) such that s(6) and t(6) are 
in some sense described by each other. 
For a given primal there may be several duals (see 
Chapter 5 of Sposito [23]), and there may be several alter­
native forms of a given dual. In general a dual can be 
developed for a constrained optimization problem by consider­
ing a Lagrangian function. For the linear case, the usual 
Lagrangian function is 
L(x,y) = b'x + y'(c-Ax). 
From this can be developed two duals. First, one can con­
sider a saddle point dual: 
Find a vector (x°,y°) so that L(x°,y) £ L(x°,y°) 
L(x,y°) for -V X ^ 0 and V y ^ 0, where L is as above. 
The second dual is a max-min problem. 
It can be shown that the two duals are equivalent in a 
natural sense. For a discussion of this equivalence and the 
geometric implications of this duality in a normed linear 
space setting see Luenberger [16]. For a discussion of 
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usual linear programming duality developed from the 
Lagrangian saddle point point of view, see Karlin [6]. 
In general settings th" first option of the Duality 
Theorem is stressed, and, as we shall later see, the condition 
often used to develop the dual is strong enough that options 
2) and 4) cannot occur. 
Kuhn and Tucker [12] and later Slater [22] (cited in 
Kunzi and Krelle [13] and in Mangasarian [17]), give condi­
tions under which the idea of saddle point duality may be 
extended to situations where the functions are not necessarily 
linear, but are convex. Kuhn and Tucker use differential 
conditions on the Lagrangian function; and Slater uses an 
interior condition for a certain set. 
The problem considered is : 
minimize f(x) 
subject to g(x) z Y 
X e X, 
where f is a convex function from to E^, g is a convex 
function from e" to E^, and Y = {y|y ^ 0}, X = {x|x ^  0}. 
Sposito [23] and Sposito and David [24] extend the 
concept of saddle point duality to situations where Y is a 
closed convex cone and X an unspecified set. Instead of 
requiring convex functions, a certain derived set is re­
quired to be convex. Here a constraint qualification is 
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needed as in Slater's work. 
Hurwicz [3] extended the concept of saddle point duality 
to spaces more general than finite dimensional space. The 
approach he uses leads to a constraint qualification analogous 
to that of Slater. 
Isii [4] follows Hurwicz but uses a min-max problem for 
his dual (the primal is a max problem) . Luenberger [16] 
presents a readable account of a variation of this method. 
Van Slyke and Wets [27] deal separately with duality and 
existence. They assume a convex objective function and linear 
constraints of the form A(x) = b, but many of their results 
can be applied to more general cases. No interior condition is 
necessary for duality to hold; rather a condition involving 
two derived sets is used. As for existence of optimal 
solutions, for both the primal and the dual, certain addi­
tional closure conditions are sufficient. In addition, both 
duality and existence of the dual solution also follow from 
a certain interior condition. We will use an adaptation of 
this condition for a duality development in more general 
situations. 
In Chapter II of this thesis, the methods used by some 
of these authors are discussed and compared, with some 
emphasis on separating hyperplanes. In Chapter III we discuss 
a generalization of the Van Slyke and Wets duality theory. 
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Four alternative conditions for normality in the case of 
constraints of the form g(x) = 0 are given, and, since in 
the case g(x) e Y ^ 0 the condition used by Van Slyke and 
Wets is net equivalent to a disjointness condition needed 
for duality, we give a condition, one of the alternatives 
used cibove, which does imply the disjointness needed. We 
discuss, using a natural definition of equivalence, the 
equivalence of several forms of the primal and of several 
forms of the dual. 
In Chapter IV, an approach suggested in part by the 
work of Van Slyke and Wets is used to reprove old results 
using interior conditions. Two symmetric interior conditions 
are used, and L where denotes the interior 
of the set A. The first is shown to be equivalent to a 
generalized Slater condition, and the second, suggested by a 
sufficient condition for normality is new. A saddle point 
dual is also introduced. 
Chapter V examines the problem of duality when no 
interior conditions are involved for constraints of the form 
g{x) e Y (not necessarily {Û}). We consider the use of 
compact sets and subsets in order to develop duality, and 
using a result of Klee [10] , present a new type of condition 
for duality. 
In Chapter VI, we consider the Neyman-Pearson lemma from 
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a programming point of view. One approach of Chapter V is 
used to indicate how duality can be use3 to prove familiar 
types of results. Using an interior condition of Chapter 
IV, new existence and necessity results for the Neyman-Pearson 
problem are derived. 
Chapter VII considers generalized Chebychev inequalities 
from a prograimming point of view. Using the results of 
Chapter III, certain known relations are re-derived sub­
stituting a normality condition for previously used interior 
conditions. 
Finally in Chapter VIII, the problem of constrained least 
squares estimators in multiple regression is considered. 
Closed forms for these estimators are developed via duality 
for some illustrative cases. 
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II. PRELIMINARIES 
In this chapter we consider the problem of developing 
duals from a certain primal and the methods suggested by 
several authors. These involve in general separating hyper­
planes so that a discussion of hyperplanes and their relation 
to duality is presented. Also, since the connection between 
duality and separation is established, known separation re­
sults are presented for reference. 
A. The Problem and Setting 
Consider the following example: 
Example 2.1; The Chebychev inequality states : For Z a 
random variable with mean 0 and variance , P(|Z| ^a) 
2 2 
_< a /a for all a > 0. 
Let Q be the set of all random variables with mean 0 
and variance . Suppose also that a^/a^ ^ 1. We ask if 
max P(IZ1^a) = a^/a^, 
ZeQ 
and if the maximum is attained. 
If we consider 
I—a with probability a^/2a^ 
Z = 1 0 with probability 1-a^/a^, 
^ a with probability cr^/2a^. 
we see that E[Z] =0, E[Z^] 
the optimum value. 
Consider now 
= , and P(|Z|^a) = o^/a^. 
max P ( I Z I >a) . 
ZeQ 
2 2 
Here there is no ZeQ with P(jZ|>a) = o /a , since if 
ZeQ, letting F be the distribution function for Z, we get 
= ft^dF(t) 
t^dF(t) + 
11| >a 
t dF(t) 
111 <a 
Thus, 
> a P ( I Z I >a) 
P ( I Z I >a) < a^/a^ for Z eQ. 
But, if we consider the sequence {Z^^ with 
-a- ^  with probability a^/2(a+ ^ 
with probability l-a^/(a+ ^/ 
— with probability c^/2(a+ ^ 
n 
2 2 
we see that E [Z^ 3=0, E [Z^ ] = a , and 
n 
P( l z ^|>a) = a^/(a+ ^. 
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2 2 
These probabilities go to a /a as n goes to », and 
we see that 
2 2 
sup P ( I Z I >a) = a /a , 
ZeQ 
but the maximum does not exist. 
In general we consider the program 
inf f (x). (2.2) 
subject to g(x) e Y c 
x E X C * , 
where X. and ^  are spaces to be specified and X and Y are 
subsets in the respective spaces. Usually ^  is taken to be 
a vector space with real scalers and is taken to be a 
locally convex linear topological space with real scalars, 
f is a function from ^  into , Euclidean 1 space. 
Hurwicz [3] defines a pseudo-order and removes the restric­
tion f into E^. However we will not avail ourselves of this 
generalization since our final objective is to deal with 
statistical applications for which f will be real-valued. 
The restriction that 'f be locally convex identifies 
dual variables as continuous linear functionals associated 
with certain separating hyperplanes. 
In general, a hyperplane is a translated maximal sub-
space. A subspace S is a maximal subspace of a vector space 
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A if any sxibspace T of A with Sfl T = 0 (the zero element of 
A) and S+T = A has dimension 1 (Wilansky [30], page 37, 
Definition 1). For any maximal subspace S, there exists a 
linear functional f with S = {x|f(x) = 0} (Wilansky, page 
37, Fact v). Since a hyperplane H is a translated maximal 
subspace, H = a+S for some maximal subspace S and some a. 
Thus H = {x+a|f(x) = 0} for some linear functional f, and 
H = {y|f(y-a) = 0} = {y|f(y)=f(a)}= {y|f(y)=t} for some 
scalar t. We have then that if H is a hyperplane, there 
exists a linear functional f and a scalar t so that 
H = {x|f(x)=t}. A linear functional f separates two sets 
A and B if there exists a real number t so that f(a)>t 
V ae A and f (b)<^t -V- beB. We also say that the hyperplane 
determined by f and t separates A and B. See section B of 
this chapter for a more complete explanation of these con­
cepts . 
In a locally convex linear topological space, all 
separating linear functionals are continuous (Wilansky, page 
219, Lemma 1). Continuous linear functionals on certain 
spaces have well known representations, that is, the 
continuous linear functionals can be taken to have a certain 
form. One example is Euclidean n space. It can be shown 
that any continuous linear functional f on is of the form 
f(x) = <b,x> for some beE^ where <•,.> denotes the usual 
inner product. 
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For our duality results, based as they are on sepa­
rating hyperplanes and hence on continuous linear func-
tionals, the dual variables will come from the dual space 
of the space of all continuous linear functionals y* ( • ) 
on . It is often convenient to denote y* (y) as <y*,y>, 
where <•,•> denotes an appropriate linear composition which 
can be determined from the representation cf the continuous 
linear functionals on that we are using. For our example 
of , we then have that the dual•variable is y*eE", with 
n 
<y*,v> aiven bv Z v*.v. . 
i=l ' 
Besides the restriction thatbe locally convex, Van 
Slyke and Wets [27] assume that X and are also Hausdorf. 
This restriction makes all singletons closed sets, a fact 
essential to their development since they deal with the set 
Y={0} and require its closure. Luenberger is able to con­
sider Y a convex cone (not closed necessarily) in some of 
his work, but his development generally requires Y to be 
closed. We too shall restrict attention to Hausdorf space. 
Finally, we choose to work with the inf in the primal 
problem though this is not necessary; a few obvious changes 
in the appropriate places will yield the corresponding develop­
ment for the sup primal. In fact, our examples at the be­
ginning of this chapter and in Chapters VI and VII are 
posed as sup problems. 
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We will be concerned with three approaches to duality 
here, as exhibited by Hurwicz [3] and by Isii [4], by Sposito 
[23], Sposito and David [24], and Luenberger [16], and by 
Van Slyke and Wets [27]. 
The approaches of Hurwicz and Isii are similar, and we 
indicate Isii's approach here. It is assumed that % is a 
real vector space, ^  a linear topological space with real 
scalars, and Y is a convex cone. Isii assumes that one of 
two interior conditions holds. One of these conditions is a 
generalized Slater condition, namely that Y has a non-empty 
interior and that the origin 0 of is an interior point of 
g(X)-Y, where g(X) = {g(x)|xeX}. Y' is defined to be 
R^xY where = {111} , and A = U { (f (x) , g (x) )-Y ' } . 
xeX 
Both interior conditions are shown to imply that A has an 
interior point. X is assumed to be convex and the functions 
f and g are assumed concave so that A is convex. The 
set A and the point (U,0), where U is the optimal value of 
the primal, are separated. The dual problem is: 
inf sup (f(x)+<y*,g(x)>), 
y*EY* xeX 
where Y* = {y*|<y*,y>>_ 0 V- yeY}, the positive conjugate 
cone of Y, and <-,•> denotes the appropriate linear com­
position . 
Isii claims his separating functional is continuous, but. 
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unless is also locally convex, it would seem that it may 
not be possible to consider only continuous linear functionals. 
Geometrically the dual may essentially be interpreted 
as finding a certain non-vertical supporting hyperplane in 
E'%<y with minimum E^ intercept. It is striking that this 
geometric interpretation is basically unaltered from that 
associated below with the Van Slyke and Wets theory for the 
special case of Y = {0}. 
Note that the interior point in the first place 
provides for the existence of at least one separating hyper­
plane , and, in the second place provides that such a 
hyperplane may be taken to be non-vertical. 
Isii shows also that if x° is optimal in the sup 
*o problem and y optimal in the inf sup problem, then 
<y °,g(x°)>= 0. 
Luenberger, in Chapter 8 of [16] , proceeds from the inf 
problem assuming X is a real vector space, a normed 
l i n e a r  s p a c e ,  Y  a  c o n v e x  c o n e ,  a n d  X  a  c o n v e x  s u b s e t  o f * .  
Also, f is a convex function from X. to E^ and g is a con­
vex function from to is defined to be inf f (x) 
>• g(x)£Y and xeX, and is assumed to be finite. Also, the 
natural extention of Slater's condition is assumed, namely 
that there exists an x' so that x'eX and g(x*)eY^ where 
denotes the interior of Y. Two sets are defined: 
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A = {(r,y) Ir (x), y-g(x)eY for some xex), 
and 
B = { (r,y) r _< r^, ye-Y]. 
Note that A is essentially the same set as Isii uses, 
the only difference being that Isii considers a sup problem, 
and hence has r£f(x), and also Isii uses Y-g(x). Now, B 
contains an interior point since Y does, and A and B can be 
separated by a hyperplane, which, because of the feasible 
interior point, can be shown to be non-vertical. This 
essentially establishes the same dual that Isii considers. 
Luenberger also considers an alternative Lagrangian dual and 
a saddle point dual, showing relations between all of these. 
* 
It is also shown that if x and y are optimal for the 
o o 
* 
primal and dual respectively, <y ^^g(Xg)>= 0. 
Sposito and Sposito and David consider a finite 
dimensional space setting, but, instead of assuming that the 
functions f and g are convex, a certain derived set is as­
sumed to be convex. Y is assumed to be a closed convex cone 
and two sets are defined: 
K  =  { I t = f ( x ) - z ^ , - g ( x ) - z ^ = y ,  t  £  0 ,  y e - Y  
for some xeX}, 
and, 
Q = {(z^,z^)I-z^ +f(x°)>0, -Z2EY}, 
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where x° is an optimal solution of the inf problem. Note 
that these sets are essentially the same as Luenberger's A and 
B. 
It is assumed that K is convex (which as is also indicated 
by Luenberger, may hold in certain cases even though X is not 
convex) and that there exists an x'eX so that g(x'). 
* * 
Also, it is shown that <y ^,g>= 0 for optimal x^ and y 
Van Slyke and Wets proceed in a different manner. 
Recognizing that interesting subsets of certain spaces may 
not have interior points, they derive a duality theory with 
conditions besides interior point conditions. 3^ and are 
assumed to be locally convex linear topological Hausdorf 
spaces, and g(x) = b-A(x), where A is a continuous linear 
operator. X is a convex subset of , f is convex, and Y is 
assumed to be the degenerate cone,{0}. Two sets are defined: 
C = {(r,y)ir>f(x), y=g(x) for some xeX}, 
and, 
L = {(r,y)IrcE^, y = 0,0e } 
We note that C is Luenberger ' s A when Y = {0}. 
The set C and the point (r^-£,0) (r^ denotes the value of 
the inf) are separated, which can be done when (r^-e,0) and C 
are disjoint, where C denotes the closure of C. The disjoint-
ness is implied by L n c=Ln C. In Chapter III we show that 
Lnc = Ln C is equivalent to (r^- ,0)n C = $ for V&>0. 
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Note that no interior condition is needed for the separation 
of the point and C. The dual here is: 
Sup m 
(m, y*) 
r + <y*,y> >_ m ¥(r,y) eC 
Geometrically, Van Slyke and Wets interpret this as 
"finding the non-vertical supporting hyperplane of which 
has the highest possible intercept with the line l•" 
Conditions for existence of optimal solutions in the primal 
and dual are exhibited, involving the two sets L and C. 
Interior conditions are shown to be sufficient, but not 
necessarily necessary in several instances. 
B. Known Separation Results 
sets by a hyperplane is the basis for the duality presented. 
The purpose of this section is to gather results which may 
be used for separation of sets, and hence to develop duals. 
As mentioned before, in general we can consider a hyperplane 
to be described by a linear functional f and a scalar t. 
The hyperplane is then {x|f(x) =t}. In our consideration t 
will be real, but these results hold for complex scalars also. 
We define f(A) = {f(a)|aeA}, and we assume A and B are non­
empty sets and f is a linear functional. 
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Definition 2.3: f is said to separate A and B if J- t )• 
f (A) ^ t and f (B) £ t. 
The hyperplane determined by f and t also is said to 
separate A and B. 
Definition 2.4: f is said to strongly separate A and B if 
^ t >- f (A) ^t and f (B) <t or f (A) >t and f(B)£t. 
Definition 2.5: f is said to strictly separate A and B if 
} t and £>0 f f(A)^t+£ and f(B)£t-e. 
We now state the following results for a locally convex 
linear topological spaced , and non-empty sets A and B in * 
and X a point in ^  . 
Theorem 2.6: Suppose A and B are convex, A has an interior 
point and B does not intersect A^. Then A and B can be 
separated by a continuous linear non-zero functional. 
Corollary 2.7: If A and B are disjoint convex sets in finite 
dimensional space, A and B can be separated by a non-zero 
functional. 
Theorem 2.8: If A is a closed convex set and B is a closed 
compact set, and AH B = o, then A and B can be strictly 
separated by a continuous, non-zero, linear functional. 
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Corollary 2.9: If A is a convex set and x is disjoint from 
Â, then A and x can be strictly separated by a continuous, 
non-zero, linear functional. 
These Theorems and Corollaries are standard results and 
they may be found in many places, but we will use the books 
of Kelly, Namioka, et and of Wilansky for reference here. 
Theorems 2.6 and 2.8 can be found on pages 118 and 119 
of Kelly, Namioka £t [8]. Theorems 2.6, 2.8 and 2.9 
can be found on pages 219 and 220 of Wilansky [30]. Finally, 
Corollary 2.7 is from page 25 of Valentine [26]. 
As we will see in Chapters IV and V, these results can 
be used to develop duality. In Chapter V we also make use 
of the following theorem of Klee [10]. 
Theorem 2.10: Let A and B be closed convex disjoint sets in 
a finite dimensional space . Then there exists a functional 
f and a scalar t so that f (E) >_t and f (A) <t if and only if 
the boundary of A contains no ray ({Xx|X>0}). 
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III. EQUIVALENCES AMONG CONDITIONS AND PROBLEMS 
WITH SPECIAL EMPHASIS ON THE CASE Y={0} 
In this chapter we first consider several geometric 
versions of the primal problem. Turning then to the normality 
condition of Van Slyke and Wets for the case Y={0}, we give 
four equivalent statements for this condition. We then 
consider the general situation (Y not necessarily {0}) and 
show that the equivalence found in the case Y={0} does not 
hold in general. Rather, a new normality type condition, 
here called c-normality, implied by an equivalent form for 
normality in the case Y={0}, is relevant. 
We consider next a generalized version of the Van Slyke 
and Wets duality theory. Their paper is concerned with apply­
ing duality to optimal control theory, and in order to pose 
problems for such a setting, at times more is assumed than 
needed. We conclude this chapter by introducing several 
alternative forms of the dual problem. 
A. The Primal Problem 
Consider problem 2.2 in the following setting: 
inf f (x) (3.1) 
subject to g(x) = Oe 
xcXcX, 
where is a real vector space, is a locally con­
21 
vex real linear topological Hausdorf space, f 
is a functional on^ , 0 is the zero element of, and g 
is a function from 90 into . Note that we do not 
restrict* to be a locally convex linear topological Hausdorf 
space, and g(x) is not necessarily continuous and linear as 
is required in the Van Slyke and Wets theory. 
Another version of this problem is given by; 
inf r (3.2) 
subject to (r,y)£Lnc, 
where, 
L = {(r,y) IreE^, y=Oe^}, 
and, 
C = {(r,y) 1r^f (x), y=g(x) for some xeX}. 
It may be easier to think of L as a line in and 
to think of C as : 
= Li {(r,y) I r^f (x) , y=g(x)}. 
xeX 
Another form of this problem we will find helpful uses 
the projection operator P(r,y) = r. Thus we consider the 
problem: 
inf P(r,y) (3.3) 
(r,y) E Lfl C 
22 
We note here that P is a continuous linear functional 
(Kelly, Namioka, et al., page 40, Theorem 5.9). By definition 
of P, 3.2 and 3.3 are the same problem. 
We will refer to problem 3.2 as the inf problem at 
times. Problem 3.2 can be thought of as finding the "lowest" 
point in the intersection of L and C. 
We now state four definitions and show 3.1 and 3.2 are 
the same problem. 
Definition 3.4: A problem is said to be feasible if there 
is a variable which satisfies the constraints. 
Definition 3.5: A problem is said to be infeasible if no 
variable satisfies the constraints. 
We note in reference to these definitions that 3.2 will be 
feasible if and only if LflC is not empty. 
Definition 3.6: Two problems (problem families) are said to 
be similar if, when one is feasible with finite optimum, 
then so is the other, and the optima are equal. 
Definition 3.7: Two problems (problem families) are said to 
be equivalent if, when one is feasible with attained finite 
optimum, then so is the other, and the optima are equal. 
Proposition 3.8: Problems 3.1 and 3.2 are similar. 
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Proof : If problem 3.1 is feasible, there is an x°EX 
so that g(x°) = 0, and f(x°) is finite. Now, (f(x°),g(x°)) 
is in C. Since g(x°)=0 and f(x°) is finite, (f(x°),0) 
is in L so that LHC is non-empty and 3.2 is feasible. 
If 3.1 is infeasible, then there is no xeX so that 
g(x)=0, hence for any {r,y)£ C, y^O and (r,y)/ L, so that 
LHCis empty and 3.2 is infeasible. 
To show the two optima are equal we note 
inf f(x) = inf f = inf r 
g(x) = 0 r>f (x) (r,y)£Ln C 
xeX gTx)=0 
xeX 
In particular this holds when either extreme problem has 
finite optima. // 
We now turn to the existence of an optimal solution in 
problem 3.2. We will only consider this problem since 
_i_ Cilia * U. O.À X  ^ V C4.-*.s^ AA W • 
Proof : Since Proposition 3.8 says 3.1 and 3.2 are similar, 
we need only show that if one optimum is attained, the other 
is. 
Suppose the inf in 3.2 is finite and attained. Let 
r = inf r . Then (r ,0) is in L and C and hence by 
(r,y) £ L n c  ° o . o . 
definition of C, there exists an x eX with r^=f(x ). Since 
(r^,0) is also in L , g(x°)=0, and hence the inf in 3.1 is 
attained. 
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If the inf in 3.1 is attained and finite, then there 
exists x°eX so that g(x°)=0 and f(x°)=r^. But since for 
(r,0)ELH C, r>f(x) for some xeX, (f(x°),0) is in C and 
attains the inf. // 
We now give the necessary and sufficient condition of 
Van Slyke and Wets for the inf of 3.2 to be attained. 
Proposition 3.10: Suppose the inf in 3.2 is finite. Then 
the inf is attained if and only if LHC is closed. 
Proof; Suppose the inf is attained. Let r =inf r 
° (r,y) e LO C 
Then there is an x°£X with g(x°)=0 so that f(x^)=r°, and 
hence a point (r^,0) in LHC ; further lhC = {(r,0) | r^r^}. 
We want to show LAC is closed, i.e., that any limit 
point of Lnc is in Lr\ c . Consider a point (r,y) with 
(r,0)g (r,y) and (r,0)g = (rg,0) is in LHC. Define 
Q(r,y) = y. We have P(rf,0) r and Q(r^,0) -+ 0 (Wilansky, 
page 151, Theorem 8). But, (rg,0)eLn c hence so that 
r^rQ also. Thus (r,y) = (r,0) with r^r^ hence (r,y) 
e Lfl C, and LAC is closed. 
Suppose the inf is not attained. Then there is no x°eX 
so the g(x°)=0 and f(x°)=r^, so that LHC = { (r ,0) j r>rQ}. 
We will construct a convergent net inLfl C which converges to 
( r ^ ,  0  )  ,  a  p o i n t  s e t  i n  L H C .  
For all i=l,2,... (2^+ i,0)eLriC. Consider the two 
sequences P(r^+ i,0) and Q(r^+ i,0). Certainly r^+ i 
converges to r^. It is easy to show that a net of constants 
in a Hausdorf space converges to the constant, hence 0^-»-0 
where 0^=0. Thus both projections converge, to the respective 
components of (r^,0). Thus the sequence ^/O) converges to 
(r^,0) (Wilansky, p. 151, Theorem 8). We have a convergent 
sequence in LOG which converges to a point not in LH C and 
hence LHC is not closed. // 
B. Normality 
Following Van Slyke and Wets we give the following 
definition when Y={0}. 
Definition 3.11; The program 3.2 is said to be normal if 
LH c  =  Ln c .  
We show in this section that this concept, in its above 
in situations when Y^{0}. In fact, the condition as above 
is sufficient but not necessary in some cases. We consider 
the problem: 
inf f(x) (3.12) 
g (x) EY C2 
xGXc:*, 
where f, g, X, ^ and are as before, but now Y is a closed 
set in (possibly {0}). We define C as before, but now. 
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L = {(r,y) |rcE^,yEY}. 
We have problems similar to 3.2 and 3.3, namely 
inf r (3.13) 
(r ,y) £ L  n c ,  
and, 
inf P(r,y) . (3.14) 
(r,y)eLH c 
Propositions similar to 3.8 and 3.9 are easy to prove in 
this case also. Proposition 3.10 cannot be proven in general 
as the following example shows: 
Example 3.15: Consider 
inf — 
x  
subject to 2x^0 
x>l . 
Now, C = {(r,y) |r^ y=2x,x>l} , 
and 
L = {(r,y) |rcE^, y^O} . 
Both L and C are closed, but there is no x which attains the 
inf of 0. 
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We now give four equivalent forms for normality when 
Y = {0}. We show also that in the general case (Y^{0}), 
three of the four are equivalent and implied by the fourth, 
which is in fact a generalized Van Slyke and Wets normality 
condition, LAC = LHC . We proceed with several lemmas 
valid for general closed sets Y. 
Lemma 3.16; L is closed. 
Proof: Consider any convergent net of points in L, say 
(r,y)g -> (r,y) . Since (r,y^) = (rg/Yg) converges, P(rg,yg) 
c o n v e r g e s  a n d  Q ( r g , y g )  c o n v e r g e s .  I n  f a c t ,  P ( r g , y g )  =  r ^ ^ r  
and 0(rg,yg) = y. ^  y (Wilansky, page 151, Theorem 8). 
Since is closed, r&E^ and since Y is closed, yeY, hence 
(r,y)eL. L is then closed. // 
Lemma 3.17: inf r = inf r 
t \ X ^ \ ^ f J J 
Proof: We have LO C  d  L n  c ,  hence 
inf r > inf r (3.18) 
(r,y)eLr)C (r,y) £ L n c  
Define P(A) {r| for some y,(r,y)eA}, and note that 
inf P(r,y) = inf r = inf P(A). 
(r,y)£A (r,y)£A 
(3.19) 
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Now, 
inf r = inf P(Ln C) = inf P (LO C) 
(r,y) eiLO C 
£ inf P(Ln C) = inf r , (3.20) 
(r ,y) EL n  C 
where the first and third equalities follow from 3.19, the 
second equality from the fact that P(L n c) c and the in­
equality from the fact P(LriC) c p (l 0 C) , which follows from 
the continuity of P (Wilansky, page 145, Corollary 1). 
Combining the extremes of 3.20 and 3.18 gives the 
desired result.// 
Lemma 3 . 2 1 ;  L O C  c .  l  n c  .  
Proof : Suppose (r,y) is a point in L n  c .  Then 9 -  a net 
(r,y). in L n c and (r,y) (r ,y) . We have (r,y) .eL and since 
L is closed (Lemma 3.16), (r,y)eL. Also, (r,y)eC (since 
r,y)gE C) so that (r,y)cLH C. // 
We now proceed to the various forms of duality which 
may be given. Until it is stated differently, we continue 
to work with Y any closed set. 
Proposition 3.22: Suppose r^ = inf r is finite. 
(r ,y) eLO C 
If L n c  =  L n c  then inf r = r . 
_ o 
(r ,y) e L O  C  
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Proof ; We note that by Lemma 3.17 
inf r = inf r , 
(r,y)£Lnc (r,y)eLri c  
and by hypothesis 
inf r = inf r , 
(r,y) e L n c  (r,y)eLn C  
hence, 
inf r = r^. // 
(r,y)eLA c  
Propcsirion 3.23: Suppose r^ = inf r is finite. 
(r,y) eLH c  
If r^ = inf r , then for all E>0, (r^-e,Y)n C = 
(r,y) sL 0 c  
Proof : Suppose that for some E>0, (r^-e,Y)n C ^  4> • Thus 
inf r ^ r^. // 
(r,y)eLH c  
Proposition 3.24: Suppose r^ = inf r is finite. If 
(r,y)eL n C 
for all e>0 (r^-£:,Y)n C = 4), then inf r — ^ o* 
(r ,y) e L ^n  C  
Proof ; Suppose not, that is, suppose inf r < r^. Then 
(r,y)£LA C 
for some (r,y)eLr\ c ,  r < r^. Then for some e>0 (r^-e,y) eL r \  C, 
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so that (r^-e,Y)n C ^  (J), a contradiction. // 
Proposition 3.25: Suppose r^ = inf r is finite. 
(r,y)eL n  c  
If inf r > r then inf r = r . 
— o o 
(r,y)eLn c  (r,y) eLO C  
Proof : Since, in view of Lemma 3.21, 
Ln C CI Ln C C LA C , 
we have that inf r < r . The conclusion follows. // 
— o 
(r,y) e L A  C 
Propositions 3.22 to 3.25 are summarized in 
Theorem 3.26: Suppose r^ = inf r is finite. Then the 
(r ,y) EL n C 
following three statements are equivalent and implied by 
Ln c = L a c. 
(i) VE>0, (r^-e,Y)n C = (fr 
(ii) inf r > r , 
— o 
(r,y) cLH c  
(iii) inf r = r^ . 
(r ,y) ELA c 
If wa restrict attention to the case Y = {0}, we have 
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Proposition 3.27: Suppose that r^ = inf r is finite 
(r,y)EL n c 
where L = {(r,0)IreE^}. Then if inf r — ^ o' 
(r,y) eLH c  
LTTC = L n C . 
Proof ; Suppose L n c ^ L n c. Then since L a  c  C L ri C 
(Lemma 3.21) and since L 1 c = { (r,0) ] r^r^} , for (r,y)eLnc 
and (r,y)^L A c, we have r<rg and y=0. Thus 
inf r < r^. // 
(r,z)eLH c  
Using Theorem 3.2 6 and Proposition 3.2 7 we have: 
Theorem 3.28: If Y = {0} and if r^ = inf r is finite, 
(r,y)EL n C 
then the following four statements are equivalent: 
/ -i \ T IS ~ — T r\ 7^  
\ •^  / ' ' W • W / 
(ii) inf r > r , 
— o 
(r,y)EL 0 C 
(iii) inf r = r^, 
(r,y)EL n C 
(iv) Vr^O, (r^-E, 0 ) r \  C = 4). 
We now give an example to show that we cannot extend 
Theorem 3.26 to a full set of equivalent statements. 
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2 
Example 3.29: Consider % = ^  = E , 
X = {(x^,x2)|x^>0, X2>0}U {(1,0)}, 
"^11 
Y = {  (y3^/y2) ly^lO/ 72=0}'  f  = o ,  g(x^,x2) 
These sets and functions can be considered to be from the 
problem: 
inf 0 
x^ > 0 
Xg = 0 
( x ^ f x ^ ) E X .  
We have 
L= { (r,y^,y2)IreE^, y^^O , y2=0} 
C = {(r,y^,y2)ir^O, y^=x^, y2~^2 some xcX} 
= {(r,y^,y2)Ir>0, y^^O, y2>0 or y^=l, y2=0} 
= {(r,y^,y2)Ir^O, y^>0, y2>0}U 
Î(r,y^,y2)ir>0, y^=l, y2=0}. 
The sets L and C are easily seen to be convex, and L 
is closed. 
Now , 
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L n c  =  L O C =  { ( r , l , 0 )  | r > _ 0 } ,  
and 
C =  { ( r , y ^ , y 2 ) | r > 0 ,  y 2 ^ 0 ^ '  
so that/ 
LH c = {(r,y^,y2)|r>0, y^^O, y2=0}, 
and, 
lTTc ^  L n  C. 
On the other hand, 
0 = inf r = inf r = inf r 
(r,y)eLnc (r ,y) e L  n  C  (r,y) e L n c  
Thus we have an example here where the equivalence ex­
pressed in Theorem 3.2 8 cannot be extended to a case where 
0 . 
Since we will need the condition (r^-e,Y)n C = ^ in 
Chapter V to develop a dual for a case Y^{0}, we make the 
following definition. 
Definition 3.30: Problem 3.13 is said to be e-normal if 
inf r = inf r 
(r,y)cLr\ C (r,y)e;Ln c 
We now present two sufficient conditions for normality 
given by Van Slyke and Wets. In the second we will need 
C convex. Note that we do not require the individual 
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functions f aind g and the set X to be convex, though in 
general it would seem that f and g must be convex. 
Condition I : C is convex. 
Proposition 3.31: C closed implies L n c  = L a c. 
Proof: If C  is closed, then L n  C  is closed. Thus, 
L  n  C  =  L n c  =  L n c .  / /  
Proposition 3.32: If LO is non-empty and condition I 
holds, then Ln c  =  LO c .  
Proof: The proof of proposition 5.2 in Van Slyke emd Wets 
suffices, substituting Y for 0. // 
C. Duality Theorems 
We consider here duality for the case Y = {0}. The 
dual we will consider here is essentially that of Van Slyke 
and Wets. 
sup m , (3.33) 
(m,y*) eE\%* 
r + <y*,y> ^ m ¥(r,y)eC 
where <-,.> denotes an appropriate linear composition and 
* is the set of all continuous linear functionals on ^  . 
Note that since we are dealing with a product of linear 
topological spaces, E^x^ , we write the continuous linear 
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fiinctionals on E^x % as f(r,y) =r*r + <y*,y> 
(Kelly, Namioka et a^., page 130, 14.6). These functionals 
are of course in E^i 1^*. We can interpret this dual problem 
as finding the highest bounding hyperplane of C. We will 
consider the dual and some other forms of it in Section D. 
The theorems which follow are taken from Van Slyke and 
Wets and are presented here for completeness. Though Van 
Slyke and Wets make several extra assumptions concerning the 
nature of % and g(x), their proofs are general enough to 
suffice for the more general case we described as problem 
3.1. 
Theorem 3.34; Weak Duality Theorem; If the inf problem 3.2 
and the sup problem 3.33 are feasible, then r>m for any 
pair (r,y) and (m,y*) of feasible solutions. Moreover, both 
programs have finite optima. 
Proposition 3.35: If the inf problem is normal and feasible, 
condition I holds, and the sup problem is feasible, then 
inf r = sup m. 
We comment here that the proof of this proposition in­
volves separating (r^-e:,0) and C. The normality condition 
guarantees the point and the convex set are disjoint and hence 
can be separated. 
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Proposition 3.35a: If the inf problem is normal and feasible 
and condition I holds, but the sup problem is infeasible, 
then inf r = -®. 
proposition 3.36: If the sup problem is feasible, condition 
I holds, and the inf problem is normal but infeasible, then 
sup m = +00. 
The Strong Duality Theorem 3.37: Consider problems 3.2 and 
3.33. If Condition I holds and 3.2 is normal, then exactly 
one of the following occurs: 
(i) The inf problem and the sup problem are both 
feasible, and inf r = sup m. 
(ii) The inf problem is feasible but the inf problem 
is not, and inf r = 
(iii) The sup problem is feasible but the inf problem 
is not, and sup m = +«>. 
(iv) Neither the inf problem nor the sup problem is 
feasible. 
D. The Dual Problem 
We consider the following problem: 
sup m (3.38) 
(m, z) eE^x Z 
r + <z,y> > m V(r,y)eC 
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If we let Z = 1^*, the dual space oflj, we have problem 
3.33. In what follows, it is not necessary that Z =<t*, 
in fact, in Chapter IV, we will have Z = Y* = 
_< 0 VyeY} for Y a closed convex cone. 
We will consider two other forms: 
sup m , (3.39) 
(m,z) eE^ Z 
f (x) + <z,g(x)> ^ m V xeX 
and, 
sup inf [f(x)+<z,g(x)>], (3.40) 
where 
= {z£Z| inf [f (x)+<z ,g (x) >]>-<»} . 
xeX 
We now show that 3.38 and 3.39 are equivalent. 
Proposition 3.41: 3.38 and 3.39 are similar. 
Proof : Suppose 3.38 is fe"àslble. There is a point 
(m,z) eE^ Z so that 
r + <z,y^ ^ m V(r,y)eC . 
In particular, for any xeX, since (f(x),g(x))eC, 
f (x) +< (z,g (x) > > in , 
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and hence, 
f(x) + <z,g(x)> ^ m VxeX, 
and 3.39 is feasible. 
If 3.39 is feasible, there is a point (in, z") eE^ Z so that 
f(x) + <z,g(x)>^m VxeX . 
Consider the point (r,y)eC. r>f(x) and y=g(x) for some 
xeX, hence if (r,y)eC, 
r + <z,Y> ^ f(x) + <z,g(x)> for some xeX, 
and, 
r + <z,y> ^ m for all (r,y)£C. 
Thus 3.38 is feasible. 
To show the two finite optima are equal, we note: 
sup m = sup m 
(rr.,z)sE^xZ (ri; z)zE\ Z 
r^f (x) 
f(x)+<z,g(x)>xm VxeX r+<z,g(x)>>m VxeX 
= sup m = sup m . // 
(m, z) eE^x Z 
r+<z,y>>m V(r,y)eC 
(m,z)£E\z £
r^f (x) 
y=g(x) 
r+<z,y>>m VxeX 
Proposition 3.42; (m,z) is optimal for 3.38 if and only if 
it is optimal for 3.39. 
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Proof : Suppose (m", z) is optimal for 3.38. It is also feas­
ible for 3.38, and by Proposition 3.41, it is feasible for 
3.39. Also, the optima of 3.38 and 3.39 are equal, hence 
(m,z) is optimal for 3.39. 
A similar argument holds when (m,z) is optimal for 
3.39. // 
Note that Proposition 3.42 implies that 3.38 and 3.39 
are equivalent also. 
Proposition 3.43: 3.39 and 3.40 are similar. 
Proof : Suppose (m,z) is feasible for 3.39. Then, 
f (x) + <z,g(x)> ^ m -%{EX, 
and hence 
inf [f(x) + <z,g(x)>] ^ m eE^. 
x£X 
Thus zEZ^ and 3.40 is feasible. 
If 3.40 is feasible, then there is zez"*", and hence 
inf [f(x) + <z\g(x)>l > , and 
xeX 
letting m = inf [f(x) + <z,g(x)>], we have 
xeX 
f (x) + <z,g(x)> ^ m VxEX, and 
(m,z) is feasible for 3.39. 
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To show the two finite optima are equal, we have for 
a feasible 3.39: 
sup m 
(m,z) Z 
f(x) + <z,g(x)> ^ m ¥xeX 
= sup sup m 
zez"*" mcE^ 
f(x) + <z,g(x)> > m VxeX 
= sup [inf [f(x) + <z,g(x)>]. 
Note that the second expression has sup since 
zeZ"*" 
we restrict attention to all feasible pairs (in,^) , implying 
that f (x) + <z',g(x)> ^ m for all xeX, and m is a finite 
Proposition 3.44: 3.38 and 3.40 are similar. 
Proof : The proof is obvious from 3.41 and 3.43. // 
Proposition 3.45; If (m,z) attains the optimum in 3.39, then 
m = sup inf [f (x) + <z,g(x)>] = inf [f (x) + <z",g(x)>]. 
zeZ^ xEX 
Proof : By 3.43, we have 
sup m 
(m, z) cE^x Z 
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f(x) + <z,g(x)> ^ m ¥x£X 
= sup inf [f(x) + <z,g(x)>]. 
Since (in,z) attains the optimum in 3.39, 
m = sup inf [f(x) + <z,g(x)>]. 
Now (m,z) is optimal for 3.39, hence it is feasible, and 
f (x) + < 2,g(x)> ^ m ¥x £ X ,  
hence, 
inf [f(x) + < 2,g(x)>] ^ m . 
xeX 
Now, if inf [f(x) + <z,g(x)>] > m, then 
x £ X  
— 
since zeZ , 
sup inf [f{x) + <z,g(x)>] > m, 
ZZZ* 
Contradicting 3.43. Hence, 
m = inf [f{x) + <z,g(x)>]. // 
xôX 
The final form of the dual we consider requires several 
added conditions, but insures us a linear dual. 
We require that g(x) = b-h(x) and that X is a cone. 
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Further, we require that f(tx) - <z,h(tx)> ->• -» as t ^  ® 
whenever x and z are so that f(x) - <z,h(x)> < 0. Finally, 
we require that f(tx) - <z,h(tx)> ->• 0 as t 0 VzeZ. One case 
of interest which satisfies these conditions is f and g 
linear functions. These conditions are suggested in part 
by Van Slyke and Wets. 
We have in this case 3.39 given by: 
sup m 
(m, z) EE^x Z 
f(x) + <z,b-h(x)> VxEX. 
This may be written as: 
sup m (3.46) 
(m, z) Z 
<z,b> + f(x) - <z,h(x)> ^ m VxsX. 
Proposition 3.47; Suppose the structure of f, g, X and Z is 
as above. Then z and some m determine a feasible solution of 
3.4 6 if and only if 
f(x) - <z,h(x)> ^ 0  V x e X .  
Proof : Suppose that for some x and z we have 
f (x) - <z',h(x)> < 0. 
Then for any value of mcE^, we have a t ^  0 with txEX and 
f(tx) - <z',h(x)> < in - <z ,h>. 
Thus for no value of m is (m,z) feasible for 3.46. 
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If f (x) - <z,h(x)> ^ 0 ¥xeX, then taking 
m = <z,b>, we have 
f (x) - <z,h(x)> + <z,b> ^ m VxeX, 
and hence (in,z) is feasible for 3.46. // 
We now show that 3.46 can be written as a linear abstract 
program. 
Suppose for some m, (m,z) is feasible for 3.46. Then by 
Proposition 3.4 7 
f(x) - <z,h(x)> ^ 0 ¥xeX. (3.48) 
Also by feasibility, 
m - <"z,b> ^ f (x) -<(z\h(x)> VxeX. (3.49) 
Since f(tx) - <z,h(tx)> 0 as t ->• 0, and by 3.48, 
inf [f(x) - <z',h(x)>] = 0, 
xeX 
and hence by 3.49, 
in - <z",b> £ 0. (3.50) 
Also, by the construction used in the proof of Proposition 
3.47, we can take m = <z,b> and (m,F) is feasible. 
We have : 
sup m , 
(m, z) Z 
f (x) + <z,b-h(x)> > m VxeX 
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sup sup m / 
zeZ meE^ 
f(x) - <z,h(x)> + <z,b> > m VxeX 
= sup <z,b>, 
zeZ 
f (x) - <z,h(x)> > 0 ¥x£X 
where we use the characterization of feasible z from Proposi­
tion 3.47 and 3.50 and following to give the last form. We 
have proved: 
Theorem 3.51: Suppose 
(i) g (x) = b-h (x) , 
(ii) X is a cone, 
(iii) f (tx) - <z,h(tx)>-»- as t ^  ® whenever x and 
z are so that f(x) - <z,h(x)> < 0, and 
(iv) f(tx) - <z,h(tx)> 0 as t ^  0 -VzeZ. 
Then, 
sup m 
(m,z) EE^% Z 
f (x) + <z,g(x)> >_ m VxeX 
= sup <z,b>. 
zeZ 
f (x) + <z,h(x)> > 0 ¥xeX. 
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IV. DUALITY WITH INTERIOR 
CONDITIONS 
In this chapter we will consider duality theorems for 
problems involving constraints of the form g(x)eY, where Y 
is a closed convex cone. These duality theorems will be 
derived by separating certain derived sets, the approach used 
by previous authors mentioned in Chapters II and III of this 
thesis. In general, in order to separate two sets, two condi­
tions are needed. First, the two sets must be convex, and 
second, one must have an interior disjoint from the other. In 
addition, in duality considerations, some interior point must 
correspond to a feasible solution also. For some special 
problem forms (Chapter III in particular), one desired set is 
chosen so that it is a set which has an interior and satis­
fies the needed feasibility condition. We continue along 
these lines in Chapter V. For now, we assume interior condi­
tions . 
The authors we have mentioned previously have used a 
generalized Slater condition. Isii assumes a condition which 
implies that a certain set has an interior when a Slater condi­
tion does not hold. 
Our approach here is to separate sets other them those 
used before. Luenberger, Isii and Sposito and David used 
sets of the form 
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{(r,y)|r>f(x), y=g(x)-z, for some zeY, some xeX}, 
and, 
{(r,y)I r<r^, yeY}. 
Note that Y appears in both sets. 
Our approach is hybrid, in that we separate the set 
C  = {(r,y)|r>f(x), y=g(x) for some x e X } ,  
used by Van Slyke and Wets, from the set 
M = {(r,y)Ir<r^, yeY}, 
suggested by Luenberger and Sposito and David. 
We present here two symmetric interior conditions, first, 
L^n C is not empty, and second, L0 is not empty. The 
first is shown to be equivalent to the generalized Slater condi­
tion, while the second appears to be new, though related to a 
sufficient condition for normality given by Van Slyke and 
Wets, and suggested by a condition of Isii's. 
In the second section of this chapter saddle point duality 
is discussed, and in the third section two examples are given 
for which the generalized Slater condition cannot be used, 
but the new interior condition here yields duality. 
A. Duality Theorems 
Consider the problem: 
inf f(x) (4.1) 
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g (x) £Y C. ^  
xexc*, 
where f ,  g,^^, X and 96 are the same as before, and now Y 
is a closed convex cone. 
As in Chapter III, we consider the geometrically 
suggestive problems 
inf r , (4.2) 
(r,y)eLH C 
and 
inf P(r,y), (4.3) 
(r,y)EL n C 
where, 
L = {(r,y)1 reE^, ysY}, 
and, 
C = { (r,y) I r^f(x), y=g(x) for some xcx}. 
As was done in Chapter III, one can show these three 
problems are equivalent in the sense given there. 
We introduce the dual to problem 4.2 and note that the 
alternative forms given in Chapter III apply here, with Z 
taken to be 
Y* = {y*|<y*,y> ^ 0 VyeY}, 
the negative conjugate cone of Y. The dual we consider is: 
4 8  
sup m , (4.4) 
(m,y*) £E^xY* 
r + <y*,y> V(r,y)£C 
where Y* is as above. 
We have immediately a weak duality theorem. 
Theorem 4.5: Weak Duality Theorem; If 4.2 eind 4.4 are 
feasible, then r^m for any pair (r,y) and (m,y*) of feasible 
solutions of 4.2 and 4.4 respectively. Also, both optima 
are finite. 
Proof ; Suppose (m,y*) is feasible for 4.4. Then, 
r + <y*,y> ^ in for all (r,y)£C. 
But if (r,y) is feasible for 4.2, then yeY and <y*,y> ^ 0, 
so that 
r + <y*,y> ^ m, 
and r ^ m. 
Since for every feasible solution to 4.2 r is greater 
than or equal some finite number [m is finite since (m,y*) 
is feasible], inf r must be finite. A similar argument 
(r,y)e LHc 
establishes that 4.4 must be finite also. // 
We now turn to our two conditions for duality and show 
Condition II is equivalent to a generalized Slater's condition. 
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Condition II: L^D C is not empty. 
Condition III; Lfl C^ is not empty. 
Proposition 4.5a; L^O C is not empty if and only if is 
not empty and there exists a feasible x with g(x)eY^. 
Proof : Suppose L^n C is not empty. There exists a point in 
C and in L^, say (r,y), and an open set (in the usual product 
topology on E^x ) , say J, with (r,y)GjCL E E^x Y. It is 
known that the projection of E^xonto*^, Q(r,y) = y» is 
continuous and open (Kelly, page 90, Theorem 2). Thus, 
y = Q(r,y)eQ(J), Q(J) c Y and open in ; hence yeY^. Since 
(r,y)EC also, i xeX with g(x) = y. Thus Y^ is not empty 
and there exists a feasible x with g(x)eY^. 
Suppose Y^ is not empty and there exists a feasible x 
with g (x) cY^. Define y=g (x) . Take r ^  f (x) and consider 
' ^ y \ s» c «a ^ e T s v* <9 .T T.y 4 4-V> ^ c .T f" ^ 
ycj^ C Y. The intersection of { (r,y) |reJ^,ye^} and 
{ (r ,y) 1 reE^ ,yeJ2} is in e\ Y and open in E^x^. Also, 
(r,y) is in the intersection, and thus an interior point of L. 
Since x is feasible, (r,^eC so that (r,y)£L^n c and the 
intersection is non-empty. // 
In the duality theorems which follow, we will separate 
C and sets of the form 
M = {(r,y)I r<r^, yeY}, 
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where 
r = inf r . In the case of Condition II, M will 
o 
(r,y)£L n C 
have an interior point when is finite, so that M and C 
can be separated. In the case of condition III, C has an 
interior point and hence C and M can be separated. We 
first show that M and C are disjoint. 
Lemma 4.6: Suppose r^ = inf r is finite. Then MAC = 4». 
(r,y) sLfl C 
Proof: Suppose not. That is, there is a point, say (r,y), 
in both M and in C. By the construction of M, r<r°, and MCL. 
Thus, (r,y)eLn C, contradicting the fact that r° = inf r 
(r ,y) eLH C 
We conclude that Ma C = $. // 
The interior points in L^A C or LH will play an im­
portant role in the proof of the duality theorems. Interior 
points generally have the following useful property. 
Lemma 4.7: Suppose B is a subset of a linear topological 
space X with real scalars, f is a linear functional on 46 and 
t is a scalar so that f(B) _< t. Then for bcB^, f(b)<t. 
Proof : Since b is an interior point of B, there exists an 
open set, say J with bcJcB. Since J is an open set in , J 
contains a set A which is absorbing at b (Wilansky, page 168, 
Facts vi and viii), and since f is a linear functional. 
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f(b)£f(A)^ (Wilansky, page 24, Corollary 1). Thus, since 
f(B) £ t, we have f(b) < t. // 
Finally, we have two results of Conditions TT and III 
which we will use in the proof of our duality theorems. 
Lemma 4.8: Suppose r^ = inf r is finite. If 
(r ,y) eLH C 
L^n C is not empty then M has an interior point. Further, 
there exists yeY so that for some a>0 (r^-a,y) is an interior 
point of M and (r^+a,y)eC. 
Proof : Let (r,y) be in L^n C. Since (r,y) is in L^, there 
is an open set J in E^x Y with {r,y)eJ. y = Q(r,y)eQ(J) = , 
an open set in "«j since Q is an open mapping. Also, 
since J c e ^ x Y ,  Q ( J ) c Y, so that yeY^. (r ,y) E L  r \  c also hence 
r ^ r^. Since (r,y)eC also, for any e>0, (r+e,y)eC, and for 
a = r-rg+E(>0) for some £>0, (r^+a,y)eC. 
Consider (r^-a,y). Since a>0, r^-a< r^. We have 
(r^-a,y)£{(r,y)I-®<r<r^, y£^}n{(r,y)1 reE^,yeY^} d {(r,y)] 
-°°<r<r^, yeT^ }n{ (r,y) I reE^ ,y£Y} = M. Thus (r^-a,y) belongs 
to an open set in E^x which is a subset of M and hence 
(r^-a,y)£ M^. // 
Lemma 4.9: Suppose r^ = inf r is finite. If Ln C^ is 
( r,y)e L  n  c  
not empty 'hen there is a point (r^+a,y)£ C^ with (r^-a,y)£M 
for some a>0. 
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Proof : There is a point (r,y) in LOC^, and since 
r = inf r , r>r . Let a be greater than r-r^. Since 
o — o o 
(r ,y) EL n C 
(r,y)£C^, there is an open set J with (r,y)ejcc^. We can 
translate J by a-r^, that is, we consider S = (a-r^/0)+J. 
By construction of C the translate is in C and since we 
have a linear topological space, S is open (Wilansky, page 
168, Fact v). Thus (r^+a,y) is interior to C. Since a>0 
and ycY, (r^-a,y) is in M. // 
Theorem 4.10: If Condition I holds and 4.4 is feasible and 
either Condition II or Condition III holds, then the inf in 
4.2 equals the maximum in 4.4. 
Proof ; Since 4.4 is feasible and since if either Condition 
II or III holds 4.2 is feasible, by the Weak Duality Theorem, 
r = inf r is finite. By Lemma 4.6, C and M are dis-
(r ,y) EL n c 
joint, and C is convex by assumption and M convex by construc­
tion. Since either C (Condition III) or M (Condition II and 
Lemma 4.8) has an interior point, the two sets can be 
separated by a continuous linear functional (Theorem 2.6) 
on . That is, there is a functional f and a scalar A so 
that : 
f (r,y) _< A ¥(r,z)£M, (4.11) 
cind 
f(r,y) >_ A V(r,y)EC . (4.12) 
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Since f is a continuous linear functional on a product 
space of linear topological spaces, we may write f as: 
f(r,y) = f^ (r) + (4.13) 
(Kelly, Namioka e^ al., page 120, Theorem 14.6). Since 
reE^, f^(r) = r* r (Wilansky, page 90, Example 1), and we 
use a representation ^2^^^ ~ tY>t where <•,*> denotes an 
appropriate linear composition. Thus 4.13 becomes 
f(r,y) = r*r + <y*,y>, (4.14) 
and 4.11 and 4.12 become 
r*r + <y*,y> A ¥(r,y)eM, (4.15) 
and, 
r*r + <y*,y> ^ A V(r,y)EC. (4.16) 
If Condition II is satisfied, then by Lemma 4.8, for 
some a>0 we have (r^-a,y) an interior point of M and (r^+a,y) 
in C. Applying Lemma 4.7 (using the fact that a product of 
linear topological spaces is a linear topological spaces, 
Wilansky, page 168, Example 4), and from 4.14 and 4.15 we get: 
r*(r^-a) + <y*,y><fh, (4.17) 
and. 
r*(r^+a) + <y*,y> ^ A . (4.18) 
If Condition III is satisfied, then by Lemma 4.9, for 
some a>0 we have (r^+a,y) in C^ and (r^-a,y) in M. Applying 
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Lemma 4.7 and from 4.14 and 4.15 we get: 
r*(r^-a) + <y*,y> ^ m (4.19) 
and 
r*(r^+a) + <y*,y> > m . (4.20) 
Combining 4.17 and 4.18 or 4.19 and 4.20, we get that 
for some a>0, 
r*(r^-a) + <y*,y> <r*(r^+a) + <y*,y> 
Thus we have: 
-r*a < r*a, 
or, 
r* > 0, 
and without loss of generality, we take 
r* = 1. (4.21) 
Applying 4.21 to 4.15 and 4.16 we, have that 
there is a y* and a scalar m so that 
r + <y*,y> < m V(r,y)eM, (4.22) 
Now, 4.22, along with the fact that Y is a cone, implies 
that 
t <y*,y> ^ m-r V t >_ 0 and V(r,y) sM. 
This can occur only if <y*,y> £ 0 ¥yeY. 
and 
r + <y*,y> > m ¥(r,y)£C. (4.23) 
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Thus y*£y* = {(y*|<y*,y> ^ 0 vyeY} .  
From 4.23, (m,y) is feasible for 4.4 since 
r + <y*,y> ^ m ¥(r,y)eC (4.24) 
Since (r,0)eM for all r'<r^, we have from 4.22: 
r < m ¥• r<r , 
— o 
hence 
m > r (4.25) 
— o 
By the Weak Duality Theorem, we have r^ ^  m for any 
(m,y*) feasible for 4.4, hence with 4.25 we have: 
m = r^ . (4.26) 
Combining 4.24, 4.25 and 4.26 we have the conclusion of 
the theorem since (m,y*) is optimal for 4.4. 
We note here that the assumptions made for this theorem -
C and M disjoint and convex with at least one possessing an 
interior insure that the two sets can be separated. In addi­
tion, a second role of the interior points, in conjunction 
with the structure of C and M, is to insure a non-vertical 
separating hyperplane. The restriction that Y be a cone is 
use to guarantee that y*eY*, which, in turn, is required by 
the conal arguments in the Weak Duality Theorem. 
The question of equality constraints is answered by 
Condition III. In Luenberger, for example, the general theory 
will not suffice when some constraints are equality constraints, 
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though it is suggested (Luenberger, Problem 1, page 236), 
for finite dimensional linear equality constraints, that 
a slight modification of the Slater condition may be used. 
On the other hand, following the above development, if 
Y = (Y^,0) for some closed convex cone Y^, we can use Condition 
III for duality without restriction on the mapping from to 
^, except for the condition that C is convex. 
In section C of this chapter two examples of programs 
where Condition II does not apply are given. In both, 
Condition III is satisfied. 
We now present two Corollaries to Theorem 4.10. 
Corollary 4.27; Suppose 4.4 is feasible. Condition I holds, 
and either Condition II or Condition III holds. If the inf 
in 4.1 is attained by x^ then the sup in 4.4 is attained by 
some point (m,y^*), and 
<yo*'9(Xo)>= Û. 
Proof ; The conditions in the corollary guarantee that the 
separating functional used in the proof of Theorem 4.10 exists. 
Thus for some (in,y*)^ we have 
r + <y*,y> ^ m ¥(r,z)£C, 
and m = r^. Now f x^eX so that g(x^)eY and f(Xg) = r^, and 
(f (x^),g(x^))eC. Thus we have 
f(x^) + <y^,g(x^)> > E = , 
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or, 
<y*,g(x^)> ^ r^ - f(x^) = 0 . (4.28) 
Since g{x^)eY and y*eY*, <y*/g(x^)> ^ 0, and combining 
this amd 4.28, 
<y*,g(x )> = 0. 
o 
Note that y* is also optimal for the sup problem and hence 
<yo*,g(Xo)> = 0» // 
The condition presented in the above corollary may be 
helpful at times in identifying x's which may be optimal. 
The second corollary may be helpful in the same way. 
Corollary 4.29; Suppose Condition I holds, r^ = inf r 
(r,y) eLH C 
is finite, and Condition II or Condition III is satisfied. 
Then there is an element y *ey* so that 
o 
r = inf [f(x) + <y *,y(x)>]. 
xeX 
Further, if x^ achieves the optimum in 4.1, then x^ achieves 
the optimum in inf [f(x) + <y *,g(x)>]. 
xeX ° 
Proof; By the construction exhibited in the proof of 4.10 
there exists an element y^*eY* so that (r^ry^*) is optimal 
for 4.4. By 3.42 and 3.45 (with Z = Y*), we have 
r^ = inf [f(x) + <yQ*,g(x)>]. 
xeX 
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By 4.27, if solves 4.1, we have <yQ*/g(x^)> = 0, 
and ffx^) = = inf [f(x) + <yQ*,g(x)>]. // 
xeX 
The next proposition gives us information directly 
about the value of the inf. 
Proposition 4.30: If problem 4.4 is infeasible cind Conditions 
I and II or Conditions I and III hold, then inf r = -«. 
(r,y) eLH C 
Proof: Suppose inf r = r^ > -®. Then, by the construction 
employed in the proof of 4.10, we can exhibit a feasible 
solution of 4.4, which is impossible. // 
We note that the other possibilities given for example 
in Theorem 3.37, cannot occur in the presence of Condition 
II or Condition III, since problem 4.2 must be feasible in 
the presence of either condition. 
B. The Saddle Point Dual 
We consider here a Saddle Point Dual. The saddle point 
problem is given by: 
Find x and y * so that 
o o 
L(x^,y*) ;< L(x^,y^*) < L(x,y_*), (4.31) 
VxeX and Vy*eY*, where 
L(x,y*) = f(x) + <y*,g(x)>, and 
y* = {y*|<y*,y> £ 0 VyeY}. 
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We focus on the Saddle Point Dual here since we can obtain a 
necessary and sufficient condition for the optimum to occur 
in 4.1. Luenberger proves essentially the same theorem.for 
normed linear spaces. We extend this to locally convex 
linear topological Hausdorf spaces. 
Theorem 4.32: Suppose Conditions I and II or Conditions I 
and III are satisfied, and r = inf r is finite. Then 
(r ,y) eLH C 
L(x,y*) = f(x) + <y*,g(x)> possesses a saddle point 
<x , y * >  if and only if x solves 
o o o 
inf f(x). 
g(x)eY 
xeX 
Proof: Suppose x_ solves inf f(x). Then by the construction in 
° g(x)eY 
xeX 
the oroof of 4.10. we have that 4 v *eY* such that 
- _ o 
<yo*,9(Xo)> = 0» (4.33) 
and, 
sup m 
(m,y*)eE^x Y* 
r + <y*,y> ^ m V(r,y)eC 
is attained, say by (f(Xg),yg*). 
Using Corollary 4.29, 
f(x^) = inf Lf(x) + <yQ*,g(x)>], 
xcX 
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so that, 
f(Xg) £ f (x) + <yQ*/g(x)> VxeX, 
or, using 4.33, 
L(x^,y^*) £ L(x,y^*) VxeX for some y^*eY* . (4.34) 
Also, 
<y*,g(x^)> £ 0 = <yQ*,g(x^)> Vy*eY* 
since g(x^)£y, so that 
f(x^) + <y*,g(x^)> < f(x^) + <yQ*,g(x^)> vy*EY*, 
and hence, 
L(Xo,y* )  < L (x^ ,y^* )  Vy*£Y* . (4.35) 
Combining 4.34 and 4.35, we get that there is an x^eX 
and a y^*eY* so that 
L(x^,y*) ^ L(x^,y^*) £ L(x,y^*) ¥xeX and ¥y*eY*. 
Suppose now that there exists (x^,y^*)£X Y* so  that 
L(x^,y*) £ L(x^,y^*) <_L(x,y^*) VxeX and VyeY. 
The left hand inequality gives 
<Y*/g(xQ)> < <yQ*,g(x^)> Vy*EY*, 
and, since Y* is a convex cone y* + y^^eY* for all y*eY*, 
so that we have 
<y* + y^*, g(Xg)> < <yQ*,g(xQ)> ¥y*£Y* , 
or. 
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<z*,g(x^)> ;< 0 ¥y*£Y* . 
By a modification of Proposition 1 on page 215 of Luenberger, 
we have 
g(x^)eY . (4.36) 
Consider the right hand side of the saddle point in­
equality, 
f(x^) + <yQ*,g(x^)> = f(x^) £ f(x) + <yQ*,g(x)> Vxex. 
In particular, if x^eX and g(x^)eY, we have 
f(Xg) ^  f(x^) + <yQ*,g(x^)> < f(x^), or 
f(x^) ^  f(x) ¥xeX with g(x)eY. (4.37) 
Combining 4.36 and 4.37 gives the desired conclusion. // 
C. Examples of Duality using 
Condition III 
We have mentioned previously that when one has a problem 
involving equality constraints one may turn to Condition III 
to obtain a dual. In our first example we present a situation 
where a non-degenerate cone may contain an interior point, 
but the cone under consideration is of the form (Y^,0), Y^ 
a closed convex cone. 
2 Our second example is posed in L [0,1], and the cone 
2 involved here is a non-degenerate one. However, in L [0,1] 
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the cone we use does not have an interior so that Condition 
II, the Slater condition, cannot hold. Again, by use of 
Condition III, one can obtain a dual. 
Example 4.38; Suppose X = % = C[0,l]x c[0,l], 
Y = {(f,0) 1 fee [0,1] and f>0}, 
ri 
f = x^ (t) x^ (t) dt. 
and 
g(x^,X2) = 
x^ (t) - h (t) 
X, (t) + A(s ,t) x^ (s) ds-1 (t) 
L ^ Jo -L 
where h{t) and l(t) are in C[0,1], and A(s,t) is so that 
1 
A(s,t)X,(s)ds £C[0,1] for all x-£ClO,l], and C[0,1] 
0 ^ 
denotes the space of continuous functions on the closed 
interval [0,1]. These of course, correspond to the problem 
A 
inf I x^ (t) x^ ( t) dt 
^ 0 -
subject to 
^ h (t) ¥te[0,l] 
x_ (t) + I A (s , t) x^ (s) ds = l(t) ¥t E[0,1], 
^ 0 
x^(t) EC [0,1], 
X^(t) EC[0,1]. 
Since constraints include an equality, we cannot use 
Condition II because the cone Y (defined above) has no 
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interior. 
We then consider the set C. 
fl 
C =  { ( r , 7 2 ) I r  ^  j  ( t ) ( t ) d t ,  ( t ) = x ^ ( t ) - h ( t )  
y2 (t) = X2 (t) + A (s , t) x,  (s) ds - l(t) 
0 
for some 
(X^,X2) £C[0,l]x C[0,1]}. 
As x^(t) varies over C[0,1] note that y^(t) varies over 
rl 
C[0,1], and having picked x,(t), A(s,t)x,(s)ds-1(t) is 
0 
a fixed point in C[0,1], and by proper choice of X2(t) we 
can obtain any function in C[0,1] from y2(t). Thus y^ and 
y2 trace out all of C[0,1]x C [0,1]. 
Since C[0,1] with the norm ||x||=max |x(t)| is a 
0£t<l 
normed linear space, it is a locally convex (Wilansky, page 
172, Example 5), linear topological space with a metric 
topology (Wilansky, page 167, Example 1) and is Hausdorf 
since it is a metric space. The product *1^ = C[0,1]X C[0,1] 
is also a locally convex linear topological Hausdorf space. 
Now consider the point (r,0,0) where r is to specified. 
There is an open set J in "U of the form {(y,,y_)jmax 1y,(t)|+ 
0;<t<l 
max |yv(t)| <a} . Also, there is a set D containing points 
0^t<l 
(x^,x2) which generates J, that is, g(x^,x2) = (y2'y2^ and 
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g(D) = J. From the form of J, and y2 with (y^,y2)£J 
are bounded, and by the form of y^ and y2/ we can set bounds 
for and X2 on D so that the objective function 
J x^(t)x2(t)dt can be bounded for all x^ and X2 in D. Let 
this bound be N. By the construction of C, 
S = {(r,y)IN+l<r<N+2, y&Q} is in C and by the construction of 
S, S is an open set in . Thus, (r,0,0) is an interior 
point of C for r = N + ^ for example, and Condition III holds. 
Example 4.39: Suppose = X = ^  [0 ,1] X [0 ,1] , 
Y = { (y^,y2) 1  y3_ (t) eL^[0,l] and y^(t)^0 ¥t£[0,l], i=l,2}. 
f = 
fl 2 
(x, (t) ) dt, and 
0 
(t) - h (t) 
g{XwX-) =-1 fl 
Ix,(t) + X(s,t)X, (s)ds-1 (t) 
^ Jo ^ 
2 
»  ^  ^ T r  ^ T T —* V. Wiic:j-c: il ciiiva m a^c: .u rJ 
f 1 r 1 2 2 
1 |K(s,t)| ds dt < =», and the space L [0,1] is the 
J oJ 0 
normed linear space of functions which are Lebesque measurable 
rl 2 
on [0,1] and for which 1 |f(t) | dt < °° . (In order to use this 
J 0 
as a normed linear space, we define equivalence classes of 
functions which differ only on a set of measure 0. Strictly 
speaking, the space is made up of equivalence classes). 
A problem from which the above might be found is given 
by: 
inf 
subject to 
f (X, 
J  n  ^  
6 5  
(t)-x^(t)) dt 
x^(t) ^ h (t) 
x^(t) + k (s , t) x^ (s) ds ^ 1 (t) / 
x^eL^ [0,1] 
XgEL^[0,1]. 
As in Example 4.38, the space L [0,1] is a normed linear 
space and hence a locally convex linear topological Hausdorf 
space when the metric topology is used. 
If we consider ygft) = Xgtt) + k(s,t) x^(s)ds-1(t) , 
k(s,t)x^(s)ds is we see that ygft) is in L [0,1] when 
in [0,1]. 
Lemma 4.40: if |" f |k(s,t)|^ ds dt «» then f k(s,t)x(s) 
p 'û'û 2 C 
Eir[0,l] for x(s)eL^[0,l]-
ds 
Proof: We wish to show 
1  , 2  I  
k (s, t) X (s) ds 1 dt) < 
0 
1 1 
r 
We first note that since k(s,t)| ds dt <°°, for 
almost all t, l^|k(s,t)] ds < so that for almost all t. 
k(s,t) eL [0,1] . 
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Now, 
([ 1 1 k(s,t)x(s)dsl ] ) 
0 
f p 
£ [1 1 k (s ,t) 1 1 X (s) 1 ds] , and 
^ 0 
2 
since for almost all t, k(s,t)£L [0,1], we can apply Holder's 
inequality, and we have the above quantity less than or equal 
[ (  
/I 
k (s ,t) 1 ^ds) ^ ( x(s) 1 ^ds) ^ . 
Since 
•1 fl 2 2 |k(s,t)| ds dt < <», and since xeL [0,1] 
J OJ 0 
we have 
1 
' 2 k(s,t)x(s)ds cL [0,1]. // 
0 
2 2 is then the space L [ 0 ,l]x L [0,1] and it is easy to 
see that g{x^,x2) can take on any point in with proper 
choice of x^ and x^. Note that the cone 
Y = { (y^,y2) 1  [0 ,1] and y^fti^ O  Vtc [0,1] , i=l,2} can 
be shown to have no interior points so that Condition II 
cannot be used. 
Consider the set C. 
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2 C = •t(r,y, ,y^)l r, ^ (x, (t)-x_ (t) ) dt, 
i z X JO 
" x^(t)-h(t) 
y 2 = ^2 ( t )  +  I k (s , t )  (s) ds - l ( t ) ,  
for some 
(x^fx^) < L^[0,l]x L^[0,1] }. 
We show that for some r ,  (r,0,0) is an interior point of 
C. Let J = { I I I(t) I I+i Iy2(t) I I < a}. J is open in 
fl 
the topology of "y. . Since h, 1, and k (s ,t) (s) ds are in 
0 
2 
L [0,1] , and y^ and y2 bounded, there are bounds on x^ 
and x 
function 
- for any x, and x_ so that g(x ,x,)£J. Hence the 
rl 2 
(x, (t)-x-j{t)) dt is bounded above by some finite 
J 0 
number, say N. By the construction of C, we have the set 
S = {{r,y^,y2)I N+l<r<N+2, (y^fy^)^^} in C, and S is open 
in E^x *U. • Thus for r = N 3/2.- (r.-0,-0) is an interior 
f 
point of C and Condition III holds. 
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V. DUALITY WITHOUT INTERIOR CONDITIONS WHEN Y IS 
NOT NECESSARILY {0} 
In Chapter II several theorems were given concerning 
separation of convex sets. We use Theorems 2.8 and 2.10 to 
derive some duality results here. As we have seen in Chapter 
IV, interior conditions were important to guarantee non-
vertical separating hyperplanes. Since we can guarantee a 
non-vertical hyperplane when the two sets are strongly or 
strictly separated, we turn to such results here. We use 
the rather standard result (as in Chapter III) that we can 
separate a compact set from a disjoint closed set when both 
are convex. Also, we use a result of Klee [10] in the case 
of finite dimensional space and separate two special dis­
joint closed sets. 
A. Duality Using a Compact 
Subset of C 
We have defined C previously as C = {(r,y)| r^f(x), 
y=g(x) for some xeX}. Intuitively it may seem waste­
ful to take "everything above" f(x) since these 
points of C would appear to add nothing useful as far as 
feasible solutions go. We consider here a compact subset of 
C, and carry through our duality results without interior 
assumptions. 
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Definition 5.1: Suppose = inf r is finite. For 
(r ,y) eLH C 
k > r^, we define 
= {(r,y) If(x) £r<k, y= g(x) for some xeX}. 
We will find it helpful to think of as a "cut off" 
C. 
Proposition 5.2: = {(r,y)£C| r^k}. 
Proof : The proof is immediate. // 
We now consider the problem: 
inf r , (5.3) 
(r ,y) eL D 
where L, as previously, is {(r,y)|reE^, yeY}. We assume here 
Y is a closed convex cone. 
Wo V» ^  TTO 4-Vi o -fry 1 1 'rs rr +- foo T-\>-r>T->r>c *» +- t  c wV»OQ o "r-oo "F S 
are immediate. 
Proposition 5.4: r^ = inf r = inf r 
(r,y)£Lnc (r,y)ELnD^ 
for r < k. 
o 
Proposition 5.5: inf f(x) is attained if and only if the inf 
g(x)zY 
xcX 
in 5.3 is attained. 
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Proposition 5.6: If C is convex then is convex. 
We will need c-normality (Definition 3.30) so that C 
and (r^-e,Y) and hence and (r^-0,Y) will be disjoint. 
The dual we consider here is: 
sup m , (5.7) 
(m,y*) Y* 
r + <y*,y> ^ m ¥(r,y)e; 
where 
y* = {y*|<y*,y> £ 0 VyeY}. 
At times this dual may be easier to work with than a 
dual involving C. In the case that for every xeX } (r,y)eD^, 
where f (x) £ r £ k and y = g(x), then it is easy to see that 
5.7 reduces to: 
sup m , (5.8) 
(m,y-)£E^x Y" 
f (x) + <y*,g(x)> ^ m ¥x£X 
or, 
sup inf [f(x)+<y*,g(x)>1. (5.9) 
y*eY* xeX 
The proof of this is the same as those given in Section 
D of Chapter III. Here we will work with 5.7. 
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Proposition 5.10; Weak Duality Theorem: If the inf problem 
5.3 and the sup problem 5.7 are feasible, then for any 
pair of feasible solutions, (r,y) of 5.3 and (m,y*) of 5.7, 
r ^  m. Also, both optima are finite. 
Proof : The proof is similar to that of other Weak Duality 
Theorems, for example. Proposition 4.5. // 
Proposition 5.11: Suppose Condition I holds, inf r is 
(r,y)eL n C 
e-normal, 5.3 is feasible, and 5.7 is feasible. Then 
inf r = sup m 
(r,y)£LnDj^ (m,y*)eE^xY* 
r + <y*,y> ^ m V(r,y)ED^ 
for a.'.l k so that D^ is compact. 
 ^ C  ^ J C  ^•• T k 
 ^ CXI 1 / CLU_ C CLO JLA./JL ^  f  ^^ A. J. 
(r,y)eL n c 
is finite and D^ is defined for some k > r^. Consider any 
k so that D^ is compact. 
By the e-normality assumption, Cr\(r^-e,Y) is empty 
for all £>0. Hence for any £> 0 we have D^ (1 (r^-£,Y) empty. 
Now, Dj^ is compact by assumption and convex by 5.6, and 
(r^-e,Y) is closed and convex. Thus there exists a continuous 
linear functional f and a scalar A so that £ E 
f^(r,y) > V(r,y)ED^, (5.12) 
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and, 
f^(r^-e,y)< VyeY . (5.13) 
Since we are dealing with a continuous functional on a 
product space, we may write the functional as the sum of 
continuous linear functionals on the factor spaces, and 
using the dual spaces of and , we have that there is 
and y^*£'i^* so that 
f^*r + <$^*,y> > V(r,y)eDj^ (5.14) 
and, 
r *(r -e) + <y *,y><m -VyeY . (5.15) 
e  o  £  e  
By the feasibility of 5.3, there is a point (r^+e,y) 
in with yeY, and from 5.14 we get: 
r^*(r^+e) + <^^*,y> > m^ . (5.16) 
Combining 5.16 and using 5.15 for the particular y, we get; 
r *(r - e )  + <9_*,y> <£ *(r + e )  + <9_*,y>, and from this 
W L.) Cf Cf Va/ o 
r^* > 0. 
Letting y * = ^ y * and m = —^ m , we have from 
G 2 * ^ ^ 
e e 
5.14 and 5.15: 
r + <Y*,Y> > m ¥(r,y)eD, , (5.17) 
and. 
r^-e+ <y *,y> < m VyeY . (5.18) 
o ^e ^ e 
Since Y is a cone, OeY, and from 5.18, 
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r -£ < m . (5.19) 
o E 
Also note that from 5.18, since tyeY for yeY and Vt^O, 
t<y *,y> < m - r +e. 
^ E o 
Thus we must have <y^*,y> ^ 0, and combining this with 5.17, 
(m^,^ *) is feasible for 5.7 since y^*EY*, and 
r + <y^*,Y> > m^ V(r,y)ED^. (5.20) 
Finally, combining 5.19 with the fact that (m^,y^*) 
is feasible and the weak Duality Theorem, we find a feasible 
(m^,y^*) with m^ arbitrarily near the upper bound on m, 
namely r_. In other words, 
o 
sup m = r^ . // 
(m,y*)£E^X Y* 
r + <y*,y> >_ m ¥(r,y)ED^ 
Proposition 5.21: For all k for which is defined and com­
pact, the inf in 5.3 is attained. 
Proof : We have 
infr = inf P(r,y) , 
(r ,y) EL n D^^ (r ,y) sL n D^ 
P is continuous, LHD^ a subset of , and, since L is closed 
and D^ closed (Wilansky, page 162, Theorem 2), LHD^ is a 
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closed subset of the compact set and therefore is 
compact (Wilansky, page 161, Lemma 2). Hence P(LnDj^) is 
compact (Wilansky, page 161, Corollary 1) and being a sub­
set of E^, is also closed. Therefore a limit point of 
P (L n D^) is in PfLAD^); in other words, the inf is 
attained. // 
Since the definition of depends on the feasibility 
of 5.3, we do not consider alternatives where 5.3 is in-
feasible. Also, as Proposition 5.21 points out, when is 
defined and compact, the inf cannot be -°°. We have assumed 
enough here to guarantee that 5.7 will be feasible. 
B. A Finite Dimensional Space 
Specialization 
Here we consider the case where is finite dimensional. 
A result by Klee [10], given as Theorem 2.10, will be used 
here to give duality results. We will not use normality or 
c-normality as such for we will need C closed for Theorem 2 
to be applicable anyway; thus normality will automatically 
hold. The second condition we will need for Theorem 2 is 
that the boundary of C contains no ray. Showing this may at 
times be harder than showing an interior condition holds. 
We write down our primal and dual for easy reference, 
inf r , (5.22) 
(r,y)eL 0 C 
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where L is constructed from a closed convex cone Y. 
sup m . (5.23) 
(m,y*) eE^x Y* 
r + <y*,y> 2. ^  ¥(r,y)£C 
Proposition 5.24: Weak Duality Theorem; If 5.22 and 5.23 
are feasible and if (r,y) is feasible for 5.22 and (m,y*) 
feasible for 5.23, then r^m. Also, the optima are finite. 
Proof: See the proof of Proposition 4.5. // 
Proposition 5.25: Suppose Condition I holds, 5.22 and 5.2 3 
are feasible, and C is closed and contains no ray in its 
boundary. Then 
inf r = sup m 
(r,y) EL n e  (m,y*)£E^ x  Y* 
r + <y*,y> ^ m ¥(r,y)eC 
Proof; By the Weak Duality Theorem r = inf r is finite. 
o 
(r,y) EL n C 
Since C is closed convex and contains no ray in its boundary, 
and since (r^-e,Y) is convex and closed for all e>0, with 
cn (r^-£,Y) = (p, there is a continuous linear functional 
f and a scalar A so that 
£ £ 
f^(r,y) > ¥(r,y)EC, (5.25) 
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and, 
f (r -£,y) < A ¥ye;Y . (5.26) 
e o ^ 
The proof now proceeds as that of Proposition 5.11 
starting from equations 5.12 and 5.13. // 
Proposition 5.27: If 5.22 is feasible, C a closed convex set 
with no ray in its boundary, and if 5.2 3 is infeasible, then 
inf r = 
(r,y0Ln C 
Proof : A proof similar to that of 4.30 suffices. // 
C. Duality Using Compact Y 
The next step is to ask whether one can substitute a 
compact set involving Y. The easiest way is to assume 
that Y is compact and separate C and (r^-£,Y). We will be 
CL&V u. W LlOC O "XXW J.1LICLU. JU llC C f O 0.1X^ 0 W C W CLA* ^  \ .A- ^  f ^  j 
disjoint from C. 
Consider: 
inf f(x) (5.28) 
g (x) eY(C *1^ 
xeXc*, 
where f, g,X and are as before, but now Y is a convex 
compact set. Our geometric version is: 
inf r (5.29) 
(r,y) £L n C , 
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where L and C are as before. 
One advantage of compact Y is that a closure condition 
is sufficient for the inf to be attained. 
Proposition 5.30; If r^ = inf r is finite and LH C is 
(r,y) eLH C 
closed, the inf in 5.29 is attained. 
Proof : By the definition of inf, for every £>0 f (r,y)eLn C 
so that r-e:<r^. We can then define a sequence (r,y)^ = 
(r^,y^) with r^-^r^ and y^cY (since (r ,y) ^eL O C cL) . Since Y 
is compact, for the sequence y^, there is a subsequence y^, 
which converges to a point in Y (Wilansky, page 161, Theorem 
1). The subset r^ converges to r^ also (Wilansky, page 157, 
Theorem 1). Thus P(r^',y^') = r^'^r^ and Q(r^',y^') = y^ 
-> ycY, so that (r^',y^') = (r,y)^ (r^,y) (Wilansky, page 
151, Theorem 8). Since LfiC is closed and since (r,y) ^ ' 
eLn C, (r^,y) cL n C. Thus there is an xeX with g (x) eY and 
f(x)=r^, and the inf in 5.2 8 is attained. // 
Unfortunately we are not able to use the same dual we 
have in the past. If we consider the results of Chapter IV, 
we note that for optimal x^ and y^*, we had <yQ*,g(x^)> = 0. 
When we consider compact Y, we do not necessarily get this 
result, and we must carry a term of this type in our dual. 
Our dual then becomes: 
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sup [in-sup<y* ,y>] . (5.3) 
(m,y*) £E^X I^* (r,y) £ L n c  
r + <y*,y> ^ m V(r,y)£C 
Proposition 5.32: Suppose 5.2 9 is feasible, e-normal, 
r = inf r is finite and Condition I holds. Then 5.31 
o 
(r,y) cLn C 
is feasible and r^ = sup [m-sup <y*/y>]» 
(m,y*) eE^X (r,y)cLnc 
r + <y*,y> ^ m V(r,y)eC 
Proof : Let £>0 be fixed. Since (r^-£) is compact in E^, and 
since Y is compact in , then (r^-£,Y) is compact in E^X ^ . 
Also, (r^-£,Y) is convex, as in C, and (r^-£,Y)n c is empty 
(£-normality and Proposition 3.26), so that by Theorem 2.8, 
(r^-£,Y) and C can be strictly separated. Thus we have that 
there exists a continuous linear functional f^ and a real 
scalar so that 
fg(r,y) > ¥(r,y)£C , (5.33) 
and, 
f^(r^-£,y)< V yeY . (5.34) 
Since we are considering a continuous linear functional 
on a product space, we may take the functional to be a sum of 
continuous linear functionals on the factors (Kelly and Namioka, 
page 120, Theorem 14.6). Thus there exist r^*£E^ and y^*£^^ so 
that : 
r^*r + <9^*,y> > V{r,y)eC, (5.35) 
and, 
£• *(r -e) + <9 *,v> <A ¥veY . (5.36) £ O 'E ' £ 
Since 5.29 is feasible and has inf equal there is a 
point (r^+£,y) C with yeY. Thus from 5.35 and 5.36 we have: 
r^*(rQ+£) + <9^*,y> >f^*(r^-£) + <^^*,y>, 
or, 
r^* > 0. 
Thus we mav take v * = ^ 9 * and m = ^ A , so that 
-e 2 * -E e ^ * e 
£ £ 
5.35 and 5.36 may be written: 
r + <y^*/y>>ni^ ¥(r,y)£C, (5.37) 
and, 
r^-e + <y^* ,y> < m^ ¥y£Y. (5.38) 
Since we have C in 5.37 and since Y is compact, 
and since we have inf r = inf r (Proposition 3-17) 
(r,y)£Lnc (r ,y) eL n  c  
for some y£Y with (r^,y)£C, from 5.37 we have 
+ <y *,y> > m^. (5.39) 
But, sup <y^*,y> _< <yg*,y>, so that from 5.39 we get: 
(r,y) £Ln c  
r + sup <y *,y> > m . (5.40) 
o ^£ ^ £ 
(r ,y) £L n C 
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Replacing <y^*,y> by sup <y^*/y> in 5.38 (since Y is 
(r,y) eLn C 
compact and y^* continuous), we have: 
r^-e + sup <y^*,y> < . (5.41) 
(r, z) eL n C 
Combining 5.4 0 and 5.41, we see that 
rQ-E < - sup <y^*,y> < . 
(r, y) eL n c 
As E goes to 0, we have m^ and y^*, feasible for 5.38 by 
5.37, arbitrarily close to r^, the upper bound of 
m^ - sup <y^*,y>. Thus, 
(r ,y) eLD C 
sup [m - sup <y*,y>] = r^ . // 
(m,y*)GE^x1j* (r, y) eLn c 
r + <y*,y> ^ m ¥(r,y)£C 
We note that these problems with a compact Y have a 
built in duality gap if we consider the usual dual. Of 
course, the magnitude is given by sup <y^*,y> if we have a 
(r,y)EL n C 
Y q* optimal in the dual. 
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VI. DUALITY AND THE NEYMAN-
PEARSON LEMMA 
An example of an abstract program of interest to 
statisticians is the Neyman-Pearson problem, given by 
r 
4) (t) f^ (t) du max 
4» 
subject to 
r 
#(t)f^(t)du = a^, i=l,2,...,m 
0<_(j)£l, 
where all restrictions on the functions f and on (p are given 
below. 
We use the Neyman-Pearson problem to illustrate, 
respectively in Sections A, D and B and C, aspects of the 
duality theory developed in Chapters III, IV and V. Isii 
has also applied duality theory to the problem, but must 
assume a certain interior point condition, which we are able 
to dispense with, in order to obtain sufficiency results. 
Francis and Wright [2] consider a problem for which a 
generalized form of the Neyman-Pearson problem is a dual. 
Francis and Meeks [1] consider saddle point conditions for the 
same generalized form. Meeks and Francis [19] consider duality 
for a non-linear version of the problem. In these last three 
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works the aim is not to imbed the problem into a general 
programming theory; the same is true as well of the work on 
the problem given in Lehmann [14]. 
In Section A we deal with the case of equality constraints 
using the duality theorems of Chapter III. We obtain the 
sufficiency results found for example in Lehmann for this 
case. In Section B we consider inequality constraints, again 
obtaining Lehmann's sufficiency results. Section C deals 
with general cone constraints. 
In Section D we bring the duality theory of Chapter IV 
to bear on the problem. Here we are able to obtain necessity 
results given by Lehmann when an interior condition is present. 
Because our theory of Chapter IV is valid under several 
interior conditions, we are able to give a new interior con­
dition under which we are able to obtain the necessity re­
sults. The necessity results are also extended to the 
general cone case. 
A. Equality Constraints 
The problem we consider here is 
sup f(x) (6.1) 
subject to g(x) = 0 
xeX, 
where 
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$ = X 
f (x) = 
Y = 0, 
g (x) = 
* (t) (t) du, 
^ r  
(+) (t) ( t) du 
4) (t) f^^t) du 
X = {(!)| 0 <4)(t) <ll teT, and $(t) is measurable u} , 
and the integrals are taken over the space T, where (T,® ,u) 
forms a measure space for some o-algebraG , and all f^, 
i =0,1,2,...,m are integrable with respect to u. We take X 
to be the linear space of equivalence classes of functions 
formed by considering all bounded measurable-u functions, and 
forming equivalence classes of functions which differ only 
on a set of measure 0. ^ in this case is E^. 
^ ^  V *  lO ^  a  ^  " 1  ?  v a  f  ^  i  n  o *  
in the constraints are of the form 
; 
4) (t) f (t) du, f integrable. 
4) measurable and 0<4)(t)<l. We know that 4>(t)*f(t) is measur-
I du < [I able. Also, f | 4) (t) f (t) | du = 
J 
(t) f (t) 
J 
f (t) I du < 00 
so that 4) • f is also integrable and all of the integrals exist. 
Let us now consider C. C is a set in of the form 
C= { (r,y^ ,y2, - . . ,yj^) 1 r<J 4) (t) f^ (t) du. 
^i = ^i" 4)(t)f^(t)du for some 4)eX}. 
Note that C is convex. 
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Also, 
L = {(r,0,0,...,0)1 reE^} 
Lemma 6.2: C is closed. 
Proof : Define the set H as 
H = { (|(+) (t) f^ (t) du, (t) f^ (t) du, . . . ,|()) (t) f^(t)du) 1 
OEX}. 
We first show H is closed. H is a set in and we consider 
a sequence {h^} with h^cH and h^->h. For every n, there is a 
cp^(t) so that 
n ( I 
h = ( : 4) (t) f (t) du, ..., (J) ( t) f ( t) du) . 
n o n m 
Consider the sequence {(J)^(t)}. By the weak compactness 
theorem (Lehmann, page 354) there is a sequence {4) (t) } 
^i 
and a measurable function 0*^ so that fi)_ (t)p(t)du -+ 
r . J "i 
(t)p(t)du with 0^(|)^1 for all integrable p(t) . Thus, the 
n. f G 
subsequence {h converges to h, where h=(|6 (t)f^(t)du,..., 
(î>° ( t) f^ ( t) du) . But, since {h^} is a convergent sequence, 
h^^h also. Since h is in H, H is closed. 
To show C is closed, we apply Proposition 5.10 of Van 
Slyke and Wets noting that in this case we satisfy all 
assumptions called for. // 
With C closed we have first that if there exists a 
feasible à, there exists a with g(&°)=0 and attains 
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the maximum in 6.1 since L0 C is closed (Proposition 3.10), 
and second, LHC = LHC. We can apply the main duality re­
sult of Chapter III (Theorem 3.37) if the following dual is 
feasible : 
inf m (6.3) 
(m,y*) eE^x Y* 
r + <y*,y> _< m ¥(r,y)cC, 
where 
Y* = {y*l<y*,y> ^ 0 VycY}. 
Note that we now use the positive conjugate cone and the in­
equality in the dual is changed since we are working with a 
sup problem. In this case, since Y = 0, we have Y* = E^. 
Consider the form given as 3.39: 
inf m 
(m,y*) eE^x 
r 
<fi (t) f^ (t) du + Sy^*(a^- 4) (t) f^ (t) du) £m ¥(peX 
We se®- that the point ( 
6.3 is always feasible. We also note tha 
f^(t)|du, 0) is feasible. Hence 
sup [f*(t)f (t)du + Zy.*(a.- [ (^t) f . ( t) du) ] < ® 
<p£X J ^ J 
since all functions f involved are integrable and 4» 
is bounded. By Proposition 3.45, we have the dual: 
86a 
f f inf sup [ $ (t) (t) du + (a^-j <j (t) f (t) du) ] 
yeE" 
= inf sup [ ç(t)(f^(t)-Zy^f^(t))du + Zy^a^]. (6.4) 
yeE^ (f)EX 
Consider 
sup [ j ct> (t) (f^ (t)-Zy^f^ (t) ) du + Zy^a^] 
(|)EX 
(6.5) 
for a fixed y. We can find a necessary and sufficient condi­
tion for the optimum, for 6.5, namely o(t)=*y(t) where 
4y(t) =i 
--0 when f^ft) < Zy^f^(t), 
b(t) when fQ(t) = Zy^f^(t), 
"1 when fg(t) > Zy^f^(t) , 
( 6 . 6 )  
where b(t)ex. 
Let h(y,t) = f^(t) - Zy^f^(t). The dual, 6.4, reduces to; 
inf [ * (t) h(y,t)du + Zy^a^] 
yeE m 
f f. 
= inf [ j h(y,t)du + j b (t) h (y, t) du + Zy%a^] 1 X 
,m yeE h(y,t)>0 h(y,t) = C 
= inf I j f^ (t) du + 
,m 
b (t) f^ (t) du 
yeE h(y,t)>0 h(y,t) = 0 
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+ Zy^ (a^-j (t) du - j b (t) f^ (t) du) ] 
h(y,t)>0 h(y,t)=0 
A sufficient condition for y to achieve the inf is 
given by: 
Proposition 6.7: If y is such that 
^i = f^(t)du + b(t)f^(t)du, i=l,2,. • / in / 
h(y^,t)>0 h(y^,t)=0 
then y minimizes 
o 
h(y,t)du + b(t)h(y,t)du 
h(y,t)>0 h(y,t)=0 
Proof; Let y be any vector other than y^ and consider the 
following seven sets: 
= {t|h(y,t)> 0>h(y^,t)}/ 
= {t|h(y,t) >0=h(y^,t)}. 
= {tlh(y^,t) ^h(y,t)>0}, 
= {t|h(y,t) > h(y^,t)>0}. 
A^ = {t h(y^,t)>0>h(z,t)}. 
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Ag = {t|h(y^,t) = 0 = h(y,t)}, 
and 
Ay = {t|h(y^,t) = 0 > h(y,t)}. 
We have the following: 
{t|h(y,t) > 0} = A^UA2'JA^uA^ , 
and A^, A^ and A^ we mutually disjoint. 
{t|h(y^,t) >0} = A^UA^UAj , 
and A^, A^, and A^ are mutually disjoint. Finally, 
{t|h(y^,t) =0} = A2UAgUAy and 
A^, Ag and A^ are mutually disjoint. 
Now, 
f f 
Za^^y^ + h(y,t)du + b(t)h(y,t)du 
—Za.y . — 
h(y,t)>0 h(y,t) = 0 
r 
-i-'oi ~ jb(yo't)du - Jb(t)h(y^,t)du 
h(yg,t) > 0 h(y^,t) = 0 
= Zy\[ f^(t)du + jb(t)f^(t)du] + h (y ,t) du 
h(yQ,t)>0 h(y^,t)=0 h{y,t)>0 
+ 0 - ly • [a.- If.(t)du - fb(t)f.(t)du] Ol 1 
h(yQ,t)>0 h(y^,t)=0 
- ff^(t)du - b(t)f_(t)du 
J o o 
h(y^,t)>0 h(y^,t)=0 
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r f j h ( y , t ) d u  -  [ f ^  ( t ) ( t )  ]  d u  
h (y,t)>0 hCy^/t) >0 
jb(t)[f^(t)-Iy^f^(t)]du - 0 
h(y^,t)>0 
= [h(y,t)du - rh(y,t)du 
h(y,t)>0 h(y^,t)>0 
b (t) h (y, t) du 
h(y^, t) >0 
h{y,t)du - h(y,t)du 
A-UA^UA-<JA. A-UA.UAr 1 2 3 4 3 4 5 
b (t) h (y, t) 
? 11 ? 11? 
"^ 2 *""6 ""7 
r f f h(y,t)du + h(y,t)du - h(y,t)du 
b (t) h (y, t) du 
[h(y,t)du +f [1-b(t)]h(y,t)du -[ h(y,t)du . 
i J A^ J Ar 
Since h(y,t) > 0 on A^, and since l-b(t)^0 Vt and 
h(y,t)>0 on A^ and since h( y, t) ^0 on A^, the above term is 
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non negative, hence achieves the minimum. // 
b(t) may be considered to be a function whose value we may 
choose to help in the search for y^. 
We note that the minimum value of the dual is 
Sa^y^^ + jh(y^,t)du + b (t) h (y^, t) du 
h(yQ,t)>0 h(y^,t)=0 
f^(t)du b (t) f^(t)du] 
h(yQ,t)>0 h(y^,t)=0 
(t) du + b (t) f^ (t) du 
h(y^,t)>0 h(y^,t)=0 
f^(t)du + b(t)f^(t)du . 
h(y^,t)du h(y^,t)=0 
We know that the sup problem has a dual, say , hence 
since the primal and dual are equal at their optima. 
4^ (t) f^ (t) du 
and we can take 
f^(t)du 
h(yQ,t) >0 
b (t) f^ (t) du, 
h(y^,t)=0 
0 when fQ(t)< Zy^^f^ft) , 
<f>^(t) = (t) =-{b (t) when f^ft) = Zy^ f^(t), 
1 when f^Ct) > Zy^^f^ft), 
since our calculations have shown (p (t) is feasible. yc 
we have shown : 
Thus 
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Proposition 6.8: If 6.1 is feasible and if there exists 
vector y so that 
o 
^i = 
r f 
f^(t)du + b(t)f^(t)du. 
hCy^/t) >0 h{y^,t) = 0 
for 
i = for any b(t)eX, then 
4) (t) =• 
0 when h(y^,t) < 0 
b(t) when h(y^,t) = 0 
L 1 when h(y^,t) > 0 
maximizes 
4) (t) f^ (t) du 
subject to 
^i ~ J $(t)f^(t)du, i=l,2,...,m 
(})eX. 
B. Inequality Constraints 
A variation of the Neyman-Pearson problem is 
r 
max 
9 
tj) (t) f (t) du ( 6  
subject to 4) (t) f (t) _< a, i=l,2,...,m. 
4)£X. 
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We will use the duality theory of Section A of Chapter 
V here. Note that since we are maximizing, we cut C off 
below, that is. 
= { (r,y) 1 k_<r^j (j) (t) f^ (t) du, y^ = a^- 0(t)f^(t)du 
for some 
*EX} . 
Since the f^'s are integrable, and 0 is bounded and 
measurable, there exist vectors U and L so that for 
• — — 
^o 
r 
"o 
^1 < ^1 < ^1 
/m 
that is, 
r 
Y-
m 
is in G, a compact set 
If we take K = min 
4)EX 
(t) f^ (t) du , 
we have that for every <pcX, there is a (r,y) Also, 
is closed (D^ can be written as C 0 { (r,y) | r>_k,yc and C is 
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closed), and a subset of a compact set, hence compact. By 
Proposition 5.21, if 6.9 is feasible, the sup is attained. 
We may then apply Proposition 5.11, assuming the primal 
feasible, and using the inf-sup form of the dual, and 
noting that 
sup [ 
4)EX 
0(t)[fg(t)-Zy^f^(t)]du] is always finite, we have; 
inf sup [ 
y>0 (peX 
i p ( t )  (f^ (t)-Zy^f^ (t) ) du +Z , 
and for each y^O the sup can occur when and only when : 
.0 
<P i t )  '  y 
when f^(t)< Zy^f^(t), 
b(t) when f^ (t) = Zy^f^(t) , 
1 when f^(t) > 2y^f^(t) , 
for any b(t)cX. 
The problem we are left with for the dual is then 
inf [ h(y,t)du + b(t)h(y,t)du + ly^a^) ] , 
y^O h (y,t) >0 h(y,t) = 0 
and by Proposition 6.7, we see that if there exists a y^^O 
so that 
a. — 1 f^(t)du + b(t)f^(t)du. 
h(y^,t)>0 h(y^,t)=0 
we attain the inf. By an argument like that which we used 
prior to Proposition 5.8, we have: 
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Proposition 6.10; If 6.9 is feasible and if there exists a 
vector y with y >0 so that 
o o— 
aj^ = I f^ (t) du + b(t)f^(t)du, for 
h(y,t)>0 h(y,t)=0 
i=l,2,...,m, for any b(t)eX, then 
^ 0 when f^(t) < Zy^^f^(t), 
* (t) = -j b(t) when f^ (t) = Zy^^f^(t), 
^1 when f^ (t) > Zy^j^f(t) , 
maximizes 6.9. 
C. General Cone Constraints 
Until now we have dealt with special cases of the 
Neyman-Pearson problem in order to demonstrate some of the 
theory developed in this thesis. We add little new in the 
way of applications here, rather we simply note that the 
calculations we have done so far in this chapter can be 
generalized to any closed convex cone Y. One of the benefits 
of the consideration of C and L, with the separation of the 
influence of the two sets X and Y is that as we consider 
problems with different Y, we need make no new considerations 
regarding C, rather all that we have done previously con­
cerning C is of immediate use to us now. Thus we may for 
94 
example use the facts that C is closed, and for 
k = sup (^) (t) f^ (t) du, we have that the subset of C is 
compact. We write down our primal for easy reference; 
(p (t) f^ (t) du sup 
(pex 
a^ - I 4) (t) f^ (t) du 
(6.11) 
4) (t) f (t) du 
m 
e Y ,  
where X is as in Problem 6.1, and Y is a closed convex cone. 
We note that since is compact, by Proposition 5.21, 
if 6.11 is feasible, then the inf is attained. 
By previous considerations, we have the optimum of 6.11 
equal 
inf sup [j 4) (t) (f^ (t)-Zy^f^ (t) du) + Sa^y^] 
yeY* 4)EX 
where Y* is the positive conjugate cone of Y. 
Our arguments are the same as those used in Sections 
A and B (Proposition 5.11 and Proposition 6.7 with y^ 
restricted to Y*) to show: 
Proposition 6.12: If 6.11 is feasible and if there exists 
a vector y^eY* = {y*ly**y^O yeY} so that 
for a^^ = |f^(t)du + |b(t)f^(t)du 
h(y^,t)>0 h(y^,t)=0 
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i = 1 , 2  9  • • •  i  m for any b(t)£X, then 
^0 when f^(t)< Zy^^f^ft) 
cj)(t) = 'b(t) when f^ft) = Zy^^f^ft) 
when f^ft) > Zy^^f^(t) 
maximizes 6.11. 
D. Necessity Results 
Here we consider results which give us the form of the 
maximizing function of 6.11. Of course, special conditions 
must be satisfied before these results carry through, and in 
general an interior condition will suffice. The first 
theorem below provides a basis for all the results 
we give here. We give special consideration to the cases 
y = {0} and Y = 
For future reference we write the constraints of 
Problem 6.11: 
Proposition 6.14: Suppose either Condition II or Condition 
III is satisfied. Then there exists a y^*EY* so that for 
r 
a^ - 4) (t) f^ (t) du 
( 6 . 1 3 )  
some of the form 
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0 when f (t) < Zy •*f.(t) 
4(t)={b(t) when f (t) = Zy .*f . (t) 
1 when f (t) > Zy 
(6.14) 
for any b(t)eX, with and satisfies 6.13. 
Further, if (})' satisfies 6.13 and is in X, then a 
necessary condition for 4)' to attain the maximum in 6.11 is 
that <p' be of the form 6.14. 
Proof: The conditions for Theorem 4.10 are satisfied as 
are those for Corollary 4^29, hence we have that there exists 
a y^*EY* so that, when 4)^ maximizes 6.11, then 
We note that for any b(t)£X, the sup term in 6.15 is 
maximized by <}>' if and only if is of the form 6.14. Thus 
if 4)^  maximizes 6.11, then from 6.12, 4)^  is of the form 6.14, 
so that the form 6.14 is necessary for the maximization of 
6.11. The existence of a y * and a 4> of the form 6.14 with 
o o 
4)^£X and satisfying 6.13 is automatic. // 
We present as Corollaries the cases Y = {0} and Y = 
j 4>Q (t) f^ (t) du 
= sup [ 4)(t) (f^ (t)-Zy^j^*f^ (t) ) du + Zygi*a^] 
^o'-' ''-o'--•-"oi*-i ^-oi*®i (6.15) 
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since they are of special interest. For the case Y = {0}: 
Corollary 6.16; Suppose (r,0) is an interior point of C for 
some r (Condition III holds). Then there exists y^*eE"^ 
so that a of the form 6.14 is in X and satisfies 6.13. 
If (j)'eX and satisfies 6.13, then a necessary condition 
for *' to maximize 6.11 is that 0' be of the form 6.14. 
We note that by the construction of C, in this case 
the problem of showing (r,0)eC^ can be considered the same 
as showing that a'=(a^,a2».•./a^) is in the interior of 
D = { (t) f^ (t) du,. .. ,|(}) (t) fj^(t) du) for some cj)ex} , which is 
the condition given by Lehmann. 
We now consider the case Y = Here Y* will be E^^ 
also. 
Corollary 6.17; Suppose rx E^^ intersects the interior of 
C for some r (Condition III holds). Then there exists a 
yQ*EE^^ so that a of the form 6.14 is in X eind satisfies 
6.13. 
If (p'eX and satisfies 6.13, then a necessary condition 
for 4)' to maximize 6.11 is that be of the form 6.14. 
We can interpret the interior condition here to be the 
condition that there be a point deD^ so that d^^a^, 
j=l,2,...,m. This is a new interior condition under which 
necessity results can be obtained. 
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Corollary 6.18: Suppose C intersects the interior of 
E^X (Condition II holds) . Then there exists a yQ*eE^''" 
so that (+) of the form 6.14 is in X and satisfies 6.13. 
If O'eX and satisfies 6.9, a necessary condition for $ * 
to maximize 6.11 is that 4)' be of the form 6.14. 
The interior condition here can be interpreted as finding 
a (+) ' so that [$'(t)f.(t)du < a., i=l,2,...,m. This last con-j 1 1 
dition would seem to be the easiest interior condition to 
work with. It appears to not be well known to statisticians, 
but it is well known to those involved in programming as a 
generalized Slater condition. 
It is interesting to note that the new interior condi­
tion for duality presented in Chapter IV, L H strengthens 
the known result, that is, the new condition is a generaliza­
tion of the usual Neyman-Pearson interior condition, while 
the interior condition shown in Chapter IV to be equivalent 
to the generalized Slater condition, L^n provides what 
appears to be a new result for statisticians concerning 
the Neyman-Pearson lemma. 
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VII. GENERALIZED CHEBYCHEV 
INEQUALITIES 
In this chapter we discuss a type of inequality as a 
specialization of abstract programming. An inequality of 
the form: 
E[f(X)] < $(E[g^(X)],...,E[g^(X)]) , 
where X is a random variable and E[*] is the usual ex­
pectation operator, is called a generalized Chebychev in­
equality . 
Among the authors who have considered these inequalities 
have been Isii [4], Kingman [9], and Krafft [11]. 
Isii considers these inequalities from a programming 
point of view, using his duality theory we have discussed in 
Chapter II. An interior condition is of course assumed. 
Kingman does not approach the problem from a programming 
point of view, but uses essentially the same arguments Isii 
does; that is, Kingman separates a convex set and a point on 
the boundary of the set, or in usual terminology, supports 
a convex set at a particular point. Though Kingman does not 
assume an interior condition in his main result, he uses an 
interior condition in the proof to guarantee the supporting 
hyperplane is non-vertical. 
Krafft uses programming techniques to find bounds for 
some Chebychev inequality like situations. In particular. 
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by considering some moment conditions, he finds a new bound 
for some normal probabilities. 
A. An Application of the Theory of Chapter III to 
Generalized Chebychev Inequalities 
If we restrict attention to a set of random variables 
with E[g^(x)] = c^ for i=l,2,...,k, we can develop an in­
equality easily. Let 
P = {xlx a random variable with 
E[g^(X)] = c^, i=l,2,...,k} 
k+1 Consider all vectors ycE so that 
f (t) _< Z y.g. (t) , (7.1) 
i=0 ^ ^  
where g^ft) is defined to be 1. 
Taking expectations of both sides of 7.1 (assuming they 
exist), 
k 
E[f (X) ] < Z y.E[g. (X) ] , (7.2) 
i=0 ^ 
and for all XeP note that: 
k 
E[f(X) ^ E y.c. = y'c, (7.3) 
i=0 ^ ^ 
where 
c [l^C2^fC2/...fCj^l. 
In order to tighten the bound in 7.3, we consider the 
problem 
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inf y'c (7.5) 
y: f(t) £y'g(t) -VteT , 
where by g(t)' we mean (l,g^(t),...,g^(t)). 
We then ask: when does 
sup E[f(X)] = inf y'c ? (7.6) 
xeP y : f (t) £ y'g(t) 
Another facet of the problem is the question of whether 
the sup or the inf be attained. 
We reformulate the sup problem of 7.6, using an integral 
form instead of random variables. Also, we do not concentrate 
on the set P, but rather we use a set of "pseudo-distribution 
functions" and use the expectation conditions on the g vector 
as constraints. 
We formulate the sup problem as: 
sup |f(t) dF(t) (7.7) 
subject to jdF(t) = 1 
f g^(t)dF(t) = c^, i=l,2,...,k 
FE?={F|F is a non-negative, non-decreasing, continuous 
from the right and bounded function with 
lim F (t) =0} . 
t-»-—00 
We assume f and the g^ are functions which are measur­
able with respect to some measurable space (T,® ), and all 
integrals are over the space T. 
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? is a subset of the vector space 
ïk = {f I f  is a continuous from the right and a bounded 
measurable function}. 
It is easy to show # is a cone in . Since the constraints 
k+1 r 
are functions from ^  into E and f(t)dF(t) is real, C is 
. . _k+2 
a set in E 
We consider the geometric version of 7.7: 
sup r / (7.8) 
(r,y) cLH c  
where, 
L= { (r,y) 1 r£E^ ,y = 0 , 
and. 
C = { (r ,y) I r £ f (t) dF (t) , 
J 
• J 
for some Fej} 
y.- = c.. - f g,. (t) dF (t) , i=l,2,...,k, 
a. J  ^
The dual we consider here is then: 
inf m . (7.9) 
(m,y*) eE^"*"^ 
r + <y*,y> ;< m v(r, y ) e c  
By Proposition 3.42 7.9 is the same as: 
inf m . (7.10) 
(m,y*)EE^^2 
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f(t)dF(t) + I y. * [c.- g. (t)dF(t) ] ^  m VFe7 . 
i=0 ^ 1 J 1 
f(t)dF(t) and jg^(t)dF(t) are linear in F, by Since 
Theorem 3.51 we get the following form for the dual: 
inf y'c 
yeEk+l 
f 
f(t)dF(t) - Z y. g.(t)dF(t) < 0 VFe 3" • 
i=0 1 
(7.11) 
The constraint in 7.11 may be written as; 
f k |[f(t) - Iy.g.(t)]dF(t) ^ 0 ¥Fe 3î . 
J i=0 ^ 1 
Proposition 7.12; [f(t) - E y.g. (t) ]dF(t) < 0 VFe if 
i=0 i-'i 
and only if f(t)-y'g(t) ^  0 VteT. 
Proof ; Suppose f(t)-y'g(t) > 0 for some t, say t. There is 
a function Fc ? so that F(t) = 0 for t<t and F(t)=l for t^t. 
Thus 
[f (t) -y ' g (t) ] dF > 0 . 
If f(t)-y'g(t) ^  0 for all teT, then since for Fey, 
F is non-decreasing. 
J  
[f (t)-y ' g (t) ] dF (t) < 0. // 
We then rewrite 7.11 as; 
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inf y'c . (7.13) 
yesk+l 
f(t)-y'g(t) £ 0 VteT 
The question of when 7.7 and 7.13 are equal is one of 
whether 7.8 and 7.9 are equal. We answer this last question 
in some way with Theorem 3.37. We have: 
If program 7.8 is normal then one of the following 
possibilities must occur: 
i) Both 7.7 and 7.13 are feasible and 
sup f(t)dF(t) = inf y'c 
g^(t)dF(t) = c^ f(t) £ y'g(t) VteT 
v+i i = 1,2,...,k ycE 
Fe y 
ii) 7.7 is feasible and 7.13 is infeasible and 
sup f(t)dF(t) = +0O ; 
f g^(t)dF(t)=c^ 
i = l,2,...,k 
Fesr 
iii) 7.7 is infeasible, 7.13 is feasible and 
inf y'c = -oo ; 
f (t) ' g (t) VteT 
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iv) 7.7 is infeasible and 7.13 is infeasible. 
Of course the problem of showing 7.8 normal still re­
mains, and this may not be an easy task. In Section B of 
this chapter we give an example which we show normal. 
We point out here that Isii considers only the first 
alternative and Kingman considers the first two. Of course, 
an interior assumption will limit consideration to cases 
where 7.7 is feasible. If we assume that Condition II holds 
then we obtain Kingman's results exactly, namely: 
k+1 
Either there exists a zeE so that f(t) £ z'g(t) 
VteT, and 
sup E [f (X)] = y'c, 
XeP 
or, there exists no y so that f(t) ^ y'g(t) 
and 
sup E [f (X) ] = +0O . 
XeP 
B. The Usual Chebychev 
Inequality 
The Chebychev Inequality is given as: 
If X is a random variable with mean 0 and finite variance 
2 
o , then 
P(|x|>a) < o^/a^ Va>0. 
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We show that this inequality follows from the Weak 
Duality Theorem. 
The primal we consider is : 
sup [l-I^(t)]dF(t) 
F eî 
subject to dF(t) = 1 
r  ^  
tdF(t) = 0 
f 2 2 t^dF(t) = a^. 
where I^(t) is the indicator function of the set (-a,a). 
The dual to this problem (from 7.13) is: 
inf [y^+y^o^] 
yeE^ 
subject to 71+72^+73^^ ^ 1 ~ !&(%) ¥t . 
From the Weak Duality Theorem (Theorem 3.34) we know 
that for any distribution function F of a random variable 
2 
with mean 0 and variance a , 
f 2 j [i-i^(t) ]dF(t) y^+y^c 
for any 
- """A Yi+y^t+y^t^^ 1-1,(t) Vt. 
In general then, for X a random variable with mean 0 and 
2 ^ 
variance a , for any a>0. 
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P(|x|^a) £ min • (7.14) 
yi+yat+Yjt^ 1 i -
yeE^ 
We t±ien wish to consider the minimization problem. 
Basically we are looking at all quadratic functions which are 
greater than 0 on (-a,a), and greater than or equal 1 on the 
rest of the line. We consider two cases: 
2 2 Case I: o /a <1: 
It can be shown that among all quadratics which satisfy 
the constraint that the one which passes through (0,0) , 
2 (-a,l) and (a,l) minimizes y^+y^o . Thus solving for y^^, 
2 
y2 and y^/ we find y2=0, y2=0 and y2=l/a . The minimum 
_  ^  .  2 , 2  in 7.14 xs a /a . 
2 2 2 Case II; g /a >1: Here O^^^l and y^+y^a =1 or a better 
feasible quadratic can be found, "e have 
2 
minimum y^+y^o 
yi+y2t + 1 1 - la/t) 
ycE^ 
2 
= minimum y +y c . (7.15) 
3 yeE 
Yl+Yga^ = 1 
0 < yi < 1 
2 
Thus, y^ = (l-y^)/a , and 7.15 becomes: 
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1 2 
minimum y + (—y—) o , (7.16) 
0^^<1 
and the minimum in 7.16 occurs when y^=l. 
2 
For a random variable with mean 0 and variance a , 
for all a>0. 
P(|x|>a) < 
o^/a^ when o^/a^ < 1 , 
1 when a^/a^>l. 
We now consider the problem of normality for the usual 
Chebychev inequality problem. In particular we will consider 
2 
the case a =0. Our reason for doing so is twofold; first a 
typical calculation needed for normality is demonstrated, 
and second, in Kingman's formulation, the point corresponding 
2 
to the a =0 case is a point where the interior condition 
used is not satisfied, we show that though the interior con­
dition is not satisfied, the corresponding program is normal 
2 
and hence Kingman's claim is correct for all values of a 
though his proof of the claim is incorrect. 
We have : 
^ ^dF(t), 
f o  ^
^2 ~ ~ (t) , y^ = -
F E ? } ,  
C = {(r,y)|r< [l-I^ (t) ] dF (t) , y^ = 1-
^ 2t dF(t) for some 
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and. 
L = {(r,y)lreE^, y = OeE^}. 
Consider LOG. If y^=y2=y2=0, we have that 
f ^ 
dF=l, 
tdF = 0 and t^dF=0 so that F makes a unit jump at 0, and 
the value of j [1-1^(t)]dF(t) corresponding to this case 
is 0. _Thus/ 
LH C = ITfTc = { (r,0) I r £ 0} , 
and, 
sup r = 0 . 
(r,y)eLH C 
We are interested in the behavior of C in the vicinity 
of L, that is, suppose for (r,y)^£C, (r,y)(r,0). What 
values can r assume? 
We have : 
-^ 3 = t dF(t) 
t dF(t) f 2 t^dF (t) 
{t|-a<t<a} {tit<-a or t>a} 
dF (t) f 2 2 > jt^dF(t) + a 
{t{-a<t<a} {t|t<-a or t>a 
> 0 + a [l-I^(t)]dF(t) . 
For (r,y)^ = 'y2i'^31^' ^ e have r^ y^^/a . 
hence as r^ goes to some value less than or equal 0, 
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hence rj<0. Thus for (r,y)eLn C, r^O and hence 
sup r ^ 0 = sup r , and by Theorem 3.28, 
(r,y) e L n c  (r,y)eLnc 
the normality condition holds. 
Ill 
VIII. LEAST SQUARES ESTIMATORS IN MULTIPLE REGRESSION 
WHEN THE PARAMETERS ARE SUBJECT TO CONSTRAINTS 
In this chapter we consider the problem of least squares 
estimation of B where we have 
Y = XS + E, 
Y a known nx 1 vector, X a known nx k matrix of full rank, 
2 6  a kx 1 vector, e a random vector with E( e)  = 0 ,  E(££')=Ia , 
and we have constraints on 6 of the form A'B > P , or of the 
— o 
form P < A' B < Pn. O  — "  —  J .  
Zellner [31] considers the case of simple linear re­
gression and offers closed forms in this case. Theil and Van 
de Panne [25] consider a general setting and offer an 
iterative method of solution for constrained quadratic pro­
grams which could be used in the statistical setting above, 
although no closed forms for the solution are given and 
later authors mention inherent difficulties in the type of 
iteration needed. Judge and Takayama [5] point out that the 
problem is a quadratic program and for several types of 
constraints set up the problem in usual quadratic programming 
form. Again no closed forms are given. Lowell and Prescott 
[15] consider the case A' = [1,0,...,0] and Pq=0/ and offer 
a closed form. They also examine the bias and mean square 
error of the constrained estimator. Mantel [18] considers a 
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general situation, but offers no closed form, rather an 
iterative solution. Also, the constraints must contain no 
superfluous constraints, which may cause problems even in 
identifying such cases. Finally, Nelson, Lewis and Boullion 
[2 0] consider a more general version of the problem than is 
described above. In the case of inequality constraints 
though, no closed form is given. 
In Section A of this chapter we show how an easy appli­
cation of the duality theory developed in Chapter 8 of 
Luenberger's book and Chapter IV or this thesis leads to 
least squares estimators when A' is Ixk, and cin arbitrary 
real number. The estimator specializes to that discussed 
by Lowell and Prescott when A'=[1,0,...,0] and Pg=0. 
In Section B we give a closed form for constraints of 
the form P_ < A'B < P., when A^ is Ixk, and P and P, are O — — JL O J. 
arbitrary real numbers. We consider several duals to obtain 
our results in this case. 
Finally in Section C we consider the case of 2 in­
equality constraints, that is, A^ is a 2x k matrix. Here we 
are able to offer a closed form for only a subcase, but one 
of interest nevertheless. 
113 
A. Constraints of the Form 
A' 6>P 
— o 
We wish to minimize the quadratic form (Y-XB)'(Y-XB) 
with respect to 6, subject to A'B^P^, A' is Ix k. We note 
that (Y-XB)'(Y-XB) = Y'Y-2B'X'Y+B'X'XB 
= Y'Y+2 (jB 'X'XB-B'X'Y) , 
SO that we need only consider: 
min (jB'X'XB-B'X'Y). 
A' 6>P 
— o 
We know that the objective function is convex and the 
constraint is linear so that it is easy to show C is convex, 
and hence Condition I holds. Also, we can find a B so that 
A'B>Pq whenever A'^0, so that Condition II is satisfied. 
Thus, by Theorem 4.10 and Propositions 3.41 and 3.43 
we know that: 
min (^f'X'XB-B'X'Y) 
A' B>P 
— o 
= max min [yB'X'XB-B'X'Y+X(A'B-P )], (8.1) 
B ° 
where X is real. We use minimum here instead of inf since 
we will shortly demonstrate the existence of the minimum 
which we will denote by B. 
Note that the minimum over B is unconstrained so that one 
can verify that a minimum is attained for any X^O when; 
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X'XB-X'y+AA = 0, 
or, 
B = (X'X)(X'Y-AA). (8.2) 
Substitution of this into the objective function 8.1 
leaves the problem: 
max [- yA'A'(X'X)~^AX-X(P -A'(X'X)"^X'Y 
X < 0  ^  °  
- |-Y'X(X'X) ~^X'Y] . (8.3) 
Let d = A'(X'X) ^A, and note that d>0. 
If the maximum in 8.3 were unconstrained, it would be 
attained when 
dX-P^+A* (X'X)~^X'Y = 0, 
or, 
dA=P^+A'B, 
a O — / V ' V \  ^V I V  ^% c ^ 1 1 o ^ c ^  c  ^ a c 4 Tin ^  4- f P 
in other words when 
t = ^[--P^+A'S] , (8.4) 
which is feasible provided A'B^P^. 
If A'6>PQ then X is infeasible. We note then that the 
objective function in 8.3 is maximized when X=0. Thus to 
attain the maximum in 8.3, we take 
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^0 if A'6>P , 
X = " 
if A'B<P 
— o 
(8.5) 
Upon substitution of 8.5 into 8.2, we get: 
6 = 
where 
S = 
6 if A'B>Pq, 
§1 - g- (A'g-P^) 
2% - ar (A'S-Po) 
= (X'X) ^A. 
when A'B<Pg, 
( 8 . 6 )  
Consider the expression for B when A'B<P 
^1 '^ 1 
6 = 
^2 
— ®2 
K 
1(A' g-P_) (8.7) 
In the case we are concerned with a constraint of the 
l < l o  form B^2?o' have A' = [1,0,...,0], and we get when Bt<P 
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'Cll' 
6 = 
• 
- ?21 -i— [g^-P ], (8.8) 
Cii X o 
1 
0
 
where 
(X'X) -1 
^11 ^12 
"^21 ^22 
'kl 
'Ik 
'kk 
8 .8 may be written as ; 
6 = 
®2 - S77 
'11 
^k - C 
kl 
11 
(Gl-Po) 
(8.9) 
As was mentioned before. Lowell and Prescott consider 
the situation A'= [1,0,... ,0] and P^=0. The procedure sug­
gested was to find S and if B^<0, refit with deleted, that 
is, 
' • {  . .  •  
(Xg'Xg) Xg'Y if 6]^ < 0, 
where X = [x^fXg]. 
We now show that 8.10 is a special case of 8.9. 
B if 6^ > 0 
(8.10) 
Let X'X = 
Xl'*! *l'X2 
X^'x^ Xj'X^ 
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and 
C = (X'X)"^ = 
^11 ^ 
B J 
where 
a = 
'21 
' 31  
B = 
,^ klj 
^22 ••• ^2k 
L^k2 ••• ^kk 
It is easy to verify that 
(Xg'Xg) ^ = B - (aa') 
Letting 6 = 
6. 
II 
11 
, we have 
Bx 
t- —J 
= (X'X) ^X'Y = Cii a 
B 
'Y 
X^'Y, 
Cii x^'Y + a'Xg'Y 
a x^'Y + B X.'Y 
Now, 
(Xg'Xg) ^X2'Y = (B -
'11 
(aa')iXg'Y 
= BX^'Y+ax •Y-ax •Y - -2  1 1 c  11 
(aa'iXg'Y 
= SlI-axl'Y - s 
11 
(aa'iXg'Y 
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^11 c,, afa'Xg'Y+c^^x^'Y) 
= R 
'11 
II - 5^ 
'11 
which is the same as 8.9 with P =0. 
o 
Finally we note that if the constraints were of the form 
A'B<PQ/ we would get the least squares estimator: 
e = 
r6 if A'6<P_ 
— o 
L - 3^(A'g-P_) 
LL'k 
if A'B>P (8.11) 
B. Constraints of the form 
P <A'6<P, 
o— — 1 
We consider here constraints of the form P <A'6<P,, where 
o— — -L 
A' is Ix k and P^ and P^ are arbitrary real numbers. Our 
final estimator will be based on the least squares estimator 
— 1  B = (X'X) X'Y, and it is convenient to consider three 
cases using slightly different techniques in each case. 
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Case I : P <A'B<P, : 
o— — 1 
We wish to minimize (Y-XB) ' (Y-XB) subject to P^^A'BfjP^^. 
We have essentially: 
min (^e'X'XB-B' X'Y) . 
subject to 
(8.12) 
A' P 
B > o 
-A'_ 1 
,
1"
 
= b 
Since Condition I holds and it is easy to see that 
" A'l _ 
B > b, when A^O, Condition II holds, there is a B so that 
.-A'J 
and the above constrained minimum is equal to 
A'" 
max min (|6'X'XB-B'X'Y-X'[ 
B 
A 2 < 0  
-A 
B-b]). (8.13) 
Since the minimum in 8.13 is unconstrained, it occurs 
when 
or. 
(X'X)B-X'Y+(A,-A)A = 0 , 
6 =  ( X ' X )  ^(X'Y-DA) , (8.14) 
where D = (A,-A). 
If we co&bine 8.14 and 8.13, the maximization problem 
we are left with is essentially: 
max [- jA'D(X'X)~^D'X-X'(b-D'(X'X)~^X'Y)] . (8.15) 
X^<0 
X2<0 
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Now 
and 
b - D'(X'X) ^X'Y= 
P -A'6 
o 
-P^+A' 
A' 
P^-A'G 
-P^+A'6 
= X^(P^-A'6) + XgCA'G-P^) (8.16) 
Since P^£A'6£P^, the quantity in 8.16 is non-negative, 
and since the negation of it appears in the objective func­
tion in 8.15, the objective function in 8.15 is negative, 
and hence maximized by X^=X2=0. 
Substituting these values for X into 8.14, we obtain 
6 = 6 =  (X' X )  ^ X ' Y  i f  P  < A ' 6 < P ,  .  
o —  —  1  
(8.17) 
Case II: A'6>P^: 
We consider here the problem 
min (j 6'X'X6-6'X'Y) (8.18) 
subject to A'6>P and A'6<Pt  . 
— o — 1 
Note that A'6>P can be considered a linear constraint 
— o 
of the form g(x)eY and we can write the constraint A'6^P2 as 
6eT = {6lA*6£P^}, a constraint of the form xeX. It is easy 
to see that the regularity conditions are satisfied if A^O, 
for example Condition II is satisfied by F = (Pg+P^)/2. We 
then have a dual for 8.18 of the form: 
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max min [j B'X'XB-B'X'Y+X^(A'B-P^)]. (8.19) 
Xt <0 A'B<P, 1— 1 
The minimization problem in 8.19, 
min [j6'X'X6-6'X'Y+X^(A'B-P^)], (8.20) 
A'B<P^ 
is a constrained problem, and again noting that the regu­
larity conditions are satisfied, the dual to 8.20 is: 
max min[^'X'XB-B'X'Y+X^(A'B-PQ)+X2 (A'B-Pj^) ] (8.21) 
X2>0 
The minimum in 8.21 occurs when 
B = (X'X)(X'Y-AX^-AX2) 
= (X'X)"1(X'Y-A(X +X2)) . (8.22) 
Upon substitution of 8.22 into the objective function of 
8.21 and substitution of the result of 8.21 into 8.19, we 
are left with the problem: 
max max [— ^(X^+A^) d—X^(P^—A'B)~^2'B)], (8.23) 
X i < 0  X 2 < 0  
where 
d = A'(X'X)~^A > 0. 
Consider the maximum over X2 for amy X^^O in 8.23. If 
it were unconstrained, we would have a maximum when 
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. (8.24) 
Now, A'S-P^>0 and hence for all so that 8.24 
gives the maximum. Substituting this into 8.23, we have 
essentially the problem: 
max [Ai(A'6-Pg)+X^(A'6-P^)] . 
Alio 
(8.25) 
Since A'g>P^>Pg, the objective function in 8.25 is nega­
tive for all , hence 8.25 attains a maximum when X^=0. 
Substituting our results, X^=0 and 8.24 into 8.22, we 
have : 
6 = (X'X)"l(X'Y-A(gj(A'6-P^)) 
B - S (J) (A'6-P^) , (8.26) 
where 
-1 
( X ' X ) ~ A — Fc 1 
-1 
s^ 
Thus we can write 8.2 6 as: 
§1 - r 'A'ê-Pii 
6 = 
Gk - dT (A'G-Pl) 
( 8 . 2 7 )  
Note that 8.27 is the same as 8.6. If A'6>P. then 
'i 
A'6>Pg automatically, and hence there is essentially one 
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constraint. 
Case III: A'B<P : 
o 
This case is quite similar to case II. We only sketch 
the development. The dual here can be written 
max max min [- ^ 'X'XS-6 *X'y+X2 (A'B-P2^)+X^ (A'B-P^) ] 
^2-° ^1-° ^ (8.28) 
The minimum is unconstrained and occurs when: 
B= (X'X)~^(X'Y-A(X^+A2)), (8.29) 
and a substitution of this into the objective function of 
8.28, we are left with considering: 
max max [- j(A^+A2) ^d-A^ (P^-A'6) _X2 (P3_-A'6) ] . 
^2-° ^1-° (8.30) 
The maximum over A^ in 8.30 for any Ag^O occurs when 
Ai = I (A'B-P^)-X^, (8.31) 
which is negative for all values of ^2—®* 
We then substitute (8.31) into (8.30) and we consider: 
max [A2 (A-B-P^)+A2 (P3_-A'6) ] . (8.32) 
A 2 > 0  
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The objective function in 8.32 is always negative since 
A'B<Pg, so that maximum occurs when A2=0. Substituting this 
fact and 8.31 into 8.29, we get: 
6 = 
Gl - d- (A'G-Po) 
Gk - dT (A'G-Po) 
(8.33) 
Collecting results 8.17, 8.27 and 8.33, we have; 
Gl = d- (A'6-Po) 
Gk - d^ (A'6-Po), 
6i - (A'B-Pi) 
6k - d^ (A'S-Pi) 
if A'6<P , 
if P <A'6<P, , 
o— — i 
if A'6>P^ , 
(8.34) 
where d = A'(X'X) ^A, and S = (XX) ^A. 
A special case of interest is when A'=[1,0,...,0], that 
is, , a single constrained parameter. In this case 
we get 
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6 = -
^2 - c 
12 
11 
'Ik 
'11 
(Gl-Po) 
(Gl-Po) 
6 
^1 
^2 " 
'12 
'11 
(Gl-Pl) 
3YY (Gl-Pl) 
if 
if 
if 6i>Pi 
(8.35) 
where 
( X ' X ) " ^  =  C  =  
^11 ••• ^Ik 
•^ kl • • • k^k 
C. Constraints of the Form A'6>P^A' 
a 2 X k Matrix 
We assume here that we have two constraints, 
and A2'6^P2f that Gov (A^'6,A2*B) ^  0, and 
D = A' (X'X)~^A is non-singular, where A = [A^pAg]. The 
covariance restriction is the same made by Mantel, but in the 
case of two constraints, it is easy to verify. 
We consider the minimization of (Y-Xg)'(Y-XB) subject to 
r P. 
A'B>P, where A is as eibove and P = . It is convenient 
to look at 4 cases based on 6. 
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Case I: and ' 62.^2 ^ 
Since 3  achieves the unconstrained minimum and since B  
also satisfies the constraints, 6 is the constrained minimum 
and 
8 = 6 =  ( X ' X ) " ^ X ' Y  (8.36) 
Case II: and A2'6<P2: 
The problem of interest here is 
mm 
Ai'6>Pi 
A2'6>P2 
( j S ' X ' X S - S ' X ' Y )  ,  (8.37) 
and as before (Cases I and II of Section B) we write the dual 
to 8.37 as: 
max max min [j 6*X'X6-8'X'Y+A^(A^'6-P^)+A2(A2'B-P^)] 
Xi<0 X2<0 
(8.38) 
The minimum is unconstrained in 8.38 hence it occurs when 
B = (X'X) ^(X'Y-A^Ai-AgXg) (8.39) 
Upon substitution into 8.38, the remaining relevant 
problem is: 
max max [- jXA'(X'X) ^AA-A' 
A 1^ 0 A 2^ 0 
Pi-Ai'B 
Pz-Az'B 
] . (8.40) 
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-1 Let D = A"(X'X) A. The unconstrained maximum over 
in 8.40 occurs for each X^<0 when 
^2 - d 22 
(A2 ' 0-^2^ ~^1 ^^^12^*^22^ * (8.41) 
Since d^2 ^2'^"^2 negative, ^2 in 8.41 is nega­
tive whenever , hence ^2 as in 8.41 is the maximum for 
any X^^O. Let = (A^'G-P^) k2 = -(d^2/^22^* Substi­
tuting these into 8.41 and substituting the result into 8.4 0 
for ^2/ we consider the problem: 
max [- 2 
X i < 0  
r X. 
^1^^2^1 Vk2*l 
Pl-A^'l 
-k 
1 
1 
(8.42) 
The unconstrained maximum occurs when 
-X ^ (d-, 1 +2d^ 2''"^2^2 2^ ^^*^12^2"^^*^22^1^2^ 
- [P^-A^'B-k^k2] = 0, 
or. 
2d^2^/d22+d^2(^2'6-2^)  +  (A^'g-P^^f  (A2'6-P2)  (P^-Ai 'S)  
dii+3di2 /d22 
But, this value of X^ is positive, hence we take X^=0 to 
attain the maximum of the negative function in 8.42. 
Combining the results X^=0, 8.41 and 8.39 we obtain: 
-1 3=3- (X'X) ^A2(l/d22)(A2'6-P2) (8.43) 
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Case III: and ' §^^2 ' 
The calculations are the same as in Case II, except that 
we switch the roles of and ^2. The result here then is: 
B = S - (X'X) ^A^(l/d^^)(A^'ê-P^) (8.44) 
Case IV: A^'g<P^ and Ag'G^P,: 
Here the dual we consider is: 
max min 'X'X6-B'X'Y+A'(A'6-P)] 
A _ < 0  B  
(8.45) 
and the unconstrained minimum occurs when: 
6  =  ( X ' X ) ( X ' Y - A A ) .  (8.46) 
Upon substitution of 8.46 into 8.45, we are left with 
considering: 
r _ ±. 1 I _•> I 
^ 2  ^  < k /  k  
X i < 0  
P,-A,.6 
P^-A^'g 
/ o A n\ V • *3 / / 
X 2 < 0  
The unconstrained minimum occurs when 
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or, letting d = ' 
(Pl-Al'8) + T (Pz-Az'GI' 
^21 - ^11 
^2 " "d" ~ ~d~ • 
(8.48) 
(8.49) 
Since d^2 1 0 (Covfa^'BfAg'G) <_ 0), both and are 
<_ 0, hence the maximum in 8.4 7 is attained when and ^2 
are as in 8.4 8 and 8.49. Substituting into 8.46, we get: 
S = § -(X'X) ^AD"^(A'g-P) (8.50) 
Collecting our results, 8.36, 8.43, 8.44 and 8.50, we 
have the least squares estimator 
e= X 
6 if A'6>P 
§-(x'x) "^Ag(l/dgg)(A^'B-Pz) if A6'ê>P^ and 
< A2'g<P2 
6-(X'X) "^A^(l/d^^)(A^'B-P^) if A^'GIP, and 
A^'B<P^ 
^ 6-(X'X) ~^AD~^(A'g-P) if Ai'6<Pi and 
A2'6<P2, 
where D = A' (X'X) ^A. 
(8.51) 
On the case A^' = [1,0,..., 0] and A^ ' [0,1,0,...,0] 
we have the following specialization; 
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6 =4 
6l-
- % (^2-^2) 
if 6^>P^ and ®2—^2 
if and ^2^^2 
( 8 . 5 2 )  
if and &2—^2 
if and 
6^ - ^ ^1^22 =12=12 (B^_p^) _ =12=11^=11=12 
where 
—1 2 
C = (X'X) and d = i^i'^ 22~'^ l2 * 
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