We investigate the electronic structure of the transition-metal oxide YVO 3 by a hybrid first-principles scheme. The density-functional theory with the local-density-approximation by using the local muffin-tin orbital basis is applied to derive the whole band structure. The electron degrees of freedom far from the Fermi level are eliminated by a downfolding procedure leaving only the V 3d t 2g Wannier band as the low-energy degrees of freedom, for which a low-energy effective model is constructed. This low-energy effective Hamiltonian is solved exactly by the path-integral renormalization group method. It is shown that the ground state has the G-type spin and the C-type orbital ordering in agreement with experimental indications. The indirect charge gap is estimated to be around 0.7 eV, which prominently improves the previous estimates by other conventional methods.
Introduction
Recent intensive studies have revealed that strongly correlated electron systems exhibit a variety of distinguished physical properties. 1 Basic aspects of the correlation effects have been studied mainly by simplified models, such as the Hubbard, and Heisenberg models. For example, at least some essence of the Mott transition, which is widely seen in the strongly correlated electron systems, is believed to be captured by the single-band Hubbard model.
However, if we focus on a variety of physical properties in real materials, many challenging issues are found beyond the simplified models. Especially in the systems where spin and orbital are coupled, rich structure and various phenomena have attracted much interest. When the strong Coulomb interaction suppresses charge fluctuations, spin and orbital degrees of freedom play a crucial role. In order to understand such realistic and complex systems, computational methods from the first principles offer promising approaches because of their ability to treat charge, spin and orbital degrees of freedom on equal footing with full fluctuation effects taken into account.
Computational methods for electronic structure calculations are roughly classified into two categories. One is based on the density-functional theory (DFT) supplemented, for example, with the local-density-approximation (LDA). 2, 3 Since the LDA costs less computation time, this scheme has proven its advantage in calculating electronic structure of real materials. However, the LDA essentially ignores spatial and dynamical fluctuations which are relevant in the strongly correlated systems. In addition, the LDA in general underestimates the charge gap. The other approach is based on the wave function scheme. The Hartree-Fock (HF) method often gives a good starting point to discuss competition among ordered states, while it tends to overestimate the charge gap. The HF approximation itself is a rather crude one, where spatial and temporal correlations are ignored. However, one can improve the accuracy systematically within the wave function scheme by expanding basis set, for instance, by introducing configuration interaction or by path-integral renormalization-group (PIRG) methods. 4 The method along this line tends to need much longer computational time, which prevents us from applying it directly to real materials.
Recently, a hybrid method called DFT-PIRG which combines the DFT with a wave function method, namely PIRG has been proposed. 5 The DFT is utilized to first obtain the overall band structure extending to the energy scale far from the Fermi level. Then the downfolding procedure eliminates the high-energy degrees of freedom far from the Fermi level by the renormalization process. After this downfolding process, an effective model for the low-lying electronic structure is obtained, which is solved exactly by a low-energy solver. The PIRG method is a promising choice for a low-energy solver because it allows us to treat spatial and dynamical fluctuations in a controllable way. It has indeed been applied to Sr 2 VO 4 5, 6 and has reproduced the basic experimental properties including the fact that this compound is located just on the verge of the Mott transition with a tiny but nonzero gap amplitude ( 0.1eV).
In the present work, we study YVO 3 as another example of the charge-spin-orbital coupled system by the DFT-PIRG method.
YVO 3 belongs to the family of transition-metal oxides with two valence electrons in the 3d orbitals (t 2g manifold). The lattice structure is an orthorhombically distorted perovskite with the space group P bnm (four vanadium sites in a unit cell) at room temperatures. The GdFeO 3 -type distortion, rotation and tilting of the VO 6 octahedra are present, where the reduced three dimensions. The magnetic structure shows the C-type spin ordering (SO) below 116K, where spins are aligned antiferromagnetically in the a-b plane and ferromagnetically along the c-axis. With further lowering the temperature, the SO and OO simultaneously change at 77K, and the ground-state is the C-type OO with the G-type SO. 7, 8 The crystal structure recovers the P bnm symmetry as illustrated in Fig. 1 . In the charge sector, YVO 3 is a typical
Mott insulator with a large charge gap (∼ 1eV). This is partly attributed to a large GdFeO 3 -type distortion, which reduces the band width effectively. In addition, coupling to Jahn-Teller distortions is important in determining the orbital states. The relation between the SO and the OO has been studied by the unrestricted HF approximation. 9, 10 Although the HF result explains the spin and orbital orders in the ground-state consistently with the experiments, the magnitude of the charge gap is largely overestimated (∼ 3.4eV) compared to the experimental value (∼ 1eV). From the first-principles calculations, the Mott gap (∼ 1eV). To examine the applicability of the DFT-PIRG method, it is desired to test whether it works in such completely different systems.
In Sec. II, we derive the effective low-energy model. In Sec.III, the Hartree-Fock solution to this model is considered. We discuss results of the PIRG calculation in Sec. IV. Section V is devoted to summary.
Constructing Effective Model
In many cases of the strongly correlated electron systems, the bands close to the Fermi level are relatively narrow and well separated from the bands far from the Fermi level. In fact, for the transition metal oxides, the 3d bands are mostly responsible for the low-energy excitations. Compared to the width of the 3d bands, other bands are located far from the Fermi level. Furthermore, if the crystal-field splitting is strong, it may be sufficient to consider only either e g or t 2g bands for the low-energy degrees of freedom. This hierarchy structure in energy enables us to treat the system in a hybrid scheme.
The electron correlation effects and dynamical fluctuations are important near the Fermi level, whereas the electronic structure far from the Fermi level is expected to be well repro-
duced by LDA. Therefore, in the first step of our hybrid scheme, the whole electronic structure is calculated from the density functional approach by employing LDA based on the linear muffin-tin orbital (LMTO) method. 14, 15 The LDA enables us to calculate the whole electronic structure within the presently available computer power. Then we eliminate the electronic degrees freedom far from the Fermi level. This is done by the renormalization (downfolding) procedure, where the electron correlation effects are properly considered in the calculation of the screening and self-energy effects. After the downfolding procedure, the low-energy degrees of freedom isolated near the Fermi level are extracted in the effective Hamiltonian, which will be solved accurately in the PIRG method.
Let us explain the whole procedure developed in the literature 5, 6 by extending it specifically for the present compound YVO 3 . At first, we compute the LDA band structure from the LMTO basis. Since YVO 3 has sufficiently large crystal-field splitting (∼ 0.1eV) due to a large Jahn-Teller distortion, we focus on three low-energy bands which mainly consist of the 3d t 2g
orbitals. The whole Hilbert space is now spanned by the LDA basis functions for the LMTO t 2g bands {|d } and the set of the rest basis {|r }. Then we eliminate the subspace {|r } and reduce the Hilbert space to the subspace which only consists of the set {|d }. 5, 16 The Hamiltonian matrix is now spanned only within this restricted Hilbert subspace, which provides us with the low-energy tight-binding effective Hamiltonian defined on the Wannier basis for the 3d t 2g bands. Note that the band structure of the effective tight-binding Hamiltonian defined only on the low-energy subspace well reproduces the t 2g part of LDA bands computed from the whole LMTO basis as is illustrated in Fig. 2 . Next, the parameter values for the final effective low-energy Hamiltonian for the 3d t 2g
Wannier bands become renormalized by the interaction between electrons in the subspace
5/17
{|r } and those of 3d t 2g near the Fermi level in the subspace {|d }. The renormalization appears both in the screening of the interaction parameters and the renormalization of the kinetic energy part. These two procedures are briefly outlined in the following paragraphs.
Here we sketch out the derivation of the effective Coulomb interaction among the 3d t 2g
electrons, which consists of two steps. In the first step, by using the standard constrained-LDA (c-LDA) method, we compute the interaction matrix W r1 without effects of hybridization between 3d and non-3d orbitals. This part takes into account only the screening caused by the redistribution of the non-3d electrons. From this c-LDA procedure, we obtain the screening of the Coulomb interaction between two electrons in the t 2g Wannier band caused by the polarization of electrons at the non-3d orbitals in the LMTO basis. In the second step, we consider the screening of the Coulomb interaction between t 2g electrons caused by polarization of electrons on the 3d LMTO basis other than the t 2g basis (namely caused by the e g component and the 3d LMTO atomic orbital component residing in the oxygen 2p Wannier band) in the random-phase-approximation (RPA) scheme. By taking W r1 obtained from the c-LDA scheme as a starting Coulomb interaction, we can write the RPA screening as
where P dr denotes polarization of electrons in the 3d LMTO basis but in the non-t 2g Wannier bands. The total polarization of the 3d bands is given by
where P t2g represents contribution from 3d t 2g Wannier bands. Then, we notice that the following identity holds,
It implies that W r (ω) can be considered to be the effective Coulomb interaction among the 3d t 2g electrons. Although this partially screened interaction W r (ω) in general is dynamical, its frequency dependence is small within the energy scale of the t 2g bandwidth. Thus we can safely take the zero-frequency limit W r (ω = 0) as the effective Coulomb interaction to construct the low-energy Hamiltonian, which will be treated exactly by the PIRG method. We note that this separability of the screening effects enables the downfolding procedure. The reason why we perform two steps in calculating the screening is that the c-LDA is less computer-time consuming, whereas it does not take into account the frequency dependence. On the other hand, RPA is more time consuming, whereas it is to some extent able to consider dynamical fluctuations, which is important near the Fermi level.
In the downfolding process, the kinetic-energy part is also modified through the selfenergy Σ(k, ω). Such a self-energy is mostly momentum independent and its imaginary part is negligible at low energy. Thus the self-energy effect mainly contributes to the renormalization
factor Z given by,
which is obtained by the numerical estimates from the ω-dependence of the self-energy Σ(ω).
This means that the self-energy effect reduces the band width, leading to the kinetic-energy part renormalized by Z. The self-energy Σ(k, ω) can be evaluated in the GW approximation, and the renormalization factor Z has been calculated for several transition metal oxides. We take Z = 0.8, which is a typical value among these materials. For more complete description of the downfolding procedure, readers are referred to refs. 5, 6, 17, 18 and 19.
After eliminating the high-energy part, the effective Hamiltonian is reduced to a threeband Hubbard model in three dimensions:
where H k and H U denote the kinetic and interaction energy terms, respectively and λ is a tuning parameter which controls the overall strength of the interaction. The realistic value corresponds to λ = 1. Due to the lattice distortion, each unit cell has four vanadium sites.
The definition of the unit cell is shown in Fig.3 . The kinetic part of the Hamiltonian is given by a tight-binding model,
where c † ilmσ (c ilmσ ) denotes the creation (annihilation) operator for spin σ =↑, ↓ at m-th orbital of site l in the i-th unit cell and t ijll ′ mm ′ is the overlap integral. We note that the orbitals which we consider here are "local t 2g orbitals", which is constructed basically from the local crystalfield of the VO 6 octahedral frame. Because of the tilting distortion of the VO 6 octahedra, each orthogonal orbital is a mixture of d xy , d yz , d z 2 , d zx and d x 2 −y 2 in the original coordinate.
However, the t 2g components are still dominant due to the large crystal-field splitting.
We choose a base |l, m that diagonalizes the on-site matrix elements t iillmm ′ . 20 The expansion coefficients of the unitary transformations over the real harmonics (|xy , |yz , |z 2 , |zx , |x 2 − y 2 ) in the orthorhombic coordinate frame are given as follows:
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within each vanadium atom (namely only diagonal elements for i and l are shown here). This matrix elements do not depend on i and l. We summarize other off-diagonal matrix elements in Appendix . The lattice distortion brings about level splittings among t 2g orbitals, which is estimated to be 0.17 eV as seen in eq. (12) . We take into account up to the third-nearestneighbor transfers because the transfers beyond them are negligible.
The Coulomb interaction term is considered in each vanadium site:
where U mm and U mm ′ denote intra-and inter-orbital Coulomb repulsion, and J mm ′ is the Hund's rule coupling. We have checked that the long-range interaction is irreverent for this system. The value of the interaction is shown in Table I .
Hartree-Fock Calculation
As a starting point of the PIRG calculation, we apply the Hartree-Fock approximation.
The effective model is decoupled to a mean-field Hamiltonian in the usual manner. Concentrating on homogeneous solutions, we take the order parameter as
where N denotes number of unit cells. Assuming a specific SO as an initial state, we calculate the HF self-consistent equations until the energy converges. During the HF calculations, each SO is retained when the interactions are large, while the spin structure relaxes into a paramagnetic solution for small interactions. In Fig. 4 , we show the relative HF energy for each SO measured from the ferromagnetic (FM) solution. It is consistent with the experimental result and the previous HF calculations 9 that the G-type SO is the lowest in energy. The energy of the G-type SO solution is close to that of the C-type SO, which naturally explains the fact that YVO 3 is located near the phase boundary between the G-type and C-type SO. 21 The HF ground state with G-type SO solution also gives the C-type OO. With these SO and OO, we also calculate the HF charge gap ∆ HF c (Fig.5) , which gives 1.19eV for the realistic value 
PIRG Calculation
Here we briefly summarize the procedure of the PIRG calculation. 4 The ground state wave function is extracted from a proper initial wave function |Φ by following the principle that works well in a controllable way. We also check that the G-type SO and C-type OO are preserved during the extrapolation process, while their amplitudes are slightly modified. The spin and orbital configurations in the ground state are illustrated in Fig. 7 We calculate the total energy E(M ↑ , M ↓ ) for the system with
where M σ denotes number of electrons with spin σ. Then we obtain the chemical potential as
follows:
where E 0 is the energy of the 1/3-filled system which corresponds to YVO 3 . The charge gap ∆ c is estimated as a difference between these two chemical potentials,
We note that the gap obtained by the above procedure is the indirect one that should give the lower bound of the direct gap. Figure 5 shows λ dependence of the charge gap calculated by to the HF results. For the realistic value (λ = 1.0), the charge gap is 0.70 ± 0.07 eV, which seems to be slightly smaller than the experimental optical gap. 21 This is partly because that the PIRG calculation gives the indirect gap in general, while the optical gap is the direct one.
The difference between the indirect and direct gap is estimated as ∼ 0.1eV in the HF solution.
Since the PIRG calculation is performed on a finite-size system, the charge gap may further be reduced with a finite-size scaling. Because of the limitation of computer resources, for the moment, results on finite-size scaling are not available. However, we have checked that the charge gap is insensitive to the system size in the HF calculations. It may suggest that the charge gap is determined from a local origin. We believe that the present result is close to the thermodynamic limit. Our result is quantitatively consistent with the experimental results as compared to those of HF(3.4eV) 9 or GGA (0.009eV). 11 We stress that the present results are obtained from the first-principles calculation without any adjustable parameters.
Summary
In summary, the transition metal oxide YVO 3 is investigated by the DFT+PIRG scheme.
First we use the DFT method to construct the effective low-energy Hamiltonian which consists of the tight-binding part and the effective screened Coulomb interactions. The PIRG method is employed as a low-energy solver that can fully take into account spatial and dynamical fluctuations. The obtained spin and orbital state is consistent with the experiment.
The indirect-charge gap is estimated to be 0.70 ± 0.07 eV, which is smaller than the inferred experimental optical (direct) gap, but is consistent each other in terms of the difference between direct and indirect gaps. It has prominently improved the estimation compared to the
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LDA or GGA method. Our results are all consistent with the available experimental results. It is desired to measure the indirect gap to compare with the present result. The present application to YVO 3 further proves that DFT+PIRG offers a quantitatively precise first-principles scheme for strongly correlated electron systems. The method establishes it as a standard scheme for reliable estimates of the electronic structure when the lattice structure is given.
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Appendix: Transfer Integrals
We present off-diagonal matrix elements in the transfer integrals of the tight-binding model. The indices i and j specify a unit cell and l and l ′ represent a vanadium atom in the unit cell. Between two vanadium atoms, the transfer matrix t ijll ′ mm ′ has (m, m ′ ) elements, where m and m ′ denotes an orbital. Here we only show the transfer matrices with at least one element larger then 0.01eV. Other transfer matrices are also included in the actual calculations.
• i = j (intra-unit cell) • r i − r j = (a, 0, 0)
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• r i − r j = (0, b, c)
• r i − r j = (0, b, −c)
• r i − r j = (a, b, c)
• r i − r j = (−a, −b, c)
16/17
