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Abstract
Simultaneous Localization and Mapping (SLAM) algorithms are used
by autonomous robots to build or update maps of an environment while
maintaining their position simultaneously. A fundamental open prob-
lem in SLAM is the eective representation of the map in unknown,
ambiguous, complex, dynamic environments. Representing such envi-
ronments in a suitable manner is a complex task. Existing approaches
to SLAM use map representations that store individual features (range
measurements, image patches, or higher level semantic features) and
their locations in the environment. The choice of how the map is rep-
resented produces limitations which in many ways are unfavourable
for application in real-world scenarios. In this thesis, a new approach
to SLAM is explored that redenes sensing and robot motion as acts
of deformation of a dierentiable surface. Distance elds and level set
methods are utilized to dene a parallel to the components of the SLAM
estimation process and an algorithm is developed and demonstrated.
The variational framework developed is capable of representing com-
plex dynamic scenes and spatially varying uncertainty for sensor and
robot models.
Keywords: SLAM, Level Set, Distance Fields, Implicit
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1.1 Simultaneous Localization andMapping (SLAM)
Many robotics applications require or mandate little to no human intervention.
For example, robots programmed for space exploration, subsea mining and tun-
nel exploration. These autonomous robots must be able to map an unknown or
outdated environment in order to estimate their pose thus making localization
and mapping the core problem [1]. Localization and mapping is a hard problem to
solve because of factors such as inaccurate and unreliable sensor data and dynamic
unpredictable environments [1].
Generally, a robot depends on a predened map and estimates its location within
this map. Maps can be inaccurate, incomplete or simply unavailable and thus the
robot must map the environment and localize itself simultaneously [1]. Algorithms
that accomplish this task are known as Simultaneous Localization and Mapping
(SLAM) algorithms. SLAM algorithms for mobile robotics attempt to solve two
problems simultaneously:
1. Mapping: determining what an unknown environment looks like.
2. Localization: determining where the robot vehicle is located within this map.
1.2 Uncertainty
If perfect data could be obtained from sensors then a perfect map of the envi-
ronment can be generated with accurate localization of the robot. Unfortunately,
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even very high quality sensors are unable to provide error free data which adds
uncertainty to the system.
Autonomous robots need to accommodate uncertainty to be able to traverse a
dynamic environment. A dynamic environment adds to uncertainty, however, it is
not the only source of uncertainty the robot must be able to deal with. Uncertainty
also arises with erroneous data collected through a myriad of imperfect sensors,
referred to as sensor noise, which a robot must use to perceive the environment.
Furthermore, actuators (Motors) that drive a robot can be unpredictable which
increases uncertainty. The severity of unpredictability depends on the quality of
the actuators. Various factors such as wear and tear, control noise and mechanical
failure degrade the quality of even the highest quality actuators resulting in an
increase in uncertainty [1].
Computers add to the level of uncertainty simply because they can only represent
numbers within a certain level of precision. Therefore, all internal models of the
environment that can be represented on the software level are approximate and
will accumulate error and are known as model errors [1].
Autonomous robots are real-time systems, and as such must perform calculations
that can be performed within a small slice of time. This limits the amount of
computation that can be performed thus limiting accuracy for the sake of speed
and thereby increasing uncertainty.
Working with erroneous data described above requires modelling the uncertainty
to be able to represent ambiguity mathematically. For example, in Figure 1.1(a)
the robot generates the likelihood of dierent positions from a laser scan (Fig-
ure 1.1(b)). Robots that work under tight constraints, such as industrial assembly
robots, reduce the level of uncertainty they need to deal with, thus reducing com-
plexity of the algorithms that drive the robots. Most autonomous robots however,
are expected to cope with a large degree of uncertainty due to the factors discussed
earlier. Many methods have been proposed to model the uncertainty and are in
use in modern mapping algorithms. Collectively, they fall under the category of
probabilistic algorithms [2].
1.3 Problem Statement
Probabilistic robotics is the dominant approach in the eld of robotics mapping
[2]. Probabilistic algorithms do not rely on a single guess for decision making
2
Figure 1.1: Robot position likelihood [1]
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but base the decisions on a complete set of guesses through the use of probabilistic
distributions. This allows the algorithms to be robust and forgiving when assessing
an environment and are able to deal with the ambiguity inevitably arising in
unstructured environments.
Navigation in probabilistic robotics requires knowledge about the surrounding en-
vironment as well as knowledge pertaining to the robot's current location in the
environment. To be able to gather data from the surrounding environment, an
autonomous robot must perceive the world through sensing where typically range
sensors are used.
Estimation of an autonomous robot's current location relative to an external ref-
erence frame is known as robot localization [1]. Localization requires data about
the environment, which can range from complete maps of the environment to
placement of known beacons. The accuracy of localization depends directly on
the accuracy of the predened map or beacon locations. The initial position of
the robot can also be predetermined, however, that is of little use in real world
scenarios. Thus, current research in robot localization focuses on algorithms that
allow a robot to localize itself in an unknown environment.
Most SLAM algorithms rely on feature-based maps. Each feature (range measure-
ments, image patches, or higher level semantic features) is a unique landmark in
the environment that is tracked and updated whenever it is encountered. Such
feature-based maps are eective in specic scenarios (e.g. approximately planar
motion, static environments) and are most successful when the environment can
be satisfactorily described by a small set of discrete features. However, such rep-
resentations limit the application of SLAM in large-scale real-world dynamic en-
vironments.
Feature based maps are found to be inadequate for representing large and complex
environments because of the sparsity of the features [3]. The system's complexity
is increased exponentially with each new additional feature. Managing a very large
set of features (continually increasing in size) becomes challenging even for modern
computing hardware. Furthermore, dynamic environments permit improper data
association of measurements (because of shape deforming aquatic life) leading to
algorithm divergence. Any reasoning about the environment between discrete
features is dicult without heuristics and the estimation of unconstrained motion
in 3D space is challenging.
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Current SLAM algorithms have not been shown to work well in complex 3D scenes
with unconstrained sensor motion nor do they work well in dynamic environments.
Underwater environments lled with sh and shape-deforming aquatic life is one
such example [4]. Such an environment poses a signicant hurdle for existing
SLAM algorithms.
Instead of representing the world with explicit salient features, the map can be rep-
resented as an implicit function which is the focus of this thesis. Thus, SLAM can
be redened in a coherent manner and gives the opportunity to map dierentiable
and dynamic processes that current mapping techniques fail to handle.
1.4 Contribution
This thesis explores the use of varational techniques (methods that attempt to
minimize or maximize the energy in a system) in the context of SLAM. The devel-
oped techniques and frameworks use distance elds to represent the environment
and level set methods (methods for the manipulation of implicit surfaces) as the
fundamental mathematical framework to re-formulate SLAM as a contour/surface
tracking problem.
Later chapters will present level set frameworks capable of generating, displaying
and manipulating implicit surfaces in real-time via the level set methods. The
framework addresses disadvantages of implicit surface generation and manipulation
by using spatial data structures and scalable multi-threaded memory managers.
The resulting framework is shown to be fast, ecient and scalable.
1.5 Thesis Structure
Chapter 2 will discuss related work done in SLAM and the level set methods and
proposes to bridge the gap between the two dierent elds of research.
Chapter 3 will discuss the theory behind implicit surfaces, level set methods and
distances. The chapter discusses in detail the concept of signed distance elds and
manipulation of the implicit surface through the signed distance elds. Advantages
and disadvantages of the level set methods are highlighted as well.
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Chapter 4 discusses a novel approach to mapping an environment for use in SLAM
algorithms. The notion of using sensors as surface deformers is discussed and the
theoretical implementation of the proposed technique is provided.
Chapter 5 discusses in detail the software frameworks and the methods used to
allow real-time surface manipulation even on large grids.
Chapter 6 shows the application of the frameworks and the resulting maps gener-
ated by it.
Finally, in Chapter 7 the thesis is concluded with a summary and discussion of the





Autonomous robots are required in a host of real-world applications requiring little
to no human intervention. They are used domestically (e.g. autonomous vacuum
cleaners), industrial (e.g. factory manufacturing robots), and military (e.g. un-
manned drones and missiles). These autonomous robots depend on complex algo-
rithms to guide them in potentially unknown and possibly dynamic environments.
For the robot to traverse an environment predictably algorithms must be developed
to map the environment and the robot must calculate its position and orientation
relative to this map. Navigation of dynamic environments, by its nature, requires
the ability to accommodate uncertainty because of unreliable sensor data, physical
limitations such as wheel slippage and dynamic environments (environments with
moving objects).
Even with a priori knowledge of a map (obtained through a blueprint of an environ-
ment) an autonomous robot must modify and update the map as the environment
changes. In a controlled environment this may not be necessary, but a dynamic
environment demands that this particular ability be present in all autonomous
robots. Subsequent modication of the map is important as usually a given map
is not an accurate representation of the environment or the map may be outdated.
In some scenarios, an initial map may not even exist (unknown regions such as
other planets). Thus, for robots to be truly autonomous, they must be able to
create and update maps and compensate for changes in the environment that are
not reected on the map automatically.
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Localization of a robot requires a predetermined map of the environment while map
generation requires knowledge about a robot's local position in the environment.
Simultaneous localization and mapping (SLAM) algorithms attempt to solve both
problems, where there is incomplete knowledge of the environment and the pose
of the robot itself. The goal is to estimate the joint probability over robot pose
and a particular map representation [1, 5].
Smith, Self, and Cheeseman [5] introduced the idea that inaccuracies in measure-
ments of observed features in an environment could be reduced while simultane-
ously reducing the error in the overall trajectory by formulating the problem in
a Bayesian framework to estimate relationships between robot pose and observed
features. Csorba [6] observed that with time, all features become fully correlated
with each other and with the robot location - a key result that denes the need
for probabilistic map representation for SLAM.
Maps
Most SLAM algorithms rely on simple to use feature-based maps where each fea-
ture is a unique landmark in the environment. The sparsity of the feature based
maps makes them inadequate for representing complex environments. Tracking
more features increases the complexity of the system exponentially [1]. Eective
demonstration of SLAM in real-world systems are usually based on metric feature
based maps, constrained sensor motion (planar, 3-DOF1) and use sensors that
provide range data (e.g. laser line scanners and stereo cameras) [7].
Current feature-based methods have not successfully used SLAM in a complex
3D scene with unconstrained motion (6-DOF) [8] because of complications arising
from sensor motion in large, dense, dynamic/deformable environments. One such
example is a dynamic underwater environment lled with sh and shape-deforming
aquatic life such as sea weed and coral reefs. These environments pose signicant
hurdles for existing SLAM algorithms.
Maps created through the SLAM process have found uses in path-planning to
determine and predict object trajectories and avoid obstacles. Navigation limited
to one plane is usually represented by a 2D top-down map to characterize spatial




Current SLAM algorithms make extensive use of state estimation and sensor fusion
algorithms such as Kalman Filters, Particle Filters and Expectation Maximization
[1]. In the following sections, existing mapping techniques and the supporting
algorithms are reviewed to see how they represent maps and the advantages and
disadvantages of each implementation is discussed. The notion of implicit surface
representation in the context of SLAM is explored since it has the potential to
represent complex, dynamic scenes. Although there are many more variations, the
most common techniques will be discussed.
2.1.1 Kalman Filters and Feature Based Maps
Feature based SLAM algorithms extract sparse features from the sensors informa-
tion. A 3D feature is represented as an Θi = [x, y, z]
T point in three-dimensional
space. The set of features Θt = {Θ1,Θ2,Θ3, · · · ,Θn} are used in conjunction
with the robots pose, st, to build the nal SLAM state that is estimated as
Xt = (st,Θ1,Θ2, ...Θn). The map is comprised only of features resulting in more
memory and computational eciency by sacricing the quality of the map as much
of the information from the sensors is discarded [9].
Kalman lters [10] are recursive state estimation algorithms that represent pos-
terior probability density functions using Gaussian distributions [11]. A posterior
probability is the probability of an event after relevant data is processed. Gaus-
sian distributions are frequently used because of the small number of parameters
required for complete representation [2]. There are variations to the Kalman lters
(which require linear dynamic systems), extended Kalman lter (which can han-
dle nonlinear dynamics) and the extended information lter (a reformulation of
the EKF using information matrices rather than covariances). Many current ap-
proaches to SLAM algorithms use the EK lters [12, 13, 14] as well as the Extended
Information (EI) lters [15, 16].
EKF SLAM
Maps generated by EKF SLAM algorithms are feature based. The features rep-
resent the landmarks that the map is composed of which the robot is able to
recognize and use as reference points. Landmarks are especially useful for correct-
ing accumulating (but consistent) errors using a technique known as loop closing
(Figure-2.1).
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Figure 2.1: A robot's path is a dotted line and its estimates of its own position are
shaded ellipses. Eight distinguishable landmarks of unknown location are shown
as small dots, and their location estimates are shown as white ellipses. (a) The
robot continues along a straight path with low uncertainty of the current pose
(b) The robot's pose changes and the uncertainty of the pose with relation to the
landmarks rises (c) The uncertainty continues to rise as the robot's pose continues
to change (d) The robot sense the rst landmark again and the uncertainty of all
landmarks decreases as does the uncertainty of the current pose [1].
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In most EKF SLAM implementations, a state vector X of the system at time t is
comprised of the current pose estimate as well as landmark estimates
Xt = [st,Θ1,Θ2, ...Θn] (2.1)
where st is the pose at time t and Θn are the landmarks. The complexity of the
algorithm is O(n2) where n is the number of landmarks because of a necessary
matrix inversion of an n× n matrix.
Smith et al. [17] proposed solving the SLAM problem using the EKF. The paper
correlates a robot's pose errors with errors on the map via a covariance matrix.
EKF SLAM algorithms solve the online SLAM problem (estimates most recent
pose and map) and by nature are unable to solve the full SLAM problem (generate
map using all available information) stated as
p(xt,m|z1:t, u1:t) (2.2)
Where xt is the pose at time t, Θ is the map and z1:t and u1:t are the measurements
and controls, respectively [1].
The process of relating sensor measurements to estimate landmark (features) is
called correspondence. A landmark encountered by the robot that is not recognized
but used in computations has unknown correspondence [1] and should be either
added to the list of features or discarded because of insucient saliency.
EKF SLAM algorithms have major drawbacks in terms of increase in computa-
tional complexity when there is an increase in the number of landmarks [18, 19].
Sensor updates require quadratic time in the number of landmarks to compute
because the covariance matrix increases in size with the addition of each land-
mark. The matrix also needs to be inverted to estimate the Kalman gain weight
factor after each measurement update. This complexity puts an upper limit on
the number of landmarks that can be used by the algorithm on a given computa-
tional processor and thus reduces its scalability and eectiveness in large, complex
environments.
Guivant et al. [20] proposed compression lters to demonstrate that the com-
plexity of SLAM algorithms due to sensor updates can be reduced, although it
increases uncertainty. Leonard et al. [21] proposed a derived algorithm, called De-
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coupled Stochastic Mapping (DCM) algorithm, which divides the environment into
multiple globally-referenced submap regions thereby reducing the computational
requirements on a per region basis. Both algorithms have limitations (limited
number of landmarks and scalability issues with complex environments) when it
comes to approximations of the environment in an attempt to reduce computa-
tional requirements and the resulting increase in uncertainty.
Additional limitations to the EKF SLAM algorithm become apparent when the
algorithm is applied with unknown correspondence of landmarks. The algorithm
works well only when the landmarks are distinguishable within a certain error. This
is because the algorithm applies an incremental maximum likelihood estimator to
the correspondence problem [1]. The algorithm therefore performs poorly when
landmarks are highly ambiguous in which case multiple, distinct maps are obtained
of the same region from dierent data sets. Because of the incremental nature of
the algorithm, it is impossible to take into account all incoming sensor data for
posterior probability computations.
While the EKF SLAM algorithm is proactive and the other algorithms (e.g. Graph-
SLAM) simply accumulates information and processes it oine. Sparse Extended
Information Filter (SEIF) algorithms combines both methods into one, albeit with
some approximations of sensor data. The feature relations of the map are repre-
sented sparsely in the case of the covariance matrix. Since landmark information
is modied by local neighbours the measurement update can be performed in con-
stant time O(1). Although, in order to perform reasoning about world references
or obtain metric features, the information matrix must be inverted which results
in quadratic complexity. SEIF integrates the past robot poses similar to that of
the EKF SLAM algorithms while at the same time maintaining information rep-
resenting all the knowledge of the paths and poses similar to the GraphSLAM
technique described below.
GraphSLAM
The EKF SLAM algorithm has quadratic computational update complexity in
measurement updates which makes it inecient to track a little more than a hun-
dred landmarks [1]. Under specic formulations, the full SLAM problem has been
shown to form sparse graphs of the posterior [22] and is the sum of non-linear
quadratic constraints.
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EKF SLAM represents information via a covariance matrix along with an average
vector of the robot's path while GraphSLAM represents the information as a graph
of soft constraints [23, 22]. Since GraphSLAM works on a sparse tree of soft
constraints, it requires an additional pass over the collected information to build
the map and the robot path. This is called the lazy SLAM technique. In contrast,
the EKF SLAM algorithm(s) maintain the best estimate of the path as well as
the map at all times. Thus the extra phase of computation, not present in EKF
SLAM, must be taken into account with GraphSLAM algorithms and variations
of it.
GraphSLAM does not need to resolve the information that is accumulated over
time and thus no calculations need to be performed during that stage. This allows
GraphSLAM algorithms to acquire maps that are much larger than maps that
can be generated by the EKF SLAM algorithms. Having access to the full data
when constructing a map, GraphSLAM algorithms can apply linearization and
data association techniques not possible with EKF SLAM where previous data
is discarded once it has been integrated. GraphSLAM can revise previous data
associations and can perform multiple passes of the data if necessary, which results
in superior and more accurate maps that those generated by current EKF SLAM
algorithms.
The added benets come with a cost. More specically, GraphSLAM algorithms
work on a xed size data set whereas EKF SLAM can update the map indenitely
(of course, taking into account the large computation and memory requirements of
the covariance matrix, this advantage is short lived). The size of the sparse graph
grows linearly with time, and as such would require ample amounts of memory to
store. The EKF algorithms have no such constraint. Lastly, complex sparse graphs
will require oine calculations for map generation and as such, GraphSLAM algo-
rithms cannot be used where the robot must create, modify and update the map
indenitely.
FastSLAM
FastSLAM is an algorithm that combines EKF and particle ltering to solve the
SLAM problem. It was rst introduced by Montemerlo et al. [18] to address
shortcomings in the EKF SLAM algorithms noted previously. FastSLAM is com-
putationally more ecient than EKF only SLAM algorithms in that it can be
implemented in a time logarithmic vs. time quadratic in the number of landmarks
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Figure 2.2: The FastSLAM algorithm (in this case a grid-based variant shown)
application (a) Three particles (green dots) are shown where each particle carries
its own map shown in (b, c, d) [24]. Generally, more particles are used when
generating feature based maps using the FastSLAM algorithm.
[18]. It is able to achieve the eciency by keeping the individual landmark mea-
surements independent of each other given the knowledge of the robot's path.
FastSLAM uses a particle lter to estimate the posterior. The algorithm maintains
a set of particles, where each particle denotes a unique landmark, which represent
the posterior and corresponds to the complete path of the robot within some
uncertainty. The map errors and features are dened as independent EKFs. The
features are represented in a similar manner when compared to EKF SLAM but
instead of estimating a large and growing state in the Kalman lter, N separate and
smaller Kalman lters are instantiated; one per feature. The resulting covariance
matrix is 2 × 2 for 2D features and 3 × 3 for 3D features, which is very fast to
invert, resulting in a complexity of O(MlogN) where M is the number of particles
and N is the number of landmarks [19].
FastSLAM is able to deal with the previously mentioned data association problem,
i.e. discerning ambiguous landmarks, resulting in the algorithm being more robust
in unknown correspondence. Another advantage of FastSLAM algorithms over
the previously discussed EKF SLAM algorithms is the fact that particle lters can
accommodate non-linear robot motion models, where the EKF algorithms model
the motion through linear or close-to-linear functions.
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Algorithms that improve upon FastSLAM have been suggested by Nieto et al.
[25] and Montemerlo et al. [26]. The former extends the algorithm by addressing
the data association problem using a nearest neighbour technique. Their paper
also describes a new implementation to handle uncertainty in the data association
problem called Multiple Hypothesis Tracking. The latter paper aims to overcome
some deciencies in the FastSLAM algorithm.
2.1.2 Occupancy Grid Map Representations
The occupancy grid approach was rst proposed by Elfes et al. [27] where they
gathered measurements from sonar units to generate occupancy information that
was projected onto a two-dimensional map (Figure 2.3). The technique combined
several readings from individual sensors, with some constraints, to reduce the
uncertainty which was then represented as probabilities in a discretized grid. The
range readings provided information about each grid cell as occupied or empty.
The proposed technique then used probability density functions projected on a
horizontal plane to generate a map of the environment.
A range measurement from sonar does not contain enough information to make
an accurate assumption of the occupancy of a particular grid cell. Elfes et al. [27]
combined a number of readings thereby reducing the uncertainty of a given region
and used a recursive Bayesian update to estimate the probability of a cell being oc-
cupied where a Bayesian update or Bayes lter estimates, recursively, a probability
density function using a set of measurements. The algorithms for relating two maps
of the same area in the proposed technique assume the environment is composed of
straight lined objects. This is due to the resolution of the occupancy grid. A high
resolution grid is required to represent curved objects. Dynamic objects pose a
signicant problem for this particular technique as there is no separation between
the robot's local area and the entire environment. Detecting objects smaller than
the cell size is also problematic (e.g. furniture legs).
Crowley et al. [29] address the above mentioned drawbacks including modelling
dynamic obstacles and accurate position estimation of the robot. They proposed
using two occupancy grids where the rst grid models within a close vicinity of
the robot and the second grid models the environment. The local occupancy grid
can then be used for collision detection with a ne enough resolution to detect
smaller objects. This method also relies on the environment and obstacles to be
composed of straight lines to calculate probability of occupation which limits its
use in environments with non-linear obstacles.
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Figure 2.3: top: Sonar sensor model showing uncertainty, bottom: occupancy grid
generated by sonar [28].
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2.1.3 Volumetric and Mesh based Map Representation
All the mapping techniques mentioned in the paper so far operate in 2D. This
works well as the robot itself is conned to a plane. Volumetric representations
of the environment extend the map into the 3rd dimension thereby packing much
more information than the 2D counterparts. The extra information can be used to
dierentiate between dierent environmental features while also facilitating merg-
ing of same features [29].
Thrun et al. [24] successfully demonstrated a real-time algorithm that can generate
large volumetric maps of a cyclic environment (Figure 2.4). The proposed algo-
rithm uses incremental mapping and posterior estimation allowing fast mapping
of indoor environments.
Thrun et al. [30] proposed an algorithm to generate volumetric 3D models of
the environment from range and camera data. The algorithm uses a variation
of expectation maximization to t 3D data to simple planar models. It takes
advantage of the assumption that the environment consists of at surfaces allowing
the nal map to be less complex with reduced noise. The proposed algorithm
relies on dierentiating objects in the environment to track changes. Without the
markers the algorithm may fail to disambiguate two separate pieces of a planar
wall.
The previous technique failed to extend into the vertical dimension which Triebel et
al. [31] address by using two forward pointed laser scanners. Each sensor returns
measurements in the opposite plane to accommodate for uneven terrain. The
volumetric map of an underground mine is constructed using sensors pointing
perpendicular to the robot's heading direction. The system does fail with highly
uneven terrain and other natural obstacles (e.g. mud holes) found in mines.
Although the above algorithms were able to generate volumetric maps which were
then converted to mesh based representations, there were some assumptions and
limitations. The environment was assumed to consist of planar (or relatively pla-
nar) structures and did not contain obstacles. None of the mentioned techniques
were demonstrated to cope with moving obstacles. This can be attributed to the
computationally expensive collision detection of the resulting parametric surfaces.
Mesh based representations of the map required post-processing which was not
demonstrated to be performed in real-time.
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Figure 2.4: Top: Autonomous exploration and mapping using an urban robot:
Raw data and nal map, generated in real-time during exploration, Bottom: 3D
map of a corridor [24].
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2.2 Implicit Surfaces and Mapping
Implicit surfaces, represented by implicit functions [32, 33], level sets [34, 35, 36,
37] and distance elds [38, 39] constitute variational approaches to 3D object
modeling. Their use has not yet been explored in the context of probabilistic map
representation for SLAM. The methods have proven eective for 3D modeling and
tracking changes in topology of 3D models with relative ease.
All of the approaches of map representation discussed so far use discrete structures
or parametric surfaces. Such representations are easy to generate (i.e. computa-
tionally inexpensive) and memory requirements have no relation to the size/volume
of the model, but rather the surface's complexity.
The term variational method refers to an estimation algorithm utilizing an energy-
based model and seeks to nd a stable state that minimizes (or maximizes) explicit
constraints [40]. Nonlinear partial dierential equations (PDEs) are used to apply
these constraints on the evolution of the energy model to locate local (or global)
minima. Level set methods are one example of a variational method enabling
the ecient tracking of an implicit-surface (or contour) that minimizes specied
constraints.
Level set methods (LSMs) have proven to be useful for representing active con-
tours (i.e. contours that change shape over time [40]) regardless of the surface
complexity. Generally, LSM maintains a contour not as a set of curve elements
(or features) but rather implicitly as a spatially continuous function representing
the distance to the contour. The contour itself is extracted, as needed, as the
zero-level set of this function [41].
PDEs are used to evolve the energy function and model non-linear dynamics. Im-
plicitly, the evolution of the energy model changes the shape of the contour allowing
the representation of complex deformable shapes. Multiple objects can be tracked
by extracting the zero level set of a function containing multiple peaks/valleys,
resulting in multiple contours. This has previously been exploited successfully for
image segmentation [37, 42]. Despite the signicant strengths of the method, the
only notable use of LSM within the SLAM literature is the research by Guivant et
al. [43].
In [43], the authors used LSM to evaluate an entropy function establishing the
quality/amount of information to be gained by a particular trajectory in the motion
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planning stage. However, their algorithm relies on a combination of topological
and feature-based maps to represent the world. The resulting sparse map, although
usable for navigation, is unusable for 3D modeling or other quantitative analysis.
Variational methods provide ecient mechanisms to evolve surfaces (contours)
based on a set of forces or constraints. This enables highly complex shapes and
surfaces to evolve from very simple initial conditions. For example, LSMs can be
used to represent evolving 3D models such as uids. Applying uid dynamic forces
to the LSM function allows for the surface to deform and act as a uid [44].
2.2.1 Level Sets
Sensor data is inherently noisy and has insucient resolution to represent a com-
plex real world environment with a single set of measurements [1]. Reconstruction
of surfaces with current mapping techniques is one of the most challenging tasks to
undertake and the quality of the reconstruction is limited by the method employed
to represent the surface. Navigation algorithms which use the resulting maps in-
crease in complexity as the complexity of the environment increases negatively
aecting the robot's path planning solutions.
Implicit surfaces are dened by a function that equals some constant, such that
the function satises all the points representing the surface. The function itself is
dened such that for a point x the function F (x) > 0 if x is outside the surface,
F (x) < 0 if x is below or inside the surface and F (x) = 0 when x is on the surface
(Figure 2.5). A continuous range of values can be generated from the function
called a signed distance eld. Continuous distance elds must be discretized into
spatial grids if they are to be represented by computers. The discretized distance
elds, although continuous, are an approximation of the original signed distance
eld. A more detailed analysis and theory is provided in Chapter 3.
Surface Reconstruction
Robust reconstruction of 3D objects is a very powerful feature of implicit surfaces
as demonstrated by [12, 45]. Smooth surfaces can be generated from segmented
data while preserving ne detail. Errors in geometry, such as holes, can be lled
resulting in a continuous surface.
Carr et al. [45] uses Radial Basis Functions (RBFs) for reconstructing geometry
from point-cloud data. RBFs are functions where the values depend only on the
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Figure 2.5: The dark red outlines represent the surface itself, where the level set
function F (x) = 0. The lighter red interior of the surface is where F (x) < 0.
F (x) > 0 in all regions that are exterior to the surface. This gure shows a 2D
slice of a 3D level set function of a torus.
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distance from the origin. The technique describes generating valid normal vector
data by o-setting the points. Various sensors in robotics, such as laser sensors
and depth sensors generate point cloud data which can then be used in conjunction
with RBFs to reconstruct the original surface.
RBFs are too slow to be used for online SLAM problems. Ohtake et al. [46] propose
a multi-scale approach to data reconstruction, where they rst use spatial down
sampling to construct coarse-to-ne hierarchy of point sets and then interpolate
the sets of starting from the coarsest level. This method is insensitive to the
density of scattered data and allows it to be faster and more robust when lling
large holes in a surface or range data.
Another method proposed by David et al. [12] utilizes the signed distance eld and
ll the gaps by extending the signed distance function which is dened only near
the holes of the surface. This is achieved by diusing the value of the distance eld
near the hole into undened areas allowing the zero level set of the distance eld
to propagate and ll the hole. This method is an iterative process and requires
several iterations. The paper also proposes an extension to the algorithm called
space carving allowing correct topology to be generated in close spaces. The
technique has a limitation where ripples may appear in areas where the laser scans
are not perpendicular to the surface. Even so, the surface reconstruction is able
to provide a good approximation to the original surface.
Surface Propagation
Surface propagation in distance elds is a very stable operation where propagation
(if performed with a proper ∆t) results in a continuous surface regardless of the
change in surface volume. Parametric surfaces (e.g. polygonal meshes) can stretch
and break if manipulated too much without further subdivisions.
Interpolation with parametric surfaces is dicult or impossible with complex con-
cave geometry [47]. Current methods produce many artifacts and incorrect surface
representations in dierent slices. Morphing two implicit functions on the other
hand is an easy operation as it only requires the interpolation between two dis-
tance elds (given some weighting) resulting in an accurately morphed curve or
surface.
Distance elds have been used for morphological operations of erosion and dilation.
A morphological operation of erosion removes external parts of a surface while
dilation will add parts to the boundary of the object. Holes in a surface can increase
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or decrease in size depending on the direction of interpolation [48]. Morphological
operations have also been carried out on binary segmented data, such as an MRI2
scan, by Hastreiter et al. [49] which can be easily translated to data collected by
robotic sensors.
Path Planning and Collision Detection
Point clouds, by nature, cannot be used for collision detection unless a surface has
been constructed using the point data. Collision detection between parametric
surfaces has been an active area of research and is used in many real time applica-
tions and games, although there are many constraints that are put in the system
to ensure proper collisions. Parametric meshes used for collisions are usually very
simple, convex and are a crude approximation to a detailed surface. This is be-
cause of the complexity involved with determining point to plane and plane to
plane intersections.
Collision detection with distance elds is much simpler and faster. A point in the
distance eld returns a negative distance signifying the point is inside the surface,
a positive distance signifying the point is outside the surface and a value of zero
to signify the point is on the surface. Since implicit surfaces are continuous, to
perform calculations on the surface, the surface must be discretized and this results
in approximations. Thus, all collisions done on and/or between implicit surfaces
are approximate where the resolution of the collisions is determined by the number
of voxels in the distance eld grid that is approximating the surfaces.
Teschner et al. [50] use spatially partitioned distance elds for collision detection
of deformable bodies . They proposed methods for accurate and fast intersection
checks for complex deformable bodies such as cloth and skin. Data structures
for distance eld collision detection require a larger memory footprint than their
parametric counterparts. The authors propose a solution based on adaptively
sampled distance elds to reduce the memory footprint, although that will increase
the computation time to generate the distance elds of the concerned bodies.
Fast collision detection makes it possible to eciently nd paths which may result
in computational improvements in existing algorithms. Path planning and collision
detection are important facets of autonomous robots where distance elds may
prove to be a superior choice.
2Magnetic Resonance Imaging
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Figure 2.6: A sculpt using the LSM framework and the default sculpting tools. In
this case the initial surface was an implicit sphere. The center of the object has a
hole punched through and through which is very dicult to achieve in traditional
sculpting applications that use polygons.
Surface Manipulation
One widely used application of distance eld methods is digital sculpting used in
animation and game production (Figure 2.6). Adding detail to a continuous surface
in an interactive fashion is a dicult task. Increased detail means ner voxel grids
which translate to greater memory requirements and greater computational costs
for creating, manipulating and rendering the surface. Various methods have been
proposed to allow interactive editing and manipulation of these surfaces.
Museth et al. [51] present a set of operators for manipulating level set surfaces.
The deformation of the implicit surfaces is done via a speed function, a collection
of which is described in the paper. Five editing operators were shown, including
blending, smoothing and sharpening. The method works by applying velocity to
the implicit surface in the direction of the surface via an operator with a center
of interest. The operations are guaranteed to produce non-self-intersecting, closed
surfaces.
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2.3 Level Set Methods and SLAM
Applying LSM to SLAM requires reconciliation between distance-eld represen-
tations (for LSM) and probabilistic spatial representations (for SLAM). This is a
challenging task requiring ecient ways to represent uncertainty models for mea-
surements, the vehicle motion, and the entire state (which includes trajectory and
map). SLAM's power stems from its ability to reduce the uncertainty of the state
through sensing and data association. Within an LSM-based approach, forces
that distort the surface towards areas of higher certainty can model the uncer-
tainty per measurement. Integrating multiple measurements requires an ecient
way to estimate the spatial inuence of the combined set of measurements.
In SLAM, the sensing process can be redened as surface deformation. Range
measurements obtained, for example from laser scanners or stereo cameras, can be
used as tools to modify an initial (inaccurate) representation of the environment.
The data from the sensors will sculpt the initial surface as the robot senses the





A geometric surface can be represented by a few dierent mathematical concepts
ranging from polygonal isometric surfaces (and variations of it) to mathematical
representation of the surface, such as non-uniform rational b-splines (NURBS) [52]
which create continuous surface patches that can then be combined to represent a
complex surface.
Most graphics applications today render using parametric surfaces, with the most
basic element being a triangle with three vertices. Modern Graphics Processing
Units (GPUs) specialize in rendering, manipulating and texturing millions of tri-
angles per frame. Parametric surfaces however have drawbacks that do not make
them an ideal choice for some applications. For example, deformation of a com-
plex parametric surface is tricky and morphing between two topologically dierent
parametric surfaces is very dicult or impossible.
In contrast to parametric surfaces, implicit surfaces (described in detail in the next
section) are able to address the above mentioned drawbacks along with having
some other major advantages. For example, fast collision detection on complex,
concave surfaces, which is very computationally expensive on parametric surfaces.
Implicit surfaces have their own drawbacks and thus do not have the same hardware
support as parametric surfaces. The drawbacks include high memory usage and
computational requirements.
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Figure 3.1: An implicit surface where the black border signies the surface bound-
ary. The grey area is the inside of the surface and white the outside. The implicit
function f(x) that denes the surface returns a signed distance to the surface for
any given point. The sign, combined with the distance returned by the function,
is useful for determining whether the point lies outside, inside or on the surface.
In this chapter the theory behind implicit surfaces will be discussed including
representation of implicit surfaces via distance elds.
3.2 Implicit Surfaces
An implicit surface is dened by a continuous function that equals some constant
such that the function satises all the points representing the surface [41]. If a point
lies on the surface, the function returns zero. Thus, it can be easily determined
whether an arbitrary point in space lies exactly on the surface or not. The function
is also able to determine, using the same concept, whether a point lies outside or
inside the surface depending on the sign returned by the function (Figure 3.1).
3.2.1 Signed Distance Fields
Implicit surfaces are represented by continuous functions and by nature cannot be
represented by discrete data types. The surface must therefore be approximated
by discrete sampling. The higher the number of samples, the more accurate the
nal approximation of the original implicit surface (Figure 3.2). Generally, the
discretization encompasses the area or volume (depending on whether the surface
representation is 2D or 3D) of the surface and is represented by a grid of cells or
voxels (volume elements).
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Figure 3.2: An implicit surface sampled with varying grid sizes.
Each sample stored in a voxel represents the distance to the surface being rep-
resented. When an implicit surface is rst constructed by discrete sampling, the
distance is usually given by querying an implicit function that denes the desired
surface. In addition to the distance information, the function returns a sign which
allows one to determine whether the sample lies inside (negative) or outside (pos-
itive) the surface (a sample lies on the surface if the distance is zero). The signed
distance information is then stored in voxels which, collectively, make up the signed
distance eld.
Even with very high resolution grids, few (if any) voxels will contain a zero distance
from the surface. Thus, the surface is found by detecting a change in sign across
neighboring voxels. In some applications, such as medical imagery from an MRI
scan, only the signs are stored as binary data where a single bit may represent
+ or - sign depending on its state. The change in sign is then used to determine
where the surface intersects.
In Figure 3.3, each cell or voxel stores a signed distance to the surface which is the
shortest distance to the surface. It is not immediately apparent where the surface
contour lies, especially since none of the voxels have a zero distance. However,
the voxels where the surface might be intersecting can be established. This can be
done by simply looking at neighboring voxels. If the neighboring voxel undergoes a
sign change, it can be deduced that the surface lies somewhere between the voxels
undergoing a sign change. Figure 3.4 shows the same grid but with the surface (in
this case a circle with a radius of 1.5) visualized.
With 3D distance elds, the surface can be visualized using polygonal meshes.
Similar to the 2D grid example, intersecting voxels can then be polygonized (Sec-
tion 3.2.2) to obtain a coarse approximation of the original implicit surface. A
naïve approach to compensate for the course result and to obtain a better approx-
imation is to increase the grid's resolution (i.e. increase the number of samples).
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Figure 3.3: A 2D 4x4 signed distance eld grid approximating a surface. Note that
the values in this eld are not arbitrary but represent an actual surface which can
be seen in Figure 3.4
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Figure 3.4: The same grid as Figure 3.3 but this time showing the surface contour
as well. Even though a circular contour is shown, in actuality, the low resolution
of the grid will not be able to the support the circle's continuous curvature. The
idea is analogous to the staircase eect in bitmaps.
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Such an approach can quickly become very expensive computationally, even on
modern processors with multiple cores. Various techniques for ecient storage are
described in Chapter 4 and Appendix B.
3.2.2 Visualization via Polygonization
The marching cubes algorithm [53] is able to generate a decent approximation of
the original surface with a relatively low resolution grid. The algorithm determines
how the surface intersects with a voxel and then uses that information to match it
with a look-up table of surface-edge intersections. The table contains 14 patterns
for the edges of the voxel intersected for each unique case (Figure 3.5). The
algorithm then interpolates the surface intersection along the edge of the voxel
and returns vertex position and indices.
The marching cubes algorithm, although a vast improvement from a binary dis-
tance eld, suers from the staircase eect (Figure 3.6(a)). The marching cubes
algorithm is used with a smoothing pass to align the vertices of the resulting mesh
closer to the original surface. This reduces the staircase eect to a more tolerable
level (Figure 3.6(b)); although this does increase the time it takes to march or to
generate the mesh, depending on whether the second pass is applied or not. To
obtain smoother surfaces, more passes are required.
Other, similar techniques, have emerged mainly to circumvent the patent that
the algorithm held and also to resolve some ambiguous cases where the algorithm
would fail to produce proper triangles. Adaptive Tetrahedrizations [55] is one such
algorithm which uses tetrahedrons instead of cubes. The algorithm not only elim-
inates the ambiguous cases, but produces cleaner meshes; although the resulting
mesh has a higher density when compared to the marching cubes algorithm. Re-
solving ambiguities in the algorithm has been the focus of many research papers
[56, 57].
A more ecient implementation of the Marching Cubes algorithm, proposed by
Lewiner et al. [58], ensures topologically correct results (i.e. eliminates cracks and
topological inconsistencies because of the ambiguities in the original algorithm)
for any input data.
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Figure 3.5: The Marching Cubes 15 cube congurations [54]
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Figure 3.6: (a) a staircase eect produced by a binary distance eld. The poly-
gonization is done using Marching Cubes but without extra distance information,
the algorithm cannot generate a proper mesh, (b) smoother normals obtained with
a smoothing pass that align the vertices of the resulting mesh closer to the original
surface. In the current implementation (Chapter 4), a more ecient method is
used that does not require an additional pass
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3.2.3 Spatial Data Structures
The use of spatial data structures when constructing distance elds is an impor-
tant technique to reduce memory consumption. Spatial data structures have been
researched extensively although their usage may vary depending on the applica-
tion. Some of the more notable data structures include Octrees, KD-Trees and
Adaptively Sampled Distance Fields (ADFs) [38].
The octree are generally a good choice for sparse data sets because of its simplicity.
KD-Tree, a spatial tree similar to octree but without cuboid restrictions, can be
more ecient than Octrees with sparse data sets but are more complicated in their
implementation. When compared to the linear counterparts, octrees provide faster
searches and reduce memory requirements.
ADFs improve over the octree by reducing the number of voxels required to rep-
resent the same surface. ADFs accomplish this by taking into account surface
curvature and discarding voxels that do not experience a curvature change.
3.3 Manipulation of Implicit Surfaces with LSM
Manipulation of an implicit surface is quite dierent than that of other surface
types. For instance, polygonal meshes can be manipulated by control points lo-
cated directly on the surface. There is no similar manipulation model found in the
level set framework. Another method must be used to manipulate the surface.
Figure 3.7 shows a simple signed distance eld grid which approximates a circle
of unit radius. Even though the grid is an approximation of the contour, it is
continuous across the interface. The surface gradient at any voxel can be calculated
by querying the neighboring cells. Using bi-linear interpolation the gradient at any
point can be calculated within the range of the grid.
The gradient can be changed by manipulating the distance values, eectively ma-
nipulating the underlying implicit surface representation. In Figure 3.8 a change
in the original contour is introduced by changing the distance values of two vox-
els. Note that to make it easier to understand, a low resolution grid is shown. A
smooth change in the surface contour illustrated in the gure will require a much
higher grid resolution.
In general an implicit surface in 2D is dened as
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Figure 3.7: A 2D 3 × 3 signed distance eld grid approximating a circle with a
radius of 1.5 units where each voxel is a unit length.
Figure 3.8: Surface contour reecting the change in the distance values. Note that
this is for illustrative purposes only as the distance eld shown here has a very low
resolution and cannot represent the curve shown.
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S = {(x, y) ∈ R2|f(x, y) = 0} (3.1)
and in 3D is dened as
S = {(x, y, z) ∈ R3|f(x, y, z) = 0} (3.2)
where (x, y) is a point in R2 and f(x, y) is the implicit function. If the surface
denition depends on time, the level set formulation can be dened as
St = {(x, y, t) ∈ R3|f(x, y, t) = 0} (3.3)
where St is the surface at time t. The evolution of the surface can be dened by
the following integration
fnew(x, y) ≈ fold(x, y)− L(x, y) ·∆t (3.4)
L = ~V · ∇(x, y) (3.5)
where ~V is the vector eld and ∇(x, y) the gradient. Solving for L is called solving
the level set equation.
3.3.1 Advection with Vector Fields
Suppose one wants to move the surface shown in Figure 3.7 to the right without
distorting the original contour. This can be done by enveloping the grid with a
vector eld ~V = (1, 0). The dot product of ~V with ∇(x, y) will return the change











f−y = f(x, y + 1)− f(x, y) if Vy < 0f−y = f(x, y)− f(x, y − 1) if Vy > 0 (3.7)
The resulting solution of the level set equation can then be applied in Equation 3.4
to get the nal distance.
Note that the vector eld need not be the same over the entire interface. Variations
in the vector eld will appear to sculpt the surface rather than moving it. The
framework is able to perform such sculpting operations by applying a varying
vector eld across a portion of the surface where the radius of inuence is controlled
by a brush size parameter. For a more detailed explanation and implementation,
see Chapter 5.
Calculation of ∆t
There is an upper bound on ∆t when using Euler integration on the distance eld.
The only consequence of using too low a ∆t is that the desired manipulation will
take more steps to complete. Choosing too high a ∆t may corrupt the signed
distance eld such that it no longer remains continuous.
The calculation of ∆t for the current step is relatively simple. The maximum





Note that in this case max{|~v|} denotes the maximum velocity over the entire
vector eld. The upper bound is then applied to all values in the distance eld.
Incorrect results are observed if the max ∆t is calculated and applied per voxel
per step.
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Advection in Normal Direction
The level set equation (Equation 3.5) performs advection in the direction of the
vector. In some applications it is useful to perform advection in the direction of
the surface normal. One such use is adding uncertainty to the current map arising
directly because of the motion of an autonomous robot. This idea is explained in
greater detail in Chapter 5.
Advection in the normal direction is a simplication of a more general advection.
Instead of an external vector eld, the surface normals are taken and then multi-
plied by a scalar to obtain the nal vector. This calculation can then be performed
on the whole interface (or a section of it).
Taking and simplifying Equation 3.5 and substitute the velocity with the surface
normal and some speed s
L = −~V · ∇(x, y) = −s · n · ∇(x, y) = −s · |∇(x, y)| (3.9)
where s is the speed, n is the normal of the surface at (x, y) and |∇(x, y)| is the
magnitude of the gradient.
The gradient can now be calculated as before and use Euler integration to the nd
the new distance. For a more precise gradient calculation, the Godunovs method





max(max(f−x,y, 0)2,min(f+x,y, 0)2) if s < 0max(min(f−x,y, 0)2,max(f+x,y, 0)2) if s > 0
where f−x and f
+
x are dened in Equations 3.6 and 3.7 respectively.
3.3.2 Normalization
All of the equations presented so far give an approximated result. Any advection
performed on the surface corrupts the distance eld such that the magnitude of the
gradient (which is the length of the signed distance function) is no longer close to
one. Consequently, surface advection operations on the distance eld will produce
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undesirable results. The distance eld thus needs to undergo an additional step
called re-normalization. This step can also repair damage caused by noisy vector
elds which is especially important when working with noisy sensors.
The re-normalization is performed by solving the Eikonal Equation [62]
∆f(x, y)
∆t
= Fs(x, y)(1− |∇f(x, y)|) (3.10)
where Fs(x, y), a continuous function, is dened as
Fs(x, y) =
f(x, y)√
(f(x, y))2 + |∇f(x, y)|
(3.11)
Fs(x, y) can be substituted in Equation 3.9 to obtain the new normalized distances.
There is, however, a problem with the above equation. To calculate |∆f(x, y)|
(the magnitude of the gradient) Fs(x, y) is required to be calculated in the rst
place. To solve this issue, the magnitude of the gradient is taken as the distance
between two voxels in the signed distance eld. Thus, if the signed distance eld




(f(x, y))2 + 1
(3.12)
3.3.3 Surface Normals
The gradient calculated in the past few sections can be used to calculate the surface
normal at any point. If the surface is being visualized by polygonizing the SDF,
approximate normals for each vertex of the resulting mesh need to be calculated
instead of each individual voxel. This is necessary to ensure smoother normals. If
the normal of one voxel is applied to all of the faces contained in the said voxel, the
resulting polygonal mesh appears to be faceted (see Figure 3.9 for a comparison).
A polygonization method such as marching cubes (see Section 3.2.2) uses interpo-
lation to determine the orientation and placement of the triangles to approximate
the underlying implicit surface of a SDF. The technique uses distances from all
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Figure 3.9: A comparison between smooth (top) and hard normals (bottom). The
smooth normals implementation calculates the normals per vertex while the hard
normals are calculated per face.
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corners of the voxel. For the calculation of normals, one can utilize the same dis-
tances and tri-linearly interpolate to nd the exact normal of each vertex of the
triangle calculated by marching cubes or equivalent polygonization method. For
details on the implementation, see Appendix E.2.
3.3.4 Smoothing
Many smoothing lters have been developed and are in use in the eld of computer
vision such as additive smoothing [63], box lter [64], Gaussian blur [65]. Although
using such algorithms usually results in some loss of detail, they can also remove
some artifacts and make a noisy image or surface appear more visually appealing.
All such algorithms can be applied to help remove artifacts that may arise when
manipulating an implicit surface with a noisy vector eld. For example, in Fig-
ure 3.10 the distance eld has developed holes because of insucient data. Fig-
ure 3.11 shows the surface after applying a box blur over the entire grid. The
blur operation is able to ll holes because of insucient data. Better, more robust
methods [12] are available for artefact removal and surface reconstruction which
can be implemented and applied in a similar fashion.
3.3.5 Narrow Band Method
Implicit surface advection takes place around the area where there is a sign change.
Updating the complete distance eld does is a direct waste of computational re-
sources because voxels that are not neighbours of intersecting voxels do not aect
the surface contour. The voxels that undergo a sign change are updated, called the
gamma band, and their neighbors, called the safe tube. Collectively, this method
is called the narrow band method, and is described in more detail by Peng et al.
[12].
When the interface inside the gamma band starts to change, neighbors from the
safe tube are assigned to the gamma band with a distance of +/- half the width
of the gamma band (Figure 3.12). Some voxels in the gamma band may enter the
safe tube while some safe tube voxels may be discarded altogether if they exit the
safety of the narrow band.
The safe tube must always be built after normalization, otherwise voxels entering
the safe tube will force the voxels in the gamma tube to re-adjust.
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Figure 3.10: Distance eld that has developed artefacts and holes where sculpting
information was missing.
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Figure 3.11: The distance eld in 3.10 with one blur pass applied. The blur retains
95% of the original surface. Most holes have been removed by this pass.
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Figure 3.12: The gamma band (red dots) and the safe tube (green dots) making
up the narrow band [61].
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3.4 Summary and Discussion
Considering the previously mentioned computational requirements, a fair question
to ask is what advantages do implicit surfaces, and in turn, signed distance elds
oer over parametric surfaces.
Implicit surfaces have several advantages over parametric surfaces which have war-
ranted research in various elds, especially computer graphics. Although a signed
distance eld is an approximation of an implicit surface, it is still continuous in
nature and allows some operations to be performed at a much lower complexity
than the parametric counterparts.
Surface intersection of a parametric surface is a complex operation, especially if
the surface is complex (e.g. a single piece concave surface). The computational
complexity grows exponentially as the complexity of the surface grows. Although
there are methods proposed to allow faster intersection of the complex surfaces
by decomposing the surface into simpler pieces [66], the complexity remains high
at O(nm). This is due to the nature of parametric surfaces where points can be
generated directly on the surface, but never inside or outside the surface. This
limitation extends to navigation and path planning, which becomes increasingly
more complex as the complexity of the environment itself grows. Intersection tests
on an implicit surface can be performed in constant time simply by querying the
implicit function (or a signed distance eld) and examining the returned signed
distance. The time complexity remains constant regardless of the complexity of
the surface itself.
Constructive Solid Geometry (CSG) is a technique used to obtain a solid non-
intersecting surface by addition, subtraction and union of two or more surfaces.
Distance elds can perform these operations very easily, no matter the complexity
of the intersecting surfaces, while producing smooth results. In contrast, per-
forming these operations on simple parametric surfaces is a challenge and given a
complex surface, almost impossible. Another use for fast intersections is collision
detection of complex objects, including deforming surfaces [50].
Hole-lling, or surface reconstruction, is another very useful application of distance
elds which is again very dicult or impossible to perform with parametric surfaces
[12, 45]. Smooth surfaces can be generated from segmented data while preserving
ne detail [67]. Errors in geometry that can result from 3D scanners, even high
resolution laser scanners, can be lled [68].
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Deformation of surfaces, including a complex operation called morphing, can be
done very accurately and easily with distance elds [69]. Morphing between two
parametric surfaces is a complex operation and does not always result in a clean
surface, especially if the vertices of the morphing surfaces do not match. As will
be shown in a later section, morphing between two implicit surfaces via distance
elds produces accurate, believable and predictable results.
Another major advantage not shared by parametric surfaces is level of detail. An
implicit surface, combined with a data structure such as an octree, can have an
unlimited level of detail provided memory requirements are not an issue. The
spatial tree can be subdivided to many levels where each level can be manipulated
as a separate tree thus keeping the computational requirements very similar to
that of the original, un-subdivided tree. Variational detail oered by spatial data
structures and distance elds may allow faster processing of information of mapped
environments in SLAM algorithms.
The above mentioned advantages warrant extensive use of implicit surfaces and dis-
tance elds in various applications, especially computer graphics. Unfortunately,
distance eld generation is computationally very expensive and storing a high res-
olution distance eld requires too much memory to warrant use in applications
such as real time graphics.
As discussed previously, computers cannot represent continuous surfaces. The
surface must be discretized which results in a loss of resolution and quality. For
a good approximation of the implicit surface, a high resolution grid must be used
which will inevitably utilize a lot of memory and will take too much time to
iterate. Various methods have been proposed to alleviate this particular problem
with specialized data-structures [70, 71, 72].
In this thesis, the disadvantages outlined here will be addressed and a dierent ap-
proach to mapping environments in SLAM is proposed that has not been explored
previously. A few dierent frameworks will be presented that have been developed





Rather than representing the world explicitly with salient features, the world is
represented as an implicit function. With this representation, SLAM can be rede-
ned in a coherent manner providing the opportunity to handle any dierentiable
and dynamic process.
The implicit function is dened as a signed distance eld represented as a grid
over the area that is to be mapped (see Figure 3.1). Within each cell the scalar
distance to the closest surface point is stored. This distance is signed where the
sign represents the locality of the cell relative to the surface. Operations on the
distance elds can be dened using the level set framework [73]. Distance elds
and level sets have a long history in the computer graphics and computer vision
literature representing 2D and 3D surfaces [34], tracking deformable objects [42]
and producing highly realistic animation of complex propagating surfaces such as
uids, re or smoke [74].
The following sections summarize the salient points of Chapter 3 and provides
details of the approach to re-dening the SLAM mapping problem.
4.1 Level Set Methods
As discussed in Chapter 3, level set methods provide a mathematical toolbox that
can represent complex dynamic surfaces and deformations on these surfaces. In
this section the level set framework is presented and shown to deform an implicit
surface.
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Figure 4.1: Measurement Velocity Fields. (a) A uniform velocity eld that would
push the surface to the right (b) A velocity eld that pushes the surface towards the
right but then converges to a particular area since the velocity directions change (c)
A Gaussian model that could be used to represent certainty of the measurement
model. Note that a gaussian function is a scalar eld and the gradient of the
Gaussian will produce a velocity eld that points towards the maximum (or mean).
Surface evolution is achieved by applying an external velocity eld to the distance
eld. As seen in Chapter 3, the surface is dened as:
S(t) = {(x, y) ∈ R2|θ(x, y, t) = 0} (4.1)
where (x, y) is a 2D point on a Cartesian grid and θ(x, y, t) is the distance eld
function that is deforming over time, t. The surface is dened on the locations
where θ(x, y, t) is equal to zero.
Evolution (or deformation) of the surface can be dened by solving the following
relation
θt + ~V · ∇θ = 0 (4.2)
where ~V denotes an external velocity eld and ∇θ denotes the spatial gradient of
the distance eld. The solution to this equation can be derived using a forward
Euler integration approach (or a more stable 4th order Runge-Kutta approach) as
θt+∆t = θt − (~V · ∇θt)∆t (4.3)
using an upwinding scheme to compute the appropriate sign of the spatial gradient
as described in [73]. Note that in this framework, the only way to deform the
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surface is to dene a velocity eld over the spatial area. Thus, all operations in
the variational SLAM framework must be dened in this way.
4.2 Redening Sensing as an Act of Deformation
When redening SLAM in the implicit mapping framework, the sensing process
must be redened as an act of surface deformation. For the context of this thesis,
the focus will be on using range measurements from laser scanners and stereo
cameras but the algorithm developed is easily modied to accommodate general
sensors as long as they constrain the map spatially. Assuming a prior estimate of
the distance eld is available, each measurement constrains a local minimum of the
distance function. Figure 4.2 shows a simplied version of the proposed approach.
Since the measurements are assumed to be part of a surface that is to be rep-
resented, the distance to the surface at this measurement must be zero (or near
zero because of the uncertainty of the sensing process). If the corresponding grid
cell in the distance eld is not zero, then the function representing the surface
must be modied to accommodate this constraint. More importantly, all of the
cells between the sensor location and the measurement must be free from obstacles
because of line-of-sight restrictions imposed by the sensing process.
To re-dene sensing in the level set framework, the velocity eld is dened as a
measurement that extends over the aected spatial region (see Figure 4.1). The
velocity of the measurement is dened (or can be sampled) at each point in the level
set grid to determine how the current surface must be deformed to conform to the
new measurements (see Figure 4.3 which shows the 2D prototype of the framework.
Implementation and results of the 3D framework are provided in Chapters 5 and
6).
By dening a scalar distance eld for the measurement the surface can be easily
deformed. Note that the gradient (spatial derivative) of a distance eld denes
the velocity towards the surface which can be used as an external velocity eld
during the level set formulation. Dening the sensing process in this manner allows
encoding uncertainty in the sensor. This approach has much similarity to [75] in
that the sensor is essentially a tool that operates on the level set function.
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Figure 4.2: (a) An implicit surface (circle) placed in the middle of the environment
denoted by blue rectangles (b) The robot is placed at the center of the implicit
surface and senses the environment via a range sensor (c) The implicit surface is
deformed to conform with the measurements taken from the range sensor (d) The
robot turns North and senses the environment again via the range sensor(e) The
implicit surface is deformed again, (f) the nal deformation with respect to the
ranged sensor readings.
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Figure 4.3: Sensing as Deformation of a Level Set. The green lines represent the
laser measurements, the blue area is the interior of the contour (where the distance
eld is positive), the light blue areas show the contour of the surface (where the
distance eld is close to zero). (a) Initial distance eld showing laser measurements
(b) after deforming the distance eld (c) Shows the experimental setup in the lab
for the vehicle motion (d) The laser scanner used in all the data shown in this
paper. In (a,b) grey regions are outside of the surface (positive distance to the
surface), blue represents the interior of the surface (negative distance) green with
aqua colored regions represent the zero level set and the green lines represent the
laser line scan data. The red dots represent the locations in which the sensor was
placed in the world and the green dot represents the current location of the sensor
for this set of measurements.
4.3 Implicit Surface Modeling
Just as the level set method enables the representation of complex surfaces that
are dicult to dene analytically, the implicit sensor modelling approach can de-
ne arbitrarily complex sensor models which can be estimated through traditional
calibration processes. Thrun [1] denes sensing as a complex interaction of mul-
tiple probabilistic models. In a similar fashion, the implicit sensor model can
accommodate noise, complex geometry and spatially varying parameters.
4.4 SLAM and the Level Set Framework
In probabilistic SLAM, the posterior to estimate is dened as:
p(st,Θ|zt, ut, nt) = p(zt|st,Θ, nt)
∫
p(st|st−1, ut)p(st−1,Θ|{z, u, n}t−1)dst−1 (4.4)
where st is the robot location at time t, Θ is the map, z
t the measurements, ut the
control inputs and nt the data associations.
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Standard EKF based solutions model the partial dierential equations (PDEs)
above as a Gaussian with zero-mean noise (see Chapter 2 for more details). The
estimation process occurs using a prediction-correction feedback loop where the
prediction stage applies the robot motion model and control inputs to determine
the predicted map, pose and uncertainty. The correction stage uses the given
measurements and data associations to update the predicted map and robot pose
by weighting the error between predicted and actual measurement appropriately
with current estimates of the uncertainties in the system and sensor.
4.4.1 Sensors
In this approach, each measurement can be dened as an external velocity eld
to be used in the level set formulation to deform the estimated surface. Thus,
there is a direct relation between the probabilistic sensor model, p(zt|st,Θ, nt),
and the implicit sensor eld, Sv. In SLAM, the sensor model is used to dene the
uncertainty of the measurement during the correction phase of the standard EKF
model. If the uncertainty of the measurement is high, the algorithm favors the
existing corresponding map location while if the uncertainty is low (relative to the
map location), the algorithm weights the measurement higher updating the map
feature accordingly.
In this approach, the surface is updated through an act of deformation that de-
pends on the velocity eld applied to the surface. If the sensor has a high uncer-
tainty, the velocity will be lower and will have little impact. If the sensor has a low
uncertainty, the velocity will have much greater impact on the deformation pro-
cess. In this framework, the uncertainty of the measurement can be specied over
the entire space enabling the possibility of using a complex nonlinear uncertainty
model.
4.4.2 Robot Motion
If the robot motion model is redened, p(st|st−1, ut), as a tool that deforms the
surface in a similar fashion to re-dening the sensor model, the robot motion can
easily incorporated into the level set framework. This is accomplished by dening
a velocity eld over the entire map to incorporate the uncertainty achieved when
moving (see Figure 4.3). This robot motion eld, Rv, is dened over the entire grid
area and is computed by estimating how much each grid cell should move given
the robot motion model. Uncertainty is incorporated in a similar fashion as in the
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sensor eld by weighting the velocities at grid locations by amounts proportional
to the uncertainty model.
4.5 Level Set SLAM
Putting together both the discussed robot motion velocity elds, Rv, and sensor
velocity elds, Sv, a parallel to traditional EKF SLAM and a mapping algorithm
can be dened. The algorithm follows the traditional Predict-Correct feedback
loop as follows:
4.5.1 Step 1: Prediction
The goal of the prediction stage in traditional SLAM is to dene a prediction of
where the robot will be given the motion model and control input which modies
the uncertainties of the map locaitons and robot pose accordingly. The approach
taken is an act of deforming the map to incorporate the robot motion eld. This
is accomplished by solving the level set equation until convergence using the robot
motion velocity eld. The resulting map will be a representation of the world
relative to the robot. The level set equation can be solved in terms of the robot
velocity eld:
Θ−t+1 = Θ̂t −Rv · ∇Θ̂t (4.5)
4.5.2 Step 2: Correction
The next step is to correct the predicted state with the given measurements. The
predicted map can be dened according to the sensor eld as discussed above until
convergence. This will deform the surface until the zero level set minimizes all of
the geometric constraints imposed by the sensor eld. The result of this stage is a
new map whose zero level set has been pushed/pulled towards the area of minimal
uncertainty dened by the sensor eld. Similarly, this is dened as a solution to
the level set equation using the sensor velocity eld as:
Θ̂−t+1 = Θ
−
t+1 − Sv · ∇Θ−t+1 (4.6)
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Note that the sensor eld can incorporate any geometric constraints imposed on
the map. For instance, one can incorporate smoothness constraints based on neigh-
boring values in the distance eld, or constraints based on curvature. More im-





Three successive implementations have been developed to tackle the challenges
with LSM highlighted in Chapter 3.
The rst implementation developed demonstrates the use of the Octree data struc-
ture to reduce memory consumption and to allow for scalable parallel computing
on distance elds. In addition, the use of a multi-threaded, highly scalable memory
manager is for voxels is demonstrated in the spatial tree. The memory manager
virtually eliminates memory fragmentation and guarantees stability of the program
when computing operations on the distance elds for long periods of time.
The second implementation demonstrates, in 2D, the predict-correct SLAM al-
gorithm and deformation of a surface contour by a laser sensor. The prototype
successfully applies the level set methods on a distance eld where the sensor acts
as a deformer.
The nal implementation extends the 2D framework to allow surface deformation
in 3D. The 3D framework is also able to deform the original surface via a set of
unordered points (e.g. data from the Microsoft Kinect sensor). Although in this
thesis, the deformations in the 3D framework are shown to work with a linear grid,
it has been extended to take advantage of the octree spatial data structure.
The level set framework depends on a custom framework and 3rd party dependen-
cies described in more detail in Appendix A.1.
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Figure 5.1: Comparison between single and multi-core algorithms for generating
implicit surfaces using marching cubes (lower is better)
5.2 Distance Field Generation and Morphing
The goal of the rst level set framework was to allow real-time morphing between
two distance elds. The framework is capable of generating a distance eld from
a function, populating an octree with the said distance eld, polygonizing the
distance eld using the Marching Cubes algorithm and nally drawing the mesh
on screen in approximately 81 milliseconds.
The developed framework uses Intel Threading Building Blocks (Intel TBB) to
allow the application to use multiple cores. Using Intel TBB along with a custom
memory manager and algorithms designed to take advantage of parallel processing,
large grids are generated and manipulated in real-time with very low initial surface
generation times (see Figure 5.1).
The results of interactive morphing are promising in terms of performance and
memory requirements (see Table 5.1). The tests were performed on a quad-core
Intel Q9550 processor1 with 8GB of DDR2 800 MHz RAM. Although the pro-
cessor's architecture was 64-bit, the program was compiled with 32-bit binaries
putting an upper limit on the amount of memory the application can consume
regardless of the total available memory of the system. The voxel size was 40− 72
bytes (depending on whether a voxel was subdivided or not) without mesh visual-
ization. With mesh visualization turned on, the size increased by 36 − 144 bytes
1Each core of the processor runs at 2.83GHz and shares 12MB of L2 cache
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Grid Size (n3) Mesh Generation Avg FPS Voxel Count
Min. Max.
0 No 372.1 0 0
32 Yes 59.3 2,953 4,681
32 No 278.1 2,953 4,681
64 Yes 39.4 13,769 18,761
64 No 78.7 13,769 18,761
128 Yes 9.5 54,154 74,121
128 No 19.0 54,154 74,121
256 No 5.1 210,121 296,713
Table 5.1: Performance measurements of implicit surface morphing. The mesh
generation column species whether a parametric surface was generated from the
distance eld for visualization. These tests were performed on the Intel Q9550
quad-core processor with DDR2 800 MHz RAM.
depending on the number of triangles calculated by the marching cubes algorithm.
This supported the assumption that it is possible to create and manipulate a 3D
distance eld in real-time (in this thesis, greater than 10 FPS is considered real-
time for surface manipulation and greater than 3 FPS is considered interactive).
The details and breakdown of the data structures including multi-threaded imple-
mentations can be found in Appendix B and D.
5.3 2D Level Set Deformation
The 2D level set framework was built purely to demonstrate the approach outlined
in the previous sections. In the 2D framework, each pixel was taken as a unique
voxel. Surface deformation was done with the methods outlined previously. This
demonstrates the prediction-correction SLAM algorithm works well in a 2D LSM
framework. The same concepts in this framework were then extended to the 3D
real-time level set deformation framework described in the next section.
The results of the tests ran with a laser sensor with the 2D LSM framework are
provided in Section 6.1.2.
5.4 Real-time 3D Level Set Deformation
The nal step is to extend the 2D algorithm to 3D and demonstrate its use with
real-world sensor data. The current framework is able to work with both a linear
grid (Figure 5.2) and an octree spatial grid (Figure 5.3). First, a sculpting tool was
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Figure 5.2: A relatively complex sculpt was achieved with ease with the default
sculpting brushes (linear grid shown with a resolution of 1283 with a memory usage
of ). Note the extrusions on the bottom right of the surface; the surface can not
only be deformed but can create new areas of the surface without the possibility
of the surface tearing.
developed using data structures including a linear grid and an octree grid. The
octree grid is able to achieve interactive frame rate for surface sculpting with small
brush sizes. Larger brush sizes (5+ units) are limited by slower neighbor lookups
in the octree implementation although for larger grids (1283) with large brush sizes
(20+ units) the linear grid implementation can no longer sculpt interactively (a
brush size of 1 requires 26 neighboring voxels to participate in the surface advection
operation).
Apart from direct sculpting via a brush tool, the framework is capable of deforming
the surface to conform to a set of unordered points. Figure 5.4 shows a depth
map rendered from Maya2 which is then projected onto an inverted sphere in the
framework. The sculpt takes place interactively over a period of a few frames. The
result is shown in Figure 5.6. The deformation was performed on a distance eld
grid with a resolution of 1283. The resulting distance eld is stable and free of any
holes.
23D modeling software from Autodesk
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Figure 5.3: The same sculpting brushes used here in the octree implementation.
The grid resolution is 2563 with memory usage of 541 megabytes. Interactive
sculpting is achieved with a brush size of seven units and real-time sculpting with
a brush size of ve and below.
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Figure 5.4: A depth render from the 3D scene in Autodesk Maya. With the
projection and transformation matrix of the camera, points can be projected into
a 3D scene. Note that this particular depth render is incorrect as the near and far
planes are set automatically (and incorrectly) by the built-in shader (even though
the camera's near and far planes are set properly) which caused some confusion
during deprojection operations. See Figure 5.10(b) for a proper depth render.
Figure 5.5: Left: A screenshot from the scene in Maya, Right: The depth render
of the scene. This render is used to deform an implicit surface (Figure 5.6).
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Figure 5.6: The results of surface deformation of the depth map from Figure 5.5,
(a) Surface advection using the projection of the depth map shown in Figure 5.4.
The initial surface was an inverted sphere (b)-(i) The camera is moved to show
the deformation from dierent angles The surface outside of the frustum in (a) is
stable and free of any holes.
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The developed framework uses C++ templates to allow some decisions to be made
at compile time. This includes the selection of grid types (linear vs spatial). A
policy based architecture is used which allows extending the framework with other
grid types (such as kd-trees), again, incurring no run-time overhead.
5.4.1 Voxels
// T_Creator is the grid that creates Voxel. It is required for
// discovering the types. T_Parameters is the optional user
// defined parameters that the Voxel class can store in addition
// to the signed distance





The voxel object is a simple class that stores the signed distance as well as user
dened parameters. In the current implementation the voxel size is kept small
but at the same time some optimization tricks were not used in an eort to keep
the implementation from becoming too complicated. The voxel, through the voxel
parameters, stores:
 The voxel's grid index3
 Temporary storage for new signed distance values. This is useful when per-
forming sculpting operations, since old distance values of neighbors are re-
quired, where the neighbors may have their new distance values calculated
in a previous iteration)
 A bool variable to signify if a voxel intersects the surface
 A std :: vector <> to store triangles returned from a marching algorithm4
The voxel's total size is 32 bytes (the bool variable is padded by the compiler to
occupy 4 bytes).
3The grid index is stored with the help of three ints. This can be reduce that to one int and
the number converted to a 3D coordinate, which would save an additional 16MB of memory.
4a std :: vector <> stores 3 pointers and therefore has size of 12 bytes
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Only one signed distance per voxel instead of eight is stored, one for each corner
of the voxel. To get the signed distance of each of the corner voxels, neighbor
look-ups are performed on the grid to get the desired signed distance.
5.4.2 Linear Grid
The linear grid implementation stores voxels in a std :: vector container. It also
has some (shared) functionality which allows it to return voxels intersecting a ray
and a frustum.
The linear grid is used for all the experiments in this thesis. The grid implemen-
tation makes no attempts at saving memory (e.g. run length encoding (RLE)
compression) and therefore the resulting grid is not sparse. Fast neighbor lookups
and cache coherent iteration is achieved at the cost slower search operations.
5.4.3 Spatial Grid (Octree)
The octree spatial grid implementation has branch and leaf nodes (see Appendix B
for details on how an octree works). There is a special branch node, the root node,
which can be accessed by the grid at all times. The voxels are stored in a leaf node
whereas the branch nodes store child nodes (if they exist).
Each of the eight main branches (children of root) store a set of intersecting voxels
in linear containers as well a pointer to a mesh object. This is to ensure fast
iteration when applying a marching algorithm. Without storing the intersecting
voxels, the marching algorithms will be required to search for the leaf nodes in
sequence which is a costly operation, especially in a critical loop. Separate mesh
pointers allow polygonization of only the updated part of the surface, signicantly
reducing the performance penalty incurred by draw calls to the rendering APIs.
Each branch can also signal whether it requires an update or not, depending on
whether a sculpt was performed in that region of the grid. This reduces the
computational requirements signicantly when sculpting on a portion of the surface
and allows sculpting in real-time in large grids (e.g. 5123). With the linear grid
implementation, interactive performance cannot be maintained past 1603.
The octree implementation allows fast voxel searches (e.g. when ray picking)
although the neighbor searches are slower than that of the linear grid. Frisken
et al. [76] propose methods to allow more ecient neighbor searches which can
be used to optimize the octree implementation; although, the implementation
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attempts to nd neighboring voxels by traversing up through the hierarchy from
the leaf node that is querying the neighbors. This can result is a lower number
of iterations before nding a neighbor in most cases, but can result in a higher
number of iterations in the worst case.
Unlike the linear grid, the octree does not have access to an arbitrary voxel as
the said voxel may simply not exist. One therefore has to rely on the narrow
band method (see Section 3.3.5) to update the voxels. The minimum size of the
narrow band is three voxels long; one intersecting voxel, and 2 neighboring voxels.
Updating the narrow band requires extra computations and is thus a performance
penalty when compared to the linear grid. In this implementation, the narrow
band is expanded to allow the smooth normals algorithm (Section E.2) to function
properly. It should be noted that smoothing the normals is a slower operation on
the octree, again, because of slower neighbor lookup.
One major advantage that the octree implementation has is the ease of parallelizing
all operations. Although in the current implementation a single CPU core is used,
all operations on the octree can be parallelized as shown in the rst framework
(see Section 5.2).
5.4.4 Polygonization Methods
The LSM framework implements both the Marching Cubes and the Marching
Tetrahedrons algorithms to polygonize the distance eld. The algorithms give
slightly dierent results (Figure 5.7) with Marching Tetrahedrons coping better
with curvature changes. The Marching Tetrahedrons algorithm is slightly slower
than the Marching Cubes algorithm at mesh polygonization and produces a much
denser mesh. The theoretical details of the algorithms are described in more detail
in Chapter 3.
Figure 5.7 shows the topological dierences between the two algorithms. Note
that mesh generation is performed in sections and thus a sculpt with the push tool
changed the topology around the sculpt and the neighboring voxels (updating the
neighboring voxels ensures no tears appear in the surface).
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Figure 5.7: Top Left: A sphere visualized through the Marching Cubes algorithm,
viewed from the inside, Top Right: The same sphere now visualized by the March-
ing Tetrahedron algorithm, Bottom Left: A sculpt by using the push tool when
using Marching Cubes, Bottom Right: A sculpt using the same tool but this time
the aected sections are updated with the Marching Tetrahedron algorithm)
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5.4.5 Sculpting by Projection
In this section the sculpting method which uses projection of a depth map on the
grid is outlined. Projective sculpting with distance elds has not been explored
before for level set methods.
Voxel Selection
The sculpting process is started by selecting all the intersecting voxels in the view
frustum of the camera (Figure 5.8(b))
Vi ⊂ Vg (5.1)
where Vi are the intersecting voxels and Vg is the voxel grid. Some of the selected
voxels may be half visible which is acceptable the depth is sampled accordingly.
The neighboring voxels Vn must now be selected, essentially constructing the nar-
row band, needed for surface advection (Figure 5.8(c)) such that Vi is the gamma
band and Vg is the safe tube and
(Vi ∪ Vn) ⊂ Vg (5.2)
Finally, any voxels in Vn which are outside the viewing frustum are discarded. A
narrow band of voxels is now ready for sculpting.
Voxel Projection
The above selection of voxels can now be projected onto the depth map to approx-
imately determine the pixels (of the depth map) that should be aecting a voxel
(see Figure 5.9). All eight corners of the voxel are projected to screen space
Cproj = Mproj ·Mview · Cvoxel (5.3)
where Mproj is the camera's projection matrix, Mview is the camera's view matrix,
Cvoxel is a voxel corner (x, y, z) ∈ R3 and Cproj is the projected corner of the
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Figure 5.8: (a) The voxel grid with intersecting voxels (shown in green) with the
camera and its view frustum (transparent red) (b) The intersecting voxels that are
visible by the view frustum (c) The neighbors of all the intersecting voxels that
are visible by the view frustum (d) The neighbors that are outside the viewing
frustum are dropped
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Figure 5.9: (a) Side view showing a slice of intersecting voxels projecting onto
a depth map (b) The depth map shown from the front with the projected vox-
els. Note that a perfect projection is shown for illustration only; generally, the
projections are skewed.
voxel (x, y) ∈ R2). The left-most and right-most projected corners are selected
which are the extents of a square selection. The square is an approximation of
the projection of the voxel itself. Any pixels in the depth map falling inside this
square are averaged and returned to the sculpting algorithm.
Deprojection
Once the depth value for a particular voxel is calculated, the point needs to be
transformed from R2 back to R3 or in other words, from view space to eye space.
A point pi in the depth image has an (x, y) co-ordinate and a depth value where
0 ≥ x < Imagewidth and 0 ≥ y < Imageheight.
The point pi must rst be normalized so that (x, y) fall between [−1, 1] which is















The returned depth value at co-ordinates (x, y) must also be normalized in a similar
fashion so that a co-ordinate (x, y, z) that is now in clip space is obtained.
The next step is to calculate zeye which is the dependent variable for the calculation
of xeye and yeye. Calculation of zeye depends on the the characteristics of the camera
(virtual or otherwise). This is essentially undoing the perspective divide, where
a perspective divide is needed to convert a point from clip space to normalized
device co-ordinates.
In this case, renders from Maya give back a linear depth (instead of logarithmic
which is usually the case with perspective projections) and the equation using or-
thographic projection must be derived (see Appendix H for a detailed breakdown of
the formulas including their relation to orthographic and perspective projections).
zeye = −
(far − near) · zclip + (far + near)
2
(5.6)
where far and near are the clipping planes of the camera. For Microsoft Kinect,
depth calibration done by Conley[77] gives
zeye =
1
depthraw ∗ −0.0030711016 + 3.3309495161
(5.7)
where zeye is in meters and must be converted to the appropriate units used in the
application.





· (xclip + p20) (5.8)
where












· (yclip + p21) (5.10)
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In the above equations, top, bottom, left and right are the extents of the view
frustum of the camera. For a detailed breakdown of how to arrived to the above
mentioned equations, please see Appendix H.
The nal point peye = (xeye, yeye, zeye) is now in eye space which must be trans-
formed to world space. This is done by multiplying the point with the inverse of
the camera's view matrix
pworld = M
−1
cam · peye (5.12)
whereM−1cam is the inverse of the camera's view matrix. Figure 5.10 shows the steps
of the process and the resulting sculpt. The algorithm is listed in Algorithm 1.
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Algorithm 1 Projective sculpting
insert all visible intersecting voxels in set Vs
for all voxels in set Vs do
get visible neighbors and insert in set Vs
end for
for all voxels in set Vs do
(x, y) = voxel position projected to screen space
get depth color Dc at (x, y)
calculate (x, y, z)eye in eye space
transform (x, y, z)eye to (x, y, z)world
end for
δtmax = 0
for all voxels in set Vs do
calculate gradient G using the upwind scheme
calculate velocity V from voxel center to (x, y, z)world
if V .length > tmax then
tmax = V .length
calculate and store Hxyz = -(V .dotProduct(G))
end if
end for
for all voxels in set Vs do




Figure 5.10: (a) The scene rendered from Maya for visualization, (b) The depth
render from Maya where the depth is linear rather than logarithmic, (c) The
deprojected points, (d) The same points in (c) Shown from a dierent camera
angle, (e) A sculpt performed on an implicit sphere using the methods described




Three sets of data were collected for use in the frameworks. The rst set of data
comes from a laser sensor for use in the 2D framework. The second set of data
comes from Autodesk Maya (3D Modeling Software) while the third set is from
the Kinect sensor. The following sections provide details about the hardware, the
experimental setup and the results.
6.1 1D Laser Scanner
6.1.1 Hardware
For the 2D LSM implementation, a laser sensor is placed at dierent points in a
simple environment. The readings were then recorded and used as input in the
system. A laser sensor returns range data on a single plane only. For the 3D
LSM implementation, a sensor is required that is able to give ranged data in three
dimensions; thus, the Kinect sensor was an obvious choice.
The original plan involved a custom built robot with various sections for holding
the sensors and a laptop computer receiving readings from the Kinect camera
(Appendix F). Due to limitations of the motion capture system (the viewing
volume) as well as the Kinect camera (Section 6.3) the Kinect camera was mounted
on a tripod. Since the focus of the thesis is on the representation of maps in SLAM
algorithm, the assumption is that ground truth data is available and thus this new
setup did not pose a problem. The readings for ground truth came from the motion
capture setup (see Figure 6.1).
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Figure 6.1: The test area surrounded by motion capture cameras. The Kinect
camera can be seen on the far right (see Figure 6.12 for a close-up photograph of
the Kinect mounted on a tripod)
6.1.2 2D LSM Framework Results
The 2D deformation results were very promising. In Figure 6.2, the red circles
denote the locations on the grid where the sensor was placed and the green lines
denote the laser measurements at the point denoted by the green grid circle. The
distance eld is rst initialized with a circle of xed radius, thus the scalar dis-
tance stored in each grid cell is initially the distance to the surface of the circle
(Figure 4.3(a)). Figure 6.2 shows the entire mapping process in more detail.
For the purpose of demonstrating the process, the SLAM process is shown as
alternating between robot motion, prediction and measurement deformation. Af-
ter incorporating measurements from multiple grid locations, the nal map can
be found in Figure 6.3(p). Note that since the sensor was always placed in the
same orientation, measurements on the far left of the environment were not re-
ceived; even so, the surface has deformed to accommodate neighbor smoothness
constraints. Also note that the zero level set values are set to light blue/green yet
do not appear at the resolution of the images in the paper due to sub-sampling.
The nal contour is continuous and surrounds the deformed area.
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Figure 6.2: Robot Motion as Deformation. As the vehicle moves forward, the
uncertainty increases thus the distance eld is deformed with a velocity that ex-
pands the surface away from the vehicle using the control input to determine how
each grid point is changing relative to the vehicle. (a) The map before the robot
moves, (b) after the robot moves to the next grid location the map has deformed
to accommodate that uncertainty. Gray regions are outside of the surface (pos-
itive distance to the surface), blue represents the interior of the object (negative
distance) green with aqua colored regions represent the zero level set and the green
lines represent the laser line scan data. The red dots represent the locations in
which the sensor was placed in the world and the green dot represents the current
location of the sensor for this set of measurements. The distortion behind the laser
sensor (top and left of the green dot) is caused by the level set solver which in the
2D framework solves for the entire grid even when sensor measurements do not
exist for certain parts of the grid.
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Figure 6.3: Level Set Mapping Process. (a) initial distance eld, (b) rst laser
scan visualized, (c) deformation of the level set after convergence using the sen-
sor measurement eld, (d) shows the current map after deformation without the
lasers, (e) the sensor moves to the indicated grid location, (f) the results of de-
forming the map based on the robot motion eld, (g) after deforming based on
measurements at this location, (h) same as (g) without lasers, (i) sensor moves
to next grid location, (j) after deforming by robot motion eld, (k) after deform-
ing based on measurements, (l) sensor moved to a dierent location and after
deforming based on robot motion, (m) after deformation based on measurements,
(n) without lasers shown, (o) after measurements from entire grid location, (p)
the nal map. Gray regions are outside of the surface (positive distance to the
surface), blue represents the interior of the object (negative distance) green with
aqua colored regions represent the zero level set and the green lines represent the
laser line scan data. The red dots represent the locations in which the sensor was
placed in the world and the green dot represents the current location of the sensor
for this set of measurements.
76
To demonstrate the approach in 2D, results of an experiment are provided using a
Hokyo URG-04LX-UG01 scanning range nder (Figure 4.3(d)). The experimental
setup can be seen in Figure 4.3(c) as a small enclosed space in the lab. Tables were
overturned and placed next to each other to provide rectangular set of obstacles.
The laser scanner was placed at 1 foot intervals on a grid throughout the space at
the same orientation and the laser range data was recorded.
6.2 Maya Depth Render
6.2.1 Readings from a 3D Scene
The rst set of 3D data was collected from a scene modeled and rendered in Maya, a
3D modeling package from Autodesk. The data is essentially perfect (i.e. accurate
ground truth and depth data with very low error or noise) and gives a base line to
which real-world results can be compared. From the Maya scene, a series of depth
maps were rendered, similar to that taken from a Kinect sensor, and recorded the
camera transformations with each depth render.
The camera responsible for projecting the depth on the surface was calibrated to
that of the Maya camera. In this case, the near and far planes and the FOV of
the cameras were matched. Figure 5.4 shows a depth render from the scene.
Before setting up the scene, the camera in Maya must be calibrated to have the
same settings as the one in the framework's engine (or vice versa). Maya's camera
settings have some caveats that should be noted:
1. Maya has a horizontal Field of View (FOV) (see Figure 6.5 for details about
FOV) for their perspective cameras whereas in most 3D engines the FOV
is vertical. This was a source of confusion as the attribute was not labeled
properly and thus the depth readings were oset.
2. Maya's depth render is linear from 0-255 instead of (the more common)
logarithmic. Thus, depth readings are compressed from near/far planes to
0-1 in a linear fashion. Generally, logarithmic depth is used to allow for
greater depth precision near the camera.
3. Maya's built-in depth render shader does not use the current camera's near
and far planes. This causes the depth render to have a dierent scale than
what is expected (Figure 5.4) with incorrect deprojection. This can be xed
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Figure 6.4: (a) The default surface shader that is created for rendering depth,
(b) the attributes for the setRange node in the shader tree (top middle) where
the connections for Oldmin and Oldmax have been broken and new values put
in (in this case, near and far clipping plane distance which is 5 and 1000 units
respectively).
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Figure 6.5: Typical camera setup in 3D graphics engines. The camera's view
frustum consists of six planes: near, far, top, bottom, left, right. The frustum is
usually calculated by a half angle (i.e. Θ/2 where the full angle is the camera's
eld of view (FOV). The FOV angle is generally vertical but sometimes it can be
horizontal (e.g. Autodesk Maya uses a horizontal FOV) [78].
by breaking the range node connection and putting the correct values (Fig-
ure 6.4).
4. Conversion from Maya required the Vertical FOV of Ogre3D to be matched
with the horizontal FOV of Maya. This is done by




where a is the aspect ratio, FOVH is the horizontal FOV and FOVV is the vertical
FOV. For steps on how to arrive to this formula, please see Appendix H.
6.2.2 Results
The original Maya scene with all the cameras and the test environment is shown
in Figure 6.6. All of the cameras were properly calibrated to match with the
camera in the framework. Figure 6.7 shows the six depth renders taken from
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Figure 6.6: The 3D scene created in Maya with six cameras, each responsible for
taking a depth render from a certain position and orientation. The grey outline of
the cube denes the extents of the setup (which is 1283).
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six dierent cameras in Maya. The depth image is close to white because of the
distance to the scene from the cameras (72 units from the oor of the corridor) and
the camera's near and far planes which are at 5 and 1000 units respectively. An
object 5 units away from the camera will be pure white and an object 1000 units
away will be pure black. Unlike other perspective cameras where the depth scales
logarithmically resulting in less precision errors closer to the camera, Maya's depth
render scales linearly which results in precision errors. The precision errors cause
the deprojection of points in 3D space to show a banding eect (Figure 5.10).
Figure 6.8 shows the rst sculpting operation from the depth map in Figure 6.7(a)
camera angles. In Figure 6.9(d) the implicit sphere can be seen from a distance
with a 2D slice shown in the background. The 2D slice shows the distance to
the surface of each voxel in a slice, where black denotes that the voxel intersects
the surface, blue denotes that the voxel is inside the surface with a maximum
distance of 128, green denotes that the voxel is outside the surface with a maxi-
mum distance 128. In Figure 6.9(a) a 2D slice of the original sphere can be seen
while Figure 6.9(b) shows the new contour in relation to the deformation shown
previously.
Figure 6.10(a) shows the second sculpt as seen from the sculpting camera. Gen-
erally, the boundary voxels of the current view and the voxels just outside the
boundary have a strong disparity between their distances resulting in a surface
tear (Figure 6.10(b)(c)). This can be easily xed by applying a smoothing lter
with a very low threshold (Figure 6.10(d)). Although artefacts can be seen (mainly
due to noise in Maya's depth render, angle of the projection on some voxels and
precision loss) the resulting surface is stable and continuous.
Figure 6.11 shows the nal result. Due to a combination of precision errors, render
noise and dierent convergence rates seams can be seen at each successive sculpt.
Notice that depth information at the center of the scene is unavailable where
a sharp depression in the surface can be observed. The surface itself, however,
remains continuous and free of any holes.
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Figure 6.7: (a)-(f) depth renders taken from Maya of a 3D scene shown in Fig-
ure 6.8. The brightness and contrast has been adjusted for visualization purposes.
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Figure 6.8: (a) The converged sculpt as seen from the sculpting camera, (b)(c)
the same sculpt from dierent camera angles and, (d) the sculpt shown with the
implicit sphere (inverted) in full view with a 2D slice shown in the background.
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Figure 6.9: (a) 2D slice of the distance eld without the sculpt, (b) 2D slice of
the same uniuniregion after the sculpt has been performed. Note the change in
contour. Black color denotes the voxel is intersecting the surface, blue color denotes
the voxel is inside the surface and green colour denotes the voxel is outside the
surface.
Figure 6.10: (a) the second sculpt as seen from the sculpt camera, (b)(c) dierent
camera angles of the same sculpt showing the holes (green background shows
through) and, (d) the repaired distance eld with a single smoothing pass.
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Figure 6.11: (a)-(f) Sculpts from all six cameras from the 3D scene where (f) shows
the nal result and, (g) the result after a smoothing pass is applied to the complete
distance eld. The sharp depression in the center is due to the lack of data from
the depth renders as none of the six cameras can can see this area. Slight height
dierences with each sculpt of the box in the center is because of convergence error.85
Figure 6.12: (a) One of the three IR markers which the motion capture system
can use to construct a plane (b) the Microsoft Kinect camera.
6.3 Kinect Depth Sensor
6.3.1 Hardware
Microsoft Kinect
The Microsoft Kinect sensor (Figure 6.12) is a low cost light based depth sensor
that is able to generate depth maps at 30Hz [79]. The resolution of the returned
depth is 640 × 480, however, the images returned are very noisy and with a lot
of missing data. The capturing application takes an average of multiple frames to
obtain a relatively cleaner and less noisy data for use in the LSM famework (see
Figure 6.13). The Kinect camera does not work well when viewing planar surfaces
at a very sharp angle (such as the oor when the Kinect is mounted on a robot
with low height).
86
Figure 6.13: A processed depth map taken from Kinect. The capturing application
takes an average of several frames to reduce noise. In this case, the depth is an
average of 30 frames. Kinect returns values between 0-2047 which are scaled down
to 0-255 for use in the framework.
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Figure 6.14: An IR camera from the motion capture system (from OptiTrack). The
sensor is surrounded by infra-red LEDs set in a circular fashion. The numbered
display below the sensor denotes the camera's number when motion capture is
active.
Motion Capture
The motion capture system is equipped with eight cameras capable of localizing
specially made infra-red retro-reective markers. Figure 6.14 shows one of the
cameras in the system.
For the sensor data, an area of 106̇ feet is tracked by surrounding the area with
motion capture cameras mounted on tripods. After calibrating the motion capture
setup (Appendix G), the motion of the Kinect camera, mounted on a tripod, can
be successfully tracked. The motion capture system is able to track position as
well as the orientation of the camera relative to a user-dened origin.
6.3.2 Readings from the Kinect Sensor and Motion Capture
System
The Kinect camera was equipped with special infrared reecting balls which the
motion capture cameras used to track the position and orientation of the camera
(Figure F.3). There is always some noise associated with sensors and this system
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Figure 6.15: The near and default modes of the Kinect sensor. Notice that even
in the Near Mode, the sensor cannot detect depth below 0.4 meters or 1.3 feet.
Depth information in the purple area is usually too noisy to be useful [80].
is no dierent. There is a small amount of noise in the positional readings while
the orientation data from the motion capture system has a much larger error.
The Kinect sensor has two depth modes that can be selected depending on the
location of the scene that one wishes to capture. The near depth mode works upto
10 feet and can take depth readings as close as 1.3 feet. Obstacles closer than the
minimum appear black and cannot be discerned in the readings. The far mode can
work up to 13 feet but fails to capture any depth for the rst 2.5 feet (Figure 6.15).
The depth capturing application stores a series of successive frames recorded di-
rectly from the Kinect camera. This results in a less noisy depth image. Color
information can be stored, which can be used as textures on a successful surface
deformation.
The IR1 cameras which are responsible for the motion capture were setup in a
circular fashion around a 12 × 12 feet area where the depth readings were taken.
Figure 6.1 shows the test area with IR cameras surrounding the area in a (loose)
circle. The cameras are adjusted and calibrated to ensure that the IR markers on
the Kinect can be viewed at all times within the capture volume (see Appendix G




The aim was to collect data from a depth sensor mounted on a robot. Unfortu-
nately, because of limitations of the Kinect camera (see the following section) and
missing information from the motion capture system due to the height of the robot
useful data could not be collected for the experiment. The solution to the problem
was to mount the camera on a tripod allowing the motion capture system to track
the camera properly and reduce sharp angles to allow the Kinect camera to return
less noisy depth data.
Figure 6.16 shows the experimental setup with desks acting as the perimeter
around the environment with some sections walled o with obstacles. Reective
objects interfere with motion capture cameras and dark colors (the original oor)
interfere with the Kinect sensor. Therefore reective materials and darker colors
were avoided in the setup (hence the plywood oor). The beveled edges of the
desks reected IR light from the cameras and had to be hidden with a drop-cloth
(Figure 6.16).
6.4 Results
Figure 6.17 shows three dierent depth images from the Kinect camera taken at
dierent locations in the environment. Unlike Maya cameras, the Kinect camera
performs some internal processing on the data to ensure that the returned depth
is in eye space with a range of [0, 4000]. One caveat is that the returned depth
also has player information which can be discarded by a bit-shift operation
correctDepth = depthFromSDK >> NUI_IMAGE_PLAYER_INDEX_SHIFT;
where NUI_IMAGE_PLAY ER_INDEX_SHIFT is a pre-dened macro in
the SDK and can be found in the le NuiImageCamera.h.
Figure 6.18 shows the resulting sculpts from the previously mentioned depth im-
ages. Notice the relatively severe (as compared to sculpts from Maya depth ren-
ders) banding eect which is a discretization artefact and is a known issue [81].
Although the banding eect is not pleasing aesthetically (because of the vertex
normals), the combined sculpts are continuous and free of any holes.
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Figure 6.16: Experiment setup with the Kinect camera. A black oor (which had
initially been prepared) interferes with the Kinect's depth readings; there the oor
was covered with plywood boards. The blue drop-cloth was draped over parts of
the upturned desks as the beveled edges were reecting enough light to interfere
with the motion capture cameras.
Figure 6.17: Depth maps from Kinect of the setup where top is the rst . Note
that the depth is not smooth throughout the range but has a banding eect.
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Figure 6.18: (a) Shows the camera positions (red, green and blue lines which
represent the pivot point) and the motion path (transparent red line), (b)-(d)
successive sculpts from all three locations (each sculpt has a smoothing pass applied
after convergence to repair any holes), (e) the nal sculpt and, (f) a smoothed




The approach in this thesis explored the use of a level set methods (LSMs) as
an alternative map representation for SLAM. Through the implementation map
representation with LSMs is not only possible but has several advantages over other
mapping techniques such as feature based maps. The implementations developed
in this thesis show that manipulation of distance elds through the LSMs can be
fast, memory ecient and produce stable results.
If the disadvantages (high computational and memory requirements) are addressed,
it would seem that representing the environment with distance elds (which in turn
represent an implicit surface) is a perfect t for SLAM algorithms and will improve
the quality of the generated maps. O-line surface reconstruction algorithms can
be applied to further improve and correct the map by lling holes and interpolating
with a pre-dened map.
Of course the computational and memory penalties imposed by distance eld grids
cannot be ignored. While the memory requirements are large due to the need to
represent a ne grid, they are constant for a given size of the world that is to
be mapped. The memory requirements can be reduced further by using methods
such as the hierarchical RLE [72], which is shown to handle high amounts of detail
with reasonable memory requirements, adaptively sampled distance elds [38] and
other such data structures designed specically to store sparse level sets. In the
framework, an octree spatial tree is used to reduce the memory footprint of the
distance eld grid.
Mitigating the computational requirements is more challenging since an optimiza-
tion problem must be solved over the entire grid for each prediction and each
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measurement correction stage. In the LSM frameworks the use of multi-threaded
libraries and specialized data structures is shown to allow real-time 3D defor-
mation of level sets with relatively low memory requirements (with spatial data
structures) on grids as large as 1283 and interactive deformation on grids as large
as 2563. Graphics processing units can be used to reduce the computational re-
quirements greatly by using the Open Computing Language (OpenCL) framework
[82]. The storage mechanism can be improved by integrating ADFs [38], quad-
trees/octrees [74] to compress the distance eld and then use the narrow band
method [73] to reduce the computational requirements even further.
7.0.1 Advantages over Standard Bayes Filters
The advantages of using the methods outlined in this thesis are plentiful. While
Bayes lters provide optimal results (for linear Gaussian systems), using Level Set
methods as the basis for representing uncertainty enables the use of more complex
sensor models and complex dynamics for prediction while maintaining an estimate
of the map and its certainty. Spatially varying uncertainty can be incorporated
directly into the sensor and robot motion models and the sensor model can be
dened as an arbitrarily complex function. A variety of error sources can now be
taken into account as long as a velocity eld can be dened over an area/volume
of space.
Level sets can represent arbitrarily complex geometry which is dicult to achieve
in feature based approaches. Color and surface normal information can be stored
directly into the representation at the expense of memory, however, this enables
the generation of highly detailed models of the environment. Dynamic objects can
be incorporated and tracked as long as they are identied rst; then, they simply
need to be dened as a local minimum in the distance function. Dynamic objects
can be treated as yet another velocity eld that operates in particular locations of
the grid.
This representation also lends itself nicely to navigation and planning algorithms
as the world is already dened in terms of occupancy and uncertainty and can
be sampled at any location in the Cartesian grid. Finally, one can dene and
track natural processes that are nearly impossible to represent using feature-based
SLAM as long as its evolution can be described by a set of partial dierential
equations.
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7.1 Limitations and Future Work
The implementations have limitations that will be addressed in the future. Cur-
rently, because of the voxel selection technique in projective deformation, deforma-
tions at very sharp angles (e.g. a wall close to the camera's left or right) corrupt
the distance eld in such a way that a second deformation pass does not produce
expected results.
The applications so far have been compiled as 32-bit binaries. This puts a limi-
tation to the maximum amount of memory that can be utilized. For larger grids,
many optimization techniques require more memory. The current LSM sculpting
is not multi-threaded and runs slower on most modern multi-core processors than
older single core processors such as the Pentium 4 series. This is because of much
higher clock speeds on the older processors. With multi-threading, interactively
sculpting on larger grids than what was shown in this thesis can be expected.
For the level set solver, Euler integration is used which can accumulate error over
time which will be propagated across a sculpting operation. A better more stable
approximation can be achieved by the Runge-Kutta method [83], which is a 4th
order approximation and may reduce the error in sculpting operations.
The octree data structure is a simpler implementation with slower neighbor look-
ups. Improvements to the data structure in future versions will allow sculpting
with larger brush sizes and images. Currently no color information is stored when
sculpting. In future versions texture information can be stored for producing highly
detailed environment maps.
One of the bigger hurdles throughout the development of the frameworks had been
visualization and debugging the distance elds. Visualizing distance elds (even
grids as small as 163) is a daunting task as there are simply too much information to
sift through. There are very few visualization tools available for level set methods.
Seeing the end result is not as informative for the programmer for a particular
manipulation. Therefore, to understand the evolution of the distance eld between
each successive integration a visualization tool is necessary. For future work, a set
of generic visualization tools on top of the level set framework is planned.
All LSM implementations suer from slow deformations because of the low max-
imum ∆t that one iteration of advection uses. Even though were able to show
real-time deformations, convergence required several iterations due to the way ∆t
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is calculated (see Section 3.3.1). One solution may be to sculpt the surface in
sections separated by islands where surface advection is very low. The ∆t can
then be calculated separately for dierent sections allowing for faster deformation.
This process can also be made to be concurrent.
In future experiments the quantitative error of the resulting error vs the input
data set will be evaluated and compared to existing mapping techniques. At this
point, however, it was beyond the scope of the thesis.
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A.1 Tools and Requirements
The current implementation is built on a custom engine as well as some external
dependencies. The compiled binaries are all 32-bit and thus have an upper memory
limit that must be adhered to. In future iterations, 64-bit binaries may be compiled
to remove the upper limit.
A.1.1 C and C++
The current implementation uses C++ and templates to allow most decisions to
be made at compile time. For example, a policy based design is used to select the
grid type (linear or spatial) at compile time without any run-time cost associated
with the selection.
A.1.2 Ogre3D
The framework relies on the Ogre3D rendering engine. The rendering engine pro-
vides an abstraction over OpenGL and DirectX APIs but allows access to low
level functionality. The engine allows switching between the two rendering APIs
which can actually be problematic when attempting to use features unique to one
or the other. Moreover, some OpenGL functionality is unavailable as the same
functionality does not exist in DirectX 9.0 (e.g. getting the depth buer). In this
framework, a shader was developed for capturing depth data.
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A.1.3 Intel Threading Building Blocks (TBB)
Modern computers are able to process tremendous amounts of information. With
the advent of multi-core processors, the processing can now be done in parallel.
To take advantage of parallel processing, serialized code must be made concur-
rent so that it can run independently on separate threads, and if need be, share
information via mutual exclusion. This requires special data structures that are
able to process information and perform calculations in parallel without blocking,
where one or more threads must wait for another to nish processing on shared
data. The choice and design of these data structures depend directly on the task
at hand.
Even with fast multiple cores, today's processors are humbled when it comes to
calculations involving discretized distance elds. With a specialized data structure,
however, it is possible to calculate, construct, render and manipulate distance elds
even with large grids (see Appendix B).
Concurrent processing comes with its own share of caveats that must be taken
into account. As mentioned, threads must wait on shared data before they can
get read/write access, assuming the object or function is thread-safe; if not, then
the program will inevitably crash because of memory corruption. A thread that is
blocked is a wasted resource and if too many threads are blocked, the performance
can be worse than if the program is executed on a single thread. Two threads can
acquire locks such that they can enter a state of deadlock, which in the worst case,
can stall the program. Thread starvation is another major issue where a thread is
not able to acquire locks because of a lower priority and may continue to wait for
the duration of the program execution.
The above mentioned drawbacks make it much more dicult to develop stable
multi-threaded software. The initial implementations did not take into account
thread-safety in the graphics context (when creating meshes) which resulted in
memory corruption and inevitably a program crash.
Intel TBB alleviates some of the issues by providing feature rich and stable data
structures and a task-based, scheduler controlled threading system. The current
implementations use Intel TBB to parallelize the calculations. The TBB library
is specically designed for fast and ecient asynchronous threading and provides
a set of concurrent containers (see Appendix B for more details) which is used
extensively in the solutions.
108
The TBB library provides an abstraction over native threads by introducing the
concept of tasks. Tasks are analogous to logical threads and can be assigned to a
physical thread whenever one is available. The internal task scheduler assigns tasks
to idle threads automatically which minimizes the possibility of idle processors.
A.1.4 Visual Leak Detector (VLD)
Memory leaks, especially in memory intensive tasks can destabilize the application
(especially 32-bit applications) very quickly resulting in a program crash. Thus
the use of memory leak tools, such as Visual Leak Detector, is of high importance
to make sure that the program remains leak free.
In this implementations, especially the development of the memory manager, VLD
is used extensively to detect leaks resulting in a highly stable memory manager




This section describes various data structures that are used in the implementations,
starting from the basic containers to more complex spatial data structures. Various
advantages and dis-advantages in terms of memory usage, speed and concurrent
access will be discussed as well.
Although many other data structures exist and have been proposed for use in
distance eld manipulation, the following have been selected with regards to this
thesis's focus on three major aspects of working with implicit surfaces: creating,
rendering and manipulating implicit surfaces via distance elds.
B.1 Standard Vector Container
Standard vector containers are essentially raw arrays wrapped into a class which
allows transparency when it comes to iteration, resizing and manipulation of the
elements along with built-in error checking. Vector containers can be as fast as
raw arrays in release builds as they allow random access and cache coherency.
Vector containers, similar to raw arrays, guarantee the data to be laid out con-
tiguously in the memory. Contiguous layout helps alleviate cache misses. A cache
miss occurs when a CPU fails to read data unavailable in the cache and is forced
to request it from the main memory [84]. Contiguous layout also allows random,
constant time access of elements thus making it the fastest containers for random
access. Lastly, one unique advantage because of the contiguous layout is using
pointer arithmetic to access neighboring elements without access to the container
itself. This technique is part of the solution which is used for managing available
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elements in one of the implementations of the memory manager discussed later
in the paper. Vectors are used for the implementation of the linear distance eld
grid.
One of the advantages of raw arrays and consequently vector containers, in terms
of speed, turns into a disadvantage when memory usage is taken into account. Be-
cause of the guarantee that the elements will be contiguous, large vector containers
with heavy (in terms of memory usage) objects fail to initialize, even if plenty of
system memory is available. The total amount of memory taken up by the objects
may be far less than the available memory but if there is not enough contiguous
memory to house all the objects because of insucient stack space and/or memory
fragments, initialization fails.
Even though vector containers give the impression of being dynamic, every time
the container size is increased, a new array is made, old elements copied into the
new array and the old array destroyed. This costly operation makes the containers
the worst choice as dynamic containers. The issue can be alleviated to an extent
by pre-allocating a certain amount of memory which is then subsequently lled up.
Shifting of elements or adding/removing elements from the middle of the array are
some of the most costly operations and best avoided (although some implementa-
tions can use swap-and-pop if order is not important). Although not inherently
thread-safe, since vector containers provide random access to every element, dif-
ferent threads can access the dierent elements as long as they do not access the
same element at once, which in turn will require a locking mutex.
B.2 Intel TBB Concurrent Vector Container
Intel TBB's implementation of the vector container allows concurrent lock-free read
access of the contained elements and blocking write access. Perhaps the most useful
operations available are the concurrent push and pop operations. Thread-safe
access to the elements is achieved via specialized accessor objects. Unfortunately,
this adds signicant overhead and increases latency [85] and is avoided in the
implementations.
One major advantage of TBB's implementation over standard vector containers
is that re-sizing an array will not render in-use iterators invalid. This property is
very useful when one or more threads is iterating over the container while another
is adding elements without blocking.
111
Similar to standard vector containers, TBB's concurrent vectors provide random
access to elements (although without thread safe guarantees) and come with the
same disadvantages.
B.3 TBB Concurrent Queue
Queues are dynamic containers with objects as elements that contain a pointer
to the user object. These objects also contain references to other elements and
hence are linked together, similar to linked lists. The elements of a queue are not
contiguous and can be fragmented in memory. Queues have the advantage over
arrays when it comes to dynamic resizing. Elements can be added and removed
without aecting other elements or requiring a new array to be constructed, thus
making the operation take constant time. This ability does not come without
costs. One particular performance cost is observed when populating the array with
elements. In this case, populating a queue with a million voxels was approximately
two times slower than populating a vector container.
TBB's queue implementation allows concurrent push and pop operations in a rst
in last out fashion, working very much like a stack. A useful operation that is
leveraged heavily in one of the implementations is a non-blocking pop operation
try_pop(). This operation attempts to dequeue an element, and will not be blocked
if the attempt fails. This allows the thread to continue to perform other tasks.
The major limitation of queues (and lists) in general is their inability to provide
random access to elements. To nd an element in the queue, one must start
iteration from the start, which in the worst case can take O(n) time, where n is
the number of elements in the queue. This, coupled with pointer dereferences for
access to the next element makes them a poor choice for element iteration and
therefore should only be used as a queue, as the name suggests.
B.4 TBB Concurrent Hash map
Hash maps implement an associative array, where a key (hash) is required to access
a data element. With good, unique hash keys, a hash map can bring down the
cost of insertion, deletion and lookup operations to O(log n). Erasing elements,
assuming a reference to the element already exists, takes constant time. These
properties will prove to be very useful in one of the implementations.
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Hash maps, unlike queues, do suer from performance hits when inserting elements
into the container. This is because of the container trying to insert the element
in such a way as to balance the data structure for optimal insertion, deletion and
lookup operations. TBB concurrent hash maps are no dierent and may block
other threads, also trying to insert elements, especially if the hash key used is of
poor source (e.g. pointer address converted to an unsigned integer).
B.5 Octree Spatial Tree
Octree is a spatial data structure, commonly used in 3D graphics for culling, that is
utilized to perform computations on the distance eld, which can take advantage
of multiple processors to perform lock-free, thread-safe scalable multi-threaded
operations. The data structure is able to compress the original grid to store the
distance eld which reduces its memory footprint while at the same time allows
it to perform parallel, non-blocking calculations on the voxels. The octree is able
to subdivide selectively (see Figure 6), thus reducing the number of calculations
performed on any given node and more importantly, allow each branch and its
subsequent child branches or leafs, to perform calculations independently.
The octree performed exceptionally well in earlier tests, with very large grids taking
less than a second to compute, polygonize and display when run on a quad-core
system (see Figure take gure from nal graphics report). Unfortunately, since the
data structure is not contiguous in nature, memory fragmentation is the biggest
problem encountered in previous attempts, so much so that the program would
crash if a second request was made to generate a surface with a grid resolution of
5123. The octree suers from a few other disadvantages (such as slower neighbor
lookup) which are detrimental to distance eld manipulation, especially sculpting
and morphing.
The independence enjoyed by the branches and thus the grid's voxels, which has
proven very useful for parallelizing the marching algorithms, is also detrimental
when it comes to nding voxel neighbors. In the worst case scenario, the lookup
will take O(log n) time (starting from the parent, it will take n calls to reach the
lowest division level), although grids as large as 20483 will take no more than 11
calls to reach the desired voxel. Even so, in practice hundreds of thousands of
lookups per frame can contribute to a heavy drop in performance.
The octree's memory consumption can be optimized further and can behave similar
to ADFs by deleting (or recycling) the voxels that are found to not intersect the
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surface. Consequently, a parent voxel that is intersecting a surface may or may
not have 8 equally divided child voxels, thus saving memory and computations.
When manipulating the octree, several thousand new() and delete() calls may be
made which fragment the memory. Eventually the system is no longer able to issue
enough memory for a single branch containing a voxle as data and thus terminates
the program. The issue is examined in more detail and a solution provided in
Section memory fragmentation and memory manager section.
B.6 Other Data Structures
There are other spatial data structures that have been shown to be highly useful
in generating high resolution distance eld grids with low computational and/or
memory costs. Some of the notable data structures proposed for level set methods
include the ADFs (Adaptively sampled Distance Fields) proposed by Frisken et al.
[38] and the RLE sparse level set structure proposed by Houston et al [36].
The ADF data structure is able to represent the surface with sharp edges by only
subdividing the required voxels until an approximation of the curvature can be
made through trilinear interpolation of the subdivided cells. Since the subdivision
is based on the rate of curvature change, there is no preset maximum resolution for
an ADF. Thus, an ADF is able to represent a sharp edge at a higher resolution than
other techniques while at the same time reducing the memory and computation
requirements by storing lower resolution voxels in areas with lower or no changes
in curvature. Precise carving of surfaces is now possible without using excessive
memory [38].
The ADF data structure does suer from high coupling between various nodes
in the spatial tree. Moreover, generating the tree while taking into account the
curvature for every voxel, before determining whether to discard it or not, would
incur a computational cost. In the worst case, in a surface with high curvature, the
ADF may be no better than its simpler alternative, the Octree. With higher com-
putational costs, it may perform worse. Nevertheless, ADFs have been shown to
perform exceptionally well in a deformation framework, called Kizamu, by Frisken
et al. [71] where fairly complex triangle model was generated from the distance eld
in 0.37s on a Pentium IV processor (an outdated processor by today's standards,
but still one of the most powerful single core processors compared to today's lower
clocked multi-core systems).
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Kd trees are specialized BSP trees with properties very similar to the previously
discussed Octree. In the current solution, a kd tree is not used, but it is worth
mentioning because of its superior subdivision properties. Subsequent iterations
of the program will replace the Octree with a kd tree. An Octree has to subdivide
a large cell into eight individual cells even if a small portion of the larger cell is
intersecting the surface. In a kd tree, the split can be made anywhere, and there is
no requirement for the split to divide the parent cell equally. This allows for better
compression of the original grid. The splitting technique does increase the design
complexity of the tree. Since the position of the split can be moved, each node of
the tree requires extra storage. The nodes, unlike an Octree, are not guaranteed to
be in the shape of a cube which increases computation requirements of algorithms
that rely on intersection tests.
B.7 Compression of Spatial Trees
Houston et al. proposed run length encoding (RLE) to remedy the memory require-
ments of sparse level sets such as octrees and ADFs [36]. The proposed solution
did not adapt to spatial grids. A subsequent iteration of the algorithm, also pro-
posed by Houston et al. is Hierarchical RLE [72]. Although RLE compression is
slow for real-time usage, a variation of it can be used to decrease memory usage
while minimally impacting performance. Hierarchical RLE is able to compress a
5000 x 3000 x 3000 grid of 45 billion voxels to t 1GB of memory. To give some
perspective, if each cell in the grid stores just one bit and is stored in a traditional
linear array, it will take more than 5GB of memory. Clearly, the RLE algorithm





Neighbor lookups in spatial trees are very costly. If the number of neighbor lookups
can be reduced to determine sign changes in a voxel, thousands of costly lookup
operations can be dropped. In this section a novel algorithm will be described that
predicts which corners of the voxel may undergo a sign change and can be used to
quickly determine whether the voxel intersects a surface or not.
A voxel needs to be subdivided recursively until the smallest predetermined size
is reached or the voxel does not intersect the surface. To determine whether the
voxel intersects the surface, all known algorithms determine the distance to the
surface on all eight corners of the cube, whether the eight corners a stored within
a voxel or calculated by querying the neighboring voxels. Note that this algorithm
relies on the intersecting voxel storing or calculating the direction vector to the
surface.
In Smart Sub-Select, each voxel calculates the distance and direction to the surface
from the center of the voxel. The direction is then used to nd the corners that
may be result in a sign change in the distance eld. The computationally expensive
distance to the surface calculation is then performed only on those corners.
To minimize the amount of calculations performed to determine the required cor-
ners, a lookup table is used. For example, if the direction to the surface from the
center of the voxel is positive in the x-axis, positive in the y-axis and negative in
the z-axis, then the only possible corner that may have a sign change is corner #8
of the cube (see Table C.1).
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Figure C.1: (a) direction from the center of the voxel (b) the corner tested for a
sign change
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Figure C.2: (a) similar to Figure C.1, only this time the resulting corner undergoes
a sign change
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X Y Z Corner(s) Packed Corners Hex Value
+ + + 7 (01000000) 0x40
+ + − 8 (10000000) 0x80
+ + 0 7,8 (11000000) 0xC0
+ − + 3 (00000100) 0x04
+ − − 3,4 (00001100) 0x0C
+ − 0 4 (00001000) 0x08
+ 0 + 7,3 (01000100) 0x44
+ 0 − 4,8 (10000100) 0x88
+ 0 0 4,3,7,8 (11001100) 0xCC
− + + 6 (00100000) 0x20
− + − 5 (00010000) 0x10
− + 0 5,6 (00110000) 0x30
− − + 2 (00000010) 0x02
− − − 1 (00000001) 0x01
− − 0 1,2 (00000011) 0x03
− 0 + 6,2 (00100010) 0x22
− 0 − 1,5 (00010001) 0x11
− 0 0 1,2,5,6 (00110011) 0x33
0 + + 7,8 (11000000) 0xC0
0 + − 5,8 (10010000) 0x90
0 + 0 5,6,7,8 (11110000) 0xF0
0 − + 2,3 (00000110) 0x06
0 − − 1,4 (00001001) 0x09
0 − 0 1,2,3,4 (00001111) 0x0F
0 0 + 2,3,6,7 (01100110) 0x66
0 0 − 1,4,5,8 (10011001) 0x99
0 0 0 1,2,3,4,5,6,7,8 (11111111) 0xFF
Table C.1: This lookup table can be used to determine the corner that may have
a sign change and discard the corners that are guaranteed not to undergo a sign
change.
To illustrate this idea further, in Figure C.1 a corner is determined to be likely to
have a sign change. Distance calculation is then performed on that corner relative
to the surface and it is determined that that the corner does not undergo a sign
change relative to the center of the voxel and the voxel is thus discarded. In this
case, seven extra computationally expensive calculations were not performed.
In Figure C.2, using the same technique, a corner is determined to undergo a sign
change and therefore the voxel is then subdivided further. Unlike other methods,




Any memory allocator can cause fragmentation with enough allocations and de-
allocations. An allocation is also a relatively expensive process which can be felt in
a program performing thousands of allocations and deallocations per frame. In the
rst implementation for distance eld rendering and manipulation, out of memory
exceptions were frequently encountered if too many requests were made.
A general solution is to use a memory pool which is specialized for a particular
object. Moreover, with today's multi-core systems, a good memory pool should
allow multiple threads to read from the pool lock-free and even write to the pool
of objects without stalling any threads.
The following sections describe in detail the problems encountered and the solution
which has worked well in the implementations given in this thesis.
D.0.1 Problems
Memory Fragmentation
Memory fragmentation, similar to disk fragmentation, is caused by contiguous
chunks of data occupying the memory in a sparse manner, such that larger chunks
of contiguous memory are not available; thus, an object that is larger than the
largest chunk available, cannot be instantiated, even though the total available
system memory is more than enough to accommodate the object (see Figure D.1).
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Figure D.1: The red bar represents main memory while the blue bars represent
allocated memory. The yellow bar is a new request by an application for a specic
amount of contiguous memory. The request for the allocation in this case is denied.
Cache Misses
A cache miss may occur when a CPU is unable to fetch the next instruction from
the cache and is forced to access the main memory, which is much slower than the
on die memory caches. There can be many reasons for a cache miss; unnecessary
pointer de-references, nested function calling, pointer aliasing, fragmented memory,
non-contiguous data structures and failed branch predictions [84].
Thread Blocking
Turning a serial code into concurrent code may not necessarily result in an increase
in processing speed. Moreover, a program running perfectly serially may cause
memory corruption when converted to utilize multiple threads. In an application
that must manipulate and process millions of elements per frame, any concurrent
access that blocks threads will be detrimental to performance. As an example,
trying to pop_back() a value from a concurrent queue which is already busy in
the same or another blocking operation, will result in the thread stalling and thus
wasting frame time. Sometimes multiple threads
Resource Allocation/De-Allocation
Allocating and de-allocating resources on the y not only causes memory fragmen-
tation, as mentioned earlier, but is also very expensive, especially if the program
allocates and de-allocates thousands or millions of objects per frame. Also, the
memory chunk of a deleted resource may not be given back to the system, which
causes the program to behave as if it is leaking memory. With many allocations,
nding the resource leak is exceptionally hard and specialized programs, such as
Valgrind, must be used to nd the leak; although memory leak detectors slow down
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the execution speed by orders of magnitude and may not make them a viable choice
for nding memory leaks in complex programs.
D.0.2 Solution
The solution to the above mentioned problems is a dedicated memory manager
that manages all the elements that will be used and discarded frequently in large
numbers. It should be able to initialize a set number of maximum elements and be
able to handle requests that result in more elements than are available by informing
the user of such requests. In the context of this project, voxels, triangles and
(mathematical) vectors can make good use of a well-designed memory manager.
The initial LSM framework did not use a memory manager. It would instead
instantiate the root voxel in the the octree, prepare the distance eld, perform the
march and create the mesh. Once done, the root voxel would be deleted, which
in turn deleted all the children and the meshes. Another run would start with a
fresh root voxel and behaved as if the program was just launched. This behaviour
prevented distance eld manipulations such as morphing between two surfaces for
larger grids. Even on smaller grids, the morphing would cause enough memory
fragmentation to force the operating system to terminate the process. Thus, one of
the main requirements for the new memory manager is for elements to be recycled
in any order.
The following solutions, failed or otherwise, all make use of a memory manager
class which every object that wished to create new elements of type voxel, Triangle
or Vector3f had access to. It is not, however, limited only to these three types.
The memory manager class utilizes templates and thus can work with any type.
Initial Attempts
During the development of this project, many attempts were made to select the
best combination of data structures and algorithms to achieve the best performance
and lowest memory footprint. Listed below are some of the attempts that were
made with brief discussion as to why they failed to satisfy the goals.
Concurrent Queues The rst attempt made use of two concurrent queues; one
queue was for available elements, and then other queue for used elements. The
available queue was initialized by pushing all the available voxels into the queue
before the start of the program. The in-use queue was empty at the start of the
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program. When an element is requested, the next available element is popped
from the in-use queue and pushed into the in-use queue.
Before starting this attempt, recycling of random elements was not an option and
would have to start fresh simply because queues did not support erasing elements
in between the front and back elements. This attempt was a stepping stone towards
more elegant solutions.
The use of two queues as described did not change the behavior of starting from
scratch every time, but it did manage the memory better than the original program
and was able to perform many more calculation runs before running out of memory
because of fragmentation.
The program suered from fragmentation because every time all the in-use el-
ements were recycled, the in-use queue would erase the pointer to the element.
Moreover, the results were also approximately twice as slow as the original pro-
gram which was mostly due to the expensive push operations on the concurrent
queue. Because of the recycling limitation, this particular solution could not be
used on V ector3f .
Concurrent Queue and Vector A method must be devised to recycle random
elements at any time during the run. A concurrent queue and a concurrent vector
were used to store the free voxels and voxels that are in use respectively. The queue
was initialized by pushing all available voxels into the queue before the start of
the program. The vector is initially empty.
When an element is required, it is popped from the concurrent queue, inserted
into the concurrent vector container and a reference returned to the thread that
requested the element. The vector container can then be traversed as required e.g.
to create 3D meshes from triangles stored in the container.
This approach allowed recycle of random elements and was a big step towards the
right direction. The recycling of elements however was very slow. Each time an
element was randomly freed, the concurrent vector must be traversed to search for
the newly freed element and push it back onto the queue. It was anticipated that
these operations will be performed every frame and this solution was clearly not
going to be able to handle even moderately sized distance eld grids.
The solution did work better than the previous attempt because this time instead
of destroying the pointer pointing to the now used element, the pointer is simply set
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to NULL in the concurrent vector container. However, the memory requirements
were increased because the concurrent vector container must contain the same
number of pointers as the total number of elements.
Proposed Solutions
Below are two solutions that have been implemented in the system. These solutions
have their share of advantages and disadvantages. Depending on the requirements,
one can be picked over another. It should be noted that the solution with con-
current queues and hash map is slower than the original solution which did not
use a memory manager, although it is more reliable with a smaller memory foot-
print even on very large grid sizes. The concurrent vectors with indexing solution
on the other hand is faster, stable and more reliable than the original solution
but requires more initial memory although there is no further increase in memory
consumption.
Concurrent Queues and Hash Map The last technique with the concurrent
queue and concurrent vector was modied and the vector container was replaced
with a concurrent hash map. A reliable integer to hash function was chosen to be
used with the hash map in an eort to allow the map to balance itself as much as
possible. This solution was the rst of the two that worked reliably and relatively
eciently while lowering the memory footprint.
The solution was slower by approximately 2.5x than the original program including
the last attempt. This was because of the expensive push and insert operations on
the queue and the hash map and the fact that iterating over the hash map (required
to create the nal meshes) is slower than a vector container. This solution is be
able to handle two distance elds morphing, albeit not in real time for grids larger
than 163.
In an attempt to decrease the chance of a thread being blocked because of the
above operations, functionality was added to the memory manager to allow ad-
justing the total number of queues which by default would be the number of logical
threads allowed by the TBB scheduler. Surprisingly, this solution did not result
in any change in performance and was subsequently discarded due to the added
complexity.
Concurrent Vectors The nal solution, which is used to produce the results in
the next section, was to revert back to using containers that are the most ecient
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as long as rules outlined in the Data Structures section are followed i.e. contiguous
arrays. The technique utilizes three concurrent vector containers in total and two
atomic variables and requires the elements that are memory managed to keep track
of their index. This requirement limits the use of the manager to elements whose
implementation can be changed. This issue is addressed later in this paper.
Two of the three vectors (vecObjects and vecUsed) contain pointers to elements,
one for all the elements regardless of their status and the other for elements that are
currently in use. The third is an (unsigned) integer container (vecAvailable) which
keeps track of all the available elements by their indices. The index obtained from
the array can be used to retrieve available elements. Lastly, all elements, when
initialized, have an index corresponding directly to the vecObjects container.
When a request for the next available element is made, the rst available index
is taken from the vecAvailable, and the corresponding element in vecObjects is
returned as well as recorded in vecAvailable using the same index.
Since all elements now have an index that corresponds directly to the two vector
containers, recycling the elements becomes a trivial and very fast operation. When
a request is made to recycle an element, its index is used to set the pointer in the
in-use array to NULL and the index pushed back into the array keeping track of
all the free elements.
This solution was the fastest of all the solutions and faster than the original pro-
gram which used raw arrays and on the y memory allocation/de-allocation. Al-
though it does take more memory than the previously discussed solution because
of the vector containers, the memory used remains very stable. This is the only
solution that is able to morph two implicit surfaces continuously without running
out of memory and is also able to perform multiple calculations with grids as large
as 5123 without running out of memory.
D.0.3 Results
The results of the original multi-threaded implementation without the memory
manager were very promising in terms of performance. The downfall, as men-
tioned, was application stability. For the results in Figure 5.1, a quad-core Intel
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Q9550 was used with 8GB of 800MHz dual-channel RAM. The surface constructed
in the tests is a sphere with 80% coverage1.
In addition to the above mentioned tests, the system was stress tested and frame
rates were recorded of two surfaces morphing. The surfaces selected were the
implicitly generated sphere, which is converted to a distance eld in real-time
and a cube mesh converted to a distance eld at run-time before the start of the
program. The results of morphing are show in Figure D.3. Note that the memory
usage shown is taken after running the morphing stress test for 30 minutes.
The results show morphing of two distance elds at grid resolution of 1283, 643
and 323 with a sphere of 60% coverage and a cube of 80% coverage. The highest
resolution grid continuously morphs the surfaces at 9 frames per second, which
is considered interactive. The 643 grid shows real-time results at 40 frames per
second. Higher grid sizes and more complex, highly curved surfaces will likely drop
the frame rate to non-interactive levels.
A major time consuming operation is the mesh batches. The application designates
one mesh per core; thus, a quad-core processor will each process 1
4
of the full
surface. Unfortunately, Opengl or DirectX API calls to a single graphics context
must be made from a single thread. Thus, in this case, only the vertex and index
buers are prepared in multiple threads but the actual draw calls are made from
a single thread and the application suers from a signicant performance penalty.
Mesh generation can be ooaded and done entirely on the GPU as show in [82].
If one goes through all the steps and removes the draw calls, a signicant increase
in FPS2 can be observed. Furthermore, morph shapes at a higher grid resolution
of 2563 (16.7 million voxels) is possible with an average of 5.1 FPS (see Table 5.1).
1It is important to note the surface coverage. Higher surface coverage decreases the sparsity
of a spatial data structure and causes the application to use more memory
2Frames per second
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Figure D.2: A full morph cycle between two distance elds (sphere and cube)
at a resolution of 2563. The normals were not smoothed in this implementation.
These screenshots were taken on a computer with an Intel Core i7 @ 2.2GHz. An
average of six frames per second was maintained with a maximum memory usage
of 656.25 megabytes. The memory consumption remained stable for the duration
of the morph cycles.
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Figure D.3: Continuous morphing of two distance elds at dierent grid resolutions
and their memory usage. The grid sizes tested were 323, 643 and 1283. Each test
was left running for 30 minutes with the memory usage monitored to ensure that
the application was stable.
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Appendix E
Advection (Problems & Solutions)
While implementing an ecient LSM framework capable of deforming implicit sur-
faces in real-time a few obstacles and gotchas where the logical errors were subtle
enough to elude scrutiny were encountered; their (negative) impact on the stability
of the distance eld was signicant. For details on the theory, see Section 3.3.
E.1 Deformation and ∆t
The levelset framework presented in this thesis is capable of deforming surfaces
based on an unordered set of points and tools that act like brushes. All deforma-
tions depend heavily on the Euler integration (equation 4.3) where the previous
distance, the goal and a time step are used to calculate the nal distance.
The deformation of the surface must be performed such that the fastest moving
interface dictates the maximum ∆t. In other words, the voxel with the largest
distance to its goal must calculate the global ∆t for the entire deformation in one
step. The next step will require another calculation of ∆t.
Since Euler integration is essentially predicting the new signed distance with each
time step, selecting a very large ∆t will cause the interface contours to not retain
a proper gradient. In the worst case, very sharp gradients will result in a discon-
tinuous distance eld and will tear the resulting mesh. Selecting a very low ∆t has
no observable ill eects; the convergence in this case may take a very long time.
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E.2 Calculation of Surface Normals
Marching cubes or marching tetrahedron algorithms were used to generate a mesh
from a signed distance eld. The resulting mesh is a polygon soup where it is
impossible to generate smooth normals without another pass on the mesh. Normals
can be calculated per voxel but that gives a hard faceted look to the resulting mesh
(see Figure 3.9).
In this implementation a second pass for the calculation of smooth normals while
generating the mesh was avoided. The solution involves calculating the normals at
the same time marching cubes (or marching tetrahedron) produces the triangles
by using the same tri-linear interpolation which the marching algorithms use to
generate interpolated vertices for their triangles.
To start, normals for each corner of the voxel are calculated (see Algorithm 2).
During a march, when a vertex is being calculated by interpolation, the respective
corners of the voxel are also interpolated to calculate a normal for the interpolated
vertex.
Algorithm 2 Calculate normals for each vertex of a triangle from a marching
algorithm
for all corners of voxel do
get perpendicular neighboring corners
for all neighboring corners do





Robot with Kinect Mount
As discussed in Chapter 6 the aim was to use the custom built robot with the
Kinect sensor mounted on top. Since the data from the Kinect at the height of
the mount was unavailable, a tripod setup was used instead. Nevertheless, the
following gures show the robot with the Kinect mounted which will be used in
future experiments. Note that for the future experiments, the Kinect camera will
be mounted higher preventing the laptop from occluding the IR markers and also
allowing the Kinect camera to return complete depth data.
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Figure F.1: The Kinect camera mounted on the robot with the help of an acrylic
mount. The camera has 3 IR markers attached to it which is required by the
motion capture system to compute a transformation matrix.
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Figure F.2: The robot inside the test area. The area covered by black mats denote
(roughly) the capture volume. The motion capture cameras, seen on the tripods,
have a maximum range of 36 feet.
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Figure F.3: (a) an IR marker for the cameras to track (b) the Kinect depth and
color sensor (c) the Laser sensor used for reading in the 2D LSM framework (see
Section 4).
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Figure F.4: The robot in the test area with simple obstacles and a perimeter wall
(upturned tables). Since the Kinect camera is mounted too low, most of the oor





To calibrate the motion capture system one must rst ensure that all cameras have
a clear view of the test area. This can be done in two ways:
 Switch to gray-scale mode
 Place IR markers around the perimeter
Although switching to gray-scale mode sounds better, the images from the IR
cameras are poorly lit. For the experiments, the second option was used.
The calibration of the system allows the motion capture software to automatically
calculate the camera positions and the capture volume. This is done with the help
of a wand with an IR marker attached to the tip (Figure G.1). This marker is
larger than the other markers and generally more reective. The wand is moved
in an approximately circular motion in the desired capture volume, making sure
that all the cameras can see the IR marker at some point. The software shows the
tracking trail of the IR marker for each camera. The goal is to ll each camera's
view-able area with the trail.
Once the calibration is complete, the ground plane must be setup. This is done
with a steel square with IR markers attached to the top of the frame (Figure G.2).
The square is placed at a desired location, which now becomes the origin. The
calibration is nally complete.
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Figure G.1: This is the IR wand. It is used to calibrate the motion capture system
before collecting any useful data.
Figure G.2: A set-square with IR markers attached. This is to help setup the




For projection and deprojection of points to and from various graphical spaces the
following formulas were used. Note that the equations assume that the co-ordinate
system is right-handed and that the matrices are written in column major format.
The formulas and derivations were graciously provided by a colleague, Daniel Buck-
stein. Table H.1 lists the terms used in the later equations for reference.
Pij projection matrix value at column i and row j
r, l right and left clipping planes
t, b top and bottom clipping planes
n, f near and far clipping planes
eye refers to a co-ordinate in the viewer/camera's local space
clip refers to a co-ordinate in clip space, which is essentially the volume that
determines whether or not a point is visible
NDC refers to a co-ordinate within the range [-1, 1], where anything be-
yond this range is not rendered (shorthand for Normalized Device Co-
ordinates)
Table H.1: Terms used in this appendix
Depending on the type of rendering required, two dierent projection matrices
can be used, namely orthographic and perspective projection. The distinguishing
visual characteristic between the two projection types is the way parallel lines are
rendered. Two parallel lines moving away from the camera appear parallel in an
orthographic projection but appear to converge in the perspective projection.
















0 0 −1 0
 =

P00 0 P20 0
0 P11 P21 0
0 0 P22 P32
0 0 −1 0
 (H.1)















0 0 0 1
 =

P00 0 0 P30
0 P11 0 P31
0 0 P22 P32
0 0 0 1
 (H.2)
Using the above projection matrices, the (x, y, z) co-ordinates can be rewritten in
terms of eye, clip and NDC for conversions between dierent spaces.
The conversions for perspective projection are:
139







































Similarly, for orthographic projections:
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xclip = xNDC














The clip, NDC and eye for z can also be calculated. For perspective projection:
zclip = −






2 · f · n
(f − n) · zeye
zeye = −
(f − n) · zclip + 2 · f · n
f + n
=
2 · f · n
(f − n) · zNDC − (f +N)
and for orthographic projection:
zclip = zNDC
= −2 · zeye + (f + n)
f − n
zeye = −
(f − n) · zclip + (f + n)
2
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H.0.1 Conversion Between Dierent FOVs
The following equations use basic trigonometry for calculating the right and top
extents of the view frustum of the camera
right = near · tan(FOVH
2
) (H.3)
top = near · tan(FOVV
2
) (H.4)
where FOVH and FOVV is the horizontal and vertical eld of view (FOV) respec-
tively. Similarly:
right = a · top (H.5)
where a is the aspect ratio ( width
height
). Solving for H (or V, depending on what is
given):
H = 2 · tan−1(a · tan(V
2
)) (H.6)
142
