Abstract. It is shown that after a large earthquake of M6 class or over has taken place, another event of similar size or larger is relatively more likely (in the sense of rate per unit area) to occur in the near field than in the far field. In particular, we show that the aftershock activity of the first event provides useful information for assessing the probability of a following large event in the neighborhood (within a distance of a few degrees). Namely, if the aftershock activity from the first event becomes relatively quiet compared to the normal decay, the occurrence rate of larger events in the neighborhood is several times higher during the first decade after the main shock than would be the case for normal aftershock activity. For measuring such phenomena precisely, we need to model the normal aftershock activity. In fact, many aftershock sequences are more complex than the simple inverse power decay represented by the modified Omori formula. The epidemic type aftershock sequences (ETAS) model is a generalized version of the modified Omori formula, which fits well with various aftershock sequences, including nonvolcanic type swarms. Using this model, aftershock sequences are investigated for the 76 main shocks that occurred in and around Japan during the last three quarters of a century. The focus is placed on objective examination of whether or not, in an aftershock sequence, there exists a significant change point followed by relative quiescence, that is, a significant lowering of the seismicity from that predicted by the ETAS model. Relative quiescence can take place regardless of the seismicity level. The extent of such quiescence, if it exists, is seen from the diagrams of cumulative numbers versus the transformed occurrence times based on the predicted occurrence rate by the estimated ETAS model. It is thus demonstrated that relative quiescence can be a helpful factor in detecting anomalous aftershock activity. This can then be used to forecast whether or not a large event is more likely to follow shortly (within ∼6 years) in the neighborhood (within a distance of 3
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Introduction
Once a large earthquake has taken place, we usually do not expect another large event of similar size or greater at the same location until a substantially large time span has elapsed. The gap theory and characteristic earthquake theory advocate this view. However, the story changes if the area in focus is the neighborhood of the source region. Statistical analysis of the configuration of epicenters of earthquakes with any threshold magnitude level, no matter how large, show inverse power correlations decaying in distance [Kagan and Knopoff, 1980] . Similar correlation is seen in time,
even for large events [Ogata, 1988; Ogata and Abe, 1991] . There are many reports which have described the migration of earthquakes [e.g., Mogi, 1968a] . Oike [1980] lists 12
pairs of large earthquakes which occurred subsequently in the same neighborhood of Japan. Recent intensive study into the triggering of earthquakes by the sudden change of a stress field around the source may support these observations [see, e.g., Harris, 1998 ]. Therefore it will be interesting to investigate the seismic activity which would reflect the state of the stress field around a region prior to the next large event.
On the other hand, prior to a major earthquake, seismic quiescence, gap, and foreshocks are expected to emerge over a wide region including the focal region. Since the pioneering works by Inouye [1965] , Utsu [1968] , Mogi [1968b Mogi [ , 1969 , and Ohtake [1980] , statistical methods have been proposed for the quantitative description of quiescence aiming at earthquake prediction [e.g., Reasenberg and Matthews, 1988; Wyss and Habermann, 1988; Matthews and Reasenberg, 1988; Ogata, 1988 Ogata, , 1989 Ogata, , 1992 based on the background seismicity in narrow to wide regions.
In this paper, in view of the above statement, we study the local seismic activity, namely, aftershock sequences including swarms of the second kind [Utsu, 1970] . This is because the seismicity in a narrow region is likely to be homogeneous in space, which makes our statistical analysis feasible for a data set of many events. However, conventional methods based on a declustering catalog are not applicable for the present analysis because aftershocks themselves are clusters. Thus we need modeling of the clustered feature to detect and measure anomalies of the activity. In particular, the anomaly in focus is the relative quiescence [Ogata, 1985 [Ogata, , 1988 [Ogata, , 1992 , which is defined as a rate of earthquake activity that is significantly lower than the predicted occurrence rate for standard seismic activity. Notably, Matsu'ura [1986] studied aftershock sequences extensively in Japan and its vicinity to reveal the relative quiescences preceding conspicuously large aftershocks, which triggered secondary aftershocks [Utsu, 1971] by using the statistical methods established by Ogata [1983a Ogata [ , 1983b Ogata [ , 1985 and Ogata and Shimazaki [1984] . Matsu'ura applied nonstationary Poisson processes with the modified Omori intensity function, concentrating on the quiescence for a short time span, say, a few days long, prior to conspicuously large aftershocks (see also Zhao et al. [1989] for similar analysis of Chinese aftershocks).
In this paper we focus on the examination of relative quiescence for a longer time span, say, for several months to several years, in an aftershock sequence or swarm in order to investigate the statistical relation to another large event near the source region.
Consequently, the aftershock activity becomes more complicated than the Poisson process as the time span gets larger, which requires the extension of the simple modified Omori decay. Section 2 describes the epidemic type aftershock sequence (ETAS) model.
When the Poisson process with modified Omori intensity is applied to the aftershocks, only the occurrence time data are used. However, as seen in the ETAS model, the associated magnitude data can also be used for analyzing more complex activities. We primarily use the hypocenter data of the Japan Meteorological Agency (JMA) for the period from 1926 up to the present, occasionally combining this with time series of felt/unfelt shocks recorded by certain JMA observatories. 
ETAS Model for Aftershocks
Aftershock statistics has been a unique research subject in Japan since the pioneering work by Omori [1894] . Especially, Utsu and Seki [1955] , Utsu [1957 Utsu [ , 1961 Utsu [ , 1962 Utsu [ , 1969 Utsu [ , 1970 Utsu [ , 1971 Utsu [ , 1972 , and Mogi [1967] extensively investigated various aspects of aftershock statistics. In particular, the modified Omori formula [Utsu, 1957 [Utsu, , 1961 
where λ θ is the rate of aftershock occurrence and t is the time elapsed from the main shock, is important for measuring the decaying activity of aftershocks. After a major earthquake its p value has been reported in the aftershock studies including those by the JMA. In many cases, however, aftershock sequences become more complex than the simple modified Omori formula, as schematically shown in Figure 1 . Utsu [1970] Figure 1
extensively studied such activity including the secondary aftershocks. In a quantitative study, Ogata [1983a Ogata [ , 1985 Ogata [ , 1988 Ogata [ , 1989 suggested the epidemic type aftershock sequences (ETAS) model for identification of aftershock activity in a source region and also for the standard general seismicity in a fairly wide area. 
Consider the occurrence data {(t
where the parameters K, α, c, and p are common to all i and M 0 represents the magnitude of the main shock throughout this paper. Thus the occurrence rate of 6 earthquakes in a region is given by the superposition of ν i (t) in (2) such that 
Estimation, Model Selection, and Residual Analysis
Suppose that the main shock took place at the time origin t = 0 and that the occurrence data are {(t i , M i ); 0 ≤ t i < T }. Since smaller events are hard to detect for some time span immediately after the main shock, we set an appropriate time S after which the aftershock events with M i ≥ M c are homogeneously detected. Then we use the maximum likelihood estimates (MLE) which maximize the log-likelihood function [1988, 1992] , Ogata et al. [1993] , Guo and Ogata [1996] . Also see Utsu and Ogata [1997] for PC programs for the calculation of the MLE and related statistics with useful manuals.
The Akaike information criterion (AIC) [Akaike, 1974] Suppose that origin time data {t i } are simulated by a predictive occurrence rate function λ θ (t|H t ) (see Ogata [1981] for a simulation method of point processes by thinning). Then consider the integral of the rate function
8 which is then a monotonically increasing function representing the expected number of events in the time interval [S, t] . For example, if the modified Omori formula in (1) is assumed for the rate function λ θ (t), then
If we consider the time change τ = Λ(t) from t to τ , then {t i } is transformed one-to-one Figures 3a and 3b
Therefore we fit the ETAS model to the whole period to display the predicted cumulative curves in both the ordinary linear and the transformed timescales (Figures 4a and 4b, respectively). Nevertheless, the cumulative curve of the RPP in Figure 4b Figures 4a and 4b
shows that goodness of fit throughout the whole period still appears to be poor.
Here we hypothesize that the aftershock activity has changed at some time in the analyzed period. 
Change Point Analysis by AIC
In order to examine whether or not the temporal aftershock activity changed before and after a suspected time t in a given data set on a time interval [S, T ], we first consider a two-stage model applied to the occurrence data sets on the separated subintervals 
respectively, where log-likelihoods ln L(θ; ·, ·) are those defined in ( If the change point t is determined based on information other than the data themselves, such as a scientific reason or a systematic setting in advance, AIC 0 of the single ETAS model for the unchanged seismicity is compared with
of the two-stage model for the changed seismicity at the time t. Thus the model with a smaller AIC value is selected. On the other hand, if the change point t is determined somehow on the basis of the data, the above comparison leads to a biased selection in favor of the changed seismicity model even for the data of the unchanged case.
This is similar to the issue of how to determine the significance of the maximum of certain statistics in searching the boundary of the changing seismicity [Matthews and Reasenberg, 1987] . To avoid such a bias, the same AIC 0 has to be compared with
where the quantity k(N ) is the bias correction for searching t to minimize AIC 12 (t). The quantity k(N ), obtained through simulation experiments [Ogata, 1992] In the analysis of this paper we will calculate the following statistics
for all times t in [S, T ] including all suspected change points. If In order to search the change point, we hereinafter scan the value of {ξ(t), S < t < T } for a sufficient number of candidates for the change point as compared to the number of events throughout the considered time span [S, T ]. Since our main interest is the case of small number of events relative to the length of the latter interval, the candidates for possible change points to calculate ξ(t) are taken from all t = t + i , where t + i means the time immediately after the ith event's occurrence time. We then plot time series of {ξ(t
In the case where events in the latter time span [T c , T ] do not seem to be clustered, we may consider the stationary Poisson process for a better model than the ETAS. In particular, when there is no event, AIC 2 = 0 owing to k 2 = 0. In any case, both the ETAS and stationary Poisson process models are applied to events in the latter interval in order to take the model with the smaller AIC value, or larger ξ(t) value.
For an illustration of the procedure explained in this section, we reconsider the examples of the two aftershock sequences. The first one is aftershock events with In the analysis hereinafter we first examine the existence of a change point, then confirm that no further change point exists in the first subinterval, and finally classify the aftershock sequence into either that of relative quiescence or activation in cases where a change point is found to exist. around the source region is not active. In all cases aftershock events in a sequence appear to be homogeneously detected, that is, the detection rate is independent of lapse time throughout the analyzing time span except for a short span immediately after the main shock. Thus the starting time S in (4) We will further analyze subsequences of events with larger threshold magnitudes by an increment of 0.2 ∼ 0.5 until the data size becomes too small to be analyzed by the ETAS. From my experience, a longer span of relative quiescence with higher level of threshold magnitude seems to relate to the larger size of the forthcoming suspected event. Therefore the analysis of data with larger magnitude thresholds appears to take on more importance in spite of their smaller data size though the result can be less stable accordingly. As a consequence, for the same main shock, different results can be obtained from aftershock data subsets with different threshold magnitudes. For such a case, the relative quiescence of the aftershock activity is concluded only when plural data sets with different threshold magnitudes have a significant change point which lead
1 Supporting Appendix A is available via Web browser or via Anonymous FTP from ftp://kosmos.agu.org, directory "append" (Username="anonymous", Password="guest"); subdirectories in the ftp site are arranged by paper number. Information on searching and submitting electronic supplements is found at http://www.agu.org/pubs/esupp about.html.
to the relative quiescence in the subsequent time span.
Out of the 76 main shocks, 34 aftershock activities have significant change points, which are followed by relative quiescence. From here on, we call such aftershock activity abnormal in contrast to the normal activity. There are only a few aftershock sequences where the change point was not followed by relative quiescence. This may be owing to the feature of the ETAS which models further clusters (i.e., activation) triggered by large aftershocks. The threshold magnitudes in Table 1 summarize the results. The details on the analysis with corresponding figures for each aftershock sequence are provided in Appendix A [Ogata, 2000] .
According to the results of the analysis, it is not always clear whether or not the relative quiescence was followed by the occurrence of a large event in the neighborhood, and also there are cases where the normal aftershock activity was followed by a large event in the neighborhood (see Appendix A for details). Here it should be noted that in order to make a definite conclusion regarding the causality between relative quiescence and the occurrence of a subsequent large event, we see no clear-cut thresholds for the timelag and the distance between them. Instead, the conclusion of the causality seems to be conducted only statistically, namely, through the assessment of the probability with regard to the time lag and the distance. This is the reason why we have studied as many aftershock sequences as possible using the ETAS model.
In order to make the probability assessments we collect all large events in and around Japan, even for those that have few recorded aftershocks. Figure 7 shows Figure 7 epicenters and latitude versus time plot of such events as explicitly described below.
Here it should be noted that the seismic activity is much higher offshore than on land.
Taking this into account, we selected inland events whose size is equal to M J 6.0 or larger and offshore events equal to M J 7.0 or larger. The reason is twofold. First, we consider earthquakes that will cause some destruction in land, and second, aftershocks detected offshore are fewer than those on land of similar size due to low detection capability owing to the configuration of the seismic network. Indeed, about half of the main shocks of the analyzed aftershock sequences took place on land.
Some Statistical Results
For each of the main shocks in Figure 6 , we select subsequent earthquakes from the large events in Figure 7 conditional on their sizes being similar to or larger than the main shock. To be precise, the subsequent events are of such magnitude M that Here notice that the abscissa is scaled by square of the distance, being proportional to the area of the disk with the distance for the radius, which was intended to create a display of what should be a uniform distribution in two dimension in the time-distance rectangular region if the subsequent events were independently located with respect to the main shock of the investigated aftershock sequence. However, Figures 8a and 8b display a tendency toward concentration in space because the subsequent events do not appear uniformly distributed but more or less dense toward the left boundary. This is perhaps owing not only to the fact that earthquakes mainly occur in seismic belt along the Japan islands arc but also that the two point correlation function between earthquakes decays inverse power law in distance [e.g., Kagan and Knopoff, 1980] . In particular, even taking such trend into account, the concentration for the earlier half period in Figure 8b appears remarkably higher than for the rest of the period and also than for the whole period in Figure 8a . Time series of mean of squares of distances and time series of the number of neighboring pairs (say, within a 3 • separation) for each year in the plots of Figure 8b appear to indicate an increase and decrease, respectively, around the first 6 years.
If, for each of the main shocks in Figure 6 , all subsequent events of M J 6.5 and larger are instead chosen from the events in Figure 7 to be superposed as shown in Figures 9a and 9b, we see not only the similar weak and strong concentration tendency in the same Figures 9a and 9b space-time superposition as stated above but also a diffusing tendency during the first 5 to 6 years of the aftershock activities where relative quiescence is present (Figure 9b ). Here the concentration tendency of events for the first 6 years after the relative quiescence is conspicuously higher than the other cases. In contrast, we see similar decreasing histograms with respect to increasing distance not only for the first 6-and second 14-year periods after the normal aftershock activity but also for the second 14 years even after anomalous aftershocks. In particular, the occurrence rate of a large event after anomalous aftershock activity is 0.02 event deg −2 yr −1 in the region within
∼1.0
• distance for the first 6 years, which is ∼10 times larger than those in the far field.
Further, the occurrence rate for the first 6-year period after the abnormal aftershock activity is about several times as large throughout the area of distance up to a few degrees when compared to the other cases in respective period. This is useful information for the medium-term forecast of a large event. Here Another way to assess the hazard is through counting the subsequent events relative to each analyzed aftershock sequence data of each threshold magnitude, while allowing the corresponding main shock to repeat. For example, if we have two out of five aftershock data subsets of the same main shock resulting in relative quiescence, then the same subsequent events are counted 2 and 3 times, respectively, in each corresponding distance bin for the estimation of the hazard rate that is conditional on whether or not the data sets have relative quiescence. Thus, altogether, we obtain the histogram by means of the superpositions of the subsequent large events relative to the 100 aftershock data sets of quiescence. Similarly, the other histogram is obtained based 20 on the superposition of the subsequent large events relative to the 159 normal aftershock sequences. Then similarly normalized spatial distributions in Figures 11a and 11b lead Figures 11a and 1 to the diagrams similar in shape and sizes to Figures 10a and 10b , respectively.
Discussions
In practice, we recommend carrying out the analysis of aftershock data subsets of the same main shock with as many threshold magnitudes as possible. Then we estimate the eventual hazard rate by taking the average of the hazard rates in Figures 11a and   11b depending on whether the analyzed aftershock data set of the considered threshold magnitude has relative quiescence or normal activity throughout the whole period, respectively. In any case, it has been demonstrated that relative quiescence can be a helpful factor in discriminating whether or not a large event is more likely to follow in the neighborhood within a 6-year period.
Appendix A [Ogata, 2000] provides the estimates of the ETAS coefficients in the corresponding figures, and there are quite a few cases where the p value estimate are smaller than 1. Thus one may suspect that the low p value in the first period inevitably leads the relative quiescence since the continuation of p < 1 should generate infinitely many aftershocks. However, it turns out from the analysis by the cross-classified table that the interdependence between the low p value and emergence of the relative quiescence is not so strong. Furthermore, the use of a low initial estimated p value (say, p < 1 orp < 0.9) as the discriminative factor instead of the relative quiescence leads to mutually similar estimates of the hazard rate functions unlike the left diagram in Figure   11 . That is to say, the low p values cannot be a discriminating factor unlike the relative quiescence, but it is worthwhile to note that the relative quiescence takes place a little over twice as frequently as the normal cases when p is very low (say, p < 0.9, though this did not happen often).
It is fair to say that the present analysis is retrospective particularly in the choice of the length of aftershock time span ranging from a few months to a number of years (see section 6). In order to estimate the hazard based on the real-time observation, we need further investigation to make unbiased estimation avoiding potential systematic errors from the present estimate if it exist.
A similar problem arises from the smaller number of the collected aftershock sequences in the earlier period than that of the rest owing to changes in detection rate of earthquakes during the period of study 1925-1999 (see section 6) , while the seismicity in and around Japan appears to be more active in the earlier years. Therefore, in order to examine the stability of the features discussed in Figures 8-11 
Conclusions
Many aftershock sequences are more complex than the simple inverse power decay represented by the modified Omori formula. The ETAS model, which uses magnitude data in addition to the occurrence times, fits well with various aftershock sequences, including nonvolcanic swarms when the activity pattern is homogeneous throughout the period in and around the source region, namely, when the parameters of the ETAS model are constants (independent of time and location) throughout. Then we are concerned with the seismicity change of aftershock sequences in time which are followed by the relative quiescence, that is, a significant seismicity lowering from that predicted by the ETAS model. The significance of the change is objectively judged by means of the modified AIC for the change point problem.
Using the ETAS model and on the basis of the proposed procedure, 259 aftershock sequences of various threshold magnitudes are investigated for the 76 main shocks of M6 class or over that occurred in and around Japan during the last three-quarters century (see Appendix A [Ogata, 2000] for details). Relative quiescence is revealed in ∼40% of the aftershock sequences, and almost all the others are developed normally; relative activation is rarely found. We have seen that the aftershock activity provides useful information for assessing the probability of a following large event (M6 class or over) in the neighborhood. Namely, if the aftershock activity from the first event becomes
relatively quiet compared to the expected normal decay, the occurrence rate of a larger event in the neighborhood (within a distance of 3 • ) is a few times higher during the first decade after the main shock than would be the case for normal aftershock activity. a Regions A-G into which Japan and its vicinity are expediently divided for the present analysis are also shown in Figure 6 .
b The numbers in parentheses, or followed by A or N indicate that a sequence of aftershocks of that magnitude or larger has a significant change point followed by the relative quiescence, relative activation, and neither of them, respectively. The remaining values indicate that the activity was normal for the whole investigated period, namely, no significant change point is found. The threshold magnitude indicated by (0.0) or 0.0 means inclusion of all events whose magnitudes are not determined but locations are identified in the JMA hypocenter catalog. The threshold magnitude indicated by (felt) or felt and (unfelt) or unfelt mean the data set which include all felt shocks and unfelt events in addition to felt shocks, respectively, listed in the Kisho-Yoran or Zisin-Geppo together with all available events from the JMA catalog: see Appendix A [Ogata, 2000] for the details of the aftershock data selection and the results with corresponding figures attached for each data set.
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Figure Captions ETAS models to the same aftershock data as that in Figure 3 . The smoother thin curve in Figure 4a and the straight line in Figure 4b represent the same predicted cumulative function of the ordinary linear and transformed times, respectively. The smoother thin curve in Figure 4c and straight line in Figure 4d show the same predicted cumulative curve estimated from the data in the first period up until a suspected change point (vertical dotted line). The extrapolation shows that the events in the second period are substantially fewer than expected. selected from the events in Figure 7 . The abscissa is scaled by the square of the distance so as to be proportional to the area of the disk with the given distance as radius. A notably strong concentration in distance occurs during about the first 6 years in Figure   8b compared to the rest 14 years and also to all 20 years in Figure 8a . 
