This paper presents novel stability criteria for neutral systems with time-varying delay. By developing a delayed decomposition approach, information of the delayed plant states can be taken into full consideration, and new delay-dependent sufficient stability criteria are obtained in terms of linear matrix inequalities (LMIs). Then, based on the Lyapunov method, delay-dependent stability criteria are devised by taking the relationship between terms in the Leibniz-Newton formula into account. Criteria are derived in terms of LMIs, which can be easily solved by using various convex optimization algorithms. Three illustrative numerical examples are given to show less conservatism of our obtained results and the effectiveness of the proposed method.
Introduction
Time delay arises naturally in connection with system process and information flow for different part of dynamical systems. Therefore, considerable efforts are concentrated on the stability analysis for systems including time delays, since the delay phenomenon is often encountered in various systems and frequently a source of instability. Thus, the problem of stability analysis for time-delay systems has been an important topic and references therein. Due to the much more conservatism of delay-independent conditions compared with delay-dependent ones when time-delay is small, chasing delaydependent stability criteria is of much theoretical and practical value. Recently, in order to reduce conservatism, Fridman [4] proposed a descriptor model transformation of the original system into an equivalent one. Though some less conservative delay-dependent criteria are obtained, the conservatism still remains due to the fact that it used the bounding technique for cross terms. In Refs. [8, 9] , He et al. proposed free weighting matrices approach to investigate delay-dependent stability. Since it does not employ bounding techniques for cross terms, this approach can lead to less conservative results. However, this approach introduced some slack variables apart from matrix variables appearing in Lyapunov-Krasovskii functionals (LKFs). When the upper bound of delay derivative may be larger than or equal to 1, Zhu and Yang [27, 28] used a delay decomposition approach, and new stability results were derived. Compared with [4, 8, 9] stability results in Refs. [27, 28] are simpler and less conservative.
Neutral time-delay systems constitute a more general class than those of the retarded type. Stability of these systems proves a more complex issue, with the system involving the derivative of the delayed state. Neutral time-delay systems have also received much attention in recent years since it has a wider application into aircraft stabilization, chemical engineering processes, distributed networks, neural networks, nuclear reactors and population dynamics, etc. Many authors focused their attention on pursue delay-dependent stability criteria for neutral systems with time delay [1, . Thus, there still exist rooms for further improvements.
Motivated by the above discussions, we propose new stability criteria for neutral systems with time-varying delays. Based on the Lyapunov function method, a novel delay-dependent criterion less conservative than delay-independent one when the size of delays is small, established in terms of LMIs which can be solved efficiently by optimization algorithms. Integral inequality approach (IIA) and delay decomposition approach are introduced in this paper to reduce conservatism as it will be shown by the proposed examples. Our results will be compared with those developed in the recent literature to show that they are less conservative.
Main results
Consider the following neutral system with a time-varying state delay: Theorem 1. In Case I, if 0 6 hðtÞ 6 ah; for given scalars h(h > 0), a(0 < a < 1) and h d , the system described by (1) with (2) is asymptotically stable if there exist matrices
Proof. In Case I, a Lyapunov functional can be constructed as
where
where L(x t ) = x(t) À Cx(t À h).
Taking time derivative V(x t ) for t [0, 1) along trajectory (1) yields
Now, we estimate the upper bound of the last three terms in inequality (12) as:
From Lemma 1, if 0 6 hðtÞ 6 ah; we obtain
Similarly, we obtain
The operator for term _ x
xðtÞ is as follows:
Combining (9)- (17) yields
where n T ðtÞ ¼ ½x
T ðt À hÞ and and
From Eq. (1) and the Schur complement, it is easy to see that
and 0 6 hðtÞ 6 ah: h Theorem 2. In Case I, if ah 6 hðtÞ 6 h; for given scalars h(h > 0), a(0 < a < 1) and h d , the system described by (1) with (2) is asymptotically stable if there exist matrices
3Þ; and positive semidefinite matrices X ¼ 
and
Proof. If ah 6 hðtÞ 6 h; it gets
From integral inequality approach [14, 15] , notice that
where n T ðtÞ ¼ ½x and
From Eq. (1) and the Schur complement, it is easy to see that _ Vðx t Þ < 0 holds if
and ah 6 hðtÞ 6 h: h Theorem 3. In Case II, if 0 6 hðtÞ 6 ah; for given scalars h(h > 0), a(0 < a < 1), the system described by (1) with (2) is asymptotically stable if there exist matrices P = P 
Theorem 4. In Case II, if ah 6 hðtÞ 6 h; for given scalars h(h > 0), a(0 < a < 1), the system described by (1) with (2) is asymptotically stable if there exist matrices P = P 
In Case II, a Lyapunov functional can be chosen as (8) with Q 3 = R 3 = 0. Similar to the above analysis, one can get that _ Vðx t Þ < 0 holds if W < 0ðW < 0Þ: Thus, the proof is complete.
When C = 0, time-varying delay system in (1) reduces to _ xðtÞ ¼ AxðtÞ þ Bxðt À hðtÞÞ; t P 0 ð30Þ
In this case, by Theorems 1-4, it is easy to derive the following results. < 0 ð35Þ
Corollary 4. In Case II, if ah 6 hðtÞ 6 h; for given scalars h(h > 0), a(0 < a < 1), the system described by (30) with (3) is asymptotically stable if there exist matrices P = P T > 0, Q i ¼ Q 5 P 0 such that P ¼ P 11 P 12 P 13 0 P 15 P 
In Case II, a Lyapunov functional can be selected as (8) with Q 3 = R 3 = W = 0. Similar to the above analysis, one can get that _ Vðx t Þ < 0 holds if P < 0ðP < 0Þ: Thus, the proof is complete.
Based on that, a convex optimization problem is formulated to find the bound on allowable delay time 0 6 hðtÞ 6 ahðah 6 hðtÞ 6 hÞ which maintains delay-dependent stability of the time delay system (1).
Remark 1.
It is interesting to note that h appears linearly in Theorems 1-4, and Corollaries 1-4. Thus a generalized eigenvalue problem (GEVP) as defined in Boyd, et al. [2] can be formulated to solve the minimum acceptable 1/h; therefore the maximum h to maintain robust stability is judged by these conditions.
In this way, our optimization problem becomes a standard generalized eigrnvalue problem, then which can be solved using GEVP technique. From this discussion, we have the following Remark 2.
Remark 2. In the stability problem, maximum admissible upper bound (MAUB) hthat ensures neutral time-varying delay system (1) is stabilizable for any h can be determined by solving the following quasi-convex optimization problem when the other bound of time-varying delay h is known.
Maximize h
Subject to Theorems 1-4ðor Corollaries 1-4Þ:
& ð39Þ
Inequality (39) is a convex optimization problem and can be obtained efficiently using the MATLAB LMI Toolbox.
For seeking an appropriate a satisfying 0 < a < 1, such that the upper bound h of delay 0 6 hðtÞ 6 ah; subjecting to (6) is maximal, we give an algorithm:
Algorithm 1 (Maximizing h > 0).
Step 1: For given h d , choose an upper bound on h satisfying (6), then select this upper bound as the initial value h 0 of h.
Step 2: Set appropriate step lengths, h step and a step , for h and a, respectively. Set k as a counter, and choose k = 1. Meanwhile, let h = h 0 + h step and initial value a 0 of a equals to a step .
Step 3: Let a = ka step , if inequality (6) is feasible, go to Step 4; otherwise, go to Step 5.
Step 4: Let h 0 = h, a 0 = a, k = 1 and h = h 0 + h step , go to Step 3.
Step 5: Let k = k + 1. If ka step < 1, then go to Step 3; otherwise, stop.
Remark 3. For Algorithm 1, final h 0 is the desired maximum of the upper bound of delay h(t) satisfying (6) and a 0 is the corresponding value of a.
Remark 4. Similar to Algorithm 1, we can also find an appropriate scalar a, such that the upper bound of delay 0 6 hðtÞ 6 ah; subjecting to (26) attains the maximum.
Remark 5. Similar to Algorithm 1, an algorithm for seeking appropriate a such that the upper bound of delay ah 6 hðtÞ 6 h; subjecting to (19) and (28) [1, 3, 4, [6] [7] [8] [9] [10] [11] [12] [13] 15, 16, 18, 19, [21] [22] [23] [24] [25] [26] . Three examples below highlight effectiveness of the proposed method.
Illustrative examples
Three examples below illustrate advantages of the proposed stability results.
Example 1. Consider the following neutral time-varying delay system borrowed from [1, 6, 9, 15, 20, 22, 24] as follows:
Solution: By taking parameter |c| < 1 and h d = 0, by solving the convex optimization problem (39) and Algorithm 1, we obtain maximum admissible upper bound (MAUB) h for different c as shown in Table 1 , which clearly shows the effectiveness of the delay-decomposition approach; results obtained in this paper are significantly better than those in [1, 6, 9, 15, 20, 22, 24] . For c = 0, it can be seen that the proposed stability criteria in this paper provide larger delay bounds than the previous results [27, 28] for different values of h d are listed in Table 2 , where one can see that Corollaries 1 and 2 of this paper are less conservative than the existing ones. As Fig. 1 shows, Table 3 . From Table 3 , one can see that our results for this example give larger upper bounds of time-delay than the ones in [1, 3, 4, 7, 8, [10] [11] [12] [13] 15, 18, 19, 23, 25, 26] . 
Table 3
Comparison of maximum admissible upper bound (MAUB) h in Example 2.
Methods
Maximum h allowed (
Lien et al. [12] 0.3 Chen et al. [3] 0.5658 Fridman [4] 0.74 Lien and Chen [13] 0.8844 Han [7] 1.5758 Li and Liu [11] 1.6010 He et al. [8] 1.6527 Xu et al. [25] 1.7220 Zhao et al. [26] 1.7856 Kwon et al. [10] 1.8266 Nian et al. [18] 1.9132 Park et al. [19] 2.0054 Balasubramaniam et al. [1] 2.1980 Liu [15] 3.6944 Tian et al. [23] 3.9907 Theorem 3 (a = 0.1) 4.2151 Table 5 MAUB h for different methods in Example 3.
Method h
Wu et al. [24] 0.6054 Xu et al. [25] 0.5937 Parlakci [21] 0.6189 Park et al. [19] 0.6612 Balasubramaniam et al. [1] 0.8150 Theorem 3 (a = 0. 25) 0.8637
For system (41), results of the maximum admissible upper bound (MAUB) h for different values of h d are compared with previous results in Table 4 . It can also be shown that the proposed stability criteria for system (41) improve the stability region. It is clear from Table 4 that our Theorem 1 can yield larger upper bound of time-delay for the system to be asymptotically stable than those obtained by the criteria in [16] for different h d . Table 5 , which demonstrates effectiveness of delay-decomposition approach. From Table 5 , one can see that Theorem 3 of this paper is less conservative than the existing ones [1, 19, 21, 24, 25] . It follows from Theorem 3 that the system (42) with given parameters is globally asymptotically stable.
Conclusions
This paper studies the problem of robust stability for neutral systems with time-varying delay. By developing a delay decomposition approach, the information of delayed plant states can be taken into full consideration, and new delay-dependent robust stability criteria are obtained in terms of linear matrix inequalities (LMIs) which can be easily solved by various optimization algorithms. Since the delay term is concerned more exactly, less conservative results are presented. Examples have shown resulting stability criteria outperforming existing ones in literature.
