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1. Introduction
In [1,2] we have presented analogs of some results from [3–5] devoted to relative oscillation theory for Sturm–Liouville
operators which, rather thanmeasuring the spectrum of one single operator, measure the difference between the spectra of
two different operators. Hence the name relative oscillation theory. The main idea behind this extension is to replace zeros
of solutions of one operator by zeros of Wronskians of solutions of two different operators. The purpose of this work is to
extend relative oscillation theory to the case of the symplectic difference system
yi+1 = Wi(λ)yi, Wi(λ) =

In 0
−λWi In
 
Ai Bi
Ci Di

, Wi = W Ti , Wi ≥ 0, i = 0, . . . ,N (1.1)
with the self-adjoint boundary conditions
R1[x0(λ) xN+1(λ)]T + R2[−u0(λ) uN+1(λ)]T = 0, rank[R1 R2] = 2n, R1RT2 = R2RT1 . (1.2)
Here λ ∈ R, yi(λ) = [xi(λ) ui(λ)]T ∈ R2n, the real matrices Wi, Ai, Bi, Ci, Di have the dimension n × n, and the matrix
Wi(λ) in (1.1) is symplectic, i.e.Wi(λ)T J2nWi(λ) = J2n for i = 0, . . . ,N, λ ∈ R, J2n =

0 In
−In 0

, In being the n× n identity
matrix. For the case R1 = diag(R∗0, R∗N+1), R2 = diag(−R0, RN+1)we have the separated boundary conditions
R∗0x0 + R0u0 = 0, R∗N+1xN+1 + RN+1uN+1 = 0, (1.3)
and, in particular, the case R1 = I2n, R2 = 0 corresponds to Dirichlet boundary conditions. The classical oscillation theory for
(1.1), (1.2) is developed in the fundamental papers [6–8]. The continuous version of this theory for Hamiltonian differential
systems with self-adjoint boundary conditions is established in [9]. Our aim is to add new aspects to the classical oscillation
theory for (1.1), (1.2) by showing that matrix analogs of generalized zeros [3,5] of the Wronskian for two suitable matrix
solutions of (1.1) can be used to count the number of finite eigenvalues of (1.1), (1.2) in (a, b]. In [2] we prove the following
relative oscillation theorem for system (1.1) with Dirichlet boundary conditions.
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Theorem 1. Let Z (0)i (λ), Z
(N+1)
i (λ) be symplectic fundamental matrices of (1.1) and Z
(N+1)
N+1 (λ)[0 In]T = Z (0)0 (λ)[0 In]T =
[0 In]T ; then the number #{λ ∈ σ |a < λ ≤ b} of finite eigenvalues in (a, b], a, b ∈ R of problem (1.1) with the Dirichlet
boundary condition is given by
#{λ ∈ σ |a < λ ≤ b} =
N
i=0
µ(Gi[0 In]T ,Gi+1[0 In]T ), Gi = Z (N+1)i (b)
−1
Z (0)i (a),
where
N
i=0 µ(Gi[0 In]T ,Gi+1[0 In]T ) = l∗(Y, 0,N) is the number of focal points in [0,N + 1) of the conjoined basis Yi =
Z (0)i (a)
−1Z (N+1)i (b)[0 In]T of the symplectic difference system
JT2n1Yi = (b− a)Z (0)i+1(a)
T

Wi 0
0 0

Z (0)i+1(a)Yi, 1Yi = Yi+1 − Yi. (1.4)
The main result in Section 2 (see Theorem 5) extends Theorem 1 to the case of the general self-adjoint boundary conditions
(1.2). In Section 3 we prove Theorem 6 which connects #{λ ∈ σ |a < λ ≤ b} and the number of eigenvalues #{λˆ ∈ σˆ |a <
λ ≤ b} of (1.1) together with the boundary conditions
Rˆ1[x0(λ) xN+1(λ)]T + Rˆ2[−u0(λ) uN+1(λ)]T = 0, rank[Rˆ1 Rˆ2] = 2n, Rˆ1RˆT2 = Rˆ2RˆT1 . (1.5)
We establish as corollaries inequalities for eigenvalues of (1.1), (1.2) and (1.1), (1.5); in particular, we prove the generalized
interlacing property λi−Kˆ ≤ λˆi ≤ λi+K , K + Kˆ ≤ 2n, K ≥ 0, Kˆ ≥ 0 of the eigenvalues and formulate sufficient conditions
for the case K = 0 (see Corollaries 7 and 8).
2. Classical and relative oscillation theory
The results of this work rely on the concept of a finite eigenvalue of (1.1), (1.3) which was introduced in [8]. The
so-called Global Oscillation Theorem established in [8] relates the number of finite eigenvalues of (1.1), (1.3) less than or
equal to a given number b to the number of focal points (counting multiplicity) of a conjoined basis of (1.1) with λ = b.
Our consideration is based on the fact that problem (1.1), (1.2) is equivalent to a 4n × 4n symplectic eigenproblem with
separated boundary conditions (see [6, p.1258]) which, in turn, is equivalent to a 4n × 4n boundary value problem with
Dirichlet boundary conditions for a so-called extended system (see [8, Proposition 1]). Then, using the constructions of [6,8]
we extend Theorem 1 to the case of the general boundary conditions (1.2).
Recall (see [10]) that a 2n× nmatrix solution Yi of (1.1) is said to be a conjoined basis if
rankYi = n, Y Ti J2nYi = 0, (2.1)
and the conjoined basis Y (M)i of (1.1) with the initial condition Y
(M)
M = [0 I]T at i = M is said to be the principal solution at
M . Note that by [10, Remark 1(ii)], for a conjoined basis Yi of (1.1) there exists a symplectic fundamental matrix Zi such that
Yi = Zi[0 In]T . (2.2)
The numbers of focal points m(Yi), m∗(Yi) of a conjoined basis Yi = [XTi UTi ]T of (1.1) in (i, i + 1], [i, i + 1) are given by:
m(Yi) = rankMi + indPi andm∗(Yi) = rankM˜i + indP˜i (see [11, Definition 1], [12, Definition 3.2]), where
Mi = (I − Xi+1XĎi+1)Bi,
Ti = I −MĎi Mi,
Pi = TiXiXĎi+1BiTi,
M˜i = (I − XiX
Ď
i )B
T
i
T˜i = I − M˜Ďi M˜i,
P˜i = T˜iXi+1XĎi BTi T˜i,
ind A denotes the index or the number of negative eigenvalues of A = AT , and by AĎ we denote the Moore–Penrose
generalized inverse of a matrix A. Introduce the notation
l(Y ) =
N
i=0
m(Yi), l∗(Y ) =
N
i=0
m∗(Yi) (2.3)
for the numbers of focal points of Yi in (0,N + 1] and [0,N + 1).
According to [12,13], we define the comparative index for 2n× nmatrices Y , Yˆ with conditions (2.1) using the notationM = (I − XX
Ď)Xˆ, X = [I 0]Y , Xˆ = [I 0]Yˆ ,
T = I −MĎM,
D = T w(Y , Yˆ )TXĎXˆT , w(Y , Yˆ ) = Y T J2nYˆ .
(2.4)
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The comparative index is defined by µ(Y , Yˆ ) = µ1(Y , Yˆ ) + µ2(Y , Yˆ ), where µ1(Y , Yˆ ) = rankM and µ2(Y , Yˆ ) = indD .
Introduce the dual indexµ∗(Y , Yˆ ) = µ1(Y , Yˆ )+µ∗2(Y , Yˆ ), whereµ∗2(Y , Yˆ ) = ind(−D). Wewill use the following estimate
for the comparative index proved in [12]:
µ(Y , Yˆ ) ≤ min(rank(Xˆ), rank(w(Y , Yˆ ))), w(Y , Yˆ ) = Y T J2nYˆ . (2.5)
If Zi is a symplectic fundamental matrix of (1.1) and (2.2) holds, then, according to [12, Lemmas 3.1 and 3.2], we have
m(Yi) = µ(Yi+1,Wi[0 I]T ) = µ∗(Z−1i+1[0 I]T , Z−1i [0 I]T ), (2.6)
m∗(Yi) = µ∗(Yi,W−1i [0 I]T ) = µ(Z−1i [0 I]T , Z−1i+1[0 I]T ), (2.7)
wherem(Yi), m∗(Yi) are the numbers of focal points of Yi in (i, i+ 1], [i, i+ 1) respectively.
LetW =

A B
C D

be a matrix separated into the n× n blocks A, B, C, D. Define
{W } =
In 0 0 00 A 0 B0 0 In 0
0 C 0 D
 , S =
 0 −0.5In In 00 0.5In In 0−0.5In 0 0 −In
−0.5In 0 0 In
 , ⟨W ⟩ = {W }S[0 I2n]T =
In 0A B0 −In
C D
 . (2.8)
IfW is symplectic, then so is {W }, and then ⟨W ⟩ obeys (2.1) (see also [1, Lemma 2.3(i)]).
Define Xi(λ) = [x0, xi(λ)]T ∈ R2n, Ui(λ) = [−u0, ui(λ)]T ∈ R2n; then, according to [6], the problem (1.1), (1.2) is
equivalent to the following problem with separated boundary conditions of size 4n× 4n:
Yi+1 = {Wi(λ)}Yi, i = 0, . . . ,N, Yi = [XiUi]T , (2.9)
R∗0X0 + R0U0 = 0, R∗0 =

0 0
−In In

, R0 =
−In −In
0 0

, (2.10)
R∗N+1XN+1 + RN+1UN+1 = 0, R∗N+1 = R1, RN+1 = R2. (2.11)
Lemma 2. Let Zi, i = 0, . . . ,N + 1, be a symplectic fundamental matrix of system (1.1) associated with a conjoined basis Yi
such that (2.2) holds; then the 4n× 2n matrix ⟨Zi⟩, i = 0, . . . ,N + 1, is a conjoined basis of (2.9) and
m(⟨Zi⟩) = m(Yi), i = 0, . . . ,N. (2.12)
Proof. By definition (see (2.8)), ⟨Zi⟩ = {Zi}S[0 I2n]T obeys (2.1) and {Wi(λ)}⟨Zi⟩ = ⟨Zi+1⟩; then ⟨Zi⟩ is a conjoined basis
of (2.9).
Note that {Zi}[0 I2n]T is a conjoined basis of (2.9) as well and, by (2.6), m({Zi}[0 I2n]T ) = µ
0 0
0 Xi+1
In 0
0 Ui+1

,
0 0
0 Bi
In 0
0 Di

=
µ(Yi+1,Wi[0 In]T ) = m(Yi), where Zi and Yi are connected by (2.2). Then the proof of (2.12) follows from [13, Corollary 2.7]
which connects the numbers of focal points of ⟨Zi⟩ and {Zi}[0 I2n]T :
m(⟨Zi⟩) = m({Zi}[0 I2n]T )+1µ(⟨Zi⟩, {Zi}[0 I2n]T ),
where we use that µ(⟨W ⟩, {W }[0 I2n]T ) = 0 for any symplectic matrixW (see [1, p. 1351]). The proof is completed. 
If Z (0)i (λ) solves (1.1) and Z
(0)
0 (λ) = I2n, then the conjoined basis ⟨Z (0)i (λ)⟩ of (2.9) satisfies the boundary condition (2.10)
and then, using [8, Definition 1], we have the following:
Definition 3. A number λ is called a finite eigenvalue of (1.1), (1.2), if
rankΛ(λ) < r := max
µ∈R Λ(µ), Λ(λ) = [R1 R2]⟨Z
(0)
N+1(λ)⟩. (2.13)
Problem (2.9)–(2.11), in turn, is equivalent to the following extended boundary value problem (see [8, Proposition 1]):
Yi+1 = Si(λ)Yi, i = −1, 0, . . . ,N + 1, X−1 = XN+2 = 0,
Si(λ) = {Wi(λ)}, i = 0, . . . ,N, S−1 = S, SN+1 =

Q TR∗N+1 Q
TRN+1
−Q TKN+1RN+1 Q TKN+1R∗N+1

,
(2.14)
where KN+1 = (R∗N+1R∗ TN+1 + RN+1RTN+1)−1, an orthogonal matrix Q is defined in [8], and S is given by (2.8).
Applying [7, Theorem 2] to (2.14), by analogy with [8] we formulate the following oscillation theorem for problem
(1.1), (1.2).
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Theorem 4 (Classical Oscillation Theorem). Let Z (0)i (λ) be a fundamental matrix of (1.1) with Z
(0)
0 (λ) = I2n, and Y (0)i (λ) =
Z (0)i (λ)[0 In]T ; then there exists an integer p such that for any b ∈ R we have
l(Y (0)(b), 0,N)+ µ(R⟨Z (0)N+1(b)⟩, R[0 I2n]T ) = #{λ ∈ σ |λ ≤ b} + p, l(Y (0)(b), 0,N) =
N
i=0
m(Y (0)i (b)), (2.15)
where #{λ ∈ σ |λ ≤ b} is the number of finite eigenvalues of (1.1), (1.2) less than or equal to b, and the symplectic matrix R
obeys the condition
[I2n 0]R = [R1 R2]. (2.16)
Proof. To apply Theorem 2 in [7] we construct the principal solutionY(−1)i (λ) of system (2.14) at−1:
Y
(−1)
i (λ) =

[0 I2n]T , i = −1,
⟨Z (0)i ⟩, i = 0, . . . ,N + 1,
SN+1⟨Z (0)N+1⟩, i = N + 2.
Then, by Lemma 2, the number of focal points ofY(−1)i (λ) in (−1,N + 2] is given by
l(Y(−1)i (λ),−1,N + 1) = l(Y (0)(λ), 0,N)+m(SN+1⟨Z (0)N+1(λ)⟩) (2.17)
for l(Y (0)(λ), 0,N) defined by (2.15). Note that thematrix SN+1 in (2.17) can be replaced by any symplectic R such that (2.16)
holds. Indeed, by (2.6), we have m(SN+1⟨Z (0)N+1(λ)⟩) = µ(SN+1⟨Z (0)N+1(λ)⟩, SN+1[0 I2n]T ), and by [13, Theorem 2.4(ii)], the last
index coincides with µ(LSN+1⟨Z (0)N+1(λ)⟩, LSN+1[0 I2n]T ) for any symplectic block lower triangular matrix L. In particular, we
can put L = diag(Q ,Q ). The proof is completed. 
By [7], there are always only finitely many finite eigenvalues of (2.14); hence if b := λ0 < min σ , then #{λ ∈ σ |λ ≤
λ0} = 0, and we have in (2.15)
p = l(Y (0)i (λ0), 0,N)+ µ(R⟨Z (0)N+1(λ0)⟩, R[0 I2n]T ), λ0 < min σ . (2.18)
After these preparations we are now ready to develop relative oscillation theory for (1.1), (1.2).
Theorem 5 (Relative Oscillation Theorem). Let Z (0)i (λ), Z
(N+1)
i (λ) be fundamental matrices of (1.1) and Z
(0)
0 (λ) = Z (N+1)N+1 (λ) =
I2n; then
#{λ ∈ σ |a < λ ≤ b} =
N
i=0
µ(R⟨Gi⟩, R⟨Gi+1⟩), Gi = Z (N+1)i (b)
−1
Z (0)i (a), (2.19)
where the symplectic matrix R obeys condition (2.16) and
N
i=0 µ(R⟨Gi⟩, R⟨Gi+1⟩) = l∗(Y, 0,N+1) is the number of focal points
in [0,N + 1) of the conjoined basisYi = S−1{Z (0)i (a)−1Z (N+1)i (b)}[−R2 R1]T of the symplectic difference system
JT4n1Yi = (b− a)ST

Z (0)i+1(a)
T

Wi 0
0 0

Z (0)i+1(a)

SYi. (2.20)
Proof. For the proof we apply Theorem 1 to problem (2.14) associated with (2.9)–(2.11). If Z(N+2)i (λ), Z
(−1)
i (λ) are
fundamental solution matrices of the symplectic system in (2.14) and Z(N+2)N+2 (λ)[0 I2n]T = Z(−1)−1 (λ)[0 I2n]T = [0 I2n]T ,
then, by Theorem 1, #{λ ∈ σ |a < λ ≤ b} = N+1i=−1 µ(Gi[0 I2n]T ,Gi+1[0 I2n]T ), Gi = Z(N+2)i (b)−1Z(−1)i (a). Using that
S−1, SN+1 in (2.14) do not depend on λ (W−1 = WN+1 = 0) and (1.4), we get G−1 = G0, GN+1 = GN+2. Then
µ(G−1[0 I2n]T ,G0[0 I2n]T ) = µ(GN+1[0 I2n]T ,GN+2[0 I2n]T ) = 0. Noting that Z(N+2)N+1 (λ)[0 I2n]T = S−1N+1[0 I2n]T , Z(−1)0 (λ) =
S[0 I2n]T , we construct Z(N+2)i (λ), Z(−1)i (λ), i = 0, . . . ,N + 1, in the form
Z
(N+2)
i (λ) = {Z (N+1)i (λ)} S−1N+1, Z(−1)i (λ) = {Z (0)i (λ)}S, i = 0, . . . ,N + 1,
where the symplectic 2n × 2n matrices Z (N+1)i (λ), Z (0)i (λ) solve (1.1) and Z (N+1)N+1 (λ) = Z (0)0 (λ) = I2n. Then, by Theorem 1,
we derive
#{λ ∈ σ |a < λ ≤ b} =
N
i=0
µ(Gi[0 I2n]T ,Gi+1[0 I2n]T ), Gi = SN+1{Z (N+1)i (b)
−1
Z (0)i (a)}S,
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where S is given by (2.8), and Gi[0 I2n]T = SN+1⟨Z (N+1)i (b)
−1
Z (0)i (a)⟩ = SN+1⟨Gi⟩, Gi = Z (N+1)i (b)
−1
Z (0)i (a). By analogy with
the proof of Theorem 4, the matrix SN+1 in the last formulas can be replaced by any symplectic Rwith condition (2.16).
Finally, by (2.7), µ(R⟨Gi⟩, R⟨Gi+1⟩) = m∗(Yi), where m∗ is the number of focal points in [i, i + 1) and Yi =
S−1{Z (0)i (a)−1Z (N+1)i (b)}[−R2 R1]T obeys system (2.20). The proof is completed. 
3. Inequalities for eigenvalues
Denote the finite eigenvalues of (1.1), (1.2) and (1.1), (1.5) by λk ∈ σ , λˆk ∈ σˆ respectively, such that
−∞ < λ1 ≤ λ2 ≤ · · · ≤ λm < +∞, and −∞ < λˆ1 ≤ λˆ2 ≤ · · · ≤ λˆl < +∞
and put λ1 = +∞ (λˆ1 +∞) if σ = ∅ (σˆ = ∅). Introduce a symplectic matrix Rˆ associated with the boundary conditions
(1.5) such that
[I2n 0]Rˆ = [Rˆ1 Rˆ2]. (3.1)
Theorem 6. If Z (0)i (λ) solves (1.1) and Z
(0)
0 (λ) = I2n, then, for a < b, a, b ∈ R we have
#{λ ∈ σˆ |a < λ ≤ b} − #{λ ∈ σ |a < λ ≤ b} = µ(Rˆ⟨Z (0)N+1(λ)⟩, RˆR−1[0 I2n]T ) |ba, (3.2)
where f (λ) |ba = f (b)− f (a) and the symplectic matrices R, Rˆ obey (2.16), (3.1). In particular, there exists an integer M such that
for all b ∈ R we have
#{λ ∈ σˆ |λ ≤ b} − #{λ ∈ σ |λ ≤ b} = µ(Rˆ⟨Z (0)N+1(b)⟩, RˆR−1[0 I2n]T )−M, (3.3)
where
M := µ(Rˆ⟨Z (0)N+1(λ0)⟩, RˆR−1[0 I2n]T ) = pˆ− p+ µ(Rˆ[0 I2n]T , RˆR−1[0 I2n]T ), λ0 < min(λ1, λˆ1), (3.4)
the number p is given by (2.18), and pˆ is defined similarly for problem (1.1), (1.5).
Proof. By Theorem5, the conjoined basesYi = S−1{Z (0)i (a)−1Z (N+1)i (b)}[−R2 R1]T , Yˆi = S−1{Z (0)i (a)−1Z (N+1)i (b)}[−Rˆ2 Rˆ1]T
solve the same system (2.20); then, by formula (3.4) in [12], we have
l∗(Yˆi, 0,N)− l∗(Yi, 0,N) = µ∗(Yˆ0,Y0)− µ∗(YˆN+1,YN+1), µ∗(Yˆ0,Y0)
= µ∗(S−1{Z (N+1)0 (b)}[−Rˆ2 Rˆ1]T , S−1{Z (N+1)0 (b)}[−R2 R1]T )
= µ(Rˆ⟨Z (N+1)0 (b)−1⟩, RˆR−1[0 I2n]T ) = µ(Rˆ⟨Z (0)N+1(b)⟩, RˆR−1[0 I2n]T ),
µ∗(YˆN+1,YN+1) = µ∗(S−1{Z (0)N+1(a)−1}[−Rˆ2 Rˆ1]T , S−1{Z (0)N+1(a)−1}[−R2 R1]T ) = µ(Rˆ⟨Z (0)N+1(a)⟩, RˆR−1[0 I2n]T ),
were we have used [13, Theorem 2.4(iii)]. The proof of (3.2) is completed. Note that (3.3) follows from (3.2) for the case
a := λ0.
Finally, from (2.18) and the similar representation for pˆ, where we replace R by Rˆ, we derive
pˆ− p = µ(Rˆ⟨Z (0)N+1(λ0)⟩, Rˆ[0 I2n]T )− µ(R⟨Z (0)N+1(λ0)⟩, R[0 I2n]T ) = µ(RˆR−1(R⟨Z (0)N+1(λ0)⟩), RˆR−1(R[0 I2n]T ))
−µ(R⟨Z (0)N+1(λ0)⟩, R[0 I2n]T ) = µ(Rˆ⟨Z (0)N+1(λ0)⟩, RˆR−1[0 I2n]T )− µ(Rˆ[0 I2n]T , RˆR−1[0 I2n]T ),
where we use [13, Theorem 2.5]. The proof of (3.4) is completed. 
Introduce the number
wR,Rˆ = rank(R1RˆT2 − R2RˆT1), (3.5)
and recall that λˆ ∈ σˆ if λˆ satisfies the inequality
rankΛˆ(λˆ) < rˆ := max
µ∈R Λˆ(µ), Λˆ(λ) = [Rˆ1 Rˆ2]⟨Z
(0)
N+1(λ)⟩. (3.6)
Corollary 7. If r, rˆ, wR,Rˆ, M are defined by (2.13), (3.6), (3.5), (3.4), then we have the following inequalities:
|#{λ ∈ σˆ |a < λ ≤ b} − #{λ ∈ σ |a < λ ≤ b}| ≤ min(r, rˆ, wR,Rˆ) ≤ 2n, (3.7)
#{λ ∈ σ |λ ≤ b} − #{λ ∈ σˆ |λ ≤ b} ≤ K , K := min(M, rˆ − wR,Rˆ +M). (3.8)
In particular, if |σ | ≥ i+ K , i.e. there exists λi+K ∈ σ , i ≥ 1, then there exists λˆi ∈ σˆ , and λˆi ≤ λi+K .
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Proof. The proof is based on (2.5) and Theorem 6. For the comparative index in the right hand side of (3.2) we have the
estimate
µ(Rˆ⟨Z (0)N+1(λ)⟩, RˆR−1[0 I2n]T ) ≤ min(rank(Λ(λ)), wR,Rˆ) ≤ min(r, wR,Rˆ). (3.9)
Using [12, Property 9] we obtain
µ(Rˆ⟨Z (0)N+1(λ)⟩, RˆR−1[0 I2n]T )+ µ(R⟨Z (0)N+1(λ)⟩, RRˆ−1[0 I2n]T ) = µ([0 I2n]T , RˆR−1[0 I2n]T ) = wR,Rˆ. (3.10)
Then, for the right hand side of (3.2) we derive µ(Rˆ⟨Z (0)N+1(λ)⟩, RˆR−1[0 I2n]T ) |ba = µ(R⟨Z (0)N+1(λ)⟩, RRˆ−1[0 I2n]T )|ab, where
µ(R⟨Z (0)N+1(λ)⟩, RRˆ−1[0 I2n]T ) ≤ min(rˆ, wR,Rˆ). Using the last relations, (3.9), and (3.2) we prove (3.7).
From (3.3) we have #{λ ∈ σ |λ ≤ b} − #{λ ∈ σˆ |λ ≤ b} ≤ M , and, by use of (3.10), we get
#{λ ∈ σ |λ ≤ b} − #{λ ∈ σˆ |λ ≤ b} = µ(R⟨Z (0)N+1(λ)⟩, RRˆ−1[0 I2n]T ) |bλ0
for λ0 given by (3.4). Note that µ(R⟨Z (0)N+1(λ)⟩, RRˆ−1[0 I2n]T ) = rank(Λˆ(λ)) − µ(RRˆ−1[0 I2n]T , R⟨Z (0)N+1(λ)⟩) by [13, Theorem
2.4(iv)]; then
#{λ ∈ σ |λ ≤ b} − #{λ ∈ σˆ |λ ≤ b} = rank(Λˆ(λ)) |bλ0 +µ(RRˆ−1[0 I2n]T , R⟨Z (0)N+1(λ)⟩) |λ0b
≤ µ(RRˆ−1[0 I2n]T , R⟨Z (0)N+1(λ0)⟩) = µ∗(RˆR−1[0 I2n]T , Rˆ⟨Z (0)N+1(λ0)⟩),
where we have used [13, Theorem 2.4(iii)]. By property 6 in [12, p. 448],µ∗(RˆR−1[0 I2n]T , Rˆ⟨Z (0)N+1(λ0)⟩) = rˆ−wR,Rˆ+M , and
we complete the proof of (3.8).
The last assertion of Corollary 7 follows from (3.8). Indeed, if there exists λi+K ∈ σ , i ≥ 1, then #{λ ∈ σ |λ ≤ λi+K } ≥
i+ K , and, by (3.8), #{λ ∈ σˆ |λ ≤ λi+K } ≥ #{λ ∈ σ |λ ≤ λi+K } − K ≥ i. Hence there exists λˆi ∈ σˆ , and λˆi ≤ λi+K . The proof
is completed. 
Remark 1. Note that from Corollary 7 there follows the generalized interlacing property of eigenvalues announced in
Section 1. Indeed, if we interchange the roles of R and Rˆ in Corollary 7, then, for Kˆ = min(Mˆ, r − wR,Rˆ + Mˆ), Mˆ :=
µ(R⟨Z (0)N+1(λ0)⟩, RRˆ−1[0 I2n]T ) we have the inequality λi ≤ λˆi+Kˆ . Note that M + Mˆ = wR,Rˆ by (3.10); hence K + Kˆ ≤
min(r, rˆ, wR,Rˆ) ≤ 2n. In particular, if there exists λi+K ∈ σ , i ≥ Kˆ + 1, then there exists λˆi, i ≥ Kˆ + 1 and we have proved
the interlacing property λi−Kˆ ≤ λˆi ≤ λi+K , K + Kˆ ≤ 2n, K ≥ 0, Kˆ ≥ 0.
Corollary 8. Under the notation of Theorem 6 and Corollary 7 assume K = 0 and suppose that there exists λi ∈ σ , i ≥ 1. Then
there exists λˆi ∈ σˆ , i ≥ 1, and λˆi ≤ λi. In particular, K = 0 if the following conditions:
pˆ = 0, µ(Rˆ[0 I2n]T , RˆR−1[0 I2n]T ) = 0 (3.11)
hold.
Proof. Note that for the particular case K = 0 the proof follows from Corollary 7. By (3.4), conditions (3.11) imply
p = 0, µ(Rˆ⟨Z (0)N+1(λ0)⟩, RˆR−1[0 I2n]T ) = K = 0; then the proof is completed. 
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