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A B S T R A C T
Plasmonic nanostructures are intensely investigated as sensors
due to their high sensitivity to changes in their nearest dielec-
tric environment. This thesis includes work regarding three
main topics of plasmonic sensing, namely, the optimization of
the plasmonic nanostructure, functionalization for a particular
analyte, and the general detection scheme.
We present our approach of combining full wave simula-
tions and perturbation theory to study complex coupled plas-
monic nanostructures. In particular, we focus on the well stud-
ied structure of a dipole antenna coupled to an antenna pair
supporting a quadrupolar mode, which exhibits a tunable Fano
resonance. We derive the required expressions for the reso-
nance shift, mode volume, and electromagnetic energy density
and provide a comparison of simulation, theory, and experi-
mental results. A key point is the calculation of the mode vol-
ume taking the leaky nature of the plasmonic resonators into
account. Based on the simulated local field distributions, our
technique allows to optimize the sensor with respect to differ-
ent sensing tasks, such as bulk refractive index sensing or de-
tection of a single molecular layer on the gold nanoantennas.
However, additional steps have to be taken to provide speci-
ficity for a particular analyte. In order to achieve this goal, gold
nanoantennas are coated with a thin layer of a boronic acid
functionalized hydrogel, which reversibly swells in the pres-
ence of glucose. This process is especially sensitive to low glu-
cose concentrations and allows for measurement of values in
the physiological millimolar range. The boronic acid is highly
specific to glucose, and large molecules, such as proteins, which
could cause possible disturbances to the measurements, are
successfully blocked from the plasmonic sensing volume by
the hydrogel film. Different systems are investigated to obtain
ultrathin hydrogel films for a fast sensor response. Our con-
cept is thus suited to detect physiological glucose levels in the
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tear liquid under the presence of ambient proteins using func-
tionalized plasmonic sensors on contact lenses at eyesafe wave-
lengths for optical readout. In an approach to avoid the often
complex step of functionalization, we study the principle of
surface enhanced infrared absorption with the same analyte
system.
Finally, we introduce the concept of nonlinear plasmonic
sensing, relying on third harmonic generation from simple plas-
monic nanoantennas. Due to the nonlinear conversion process
we observe a larger sensitivity to a local change in the refrac-
tive index as compared to the commonly used linear localized
surface plasmon resonance sensing. We utilize an anharmonic
oscillator model to describe the behavior of our system. In or-
der to determine the spectral position of highest sensitivity,
we perform linear and third harmonic spectroscopy on plas-
monic nanoantenna arrays, which are the fundamental build-
ing blocks of our sensor. Furthermore, simultaneous detection
of linear and nonlinear signals allows quantitative comparison
of both methods, providing further insight into the working
principle of our sensor. We find that nonlinear sensing gives
about seven times higher relative signal changes, while the
signal-to-noise ratio is comparable to linear plasmonic sensing.
Z U S A M M E N FA S S U N G
Die vorliegende Arbeit beschäftigt sich mit der Verwendung
plasmonischer Nanostrukturen als Sensoren. Werden solche
metallischen Strukturen mit Licht bestrahlt, werden kollektive
Oszillationen der quasi-freien Leitungselektronen, sogenann-
te Plasmonen, angeregt. Das resonante Verhalten hängt, auf-
grund der entstehenden lokalisierten elektromagnetischen Fel-
der, sehr empfindlich von den dielektrischen Eigenschaften ih-
rer nächsten Umgebung ab. Daher sind solche einfachen plas-
monischen Strukturen ideal als lokale Brechungsindexsenso-
ren geeignet. Bei der Ausnutzung dieser Effekte spielen drei
Gesichtspunkte eine wesentliche Rolle: Die Optimierung der
verwendeten Struktur im Hinblick auf möglichst große Signale
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bei gleichen Änderungen, die Beschränkung der grundsätzlich
sehr allgemeinen Sensorantwort auf einen gewünschten Ana-
lyten, sowie die Art der Detektion. Diese Themen werden mit
den folgenden Untersuchungen behandelt.
Auf der Suche nach dem optimalen plasmonischen Sensor
wurden, unter Verwendung diverser Fertigungsmethoden, an-
gefangen von der chemischen Synthese bis hin zur Elektronen-
strahllithographie, verschiedenste Arten und Formen von Na-
nostrukturen untersucht. Änderungen wurden dabei in den
unterschiedlichen Experimenten beispielsweise über eine Ver-
schiebung der plasmonischen Resonanz, oder aber über eine
Differenz in der Transmission oder Absorption detektiert. Wei-
terhin wurden sowohl Änderungen im umgebenden Volumen
als auch an der Oberfläche der Strukturen betrachtet. Motiviert
und beeinflusst von den jeweiligen Experimenten und Anwen-
dungsgebieten entstanden dabei verschiedene Definitionen für
die Güte eines plasmonischen Sensors, also letztlich der kleins-
ten noch detektierbaren Änderung im Sensorvolumen. Zusätz-
liche Betrachtungen werden im Falle von gekoppelter plasmo-
nischer Strukturen notwendig, da durch die Kopplung zusätz-
liche resonante Moden entstehen. Dies legt eine Untersuchung
auf Basis der lokalisierten Felder nahe.
Im ersten Teil der Arbeit wurde daher eine Anordnung von
gekoppelten Nanoantennen, im Hinblick auf die unterschied-
lichen Anwendungsszenarien analysiert und ihre Sensitivität
mit den Nahfeldern in Relation gesetzt. Dazu beschreiben wir
die Änderungen in der Umgebung der Struktur zum einen mit
Hilfe einer Störungstheorie und zum anderen der vollständi-
gen numerischen Lösung der Maxwellgleichungen in Simula-
tionen. Besonders zu beachten sind dabei die unendlich ausge-
dehnten Felder der entsprechenden Eigenmoden. Dabei stell-
ten wir fest, dass die Sensitivität von der Energiedichte im
plasmonischen Resonator abhängt. Die Theorie stimmt quali-
tativ mit den numerischen Simulationen überein und erlaubt
die Optimierung der Struktur in Bezug auf die optimale Kopp-
lungsstärke. Verschiebungen der Resonanzfrequenz als Sensor-
signal sind demnach vorzugsweise anhand der energetisch hö-
her liegenden Mode und bei schwacher Kopplung zu detek-
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tieren. Intensitätsdifferenzen in Transmission profitieren hinge-
gen von den besser modulierten Spektren und steileren Flan-
ken im Bereich starker Kopplung. Das Verhalten im Falle von
Änderungen im Bereich der Antennenoberflächen entspricht
weitestgehend dem für entsprechend kleine Änderungen im
Volumen. Außerdem ermöglicht die Theorie eine Vorhersage
des Sensorsignals auf Basis einer einmaligen Berechnung der
Eigenmoden. Die theoretisch betrachtete Struktur wurde au-
ßerdem in verschiedenen Konfigurationen mit Hilfe von Elek-
tronenstrahllithographie und einem Mehrlagenprozess herge-
stellt. Die Charakterisierung der Proben mittels Infrarotspek-
troskopie bestätigt qualitativ die theoretischen Vorhersagen.
Ebenso wie bei den Messungen im oben stehenden Abschnitt
fokussieren wir uns auch in allen folgenden Messungen auf die
Untersuchung von Analyten in Lösung. Die Handhabung der
Flüssigkeiten in Kombination mit den optischen Komponenten
der Messapparaturen und den hergestellten Nanostrukturen,
sowie die Zuverlässigkeit und Reproduzierbarkeit der Messun-
gen, stellen dabei hohe Anforderungen an die Sensorzelle. Die
in mehreren Schritten entwickelte mikrofluidische Sensorzelle
besteht dazu aus drei Komponenten mit jeweils spezifischer
Funktionalität.
Von den im Deckel integrierten Anschlüssen für medizini-
sches Equipment wird die Flüssigkeit über gefräste Kanäle an
der Unterseite zur nächsten Schicht geführt. Diese besteht aus
einem etwa 3mm dicken Silikonmaterial, welches die Zelle
nach oben gegen den Deckel und nach unten gegen das Pro-
bensubstrat abdichtet. Dieses nicht toxische, chemisch inerte
und transparente Material kann gegossen werden und formt
bei der Aushärtung selbst mikroskopische Strukturen ab. So
wurde auf der Unterseite ein 70µm hoher Kanal erzeugt, der
die über durchgehende Löcher von oben eingespeiste Flüssig-
keit über die Probe leitet. Die Probe selbst sitzt dabei in einer
passgenauen Aussparung in der Basisplatte. Diese erlaubt die
Befestigung im Messaufbau und die Verschraubung mit den
anderen Bestandteilen. Weitere konische Bohrungen in Deckel
und Basisplatte stellen die ungestörte Transmission von Licht
sicher.
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Neben der einfachen und schnellen Montierbarkeit, der Wie-
derverwendbarkeit und der Dichtheit der Zelle, wird durch
den mikrofluidischen Kanal auch die Absorption durch Was-
ser über der Probe minimiert und das geringe Volumen garan-
tiert einen schnellen Austausch verschiedener Messlösungen.
Außerdem reduziert die Verwendung des Probensubstrats als
untere Abgrenzung der Zelle die Anzahl der Grenzflächen im
optischen Weg.
Für Messungen mit Hydrogelen und biologischen Substan-
zen waren weitere Verbesserungen erforderlich. Dabei muss-
ten insbesondere die rauen Oberflächen der gefrästen Kanä-
le vermieden werden. Zusätzlich sollte die Anzahl an Ecken
und Hinterschneidungen soweit wie möglich verkleinert wer-
den um Rückstände beim Wechsel der Messlösungen zu mini-
mieren. Weiterhin war eine Reduzierung des Durchmessers der
verwendeten Schläuche nötig um Verzögerungen beim Aus-
tausch des Analyten zu umgehen.
Bei der Herstellung der finalen Zelle wurden daher die An-
schlussschläuche direkt in die Silikonkomponente eingegossen.
Entscheidend ist dabei die Verwendung von Silikonschläuchen,
die sich im Gegensatz zu den weit verbreiteten Schläuchen aus
Polyethylen perfekt mit dem umgebenden Material verbinden.
Die Schlauchenden wurden während des Gießens auf kurze
Stücke einer Injektionsnadel gesteckt, welche zuvor auf die En-
den der Negativform des mikrofluidischen Kanals geklebten
wurden. Dadurch wurden sie sowohl abgedichtet als auch fi-
xiert, und es ergab sich nach dem Abziehen des fertigen Sili-
konteils ein gleichmäßiger Übergang zwischen Schlauch und
Kanal. Der Deckel hatte in diesem Fall lediglich die Aufgabe
alle Komponenten mit leichtem gleichmäßigem Druck zusam-
men zu halten.
Der zweite Teil der Arbeit beschäftigt sich mit der Funktio-
nalsierung plasmonischer Sensoren. Unabhängig von der ver-
wendeten Struktur besteht die Herausforderung bei dieser Art
der Sensorik oft darin, die sehr allgemeine Reaktion, nämlich
jegliche Änderungen des Brechungsindex, auf einen vorzugs-
weise einzelnen gewünschten Analyten einzugrenzen. Eine gän-
gige Methode besteht darin eine Hälfte eines Molekülpaares
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mit starker Affinität auf der Oberfläche der Nanostrukturen
zu immobilisieren. Befindet sich das zugehörige Molekül dann
in der Messlösung, wird es durch die Reaktion mit seinem Ge-
genstück ebenfalls an die Sensoroberfläche gebunden. Nach-
dem alle übrigen Verunreinigungen weg gespült wurden, kann
dann eine spezifische Änderung detektiert werden. Häufig ist
die Bindung allerdings permanent, und der Sensor kann nur
einmal verwendet werden.
Ein anderes Konzept von Sensoren wurde auf Basis von Hy-
drogelen entwickelt. Dabei handelt es sich um mit Wasser ge-
tränkte, hydrophile, vernetzte Polymere die in verschiedenen
Bereichen, wie etwa als Material für Kontaktlinsen oder bei
der kontrollierten Abgabe von pharmazeutischen Wirkstoffen,
bereits Anwendung finden. Durch entsprechende Funktionali-
sierung lässt sich eine Reaktion des Hydrogels auf unterschied-
liche Änderungen erreichen. Die Reaktion, zumeist eine rever-
sible Volumenänderung des Gels, kann dann als Sensorsignal
ausgelesen werden.
Unser Ansatz besteht nun darin die enorme Sensitivität plas-
monischer Antennen mit den Vorteilen eines Hydrogels zu kom-
binieren. Demonstriert werden soll dieses System anhand ei-
nes auf Glucose reagierenden Sensors. Dazu wird die Gleichge-
wichtsreaktion von Glucose mit Phenylboronsäure ausgenutzt.
Diese Säure bildet einen negativ geladenen Komplex mit 1,2-
cis-Diolen, zu denen auch Glucose zählt. Ist die Säure kovalent
an das Hydrogel gebunden, verteilt sich die Ladung auf das
Polymernetzwerk und erzeugt ein Donnan-Potential zwischen
Hydrogel und der umgebenden Lösung. Die dadurch ausgelös-
ten Diffusionsprozesse führen zum Anschwellen des Hydro-
gels durch einströmendes Wasser. Aufgrund der unterschied-
lichen Brechungsindizes von Wasser und Polymer ändert sich
dadurch auch der effektive Brechungsindex des Hydrogels. Die
Auswirkungen lassen sich wiederum präzise durch die Ver-
schiebung der plasmonischen Resonanz nachverfolgen.
Zur Einbindung der Säure in das Polymer musste diese mit
einer entsprechenden funktionellen Gruppe versehen werden.
Hierzu wurden zwei verschiedene Synthesewege getestet. Um
möglichst schnell die Einstellung eines Gleichgewichtszustands
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zu erreichen, muss eine dünne Hydrogelschicht auf die zuvor
hergestellten Nanoantennen aufgebracht werden. Dazu wurde
ein geeigneter Prozess auf Basis radikalischer Polymerisation
entwickelt. Die mit einer 1µm dicken Polymerschicht bedeck-
ten Proben wurden anschließend durch die Messung von Infra-
rotspektren charakterisiert. Um die spektrale Verschiebung der
plasmonischen Resonanzen möglichst genau verfolgen zu kön-
nen, wurde bei der Auswertung auf die Position eines Flächen-
schwerpunkts zurückgegriffen. Die Fläche wird hierbei durch
das Resonanzspektrum und einen vorher festgelegten Grenz-
wert bestimmt. Im Gegensatz zur Position des Extremwertes,
der empfindlich durch Rauschen und Intensitätsschwankun-
gen beeinflusst wird, ermöglicht es diese Methode durch Ein-
beziehung der Informationen aus einem breiteren spektralen
Bereich, die Verschiebung wesentlich genauer zu bestimmen.
Durch eine kontinuierliche Messung von Glucoselösungen
mit wechselnden Konzentrationen zwischen 0 und 100mmol/l
wurde neben den Resonanzverschiebungen im Gleichgewichts-
zustand auch der zeitliche Verlauf aufgezeichnet. Unter glei-
chen Voraussetzungen wurde eine Kontrollmessung an Nano-
antennen ohne Hydrogelbeschichtung durchgeführt. Die Ana-
lyse der Messungen offenbart eine deutlich erhöhte Resonanz-
verschiebung für die mit Hydrogel bedeckten Proben. Wäh-
rend ohne Hydrogel der Brechungsindexunterschied lediglich
durch die zusätzlichen Glucosemoleküle hervorgerufen wird
und kaum nachgewiesen werden kann, verursachen die zusätz-
lich in das Polymer einströmenden Wassermoleküle eine we-
sentlich ausgeprägtere Änderung. Der Effekt zeigt das durch
die endliche Anzahl an Phenylboronsäuremolekülen im Poly-
mer hervorgerufene Sättigungsverhalten.
Weiterhin ist festzustellen, dass die Einstellung eines Gleich-
gewichtszustands und somit die Antwortzeit des Sensors von
der Glucosekonzentration abhängt. Für niedrige Konzentratio-
nen ist auch der Wasseranteil im Polymer gering, woraus sich
eine Einschränkung der Diffusionsrate von Glucosemolekülen
in das Polymer und folglich eine langsamere Reaktion ergibt.
Bei höheren Ausgangskonzentrationen ist der Wasseranteil hö-
her und weitere Glucosemoleküle gelangen schneller in das
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Hydrogel. Abhilfe kann hier die Nutzung eines vorgeschwol-
lenen Hydrogels bringen. Die Verbesserung der Reaktionszeit
bei kleinen Konzentrationen würde jedoch auf Kosten des ma-
ximalen Detektionsbereichs erfolgen. Da aus Simulationen be-
kannt ist, dass sich die Ausdehnung der überhöhten Felder auf
einen Bereich von wenigen hundert Nanometern um die An-
tennen beschränkt, könnte alternativ auch die Dicke der Hy-
drogelbeschichtung weiter verringert werden. Eine dazu nöti-
ge, abweichende Herstellungsmethode wird weiter unten dis-
kutiert.
Neben einer deutlichen Reaktion auf den entsprechenden
Analyten spielt auch der Einfluss anderer Substanzen in der
Messlösung eine große Rolle in der Sensorentwicklung. Idea-
lerweise ist die Sensorantwort auf den gewünschten Analyten
beschränkt. In der Realität müssen jedoch oft Kreuzsensitivitä-
ten und Umwelteinflüsse berücksichtigt werden. Dahingehen-
de Untersuchungen sollten natürlich möglichst unter Einbezie-
hung des erwarteten Anwendungsgebietes erfolgen. Da das
hier verwendete Sensorprinzip auf der Bildung eines gelade-
nen Komplexes mit einer Säure in wässrigen Lösungen basiert,
ist insbesondere der Einfluss von pH-Wert und Ionenstärke re-
levant. Während der pH-Wert eine Verschiebung des Gleich-
gewichts hervorruft, führen hohe Ionenkonzentrationen zu ei-
nem verringerten Effekt durch die gebildeten geladenen Kom-
plexe. Aus den durchgeführten Messungen lassen sich die ent-
sprechenden Auswirkungen auf den Messbereich ableiten.
Vor allem in biologischen Systemen ist es zudem notwendig
mit Proteinen in der Messlösung umzugehen, weshalb beispiel-
haft Studien mit Albumin durchgeführt wurden. Die Konzen-
trationen entsprechen dabei Werten, wie sich auch im mensch-
lichen Organismus vorkommen. Auf Proben ohne Hydrogel
verursachen die klobigen Proteine die erwartete enorme Reso-
nanzverschiebung. Trotz wesentlich geringerer Konzentration
im Vergleich zu Glucose, übertrifft das Störsignal das Nutzsi-
gnal ohne Hydrogel bei Weitem. Dies ist auf das Massenver-
hältnis von ca. 370:1 zwischen Protein und Glucose zurückzu-
führen. Des Weiteren haften die Proteine an der Sensoroberflä-
che und verhindern auch nach dem Wechsel auf reine Lösun-
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gen, dass das Signal seinen Ausgangswert erreicht. Die Hydro-
gelbeschichtung hingegen unterbindet erfolgreich das Eindrin-
gen der Proteine in den sensitiven Bereich der plasmonischen
Antennen und erlaubt nach wie vor den Nachweis verschiede-
ner Glucosekonzentrationen.
Die biologische Verträglichkeit von Hydrogel und Goldpar-
tikeln begünstigt außerdem die künftige Anwendung in me-
dizinischen Produkten. Speziell seien hier Kontaktlinsen zur
nichtinvasiven Messung des Zuckerspiegels in der Tränenflüs-
sigkeit genannt. Die bereits oft aus Hydrogelen hergestellten
weichen Linsen würden um Nanoantennen und Funktionali-
sierung erweitert und so zu einem komplett passiven, optisch
auslesbaren System. Die spektrale Verschiebung der Resonanz
würde dann durch die Reflektivität bei einer festen Wellen-
länge im Infrarotbereich überwacht. Hierzu wurde im Rah-
men des vom Ministerium für Wissenschaft, Forschung und
Kunst geförderten Ideenwettbewerb Biotechnologie und Medizin-
technik Baden-Württemberg ein entsprechend vereinfachter De-
monstrationsaufbau mit integrierter Elektronik und Signalüber-
tragung per USB Anschluss angefertigt.
Wie zuvor angemerkt, würde sich eine dünnere Hydrogel-
schicht auf den Nanoantennen positiv auf die Reaktionszeit
des Sensors auswirken. Deshalb wurde alternativ zur bereits
beschriebenen Herstellungsmethode ein Verfahren zum Auf-
bau des Polymers aus monomolekularen Schichten (Layer-by-
layer Verfahren) geprüft. Dabei handelt es sich um einen zy-
klischen Prozess in dem üblicherweise gegensätzlich geladene
Polymere abwechseln auf dem Substrat adsorbiert werden. Die
entsprechenden Polymerlösungen werden dabei durch Eintau-
chen, Aufschleudern oder Sprühen aufgebracht, während loses
Material zwischen den einzelnen Schritten abgewaschen wird.
Ein ähnliches System lässt sich auch mit Hilfe der reversiblen
kovalenten Wechselwirkung zwischen der bereits bekannten
Phenylboronsäure und den Hydroxidgruppen von Polyvinylal-
kohol konstruieren. Dazu wurde die Säure mit Acrylamid cop-
olymerisiert und abwechselnd mit Polyvinylalcohol nach dem
beschriebenen Verfahren auf die Nanoantennen aufgebracht.
Ein Eindringen von Glucose verdrängt in diesem Fall die Bin-
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dungen zum Polyvinylalkohol. Dadurch lockert sich die Ver-
knüpfung der einzelnen Polymerschichten und erlaubt wieder-
um das Anschwellen des Hydrogels.
Um die einzelnen Schritte zu überwachen, wurde die Reso-
nanz der Nanoantennen nach jeder Änderung vermessen. Eine
sehr starke Verschiebung der Resonanz nach dem Aufwachsen
der Polymerschichten legt einen erfolgreichen Herstellungspro-
zess nahe. Ebenso mit den Erwartungen vereinbar ist die an-
schließende Verschiebung zurück zu kürzeren Wellenlängen,
wenn das Polymer im Wasser quillt. Dies ist auf den höheren
Brechungsindex des trockenen Polymers im Vergleich zu Was-
ser zurückzuführen. Der Nachweis einer Reaktion auf Glucose
geht aus den Messungen jedoch nicht hervor. Neben den allge-
meinen Schwierigkeiten bei der Einführung eines chemischen
Prozesses in einer neuen Umgebung, sind die Gründe unter
Umständen auch in der Zusammensetzung dieses speziellen
Hydrogels zu suchen. Untersuchungen anderer Gruppen mit
ähnlichen Hydrogelen zeigen ein Anschwellen des Polymers
um 165% beim Eintauchen in Wasser. Dies hat zur Folge, dass
das Polymer bereits im Ausgangszustand sehr verdünnt ist
und ein weiteres Anschwellen bei Kontakt mit Glucose zu kei-
ner nennenswerter Brechungsindexänderung mehr führt. Ab-
hilfe schüfe hier die Entwicklung eines optimierten Hydrogels
für den speziellen Einsatzzweck.
Wie in den vorangegangenen Experimenten deutlich wurde,
ist die Funktionalisierung ein unverzichtbarer Bestandteil vie-
ler Sensoren. Trotz der fundamentalen Notwendigkeit ist sie
jedoch oft auch ein komplexes und aufwendiges Element. Da-
her wurde alternativ die Anwendbarkeit von oberflächenver-
stärkter Infrarotabsorptionsspektroskopie auf wässrige Gluco-
selösungen untersucht. Der Vorteil besteht dabei in der direk-
ten Identifizierung der Substanzen über ihre Vibrationsspek-
tren. Im Vergleich zu den bisherigen Untersuchungen setzt
man hierbei nicht auf eine Verschiebung der plasmonischen
Resonanz sondern ihre Überlagerung mit der molekularen Ab-
sorption.
Die durchgeführten Messungen offenbarten, dass der Nach-
weis ähnlicher Konzentrationen wie bisher verwendet nicht
xxii
möglich war. Um das zu erwartende Signal im Falle wässri-
ger Glucoselösungen abschätzen zu können, haben wir daher
einen Vergleich mit erfolgreichen Messungen anderer Stoffe an-
gestellt. Dazu wurde das Volumen und die Anzahl an Molekü-
len einer selbstorganisierten Monolage Octadecanthiol auf der
Oberfläche einer entsprechenden Nanoantenne abgeschätzt.
Anschließend wurde die Anzahl von Glucosemolekülen in ei-
ner 100mmol/l Lösung desselben Volumens berechnet. Unter
Berücksichtigung der unterschiedlichen Bindungen lässt sich
daraus ein etwa zwei Größenordnungen geringeres Signal ab-
leiten. Als Ansatz zur Verbesserung des Systems bieten sich
zwei Möglichkeiten an: Eine Funktionalisierung welche die Glu-
cosemoleküle in den Bereichen mit der größten Feldüberhö-
hung akkumuliert, sowie eine Kombination mit Hydrogel.
Im letzten Teil der Arbeit wird das Konzept nichtlinearer
plasmonischer Sensorik vorgestellt. Basierend auf der Erzeu-
gung der dritten Harmonischen der einfallenden Wellenlänge.
Durch den nichtlinearen Konversionsprozess beobachten wir
eine höhere Sensitivität für lokale Änderungen des Brechungs-
index in der Umgebung der Nanoantennen. In der linearen
Sensorik fällt Licht der Frequenz ω auf die Nanoantennen und
die transmittierte oder absorbierte Intensität bei eben dieser
Frequenz dient als Sensorsignal. Verschiebt sich die plasmoni-
sche Resonanz der Antennen macht sich dies als Änderung der
Intensität bemerkbar. In der nichtlinearen Sensorik wird eben-
falls Licht der Frequenz ω eingestrahlt. Als Sensorsignal jedoch
wird die durch einen nichtlinearen Prozess erzeugte Intensität
von Licht der dreifachen Frequenz detektiert.
Aufbauend auf dem Lorentz Oszillator Modell lässt sich die-
ser Prozess modellieren. Aufgrund der hohen elektromagneti-
schen Felder ist jedoch die Annahme eines harmonischen Po-
tentials für die oszillierenden Elektronen nicht mehr gerechtfer-
tigt. Deshalb erweitern wir die entsprechenden Gleichungen
um eine kleine Störung dritter Ordnung. Daraus lassen sich
Ausdrücke für die spektrale Form der Absorption der Nanoan-
tennenfelder und die durch sie erzeugte Intensität bei der drit-
ten Harmonischen des einfallenden Lichts ableiten. Die Ana-
lyse des Modells ergibt den von einem nichtlinearen Prozess
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dritter Ordnung zu erwartenden Faktor 3 für die Verstärkung
des Signals. Weiterhin erlaubt das Modell eine Vorhersage der
Auswirkungen von Transmissionsmessungen anstelle von Ab-
sorptionsmessungen.
Um das Verhalten der Nanoantennenfelder im Hinblick auf
Sensorik zu untersuchen, arbeiten wir mit linearer und nicht-
linear Spektroskopie. Im Falle Letzterer verwenden wir ultra-
kurze Laserpulse mit einer Dauer von 30 fs und einer durch-
stimmbaren Zentralwellenlänge zwischen 910nm und 1120nm.
Unter Zuhilfenahme der entwickelten mikrofluidischen Sensor-
zelle wurden nach und nach Spektren für Messlösungen mit
zwei verschiedenen Brechungsindizes aufgenommen. Die Aus-
wertung der Spektren stimmt mit dem modellierten Verhalten
überein und zeigt bereits die erhöhte Sensitivität im nichtlinea-
ren Fall. Außerdem kann anhand der Spektren eine Wellenlän-
ge mit maximaler Sensitivität für die lineare und nichtlinea-
re Sensorkonfiguration bestimmt werden. An dieser spektra-
len Position werden anschließend beide Methoden in kontinu-
ierlichen Messungen verschiedener Messlösungen verglichen.
Im Sinne eines sorgfältigen Vergleichs werden dazu lineare
und nichtlineare Signale simultan gemessen. Diese Messungen
bestätigen die wesentlich höheren relativen Signaländerungen
bei der Verwendung des nichtlinearen Messprinzips. Bei ge-
nauer Betrachtung lässt sich ein zum linearen Signal äquivalen-
tes Signal-Rausch-Verhältnis feststellen. Folglich lassen sich li-
neare und nichtlineare Prozesse zwar gleichwertig verwenden,
eine tatsächliche Verstärkung bleibt aber Systemen vorbehal-
ten bei denen der Analyt einen fundamentalen Einfluss auf die
nichtlinearen Effekte hat.
Zusammenfassend fällt vor allem die enorme Verstärkung
des Signals durch das Hydrogel auf. Diese übertrifft die durch
Verwendung der gekoppelten Struktur erzielbaren Effekte bei
Weitem. Gemeinsam mit seiner Spezifität und dem zusätzli-
chen Vorteil Proteine zu filtern, ist es hervorragend für den
Einsatz mit wässrigen Analyselösungen geeignet. Zukünftige
Entwicklungen speziell für diesen Zweck optimierter Hydroge-
le können diese Vorteile noch verstärken. So lässt sich zum Bei-
spiel durch den Einsatz von Polymeren mit hohem Brechungs-
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index die detektierbare Differenz beim Anschwellen noch er-
höhen.
Weiterhin geht aus den durchgeführten Untersuchungen her-
vor, dass die Kopplung in plasmonischen Systemen empfind-
lich vom Abstand und der Position der einzelnen Antennen
abhängt. Gelingt es diese geometrischen Parameter durch das
Anschwellen des Hydrogels zu beeinflussen, hat dies wesentli-
che Änderungen der optischen Eigenschaften solcher Systeme
zur Folge. Daraus ergibt sich eine interesante Perspektive zur
weiteren Optimierung der in dieser Arbeit untersuchten Sen-
sorkonzepte.
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1I N T R O D U C T I O N
From an everyday perspective, the interaction of light with no-
ble metals may at a first glance not seem to provide much more
than a nice and shiny surface. Taking a closer look can yet re-
veal a variety of interesting phenomena. Many of them are re-
lated to collective oscillations of the quasi-free conduction elec-
tron plasma with respect to the fixed ionic background – called
plasmons – excited by the impinging electromagnetic waves. In
particular if the size of the metallic particle is smaller than the
wavelength of the incident light. Already back in 1857 Michael
Faraday published his results of a thorough experimental in-
vestigation of the relation of gold and other metals to light [1].
Besides beaten gold-leafs he studied films and particles of gold
reduced from its solution and the arising colorful effects. An-
other important observation was made by Robert Wood in 1902.
When investigating visible light reflected from metallic grat-
ings, he found anomalous intensity drops in the spectra [2].
Theoretical work on the description of the grating effects was
contributed a few years later by Lord Rayleigh [3]. At about the
same time, J. C. Maxwell Garnett studied the working princi-
ple of nanoparticle doped colored glasses [4]. Only a few years
later, Gustav Mie improved the description with his analytical
solutions for light scattering from small spherical particles of
arbitrary materials [5]. It was later generalized for elliptical
particles by R. Gans [6]. Experiments at the time involved, e. g.,
the investigation of the color change when drying mixtures of
gold colloids and gelatine, conducted by R. Zsigmondy [7].
Today a range of modern techniques for nanofabrication,
simulation and spectroscopy is available, allowing to manu-
facture and investigate nanostructures with shapes and spatial
configurations at will. Those nearly limitless possibilities have
inspired people to extensively research phenomena related to
the interaction of light with objects on the nanometer scale,
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which has lead to the development of a variety of applications.
Most of them exploiting the strong confinement of energy to
sub-wavelength volumes by such particles.
One area of interest is based on the ability to consciously
manipulate the optical properties of materials. Careful design
of the structures can lead to characteristics that do naturally
not even occur. The most familiar example is a material with
a negative refractive index. Effects of simultaneously negative
values of the dielectric permittivity and magnetic permeability
have been described theoretically by Veselago in 1964 [8]. Ex-
perimental realizations were first successful in the microwave
regime and later also in the optical wavelength range [9, 10].
The availability of such materials, can have impact on the guid-
ance of light with lenses and ultrahigh resolution, or enable
the fascinating technique of optical cloaking [11–15].
In contrast to the effective material approach, plasmonic par-
ticles are also used to locally influence propagation of light on
the nanoscale. Coupled to either molecular emitters or quan-
tum dots, they can enhance as well as direct the light propa-
gating into the far field [16–18]. Additionally, tunable beam
steering and plasmonic waveguides are investigated to oper-
ate e. g., as optical interconnects [19–22]. Further research is
done on the interplay between chiral light and arrangements
of coupled particles [23–25].
The strong fields involved with plasmonics have also lead
to studies in the realm of nonlinear optics, where high intensi-
ties are necessary to enable the observation of nonlinear effects.
Here, plasmonic structures are used to enhance or enable the
creation of light at higher harmonic frequencies [26–30]. In a
very recent example, plasmonic particles are employed to en-
hance the conversion efficiency of solar cells [31–34].
Besides the number of applications listed above, one of the
most prominent areas for the use of plasmonic effects is re-
lated to sensor systems. Already prior to using localized sur-
face plasmon resonances (LSPRs) of nanoparticles, electron os-
cillations on metal dielectric interfaces – called surface plas-
mon resonances – have been extensively studied and entered
laboratories around the world. On the one hand, appropri-
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ately designed structures can lead to improved signals in sur-
face enhanced infrared absorption (SEIRA) or surface enhanced
Raman scattering [35, 36]. On the other hand they can act as
highly sensitive transducers themselves. This allows to reach
the ultimate limit of detecting a single protein without the need
of previous labeling, such as, e. g., in fluorescence based ap-
proaches [37,38].
Typically LSPR sensors rely on a spectral shift of the reso-
nance upon a change in the refractive index of the surround-
ing medium. The high sensitivity to those changes originates
from the strong field confinement, and many different struc-
tures have been investigated seeking for an optimal geometry.
However, the response on refractive index variations, without
the ability to distinguish between different sources of such a
change, leads to the necessity to functionalize the sensors to
detect a particular desired analyte. The research presented
in this thesis will cover the part of the plasmonic structure,
the functionalization, as well as the novel concept of nonlinear
plasmonic sensing.
In chapter 2 we will introduce the fundamental concepts
and equations needed to discuss the interaction of electromag-
netic waves with metallic nanoparticles. Additionally, the ba-
sic principles of nonlinear optics will be explained. Chapter 3
will briefly summarize the methods used for the realization
of the experiments. Those include electron beam lithography
(EBL), optical lithography, and silicone casting for fabrication of
nanostructures and microfluidic cells. The experimental setup
for Fourier-transform infrared (FTIR) spectroscopy and nonlin-
ear spectroscopy is described as well as the techniques used for
simulations. As we focus on liquid analyte solutions, chapter 4
is devoted to the microfluidic sensor cell used in all our ex-
periments. The general requirements, as well as issues which
arose during the experiments and influenced the development
of the final cell will be discussed. Chapter 5 will focus on
the analysis of a complex coupled plasmonic structure in or-
der to understand the fundamental origin of the sensitivity of
a plasmonic nanostructure in sensing applications. Full wave
simulations and perturbation theory are used to relate the local
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field around the structure to its sensitivity in different sensing
schemes, and allows us to determine the optimal geometry for
a particular case. Subsequently, Chapter 6 will deal with func-
tionalization of LSPR sensors. As mentioned above, function-
alization for a specific analyte is a crucial point in plasmonic
sensing. This chapter discusses in detail the approach to coat
gold nanoantennas with a thin layer of a boronic acid func-
tionalized hydrogel, which reversibly swells in the presence of
glucose. It will cover the fabrication of the sensor, the response
to glucose concentrations in the physiological range, influences
of other substances and the filtering capabilities of the hydro-
gel for proteins in the analyte solution. In addition, a layer-by-
layer technique will be tested to obtain ultrathin hydrogel films.
Seeking for a possibility to entirely avoid the often complex
step of functionalization, a sensor system based on SEIRA will
be explored in chapter 7. Chapter 8 finally introduces the con-
cept of nonlinear plasmonic sensing, relying on third harmonic
generation from plasmonic nanoantennas. An anharmonic os-
cillator model is developed to describe the behavior of the sys-
tem, which is subsequently verified by nonlinear spectroscopy.
Simultaneous detection of linear and nonlinear signal allows
quantitative comparison of both methods and will provide fur-
ther insight into the working principle.
·≺
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B A S I C E Q U AT I O N S A N D F U N D A M E N TA L
P R I N C I P L E S
2.1 basics of electrodynamics
2.1.1 Maxwell’s Equations
The classical description of electromagnetic phenomena, includ-
ing optics, is founded on Maxwell’s equations. Those equa-
tions are derived by combining the work of Gauss, Faraday,
and Ampère with Maxwell’s extension: the displacement cur-
rent. The macroscopic equations in their differential form are
expressed as [39]
∇ ·D = ρ (2.1)
∇× E + ∂
∂t
B = 0 (2.2)
∇ · B = 0 (2.3)
∇×H− ∂
∂t
D = J (2.4)
with the four vector fields E, H, D, and B denoting the electric
and magnetic field, the dielectric displacement, and the mag-
netic flux density, respectively. J is the current density and ρ
the electric charge density. Material properties enter through
additional equations which link the above fields via polariza-
tion P and magnetization M:
D = ε0E + P
B = µ0(H + M)
(2.5)
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with the electric permittivity ε0 and the magnetic permeabil-
ity µ0 of the vacuum. In linear, isotropic media those can be
written as [40]
D = ε0εE
B = µ0µH
(2.6)
with scalar values for the dielectric constant or relative permit-
tivity ε and the relative permeability µ. For the materials and
frequency ranges treated in the following M can be neglected
and µ = 1. The linear relationship between E and D can also
be expressed by
P(r,ω) = ε0χe(r,ω)E(r,ω) (2.7)
introducing the electric susceptibility χe(r,ω). By combining
eqs. 2.5 to 2.7 under the assumption of homogeneous media χ
can be related to the relative permittivity
ε(ω) = 1+ χe(ω). (2.8)
To describe the propagation of electromagnetic waves in me-
dia, a rotation is applied to eq. 2.2. Assuming J = 0 and ρ = 0
together with eq. 2.1, eq. 2.4 and eq. 2.6 the wave equation for
insulating, uncharged media is obtained:1
∆E = ε0µ0εµ
∂2E
∂t2
=
n˜2
c2
∂2E
∂t2
(2.9)
with the speed of light in vacuum
c =
1√
ε0µ0
(2.10)
and the refractive index
n˜ =
√
εµ. (2.11)
An important solution of eq. 2.9 is the plane wave
E(z, t) = E0 ei(kz−ωt), (2.12)
1 exploiting ∇×∇× E = ∇(∇E)− ∆E
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propagating in z-direction here, with the wavenumber k
k =
n˜ω
c
. (2.13)
It is worth to note that n˜ = n + iκ can, in general, be a com-
plex value and frequency dependent. Furthermore, the phase
velocity in the medium is given by v = c/n.
2.1.2 The Lorentz Oscillator Model
To understand the interaction of electromagnetic waves with
matter, it is essential to particularly describe the interaction
of the fields with the electrons of the medium. Although this
relation can be arbitrarily complex in reality, many phenomena
can be successfully explained by a rather simple, yet universal,
classical model. Here, the electrons are bound to the core by a
harmonic potential
V(x) =
1
2
meω20x
2 (2.14)
and are forced to oscillate by the external field. The displace-
ment of an electron from the equilibrium position x(t) can
therefore be captured in the differential equation
x¨(t) + 2γx˙(t) +ω20x(t) = −
e
me
E(t) (2.15)
with the damping constant γ, the resonance frequency ω0, the
effective mass of the electron me, the elementary charge e and
the external electric field E(t).
The solution of eq. 2.15 can be obtained in the frequency
domain:
x(ω) =
e
me
1
ω2 −ω20 + 2iγω
E(ω) (2.16)
The displacement of the electron results in an electric dipole
moment p = −ex. Assuming the single dipole moments are
independent, they sum up to a macroscopic polarization P =
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−enex, where ne is the density of the contributing electrons.
Using eq. 2.7 yields for the electric susceptibility χe(ω):
χe(ω) = − e
2ne
ε0me
1
ω2 −ω20 + 2iγω
(2.17)
As the complex refractive index n˜ is related to the electric
susceptibility via the electric permittivity
n˜(ω) = n + iκ =
√
ε(ω)
=
√
1+ χe(ω) ≈ 1+ 12χe(ω),
(2.18)
its real part n(ω) and imaginary part κ(ω) can be derived from
eq. 2.17 to be [41]:
n(ω) =1− 1
2
e2ne
ε0me
ω2 −ω20
(ω2 −ω20)2 + 4γ2ω2
(2.19)
κ(ω) =
e2ne
ε0me
γω
(ω2 −ω20)2 + 4γ2ω2
(2.20)
The evolution of n and κ in the vicinity of a resonance is
depicted in Fig. 2.1. A deeper understanding can be gained
by again considering a plane wave in a medium (eqs. 2.12
and 2.13), here in the stationary case:
E(z) = E0 eikz = E0 ei(
n˜ω
c z) = E0 e
i ωc/n z e−
κω
c z (2.21)
From this equation it can be seen that the increasing imaginary
part of the refractive index κ(ω) at the resonance leads to an
attenuation of the amplitude. The real part n(ω) of the refrac-
tive index, in contrast, changes the phase velocity v = c/n. It
additionally introduces a frequency dependence to the phase
velocity, which leads to the phenomenon of dispersion. For fre-
quencies below and above the resonance n increases with the
frequency and hence v decreases (region I and III in Fig. 2.1).
This is the common case in many materials at optical frequen-
cies and is thus named normal dispersion. Around the reso-
nance, however, the trend is inverse and the behavior is called
anomalous dispersion (region II).
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Figure 2.1: Real and imaginary part of the complex refractive index
derived from the Lorentz oscillator model. The increasing imaginary
part leads to an attenuation of the amplitude at the resonance. The
real part is related to the phase velocity and leads to the phenomenon
of anomalous dispersion around the resonance (region II).
2.1.3 Optical Properties of Noble Metals
The optical properties of noble metals are dominated by the
quasi-free electrons in the conduction band. The behavior of
those electrons can be described in analogy to the Lorentz oscil-
lator model by a differential equation similar to eq. 2.15. They
oscillate when excited by an external electromagnetic wave and
are damped because of collisions occurring at a phenomenolog-
ical damping frequency γD. Yet, as no restoring force is present
in this case (corresponding to ω0 = 0 in eq. 2.15), the equation
simplifies to [40]
x¨(t) + γD x˙(t) = − eme E(t) (2.22)
Solving the modified equation leads to the electric susceptibil-
ity
χe(ω) = −
ω2p
ω2 − iγDω (2.23)
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Figure 2.2: Experimental data (diamonds) for the dielectric permittiv-
ity of gold measured by Johnson and Christy [42]. Solid lines corre-
spond to a fit with ωp = 2079 THz and γD = 21 THz of the Drude
model.
where the plasma frequency ωp has been introduced as
ωp =
√
e2ne
ε0me
. (2.24)
Again, the real and imaginary part of the refractive index or
the dielectric permittivity, respectively, can be deduced from
eq. 2.23:
ε(ω) = ε1(ω) + iε2(ω) = 1−
ω2p
ω2 + γ2D
+ i
γDω
2
p
ω3 + γ2Dω
. (2.25)
The fit of the Drude model to experimental data obtained
for gold by Johnson and Christy [42] yields ωp = 2079 THz
and γD = 21 THz. Fig. 2.2 shows that the model can describe
the behavior of the metal quite well. At least in the near in-
frared regime. Yet, there is an obvious discrepancy for higher
frequencies. This can be attributed to the occurrence of inter-
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band transitions in gold, which are not considered in the model
at all.
For ω  γD and ω < ωp, which is the case for gold in
the visible range of the spectrum, the real part of the dielec-
tric permittivity ε1 is negative, while the imaginary part ε2 is
comparably small. Therefore, the refractive index according to
eq. 2.18 will be mainly imaginary. This allows no propagation
of electromagnetic waves in the medium, and an incident plane
wave will be reflected at the metal surface. This is the origin of
the typical metallic gloss.
Taking a look at frequencies ω > ωp, the real part of ε gets
positive and the metal behaves like a lossy dielectric. However,
this is the region where interband transitions alter the behavior
of the realistic material.
2.2 localized surface plasmon resonances
After discussing the properties of bulk noble metals in the pre-
vious section, we now want to take a closer look on the be-
havior of nanoparticles, as the finite dimensions strongly affect
their properties. In the most simple approach, we can treat the
interaction of a spheric particle with an electromagnetic field
in a quasi-static approximation, if its radius a is much smaller
than the wavelength of the incident light. This implies that the
field can be regarded as constant over the particle volume and
the time dependence can be added after a solution for the field
distribution is obtained. The task is now to solve the Laplace
equation
∇2Φ = 0 (2.26)
for the homogeneous, isotropic particle described by its dielec-
tric function ε1(ω) and a surrounding likewise isotropic, non-
absorptive medium with ε2(ω) in a static electric field along
z-direction E = E0zˆ. This leads to [39,40]
Φin = − 3ε2
ε1 + 2ε2
E0r cosΘ and
Φout = −E0r cosΘ+ ε1 − ε2
ε1 + 2ε2
E0a3
cosΘ
r2
.
(2.27)
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Here, Φin and Φout represent the potentials inside and outside
the particle, with Θ being the angle with respect to the electric
field. Φout can be interpreted as a superposition of the applied
field with the field of a dipole at the center of the sphere with
a dipole moment
p = 4piε0ε2a3
ε1 − ε2
ε1 + 2ε2
E. (2.28)
With p = ε0ε2αE the polarizability α of the sphere can then be
written as
α = 4pia3
ε1 − ε2
ε1 + 2ε2
. (2.29)
Apparently the polarizability exhibits a resonant behavior if in
the denominator |ε1 + 2ε2| exhibits a minimum. For the case
of small or slowly varying =(ε1) the condition simplifies to
<(ε1) = −2ε2. (2.30)
It is called the Fröhlich condition and can be fulfilled for metal-
lic particles. The resonance, arising due to a collective ex-
citation of electron oscillations inside the particle, is named
a localized surface plasmon resonance (LSPR) and goes along
with enhanced fields inside and in close proximity of the par-
ticle [40]. Equation 2.30 also discloses the strong influence of
the surrounding medium, which is the basis for the sensing
applications discussed in the remaining chapters.
2.3 nonlinear optics
2.3.1 Nonlinear Polarization and Susceptibility
One of the fundamental assumptions that was made at the be-
ginning of this chapter is the linear relation between the polar-
ization P and the electric field E (cf. eq. 2.7). However, when op-
tical electromagnetic waves with high intensities are applied to
a material, new phenomena occur where the material response
depends in a nonlinear manner on the incident intensity. These
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effects can often be described by expressing the polarization as
a power series in the field strength [43]:
P(t) = ε0χ(1)E(t)︸ ︷︷ ︸
PL(t)
+ ε0χ
(2)E(t)2 + ε0χ(3)E(t)3 + . . .︸ ︷︷ ︸
PNL(t)
(2.31)
where PL corresponds to the linear polarization and describes
the linear optical effects discussed before. All other terms that
are of higher order in E are summarized in the nonlinear polar-
ization PNL with the respective nth order susceptibilities χ(n).
Expressing the polarization in the time domain instead of fre-
quency domain in the given manner is valid for an instanta-
neous response of the medium to the electric field, which also
implies that the medium is lossless and dispersionless.
2.3.2 Nonlinear Processes of Second Order
To discuss nonlinear optical processes arising from the nonlin-
ear polarization of second order
P(2)(t) = ε0χ(2)E(t)2 (2.32)
an optical field consisting of two frequency components ω1 and
ω2 is considered:
E(t) = E1e−iω1t + E2e−iω2t + c.c. (2.33)
Calculating E(t)2 leads to
E(t)2 = 2(E1E∗1 + E2E
∗
2) (OR)
+ E21e
−2iω1t + E22e−2iω2t (SHG)
+ 2E1E2e−i(ω1+ω2)t (SFG)
+ 2E1E∗2e−i(ω1−ω2)t (DFG)
+ c.c. (2.34)
It can be seen that E(t)2 consists of several terms oscillating at
different frequencies. The first term leads to a process known
as optical rectification (OR), which creates a static electric field
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Figure 2.3: Schematic picture of second order nonlinear processes.
(a) Two photons are destroyed and a photon with their combined en-
ergy is created. (b) One photon is destroyed and two photons with
lower energies are created.
across the nonlinear medium. The second term contributes ra-
diation at the second-harmonic frequencies 2ω1 and 2ω2. The
corresponding process is therefore known as second harmonic
generation (SHG). A common use of SHG is the conversion of
fixed-frequency lasers to a different spectral region [43].
The process of sum frequency generation (SFG) is similar to
that of SHG, except for the fact that two different frequencies
are involved, and generates radiation at ω1 +ω2. The last con-
tribution in eq. 2.34 relates to difference frequency generation
(DFG), which corresponds to light at frequency ω1 −ω2.
Those effects can be visualized in the picture of photons be-
ing destroyed or created in the nonlinear medium in a single
quantum-mechanical process. For SHG and SFG respectively,
two photons of the same frequency or one photon of both in-
volved frequencies are destroyed and a photon with their com-
bined energy is created. Even though DFG appears to be a very
similar process, there is an important difference. As a photon
at the difference frequency ω1 −ω2 corresponds to a lower en-
ergy, conservation of energy requires an additional photon at
frequency ω2 to be created. Therefore, the low frequency field
is amplified and the process is also known as optical paramet-
ric amplification [43].
Up to now, only the electric field entering eq. 2.32 has been
investigated. Closer examination of χ(2) yet reveals that non-
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Figure 2.4: Schematic picture of third order nonlinear processes.
(a) Three photons are destroyed to create one photon with their com-
bined energy. (b) Various combinations involving four photons are
possible and lead to different nonlinear effects.
linear processes of second order do only occur in media that
possess a lacking inversion symmetry [43].
2.3.3 Nonlinear Processes of Third Order
As a last point in this section, the general effects of the nonlin-
ear polarization of third order
P(3)(t) = ε0χ(3)E(t)3 (2.35)
are considered. In the general case of third order nonlinear
effects, four photons with up to four different frequencies are
involved and the corresponding processes are called four wave
mixing (FWM). Calculating E(t)3 under those circumstances is
quite complicated as there will be contributions from all possi-
ble combinations of the incident frequencies according to ω4 =
±ω1±ω2±ω3. Therefore, the simple case of a monochromatic
field E(t) = E1e−iω1t will be given in the following:
E(t)3 =
1
4
E31e
−i3ω1t + 3
4
|E1|2E1e−iω1t + c.c. (2.36)
The first term in this equation is related to a contribution at the
frequency 3ω and the process is hence named third harmonic
generation (THG). In the microscopic visualization introduced
above, it corresponds to three photons at frequency ω being
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destroyed and, in exchange, one photon of frequency 3ω being
created.
The second term in eq. 2.36 oscillates at the frequency of the
incident field. It can be interpreted as an intensity dependent
contribution to the refractive index at frequency ω. In con-
sequence, interesting phenomena like spatial self focusing or
self phase modulation can occur [43]. The latter can, for exam-
ple, lead to significant spectral broadening of ultrashort laser
pulses [44].
·≺
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3.1 simulation
Simulations of the investigated nanostructures rely on numer-
ically solving Maxwell’s equations and were performed with
two different tools. The first one, CST Microwave Studio, is
a commercially available software package for electromagnetic
analysis in the high frequency range [45]. The other one is an
in-house implementation of a scattering matrix approach.
In CST Microwave Studio, the structures are modeled in an
graphical front end and are subsequently subject to automated
mesh generation by the program. The mesh is adaptively re-
fined, as simulation accuracy depends strongly on the resolu-
tion and type of the mesh. A set of different solvers is available
for various applications. While time domain solvers provide
the highest flexibility, use of other solvers may be more efficient
in a particular case. The time domain solver uses a hexahedral
mesh and is based on the finite integration technique to solve
Maxwell’s equations in their integral form. The frequency do-
main solver is especially suited for structures that are much
smaller than the shortest wavelength of interest and enables
the use of a tetrahedral mesh, which can be beneficial to re-
solve small geometric details. Results, such as transmittance,
reflectance, and absorption spectra, as well as electromagnetic
field distributions, can afterwards be analyzed via the graphi-
cal interface or may be exported for further analysis.
The Fourier modal method is particularly suited for stacked
layers with a periodic arrangement of structures. For the use
of this method, a three-dimensional structure is separated into
several layers, each homogeneous along its normal direction.
Maxwell’s equations are then rigorously solved for every layer
by decomposing into Floquet-Bloch modes. The single layers
are afterwards combined, considering the respective boundary
17
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conditions, and a scattering matrix formalism is used to ob-
tain the optical properties of the structure [46]. Inaccuracies in
numerical calculations merely arise from the truncation of the
number of involved modes. For large steps in the permittiv-
ity or permeability of the employed materials, these inaccura-
cies lead to poor convergence. To overcome those issues with-
out dramatically increasing computation times, optimizations
such as matched coordinates and adaptive spatial resolution
have been introduced. [47,48]. Although finding the correct co-
ordinate transformations for those techniques to be used with
a given structure might in general be a time consuming task,
they are well known for simple antenna geometries used in the
following studies [49].
3.2 fabrication
3.2.1 Electron Beam Lithography
Working with plasmonic nanostructures requires to creation of
structures with feature sizes down to several nanometers. Ide-
ally, short processing time and complete freedom regarding
materials, shape, or dimensions and arrangement of arrays are
desirable, but might not always be compatible. A tool that sat-
isfies most of these requirements is electron beam lithography
(EBL). Here, a focused electron beam is scanned across a surface
with a spot size of less than 10nm. The beam can be blanked
to restrict the electron exposure to desired areas. A structure
is defined by coating the surface with an electron sensitive re-
sist. The modifications induced in the resist by the electron
exposure lead to a selective solubility in the subsequent devel-
opment step. Consequently, a resist pattern is formed which
can be transfered to the substrate or other materials by etch-
ing or deposition processes. Hence, this technique allows flexi-
ble and reproducible fabrication of almost arbitrary nanostruc-
tures. However, if large areas are to be processed, fabrication
time becomes an issue as every single structure has to be writ-
ten by the electron beam sequentially.
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Figure 3.1: Electron beam lithography procedure with a positive tone
resist. (a) Spin-coating of resist (blue) and, in case of non-conductive
substrates, a conductive polymer (green) and subsequent electron
beam exposure. (b) Development with a slight undercut. (c) Evapora-
tion of a thin Cr adhesion layer and gold film. (d) Lift-off of residual
resist and unnecessary gold.
Apart from the precise control over the electron beam, devel-
opment of suitable resists and dedicated developers is a cru-
cial point. In general two different types of resists are avail-
able. They are classified as positive tone when the exposure
causes the resist to be removed, and negative tone when the
exposed areas remain after development. Both usually consist
of a resin dissolved in a solvent and, depending on the type of
resist, a sensitizer. In positive resists, electron exposure splits
long polymer chains and thus enables the removal by the de-
veloper. For negative resists, the electron exposure initiates a
polymerization, leading to a stable compound that withstands
the developer. Thus, they commonly provide better adhesion
to the substrate, yet at the cost of the achievable resolution.
Samples for all our investigations were prepared using poly-
methylmethycrylate (PMMA) as a positive resist. Depending on
the intended spectral range, either glass or CaF2 slides with
a size of 10mm× 10mm and a thickness of 0.5mm or 1mm
served as substrates. After cleaning with acetone and isopro-
panol in an ultrasonic bath for at least 15min, PMMA with a
molecular weight of 200kDa was spin-coated followed by a
soft bake. In a second spin-coating step, a thin layer of 950kDa
PMMA was applied an baked under the same conditions. Fi-
nally, the resist was covered by spin-coating a conductive poly-
mer (cf. Fig. 3.1a). The structure was then defined through elec-
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tron exposure, the conductive layer was removed and the pat-
tern was developed using methyl isobutyl ketone. Because of
different development rates, the two PMMA layers now exhibit
a slight undercut, as illustrated in Fig. 3.1b, which is advanta-
geous when later removing the resist. A 2nm Cr adhesion layer
was evaporated before the gold film in the intended thickness
of the structures. A subsequent lift-off procedure in acetone or
N-methylpyrrolidone removed the unexposed resist and thus
the gold in the areas around the structures (Fig. 3.1c-d). To
remove any residual PMMA, the samples were treated with oxy-
gen plasma for several minutes and finally rinsed with acetone
and isopropanol.
Multiple stacked layers of structures were achieved by spin-
coating a polymer (PC-403) layer, to yield the desired vertical
spacing, after the previous layer was completed. The polymer
is highly cross-linked by heating and is not affected by the
further processing steps. Merely the oxygen plasma cleaning
step is omitted in this case. Proper alignment of the layers is
ensured by fabricating markers together with the first layer that
allow the EBL system to orientate its coordinate system for the
new exposure, which is again carried out following the above
recipe.
3.2.2 Optical Lithography
Conventional optical lithography utilizes UV light to expose a
light-sensitive photoresist on a substrate, e. g., a silicon wafer.
In contrast to EBL, where the pattern is created by raster scan-
ning an electron beam across the surface, a whole pattern is
defined at once by illumination through a previously created
mask. Therefore, optical lithography allows for high through-
put and large scale production. The mask is reusable and
is commonly defined by EBL or laser lithography in a thin
chromium layer on a quartz glass substrate. In the simplest
case, the mask is brought in contact or close proximity to the
substrate for exposure. However, direct contact increases the
probability to damage either the mask or the substrate, while a
gap between mask and substrate decreases the resolution sig-
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nificantly. In production environments a practical alternative
is to project an image of the mask onto the substrate. This
method allows to expose even larger areas with the same pat-
tern in so-called stepper systems, by stepwise moving the sub-
strate and repeating the exposure. Invention of novel light
sources and technologies such as immersion lithography en-
able fabrication of structures well below 100nm [50]. The pho-
toresist again changes its solubility in the respective developer
upon exposure and enables transfer of the pattern through sub-
sequent etching or deposition processes (cf. section 3.2.1).
The process used in this work is carried out with a mask
aligner equipped with a mercury short-arc lamp and a micro-
scope with infrared illumination. Depending on the required
thickness, photoresists from the MicroChem SU-8 series were
spin-coated on a 2 inch silicon wafer with varying speed. After
removing the edge bead, a pre-bake was conducted according
to the manual, allowing the substrate to cool down before con-
tinuing with the exposure. The mask and wafer were mounted
in the mask aligner and brought into direct contact. Expo-
sure was initiated (19.5 s for 5.5µm resist thickness), and af-
ter completion and disassembly of mask and substrate, a post-
exposure bake finished the chemical process. The structure
was then developed in mr-Dev 600, rinsed, and dried. Option-
ally the durability of the structure was increased by a hard
bake step at elevated temperatures.
3.2.3 Silicone Casting
Poly(dimethylsiloxane) (PDMS) is a versatile silicon-based or-
ganic polymer. It is optically transparent, chemically inert, non-
toxic and non-flammable. Areas of application include food
industry, medicine, cosmetics, and research. Depending on the
exact compound, it can, for example, act as an anti-foaming
agent, lubricant or elastomer [51–53]. The formulation used
here, namely Sylgard®184 silicone elastomer kit, was originally
developed to encapsulate electronic devices. It can be poured
over arbitrary structures to form a rubber-like silicone material
after hardening completely.
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The procedure is started by mixing the base with a curing
agent in a ratio of 10:1 to initiate the polymerization. For op-
tical applications it can be essential to subsequently degas the
mixture to avoid small air bubbles in the final product. For
this purpose it can either be placed in a vacuum or alterna-
tively in an ultrasonic bath for several minutes. To obtain a de-
fined structure, the viscous compound is afterwards cast onto
a previously fabricated mold. Curing can take place at room
temperature for 48h, but can be considerably accelerated by
heating. For most of the structures 3h at 70 ◦C was used. The
elastomer is peeled off from the mold and further shaped by
cutting or punching if necessary.
Critical applications may require the fabricated replica to
be heated again to higher temperatures or to be soaked with
an appropriate solvent. This step ensures no unpolymerized
residue remains in the final product. Furthermore, despite its
general chemical inertness, the PDMS elastomer responds to var-
ious solvents with a noticeable, yet reversible, swelling [54]. Ex-
ploiting this technique, several nanometer sized features have
been demonstrated when fabricating stamps and molds for soft
lithography [55,56].
3.3 measurement
3.3.1 Fourier Transform Infrared Spectroscopy
An important aspect of the presented work is the determina-
tion and exploitation of optical properties of artificially fabri-
cated materials. One of the main instruments used for spectros-
copy is a Fourier-transform infrared (FTIR) spectrometer (Bruker
VERTEX 80), extended by an infrared microscope (Bruker Hy-
perion 2000). Fourier spectroscopy is based on two beam inter-
ferometry using a Michelson interferometer. Light emitted by
a source is collimated and subsequently split by a beam split-
ter. The two different beams are reflected on one fixed and one
moving mirror and are afterwards recombined and guided to
a detector. For a mirror moving with constant velocity, the dif-
ference of the two optical paths is now a linear function of the
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Figure 3.2: Schematic illustration of the Fourier-transform infrared
spectrometer setup. The main part of the spectrometer is an inter-
ferometer consisting of an exchangeable beam splitter (BMS), a fixed
mirror (M), and a mirror mounted on a linear scanner. Furthermore,
it contains two switchable light sources (NIR/MIR) for different spec-
tral regions. The beam is guided to a microscope for transmittance
and reflectance measurements on small sample areas.
time. The intensity recorded at the detector over time leads to
an interferogram that contains all information about the spec-
trum of the incident light. The spectrum itself can be obtained
from the interferogram by a Fourier transformation [57].
Using FTIR spectroscopy has a variety of advantages. Be-
sides a high spectral resolution the excellent signal-to-noise ra-
tio and/or fast measurements are key points of this method.
Furthermore, it is applicable in a wide spectral range by just
adapting light source, beam splitter and detector.
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In our setup, which is illustrated in Fig. 3.2 two light sources
cover a range from 600nm to 25µm. Namely a tungsten lamp
for the visible and near infrared region, and a silicon carbide
Globar for the mid-infrared region. A scanner mirror with an
air bearing allows to achieve a spectral resolution better than
0.07 cm−1. Several detectors are available, including a silicon
photodiode (400nm to 1100nm) and a liquid nitrogen cooled
mercury cadmium telluride (MCT) detector (0.8µm to 12µm).
They can be combined with two CaF2 beam splitters (0.2µm-
2.5µm and 0.7µm-8.3µm) and one KBr beamsplitter (2.5µm-
25µm) with overlapping wavelength ranges. Other available
optics are polarizers for all wavelength ranges as well as an
assortment of quarter-wave and half-wave plates.
The microscope attached to the spectrometer is equipped
with two identical 15× Cassegrain objectives for reflectance
and transmittance measurements. Focusing and alignment is
done with visible light and an attached CCD camera. Two
knife-edge apertures in the beam path allow to limit the mea-
surement to a rectangular area. A computer controlled x-y
stage can be used for precise alignment and automation of mea-
surement series.
3.3.2 Centroid Evaluation of Spectral Resonance Features
In many applications, including sensing with localized sur-
face plasmon resonances (LSPRs), it is necessary to track even
minute changes of spectral features. For simple Gaussian or
Lorentzian shaped profiles, fitting of the respective analytical
function and subsequent parameter extraction is a common
and suitable method. If the shapes, however, deviate from
those well known profiles because of, for example, experimen-
tal conditions, other algorithms could be more appropriate.
Just relying on the position of a local extremum is not an op-
tion, as this is severely susceptible to noise and fluctuations.
To evaluate the shifts in our transmittance T spectra, we
therefore use an algorithm similar to the method of Dahlin
et al. [58]. Instead of just tracking the minimum Tmin of the res-
onance, information from a larger spectral range is included by
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Figure 3.3: (a) For tracking small resonance shifts, the centroid of the
blue area is calculated. It is defined by the curve and a threshold
value S. (b) For the numerical evaluation, the spectra are cropped at
the threshold value and inverted prior to calculation of the centroid.
calculating the centroid of an area enclosed by the resonance
curve and a horizontal threshold S (cf. Fig. 3.3a). For this pur-
pose we use T′ = 1− T + S, neglect all negative values and
numerically evaluate the expression
λc =
∫
λ · T′dλ∫
T′dλ
(3.1)
as illustrated in Fig. 3.3b. For asymmetric spectra, the centroid
value does not coincide with the position of the maximum, yet
both exhibit nearly perfect proportionality [58]. The thresh-
old value S is set once per measurement series in a way that
∆T = S − Tmin ≈ 0.1 in absolute transmittance units. If the
spectral feature does not only shift but also change its intensity,
it may be appropriate to automatically calculate S for every sin-
gle spectrum.
For noisier spectra, the method can be extended by fitting
a high order (∼ 20) polynomial to the spectrum prior to cal-
culating the centroid, which additionally allows for analytical
evaluation. Instead of the threshold value S, a wavelength span
can also be used.
26 methods
3.3.3 Ultrashort Laser Pulses for Nonlinear Spectroscopy
The study of nonlinear optical effects requires intense electro-
magnetic fields. Those are best realized in the form of ultra-
short laser pulses. In this case, the enormous intensities are
only reached for a very short time, yet enable measurements
of nonlinear optical properties, while a still reasonable average
power avoids excessive heating of the investigated samples.
The laser system used for the experiments in chapter 8 was
explicitly built for nonlinear spectroscopy of plasmonic nanos-
tructures by B. Metzger and allows for generation of widely
tunable sub-20 fs Gaussian laser pulses [59].
A solid-state diode pumped solitary mode-locked Yb:KGW
oscillator serves as the pump source [60]. It is able to emit
175 fs laser pulses at a wavelength of 1027nm with a repetition
rate of 44MHz and an average output power of 2.4W.
Subsequently, 10 cm of a photonic crystal fiber (LMA-8) are
used to broaden the spectrum. In a standard fused silica step
index fiber, the light is guided in a cylindrical fiber core with
a slightly higher refractive index than the surrounding fiber
cladding by total internal reflection. For high light intensities
coupled into the fiber, various nonlinear effects can occur dur-
ing the transmission [61]. This is particularly supported be-
cause of the strong confinement of the light to a small area
in the fiber core and the long possible interaction length. The
efficiency can be boosted by exploiting the possibility of pre-
cisely tailored optical properties in photonic crystal fibers [62].
Further enhancement could be achieved if the diameter of the
fiber is tapered, increasing the confinement of the light to a
even smaller area [63, 64]. Employing this particular photonic
crystal fiber a broadband spectrum spanning 300nm is gener-
ated.
Two equilateral SF10 prisms are used to precompress the
fiber output, yielding 21 fs pulses and a total power of 1.15W.
To eliminate higher orders of dispersion and to spectrally shape
the pulses as desired, they are finally sent through a 4f pulse
shaper.
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As shaping of ultrashort laser pulses in the time domain is
strongly limited, the modification is done in frequency domain.
Therefore, the pulses are spectrally split in space using a grat-
ing, and the beam is collimated by a parabolic mirror. This
leads to a beam with all different frequency components of the
pulse traveling in parallel, which is guided onto two consec-
utive 640 pixel liquid crystal arrays. On transmission, those
allow to independently modulate the amplitude and phase of
the different frequency components. Different algorithms are
available to obtain, for example, the phase that has to be ap-
plied to achieve Fourier-limited pulses. Afterwards, the pulses
are transformed back by an arrangement of parabolic mirror
and grating symmetric to the input stage.
The complete setup allows to generate nearly arbitrary spec-
tra in the wavelength range between 900nm and 1150nm. Par-
ticularly, the realization of widely tunable Gaussian shaped ul-
trashort laser pulses is of great interest for nonlinear spectros-
copy applications.
·≺

4T H E M I C R O F L U I D I C S E N S O R C E L L
Throughout the remaining chapters of this thesis we will study
sensor systems based on plasmonic nanostructures. The focus
will thereby lie on the investigation of aqueous analyte solu-
tions. Therefore, a well designed system for handling liquids
in combinations with our nanostructures and the optical com-
ponents of our setups is of great importance and will place
high demands especially on the sensor cell.
Prior to and at the beginning of this work, sensors cells at
this institute were built around the 10mm× 10mm glass sub-
strates of the samples from microscope slides. Pieces of glass
were put beneath and above the sample with various kinds
of spacer and/or sealing material in between. Including, for
example, additional glass slides, nickel foil or laboratory seal-
ing film. The single slides were glued together with silicone
glue or nail polish and injection needles were embedded, serv-
ing as inlet and outlet for the liquid. A picture of such a cell
can be seen in Fig. 4.1. Even though this kind of cell can be
sufficient for proof of principle measurements in some situa-
tions, it has a variety of disadvantages. The cell has to be built
completely new for every sample and every measurement, as
it has to be destroyed to retrieve the sample e. g., for clean-
ing. This is a very time consuming process and is not practical
for frequent and extensive studies. Furthermore, the sample
is insufficiently fixed in the cell, which leads to problems with
repeatability and automated measurements. The liquid level
above the sample is hard to define accurately and varies be-
tween measurements. Moreover, it is challenging to seal the
cell tightly and with the top and bottom glass slides, the light
has to pass four additional, partially reflecting, interfaces.
A promising approach to overcome those disadvantages was
the introduction of poly(dimethylsiloxane) (PDMS) in the con-
struction process of the sensor cell. This nontoxic silicone can
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Figure 4.1: Picture of a sensor cell at an early stage. The cell is built
around the sample using pieces of microscope slides. Apart from
being leaky, it has several other disadvantages such as a poorly fixed
sample and a vaguely defined analyte layer thickness.
be cast and hardened as described in section 3.2 to form struc-
tures with microscopic features. In its final state it is chemically
inert and transparent from the visible spectral range up to a
wavelength of about 2.5µm. In microfluidic applications it is
prevalently used and often bound to glass or silicon substrates
by the help of oxygen plasma [65,66]. As the binding is, how-
ever, irreversible we do not consider this technique further but
exploit the anyway good sealing capabilites of the rubber-like
material. Another popular method, namely the fabrication of
microfluidics from shrinking thermoplastic sheets, did mainly
fail because of optical drawbacks and a missing possibility to
include our samples [67–69].
The new design of the sensor cell is illustrated in Fig. 4.2.
It consists of three layers, each with its specific functionality.
The cover holds the integrated fluid connectors, glued into ver-
tically centered horizontal holes on both sides, and directs the
liquid through small, milled channels in its bottom surface to
the center of the cell. The approximately 3mm thick PDMS
layer seals the cell at the interface to the cover on the top,
as well as at the interface to the sample at the bottom. This
layer was cast featuring a 70µm high channel on its bottom
surface. The respective mold was fabricated through optical
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Figure 4.2: Schematic and picture of the three layer microfluidic cell.
Sealing and definiton of the microfluidic channel is provided by a
transparent silicone material. The cover layer with integrated liquid
connetors allows quick assembly and reutilization of the cell. To-
gether with the base plate all components are fixed tightly and can
be mounted in the measurement setup.
lithography in MicroChem SU-8 2025 resist on a silicon wafer.
Afterwards, small holes were punched into the layer, guiding
the liquid from the channels in the cover through the PDMS into
the microfluidic channel aligned with the sample. The sample
itself rests in a tightly fitting indent in the base plate, which is
equipped with threads on the bottom to be perfectly fixed in
the measurement setup. Uniform preassure can be applied by
six screws to aid the sealing and to prevent movement of the
individual components. Conical holes in the cover and base
plate avoid obstruction of the light path.
The main advantages of this cell include its short assembly
time, its reusability, and good sealing properties. Furthermore,
the microfluidic channel allowed to minimize absorption of the
water as well as a fast exchange of the small analyte volume
above the nanostructures. By using the substrate as the bottom
of the cell, we also eliminated two of the additional interfaces
in the beam path.
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Figure 4.3: (a) Detail of the mold fabrication for casting the tubing
directly into the silicone layer. The tubing is fixed an sealed during the
process by a short piece of injection needle. The needle is glued to the
end of the microfluidic channel defined in resin by optical lithography.
(b) Overview of the fabricated structure after casting.
Nevertheless, particularly the measurements with hydrogel
covered nanostructures and biological substances in chapter 6
required further improvements. As it turned out, the rough
surface of the milled channels in the cover facilitates the for-
mation of air bubbles from the analyte solutions. Those bub-
bles predominantly accumulated on the hydrogel film and got
stuck in the microfluidic channel, rendering complete measure-
ment series unusable. Another shortcoming was the number
of edges and corners in the liquid flow, leading to residual
amounts of old analyte solution after a change, and hence un-
clean separation of the different analyte solutions. Addition-
ally, reducing the inner diameter of the used tubing appeared
reasonable. Although the standard medical tubing allowed
easy setup of the equipment, the volume was too large com-
pared to the microfluidic channel, resulting in long delay times
when changing the analyte solutions.
Based on the existing cell, we again decreased the number of
separate components and paid special attention to smooth sur-
faces and connections. In the final microfluidic cell, the inlet
and outlet tubing with an inner diameter of 0.3mm are there-
fore directly cast into the PDMS layer. As illustrated in Fig. 4.3
a short piece of an injection needle with an outer diameter of
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0.3mm is glued on the fabricated mold for the microfluidic
channel. The tubing is mounted on the needle, which seals it
and keeps it in place during the subsequent casting process.
When the layer is detached from the mold the needles are re-
moved, leaving a continuous transition from the tubing to the
channel. The key point here is the utilization of silicone tub-
ing that, in contrast to standard polyethylene tubing, perfectly
merges with the ambient material. The cover is provided with
extra holes for the tubing and is still necessary to tightly kept
the components toghether.
·≺

5S E N S I N G W I T H C O M P L E X C O U P L E D
P L A S M O N I C S T R U C T U R E S
Localized surface plasmon resonance (LSPR) spectroscopy of
metallic nanostructures has become a highly promising plat-
form for chemical and biological sensing experiments [70, 71].
The high field enhancement near the LSPR causes its far-field
spectrum to be highly sensitive to changes in its local nanoscale
dielectric environment. Ultimately, real time detection of the
binding and unbinding of single molecules to an individual res-
onator may be possible [71]. Many authors have considered the
problem of optimizing the performance of plasmonic sensors.
Besides a variety of chemically synthesized and lithographi-
cally fabricated nanostructures, also different sensing scenarios
were used. Those include detection of resonance shifts or trans-
mittance/reflectance changes (cf. Fig. 5.1a,b), in combination
with changes of the analyte in the bulk volume or restricted to
the surface of the structures (Fig. 5.1c,d). Sherry et al. first de-
fined the so called figure of merit (FOM) for a plasmonic sensor
as the ratio of the bulk sensitivity to the full width at half max-
imum of the resonance under question [72]. This definition
allowed the comparison of different nanoparticles for sensing
the bulk refractive index change. Employing a quasi-static ap-
proximation and linearizing the dispersive permittivity of the
metal, Miller and Lazarides developed an analytical theory for
the determination of bulk sensitivity. They show that the sen-
sitivity is a linear function of the sensing wavelength (see Fig.
6 in [73]). Otte et al. performed a theoretical and experimental
analysis of both bulk and surface sensing schemes based on
plasmonic nanoparticles and concluded that the optimal spec-
tral position is at the point of maximum ratio between the real
and the imaginary part of the permittivity of the metal [74]. For
the case of surface molecule sensing, Nusz et al. developed an
analytical formulation that predicts a nanorod sensor’s perfor-
35
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Figure 5.1: Possible refractive index sensing schemes. (a) The shift of
a plasmonic resonance is used as the sensor signal. (b) Alternatively
an intensity change ∆T at a fixed spectral position can be used. (c)
Furthermore, either the refractive index of the entire cover layer is
altered, corresponding to the bulk sensing case. (d) Or only a thin
layer around the structure changes its refractive index, simulating for
example a molecular monolayer.
mance for its use in sensing a small number of molecules [75].
Unger et al. have considered sensing systems in different noise
regimes and derive suitable figure of merit definitions in each
regime [76]. Employing a quasi-static perturbation theory, they
have first described a determination of the principles of a sen-
sor’s performance. Becker et al. consider a variety of FOM
quantities and study the optimization of the geometry of a gold
nanorod in this context [77].
Obviously, there is a variety of different definitions for the
FOM of a plasmonic sensor. The particular definitions are, how-
ever, usually motivated and influenced by the measured quan-
tity, e. g., resonance shifts or transmittance/reflectance changes,
as well as experimental details such as the noise of the setup.
Furthermore, some of the definitions were made for systems
exhibiting a single Lorentzian-shaped resonance and are hard
to apply to more complicated spectra of, for example, coupled
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plasmonic structures. This suggests the need to analyze and
compare plasmonic sensors on a more fundamental level.
In the following, we present our method to analyze plas-
monic structures with respect to their application as sensors.
While single plasmonic nanoparticles can exhibit high field en-
hancement, their dipole like radiation characteristics produce
a broad line width resonance. Fano resonances, instead, com-
bine a narrow line width with an ultrasmall mode volume and
hence are the ideal candidates for label free sensing with ex-
tremely high sensitivities and very small analyte volumes [78].
One nanoplasmonic metamaterial with an electromagneti-
cally induced transparency (EIT)-like spectrum exhibiting a par-
ticularly deeply modulated narrow line width Fano resonance
has been reported by Liu et al. [79]. By treating the system
as an open electromagnetic resonator, its sensitivity to refrac-
tive index changes, in the bulk volume as well as just in a thin
layer on its surface, is related to its effective mode volume and
quality factor. This allows an intuitive insight of sensor perfor-
mance on the nanostructure geometry.
5.1 perturbation theory
In a sensing configuration employing an optical resonator, we
have the sensing element (e. g., an antibody), the optical res-
onator and a readout mechanism that monitors changes in the
optical spectrum of the resonator [80]. The resonator is in close
proximity to an analyte of a certain spatial distribution and re-
fractive index characteristic. The generalized sensor optimiza-
tion problem is thus to find a suitable geometry and the fre-
quency of the incident light ωinc such that a refractive index
change ∆na for a given analyte volume yields a spectral signal
with a high figure of merit. Here, we consider the shift of the
resonance position and the difference in reflectance/transmit-
tance as the two spectral measures of interest. The intensity
sensitivity can be easily related to the frequency sensitivity via
∆T
∆na =
∂T
∂ω
∆ωres
∆na when the intensity changes are monitored in
a mostly linear part of the spectrum. We thus focus on the
frequency sensitivity ∆ω/∆na as an important determinant.
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Here, we consider an arbitrary arrangement of plasmonic
resonators and an analyte of arbitrary shape in its vicinity. The
analyte volume can be the entire infinite half space (which is
the limit of bulk sensing), a layered setup [81] (which is a sur-
face sensing limit), or even a singe molecule (modeled as a
small sphere as in [76]). An incident monochromatic plane
wave of temporal frequency ωinc excites the system and the
resulting scattered field is monitored in the sensing configu-
ration. Upon a change in the dielectric properties of the an-
alyte, the scattered field configuration changes. We are now
interested in measuring the change in resonance of the res-
onator by considering the change in the dielectric properties of
the analyte as a small perturbation ∆ε(r). The mode Eu(r) of
the unperturbed resonator with spatially changing and disper-
sive complex dielectric function εu(r,ω) and the mode Ep(r) =
Eu(r) + ∆E(r) of the perturbed resonator with its dielectric en-
vironment εp(r,ω) both satisfy the wave equation:
∇× (∇× Eu(r)) = ω2uεu(r,ω)Eu(r), (5.1)
∇× (∇× Ep(r)) = (ωu + ∆ω)2 εp(r,ω)Ep(r). (5.2)
We assume that the perturbation is small, such that εp(r,ω) =
εu(r,ω) +∆ε(r) +∆ω
∂εu(r,ω)
∂ω , where we have accounted for the
change in permittivity due to dispersion. Assuming that the
incremental quantities are small, we ignore the higher order
terms. Subtracting eq. 5.1 from eq. 5.2 yields
∇× [∇× ∆E(r)]−ω2uεu(r,ω)∆E(r) =[
ω2u∆ε(r) + 2ωu∆ωεu(r,ω) +ω
2
u∆ω
∂εu(r,ω)
∂ω
]
Eu(r).
(5.3)
Both sides of eq. 5.3 are multiplied by Eu(r) and a volume in-
tegration is carried out over Λ (a spherical volume of radius
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R around the resonator, much greater than the size of the res-
onator and the incident wavelength) to yield
∫
Λ
dVEu(r) ·
[
∇× (∇× ∆E(r))−ω2uεu(r,ω)∆E(r)
]
=∫
Λ
dVω2u∆ε(r)E
u(r) · Eu(r)+∫
Λ
dV
[
2ωu∆ωεu(r,ω) +ω2u∆ω
∂εu(r,ω)
∂ω
]
Eu(r) · Eu(r).
(5.4)
If the fields of a resonator are finitely extended in space, giv-
ing a finitely integrable energy density, we have a closed sys-
tem and the integrals in eq. 5.4 are easily evaluated. In an
open system, however, the fields are not strictly confined but
instead energy leaks to its surrounding. A plasmonic resonator
used as a sensor is thus an open or “leaky” cavity. The reso-
nant modes of the leaky cavity have complex frequency eigen-
values with the imaginary component describing the rate of
leakage. More importantly, their eigenfields are infinite in ex-
tent, making it difficult to evaluate normalization integrals. In
general, the plasmonic resonator is non-hermitian. While for
a hermitian system, the left hand side of eq. 5.4 would vanish,
a non-hermitian system has circulating surface currents on the
boundary. For a sufficiently far enough boundary surface, the
electric field is essentially of plane wave nature. These approx-
imations help to eliminate ∆E(r) from eq. 5.4 (see [82]). By
approximating ∆ε = 2εa∆na/na the expression for the sensitiv-
ity becomes
∆ω
∆na
≈ ωu
na
∫
S dVεu(r,ω) [E
u(r)]2∫
Λ dV
1
2 ε˜u [E
u(r)]2 + inc2ωu
∫
R dA [E
u(r)]2
, (5.5)
where the integral in the numerator is carried out over the an-
alyte volume S and
ε˜u(r,ω) = εu(r,ω) +
∂ (εu(r,ω)ω)
∂ω
. (5.6)
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In a medium with dispersive permittivity, with the imaginary
part of the relative permittivity being smaller than the real part,
the electromagnetic energy density is given by
W(r) =
ε0
4
ε˜u(r,ω) [Eu(r)]
2 . (5.7)
Hence, the sensitivity is related to the energy storage in the
analyte volume compared to the overall energy storage of the
resonator. This gives an intuitive view for the sensitivity as the
relative frequency shift equals the relative refractive index con-
trast multiplied by the fraction of the total energy contained
within the analyte volume [76]. Assuming a Drude like dis-
persion relation for the metal’s relative permittivity (ε(ω) =
1 − ω2p/[ω2 + iγω]) and no magnetic dispersion, the electro-
magnetic energy density is given by (see eqn. 16 in [83])
We(r) =
ε0
2
{
<[ε(ω)] + ω=[ε(ω)]
γ
}
[Eu(r)]2 , (5.8)
where γ is the damping parameter of the Drude model.
5.2 calculation of the mode volume
Resonant optical cavities are typically characterized by their
quality factor Q and effective mode volume Veff. The quality
factor Q quantifies the temporal confinement of the electromag-
netic energy and is defined as
Q =
U(t)
− 1ω0
∂U(t)
∂t
=
ωu
∆ω FWHM
, (5.9)
where U(t) is the total energy of the confined electromagnetic
field, − [∂U(t)/∂t] /ω0 is proportional to the energy that is lost
for each electromagnetic oscillation and ∆ω FWHM is the line
width of the unperturbed resonator [80]. The effective mode
Volume Veff quantifies the spatial distribution of the electric
field of a resonant mode and was extended to the case of plas-
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monic resonators by Maier by integrating the electromagnetic
energy density given in eq. 5.7 as
Veff =
∫
dV ε˜u(r,ω) [Eu(r)]
2
max
{
ε˜u(r,ω) [Eu(r)]
2
} , (5.10)
where the integration is supposed to be over all space [84].
However, for a finite Q, the fields necessarily start to diverge
at large distances [85]. The calculation of the mode volume
for a plasmonic cavity is thus non-trivial. A detailed analy-
sis of the applicability of this definition of mode volume to a
plasmonic resonator was given by Koenderink, where the case
of a plasmonic sphere was considered and it was concluded
that the Purcell factor calculated with this method is inade-
quate [86]. The integration of the energy density was seen to
diverge and the mode volume was simply defined to not in-
clude any divergent contribution. In [76], fields below a cer-
tain cut-off were not considered to achieve convergence. From
eq. 5.5 we can thus adopt the following definition (see [85]) of
the mode volume:
1
Veff
= <
 max
{
ε˜u [Eu(r)]
2
}
∫
Λ dV ε˜u [E
u(r)]2 + inc2ωu
∫
R dA [E
u(r)]2
 . (5.11)
The figure of merit can then be written as
FOM =
1
∆ω FWHM
∆ω
∆na
=
Q
Veff
Vanalyteeff . (5.12)
To derive other figures of merit the definition of Vanalyteeff can
be suitably modified. This expression for the figure of merit
enables the comparison of a wide variety of optical resonator
based sensors. And the effective analyte volume can be defined
as
Vanalyteeff =
∫
S dVεu(r,ω) [E
u(r)]2
max
{
ε˜u(r,ω) [Eu(r)]
2
} . (5.13)
The Q factor and the effective mode volume have to be evalu-
ated only once per structure. Subsequently, an optimal analyte
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configuration can be found by using the simulated field values.
This permits a full systematic optimization.
5.3 characterization of an eit-like structure
A sensing scheme using the EIT-like plasmonic resonator de-
picted in Fig. 5.2 is investigated below. The underlying plas-
monic resonator consists of two functional layers. The bottom
dipole layer acts as the broad line width antenna that couples
to free space propagating plane waves. The top functional
layer, consisting of two parallel bars of equal length, supports
a spectrally narrower quadrupole resonance. The design of the
layers ensures that the quadrupole resonance lies within the
broad line width of the dipole, ensuring efficient coupling be-
tween the two layers. Moving the dipole antenna away from
its symmetrical position allows to tune the coupling strength.
The sensing function is performed by altering the local envi-
ronment of the quadrupole bars. In the following, two sensing
schemes are considered. Bulk sensing, where the changes af-
fect the entire half space surrounding the quadrupole bars and
a surface sensing approach, where just a thin layer around the
gold wires is changed.
The simulation of the structure was carried out in the com-
mercial finite element frequency domain electromagnetic solver
CST Microwave Studio (cf. chapter 3)1. The entire structure is
periodic in both the x and y directions with a periodicity of
700nm. Unit cell boundary conditions were used in the peri-
odic dimensions and Floquet ports were used on the z dimen-
sion with an overall size of 3.2µm. The polymer spacer layer
is 70nm thick. The dipole bar is 290nm long and 95nm wide.
The quadrupole bars are 285nm long and 80nm wide and are
separated from each other by 220nm from the inner surface to
inner surface. All bars are 40nm thick. The substrate glass has
a refractive index of nglass = 1.5, the dipole driving bar is cov-
ered in a polymer with a refractive index npoly = 1.55 and the
quadrupole bars are assumed to be covered in water (nH2O =
1 Final simulations by R. Hegde, A*STAR Institute of High Performance Com-
puting, Singapore
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Figure 5.2: Schematic of a plasmonic structure providing an EIT-like
resonance. A dipolar nanoantenna in the bottom layer is coupled to
two parallel nanoantennas in the top layer, which support a quadrupo-
lar mode. The coupling strength can be tuned by displacing the an-
tenna in the bottom layer from the symmetric position.
1.33). The gold dipole and quadrupole bars are modeled as
a Drude metal with plasma frequency ωp = 1.37× 1016 rad/s
and damping frequency γ = 1.94× 1013 Hz. The meshing re-
sults in approximately 350 000 tetrahedral meshcells. A total
field/scattered field formulation is used to obtain the scattered
fields of the resonator at any particular frequency. As a ref-
erence, a similar simulation without the gold structures, but
maintaining the same mesh, has been performed.
The evolution of the transmission spectrum and the sensing
performance for the EIT-like sensor with varying displacement
S is depicted in Fig. 5.3. It can be seen that a transmission
window opens up in the broad absorption window of the driv-
ing dipole resonator. The details of the spectral evolution in
Fig. 5.3a are similar to the spectral evolution of the plasmonic
EIT prototype system discussed in [79]. A deeper modulation
and steeper slopes emerge with increasing coupling. For the
corresponding displacements S, the dielectric environment of
the quadrupole bars was changed in the full half space (see
Fig. 5.2b) and in a surface layer (see Fig. 5.2c), respectively.
The relative changes in the transmission occur predominantly
at two points in the spectrum. Furthermore, with increasing
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Figure 5.3: (a) Transmission spectra for varying coupling strength
caused by shifting the dipole bar. (b) Relative transmittance change if
the refractive index of the entire half space above the quadrupole bars
is altered by 10%. (c) Relative transmittance change if the change in
the refractive index is restricted to a 10nm layer above the quadrupole
bars.
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Figure 5.4: Cross sectional plots of the intensity enhancement and en-
ergy density at the frequencies of the dipole and quadrupole mode:
The x − z plane is located along the inner sidewalls of the quadru-
pole bars. The dipole bar is placed at S = 0 nm, 20 nm, and 80 nm,
respectively. The incident electric field is polarized along the y axis.
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S, one of these regions is seen to redshift and the other to
blueshift, as a dielectric perturbation will result in the spectral
displacement of both hybrid modes. However, because of the
shape of the spectrum, the low energy mode is best detected
in terms of frequency change, whereas the high energy mode
is best detected via a change in the transmitted/reflected inten-
sity at a fixed frequency. Near the Fano resonance, the slope
is almost linear. Therefore, we can relate the intensity sensi-
tivity to frequency sensitivity and we will focus on frequency
sensitivity in the following.
Gallinet et al. have reported a rigorous ab initio theory of
Fano resonances in plasmonic nanostructures and metamate-
rials using the Feshbach formalism [87]. A Fano resonance
occurs in the resonator from the interference between the con-
tinuum of radiative waves from the driving dipole bar and
the non-radiative quadrupole mode from the top bars. The
reflectance of the entire system is given by the product of the
Lorentzian reflectance spectrum of the dipole modulated by
the quadrupole resonance [88,89]. Using their expression to fit
our simulated spectra, the frequencies of the dipole and quad-
rupole modes can be obtained.
Reference simulations (where the gold bars were removed)
and the full simulations were performed at the frequencies of
the dipole and quadrupole modes. These calculations leads
to the scattered electric field for the two modes. A mesh con-
vergence test was carried out to ensure that the resulting field
integrals converge. The variation in the energy density and
electric field intensity enhancement is shown in Fig. 5.4. We
observe the strongest field enhancement near the quadrupole
bars for both resonant modes. Therefore, the inverted con-
figuration of the EIT resonator is ideal for sensing, as it ex-
poses the quadrupole bars to the sensing volume. The low
energy mode has a stronger field enhancement in the region
between the rods. We also see that S = 20 nm is the optimal
bar position for generating the highest field enhancement at
the quadrupole bars. While larger values of S increase the cou-
pling between the dipole to the quadrupole, they also cause
an impedance mismatch between the plane wave and the res-
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Figure 5.5: Comparison of sensitivities for varying coupling strength
S obtained by different methods: Both bulk and surface sensitivities
are obtained from simulated spectra for (a) the dipole mode and (b)
the quadrupole mode. Values calculated using the perturbation the-
ory are evaluated with a thresholding and a second surface integral
corrected method.
onator. Hence, stronger coupling does not improve the field
enhancement [87–89].
We have already established the relationship between far
field spectral sensitivity to the near field integrals of energy
density (cf. eq. 5.8). The evaluation of mode volumes and the
sensitivity both involve integrating the energy density. In case
of an open resonator theses integrals do not converge. In partic-
ular, for the EIT resonator, a linear divergence was observed for
all the energy integrals with increasing volume. We adopted
two solutions to deal with this divergence. First, the divergence
was simply dropped by taking the intercept, similar to Koen-
derink [86]. Another correction was introduced based on our
derivation. The exact expression is cumbersome to evaluate, as
it requires a surface integral to be performed at a far enough
distance to the resonator. A corrected approximation to the
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integral was obtained by performing the volume integration
over a box of a height approximately equal to one wavelength
and subtracting a surface integral on the faces of the box (see
Fig. 5.5). Strictly speaking, the perturbation theory is only valid
for small changes in permittivity in small regions around the
resonator. However, for a 10% change in refractive index, even
in the bulk case, the qualitative agreement between the theory
and full wave simulations is notable. The peak sensitivity is ob-
served for S = 20 nm. This finding is consistent with our pre-
vious results as the energy stored in the near-fields reaches its
maximum. A similar behaviour has been observed by Gallinet
et al. for a displacement of S = 20 nm.
5.4 experimental verification
The coupled plasmonic nanostructure discussed above has also
been realized experimentally. For that purpose, a multilayer
electron beam lithography (EBL) process was used to fabricate
the gold nanoantennas (see chapter 3). Five 90µm× 90µm ar-
rays of structures with nominal dimensions corresponding to
the simulations and varying displacements S of the lower an-
tenna from its symmetric position were fabricated. The dis-
placements on the different arrays cover the whole range from
the uncoupled system to the case of strong coupling, corre-
sponding to values of S ranging from 0nm to 110nm. The
sample was placed in the custom-made microfluidic cell intro-
duced in chapter 4 with a 70µm high channel guiding the an-
alyte solutions over the nanostructures. To obtain a refractive
index difference ∆n ≈ 0.05, deionized water and a mixture of
water with ethylene glycol was used. Transmittance spectra
were recorded using a Fourier-transform infrared (FTIR) spec-
trometer and an attached infrared microscope as described in
chapter 3. Reference measurements were taken next to the
nanostructures, through cell, analyte and substrate.
The scanning electron microscope images in Fig. 5.6c depict
a single element of the fabricated arrays, respectively. In accor-
dance with the simulation, the high energy resonance evolves
with increasing displacement S. The experiment also confirms
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Figure 5.6: Experimental investigation of the coupled structure.
(a) Increasing displacement of the bottom antenna intensifies the cou-
pling and leads to the formation of two hybrid modes. (b) Changing
the refractive index above the structure causes a relative transmittance
difference, which is highest in the strong coupling case. (c) SEM im-
ages depicting the fabricated structures corresponding to the particu-
lar measurements.
the redshift of the low energy resonance and the blueshift of
the high energy resonance for growing coupling strength (see
Fig. 5.6a). Both effects are, however, less pronounced than in
the simulation. This can in part be attributed to less efficient
near-field coupling in the experiment, which might result from
experimental imperfections, such as deviations in the polymer
layer thickness. This thickness, which defines the vertical dis-
tance of the gold nanoantennas, has a crucial impact on the cou-
pling strength. The relative transmittance changes (Fig. 5.6b)
additionally confirm the trend in the simulation, indicating
that the sensitivity of the high energy resonance exceeds the
one of the low energy resonance for strongly coupled struc-
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tures. The experimentally obtained shifts of the resonance
position are between 540nm and 480nm for the high energy
resonance and exhibit a decreasing tendency. For the low en-
ergy resonance, the shifts follow an increasing trend between
135nm and 205nm. Both are in good agreement with the cal-
culated values depicted in Fig. 5.5.
5.5 conclusion
In this chapter, we presented our method based on perturba-
tion theory to describe the performance of complex coupled
plasmonic nanostructures for refractive index sensing. The the-
ory relates the far field spectral changes to the near field en-
ergy density distribution of the resonator. We have seen that
the shift of the resonant modes is directly related to the energy
storage in the analyte volume. The determination of the mode
volume of the resonator for has been discussed. Our perturba-
tion theory shows good qualitative agreement with full wave
simulations. The advantage of the method lies in the ability
to optimize the sensor for a particular sensing task, e. g., bulk
or surface layer sensing, based on a single calculation of the
resonant modes. Both scenarios were investigated using the
resonance shift as well as an intensity difference at the slope
of the resonance as the sensor signal. While resonance shifts
are maximal at the high energy mode in the case of weak cou-
pling, intensity differences are best detected in the strong cou-
pling regime. Here, the distinct resonances and steep slopes
lead to enhanced signals. We could additionally verify that
our calculations reproduce the experimental behaviour of the
investigated system.
In the recent years a lot of effort has been put into the the-
oretical description of such complex coupled plasmonic struc-
tures and considerable progress has been made. Newer ver-
sions of the in-house implementation of the S-matrix approach
(cf. chapter 3) allow to obtain the eigenmodes of arbitrary struc-
tures directly by searching for solutions of Maxwell’s equa-
tion that can oscillate in time without an external excitation.
Furthermore, an analytical normalization of those eigenmodes,
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particularly for the case of periodic structures, is possible with-
out the need for surface integrals far away from the plasmonic
structure [90]. In the next steps other complex coupled plas-
monic structures might be analyzed in a similar fashion to
gather insight in their sensing performance for a detailed com-
parison.
·≺

6F U N C T I O N A L I Z E D H Y D R O G E L A S S I S T E D
P L A S M O N I C S E N S I N G
Apart from our studies in the previous chapter, a variety of
plasmonic metal nanostructures has been investigated with re-
spect to application as sensors based on localized surface plas-
mon resonances (LSPRs). Many groups studied holes in metal
films, nanoantennas, and arrangements of particles, exhibiting
Fano-resonances or chiral properties to exploit the large sensi-
tivity, small sensing volumes and high integration density pro-
vided by such systems [71,91–100]. Others focused on fabrica-
tion methods to generate high quality, large area arrays, e. g.,
nanosphere lithography, nanoimprint lithography, or nanosten-
cil lithography [101–103]. Additional parameters, such as effi-
cient delivery of analytes to the sensor, have also been subject
to optimization [104]. As known from experiments, simulation
and theory (cf. chapters 2 and 5) the exact optical properties,
such as the resonance positions, depend strongly on the dielec-
tric vicinity of the metal structures. Since the dielectric function
is, however, influenced by almost any change in the surround-
ing material, an additional component is needed to provide
selectivity.
Substrate Substrate Substrate
Figure 6.1: Molecule pairs with strong affinity to bind to each other
are commonly used for functionalization of sensors. Provided that a
suitable system is known, the desired analyte, as one part or the pair,
will specifically bind to its counterpart immobilized on the sensor
surface.
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Independent of the structure in use, it is always a challenge
to limit the otherwise very general response, which includes
all changes in the effective refractive index of the environment,
to a preferably single desired analyte. One established method
is to directly attach selected molecules to the metal, e. g., to
gold via a thiol group, which will in turn bind the desired an-
alyte molecules and cause the change in the environment of
the antennas (Fig. 6.1). In experiments, the analyte solution is
guided to the sensitive area and allowed to react for a specific
duration, before flushing the sample with a clean solution to
wash away everything that is not bound to the gold structures.
Subsequently, the resonance shift caused by the few additional
molecules can be detected. The fact that this is a very diminu-
tive refractive index change can to some extent be overcome
as it is confined to the region with the highest field enhance-
ment. Depending on the molecules, the analyte binding pro-
cess may be permanent and hence, the sensor can be used only
once. In the realm of biological sensing, immobilized antibod-
ies are a widely used technique to bind the respective anti-
gens to the sensor surface for detection [105]. For more gen-
eral chemical sensing, direct functionalization, self-assembled
monolayers with functional end groups, or embedding plas-
monic structures in thin layers of chemically reactive materials
are applicable methods [106–111]. Moreover, the vibrational
signals of molecules in the infrared fingerprint region can be
used by surface enhanced infrared absorption (SEIRA) spectros-
copy to identify a broad range of substances, while still taking
advantage of the enhanced electromagnetic fields of plasmonic
nanoantennas [35]. Similarly, Raman spectroscopy can benefit
from plasmonically enhanced surfaces and also allow for spe-
cific detection of analytes [112].
Among the many possible sensor designs, one class of non-
plasmonic sensor concepts that has been significantly devel-
oped is based on hydrogels, which are hydrophilic cross-linked
polymer networks soaked with water. Hydrogels are used in
applications ranging from contact lenses to drug delivery and
biosensing. They can be functionalized to respond to changes
in temperature, pH, ionic strength, metal ions, antigens and
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Figure 6.2: Schematic of the sensor concept. A plasmonic nanoan-
tenna, exhibiting a resonance in the infrared spectral range, is covered
by a functionalized hydrogel. In the presence of glucose the hydrogel
swells, leading to a change in its effective refractive index. The impact
on the nanoantennas can in turn be monitored through a shift of their
resonance position.
the presence of a number of biomolecules [113–120]. The re-
sponse, typically a reversible volume change of the gel, can
then be read out as the sensor signal.
In our approach, we combine the high sensitivity of plas-
monic nanoantennas with the advantages provided by a func-
tionalization layer of a hydrogel, as illustrated in Fig. 6.2. This
combination provides specificity for glucose, even in the pres-
ence of large proteins, and its response to glucose is reversible.
However, it is important to note that our sensor concept is not
limited to glucose, but can be adapted without any restrictions
to many different analytes by choosing the appropriate hydro-
gel.
The following sections will enlarge upon the properties of
the particular hydrogel used in our study, its application to
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Hydroxyethlyen-
methacrylate
Ethylenglycol-
dimethacrylate
Acrylamidophenyl-
boronic acid
a b c
Figure 6.3: The hydrogel is a hydrophilic cross-linked polymer net-
work soaked with water. It consists of (a) the monomer, (b) a cross-
linker and (c) the glucose responsive functionalization.
arrays of plasmonic nanoantennas, and the detailed characteri-
zation of the combined system.
6.1 the boronic acid functionalized hydrogel
The hydrogel in our experiments is used to coat the plasmonic
nanoantenna arrays and provides a selective response to glu-
cose molecules in the analyte solution. Hydrogels in general
are hydrophilic cross-linked polymers. If immersed in water,
the polymer gets soaked with liquid and exhibits its gel-like
consistency. The polymer in this case has three components,
that are depicted in Fig. 6.3. It mainly consists of the monomer
hydroxyethylmethacrylate (HEMA), which can compose long
polymer chains by free radical polymerization. Here, in sim-
ple words, the C−C double bond in the molecule is broken up
by a free radical, using one of the two electrons to form a new
bond to the former radical, leaving the combined molecule as
a new radical to continue the process [121]. To get a three
dimensional, more rigid structure, ethylene glycol dimethacry-
late (EGDM) is added as a cross-linker. Because of the two avail-
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Figure 6.4: Phenylboronic acids can form a negatively charged com-
plex with 1,2-cis-diols such as e. g., glucose. When covalently bound
to a hydrogel, this leads to an influx of water.
able double bonds in this molecule, it is able to interconnect
two chains and a cross-linked polymer network develops. The
exact properties of the polymer can be adjusted by the ratio of
monomer to cross-linker.
In order to make the hydrogel responsive to glucose, the
reaction between glucose and a phenylboronic acid (PBA) is ex-
ploited. This Lewis acid interacts with 1,2-cis-diols such as glu-
cose by forming a negatively charged complex (Fig. 6.4) [122].
If the PBA is covalently attached to a hydrogel the charged com-
plex state increases the degree of ionization on the hydrogel
and builds up a Donnan potential between the hydrogel phase
and the bulk solution phase [123, 124]. The subsequent influx
of ions and water leads to a swelling of the hydrogel. Owing to
the different refractive indices of water (nwater ≈ 1.33) and the
polymer (npoly ≈ 1.48) the altered ratio of polymer to water
also changes the gel’s effective refractive index. This change
can then in turn be observed through the plasmonic resonance
of the nanoantenna arrays.
For incorporation into the polymer network, the PBA also
needs an acrylic acid functional group. If present, it can simply
be dissolved in the monomer and will occupy several sites in
the final polymer, according to its share in the initial mixture.
6.2 synthesis of acrylamidophenylbronic acid
For obtaining a stable functionalized hydrogel the PBA react-
ing with the glucose molecules has to be covalently bound
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to the polymer backbone. This can be achieved by introduc-
ing acrylic acid moieties to 3-aminophenylboronic acid (APBA),
which allows for integration into the polymer chains during
their formation. As this particular molecule was at that time
commercially unavailable, a procedure for its synthesis had to
be established.
A first batch of N-3-acrylamidophenylboronic acid (AAPBA)
was synthesized according to the procedure utilized by Lee
et al. [125]. For this purpose, 3-aminophenylboronic acid hemi-
sulfate (1.862g, 10mmol) was dissolved in 30ml of deionized
water in a round bottom flask. The pH value of the solution
was adjusted to 4.8 by adding 2mmol/l sodium hydroxide so-
lution. The flask was stirred in an ice bath, and after temper-
ature equilibration 1-ethyl-3-(3-dimethylaminopropyl)-carbodi-
imide hydrochloride (2.301g, 12mmol) was added, with subse-
quent pH adjustment to 4.8. In another container, acrylic acid
(0.868g, 12mmol) was dissolved in 10ml of water, and the pH
value was adjusted to 4.8 as well. The solution was then slowly
added to the main flask, which was capped with a rubber sep-
tum and allowed to stir for an additional hour. Afterwards, the
flask was removed from the ice bath and left at room tempera-
ture over night. The reaction mixture was extracted four times
with ethyl ether and the solvent was removed with a rotary
evaporator. The resulting solid was analyzed by 1H and 13C nu-
clear magnetic resonance (NMR) spectroscopy, which confirmed
the successful synthesis of AAPBA.
Because the yield of the previous method was as low as 30%
and the appearance of a pinkish color during the process could
not be explained, we decided to migrate to the procedure by
Roy et al. [126]. Here, 1.0g (7.3mmol) APBA was dissolved in
a round bottom flask containing a 1:1 mixture of tetrahydro-
furan (13ml) and water (13ml). The solution was cooled in
an ice bath (0-5 ◦C) and sodium hydrogen carbonate (1.226g,
14.6mmol) was added. Acryloyl chloride (1.19ml, 14.7mmol)
was added dropwise and the reaction mixture stirred for 4h.
The solvent was subsequently evaporated and the obtained
solid was stirred in ethyl acetate for 2h. After filtering the
solids, the organic layer was washed with water (15ml), sat-
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urated sodium bicarbonate (15ml), water (15ml), and brine
(15ml). The ethyl acetate was removed in a rotary evaporator,
which yielded 1.115g (80%) of white solid. Recrystallization
in water lead to a purified product in the form of needle-like
crystals. Again, the process was verified by 1H and 13C NMR
spectroscopy as well as mass spectroscopy.
With the availability of AAPBA we can in the following sec-
tion now include the glucose responsive component into the
hydrogel.
6.3 fabrication of the hydrogel layer
To allow for fast diffusion of glucose into the hydrogel, a thin
layer has to be fabricated on top of previously manufactured ar-
rays of nano antennas. As mentioned before, free radical poly-
merization is used to create the copolymer from the monomer
mixture. Therefore, a small amount of Irgacure 651 photoinitia-
tor (IR-651) is added to the mixture. This substance can be split
into two free radicals on exposure with UV light and hence
starts the polymerization.
The exact recipe used consists of HEMA (458mg, 3.52mmol),
EGDM (7.5mg, 37.8µmol), AAPBA (45.35mg, 237µmol), and IR-
651 (19.7mg, 75.7µmol) and is based on the publication of Lee
et al. [125]. A mixture was prepared in a small centrifuge
tube and slightly shaken until all ingredients were fully dis-
solved. Afterwards it was wrapped with aluminum foil to pre-
vent polymerization by ambient light prior to use.
The polymerization process is illustrated in Fig. 6.5. Sam-
ples were prepared on 10mm× 10mm× 0.5mm glass slides.
Substrates containing several 100µm× 100µm arrays of nanos-
tructures fabricated by electron beam lithography (EBL) were
submerged in 2mmol/l methacryloxypropyltrimethoxysilane
(MPMS) in toluene overnight, to introduce acrylate groups to
the surface and hence later pin the hydrogel to the substrate.
A mold featuring a 500µm wide and 20µm high channel with
reservoirs on both sides was made by optical lithography and
poly(dimethylsiloxane) (PDMS) casting (see chapter 3 for de-
tails). It was carefully placed on the substrate with the channel
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Figure 6.5: Fabrication of the hydrogel layer: (a) Substrates with
nanostructures are functionalized with acrylate groups, (b) a mold
with a 20µm high channel is aligned with the structures, (c) the
monomer mixture is injected, (d) UV exposure starts the polymer-
ization, (e) the mold is removed, and (f) the polymer is shaped.
aligned on the nanostructure arrays. The monomer mixture
was injected and exposed to UV light during the following
15min until the polymerization was reliably finished. Subse-
quently, the mold was removed and the hardened polymer
could be shaped with a knife.
However, experiments quickly revealed that, although there
was a response to glucose, it took several hours until an equi-
librium was reached for a given concentration. Thus, develop-
ment of an alternative process for thinner layers was necessary.
Attempts were made to use spin-coating of the monomer so-
lution, which is a standard technique for obtaining layer thick-
nesses down to tens of nanometers, e. g., in lithography. De-
spite functionalized surfaces, we were unable to accomplish a
evenly wetted substrate with our particular monomer mixture.
Furthermore, the polymerization in this case was quite chal-
lenging, as oxygen from the air hampers the creation of free
radicals. Even maintaining a nitrogen atmosphere during the
whole process did not yield satisfactory results.
The method that finally allowed to reliably fabricate layers
with a thickness of 1µm is described in Fig. 6.6. Again, sub-
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Figure 6.6: New fabrication of the hydrogel layer: (a) Nanostructures
are fabricated, (b) the substrate is functionalized with acrylate groups,
(c) PS beads are spin-coated as a spacer, (d) the monomer mixture is
applied, (e) a functionalized cover is clamped to the substrate, (f) UV
exposure starts the polymerization, (g) the cover is removed, and (h)
the polymer is shaped.
strates with already fabricated gold antennas on top were sub-
merged in 2mmol/l MPMS in toluene overnight, to introduce
acrylate groups to the surface. Another set of identical glass
slides was during the same time treated in a 2mmol/l solution
of (tridecafluoro-1,1,2,2-tetrahydrooctyl) dimethylchlorosilane
in chloroform to render them hydrophobic for their subsequent
application as covers in the polymerization process. All slides
were rinsed with isopropanol afterwards. A 2.6% (w/v) aque-
ous suspension of Polysciences Polybead® Microspheres with
a diameter of 1.025µm was diluted with ethanol. The polysty-
rene beads were spin-coated onto the samples at 2000 rpm to
serve as a spacer. Afterwards, a small drop of the monomer so-
lution was pipetted to the center of the substrate and covered
with one of the top slides. Gentle movement of the cover un-
der light pressure using the finger tip made the excess liquid
to leak from the sides. Two clamps sustained the pressure and
kept everything in place while the polymerization was initiated
and allowed to continue for 15min under UV light. The cover
was then demounted, and the cured polymer was removed ev-
erywhere, except from a 1.5mm× 0.5mm area above the gold
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Figure 6.7: (a) Typical situation in the measurement: gold nanoan-
tennas on a substrate coated with hydrogel and covered with analyte
solution. (b) S-matrix simulations confirm modulations for the refer-
ence spectrum (without antenna) and antenna resonance spectrum.
nanoantennas. This had to be done manually with the help of
a razor blade and microscope. Finally, the glass regions of the
sample were again cleaned with isopropanol.
A last improvement of the fabrication process took place
when we discovered that some of our measurements suffered
from thin film interferences in the hydrogel layer. Fig. 6.7a il-
lustrates the typical situation during an experiment with the
hydrogel coated antenna on a substrate covered by an analyte
solution. An S-matrix simulation confirms the occurrence of
modulations for a reference spectrum (without the antenna)
as well as for the resonant antenna spectrum. The effect is
enhanced near the antenna resonance due to the increased re-
flectance of the bottom surface in this spectral region (Fig. 6.7b).
The perturbation of the system can be (partially) suppressed by
a slightly wedged hydrogel layer or a roughened surface of the
hydrogel layer. The latter was realized by treating the slides
used as top covers in the fabrication process with fine grind-
ing powder. Profilometric measurements of the dry polymer
layer after fabrication indicated a huge impact of the modified
covers (Fig. 6.8) and also positively affected the experiments.
The introduced fabrication process enables us to coat our
plasmonic nanoantennas with a thin glucose responsive hydro-
gel layer and allows to experimentally characterize or sensor
in the following.
6.4 characterization of the sensor 63
100 200 300 400 5000
0
250
500
750
1000
1250
1500
H
e
ig
h
t 
(n
m
)
Scan length (µm)
100 200 300 400 5000
0
250
500
750
1000
1250
1500
H
e
ig
h
t 
(n
m
)
Scan length (µm)
Figure 6.8: Height profile of a flat polymer layer and the roughened
polymer layer. The rough surface helps to suppress perturbations of
the measurement by thin film interference effects.
6.4 characterization of the sensor
After an extensive discussion of the hydrogel properties and
its fabrication, we will focus on the experiments conducted to
determine the properties of our sensor. Therefore, we record
transmittance spectra of our samples using Fourier-transform
infrared (FTIR) spectrometry and track the resonance position
for varying analyte solutions.
For those studies, we fabricated three 100µm× 100µm ar-
rays of gold nanoantennas on a 10mm× 10mm× 0.5mm glass
substrate. The structures with a length of 310nm, a width of
60nm, a height of 40nm, and a periodicity of 700nm in each di-
rection, were written at the center of the substrate by standard
EBL (see chapter 3 for details). They exhibit a resonance in the
near-infrared spectral region and were coated with a 1µm thin
layer of the hydrogel. The simple nanostructure was chosen
due to its easy tunability with respect to resonance wavelength
and resonance strength and its reliable, reproducible and fast
fabrication. The dimensions arise from a design intended to ex-
hibit a resonance in an ”eye-safe” wavelength regime, but not
further to the infrared to avoid stronger absorption by the wa-
ter film. For future experiments, EIT-type or Fano resonances
with narrow spectral line width and even higher sensitivity, yet
more complex shapes, could also be considered [127].
64 functionalized hydrogel assisted plasmonic sensing
Liquids in the measurements were handled by the custom-
made microfluidic cell introduced in chapter 4. Buffer solution
for all measurements was prepared by mixing 2-(cyclohexyl-
amino) ethanesulfonic acid (CHES) (1.555g, 7.5mmol) and NaCl
(0.707g, 12mmol) in 75ml of DI water. Monitoring the changes
with a pH-meter, 1mol/l NaOH was added until it reached
pH 9.0 and the solution was filled up to 100ml. In case of
the studies with proteins, bovine serum albumin (BSA) (3.3g,
0.05mmol) was added to the buffer solution.
For the analyte solutions, 180.16mg of D(+)-glucose was dis-
solved in 5ml of buffer solution, subsequently extending it to
10ml to form a 100mmol/l glucose solution. All other concen-
trations, namely 50, 25, 10, 5, 2.5, and 1mmol/l, were obtained
by serial dilution.
Fresh and dry samples were installed into the microfluidic
cell and flushed overnight with the first analyte solution to be
measured. A constant flow of about 30µl/min was ensured
by placing a reservoir ∼20 cm above and the outlet in a beaker
20 cm below the cell.
Appropriate for the spectral region, we choose a CaF2 beam-
splitter and a liquid-nitrogen-cooled mercury cadmium tellu-
ride (MCT) detector in the spectrometer setup (cf. chapter 3).
Additionally, an infrared polarizer set the polarization of the
incident light, and an aperture confined the beam to an area
of ∼120µm× 120µm. Reference measurements for normaliza-
tion were taken prior to every single sample measurement at a
point next to the gold nanoantennas, i. e., through cell, hydro-
gel film, and substrate.
6.4.1 Response of a Hydrogel Covered Nanoantenna Array
To investigate not just the total resonance shift, but also its tem-
poral behavior, a spectrum was taken every 30 s during a mea-
surement series with glucose concentrations from 0mmol/l to
100mmol/l. The resonance position, evaluated by a centroid
detection method (cf. chapter 3), exhibits distinct shifts for ev-
ery concentration step up to 50mmol/l, when plotted over
time (Fig. 6.9).
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Figure 6.9: Temporal evolution of the resonance position (determined
by its centroid wavelength) for varying glucose concentrations from
0mmol/l to 100mmol/l in the analyte solution.
Extracting the equilibrium positions of the centroid wave-
length for all concentrations from the time trace in Fig. 6.9
yields the expected saturation behavior (Fig. 6.10a), as the ma-
jority of the boronic acid functionalities in the hydrogel become
bound to glucose. When compared to the same glucose concen-
trations measured on a plasmonic substrate without the hydro-
gel film, the hydrogel clearly exhibits a much better response
to low concentrations. On the bare gold antennas, the refrac-
tive index is changed by just the additional glucose molecules
in the solution, which leads to only a small signal. In the case
of the hydrogel covered antennas, the increasing water con-
tent and the relatively high difference of the refractive indices
of water and the polymer induce a much more pronounced
change. The large shifts for low glucose concentrations, includ-
ing the physiological range, support the possible application
of the sensor for human blood glucose levels. For optimiza-
tion purposes or other applications, the sensing range can be
adapted by smart engineering of the polymer [128].
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Figure 6.10: (a) The centroid wavelength shift ∆λ displays the ex-
pected saturation as all functionalized sites in the hydrogel become
occupied by glucose molecules. (b) Response times, as obtained from
exponential fits to Figure Fig. 6.9, are high for low concentrations, and
decrease when more water in the polymer allows for faster diffusion
processes at high concentrations.
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Fig. 6.9 already indicates that the sensor response time dif-
fers for varying concentrations. Therefore, exponential decay
curves were fitted to the particular sections of the time trace
corresponding to every single glucose concentration. The sud-
den offset of 0.24nm after 95min, attributed to an external dis-
turbance, was compensated for the fit. Fig. 6.10b shows the
resulting half-life values, which exhibit a trend inverse to the
shift. This can be explained by considering the hydrogel water
content in the equilibrium state for varying glucose concentra-
tions. For low values, the polymer contains just a small amount
of water, limiting the rate of diffusion of glucose molecules into
the film. If there already is some glucose, and hence water,
present in the polymer, the transport of new glucose molecules
can take place much faster.
To overcome this issue, a pre-swollen hydrogel could be used
to particularly favor the important range of small concentra-
tion values – yet at the expense of the detectable maximum
range. Another possibility is a further reduction of the hydro-
gel layer thickness. From chapter 5 we know that the enhanced
near-fields of gold nanoantennas are confined to a few hun-
dred nanometers around the structures. To still effectively ex-
ploit those fields, but at the same time allow for fast diffusion
processes and thus for reasonable response times, the polymer
layer might be fabricated even thinner. As this is challenging
with our current fabrication process, an alternative approach
will be discussed in section 6.5.
Because one is generally able to detect shifts when they ex-
ceed the noise of the measurement, the detection limit of our
sensor can be estimated. Calculating the mean absolute de-
viation of the measurement data from the exponential fits to
Fig. 6.9 gives a noise level for the spectral shift as low as 0.1nm.
Linear extrapolation of the values for 2.5mmol/l and 1mmol/l
glucose relates to a concentration of 0.05mmol/l at 0.1nm shift.
Hence, the approximated limit of detection is a concentration
of 50µmol/l.
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Figure 6.11: All involved processes are reversible and allow for con-
tinuous measurements, without any flushing or regeneration between
different concentrations. After two cycles with varying glucose con-
centrations between 2.5mmol/l and 25mmol/l the centroid position
shifts back to its initial value.
6.4.2 Investigation of Hydrogel Degradation
Another advantage of this chemistry is the reversibility of all
the sensing processes. Since the reaction between glucose and
the phenylboronic acid quickly reaches a dynamic equilibrium,
and water can get in and out of the hydrogel freely, changes in
the glucose concentration in the overlying fluid quickly result
in changes in the water content of the hydrogel. The polymer
itself is tightly bound to the substrate, and the gold antennas
are not part of any chemical processes, and so the sensors are
stable. Hence, the plasmonic resonance wavelength reversibly
shifts back to the original value (Fig. 6.11).
In the measurement, two full cycles with glucose concen-
trations ranging between 2.5mmol/l and 25mmol/l could be
achieved, without any flushing or regeneration steps needed
in-between. The still visible slight redshift in the second cycle
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has to be included in investigations regarding long-term stabil-
ity of the sensor. As a redshift of the resonance corresponds to
an increasing refractive index, disintegration or delamination
of the polymer layer can already be excluded at this point.
6.4.3 Other Influences on the Sensor
A distinct and clear response of a sensor to a desired analyte,
as we have demonstrated above, is the basis of a good sen-
sor. Anyhow, also the influence of other substances is a key
point in sensor development. Ideally the sensor response is
solely limited to one specific analyte, while in reality very often
cross sensitivities play a crucial role and require special atten-
tion. In principle, such investigations always have to be carried
out with regard to a particular application and the substances
present in this context. Even though the border is blurred in
the realm of biological sensing we will distinguish between en-
vironmental influences and other possible analyte molecules.
Environmental influences are, for example, temperature, hu-
midity and pressure. While humidity can be neglected when
working with aqueous analyte solutions, additional parame-
ters like pH and ionic strength of the solution might get im-
portant. As our sensor is based on the formation of a charged
complex with an acid, both dependences are crucial in this case
and have therefore been measured.
For this study, analyte solutions with a fixed glucose concen-
tration of 10mmol/l were prepared with varying pH and ionic
strength (represented by NaCl concentration). In Fig. 6.12 the
centroid wavelength shift for pH values between 7.4 and 9.5 is
plotted (blue line). The lower limit of 7.4 has been chosen as it
is very common in physiological processes. Obviously, the pH
value confirms its expected strong influence on the hydrogel
swelling. Because a resonance redshift corresponds to a more
dense hydrogel, it can be concluded that for lower pH values
the response to glucose decreases. This can be explained with
the help of the reaction equation between glucose and the PBA
(cf. Fig. 6.4). For low pH values the equilibrium is shifted to the
left side, favoring the undissociated state of the PBA. Despite
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Figure 6.12: Dependence of the hydrogel response on pH value (blue)
and ionic strength (orange) of the analyte solution. For lower pH val-
ues the undissociated state of the PBA is more favorable, the swelling
for a given glucose concentration decreases, and consequently leads
to a redshifted centroid wavelength. At lower ionic strength values
the impact of the ionized PBA/glucose complex on the Donnan poten-
tial is higher. Hence the swelling for a given glucose concentration
increases, leading to a blueshift of the centroid wavelength.
the presence of glucose, there is no reason for the hydrogel to
swell. If the equilibrium is, in contrast, shifted to the right side
by high pH values, the PBA will become deprotonated even
without the presence of glucose. Hence, the hydrogel will be
already swollen, hampering further swelling on glucose expo-
sure. Consequently there is an optimal pH range around pH
9.0. It is related to the acid dissociation constant and can be
adjusted by using different PBA species.
The data points for different NaCl concentrations depicted
in Fig. 6.12 (orange line) reveal a blueshift, and hence a more
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pronounced swelling, for lower values. This can be attributed
to the higher impact of the ionization of the PBA on the Donnan
potential in an environment with less overall ionic strength. In
the next section we will explore the capability of the hydrogel
to filter large proteins.
6.4.4 Filtering Capabilities of the Hydrogel
In more application related environments, proteins are one of
the main issues a sensor of this type will need to deal with. To
simulate such a less clean sensing environment, we intention-
ally contaminated our analyte solutions with 0.5mmol/l albu-
min. This protein has a molecular weight of approximately
66kDa, and is also present in the human organism at simi-
lar concentrations. For safety reasons, BSA was used in the
experiments. To demonstrate the specificity of the hydrogel
layer, measurements were carried out on two otherwise iden-
tical samples, with just one of them coated with the hydrogel
film. Because of the small glucose signal on the bare gold an-
tennas (see Fig. 6.10a), the glucose concentrations in the ana-
lyte solutions were increased by a factor of four for the exper-
iment on the respective sample, so that clear visibility of the
single steps is maintained.
Without the hydrogel layer, the bulky protein molecules, as
expected, produce a large shift of the signal (Fig. 6.13a). Al-
though the concentration of BSA is much lower than that of
glucose (0.5mmol/l compared to 10mmol/l to 100mmol/l),
the signal induced by the protein exceeds the shift caused by
glucose because of the ratio of about 370:1 of their molecular
weights. Furthermore, the sticky protein covers the plasmonic
structures and prevents the resonance from returning to is ini-
tial position when changing back to pristine solutions without
BSA. The hydrogel, in contrast, prevents the macromolecules
from entering the sensitive area around the gold antennas, and
is still able to expand and contract as the glucose concentra-
tion changes to allow for clear readings of the injected glucose
concentrations.
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Figure 6.13: (a) Without the hydrogel film, the large and sticky (BSA)
proteins cause a large shift (transition region I to II), which does not
recover when returning to clean glucose solutions (region III). (b) By
adding a 1µm thick layer of hydrogel on top of the gold nanoantennas,
the proteins can be kept out of the sensitive region around the plas-
monic structures and glucose concentrations can be detected without
major disturbances.
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Figure 6.14: Different layer-by-layer assembly systems. (a) Two oppo-
sitely charged polymers are alternately adsorbed on a substrate. Link-
ing is established by electrostatic attraction. (b) The two polymers are
linked by reversible covalent bonds between hydroxide moieties and
a phenylboronic acid.
6.5 layer-by-layer growth for ultrathin films
During the characterization of our hydrogel coated plasmonic
nanoantenna arrays in the last section we have seen that a
hydrogel layer thickness of 1µm still leads to slow response
times, particularly for low glucose concentrations. From the
extent of the localized electric fields discussed in chapter 5 it
can be deduced that even thinner layers could be used with-
out loosing much signal. We therefore explore the tec nique
of layer-by-layer (LbL) assembly of polymers t fabricate glu-
cose responsive hydrogel films with possible thicknesses rang-
ing from a few nanometers to several hundreds of nanome-
ters [129,130].
The LbL approach is usually based on a cyclic process where
two oppositely charged polymers are alternately adsorbed on
a substrate. In a simple model, each layer is bound to the pre-
vious layer by electrostatic attraction and, at the same time,
changes the surface charge to allow for adsorption of the next
layer (see Fig. 6.14a). In between the steps, residual material
is removed by washing. The samples can be sequentially ex-
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posed to the different materials by various methods, such as
immersion, spin-coating or spraying [131].
A similar system, schematically depicted in Fig. 6.14b, can be
built exploiting the covalent reversible interaction of a PBA with
the hydroxide groups of polyvinyl alcohol (PVA). For that pur-
pose, the PBA is incorporated into polyacrylamide (PAAm) to
form poly[acrylamide-co-3-(acrylamido)-phenylboronic acid],
which we will hereafter refer to as P(AAm-AAPBA). Subsequently,
a multilayer system can be assembled by linking P(AAm-AAPBA)
layers with PVA via their PBA functionalized sites. If glucose dif-
fuses into the system it interacts with the PBA, breaking some
of the bonds to PVA. Hence, the linking between the layers is
loosened and the hydrogel swells (cf. Fig. 6.4).
The synthesis of the copolymer, fabrication of the LbL struc-
ture and its experimental characterization will be part of this
section.
6.5.1 Synthesis
As PVA is commercially available with almost arbitrary molecu-
lar weight, only P(AAm-AAPBA) has to be taken care of. Besides
the introduction of an acrylic acid moiety to APBA, formation
of the copolymer is necessary.
In this case, we used an alternative process to synthesize
AAPBA, which allows to avoid the use of tetrahydrofuran as a
solvent [132]. APBA (5g, 36.5mmol) was dissolved in NaOH
solution (73ml, 2mol/l) in a round bottom flask. The mixture
was cooled in an ice bath and cold acryloyl chloride (5.9ml,
73mmol) was added dropwise to the vigorously stirred mix-
ture over 15min. HCl solution (1mol/l) was slowly added
until the pH reached 1.0. A white solid precipitated and was
washed with cold water. The filtrate was extracted with ethyl
acetate three times. Afterwards, the organic phase was washed
with brine and the solvent was removed by rotary evapora-
tion. The resulting white solid was combined with the pre-
viously filtered material and recrystallized in H2O for purifi-
cation. Again, 1H NMR spectroscopy was used to verify the
synthesized product.
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Figure 6.15: (a) Polymerization is carried out in a heated round bot-
tom flask, equipped with a condenser and a nozzle for nitrogen purg-
ing. (b) The product is dried under vacuum conditions with the sol-
vent being collected in a cold trap.
P(AAm-AAPBA) was synthesized by free radical polymeriza-
tion [133]. For this purpose, acrylamide (1.352g, 19.0mmol),
AAPBA (0.19g, 1.0mmol), and 2,2’-azo-bis-isobutyronitrile free
radical initiator (10.0mg, 61µmol) were dissolved in dimethyl-
formamide (40ml). The reaction was carried out in a round
bottom flask equipped with a condenser and a nozzle for con-
tinuous nitrogen purging (see Fig. 6.15a). After 30min of ni-
trogen bubbling to remove dissolved oxygen, the mixture was
heated to 70 ◦C to start the polymerization. It was allowed to
continue for 24h and the product was precipitated in acetone,
filtered, and washed three times with acetone. Afterwards it
was dried under vacuum conditions, while the solvent was col-
lected in a cold trap (see Fig. 6.15b).
6.5.2 Layer-by-layer Growth
Following the synthesis of the necessary polymer constituents,
10mm× 10mm× 0.5mm glass slides were prepared for the
LbL assembly process. Therefore, several 100µm× 100µm ar-
rays of gold nanoantennas were fabricated using EBL. The sub-
strate surface was modified with amino groups by immersing
them in a 1wt% solution of (3-Aminopropyl)triethoxysilane in
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Figure 6.16: Immersion process for layer-by-layer fabrication of ul-
trathin films. The sample is alternately submerged in a solution of
PVA and P(AAm-AAPBA) for 15min to assemble a layer of the respec-
tive polymer. In between, loosely bound components are removed
by washing and drying the sample. The process is repeated until the
desired number of bilayers is reached.
toluene over night with subsequent washing with toluene and
drying. A precursor layer of polyacrylic acid was introduced
by soaking the samples in a 0.1wt% aqueous solution at pH
3.0 for 10min and washing them with water. PBA groups were
then added in an aqueous solutions of APBA (7.5mmol/l) and
1-(3-dimethylaminopropyl)-3-ethylcarbodiimide hydrochloride
(12.5mmol/l) for 4h.
For the cyclic assembly process of the single layers, two so-
lutions containing 0.1wt% of PVA (molecular weight Mw be-
tween 13 000 and 23 000) and P(AAm-AAPBA), respectively, were
prepared in 50mmol/l phosphate buffered saline (PBS) at pH
8.5. Starting with PVA, the sample was alternately submerged
in the solutions for 15min, withdrawn, rinsed in fresh PBS to
remove loosely bound polymer, and dried in air [133]. The pro-
cess is illustrated in Fig. 6.16 and is repeated until the desired
number of bilayers has formed.
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Figure 6.17: (a) Infrared spectra of the plasmonic resonance after fab-
rication (air), polymer multilayer assembly (polymer), immersion in
buffer solution (hydrogel), and on exposure to 10mmol/l glucose so-
lution. (b) The evaluated shifts are consistent with the expected be-
havior, and suggest successful growth of the hydrogel layer. Apart
from that, no response to glucose can be observed.
6.5.3 Characterization
The technique of LbL assembly of ultrathin layers was used to
produce two samples, which will be characterized by FTIR mea-
surements in the following. Therefore, plasmonic gold nano-
antennas were fabricated by EBL, with the identical procedure
and dimensions as used for the bulk hydrogel experiments in
section 6.4. A nominal length of 310nm, a width of 60nm,
a height of 40nm, and a periodicity of 700nm in each direc-
tion, again yielded a well modulated resonance in the near
infrared spectral region. Each substrate was treated complying
with the recipe specified above until 20 bilayers were reached.
Again, the microfluidic cell introduced in chapter 4 was used to
guide the liquids to the nanostructured area. The polymer was
removed around the nanostructures to render reliable sealing
between substrate and the silicone pieces of the cell possible.
An analyte solution was prepared based on 50mmol/l PBS at
pH 8.5, containing 10mmol/l of glucose. Because of the same
spectral region, also the spectrometer setup was adopted from
the previous experiments.
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To monitor the single steps, spectra were taken after all major
changes. The obtained spectra are plotted in Fig. 6.17a. A first
measurement was conducted on the just fabricated nanostruc-
tures surrounded by air. The large spectral shift going along
with the subsequent polymer assembly suggests a successful
growth process, considering the refractive index of the poly-
mer (npolymer > nwater > nair). Likewise consistent with the
expected behavior is the resonance shift back to shorter wave-
lengths as the polymer gets soaked with water and becomes a
hydrogel. However, a shift for the 10mmol/l glucose solution
can not be detected. Although analysis by means of the cen-
troid evaluation method does allow to track small variations of
the resonance position, a clear trend can not be observed. Fur-
thermore, the fluctuations of the resonance shift here are much
higher than with the bulk hydrogel at the beginning of this
chapter. Anyway, as the response of such systems to glucose
has been demonstrated [133], further chemical modifications
are expected to resolve this issue. Besides the general chal-
lenge of establishing a chemical process in a new environment,
the reasons might also be found in the exact composition of
the particular hydrogel. As reported by Zhang et al., a similar
polymer, containing more PBA functionalities, swells by 165%
upon immersion in water [134]. This indicates that the polymer
is already quite dilute in the initial state. While it is still able to
swell further on glucose exposure, the process does not entail a
notable refractive index change. A possibility to overcome this
limit, might be found in careful chemical engineering, which
results in the development of a polymer system particularly
suited for this type of sensors.
6.6 summary & noninvasive tear glucose sensing
A layer of functionalized hydrogel has been used to coat an
array of gold nanoantennas to provide a plasmonic sensor for
glucose molecules. The hydrogel polymer contains a phenyl-
boronic acid, which reacts with the glucose molecules and leads
to an effective refractive index change of the hydrogel, due
to the resultant increase in the water content of the hydrogel.
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Figure 6.18: Artistic picture of a contact lens used for noninvasive glu-
cose sensing. The changes in the optical spectrum of a functionalized
hydrogel coated plasmonic structure upon exposure to different glu-
cose concentrations is monitored by the reflected intensity of a laser
beam. Image: S. Hein
When detecting the changes via investigation of the plasmon
resonance shift, a clear signal is revealed in comparison to the
changes induced by the glucose molecules alone. This allows
for concentrations in the physiological range to be measured.
Furthermore, the temporal behavior of the system was ana-
lyzed as well as the reversibility of the process. The influence
of proteins on the measurement was studied with the results
suggesting the polymer is able to suppress negative effects.
Similar types of experiments have been carried out using
other techniques, for example, surface plasmon resonance spec-
troscopy (SPR) or quartz crystal microbalances (QCM) [135–
137]. While the examined sensing ranges are mostly compa-
rable, our concept provides the additional benefit of a simple
contactless optical setup, a sensing area down to the single par-
ticle level, and the inherent filtering properties of the hydrogel.
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Figure 6.19: Simplified setup for the demonstration of the noninva-
sive glucose sensing approach. The transmitted/reflected intensity of
a low power near-infrared laser is recorded by silicon photodiodes,
electronically processed and can be read out via USB to be displayed
on a tablet computer.
The biocompatibility of the hydrogel and gold nanostruc-
tures also encourages a future application in medical devices,
such as purely passive contact lenses (which are often hydrogel-
based) for non-invasive glucose sensing in the tear liquid. The
idea is schematically illustrated in Fig. 6.18. A low power in-
frared laser is used to monitor the spectral changes in the re-
flectance of a functionalized hydrogel coated plasmonic nano-
structure. For this purpose, a phenylboronic acid even more
specifically reacting with glucose at physiological pH values,
such as presented by Alexeev et al., could be used [138].
To facilitate this application, our research was partly funded
through the project Noninvasive measurement and analysis of glu-
cose levels of diabetes patients using metamaterials, in the Ideenwet-
tbewerb Biotechnologie und Medizintechnik of the Ministerium für
Wissenschaft, Forschung und Kunst Baden-Württemberg. In
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this context, we developed a simplified setup to demonstrate
the concept (see Fig. 6.19), including liquid handling as well
as optical readout and electronic signal processing. Instead
of taking a whole spectrum and determining the resonance
shift, only the change in the reflected/transmitted intensity in
the narrow spectral range of a laser is tracked. The signal is
recorded by standard silicon photodiodes and processed by in-
tegrated electronics. A USB connection provides power to the
system and can be used to display the signal on a workstation
or tablet computer.
In summary, the combination of plasmonic structures with
functionalized hydrogels appears to provide an interesting pa-
radigm for biosensing and extends the pool of options to adapt
plasmonic sensors to the needs of different applications.
·≺

7G L U C O S E S E N S I N G W I T H S E I R A
In the previous chapter we have seen that chemical functional-
ization is an essential part of many kinds of sensors for recog-
nition of a specific analyte. Though substantial, it is often one
of the most complex elements of a system as it involves se-
lective, preferably reversible, biomolecular binding reactions
between an analyte and an immobilized molecule on the sen-
sor surface. Another possibility is to directly identify analytes
by their physical properties. One particularly suited property
are molecular vibrations. Those vibrations occur when the
atoms in a molecule move periodically with respect to each
other and can be excited with electromagnetic waves in the
infrared range [57]. As the exact frequencies of different vi-
brations depend crucially on the constituent atoms and their
configuration, their knowledge can help to distinguish differ-
ent substances by their infrared absorption spectra. This tech-
nique is widely used in various fields of research, industry and
applications like, for example, structural investigation of chem-
ical compounds, monitoring of processes, and identification of
substances in the areas of health, safety, food and forensic sci-
ence [139,140].
The absorption cross-section of this process is, however,
rather small and long optical paths are necessary. Anyhow, it
has been shown that it can be enhanced by the strong localized
electric fields in the vicinity of resonantly excited plasmonic
nanoantennas by more than five orders of magnitude, intro-
ducing the concept of surface enhanced infrared absorption
(SEIRA) [35,141,142].
In the following we investigate this method applied to the
detection of glucose. Compared to chapter 6 were we relied
on the shift of a plasmonic resonance in the presence of glu-
cose, we now expect an additional feature, related to the ab-
sorption of the molecules, on top of the plasmonic resonance
83
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Figure 7.1: (a) In plasmonic refractive index sensing the signal is
based on a shift of the plasmonic resonance. (b) In surface enhanced
infrared absorption the signal arises as an additional feature on top of
the broad plasmonic resonance.
(cf. Fig. 7.1). The asymmetric line shape arises from the res-
onant coupling of the molecular vibration and the plasmonic
excitation.
7.1 measurement of high concentrations
A first measurement was carried out in transmission on an ex-
isting sample with antennas resonant at 1750 cm−1. A drop of
100mmol/l glucose solution was applied to the sample surface
and was subsequently allowed to dry. The resulting Fourier-
transform infrared (FTIR) spectrum (Fig. 7.3) exhibits the broad
plasmonic resonance at 1750 cm−1 with weak absorption fea-
tures on its right side. Those signals, denoted by red arrows,
can be attributed to the glucose absorption bands at 1460 cm−1,
1378 cm−1, and 1347 cm−1 (cf. Fig. 7.2).
In order to further investigate the behaviour, we designed
several plasmonic antennas with resonances between 1000 cm−1
and 1500 cm−1 using S-matrix simulations and fabricated ar-
rays of them on a CaF2 substrate by electron beam lithography
(EBL). CaF2 was used due to its transparency in the infrared
wavelength range.
Because we intended to detect glucose in aqueous solutions,
we adapted our measurements in several ways. To cleanly
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Figure 7.2: Infrared transmittance spectrum of D-glucose. Source:
Spectral Database for Organic Compounds, National Institute of Ad-
vanced Industrial Science and Technology, Japan
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Figure 7.3: SEIRA measurement of a dried glucose film. It exhibits the
broad plasmonic resonance with weak absorption features on its right
side (denoted by the red arrows).
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Figure 7.4: SEIRA measurement of aqueous analyte solutions contain-
ing high concentrations of glucose. The vertical dashed lines indicate
positions of absorption bands of glucose. No clear signals can be iden-
tified for any of the antenna arrays.
handle the fluids, we used the microfluidic cell described in
chapter 4. Furthermore, as water is quite absorptive in this
wavelength range, we switched from transmission to reflection
measurements and measured from the rear side of our sam-
ple. Considering the weak signals in the first measurement, we
prepared and measured three analyte solutions with glucose
concentrations of 250mmol/l, 500mmol/l and 1000mmol/l.
The corresponding spectra are plotted in Fig. 7.4. The vertical
dashed lines denote positions of pronounced spectral features
of glucose, according to Fig. 7.2. Despite the, in comparison
to the hydrogel functionalized glucose sensor (cf. chapter 6),
rather high glucose concentrations, there is no clear and unam-
biguous signal for any of the investigated antenna arrays.
In the next two sections we will therefore estimate the signal
that can be expected for aqueous glucose solutions and discuss
possible approaches for improvement.
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Figure 7.5: Structure, van der Waals surfaces, and dimensions of oc-
tadecanethiol and glucose molecules.
7.2 estimation of the signal strength
In order to estimate the SEIRA signal of a aqueous glucose
solution, we compare our experiment to work of Neubrech
et al. where the detection of a self-assembled monolayer of
octadecanethiol (ODT) on a plasmonic nanoantenna is demon-
strated [35]. The structural formulas and van der Waals sur-
faces for the alkanethiol ODT and glucose molecule are de-
picted in Fig. 7.5. For our calculation we consider a typical
gold antenna with a top surface of 1500 nm× 80 nm. In a self-
assembled monolayer of alkanethiols the typical surface area
per molecule is 21.6Å2 [143]. Hence, the number of molecules
in a monolayer on top of the antenna is approximately
NODT =
AAntenna
AMolecule
≈ 5.5 · 105. (7.1)
Furthermore, the molecules in the monolayer are tilted with
respect to the surface normal by 30° [143], which yields a layer
height of roughly 23Å [144]. We now calculate the number of
glucose molecules in the same volume as taken up by the ODT
molecules, assuming a glucose concentration of 100mmol/l.
The concentration is chosen as it corresponds to the highest
value used for the hydrogel functionalized plasmonic sensor.
Using the Avogadro constant NA, we obtain
NGlucose ≈ 1.7 · 104. (7.2)
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Additionally, we have to consider the number of bonds per
molecule possibly contributing to the signal. For reasons of
simplicity, we assume a strong C−H stretch mode and include
all bonds, neglecting their different environment. This gives a
total of 37 C−H bonds for ODT and 7 for glucose. Multiplying
with the number of molecules yields a ratio of approximately
170 : 1. This indicates that the signal of 100mmol/l glucose
solution is about two orders of magnitude lower, than the sig-
nal of a monolayer ODT and will not be detectable with this
method without further modifications.
7.3 possible approaches for improvement
The measurements and estimation of the signal strength re-
vealed that, despite the field enhancement around the plas-
monic antennas, a 100mmol/l aqueous solution of glucose is
too diluted to yield a suitable signal. Here we will present two
possible ways for further improvement, yet at the cost of higher
complexity.
The first approach is based on functionalization of the gold
antennas in order to accumulate glucose molecules in the ar-
eas of highest field enhancement. For this purpose, we make
use of the interplay of glucose with phenylboronic acid (PBA)
as introduced in Fig. 6.4. The PBA is in this case modified with
a thiol group to be immobilized on the surface of the gold
antenna [145]. When the glucose molecules in the solution in-
teract with the stationary PBA, they might concentrate around
the antenna, leading to an increased signal. A proof of concept
measurement exploiting this method was not successful. To
further pursue this idea, a closer examination of the functional-
ization chemistry is necessary. Nevertheless, the additional vi-
brational bands of the functionalization molecules and the still
lower signal from glucose in comparison to ODT could hamper
the success of this procedure.
Another potential concept relies on the application of the
functionalized hydrogel introduced in chapter 6 to the SEIRA
sensor. Coating the plasmonic antennas with this hydroxyethyl-
methacrylate (HEMA) based polymer will, owing to the large
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Figure 7.6: Infrared transmittance spectrum of hydroxyethyl
methacrylate. Source: Spectral Database for Organic Compounds, Na-
tional Institute of Advanced Industrial Science and Technology, Japan
number of identical molecules, lead to a strong signal. Al-
though the variety of vibrational bands of the polymer, illus-
trated in Fig. 7.6, will certainly mask those of glucose, they
could still give rise to a distinct signal. When the polymer
swells in the presence of glucose, two effects occur that might
cause a detectable signal. One is the movement of the spectral
position of vibrational bands due to stretching of the polymer
chains, accompanied by a change of the environment of the
involved atoms. The more prominent effect is, however, the de-
crease of the effective polymer content in the sensing volume
as it gets soaked with more water. As a consequence this will
lead to a smaller absorption amplitude, which could, for ex-
ample, be detected at the strong C−O stretch mode at around
1720 cm−1.
Anyhow, both of the suggested improvements will nullify
the intrinsic advantage of direct identification of substances by
infrared spectroscopy. It remains therefore unclear, if SEIRA
can prove its applicability for detection of small molecules in
solutions.
·≺

8N O N L I N E A R P L A S M O N I C S E N S I N G
Nonlinear effects and sensing have both been active fields in
the area of plasmonics and nanooptics. While research on non-
linear plasmonics is mainly focused on the fundamental un-
derstanding of the underlying microscopic processes and how
to enhance the generation of higher harmonic light [28, 146–
153], the concept of linear plasmonic sensing already moves
toward applications [71, 92]. Consequently, experiments deal
with application-related topics such as large area fabrication
[101–103], efficient analyte delivery [104, 154], optimization of
the structures with respect to sensitivity [100,155,156], and dif-
ferent functionalization methods for specific analytes [105–111].
In plasmonic refractive index sensing narrow line width and
hence steep slopes are desirable to track even small changes.
Since plasmonic resonances are usually rather broad, due to
radiative and ohmic losses, this is a pertinent point for im-
provement. An already exploited possibility is to employ dark
or subradiant modes, as demonstrated with various types of
Fano resonances and the plasmonic analog of electromagneti-
cally induced transparency (EIT) [93, 94, 127]. However, exper-
iments in nonlinear plasmonics show that the third harmonic
(TH) spectrum of a plasmonic antenna is also spectrally nar-
rower than the linear plasmon resonance. The narrowing in
this case is caused by the third-order dependence of the signal
on the incident light intensity. These findings suggest that a
nonlinear plasmon sensor exhibits a higher sensitivity, which
shall be explored in the following.
In general, plasmonic sensors can be used in different ways:
First, they can be used as refractive index sensors for bulk sur-
roundings. For example, a liquid surrounds the plasmonic
nanoantenna and changes its index. This will shift the plas-
monic resonance of the antenna. Second, the refractive index
of the antenna itself could change, for example when filling a
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Figure 8.1: Principle of linear and nonlinear plasmonic sensing. A
refractive index difference ∆n in the environment of plasmonic nanos-
tructures causes a shift of their resonance frequency. (a) In the linear
configuration, the transmittance difference ∆T upon excitation at a
given frequency ω is tracked as the sensor signal. (b) In nonlinear
sensing, the plasmonic resonance is driven at frequency ω and the
resonantly enhanced third harmonic at frequency 3ω serves as the
sensor signal. Due to the narrowing of the TH resonance caused by
the nonlinear process, a larger signal ∆I can be expected.
palladium nanoantenna with hydrogen, causing formation of
PdH which has a different refractive index than Pd. This also
will lead to a shift of the antenna resonance. Third, on the sur-
face of the plasmonic antenna, a layer of molecules could be at-
tached which can act as molecular detector for binding-specific
target molecules. When such binding-specific molecular recog-
nition happens, also the refractive index of the surrounding
medium changes, as the electric field enhancement is highest
in the first few nanometers around the antenna [142].
In the linear sensing configuration, light at a frequency ω
is routed through the analyte-covered nanoantennas and the
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transmitted or absorbed intensity at the same frequency is mea-
sured (Fig. 8.1a). A change in the refractive index of the analyte
∆n causes a resonance shift ∆ω, which directly leads to the de-
tected intensity difference ∆T at frequency ω. Alternately, the
shift ∆ω of the resonance itself can be tracked, but this requires
recording the entire spectrum. The nonlinear configuration in-
troduced here relies on the same fundamental principle, but
probes the resonance shift through generated light intensity at
the third harmonic frequency 3ω (Fig. 8.1b). As this light is cre-
ated through a nonlinear optical process, its intensity crucially
depends on the incident intensity on the nanoantennas at the
fundamental frequency [43]. Consequently, the shape of the
linear absorbance spectrum is even more pronounced for the
third harmonic intensity spectrum and the detectable relative
intensity difference ∆I/I should be larger.
Our sensor signals are therefore given as
sL =
∆T
T1
=
T2
T1
− 1 and sNL = ∆II1 =
I2
I1
− 1, (8.1)
with ∆T = T2−T1 and ∆I = I2− I1 for the linear and nonlinear
sensor signals, respectively.
In the next sections we introduce a model that describes
the nonlinear response of our system, followed by a detailed
discussion of the mathematical predictions. Subsequently, we
characterize our samples experimentally by nonlinear spectros-
copy, and perform an application related sensing experiment,
comparing the linear and nonlinear sensing configuration.
8.1 the anharmonic oscillator model
In the previous section, we introduced our concept of nonlin-
ear plasmonic sensing and gave an intuitive description of the
expected enhancement. To make a more quantitative predic-
tion of what to expect, we model our system by an anhar-
monic oscillator. Here, the plasmon is treated as a classical
harmonic oscillator with a small third-order perturbation. De-
spite its simplicity, this model has already proven its accuracy
when applied to third harmonic spectra of plasmonic nanoan-
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tennas [23, 157, 158]. In this chapter, we are going to describe
the anharmonic oscillator model in detail and derive an ex-
pression for the experimentally accessible quantities of linear
absorbance A and generated third harmonic intensity I, respec-
tively.
The model is based on the Lorentz oscillator model discussed
in section 2.1. Yet, for high external electromagnetic fields, the
assumption of a harmonic potential for the oscillating electrons
is not justified anymore. Therefore, we include higher order
terms in the binding potential of the electrons V(x):
V(x) =
1
2
meω20x
2 +
1
4
meax4 (8.2)
As we are interested in third order nonlinear effects, accord-
ing to section 2.3 we omit the term of third order in the dis-
placement of the electron x and only add an extension term of
fourth order. Hence, the potential remains symmetric and we
get a term proportional to x3 in the corresponding differential
equation
x¨(t) + 2γx˙(t) +ω20x(t) + ax(t)
3 = − e
me
E(t) (8.3)
where the coefficient a is related to the strength of the anhar-
monicities in the potential V(x). Because there is no analytical
solution for this equation, we solve it by means of perturbation
theory and start with the ansatz
x(t) = x(0)(t) + ax(1)(t) + . . . . (8.4)
If it is inserted into eq. 8.3 the differential equation of the an-
harmonic oscillator can be split into two equations containing
the terms being of the same order of a:
a(0) : x¨(0)(t) + 2γx˙(0)(t) +ω20x
(0)(t) = − e
me
E(t) (8.5)
a(1) : x¨(1)(t) + 2γx˙(1)(t) +ω20x
(1)(t) = −[x(0)(t)]3 (8.6)
The differential equation of zeroth order is equivalent to the
unperturbed Lorentz oscillator (cf. eq. 2.15). From section 2.1
we already know the solution in frequency domain to be:
x(0)(ω) = − e
me
g(ω) E(ω) (8.7)
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with g(ω) = −(ω2 − ω20 − 2iγω)−1 which we related to the
first order susceptibility in eq. 2.17.
Before solving the equation of first order in a, we want to de-
rive an expression for the linear absorbance A from the current
result. For that purpose, we consider the intensity of a plane
wave E(z) = E0 e−ikz, using eqs. 2.13 and 2.18, and compare it
to Beer’s law, which expresses the attenuation of electromag-
netic waves in a medium in terms of the attenuation coefficient
α [41]:
I(z) = I0 e−2κ
ω
c z = I0 e−αz. (8.8)
If we additionally apply eq. 2.18, this leads to
α = 2κ
ω
c
≈ ω
c
=
[
χ(1)
]
. (8.9)
Furthermore, we can express the absorbance A in terms of in-
tensities
A(z) =
∆I(z)
I0
= 1− I(z)
I0
= 1− e−αz ≈ αz ∝ α (8.10)
where a Taylor expansion was used to estimate the exponen-
tial function in the end. Inserting eqs. 2.17 and 8.9, our final
expression for the absorbance can now be written as
A(ω) = A0
γω2(
ω2 −ω20
)2
+ 4γ2ω2
(8.11)
with a proportionality factor A0 related to the detailed material
properties.
To simplify the solution of the second differential equation
(8.6), we restrict ourselves to continuous waves for the external
electric field, which can be described by E(t) = E1eiω1t. This
can be written in frequency domain as E(ω) = 2piE1δ(ω−ω1)
and we can rewrite eq. 8.7 for this case:
x(0)(ω) = −2pie
me
g(ω) E1(ω) δ(ω−ω1). (8.12)
Fourier transformation back to time domain gives
x(0)(t) = −2pie
me
g(ω1) E1eiω1t. (8.13)
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Obviously, eqs. 8.5 and 8.6 have a very similar structure.
Hence, the right hand side of the latter can be interpreted as an
external force and the equation can be solved in analogy to the
Lorentz oscillator model (cf. section 2.1) by applying a Fourier
transform to the whole equation. This yields
x(1)(ω) = −g(ω)F
{
[x(0)(t)]3
}
= −g(ω)F
{(
2pie
me
)3
g(ω1)3 E31 e
i3ω1t
}
= −
(
2pieE1
me
)3
g(ω1)3 g(ω) δ(ω− 3ω1) (8.14)
with F denoting the Fourier transformation. We note that
x(1)(ω) is proportional to g(ω1)3.
Using the fact that the radiated far-field of a plane of oscil-
lating charges, representing our nanoantenna array, is propor-
tional to the velocity of the electrons x˙(t), we can calculate the
third harmonic intensity as [159]1
I(ω) ∝ |E(ω)|2 ∝ ω2|x(1)(ω)|2 ∝ ω2|g(ω1)3|2. (8.15)
Hence, our final result for the third harmonic intensity is given
by
I(ω) = I0
ω2((
ω2 −ω20
)2
+ 4γ2ω2
)3 (8.16)
where I0 contains all proportionality factors, including the ma-
terial dependent parameter a, and is used for scaling purposes
when dealing with experimental data.
Equations 8.11 and 8.16 now allow us to investigate the sen-
sor signals defined in eq. 8.1 by means of our model.
8.2 modeling the nonlinear response
The equations for the linear absorbance A and the generated
third harmonic intensity I that were derived in section 8.1 are
1 Making use of the fact that the first derivative in time domain yields a factor
iω in frequency domain.
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now used to gain a deeper understanding of our sensor con-
cept. Although in experiments transmittance T is easier ac-
cessible for measurements, we start our discussion based on
absorbance A as the originally modeled quantity, and discuss
the effects of switching to transmittance in the second part of
this section. Therefore, we write the sensor signals in analogy
to eq. 8.1:
sL =
∆A
A1
=
A2
A1
− 1 and sNL = ∆II1 =
I2
I1
− 1. (8.17)
Fig. 8.2a shows A and I around a resonance frequency ω0. The
primary fact to note here is the distinctly lower line width for
the third harmonic intensity spectrum. For the investigation
of the sensing behaviour, we do a linear approximation for the
intensity changes ∆A and ∆I
∆A =
∂A
∂ω0
∆ω0 and ∆I =
∂I
∂ω0
∆ω0 (8.18)
which is valid for small shifts ∆ω0 and allows for analytical
evaluation of the sensor signals. Additionally, we evaluate the
signals numerically by evaluating A(ω) and I(ω) explicitly for
ω0 and ω0 +∆ω0 and calculating the relative intensity changes
through A2/A1 − 1 and I2/I1 − 1, respectively. The results for
∆ω0/ω0 = 3% are plotted in Fig. 8.2b and confirm that the an-
alytical and numerical solutions agree very well. Furthermore,
the nonlinear signal clearly outperforms the linear signal.
We now calculate an enhancement factor by just dividing the
nonlinear signal by the linear signal (Fig. 8.2c) and taking the
absolute value. The analytically calculated enhancement factor
is
sNL
sL
=
∆I/I
∆A/A
= 3, (8.19)
which one might intuitively expect from a third order nonlin-
ear process. Despite the as of yet good agreement, the numer-
ical result reveals a clear deviation. This deviation originates
from the fact that the third harmonic signal does not only shift
for a change in ω0 but also changes its maximum value. While
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Figure 8.2: (a) Modeled absorbance (A) and third harmonic (I) spec-
tra. (b) Numerically and analytically calculated ratios of the corre-
sponding spectra. (c) The analytically (with linear approximation) cal-
culated enhancement for the nonlinear signal yields a factor of three,
which one might intuitively expect for a third order nonlinear process.
Exact evaluation reveals an additional contribution.
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the amplitude at the central wavelength, given as A (ω0) ∝ 1/γ
for the linear case, is independent of ω0, the TH signal at ω0
scales as I (ω0) ∝ 1/
(
γ6ω40
)
, showing a strong dependence on
ω0. Therefore, the nonlinear signal does, in contrast to the lin-
ear signal, exhibit a slightly different line shape. Consequently,
this leads to an additional enhancement factor.
Like mentioned at the beginning of this section, in experi-
ments often transmittance T is the measured quantity. Gen-
erally, absorbance A, transmittance T, and reflectance R are
related through T + R+ A = 1. Because in our model absolute
amplitudes do only act as a scaling factor, and assuming that
scattering and absorbance exhibit the same resonant behaviour,
we can approximate A as 1− T. In some situations it is, how-
ever, still necessary to use ∆T/T as the signal. This has an
influence on our model as
∆A
A1
=
A2 − A1
A1
=
−∆T
1− T1 6=
∆T
T1
. (8.20)
We therefore take a closer look at the effects on the enhance-
ment factor for this situation. The corresponding spectra are
shown in Fig. 8.3a. In analogy to the previous analysis, relative
intensity changes are evaluated analytically as well as numer-
ically (Fig. 8.3b). The resulting curves exhibit a flipped sign
according to eq. 8.20 for linear signal. Additionally, the linear
signal drops off much faster on both sides of the resonance
compared to the nonlinear signal. This behaviour originates
in the fact that T approaches one far-off the resonance, while
A approaches zero instead. This leads to a diverging enhance-
ment factor on both sides of the resonance (Fig. 8.3c), which is
generally still not scientifically impossible as noise will also in-
crease with vanishing signals in this spectral region. Anyway,
this frequency dependent treatment of the enhancement factor
is of minor significance, as one will just compare the maximum
achievable signals of both methods independently.
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8.3 nonlinear spectroscopy
After a detailed discussion of the sensor properties on the basis
of the anharmonic oscillator model in the previous section, we
will study the linear and nonlinear response of our system ex-
perimentally. For characterization of our system and investiga-
tion of its spectral behavior, we first do nonlinear spectroscopy.
In our TH spectroscopy setup, laser pulses are focused on
100µm× 100µm arrays of dipole nanoantennas, polarized par-
allel to the long antenna axis. Gold nanoantennas are fabri-
cated by standard EBL with parameters estimated by S-matrix
simulations in advance (see section 3.1). A sapphire substrate
is used to ensure good thermal conductivity and suppress sig-
nal drifts through heating effects when conducting experiments
with high pulse powers and several hours duration [160]. The
sample is mounted in a microfluidic cell with a 70µm thick
liquid channel (see chapter 4). Aqueous analyte solutions can
be guided to the nanoantennas by simply connecting the inlet
tubing to a reservoir about 20 cm above the cell and placing
the outlet to a drain below the cell level. Behind the sample,
a grating spectrometer with a Peltier-cooled 2D CCD chip is
used to detect the generated third harmonic light. Fundamen-
tal and second harmonic light is removed by Schott KG5 and
UG11 filters. For linear transmission measurements, a white
light source can be coupled into the beam path. Details of the
setup are illustrated in Fig. 8.4
To perform TH spectroscopy, we shape 30 fs laser pulses with
a Gaussian wavelength distribution and peak wavelengths be-
tween 910nm and 1120nm in 15nm steps with an average
power of 15mW with the laser system introduced in section 3.3.
For every step we successively record TH intensities for pure
water and 8.5mol/l aqueous ethanol solution. The two analyte
solutions have a refractive index difference of ∆n ≈ 1.5× 10−2.
Deionised and filtered water, devoid of biological impurities,
was used throughout the experiment. Integration time of the
TH signals varies between 10 s and 30 s, depending on signal
strength. The different integration times and background ef-
fects are accounted for by appropriate normalization. Finally,
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Figure 8.4: Illustration of the setup used for third harmonic spectros-
copy and nonlinear sensing. Pulses with a Gaussian wavelength dis-
tribution and peak wavelengths between 910nm and 1120nm can be
shaped by the laser system described in section 3.3. Fundamental and
third harmonic light can be spatially split by a prism sequence and al-
ternatively be detected by a grating spectrometer or a photo multiplier
tube and a silicon diode, respectively.
the TH signal is normalized to the signal generated by the bare
substrate (as measured through the cell) and spectrally inte-
grated to deliver a scalar value for the intensity.
In order to map the entire resonant behavior, which exceeds
the available tuning range of our laser, we investigated three
nanoantenna arrays with varying parameters. All antennas are
fabricated with a nominal width of w = 60 nm and height of
h = 40 nm, but differ in length. Scanning electron microscope
(SEM) images in Figure Fig. 8.6 (right column) depict the respec-
tive antennas with lengths of l = 150 nm, 165 nm, and 180 nm.
Linear and third harmonic spectra with increasing resonance
wavelength are shown in Fig. 8.5a-c for for pure water (blue)
and 8.5mol/l ethanol solution (orange) surrounding the nano-
antennas, and are evaluated by fitting eq. 8.11 and eq. 8.16 to
the respective measurement data. The linear resonances ex-
hibit spectral shifts between 5.6nm and 7.1nm. The impres-
sion of a broadened TH spectrum for the nanoantennas cov-
ered with ethanol solution (cf. Fig. 8.5b) is not confirmed by
8.4 nonlinear sensing 103
the fit and has its origin in the combination of spectral shift
and intensity change. Furthermore, the data point at 910nm in
Fig. 8.5c and Fig. 8.6c had to be omitted as the laser system did
not allow for pulses with shape and power comparable to the
previous measurements at this edge of the tuning range. De-
spite the lower absolute TH intensity for the shortest antennas,
all their respective ratios exhibit the expected dispersive shape
centered on the resonance, and clearly indicate a much higher
relative signal change for the nonlinear signal (Fig. 8.6a-c). All
trends agree nicely with the modeled behavior displayed in
section 8.2. Variations in absolute signal levels and devia-
tions from the modeled behavior are well within the expected
uncertainties in nonlinear spectroscopy measurements and can
be attributed to tolerances in fabrication of the nanoantennas
and measurements. Additionally, in a first approximation, the
TH sensitivity does not depend on the excitation power. Even
though the incident intensity certainly has a strong influence
on the absolute TH intensity, the sensor signal, as a differential
signal, is not affected. In order to further investigate the be-
havior, we choose the spectral position denoted by the vertical
dashed line in Fig. 8.6a to directly compare linear and nonlin-
ear sensing in the following. This wavelength is close to the
maximum sensitivity for both methods and the selected an-
tenna array exhibits the maximum nonlinear sensitivity ∆I/I
of the presented structures.
8.4 nonlinear sensing
Using linear and third harmonic spectroscopy, we character-
ized the linear and nonlinear response of our gold nanoan-
tenna arrays. In the following we compare the two sensing
concepts in a scheme closer related to applications, monitor-
ing concentration variations in analyte solutions by measuring
transmittance changes in a narrow spectral region.
For a sound comparison, it is most favorable to detect linear
and nonlinear signals simultaneously. Therefore, we modify
our setup and replace the spectrometer by two separate detec-
tors. Light at the fundamental and third harmonic wavelengths
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Figure 8.5: (a-c) Measured 1 − T (solid lines) and third harmonic
(connected dots) spectra for water (index W) and 8.5mmol/l aqueous
ethanol solution (index E), corresponding to ∆n ≈ 1.5 · 10−2. Three
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in Fig. 8.6 were investigated.
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is split spatially by a prism sequence and routed into a silicon
photodiode and a photomultiplier tube (PMT), respectively. The
two detector signals are fed into identical lock-in amplifiers to
ensure equal signal treatment. The associated light chopper is
inserted in front of the focusing optics of the beam incident to
the sample. Again, Schott UG11 filters are used to protect the
PMT from stray light.
The measurement is carried out on the 150nm antenna array
at 970nm incident wavelength (as denoted in Fig. 8.6a), with
an average on sample power of 5mW, focused onto a diam-
eter of 50µm. Six aqueous ethanol analyte solutions are pre-
pared by a dilution series, with concentrations corresponding
to ∆n ≈ (150, 60, 30, 15, 6, 3)× 10−4 with respect to the refrac-
tive index of pure water. Decreasing concentrations of analyte
solutions are, alternately with pure water, filled into the sensor
cell in a continuous measurement. Data points are recorded ev-
ery 200ms and are subsequently averaged by a percentile filter
with a span of 60 s.
The resulting time traces are plotted in Fig. 8.7a. The nonlin-
ear signal shows a maximum increase as high as 70% for con-
centrated ethanol solution, whereas the linear signal decreases
by approximately 10% for the same concentration. Those re-
sults are consistent with the values from the previous spec-
troscopy measurements (at the spectral position indicated by
the vertical dashed line in Fig. 8.6a. Although high signals are
desirable for a sensor, equally important values are signal-to-
noise ratio (SNR) and, closely related, the limit of detection. In
order to compare those quantities for both methods, we invert
the linear signal and normalize both signals to an interval from
0 to 1 (Fig. 8.7b). In this representation it becomes apparent
that the signal-to-noise ratio is almost equal for both methods,
leading to an estimated detection limit of ∆n ≈ 1× 10−3.
8.5 conclusions
In summary, we introduced in this chapter nonlinear plasmonic
sensing to enhance the sensitivity of localized surface plasmon
resonance sensors. The strong dependence on the local elec-
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tric fields of the nanoantennas in the process of third harmonic
generation gives rise to a distinct increase of the sensor signal.
The spectral behavior of the nonlinear signal obtained by third
harmonic spectroscopy could also be described by an anhar-
monic oscillator model. In direct comparison it turns out that
both methods reproduce the refractive index changes equally
well and no distortion occurs due to the nonlinear process.
Anyhow, special attention has to be paid to the almost equal
signal-to-noise ratio of the two concepts. Both methods simul-
taneously probe the same (linear) process, namely the reso-
nance shift upon a change in the dielectric environment of
the antenna. Therefore, we suspect that the main source of
noise in our system is the laser system. Consequently, enhance-
ment factors, like discussed in section 8.2, generally have to be
treated with caution and are of minor significance without a
detailed investigation of the underlying process and the respec-
tive sources of noise. Nevertheless, the fact that the nonlinear
signal is comparable to the linear one, despite its many orders
of magnitude lower absolute amplitude, leads to the conclu-
sion that experimental techniques allow to use linear and non-
linear processes equally in such applications.
Future investigations could include nonlinear sensors that
do not just rely on a shift of the resonance frequency, but on
a change of the damping parameter γ, such as for example in
palladium-based plasmonic hydrogen sensors [161, 162]. The
benefit of this method lies in the fact that damping contributes
drastically to the generated third harmonic intensity. There-
fore, even higher enhancement might be achievable. Other
sensing schemes that rely on alternative nonlinear wave mix-
ing processes are also available, such as second harmonic gen-
eration (SHG) [163–165], sum frequency generation (SFG), differ-
ence frequency generation (DFG), or four wave mixing (FWM).
Particularly interesting could be the combination of anisotropic
liquids with resonant nanoantennas, which break inversion
symmetry and enhance especially χ(2) processes. This will also
become relevant when going from bulk refractive index sens-
ing toward surface-functionalized sensing, where individual
small molecules or thin molecular layers, directly on the sur-
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face in the region of highest field enhancement, generate the
nonlinear optical effects. Especially when considering second
harmonic generation, the symmetry of the molecules and their
specific orientation might result in additional nonlinear optical
signals [166].
·≺

9S U M M A RY & O U T L O O K
This thesis dealt with different aspects of localized surface plas-
mon resonance (LSPR) sensing. It covered the topics of opti-
mizing the plasmonic structure itself, the often necessary func-
tionalization for the recognition of a specific analyte, and the
detection scheme for the changes of the plasmonic resonance.
We analyzed the sensing performance of a complex coupled
plasmonic structure by means of perturbation theory and nu-
merical simulations. Ths structure consists of a dipole an-
tenna in the bottom layer and two parallel antennas in the top
layer, which are perpendicular to the first one and support a
quadrupolar mode. The coupling strength can be adjusted by
the displacement of dipole antenna from its symmetric posi-
tion. Because of the coupling of the two initial modes, the op-
tical spectrum of the structure exibits two hybrid modes. We
have seen that the shift of the resonant modes under a local
refractive index change is directly related to the energy storage
in the analyte volume, that is, the energy stored in the plas-
monic mode. Different sensing scenarios, such as refractive
index changes in the bulk volume or in a thin layer around the
structures were investigated. Both can either be detected via a
shift of the resonance or a intensity difference at the slope of
the resonance. We observed that resonance shifts are maximal
for low coupling strength at the high energy mode. In contrast,
intensity differences for a given refractive index change are
best monitored using the distinct spectral features and steep
slopes provided in the strong coupling regime. The behavior in
the case of changes limited to the structure surface follows the
trend for refractive index variations in the bulk surroundings.
In general, the transition from the uncoupled to the coupled
structure leads to an enhancement of the sensor performance,
indicating its superiority in comparison to simple dipole anten-
nas.
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As it is impossible to distinguish between the different ori-
gins of a refractive index change with just a bare plasmonic
structure, functionalization is of crucial importance. Ideally, it
limits the response of the sensor to a single desired analyte and
at the same time enhances the signal. By coating arrays of gold
nanoantennas with a thin layer of a hydrogel, which is func-
tionalized to respond to glucose with a reversible swelling, we
demonstrated such a clear signal enhancement in comparison
to the changes induced by the glucose molecules alone. This al-
lowed to detect concentrations in the physiological range. An-
other important aspect, especially in the realm of biological
sensing, is the influence of proteins. These bulky and sticky
molecules easily affect a sensitive detector. We have shown that
the hydrogel layer successfully prevents them to enter the sen-
sitive area around the plasmonic structures and ensures clear
readings for varying glucose concentrations. What is more, the
biocompatibility of the hydrogel as well as the gold structures
enables applications in biomedical devices.
Owing to slow diffusion processes in the unswollen poly-
mer, the response time of the hydrogel covered sensor increases
for low glucose concentrations. The strongly confined fields
around the nanostructures permit to counteract this issue by
further decreasing the thickness of the hydrogel layer. There-
fore, we adapted a layer-by-layer fabrication approach to obtain
an ultrathin hydrogel film. Here, the polymer film is grown
by alternately depositing monomolecular layers of differently
functionalized polymers. However, even though we could suc-
cessfully grow the multilayered structure, the system did not
respond to glucose solutions as expected. Further chemical
modifications are expected to resolve this issue. Therefore, the
technique still is an interesting alternative for hydrogel coated
sensors.
Obviously, chemical functionalization is a challenging step
in the sensor design. Hence, identifying substances via their
unique molecular fingerprints in the infrared spectral region
is a tempting alternative, which we pursued by studying the
same analyte with surface enhanced infrared absorption (SEIRA).
In contrast to the previous results, in SEIRA we can only make
summary & outlook 113
use of the enhanced plasmonic near-fields, while no additional
enhancement scheme comparable to the hydrogel is available.
Thus, we expect to not be able to detect concentrations as low
as in the case of hydrogel assisted refractive index sensing. An
estimation of the signal strength reveals that also in this sys-
tem functionalization is required in order to accumulate the
analyte molecules of dilute aqueous solutions in the areas of
high field enhancement and thus boost the response. This ap-
proach, however, is in conflict with the inherent advantage of
identifying analytes by their molecular vibration spectra.
Finally, we introduced the novel concept of nonlinear plas-
monic sensing to enhance the sensitivity of LSPR sensors by an
nonlinear detection scheme. The strong dependence on the lo-
cal electric fields of the nanoantennas in the process of third
harmonic generation gives rise to a distinct increase of the sen-
sor signal. Our nonlinear spectroscopic results are well de-
scribed by an anharmonic oscillator model. Direct comparison
of linear and nonlinear sensing in continuous measurements
yet lead to an equal signal-to-noise ratio. Real enhancement
is therefore restricted to systems where the analyte has a fun-
damental influence on the nonlinear process, that is, in which
the analyte enables an additional contribution to the nonlinear
signal.
From the aforementioned results we can draw a number of
general conclusions: First of all, we have to note the eminent
enhancement of the sensor response by the hydrogel function-
alization. It clearly outperforms the gain acquired through the
use of a complex coupled structure. Considering the additional
benefit of its specificity and filtering capabilities, it will be the
system of choice in many applications for aqueous analyte so-
lutions. Particularly the fact that hydrogels can be functional-
ized to respond to a multitude of analytes and are yet not even
optimized for the specific task in plasmonic sensing underlines
the large potential of the technique. The use of high refractive
index polymers in the hydrogels could for instance lead to an
enhanced refractive index difference upon hydrogel swelling.
Moreover, it is noteworthy that all results keep their validity
when moving from arrays of nanostructures to single particles.
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In contrast to other techniques such as quartz crystal microbal-
ances or surface plasmon resonance spectroscopy, one of the
main advantages of LSPR sensors, namely the ultrasmall sens-
ing volume, can be fully exploited in this case.
The different measurements also reveal that tracking a res-
onance shift of a spectral feature is in almost all situations
preferable, compared to intensity differences at the slope of
the resonance. Using the entire spectral information with the
centroid evaluation method, allows to monitor minute shifts
even in the case of broad resonances. Furthermore, the reso-
nance position is directly related to the physical properties of
interest, while the recorded intensity differences, in contrast,
suffer from fluctuations of the utilized light source, which can
often not be neglected.
Apparently, coupled plasmonic structures are extremely sen-
sitive to minute changes in the relative position and distance
of the constituent particles. Using the reversible swelling of
hydrogels in the presence of the desired analyte consequently
allows to manipulate the optical properties of plasmonic nano-
particle groupings and is a thus a highly interesting route for
further optimization of the sensor structures presented in this
thesis.
·≺
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