INTRODUCTION
Breeding for hybrid cultivars is one of the earliest and most efficient methods of genetic improvement. A fundamental step in this process is the genotype assessment in crosses to select the parents which result in the best hybrid combinations. Single cross among all the parents or among those of known diverse origin must be obtained for this purpose. Diallel crosses have been designed to assess the properties of the parents submitted to hybridization. The methods proposed by Griffing (1956) and Gardner and Eberhart (1966) are outstanding because of their simplicity and number of applications.
The genetic properties of greatest interest are the general combining ability (GCA) and the specific combining ability (SCA). The first concept is the mean potential of a genotype for hybrid production when crossed with a series of other genotypes (broad genetic base). The second refers not to individual genotypes, but to properties of a specific cross, that is, it measures the potential of each parent combination for hybrid production.
Once the hybrids have been obtained and experimentally assessed, either with or without their parents, the data are usually treated statistically by diallel or combining ability analyses. The resulting SCA estimates are, finally, presented in two-way tables (females x males) also called diallel tables. Although their interpretation is simple and direct, the 
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identification of the favorable hybrid combinations could be improved with a graphic representation. The parent clustering in the heterotic groups could also be easily confirmed by visual inspection. It is worth mentioning that in classical diallel analyses the SCA is estimated as residue from fitting of the additive main effects. However, it is risky to assume that this residue is solely due to the genetic interaction between two parents. Part of this component may be the result of other effects (noise) besides the interaction itself (Mandel, 1971) . In this sense, the adoption of models that allow the isolation of additional error effects in the SCA estimation is pertinent.
This study presents the fundamentals of biplot representation (Gabriel, 1971) , usually used in multivariate analyses, applied to the description of the SCA table or matrix. Considering the conceptual equivalence between SCA and a simple interaction of factors, the theoretical base of this mathematical technique has already been described in the AMMI analysis (Additive Main Effects and Multiplicative Interaction Analysis). In this method, the main effects are additive modeled by analysis of variance, and the interaction effects are multiplicative modeled by singular value decomposition (SVD). This latter procedure is equivalent to a double principal components analysis (PCA), applied jointly to rows and columns of the interaction matrix Gauch and Zobel, 1996; Duarte and Vencovsky, 1999) . Although the majority of the applications of this analysis are related to genotype x environment interaction (GEI) studies, the authors suggest its perfect adaptation to line assessment in test crossings, such as the diallel crosses.
METHODOLOGY Singular value decomposition
The biplot graphic display is based on a matrix algebra tool called singular value decomposition (SVD). Proposed by Eckart and Young (1936) , this procedure allows writing a real matrix B, of rank p, as a sum of p orthogonal unitary rank matrices:
where: k=1, 2, ..., p and p ≤ min{l , c} and λ k is the k th singular value of B (the square root of the k th non-zero eigenvalue of BB' or B'B), and u k and v k ' are the associated singular vectors, column vector and row vector respectively.
When the sum for k is applied only to the n first terms (with n<p), an approximation for B of rank equal to n is obtained, with interesting mathematical and statistical properties. The resulting matrix represents the best approximation of B in the sense of having a smaller sum of squares of the deviations of the B elements compared to corresponding elements of the approximate matrix ( B ). Thus, the denomination napproximation of least squares of the B matrix (Good, 1969; Gabriel, 1978) .
Arranging the p singular values in decreasing order in a diagonal matrix (S (p) ) and the corresponding singular u k and v k ' vectors in two matrices U (lxp) and V' (pxc) , respectively, the previous expression may be written as: B=USV'. Thus U will have the p vectors u k in its columns and V', the p vectors v k ' in its rows, sequentially placed.
The use of SVD to obtain the approximation of a matrix by another of a lower rank represents exactly the application adopted by the AMMI analysis to interpret GEI (the interactions matrix assumes the role of B). In the present case, B (fxm) is the SCA matrix, where f is the number of rows (female) and m is the number of columns (males) in the diallel table. In a complete diallel (all the genotypes crossed among each other without reciprocal effect) B is a square and symmetric matrix. However, in a partial diallel (crosses only among genotypes of different groups) B is no longer symmetrical and can even be rectangular, but these facts do not preclude the application of the SVD in view of its generality.
Another important property of the SVD is that it determines a partition of the sum of the squares of the elements of the original matrix (SS B ). Considering that B is the matrix of the estimates of the SCA deviations ( ij ŝ , with zero mean), this sum of squares relates directly with the SS SCA of the diallel analysis of variance. Thus, SS B =SS SCA and SS B =2SS SCA , in the cases of partial diallel and complete diallel (symmetric B), respectively. In the more general situations (rectangular B), the partitioning of the SS B may be illustrated in algebraic terms as: Therefore, SS SCA is partitioned in components relative to each term of the SVD or, in multivariated language, at each interaction principal components axis (IPCAk, as in the notation of the AMMI analysis). Emphasize that the interaction assessed here is SCA. Note that it is not necessary to find the p partial matrixes to obtain such partition, it is enough to obtain the singular values of B. The sum of squares for the k th multiplicative term (singular or principal interaction axis) is equivalent to the square of the corresponding singular value: SS SCA(IPCAk) = 2 k λ . Given the properties of SVD, the p components of SS SCA are also orthogonal and, therefore, independent. Furthermore, the number of degrees of freedom associated to the k-th component is asymptotically given by: DF IPCAk = f + m -1 -2k. This allow the application of the F test as in a conventional analysis of variance (Gollob, 1968) . For complete diallel, a partition of the degrees of freedom is not yet available. However, the absence of a statistical test criterion does not mathematically invalidate the biplot graphic representation of the a matrix.
By analogy with PCA, cumulatively taking the successive partition terms, sequentially better approximations of the original SS SCA can be obtained. However, as λ 1
, it is possible that Crop Breeding and Applied Biotechnology, v. 2, n. 2, p. 161-170, 2002 only the few first terms (one, two or three) already describe a high proportion of this sum of squares. This allows the description of the SCA using a parsimonious model (in the sense of using few degrees of freedom) and with good capacity to explain the original variability present in the matrix. Therefore, the analysis allows a interpretation of the SS SCA by an approximation of rank n of the SCA matrix. As n is possibly smaller than p (e.g. n =1, 2 or 3) the analysis results in an informative model which can be represented graphically, since a complex p-dimensional space is represented in a bi or tridimensional graph.
In the context of the AMMI method, the objective of the analysis is to describe the interaction by a reduced number of axes. It is expected that, successively, each axis will capture a smaller portion of the pattern underlying to the interaction (general law which governs the phenomena) and more noise present in the data. Thus, a simpler model would discard a high proportion of noise which has no agronomic interest and can hamper good predictions, retaining mainly the portion rich in deterministic information Gauch, 1990) . This separation in pattern and noise effects may also be expressed in terms of sum of squares:
The biplot graphic display
An important property of the SVD approximation is its allowance for the representation of effects of each row and of each column in a single graph called biplot. The name does not come from the space dimension of representation, but from the fact that it displays simultaneously the rows and the columns of the matrix.
To understand the mathematical origin of a biplot consider the SVD n-approximation for the B matrix of rank p>n:
where ) x ( n f U has in its columns only the n first u (fx1) vectors; ) x ( m n V ′ has in its rows the n first v' (1xm) vectors; and ) ( n S is the diagonal matrix with the first singular values, λ 1 ,λ 2 ,...,λ n (Duarte and Vencovsky, 1999) . The expression may further be written as:
′ . Thus, G matrix will have f vectors called row markers, each one with n elements, the coordinates of the females (F) for each singular axis selected. Similarly, H ′ will have m column markers, each also with n elements, corresponding to the male (M) coordinates for the same n axes. Given that these axes are orthogonal, the f females and m males can be plotted in a single cartesian system of n perpendicular axes. In practice, similar to the scatter plots in PCA, the rank of the approximate matrix (n) to be displayed should be one, two or three, which would allow a graphic representation in one, two or three dimensions, respectively.
A property of biplot representation is that any element of the approximate matrix is exactly the inner product of the vectors (markers) corresponding to its row and to its column (Gabriel, 1971) . In this case, the product between the coordinates of the i th female and the j th male yields the expected SCA value for that hybrid combination ( AMMI ij ŝ ). Clearly, this value does not correspond to that in the diallel table because the biplot represents the SVD n-approximation of the original B matrix. However, it is expected that this prediction, rich in pattern, is closer to the real SCA (s ij ) than the values ij ŝ of the diallel table, which are potentially rich in noise (Gauch, 1990) . In this sense, a male/female pair with coordinates of high magnitude and the same signal has high SCA (positive interaction), characterizing a favorable combination for hybridization. On the other hand, a combination whose coordinates have opposite signs and negative SCA is unfavorable. Thus the intergroup genotype distances (F/M) have inverse interpretation in relation to the distance visualized in the graph, that is, points close together do not indicate genotypic similarity but rather affinity for hybrid combination.
On the other hand, inspecting only the female (or male) markers, it is possible to assess the intragroup divergences. In this case, close points indicate greater genotypic similarity. In complete diallels, the females and males are the same genotypes and, therefore, such inspection would enable the assessment of the divergence among all the parents. Thus for genotype clustering, it would be enough to plot only the female markers (or the males) as in PCA display. However, in this case the opportunity to graphically predict the SCA magnitude and to identify the most promising hybrid combinations would be lost.
APPLICATION
To illustrate the use of the biplot graphic display in SCA description, Griffing (1956) (diallel with F1 hybrids, without parents and reciprocals) were taken. The ij ŝ estimates for grain yield in maize are expressed by the symmetric B (9x9) matrix (F indicates females, and M, males): partitioning the SS SCA . As mentioned earlier, the SVD decomposition of the B matrix is: B=USV'. The U, S and V matrices, that determine this partition, can be obtained using a computer program for matrix algebra. The Proc IML (interactive matrix language procedure) of the SAS (Statistical Analysis System) can be used, for example, with the syntax "call svd (U,S,V,B);". The results of the application of this command are the matrices:
The matrix symmetry comes from the assumption of no reciprocal effects, although the analysis is sufficiently generic to accommodate non-symmetric matrices. The SCA mean square is 339.44, with 27 degrees of freedom, which corresponds to: SS SCA =9164.28 (Griffing, 1956 
B =
Crop Breeding and Applied Biotechnology, v. 2, n. 2, p. 161-170, 2002 Note that the S matrix of non-null singular values is of 8x8 dimension indicating that the rank of B is also p=8, which corresponds to the number of parents minus one. Thus the SS SCA may be partitioned in up to eight components (IPCA axes) as shown in ) it can be said that in this example the error associated with a decision based on B instead of on B would not be great. It is justified because, under an adequate choice of the number of multiplicative terms (or singular axes), a low magnitude correlation between B and B is related to the predominance of noise in the B matrix. Thus, in this situation, it may be wrong to interpret the residues ij ŝ as reliable estimates of the true SCA (s ij ).
Based on the B matrix the following crosses were outstanding among the more favorable combinations: 6x8, 3x6, 4x9 and 4x5 (female x male or vice-versa). Also, note that in the case of complete diallels and under the assumption of no reciprocal effects, the SCA prediction matrix is also symmetric. Further, the SCA of each parent with itself (s jj ) is estimated, allowing inferences on varietal heterosis (Cruz and Vencovsky, 1989) . The majority of these values were negative, indicating that this type of cross is not adequate for hybrid extraction. The parents identified by the numbers 8, 6 and 7, in this order, should show greater varietal heterosis than those of the numbers 9 and 2. Further note that, in spite of the arbitrariness of the assignment of zero values for the main diagonal elements of B, the analysis was able to predict the distinct reaction of the parents when crossed with themselves. This opens the perspective of predicting the SCA from unavailable crosses, avoiding the need to assess all possible single crosses.
The possibility of predicting the hybrid performance of non-realized crosses comes from the fact that the analysis deals with the interaction (SCA) not only as a property of each parental combination, but also in an integrated manner, as a phenomenon determined together by rows and columns of the B matrix. However, if the major interest is for this type of prediction, it is recommended that one proceeds interactively according to Gauch (1992) . Furthermore, to predict the genotypic responses it is necessary to take into account the main effects associated with each parent. Charcosset et al. (1993) used models with multiplicative interaction terms (AMMI analysis) with a similar purpose of predicting the performance of line hybrids in maize, when the assessment of all the single crosses were not possible. The authors concluded that the models offer the possibility of improving prediction efficiency, without supplementary measurements. The problem could also be treated by the mixed models approach, obtaining the BLUP (best linear unbiased predictor) of the s ij of missing hybrids (Bernardo, 1996; André, 1999) , followed by the SVD adjustment of these predictions.
The coordinates of each parent, used to construct the graphics, are summarized in Table 2 . A SAS program to execute the analysis is freely available from the web-address: www.agro.ufg.br.
The relationships commented upon may be seen by looking at the corresponding biplot. Figure 1 , although bringing all the biplot-AMMI3 information, does not allow a perfect assessment of the relative distances among the parents because it is a three dimensional graph projected on the paper plane. Thus, for a more rigorous inspection, it is convenient to project the points of the 3-D space in at least two complementary planes, for example, IPCA1 vs. IPCA2 and IPCA1 vs. IPCA3 (Figure 2) . Therefore, the closeness between two points (genotypes) must always be confirmed by inspection in these principal planes.
Figures 1 and 2 summarize the potential of the different parental combinations to produce hybrids. These graphics do not explain the whole SCA value. However, according to the AMMI analysis concept (as in PCA), the true pattern of interaction (SCA) is described mainly by the first singular axes. Each axis is a linear combination of the rows and columns (vectors) which form the B matrix. As all these vectors contain ij ŝ values, the axes represent SCA linear functions constructed with all the matrix data. Finally, as the successive axes capture ever less pattern and more noise, discarding the latter becomes necessary to avoid the incorporation of substantial errors in the description of the interaction.
Conscious of these concepts and observing the pairs of points corresponding to each female and male combination, the proximity between F6/M3, F6/M8, F4/M9 and F4/M5 can be depicted. This indicates that such combinations are promising for single cross production in this set of parents. A strong characteristic in all of them is the high magnitude and same sign coordinates for the genotypes of each pair. On the other hand, it can be deduced that the genotypes with good GCA should have low magnitude coordinates (small interaction) as is the case of parents 1 and 7 (Figure 1 ). These lines are shown to have high GCA in Griffing analysis (1956) .
Among the combinations with lower potential for hybrid production are: F2/M9, F6/M5 and F4/M8, all showing great distance among the respective F/M points in the Figures 1 and 2 . Further, the low potential is also observed for crosses among the same genotype (F6/M6, F9/M9, etc.), which always show points in opposite position. It is interesting to note that the F3xM5 cross although shown as fairly favorable in the original diallel table, was shown to be only reasonable by the present analysis. This happened because the AMMI method discards part of the information contained in the original matrix as of predominantly erratic in nature. The option for the biplot-AMMI3 implied in disregarding 26% of the SS SCA . These results can be confirmed in the B matrix for AMMI ij ŝ prediction.
When only one kind of marker is taken, for example the F points (or the M points), the divergences and similarities among the genotypes which make up the parent group can be assessed. Thus the divergence between genotypes 3 and 6 is notorious, as well as those between 4 and 9. However, it is also evident the similarity between the genotypes 3 and 8, and between 2 and 9 (Figures 1 and 2) . Observe also that the first principal axis (IPCA1), capturing 32% of the SCA, is strongly determined by the divergence among two groups of genotypes (2, 3, 8, 9) and (1, 5, 6, 7) . The two best hybrid combinations found resulted exactly from the cross between genotypes belonging to distinct groups (3x6 and 6x8). The two other axes, each explaining about 20% of the referred variability, relate more with intragroup genotypic divergences. Therefore, the biplot display was shown to be an additional tool to guide the formation of heterotic groups and the planning of future crosses.
CONCLUSIONS
The adoption of biplot-AMMI to represent the SCA allows a quick visualization of the favorable and unfavorable genotypic combinations for hybrid production. The use of this graphic display also allows a quick and easy assessment of the genotypic divergences and similarities among the parents involved in the diallel crosses. Further, the possibility of discarding an additional noise may guarantee improvements in estimates of SCA.
Considering the integrated treatment which the AMMI analysis offers to the data, it is possible to predict the SCA, even for hybrid combinations not assessed experimentally. This opens the perspective of incorporating this method of analysis, associated with biplot representation, in the routine procedures of prediction of hybrid means in breeding programs.
RESUMO Representação gráfica BIPLOT-AMMI para a capacidade específica de combinação
No melhoramento para a obtenção de híbridos, uma propriedade genética de grande interesse é a capacidade específica de combinação (CEC). Através dela é possível avaliar as combinações de genótipos mais promissoras à hibridação. O presente trabalho tem o objetivo de apresentar os fundamentos da representação biplot, associada à análise AMMI (additive main effects and multiplicative interaction), bem como sua aplicação aos estudos genéticos dessa natureza. A análise permite uma decomposição da soma de quadrados dos elementos da tabela (matriz) dialélica, a soma de quadrados para CEC, de maneira a captar uma porção sistemática e descartar um resíduo adicional ao erro do experimento. A parte sistemática ou padrão é, então, representada graficamente por meio do biplot. Neste gráfico pode-se identificar as combinações de genitores com maior potencialidade para a produção de híbridos, bem como avaliar a divergência entre os parentais, em termos de CEC. Um exemplo numérico Figure 2 . Two first principal planes for specific combining ability (SCA) in maize grain yield of a diallel cross; F (females) identify the genotypes in the rows and M (males) the genotypes in the columns of the diallel table.
é apresentado com instruções computacionais para a sua implementação.
