The problem addressed in this paper is to segment a given multilingual document into segments for each language and then identify the language of each segment. The problem was motivated by an attempt to collect a large amount of linguistic data for non-major languages from the web. The problem is formulated in terms of obtaining the minimum description length of a text, and the proposed solution finds the segments and their languages through dynamic programming. Empirical results demonstrating the potential of this approach are presented for experiments using texts taken from the Universal Declaration of Human Rights and Wikipedia, covering more than 200 languages.
Introduction
For the purposes of this paper, a multilingual text means one containing text segments, limited to those longer than a clause, written in different languages. We can often find such texts in linguistic resources collected from the World Wide Web for many nonmajor languages, which tend to also contain portions of text in a major language. In automatic processing of such multilingual texts, they must first be segmented by language, and the language of each segment must be identified, since many state-of-the-art NLP applications are built by learning a gold standard for one specific language. Moreover, segmentation is useful for other objectives such as collecting linguistic resources for non-major languages and automatically removing portions written in major languages, as noted above. The study reported here was motivated by this objective. The problem addressed in this article is thus to segment a multilingual text by language and identify the language of each segment. In addition, for our objective, the set of target languages consists of not only major languages but also many non-major languages: more than 200 languages in total.
Previous work that directly concerns the problem addressed in this paper is rare. The most similar previous work that we know of comes from two sources and can be summarized as follows. First, (Teahan, 2000) attempted to segment multilingual texts by using text segmentation methods used for non-segmented languages. For this purpose, he used a gold standard of multilingual texts annotated by borders and languages. This segmentation approach is similar to that of word segmentation for nonsegmented texts, and he tested it on six different European languages. Although the problem setting is similar to ours, the formulation and solution are different, particularly in that our method uses only a monolingual gold standard, not a multilingual one as in Teahan's study. Second, (Alex, 2005 ) (Alex et al., 2007) solved the problem of detecting words and phrases in languages other than the principal language of a given text. They used statistical language modeling and heuristics to detect foreign words and tested the case of English embedded in German texts. They also reported that such processing would raise the performance of German parsers. Here again, the problem setting is similar to ours but not exactly the same, since the embedded text portions were assumed to be words. Moreover, the authors only tested for the specific language pair of English embedded in German texts. In contrast, our work considers more than 200 languages, and the portions of embedded text are larger: up to the paragraph level to accommodate the reality of multilingual texts. The extension of our work to address the foreign word detection problem would be an interesting future work. From a broader view, the problem addressed in this paper is further related to two genres of previous work. The first genre is text segmentation. Our problem can be situated as a sub-problem from the viewpoint of language change. A more common setting in the NLP context is segmentation into semantically coherent text portions, of which a representative method is text tiling as reported by (Hearst, 1997 ). There could be other possible bases for text segmentation, and our study, in a way, could lead to generalizing the problem. The second genre is classification, and the specific problem of text classification by language has drawn substantial attention (Grefenstette, 1995) (Kruengkrai et al., 2005) (Kikui, 1996) . Current state-of-the-art solutions use machine learning methods for languages with abundant supervision, and the performance is usually high enough for practical use. This article concerns that problem together with segmentation but has another particularity in aiming at classification into a substantial number of categories, i.e., more than 200 languages. This means that the amount of training data has to remain small, so the methods to be adopted must take this point into consideration. Among works on text classification into languages, our proposal is based on previous studies using cross-entropy such as (Teahan, 2000) and (Juola, 1997) . We explain these works in further detail in
§3.
This article presents one way to formulate the segmentation and identification problem as a combinatorial optimization problem; specifically, to find the set of segments and their languages that minimizes the description length of a given multilingual text. In the following, we describe the problem formulation and a solution to the problem, and then discuss the performance of our method.
Problem Formulation
In our setting, we assume that a small amount (up to kilobytes) of monolingual plain text sample data is available for every language, e.g., the Universal Declaration of Human Rights, which serves to generate the language model used for language identification. This entails two sub-assumptions.
First, we assume that for all multilingual text, every text portion is written in one of the given languages; there is no input text of an unknown language without learning data. In other words, we use supervised learning. In line with recent trends in unsupervised segmentation, the problem of finding segments without supervision could be solved through approaches such as Bayesian methods; however, we report our result for the supervised setting since we believe that every segment must be labeled by language to undergo further processing.
Second, we cannot assume a large amount of learning data, since our objective requires us to consider segmentation by both major and non-major languages. For most non-major languages, only a limited amount of corpus data is available. 1 This constraint suggests the difficulty of applying certain state-of the art machine learning methods requiring a large learning corpus. Hence, our formulation is based on the minimum description length (MDL), which works with relatively small amounts of learning data.
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denotes the sequence of languages corresponding to each segment X i . The elements in each adjacent pair in L must be different.
We formulate the problem of segmenting a multilingual text by language as follows. Given a multilingual text X, the segments X for a list of borders B are obtained with the corresponding languages L. Then, the total description length is obtained by calculating each description length of a segment X i for the language L i :
The function dl L i (X i ) calculates the description length of a text segment X i through the use of a language model for L i . Note that the actual total description length must also include an additional term, log 2 |X|, giving information on the number of segments (with the maximum to be segmented by each character). Since this term is a common constant for all possible segmentations and the minimization of formula (1) is not affected by this term, we will ignore it. The model defined by (1) is additive for X i , so the following formula can be applied to search for language L i given a segment X i :
The function dl can be further decomposed as follows to give the description length in an information-theoretic manner:
Here, the first term corresponds to the code length of the text chunk X i given a language model for L i , which in fact corresponds to the cross-entropy of X i for L i multiplied by |X i |. The remaining terms give the code lengths of the parameters used to describe the length of the first term: the second term corresponds to the segment location; the third term, to the identified language; and the fourth term, to the language model of language L i . This fourth term will differ according to the language model type; moreover, its value can be further minimized through formula (2). Nevertheless, since we use a uniform amount of training data for every language, and since varying γ would prevent us from improving the efficiency of dynamic programming, as explained in §4, in this article we set γ to a constant obtained empirically. Under this formulation, therefore, when detecting the language of a segment as in formula (2), the terms of formula (3) other than the first term will be constant: what counts is only the first term, similarly to much of the previous work explained in the following section. We thus perform language detection itself by minimizing the cross-entropy rather than the MDL. For segmentation, however, the constant terms function as overhead and also serve to prohibit excessive decomposition.
Next, after briefly introducing methods to calculate the first term of formula (3), we explain the solution to optimize the combinatorial problem of formula (1).
Calculation of Cross-Entropy
The first term of (3), − log 2 P L i (X i ), is the crossentropy of X i for L i multiplied by |X i |. Various methods for computing cross-entropy have been proposed, and these can be roughly classified into two types based on different methods of universal coding and the language model. For example, (Benedetto et al., 2002) and (Cilibrasi and Vitányi, 2005) used the universal coding approach, whereas (Teahan and Harper, 2001 ) and (Sibun and Reynar, 1996) were based on language modeling using PPM and Kullback-Leibler divergence, respectively.
In this section, we briefly introduce two methods previously studied by (Juola, 1997) and (Teahan, 2000) as representative of the two types, and we further explain a modification that we integrate into the final optimization problem. We tested several other coding methods, but they did not perform as well as these two methods. (Farach et al., 1994) proposed a method to estimate the entropy, through a simplified version of the LZ algorithm (Ziv and Lempel, 1977) 
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Since formula (1) of §2 is based on adding the description length, it is important that the whole value be additive to enable efficient optimization (as will be explained in §4). We thus modified Juola's method as follows to make the length additive:
Although there is no mathematical guarantee that J Y (X) orĴ Y (X) actually converges to the crossentropy, our empirical tests showed a good estimate for both cases 3 . In this article, we useĴ Y (X) as a function to obtain the cross-entropy and for multiplication by |X| in formula (3).
PPM
As a representative method for calculating the cross-entropy through statistical language modeling, we adopt prediction by partial matching (PPM), a language-based encoding method devised by (Cleary and Witten, 1984) . It has the particular characteristic of using a variable n-gram length, unlike ordinary n-gram models 4 . It models the probability of a text X with a learning corpus Y as follows:
where n is a parameter of PPM, denoting the maximum length of the n-grams considered in the model 5 . The probability P Y (X) is estimated by escape probabilities favoring the longer sequences appearing in the learning corpus (Bell et al., 1990) . The total code length of X is then estimated as − log P Y (X). Since this value is additive and gives the total code length of X for language Y , we adopt this value in our approach.
Considering the additive characteristic of the description length formulated previously as formula (1), we denote the minimized description length for a given text X simply as DP (X), which can be decomposed recursively as follows 6 :
In other words, the computation of DP (X) is decomposed into obtaining the addition of two terms by searching through t ∈ {0, . . . , |X|} and L ∈ L. The first term gives the MDL for the first t characters of text X, while the second term, dl L (x t+1 . . . x |X| ), gives the description length of the remaining characters under the language model for L.
We can straightforwardly implement this recursive computation through dynamic programming, by managing a table of size |X| × |L|. To fill a cell of this table, formula (4) suggests referring to t × |L| cells and calculating the description length of the rest of the text for O(|X|−t) cells for each language. Since t ranges up to |X|, the brute-force computational complexity is O(|X| 3 × |L| 2 ).
The complexity can be greatly reduced, however, when the function dl is additive. First, the description length can be calculated from the previous result, decreasing O(|X| − t) to O(1) (to obtain the code length of an additional character). Second, the referred number of cells t × |L| is in fact U × |L|, with U |X|: for MMS, U can be proven to be O(log |Y |), where |Y | is the maximum length among the learning corpora; and for PPM, U corresponds to the maximum length of an n-gram. Third, this factor U × |L| can be further decreased to U × 2, since it suffices to possess the results for the two 7 best languages in computing the first term of (4). Consequently, the complexity decreases to O(U × |X| × |L|).
6 This formula can be used directly to generate a set L in which all adjacent elements differ. The formula can also be used to generate segments for which some adjacent languages coincide and then further to generate L through post-processing by concatenating segments of the same language. 7 This number means the two best scores for different languages, which is required to obtain L directly: in addition to the best score, if the language of the best coincides with L in formula (4), then the second best is also needed. If segments are subjected to post-processing, this value can be one. In this work, monolingual texts were used both for training the cross-entropy computation and as test data for cross-validation: the training data does not contain any test data at all. Monolingual texts were also used to build multilingual texts, as explained in the following subsection. Texts were collected from the World Wide Web and consisted of two sets. The first data set consisted of texts from the Universal Declaration of Human Rights (UDHR) 8 . We consider UDHR the most suitable text source for our purpose, since the content of every monolingual text in the declaration is unique. Moreover, each text has the tendency to maximally use its own language and avoid vocabulary from other languages. Therefore, UDHRderived results can be considered to provide an empirical upper bound on our formulation. The set L consists of 277 languages , and the texts consist of around 10,000 characters on average.
The second data set was Wikipedia data from Wikipedia Downloads 9 , denoted as "Wiki" in the following discussion. We automatically assembled the data through the following steps. First, tags in the Wikipedia texts were removed. Second, short lines were removed since they typically are not sentences. Third, the amount of data was set to 10,000 characters for every language, in correspondence with the size of the UDHR texts. Note that there is a limit to the complete cleansing of data. After these steps, the set L contained 222 languages with sufficient data for the experiments.
Many languages adopt writing systems other than the Latin alphabet. The numbers of languages for various representative writing systems are listed in Table 1 To evaluate language identification for monolingual texts, as will be reported in §6.1, we conducted five-times cross-validation separately for both data sets. We present the results in terms of the average accuracy A L , the ratio of the number of texts with a correctly identified language to |L|.
Multilingual Texts (Test Data)
Multilingual texts were needed only to test the performance of the proposed method. In other words, we trained the model only through monolingual data, as mentioned above. This differs from the most similar previous study (Teahan, 2000) , which required multilingual learning data.
The multilingual texts were generated artificially, since multilingual texts taken directly from the web have other issues besides segmentation. First, proper nouns in multilingual texts complicate the final judgment of language and segment borders. In practical application, therefore, texts for segmentation must be preprocessed by named entity recognition, which is beyond the scope of this work. Second, the sizes of text portions in multilingual web texts differ greatly, which would make it difficult to evaluate the overall performance of the proposed method in a uniform manner.
Consequently, we artificially generated two kinds of test sets from a monolingual corpus. The first is a set of multilingual texts, denoted as Test 1 , such that each text is the conjunction of two portions in different languages. Here, the experiment is focused on segment border detection, which must segment the text into two parts, provided that there are two languages. Test 1 includes test data for all language pairs, obtained by five-times cross-validation, giving 25 × |L| × (|L| − 1) multilingual texts. Each portion of text for a single language consists of 100 characters taken from a random location within the test data.
The second kind of test set is a set of multilingual texts, denoted as Test 2 , each consisting of k segments in different languages. For the experiment, k is not given to the procedure, and the task is to obtain k as well as B and L through recursion. By default, the possibility of segmentation is considered at every character offset in a text, which provides a lower bound for the proposed method. Although language change within the middle of a word does occur in real multilingual documents, it might seem more realistic to consider language change at word borders. Therefore, in addition to choosing B from {1, . . . , |X|}, we also tested our approach under the constraint of choosing borders from bordering locations, which are the locations of spaces. In this case, B is chosen from this subset of {1, . . . , |X|}, and, in step 3 above, text portions are generated so as to end at these bordering locations.
Given a multilingual text, we evaluate the outputs B and L through the following scores: P B /R B : Precision/recall of the borders detected (i.e., the correct borders detected, divided by the detected/correct border). P L /R L : Precision/recall of the languages detected (i.e., the correct languages detected, divided by the detected/correct language). P s and Rs are obtained by changing the parameter γ given in formula (3), which ranges over 1,2,4,. . . ,256 bits. In addition, we verify the speed, i.e., the average time required for processing a text.
Although there are web pages consisting of texts in more than 2 languages, we rarely see a web page containing 5 languages at the same time. Therefore, Test 1 reflects the most important case of 2 languages only, whereas Test 2 reflects the case of multiple languages to demonstrate the general potential of the proposed approach.
The experiment reported here might seem like a case of over-specification, since all languages are considered equally likely to appear. Since our motivation has been to eliminate a portion in a major language from the text, there could be a formulation specific to the problem. We consider it trivial, however, to specify such a narrow problem within our formulation, and it will lead to higher performance than that of the reported results, in any case. Therefore, we believe that our general formulation and experiment show the broadest potential of our approach to solving this problem.
6 Experimental Results
Language Identification Performance
We first show the performance of language identification using formula (2), which is used as the component of the text segmentation by language. Figure 1 shows the results for language identification of monolingual texts with the UDHR and Wiki test data. The horizontal axis indicates the size of the input text in characters, the vertical axis indicates the accuracy A L , and the graph contains four plots 10 for MMS and PPM for each set of data. Overall, all plots rise quickly despite the severe conditions of a large number of languages (over 200), a small amount of input data, and a small amount of learning data. The results show that language identification through cross-entropy is promising.
Two further global tendencies can be seen. First, the performance was higher for UDHR than for Wiki. This is natural, since the content of Wikipedia is far broader than that of UDHR. In the case of UDHR, when the test data had a length of 40 characters, the accuracy was over 95% for both the PPM and the MMS methods. Second, PPM achieved slightly better performance than did MMS. When the test data amounted to 100 characters, PPM achieved language identification with accuracy of about 91.4%. For MMS, the identification accuracy was a little less significant and was about 90.9% even with 100 characters of test data. The amount of learning data seemed sufficient for both cases, with around 8,000 characters. In fact, we conducted tests with larger amounts of learning data and found a faster rise with respect to the input length, but the maximum possible accuracy did not show any significant increase.
Errors resulted from either noise or mistakes due to the language family. The Wikipedia test data was noisy, as mentioned in §5.1. As for language family errors, the test data includes many similar languages that are difficult even for humans to correctly judge. For example, Indonesian and Malay, Picard and Walloon, and Norwegian Bokmål and Nynorsk are all pairs representative of such confusion.
Overall, the language identification performance seems sufficient to justify its application to our main problem of text segmentation by language.
Text Segmentation by Language
First, we report the results obtained using the Test 1 data set. Figure 2 shows the cumulative distribution obtained for segment border detection. The horizontal axis indicates the relative location by character with respect to the correct border at zero, and the vertical axis indicates the cumulative proportion of texts whose border is detected at that relative point. The figure shows four plots for all combinations of the two data sets and the two methods. Note that segment borders are judged by characters and not by bordering locations, as explained in §5.2. Since the plots rise sharply at the middle of the horizontal axis, the borders were detected at or very near the correct place in many cases.
Next, we examine the results for Test 2 . Figure 3 shows the two precision/recall graphs for language identification (upper graph) and segment border detection (lower graph), where borders were taken from any character offset. In each graph, the horizontal axis indicates precision and the vertical axis indicates recall. The numbers appearing in each figure are the maximum F-score values for each method and data set combination. As can be seen from these numbers, the language identification performance was high. Since the text portion size was chosen from among the values 40, 80, 120, or 160, the performance is comprehensible from the results shown in §6.1. Note also that PPM performed slightly better than did MMS.
For segment border performance (lower graph), however, the results were limited. The main reason for this is that both MMS and PPM tend to detect a border one character earlier than the correct location, as was seen in Figure 2 . At the same time, much of the test data contains unrealistic borders within a word, since the data was generated by concatenating two text portions with random borders. Therefore, we repeated the experiment with Test 2 under the constraint that a segment border could occur only at a bordering location, as explained in §5.2. The results with this constraint were significantly better, as shown in Figure 4 . The best result was for UDHR with PPM at 0.94 11 . We could also observe how PPM performed better at detecting borders in this case. In actual application, it would be possible to improve performance by relaxing the procedural conditions, such as by decreasing the number of language possibilities. In this experiment for Test 2 , k ranged from 1 to 5, but the performance was not affected by the size of k. When the F-score was examined with respect to k, it remained almost equal to k in all cases. This shows how each recursion of formula (4) works almost independently, having segmentation and language identification functions that are both robust.
Lastly, we examine the speed of our method. Since |L| is constant throughout the comparison, 11 The language identification accuracy slightly increased as well, by 0.002.
the time should increase linearly with respect to the input length |X|, with increasing k having no effect. Figure 5 shows the speed for Test 2 processing, with the horizontal axis indicating the input length and the vertical axis indicating the processing time.
Here, all character offsets were taken into consideration, and the processing was done on a machine with a Xeon5650 2.66-GHz CPU. The results confirm that the complexity increased linearly with respect to the input length. When the text size became as large as several thousand characters, the processing time became as long as a second. This time could be significantly decreased by introducing constraints on the bordering locations and languages.
Conclusion
This article has presented a method for segmenting a multilingual text into segments, each in a different language. This task could serve for preprocessing of multilingual texts before applying languagespecific analysis to each text. Moreover, the proposed method could be used to generate corpora in a variety of languages, since many texts in minor languages tend to contain chunks in a major language.
The segmentation task was modeled as an optimization problem of finding the best segment and language sequences to minimize the description length of a given text. An actual procedure for obtaining an optimal result through dynamic programming was proposed. Furthermore, we showed a way to decrease the computational complexity substantially, with each of our two methods having linear complexity in the input length.
Various empirical results were shown for language identification and segmentation. Overall, when segmenting a text with up to five random portions of different languages, where each portion consisted of 40 to 120 characters, the best F-scores for language identification and segmentation were 0.98 and 0.94, respectively.
For our future work, details of the methods must be worked out. In general, the proposed approach could be further applied to the actual needs of preprocessing and to generating corpora of minor languages.
