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Introduction
Inventions and innovations are not evenly distributed in space but tend to be clustered in certain locations (Feldman, 1994; Usai, 1999, 2000; Moreno, Paci and Usai, 2005) . One main reason for this phenomenon is that a number of inputs, which are crucial for innovative activities, are not available to the same degree at all locations. Another reason may be that there are differences with regard to the 'quality' or 'efficiency' of regional innovation systems (RIS) leading to different levels of innovative output even if the inputs are identical. The available empirical evidence for such differences in RIS efficiency is, however, sparse and not at all convincing.
We still know only rather little about the conditions that are conducive or unfavorable for innovation activity and how policy could help to improve the functioning of RIS. Moreover, it is not clear how to assess the efficiency of regional innovation processes. This paper elaborates on the determinants of the efficiency of RIS. We first introduce two different measures for RIS efficiency, which are both based on the concept of a knowledge production function (section 2), and describe the spatial distribution of efficiency among the German planning regions (section 3). Section 4 discusses the possible determinants of the efficiency of RIS. The results of multivariate regression analyses of the impact of different factors on the efficiency of RIS are presented in section 5.
Finally, we draw conclusions for further research (section 6).
Jena Economic Research Papers 2007-006 2 2. Assessing the efficiency of RIS Our understanding of the efficiency of RIS 1 corresponds to the concept of technical efficiency as introduced by Farrell (1957) . Farrell regards an economic unit as being inefficient if it fails to generate the maximum feasible output from a given set of inputs. Reasons for technical inefficiency can be manifold and comprise all sorts of mismanagement such as inappropriate work organization and improper use of technology, scarcity of inputs as well as X-inefficiency as exposed by Leibenstein's (1966) seminal work. Applying this definition to the concept of a regional innovation system means that a region is technically efficient if it is able to produce the possible maximum of innovative output from a given amount of innovative input. Accordingly, a RIS is regarded as technically inefficient if its output falls below the maximum possible value.
In this paper, we use the concept of a knowledge production function (KPF) for assessing the technical efficiency of regional innovation systems.
The basic hypothesis behind the KPF is that inventions do not completely 'fall from heaven' but result predominantly from respective R&D activities.
According to Griliches (1979) and Jaffe (1989) , who assume a Cobb-Douglas type function for the relation between input and output, the KPF can be expressed as
i Y denotes the innovative output of a region i, and i X is a set of inputs. To estimate a KPF, we employ the number of disclosed patent applications by regional inventors as an output variable of the regional innovation processes. The information on the regional patent applications is currently available on a yearly basis for the period from 1995 to 2000 (Greif and Schmiedl, 2002) . As an input for the innovation process, we use the number of R&D employees in the private sector (R&D). This information is taken from the establishment file of the German Social Insurance Statistics (Statistik der sozialversicherungspflichtig Beschäftigten) as described and documented by Fritsch and Brixy (2004) . Employees are classified as working in R&D if they have a tertiary degree in engineering or in natural sciences.
In an earlier analysis of the knowledge sources of innovation for West German districts 2 (Kreise) with the number of patent applications as the dependent variable, we found a dominant effect for the number of private sector R&D employees in the region (Fritsch and Slavtchev, 2007a, c) . The same result holds if the German planning regions (Raumordnungsregionen) are chosen as the spatial unit of analysis as is the case in this study. Further knowledge sources that had a significant effect on innovative output of a region were spatial knowledge spillovers from adjacent regions as well as from the research at universities. In order to assess the efficiency of RIS, we include only the regional private sector R&D employment as an explanatory variable into the knowledge production function and omit other input variables. This is done for two reasons. First, as we only have a small number of observations per region, there are only limited degrees of freedom left to include more explanatory variables. Second, knowledge spillovers from other sources, for example public research institutions, may have a considerable impact on the productivity of private sector R&D employees or, in other words, are a determinant of the efficiency of RIS and should, therefore, not be used for its measurement. Moreover, public research institutions are an important element of public policy for influencing the quality of RIS.
When relating knowledge input to innovative output, we have to assume that there is a time lag. The main reason is that R&D activity requires time for attaining a patentable result. Moreover, patent applications are published only about twelve to eighteen months after submission. This is the time necessary for the patent office to verify whether an application fulfils the basic preconditions for being granted a patent and to complete the patent documents (Greif and Schmiedl, 2002) . Therefore, a time lag between innovative inputs and output of at least two years should be assumed. 3
However, because reliable data on R&D employment in East Germany are only available for the years 1996 onwards, we reduce the time lag between R&D input and the patent application to a period of one year in order to have more observations and degrees of freedom. Hence, the R&D output for the 1997-2000 period is related to R&D input between 1996 and 1999. This appears justified because there are no great fluctuations of both innovation input and innovation output over these years. Moreover, the differences between the estimated parameters of a KPF with a time lag of one year and with a time lag of three years are negligible. 4 3 Assuming such a time lag also helps to avoid potential problems of endogeneity between R&D inputs and output. Fritsch and Slavtchev (2007a, b) , in their analysis for Germany, use a time lag of three years between patent applications and innovative input. Fischer and Varga (2003) use a two-year lag and Ronde and Hussler (2005) link the number of patents between 1997 and 2000 to R&D efforts in 1997. Acs, Anselin and Varga (2002) report that US innovation records in 1982 result from inventions made 4.3 years prior.
The spatial framework used for the analysis of the efficiency of RIS are the 97 German planning regions (Raumordnungsregionen). The main advantage of using planning regions is that they are functional units that account for travel to work areas, and they include at least one core city as well as its surroundings. 5 This is particularly important because the patents in our database are assigned to the inventors' residence; thus, they would not be related to the location of the respective R&D activity if the place of employment and the place of the inventor's residence would be located in different regions (Deyle and Grupp, 2005 
Accordingly, at least one region is assumed to be fully efficient. We label this approach as (quasi) 'deterministic' because it implies that all deviations from the maximum value are due to inefficiency and, therefore, neglects the possibility that values could be affected by measurement errors or by random disturbances. 6 As the number of patents that have been applied for by regional residents is whole-numbered information 7 and cannot be less than 6 Hence, there is the danger that an extremely high output value, which is due to stochastic disturbances, is wrongfully taken as the benchmark for the measurement of efficiency.
7 If a patent has more than one inventor, the patent is divided by the number of inventors and the respective shares are assigned to the regions in which the inventors have their residence. Therefore, in event that the inventors are located in different regions, the number of patents per region may not always be whole-numbered. To adjust the information on the number of patents to the assumptions of the negative-binomial procedure, these numbers have been rounded up.
zero, we apply a negative-binomial regression as estimation technique (Greene, 2003, 931-939) . Due to the insufficient length of the time series (four years), applying a panel regression technique appears inappropriate, and the data are, therefore, pooled. However, in order to partly relax the assumption of independent observations for a particular planning region, we adjust the standard error for intragroup correlation by clustering the observations for each region. Applying such a clustering procedure is equivalent to the White-corrected standard error in the presence of heteroscedasticity (White, 1980) . ). The value of i v provides a measure for the deviation of observed output from the possible maximum. In contrast to the deterministic approach, i v can be interpret as a measure for the average productivity and not for the marginal productivity of a RIS. The approach is called stochastic frontier approach (SFA) because it allows for stochastic disturbances. This implies that extreme values are not necessarily taken as the benchmark for the measurement of efficiency. The yearly data for the regions are pooled together, and the technical efficiency is computed as the average value of the four observations per region. A general precondition for the estimation of a stochastic frontier function is a negative skewness of residuals (Schmidt and Lin, 1984) . In order to separate the impact of technical inefficiency i v from the general stochastic effects i u , an a priori assumption about the distribution of technical inefficiency is necessary. In contrast to i u , which is always assumed to be independently ( ) 
The distribution of RIS efficiency
There are considerable differences between the values of technical efficiency for the German planning regions. The efficiency levels estimated by means of a stochastic frontier function show a rather wide spread with the least efficient region attaining only 9.8 percent of the highest value (table 1 and figure 1). As compared to the quasi deterministic approach, the stochastic frontier method leads to a much more differentiated assessment of RIS efficiency (see Fritsch and Slavtchev, 2006 , for detailed discussion). The greater dispersion of efficiency estimates derived on the basis of a stochastic frontier approach indicates that innovation systems differ more with respect to their average productivity than by marginal productivity of R&D input. The spatial distribution of the technical efficiency of RIS according to the different approaches is, however, rather similar. The Pearson correlation coefficients between the efficiency values estimated by the different approaches are about 0.98 (table 1) 
Possible determinants of efficiency of RIS
The factors that determine the efficiency of RIS can be manifold. It is plausible to assume that the ability of private sector R&D employees to produce innovative output may depend on the availability and the quality of knowledge and other innovative inputs in the region. Given that innovation processes are characterized by a pronounced division of labor 8 , one may expect that the efficiency of a RIS depends on how intensely the regional knowledge base is exploited and further developed through the interaction of regional agents. The efficiency of RIS may, therefore, be strongly influenced by the level and the quality of interaction and exchange between its different elements and the respective knowledge flows (spillovers). This interaction may be critically dependent on the availability of potential cooperation partners in the region such as other private firms working in the respective technological field, public research institutes as well as suppliers of innovative inputs. Therefore, the density and industrial composition of the regional actors, the accessibility of the region as well as the technological, industrial and institutional infrastructure (e.g., the 'networks') may play an important role. 9 The interaction between the different elements of RIS generates partly self-enforcing systemic effects that may result in specific knowledge as well as specific technologies and methods of problem solving 8 Arora and Gambardella (1994); Arora, Gambardella and Rullani (1997); Arora and Gambardella (1998), Cockburn et al., (1999) ; Arora, Fosfuri and Gambardella (2001) . 9 The assertion of such a positive impact of interaction and exchange between regional actors on innovation activity constitutes a main hypothesis in the literature on industrial districts (cf. Porter, 1998 , and the contributions in Pyke, Beccatini and Sengenberger, 1990) , innovation networks (cf. Camagni, 1991; Grabher, 1993) and "innovative milieux" (Crevoisier, 2004; Ratti, Bramanti and Gordon, 1997) . In this literature, it is argued that regional differences in cooperation behavior are, to a considerable degree, responsible for differences with regard to innovation activity, particularly the efficiency of R&D. One main reason given for such a positive effect is that the cooperation between actors may work as an important medium for knowledge spillovers. Knowledge spillovers play a significant role in recent approaches to growth theory (cf. Krugman, 1991; Romer, 1994) as well as in the concept of (national or regional) innovation systems (cf. Lundvall, 1992; Nelson, 1993; Edquist, 1997; Cooke, Uranga and Etxebarria, 1997) . (Gertler, 2003) , which can be expected to affect the workability of the system (Leydesdorff and Fritsch, 2006) .
We assume that the amount of knowledge spillovers within the private sector is related to the number of R&D employees in this sector. The larger the number of R&D employees is, the greater the opportunity to find a suitable partner for cooperation and knowledge exchange is. The indicator for knowledge spillovers within the private sector is the share of R&D employment in that sector (R&D). Employees are classified as working in R&D if they have a tertiary degree in engineering or in natural sciences. This information is taken from the establishment file of the German Social Insurance Statistics (Statistik der sozialversicherungspflichtig Beschäftigten), as described and documented by Fritsch and Brixy (2004) .
The knowledge that is generated and accumulated by the universities may constitute a basic precondition for private sector R&D activities (Jaffe, 1989) . However, in order to become effective, this knowledge has to spill over. The ways in which such knowledge transfers occur are manifold. 10 In particular, the direct channels for transfer of academic knowledge such as R&D cooperation with private sector firms or the provision of innovation related services play a major role for private sector innovative activities (Mansfield and Lee, 1996; Fritsch and Slavtchev, 2007a, c) . The impact of universities on innovative performance of private sector firms may differ considerably according to the quality of a university's research and the intensity in which the university interacts with the firms (e.g., Feldman and Desrochers, 2003; Mansfield and Lee, 1996; Fritsch und Slavtchev, 2007a, c) . In order to test the impact of universities for the performance of the private sector, we introduce the amount of external research funds that the universities gain from private firms (ER-PRIV). Universities' external funds can be regarded as an indicator of the amount and the quality of the research (Hornbostel, 2001) . The main reason is that universities' funding from external sources occurs predominantly by means of some competitive procedure and is, therefore, largely dependent on the quality of the research conducted. In particular, the funds from private firms are well suited to indicate the relevance of academic research for commercial applications as well as the intensity of university-industry linkages, which may be characterized by pronounced knowledge spillovers (Fritsch and Slavtchev, 2007a, c) . In order to avoid possible scale effects of large universities, which are likely to attract larger amounts of external funds from private firms, we use the average amount of external funds from private sector firms per university professor. 11 Previous empirical analyses of university-industry cooperation show that a high share of private sector cooperation partners tends to be located in the region of the respective university (Beise and Stahl, 1999; Fritsch, 2003) .
Non-university public research institutions such as the Max-Planck-Society (MPG) and the Fraunhofer-Society (FhG) may also have a positive effect on the technical efficiency of private sector R&D employees.
Unfortunately, we do not have information about the external research funds of these institutes available; thus, we introduce the regional number of institutes in our analysis.
As far as a technology is unique in the sense that the transfer and the application of respective knowledge requires specific skills or a specific common language, the occurrence of knowledge spillovers depends critically on the degree of technological similarity between the parties (Jaffe, 1986; Nadiri, 1993) . Therefore, we introduce the technological proximity between public and private sector R&D as a measure of correspondence and potential 11 All university related information is own preparation of data from the German University Statistics.
interplay of the regional actors in the innovation process (PROXTECH). The technological proximity between public and private sector R&D is measured as the degree of congruence between the technological fields of the patent output of public research institutions (PATACAD) and private sector firms
This index can assume values between one and zero. The larger the value is, the closer the technological proximity between public and private sector R&D is and the greater the possibilities for cooperation and occurrence of knowledge spillovers should be.
The service sector may provide important support for the R&D activities in diverse ways such as counseling, technical services, provision of venture capital, etc. One could, therefore, expect a positive impact of the share of the regional service sector (SERVICES) on RIS efficiency. On the other hand, a high share of the service sector in the region may have a negative effect due to the relatively low propensity to patent in this sector.
A large body of empirical literature shows that economies external to the firms may be conducive to their innovative activities (see Fritsch and Slavtchev, 2007b , for a more detailed discussion). On the one hand, it is argued that the geographical concentration of firms belonging to the same industry may constitute an advantage by creating a large pool of common knowledge and other inputs or by allowing for a high degree of labor division within the region. Such effects are labeled Marshall-Arrow-Romer (MAR) externalities 13 (Glaeser et al., 1992) . On the other hand, the exchange of complementary knowledge between agents of different industries may also stimulate the generation of new ideas. Thus, a broader variety of economic activities can play an important role for innovative activities (Jacobs' externalities according to Jacobs, 1969) . To account for the effects of industrial diversity or concentration, we include the industrial diversity index (DIVERSITY). It is calculated as the inverse value of the Gini coefficient based on the number of employees in 58 different industries. The larger this value is, the higher the degree of industrial diversity is.
Population density (number of inhabitants in the region per squared kilometer, POPDENS) is a measure, not only of the effects of urbanization economies on RIS performance, but can also be regarded as a catch-all variable for diverse types of unobserved region-specific influences. Literature
suggests that high population density should be conducive to innovation activity because it is related to intensive contacts and cooperation (see Feldman, 2000, and Fritsch, 2000 , for an overview). We, therefore, expect a positive sign for this variable. The average number of employees per establishment (SIZE) is supposed to capture the effects of establishment size. 14 According to a number of previous empirical studies, the number of patents per employee is higher in smaller firms than in large firms (see Cohen and Klepper, 1996 , for a discussion); therefore, we expect a negative sign. Two binary dummy variables are supposed to capture additional unobserved effects of a location in West Germany (WEST) and in the periphery (PERIPHERY). We expect a positive sign for a location in West Germany due to the generally weaker performance of the economy in the 13 Based on Marshall (1890), Arrow (1962) and Romer (1986) .
14 Data on population density are taken from Federal Office for Building and Regional Planning (Bundesamt für Bauwesen und Raumordnung, BBR). Data on employment and the number of establishments in the region are taken from the establishment file of the German Social Insurance Statistics.
Eastern part of the country, which became rather obvious in the assessment of RIS efficiency as shown in figure 1. Given that a location in the periphery is unfavorable for innovation activity due to relatively large geographical distance to other actors, we expect a negative sign for this variable. As the propensity to patent the results of R&D may differ between the industries (if there are, for example, alternative ways to appropriate the returns of R&D), efficiency of RIS may be subject to industry specific effects.
In order to control for the impact of regional specialization in certain industries with a relatively high level of patenting, we include the share of employees in transportation engineering (TRANSPORT), in electrical engineering (ELECTRICAL), in measurement engineering and optics (OPTICS) as well as in chemistry (including biochemistry) (CHEMICALS) into our model. These are, according to Greif and Schmiedl (2002) , the technological fields with the highest share of patent applications in Germany. 15 Table 2 gives an overview on the definition of variables and respective data sources. Descriptive statistics for the variables used in the analysis are provided in table 3. Table A3 in , λ denotes the spatial autoregressive parameter, μ denotes a homoscedastic and uncorrelated error term, and W row standardized spatial weights matrix based on a first order contiguity (Anselin, 1988; Anselin and Bera, 1998 ). The relative importance of different determinants is calculated by applying a robust variance-covariance estimator (White, 1980) . 15 In the period 1995-2000, about 9.6 percent of all patent applications have been submitted in the field of transportation engineering, 13 percent in electrical engineering and 7.4 percent in measurement engineering/optics (Greif and Schmiedl, 2002) .
Empirical results
The impact of different determinants on the technical efficiency of RIS according to the (quasi) deterministic approach is reported in table 4. With respect to the stochastic frontier approach, there are three particular forms that refer to different assumptions about the distribution of the inefficiency term: half-normal distribution, normal distribution with a truncation point at zero and exponential distribution. The results for the most common case of a half-normal distribution are reported in table 4. Tables A4 and A5 in the Appendix present the estimates of determinants of RIS that refer to the truncated normal distribution and the exponential distribution, respectively.
The share of private sector R&D employment (R&D) has a pronounced positive impact on the technical efficiency of RIS. The estimated coefficient provides clear evidence for the relevance of scale economies, i.e., an increase of the share of private sector R&D employment at a certain location can lead to higher efficiency of innovation processes. Obviously, high R&D intensity at a certain location may stimulate knowledge spillovers between actors. However, if more measures for regional specialization in certain industries are included (models 2-8), the impact of the share of R&D employment becomes slightly weaker. This holds particularly for the share of regional employment in electrical engineering (ELECTRICAL). The average amount of external research funds from private sector sources per university professor (ERF-PRIV) has a positive impact on the efficiency of RIS. This suggests that the intensity of university-industry linkages, as indicated by the money paid by private firms, is conducive to regional innovation activity. Notes: Absolute value of robust z-statistics in parentheses; * significant at 5% level; ** significant at 1% level. Critical value for the Wald test-statistic and LM-Error with one degree of freedom is 3.48 (p = 0.05); spatial weights are row-standardized: W is 1 st order contiguity matrix. Notes: Absolute value of robust z-statistics in parentheses; * significant at 5% level; ** significant at 1% level. Critical value for the Wald test-statistic and LM-Error with one degree of freedom is 3.48 (p = 0.05); spatial weights are row-standardized: W is 1 st order contiguity matrix. producing innovative output. This confirms previous results of Usai (1999, 2000) , who use the Herfindahl index as a measure of industrial diversity, and it also parallels the findings of Greunz (2004) , who tests the impact of the industrial structure on innovation in European regions by means of Gini coefficients. However, no such effect of industrial diversity on the efficiency of RIS can be found for the efficiency estimates by means of a stochastic frontier approach (table 5 as The coefficient for the share of service sector employment (SERVICE)
Slavtchev
indicates a negative impact on the efficiency of a RIS. This means that despite their supporting function, resources allocated to the service sector are less efficient in terms of patenting than in manufacturing. As indicated by the significantly negative coefficient for average firm size (SIZE), patenting efficiency tends to be lower in regions that are characterized by a high share of large establishments. This result is in line with other studies, which find that the number of patents per unit of R&D input is higher in the smaller firms than in larger ones (Acs and Audretsch, 1990; Cohen and Klepper, 1996) .
According to the positive and highly significant coefficient of the dummy variable for a location in West Germany (WEST), innovation activities in regions located in the western part of the country are more efficient than in East Germany. This result suggests that there are still considerable differences in the efficiency of the innovative process in the two parts of the country even after the reunification in 1990. There are at least two possible explanations for this difference. First, a relatively pronounced industrial monostructure 18 and a concentration on less innovative industries may cause a technological shortfall of East Germany. Second, and probably most important, catching up can only be possible in a relatively long run if current technological skills and innovative performance are subject to a path dependent process. The estimated coefficient for the dummy variable for regions located in the periphery of Germany is not statistically significant.
Of the different variables for regional industry specialization, only the regional employment share in the electrical engineering industry (ELECTRICAL) proves to have a significant effect on the efficiency of a RIS.
To control for the industry structure in the region appears important for at least two reasons. Firstly, introducing the share of the electrical engineering industry significantly increases the log likelihood of the model. Secondly, the parameter of spatial dependence λ becomes insignificant if a control for the size of this industry in the region is included.
Summary and conclusions
The objective of this paper was to provide an answer to the question about what determines the differences in the efficiency of RIS. For this purpose, we first introduced alternative measures for the technical efficiency of RIS based on the concept of a KPF. These approaches for assessing the efficiency of 18 The average value of industrial diversity is 1.527 for West Germany and 1.404 for East Germany. Significantly less industrial variety in the eastern part of the country is confirmed by two-sample mean comparison tests (p=0.0000).
RIS led to quite comparable results. Particularly, the spatial distribution of efficiency estimates turned out to be rather similar.
We have found a number of factors that have an effect on the efficiency of RIS. Our results suggest that both knowledge spillovers within the private sector as well as between public research institutions (universities as well as non-university research institutes) and actors in the private sector have a positive impact on private sector innovation activities. The presence and the interaction of universities and other public research institutes with private sector firms also proved to be conducive. This effect is, particularly, high if the technological fields of research pursued in public research institutes correspond to those of innovation activity in the private sector. We find that the relationship between industry concentration and efficiency of innovation activity is inversely u-shaped, indicating the relevance of Jacobs' as well as
Marshall-Arrow-Romer-externalities. Obviously, neither a broad variety of industries nor narrow specialization is favorable for the performance of RIS.
Population density has a positive effect on innovation performance indicating that R&D expenditure is more productive in agglomerations than in rural areas. The negative effect of the employment share in the service sector and of the average establishment size corresponds with the relatively low number of patents per R&D employee in the service industries and in larger firms, which has been found in other empirical studies. RIS in West Germany are considerably more efficient than those in the eastern part of the country even after controlling for all other influences that have a significant effect. There is no indication for lower efficiency of innovation activities in regions located at the periphery of the country. All in all, our results are consistent with the view that the performance of RIS is strongly influenced by the level and the quality of interaction and exchange between their different elements. To put it differently, a pronounced division of innovative labor leads to relatively high efficiency.
Our results raise some important questions for further research. A main issue in this respect is the ways of knowledge transfer between the different actors that need to be further illuminated. A policy that aims at improving the efficiency of RIS should be able to identify the most relevant ways of knowledge transfer and needs information on how such knowledge transfer can be stimulated. What stimulates knowledge spillovers and the division of innovative labor between the elements of a RIS? What are the impediments in this respect? Lastly, regarding the role of industrial specialization for innovation, more information about the role of the industrial structure of a region for the efficiency of innovation activity would be helpful in order to derive reasonable policy implications. The low efficiency of RIS in East
Germany indicates that there may be a considerable degree of pathdependency that shapes the performance of these regions. This implies that it may take quite a long time until a policy, which aims at improving the performance of RIS, produces significant results. Notes: Absolute value of robust z-statistics in parentheses; * significant at 5% level; ** significant at 1% level. Critical value for the Wald test-statistic and LM-Error with one degree of freedom is 3.48 (p = 0.05); spatial weights are row-standardized: W is 1 st order contiguity matrix. -1.324** -1.325** -1.261** -1.245** -1.260** -1.264** -1.085** -1.077** (4.04) (4.08) (3.84) (3.85) (4.21) (3.91) (3.60) (3.63) SERVICES [ln] -1.124** -1.120** -1.077** -1.091** -1.127** -1.061** -1.174** -0.932** (5.21) (4.92) (4.95) (5.03) (5.37) (5.26) (5.89) (4.89) WEST 1.132** 1.130** 1.057** 1.106** 1.103** 1.014** 1.082** 1.051** (9.93) (9.83) (9.28) (9.35) (8.50) (7.65) (10.70) (8.42) PERIPHERY -0.098 -0.098 -0.085 -0.091 -0.092 -0. Notes: Absolute value of robust z-statistics in parentheses; * significant at 5% level; ** significant at 1% level. Critical value for the Wald test-statistic and LM-Error with one degree of freedom is 3.48 (p = 0.05); spatial weights are row-standardized: W is 1 st order contiguity matrix.
