The linear discriminant analysis (LDA) is one of popular means for linear feature extraction. It usually performs well when the global data structure is consistent with the local data structure. Other frequently-used approaches of feature extraction usually require linear, independence, or large sample condition. However, in real world applications, these assumptions are not always satisfied or cannot be tested. In this paper, we introduce an adaptive method, local kernel nonparametric discriminant analysis (LKNDA), which integrates conventional discriminant analysis with nonparametric statistics. LKNDA is adept in identifying both complex nonlinear structures and the ad hoc rule. Six simulation cases demonstrate that LKNDA have both parametric and nonparametric algorithm advantages and higher classification accuracy. Quartic unilateral kernel function may provide better robustness of prediction than other functions. LKNDA gives an alternative solution for discriminant cases of complex nonlinear feature extraction or unknown feature extraction. At last, the application of LKNDA in the complex feature extraction of financial market activities is proposed.
Introduction
Linear discriminant analysis (LDA) generally refers to Fisher's discriminant analysis (1936) , which is an excellent method of dimensionality reduction and classification us-ing a projection algorithm [1] . LDA is widely used in pattern recognition, business intelligence and genome sciences for good classification accuracy and high computing efficiency. Numerous extensions for LDA have been proposed during the recent decades. These extensions serve to, for example, address the small sample size (SSS) problem, handle the incremental great sample, relax the assumption of normality, and extract nonlinear and nonparametric features.
Currently, a prevalent extension for the nonlinear problem is kernel discriminant analysis (KDA) [2] [3] [4] . KDA first maps low-dimensional data into high-dimensional data, and subsequently projects high-dimensional ones onto low-dimensional ones. It is able to recognize certain simple nonlinear relationships. However, KDA, in complex nonlinear structures, is not as effective as the nonparametric method with a local classifier, such as k-nearest neighbor (KNN). Nonparametric discriminant analysis (NDA) relaxes the normality assumption of traditional LDA [5] . NDA provides a unified view of the parametric nearest mean reclassification algorithm and the nonparametric valley seeking algorithm. Diaf combined NDA and KDA to introduce a non-parametric Fisher's discriminant analysis with kernels [6] . Weighted LDA is commondly used in handling the unbalanced sample [7] . Nearest neighbor discriminant analysis (NNDA) can be regarded as an extension of NDA using a new between-class scatter matrix [8] . Above discriminant analyses are parametric and nonparametric methods with a global classifier, which more or less identify nonlinear features. Fan proposed a parametric discriminant analysis with a local classifier in 2011 named local linear discriminant analysis (LLDA), which is skilled in complex nonlinear structures [9] . For each testing sample, LLDA first extracts the k-nearest subsets from the entire training set and then classifies them by LDA. The k-nearest subsets are calculated by Euclidean distance. Shi and Hu (2012) presents LLDA utilizing a composite kernel which is derived from a combination of local linear models with interpolation [10] . Li et al proposed NDA with kernels, and testified the feasibility of the proposed algorithm on 3D model classification [11] . Zeng (2014) proposes weighted marginal NDA to efficiently utilize the marginal informa-tion of sample distribution [12] . NDA has been extended to a semi-supervised dimensionality reduction technique to take advantage of both the discriminating power provided by the NDA method and the locality-preserving power provided by the manifold learning [13] . embedded sparse representation in NDA for face recognition [14] . Adaptive slow feature discriminant analysis is an attractive biologically inspired learning method to extract discriminant features for classification on time series [15] . Fast incremental LDA feature extraction are derived by optimizing the step size in each iteration using steepest descent and conjugate direction methods [16] .
In this paper, we generalize LLDA to local kernel nonparametric discriminant analysis (LKNDA), which is a nonparametric discriminant analysis with a local classifier. LKNDA performs more accurately and robustly than LLDA in almost all cases. LKNDA improves conventional discriminant analysis with the inspiration from nonparametric statistics. This analysis considers the weight of different samples in subsets and modifies the kernel function of nonparametric statistics into a unilateral kernel function. LKNDA defines a generalized nearest neighbor function, which will be useful in real cases of further study. LKNDA relaxes the normality assumption, and it performs well in the nonlinear or nonparametric problem. Compared with the KNN method, LKNDA has the same time complexity and higher accuracy on class margin. The bottom half of this paper proposed an application in the complex feature extraction of financial market activities.
Methodology

Overview of the conventional NDA
NDA developed by Fukunaga and Mantock (1983) is a nonparametric extension of Fisher's LDA [5] . Discriminant analysis is designed to identify the optimal projection direction that maximizes the ratio of between-class scatter to within-class scatter. NDA introduces a weighting function to emphasize the boundary information. Thus, this analysis can address non-normal data distributions by incorporating data direction and boundary structure.
To maximize the objective function of NDA:
w is a projection matrix. Sw is the within-class scatter matrix and S B is the between-class scatter matrix. Two scatter matrices are defined as follows [5, 6] :
where
. 
is the Euclidean distance from x l ∈ X i to its k-th-nearest neighbor from class j. ω(i, j, l) is a weighting function to de-emphasize the effect of samples with large magnitudes, which are far away from the decision boundary.
Local kernel nonparametric discriminant analysis
Local Kernel Nonparametric Discriminant Analysis is a nonparametric method for solving complex nonlinear problems. For each testing sample, LKNDA fetches a local subset from the entire training set by the nearest neighbor function. LKNDA also considers that the more similar to the estimated sample, the larger the sample weight.
(1) Local subset extraction To discriminate each sample x E of the testing set, we first extract a nearest neighbor subset with bandwidth K. nn(x E , k) is the nearest neighbor function. This function defines the k-th-nearest neighbor of x E in the testing set in certain similarity computing standards.
The generalized similarity calculation model satisfies the following conditions: 1) Non-negative: for all i and j, 1 ≥ s(i, j) ≥ 0. Especially when i = j, s(i, j) = 1.
2) Symmetry: for all i and j, s(i, j) = s(j, i). There are many calculation models for similarities. Each model is applicable to the specific condition. Euclidean distance is the most common spatial distance algorithm for R n . In addition, cosine similarity is another approach of spatial similarity, and the Jacard coefficient is a measure of attribute similarity. In the application of LKNDA, the selection of the distance formula needs to consider the data characteristics and research purposes.
Parameter k can be manually specified. The optimal parameter can also be determined by cross-validation. It can also refer to the selecting principle of Fan's LLDA [9] : for a large sample, let K be 5%-10% of the amount of all testing samples; for a small sample, let K be 10%-20%.
NN represents the ordered subset of top K nearest neighbor samples. In the subset NN, the number of classification is C, the sample size is K, and the sample size of class i is N i . Thus,
(2) Local subset prediction The maximization objective function of NDA is:
with within-class scatter matrix and between-class scatter matrix
where µ i is the mean vector of class i in the local ordered subset NN. w ∈ R D×d is the projection matrix and the parameters for J(w). D is the before-projection dimension that equals to the attribute size in LKNDA, while d is the after-projection dimension that satisfies
is the unilateral kernel function, which is discussed in the next subsection. For
For any times of w, J(w) is unchanged. To solve the optimization problem, we add a constraint that lets the denominator norm be 1.
Using Lagrangian method,
⇒ S B w = λSw w.
As a consequence, to maximize J(w) is equivalent to obtaining a projection matrix w opt whose columns are the eigenvectors corresponding to the top eigenvalues of the eigenequation S B w = λSw w.
Unilateral kernel function
Nonlinear sciences have an enormous potential for applied mathematics [17] . There are two different definitions of kernel function: in the field of machine learning, a kernel function is used to map a sample set into a high dimensional space; in the field of nonparametric statistics, a kernel function is a weighting function of nonparametric estimation. LKNDA accepts differences in the importance of neighbor samples. The greater the distance between x E and samples in NN, the lower the reliability of the information provided. Thus, we modify the kernel function of nonparametric statistics into a unilateral kernel function, which presents the reliability differences. Table 1 shows six types of unilateral kernel functions, which are drawn in Figure 1 . An ordered subset of neighbors contains K samples. According to the unilateral kernel function in Table 1 , the unnormalized weight of the i-th training sample is g i and the normalized weight is h i . 
Figure 1: Six types of unilateral kernel functions Figure 1 shows the pattern of different unilateral kernel functions. For 0 ≤ u 1 < u 2 ≤ 1, K(u 1 ) ≥ K(u 2 ). Kernel weighted process means that, for any two samples, the weight of high similarity is greater than or equal to the one of low similarity. The accuracy of LKNDA is usually affected by the neighbor size K. Despite this, a unilateral kernel function makes LKNDA more robust by weighting procedure. This idea is proven in section 3.2.
If the nearest neighbor function is Euclidean distance, the kernel type is uniform, the bandwidth K is a certain percentage of the total sample, and NDA is replaced by LDA for local subset computing, then LKNDA degrades into LLDA.
Pseudo-code of LKNDA
if all NN has the same class C i then 6:
x E is C i 7:
calculate S W and S B using NN and K 9:
w is constituted by the d eigenvectors of S 
, where n and m are the observation amount of the training set and testing set respectively. The local subset has k samples, and t is the number of discriminant analysis after the pruning algorithm. The number of categories of the after-projected sample is d. Usually, d and k are notably small, and t < m < n, so the time complexity of LKNDA can be expressed as O(mn), which equals to KNN.
Comparison
In this section, we assess LKNDA in two ways. First, we compare the accuracy of six methods using 2 dimensional and 3 dimensional composite data. Second, we make a parameter comparison with different combinations of bandwidth and unilateral kernel types.
Classification methods comparison
In this paper, simulations of composite data are used to evaluate methods. 2 dimensional and 3 dimensional data can visually reflect the characteristics of the data. In the following discussion, we apply six data generating processes, which are shown in Figure 2 . These data generating processes are: simple small samples, mild hybrid and unbalanced simple triangle samples, multi-cluster samples, the Taiji diagram, superimposed curve samples and 3D spiral samples. During the simulation, to avoid the particularity of a set of data, we repeated the simulation 100 times for each data generation process to obtain 100 datasets. For each dataset, we performed 10 times random sampling, which extracts 1/3 of the observations as test sample and the rest as train sample. In this way, we have 1000 pairs of test samples and train samples for one data generating process. This section computes the accuracy of six classification models: naive Bayesian classifier (NBC), C5.0 decision tree classifier (C5.0), k-nearest neighbor (KNN), linear discriminant analysis (LDA), support vector machine (SVM) and local kernel nonparametric discriminant analysis (LKNDA). To emphasize the comparative method credibility, we use the same 1000 pairs of testing data and training data for each classification model. We summarize the mean and standard deviation of prediction accuracy and list them in Table 2 . Figure 2 (a) shows simple small samples with linear characteristics and presents a simple classification problem. LDA, SVM and LKNDA achieve nearly 100% accuracy of classification. KNN and C5.0 are inefficient for small sample classification and not ideal for this case. NBC strictly depends on the independence assumption and thus reaches a poor result. Figure 2 (c) have the same marginal probability distribution, which makes NBC unable to distinguish them. LDA is a projection method based on mean and the variance of classes. Three types of samples have the same mean, causing LDA to fail. Figure 2(d) shows the Taiji diagram. It is an identification problem with complex nonlinear structure and clear edge margins. LKNDA performs best, then KNN, followed by C5.0. These three nonparametric methods have high accuracy. LDA, SVM and NBC do not perform well because they can only explain a linear or simple nonlinear classification situation. According to the above analysis, the environment of six classifications can be summarized as in Table 3 . NBC requires a large sample size and an independence assumption. It cannot be used in dependence relationships, both linear and nonlinear. C5.0 is a decision tree classifier with an information entropy theory. It requires a large sample size. Its dividing surfaces are limited in the x or y direction, which leads to classification errors. KNN is a competent nonparametric classification algorithm and is capable of solving the problem of complex nonlinear characteristics with adequate sample size. However, KNN is not capable of understanding the law of the points near the class interface. LDA is a linear projection classifier. LDA performs well with a small sample size but is invalid in a nonlinear environment. SVM solves simple nonlinear problems by establishing a classification hyper plane. It is still insufficient to handle complex nonlinear problems. LKNDA, proposed in this paper, strives to absorb the advantages of both nonparametric and parametric methods. It takes the advantages of nonparametric methods in solving complex nonlinear problems. At the same time, it draws on the benefits of parametric ones for pattern recognition with a small sample size.
In the small sample classification tasks, if data are rendered as linear, LDA can be used properly. If data are simple nonlinear, SVM is fine. If data are complex nonlinear and has adequate samples, KNN is often applied. If KNN behaves poorly, or if you want to further improve the prediction accuracy, you can turn to LKNDA.
Parameter comparison of LKNDA
There are two parameters in LKNDA: bandwidth K and kernel type. In this section, we conduct two classification tasks using the Taiji diagram (Figure 2(d) ) and superimposed curve (Figure 2(e) ) samples. In each task, we let K = 5, 10, 15, 20, 30, 40 for each of the six unilateral kernel functions in Table 1 . Table 4 summarizes the results of the simulation prediction, which is based on different combinations of the parameters of LKNDA. We test 1000 times for each combination to obtain a mean of forecast accuracy. All standard deviation is approximately 0.15, which is not listed in the table. Different values for the parameters contribute to different results, which is shown in Table 4 .
In Figure 3 (a) and 3(b), the x-coordinate is the parameter K and the y-coordinate is the mean of simulation accuracy for 1000 times. In each graph, six lines have six colors, which represent six types of unilateral kernel functions. Each line in Figure 3 displays as a downward parabolic shape. This means that there is an optimal K opt for different values of bandwidth K. The more K deviates from K opt , the faster the accuracy declines. Both 3(a) and 3(b) show that different kernel functions vary in prediction accuracy. Quartic kernel and triangular kernel perform best. Cosine kernel and Epanechnikov kernel are moderately good. Gaussian kernel and uniform kernel are less effective. After combining K and kernel type, we deem that K mainly determines prediction accuracy and kernel type mainly determines the robustness of prediction. When selecting a suitable unilateral kernel function, the sensitivity of the accuracy rate to K is decreasing, which means that the robustness of prediction is obviously increasing and the accuracy of prediction is slightly increasing. 
General framework of timing system
Market timing is a strategy for making a decision to buy or sell a financial asset by trying to predict future market price movements. The key of market timing is to justify the market trend that is a perceived tendency of financial markets to move in a particular direction over time. In practice, the quantification team usually needs to carry out the single indicator optimization, the single indicator test and the timing signal mixing to construct the timing trading system. In Figure 4 , the single indicator optimization stage is selecting robust optimal parameters in the feasible region of parameters according to the preset rules. The single indicator filtering stage is screening usable technical indicators by the sample test, out-sample test, and extrapolation test. The timing signal mixing stage is generating integrated trading signals through the integration of multi index.
There are many ways to create a timing signal mixer. The most commonly used methods are equal voting sys- tem and general linear weighting. Complex methods are integer mixed genetic algorithm [18, 19] and neural networks [20] [21] [22] . This section only discusses the application of LKNDA method to construct timing signal mixer and the classification prediction of LKNDA in the mixer construction process. The index selection, parameter optimization, timing system and signal mixer effect are not discussed further.
An application for timing signal mixer
The CSI 300 is an influential stock market index in the Shanghai and Shenzhen stock exchanges. There are a wealth of financial products related to the index. In the following study, CSI 300 data are used. Features are calculated by yields of the next five days. The signal source as independent variables is two market state indicators and six timing indicators. LKNDA is used to build the mixer.
(1) Features:
Market trend:
where T means calculated day, FRET is the yield of the next five days, FRET T = CLOSE T+5 − CLOSE T+1 CLOSE T+1 .
(2) Market state indicators:
Relative position:
Oscillation intensity: Table 5 .
Taking state index as classification variable and technical index as independent variable, the mixer was constructed. Signal mixer tested by the method of extrapolation in which sample set {F i , S ·,i , I ·,i |i ∈ [1, T − 5]} was used to predict F T for the T day. Results predicted by LKNDA is shown in Table 6 . The prediction accuracy of LKNDA was 79.8%, and the probability of contrary signal between predicted value and actual value was only 7.3%. The prediction accuracy of SVM, LDA, C5.0, NBC and KNN were 78.7%, 77.6%, 75.8%, 72.2% and 70.5% respectively.
According to the integrated signal generated by the mixer, the performance of strategy is shown in Figure 5 . The CSI300 index is gray line on the secondary axis. The red area is where the long signal is, and green is the range of the short trade signal. The white bar area is the empty signal period. The net value of back testing is gray line one the primary axis. Strategy to achieve annualized yield 43.2%, Sharpe ratio 1.51 and Calmar ratio 1.82, which is far higher than the single-strategy extrapolation performance on the right side of Table 5 . Timing signal mixer obtained excellent performance. On the one hand, LKNDA has good adaptability in extracting complex features. On the other hand, it can automatically adjust the weight of different strategies according to the market state, and maximize the effect of the strategy group. 
Conclusions
This paper presents a supervised classification algorithm, local kernel nonparametric discriminant analysis, which relaxes the normality assumption of conventional discriminant analysis. Compared with NBC, LDA and SVM, LKNDA can effectively identify the classification of complex nonlinear structures. Compared with KNN and C5.0, it can accurately identify the characteristics of the local sample. The bandwidth K primarily determines prediction accuracy, and the type of selected unilateral kernel function primarily determines the robustness of prediction. Compared with KNN, LKNDA has the same time complexity O(mn), higher accuracy, and a smaller adequate sample size. This method is applied to the construction of the mixer. It is very effective in extracting the complex features of the financial system. Application of the mixer performed well in CSI 300 back-test. In future studies, the method will be tested in more cases.
