Introduction
Between the years 1911 and 1919 Ramanujan submitted a total of 58 problems, several with multiple parts, to the Journal of the Indian Mathematical Society. For the rst ve, the spelling Ramanujam was used. Several of the problems are elementary and can be attacked with a background of only high school mathematics. For others, signi cant amounts of hard analysis are necessary to e ect solutions, and a few problems have not been completely solved. Every problem is either interesting or curious in some way. All 58 problems can be found in Ramanujan's Collected Papers 172, pp. 322{334]. As is customary in problems sections of journals, editors normally prefer to publish solutions other than those given by the proposer. However, if no one other than the proposer has solved the problem, or if the proposer's solution is particularly elegant, then the proposer's solution is published. This was likely the practice followed by the editors of the Journal of the Indian Mathematical Society, but naturally the editors of Ramanujan's Collected Papers chose di erent criteria; only those printed solutions by Ramanujan were reproduced in his Collected Papers.
The publication of the Collected Papers in 1927 brought Ramanujan's problems to a wider mathematical audience. Several problems have become quite famous and have attracted the attention of many mathematicians. Some problems have spawned a plethora of papers, many containing generalizations or analogues. It thus seems appropriate to provide a survey of all 58 problems indicating the activity generated by the problems since 1927.
In referring to these problems, we follow the numbering given in the Journal of the Indian Mathematical Society. Although the division of problems into categories is always somewhat arbitrary, we have decided to place the 58 problems in nine subsets as follows:
Solutions of Equations: 283 Some of Ramanujan's problems have been slightly rephrased by the editors of his Collected Papers. Generally, we quote either Ramanujan's formulation of each problem, or the version in the Collected Papers. However, we have taken the liberty of replacing occasional archaic spelling by more contemporary spelling, and most often we have employed summation notation in place of the more elaborate notation a 1 + a 2 + : After the number of the question, the volume and page number(s) where the problem rst appeared in the Journal of the Indian Mathematical Society, which we abbreviate by JIMS, are stated, and these are followed by the volume(s) and page number(s) where solutions, partial solutions, or comments are given. We do not cite problems individually in the references of this paper. We also do not separately list in our references the solvers of the problems cited in Question 283 is a special case of the more general system x 1 + x 2 + + x n = a 1 ; x 1 y 1 + x 2 y 2 + + x n y n = a 2 ; x 1 y 2 1 + x 2 y 2 2 + + x n y 2 n = a 3 ;
. . . + + x n y 2n?1 n = a 2n ; where x 1 ; x 2 ; : : : ; x n and y 1 ; y 2 ; : : : ; y n are 2n unknowns, ingeniously solved by Ramanujan in his third published paper 164], 172, pp. 18{19]. Implicit assumptions were made in Ramanujan's solution, and thus it should be emphasized that (2.1) is not always solvable. For a sketch of Ramanujan's solution, see a paper by Berndt and S. Bhargava 25] . Another derivation of the general solution for (2.1) was found by M. T. Naraniengar 148] . The more general system (2.1) is also found on page 338 in Ramanujan's second notebook 171] . We quote the discussion of (2.1) from Berndt's book 23, p. 30] .
\It is easy to see that the system (2.1) is equivalent to the single equation . . . a n u 1 + a n+1 u 2 + + a 2n u n+1 = 0; must have a solution u 1 ; u 2 ; : : : ; u n+1 such that the n{ic form p(w; z) := n X j=0 u j+1 w j z n?j can be represented as a product of n distinct linear forms. Thus, the numbers x 1 ; x 2 ; : : : ; x n ; y 1 ; y 2 ; : : : ; y n are related to the factorization of p(w; z): Sylvester's theorem belongs to the subject of invariant theory, which was developed in the late nineteenth and early twentieth centuries. For a contemporary account, but with classical language, see a paper by J. P. S. Kung However, we must be careful in taking these square roots, for there are three di erent square roots to be taken and there are two choices for the sign of the square root in each case. The 2 3 di erent sequences of nested radicals correspond to the eight roots of the octic polynomial arising from (2.2 For a particular value of a; one can numerically check which in nite sequence of nested radicals corresponds to a given root. In general, for the two in nite sequences of nested radicals arising from the two roots of the quadratic polynomial, the identi cation is easy. However, for the remaining six roots, the problem is more di cult. On pages 305{306 in his second notebook, Ramanujan made these general identi cations 23 (ii)
Of course, one can establish each of the nine identities in the four preceding problems by taking the appropriate power of each side of each equality, applying the multinomial theorem, and simplifying. However, such a proof provides no insight whatsoever into such an equality, nor does it indicate how Ramanujan might have discovered it. Both the left and right sides of each of the equalities are units in some algebraic number eld. Although Ramanujan Watson 211] furthermore pointed out that (5.13) was explicity solved by G. P. Young 221] in a paper devoted to the general problem of explicitly nding solutions to solvable quintic polynomials and to working out many examples, the rst of which is (5.13). Young remarks that (5.13) was \brought under the notice of the writer by a mathematical correspondent," whom Watson conjectured was A. G. Greenhill, who had also studied (5.13). A few years later, A. Cayley 58] considerably simplied Young's calculations. Since the solutions of (5.14) had not been given in the literature, Watson and hence prove that (6.8)
The proofs of (6.7) and (6.8) by A. C. L. Wilkinson in volume 8 employ contour integration, but his proof of (6.8) is very long. In volume 16, Chowla showed that a much shorter proof of (6.8) can be e ected by using the Poisson summation formula for Fourier sine transforms.
Related results can be found in ' (2 ) Although no solutions were published, (7.2) has been rediscovered several times in the literature. Its home is in the theory of elliptic functions, as Ramanujan himself indicated when he proved (7.2) in his paper 165 Schl omilch and several others cited above, in fact, proved a more general formula than (7.2). Let ; > 0 with = 2 : Then The special case = = of (7.3) yields (7.2). Equality 4n ; where B k ; k 0; denotes the kth Bernoulli number. Observe, by (7.3) , that (7.4) is not valid for n = 1: The rst proof of (7.4) known to us is by Rao and Ayyar 177].
Ramanujan also discovered (7.4), and it can be found as Entry 13 in Chapter 14 in his second notebook 21, p. 261]. If we set = = in (7.4), assume that n is odd, and replace n by 2n + 1; we nd that, for each positive integer n; which is also in Ramanujan's notebooks 21, p. 262, Cor. (iv)]. Apparently the rst proof of (7.5) is by J. W. L. Glaisher 84] in 1889. Many proofs of (7.4) and (7.5) can be found in the literature, and readers should consult Berndt's book 21, pp. 261{262] for many of these references.
Analogues of (7.3) and (7.4) wherein negative odd powers of k appear in the summands are also very famous. Although we do not state the primary formula here, it is generally called \Ramanujan's formula for (2n + Question 358 has a beautiful generalization. Let ; > 0 with = 2 ; and let n be a positive integer. Then If n is even and = = in (7.7), then (7.6) arises. Equality (7. Analogues of (7.6) and (7.7) exist for negative powers of 2k + 1 in the summands. Such results were also found by Malurkar n + :
(ii)
The formulas above are valid for n > 0: The rst solution to Question 1049 was given by E. G. Phillips 154] . In his proof of (i), Phillips used (8.2), and in his proof of (ii), he utilized the continued fraction Z Question 294 has the following connection with probability 139], 140]. Suppose that each of the n independent random variables X k ; 1 k n; has a Poisson distribution with parameter 1. Then S n := P n k=1 X k has a Poisson distribution with parameter n: Thus, P(S n n) = e ?n n X k=0 n k k! :
Upon applying the central limit theorem, we nd that lim n!1 P(S n n) = (n + 1) n?1 x n n! e ?(n+1)x ;
show that (x) = 1 when x lies between 0 and 1; and that (x) 6 = 1 when x > 1: 14) ]. In fact, (9.1) has a long history. It can be traced back to papers of J. H. Lambert This result is a straightforward application of Stirling's formula. On page 346 in his second notebook, Ramanujan stated a much more general result. Under certain prescribed conditions on m; n; A k ; B j ; a k ; and b j ; 1 k m; 1 j n; 10. Geometry
Question 662 (JIMS 7, pp. 119{120). Let AB be a diameter and BC be a chord of a circle ABC: Bisect the minor arc BC at M; and draw a chord BN equal to half of the chord BC: Join AM: Describe two circles with A and B as centers and AM and BN as radii, cutting each other at S and S 0 ; and cutting the given circle again at the points M 0 and N 0 respectively. Join AN and BM intersecting at R; and also join AN 0 and BM 0 intersecting at R 0 : Through B draw a tangent to the given circle, meeting AM and AM 0 produced at Q and Q 0 respectively. Produce AN and M 0 B to meet at P; and also produce AN 0 and MB to meet at P 0 : Show that the eight points P; Q; R; S; S 0 ; R 0 ; Q 0 ; P 0 are cyclic, and that the circle passing through these eight points is orthogonal to the given circle ABC: 
