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Abstract. We explore the communication properties of a family of networks, based on the incidence 
relation of the “middle” subspaces of a projective space. Network theoretic issues as well as 
implementation details are discussed. The networks are shown to be symmetric and nearly optimal 
in diameter. They support a natural routing scheme with efficient implementation of optimal 
complexity. An extremely high redundancy makes the networks robust. A parallel-routing 
algorithm is analysed and is shown to achieve running time O(diameter), which is also the lower 
bound. 
The most difficult problem for parallel machine architecture is the design of the 
general interconnection etwork through which processors communicate [ 1, p. 541. 
NO general solution which is “best in all criteria” is known to this problem, hence 
the “topology zoo” [2- 191. 
We devote the first section to a brief description of five criteria which determine 
the usefulness of any family of network design for parallel machines. Following the 
subsections order, these are: 
(1) degree versus diameter, 
(2) symmetry and uniformity, 
(3) connectivity, redundant paths and robustness, 
(4) addressing schemes and implementation of steps of packet routing, 
(5) routing global interconnection requests in parallel. 
In subsequent sections we introduce and examine yet another family, namely the 
projective networks, from these points of view. While criteria 1 to 3 involve standard 
graph theory and partial ordered sets combinatorics, the fourth criteria, which poses 
a difficult hurdle to many network designs seems harder to formalize. e shall use 
linear algebra tools to provide a compact, efficient addressing scheme for the 
projective network. The fifth criteria i ssential for an efficient emulation of parallel 
(P-RAM) programs with shared m ry on networks of 
Valiant’s 2-phase randomized routing scheme to the projective network 
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1.1. Degree versus diameter-the (d, D)-graph problem 
In the design of a network we would like the processors to be as “close” to each 
other as possible. Stated in graph-theoretic terms it is the (d, D&graph problem: 
how many vertices can a (8, D)-graph have, where a (d, D)-graph is a graph with 
maximum degree d and diameter at most D? The solution to this problem is not 
known in general. Moore posed an upper bound on n(d, D), the maximum number 
of vertices of a (d, D)-graph: 
n(2, D)s20+1, n(d,D)== 
d(d-1)D-2 
d 2 l 
For a survey on methods for the construction of large (d, D)-graphs refer to [20]. 
It is well known that the hypercube structure is far from the optimum in this 
sen,e. On the other hand the d-way-shuffle, or as it is called in graph-theoretic 
terminology: a de Bruijn graph, is much closer to the Moore bound. The family of 
graphs we present, namely the projective network, asymptotically achieve 
where N is the number of nodes, q is the characteristic of some finite field and r 
is a small, positive integer. The Moore bound (I) implies n( q’, 2r+ 1) = N*. The 
d-way shuEle with these parameters achieve - N2/2” nodes which is asymptotically 
better than the projective construction. Still we will see that the d-way shuffle has 
basic flaws under other network performance criteria. 
1.2. Symmetry and uniformity 
A major property of the network is its symmetry. For parallel computer architecture 
symmetry means that every program can run on every processor with the same 
capabilities, in particular the same number and pattern of connections to the rest 
of the network. 
Symmetry in a graph is expressed by vertex- or edge-transitivity. A graph is said 
to be vertex-transitive if for every pair of vertices x and y there exists an automorph- 
ism Q of the graph such that Q(X) = y. We say a graph is edge-transitive if for every 
pair of edges (x, y), (x’, y’) there exists an automorphism $ of the graph such that 
ew, Y)) = w, Y’h 
If G is a connected edge-transitive graph then its edge-connectivity equals the 
vertex-connectivity equals the lowest degree of a vertex of G. Since the lowest degree 
of a graph vertex is an upper bound on the vertex and edge-connectivity his implies 
maximal connectivity of edge-transitive graphs. 
The hypercube is vertex and edge-transitive. In addition to the necessary symmetry 
that they provide, these facts also help to develop communication algorithms due 
to the observation th- uc (under the appropriate automorphism) all nodes see the 
same address space of neighbours. For a good example we refer to the broadcast 
algorithm in [22]. 
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The hypercube is a special case of a large family of networks called CUJ&?JJ graphs* 
Let S be a group of permutations on N elements. Let Xr = {a,, . . . , o,} be a system 
of r elements of S. The associated Cayley graph has: 
(1) as vertices the permutations in S’, the subgroup generated by {Us,. . . , CT~}. 
(2) two vertices, indexed by the permutations vi and q in S’ are adjacent if and 
only if niUk = rj for some ak E & (if c, = 2 I’, then an undirected graph is obtained). 
In particular, Cayley graphs are vertex-transitive. For a survey and the connection 
to interconnection etworks see [23]. 
The d-way-shuffle is not vertex-transitive. Actually it is not even regular in degree, 
thus it lacks the symmetry property. 
The projective network is in a way a counterpart of the hypercube, where set 
inclusion and set operations are replaced by the geometric incidence of subspaces. 
As such it is highly symmetric, both vertex and edge-transitive (even though it is 
not a Cayley graph). 
1.3. Connectivity, redundaw paths and robustness 
There are several different measures for the fault tolerance of a network and the 
criteria picked largely depends on the designers’ point of view (cf. [20]). The most 
obvious and widely accepted is the degree of connectivity of the graph. It measures 
the difficulty in disconnecting the graph and by Menger’s theorem it also measures 
the number of alternate paths. High vertex-connectivity is important in a processor- 
failure model, also impljing evenly distributed communication processing time and 
storage requirements. High edge-connectivity is important in a channel-failure model 
and implies evenly distributed data flow. 
We already mentioned (Section 1.2) that the projective network’s connectivity is 
its degree d = q’= qw, which is optimal. We will also characterize the rich 
structure and number of redundant (shortest) paths between pairs of vertices. In 
particular, the number of vertex disjoint geooetics connecting x to y is =q”2, where 
I = distance(x, y). We note in comparison that in the hypercube the corresponding 
number of paths is only 1. The d-way-shuffle has a highly undesirable redundancy 
feature: It has only one shortest path between each pair of vertices. 
1.4. Addressing schemes and implementation of steps of packet routing 
We assume that every node has a unique defining sequence of bits, which we call 
its address. A convenient routing scheme should support he basic routimg functions. 
The address is no shorter than log2 n, where n = number of nodes. For a Gece of 
information sent by x to y, x will stick y’s address to the informatio! Packet. At 
ev::rJ* node the routing algorithm will manipulate the current and destination 
addresses to get the neighbour(s) to which the informztion is to be forwarded. 
instance, in the hypercube it means imply a hitwise comparison of the current and 
destination address. 
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It is no easy in the general case (even for a Cayley graph) to find a compact 
address cheme which supports “efficient” (i.e. comparable to the hypercube case) 
one-step packet routing. We will show that the projective network has one. We note 
that the question whether the recently discovered explicit expanders of bounded 
degree [24] (which have near optimal diameter and other advantages) possess uch 
a scheme is open. 
1 S. Routing global interc ection requests in parallel 
Parallel routing of glo interconnection requests is crucial for the efficiency of 
parallel network-based from x to destination y are chosen in 
an oblivious way (each ng independent of other pairs), deterministic schemes 
are bogged down Sy h 
We present a randomized parallel algorithm for routing a permutation which 
inates in Ofdiameter) routing steps in overwhelming probability. This is the 
of result obtained in various forms for the hypercube [25], shuffles [26], 
tterfIies [27] and general expanders [Z8]. 
ombinatorics 
The following set-based network G helps to explain the issues: X is a set of 2r - 1 
elements. Nodes of G are subsets of size r - 1 and r. Edges are p.qirs of nodes {a, b} 
t a c 6. G is actually a subgraph (the bulk of) the (2r - l)-dimension 
hypercube. The degree of G is r and the diameter is 2r - 1. 
Now let S!&, denote the projective space of dimension 2r OVZ~ the finite field 
%S$. Let V = Vr_, v V, where 
V’ = collection of k-dimensional subspaccs of %&, 
E = ({a, b} 1 a E V#._, , b E V,, a is a subspace of b}, 
G = Gr,, = { -I9 V,, E} is a bipartite graph, the projective network. r and r - 1 are 
dual dimensions in Zq,Zr. According to the duality principle of the projective space, 
incidence relations appear in pairs of dual statements. In particular, G is a regular 
and l’Vrl = IV’._,l. 
We also have two natural representations of a subspace MJ. In the prima!, a basis 
ints (vectors of length n + 1 = 2r+ 1). In the dual representation, 
a basis has n - dim hyperplanes (again vectors of length n + 1). 
(a’, b’) E E there is a projective map T such that Ta = a’, Tb = b’. 
hism of G, hence G is edge (and similarly vertex)-transitive. 
d) = (size, degree) we use 
4 =-_ -- (2) 
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where [;+‘,‘I is the number of projective subspaces of dimension I in a projective 
space of dimension n (a basis contains dim + 1 vectors of length n + 1 j. Then 
d 4 
r+l -1 2q 
r(r+l) 
N= 
if q> 2, 
= q-l ’ 2 r’+r+2 if 4 = 2. 
The following table (Table 1) gives the first few (“small”) examples of projective 
networks. Inserting subgraphs as described in Section 3 below, the table becomes 
less sparse. 
Table 1. The first few projective networks. 
2 3 4 5 
N d N d N d N d 
- 
1 14 3 26 4 42 5 62 6 
2 310 7 2420 13 11594 21 40612 31 
3 23622 15 1851540 40 48 417 200 85 
4 6619490 31 1.234E+ 10 121 
3. Subgraphs of the projective construction 
Table 1 (Section 2) is very sparse. The distance between consecutive values of N 
is very large. We can beef up the table by taking away nodes and edges from a 
network. We describe one step but this step can be iterated. Given a projective space 
we choose some hyperplane h and some point x outside h. We define a projective 
graph 6’ = (E’, Vi, Vi_,) as before, except hat we eliminate all vertices correspond- 
ing to subspaces which contain x or which are contained in h. 
Claim. 73e resulting graph is regular. 
%qQ$$3+ @wP ’ ’ .‘, 
Proof. Let r+l E Vi_,, v, e tii; then rne following phrases which count the number 
of eliminated edges are dual (hence equal by the duality principle): 
(i) The number of subspaces of dimension r containing v,+ and not containing 
x. 
(ii) The number of subspaces of dimension r - contained in v, and not contained 
in h. 
Duality also implies 1 VL_,l = 1 V$ Let N’ = number of nodes in the new graph. 
The number of eliminated nodes from is 
(i) [r’+;] subspaces contained in the hyperplane h, 
(ii) [y] subspaces which comai 
and thus we are left with 
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Using 
[;]=[;I:]+qk[nkl] 
we get 
Since qr is approximately the original node degree, we conclude that the new partial 
construction is just a reduced form of the complete graph where the vanished part 
is inversely proportional to the node degree. Indeed, we have the following lemma. 
Lemma 1. Node degree (new graph) = node degree (complete graph) - 1. 
roof. Each node z of dimension r- 1 which remains in the subgraph is connected 
to all nodes of dimension r containing it, except the subspace containing X. There 
exists such a subspace since x @ z and there is only one such subspace since x is a 
point outside z which, together with z, fully determines a single r-dimensional 
subspace. Cl 
. Routes to a given destination 
Suppose some information packet destined to w is currently at 2)r_1 E V,-, . A 
move from vr-, to some v, E V,, where v, is on the way to w, can be viewed as 
adding to v,_~ vector from w - 19, -I . A move from v, to v,_~ on the way to some 
w, is described as dropping a vector of v, - w. 
It is simple to implement he “add” part (see below) but the “drop” part is more 
involved. However, passing to dual representation, one can replace “drop” by “add” 
and achieve uniformity. Using this idea we can now present a uniform routing 
scheme: moving from v, _ t to v,. we add a vector from w - q--l (and hence increase 
the dimension of intersection with w) and moving from v, to v,+ we add a vector 
from w” - OF (increasing the dimension of intersection with w’). 
Below we study this routing scheme in more detail (and its implementation) and 
th,-: resulting structure of all geodetics between vertices. 
Our routing scheme of Section 4 increases the intersection with the destination 
(or the dual space of the destination) by 1 for every two edge traversals. Indeed 
one cannot do any better than this so the length of shortest path is expressed by 
distance( u, v) = dim(u) + dim( v) - 2 dim( ti n v), 
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diameter(Gj=B=2r+l. 
6. Structure of geodetic paths 
Theorem 1. Let JC, y E V,_, , dim(x n y ) = m. 
(i) The number of geodetic directions from x toward y, i.e. 
{Z~ZE V,,xcz,dim(zny)=m+l}, 
is 
r-m-1 q’-m-‘-l 
[ 1 = 1 q-1 l 
These are all the directions in the subspace span(x, y) generated by x and y. 
(ii) If one of (x, y) is in V,., the number is Lrlrn]. 
(iii) The points on the set of all geodetic directed paths from x to y form a poset 
satisfying LYM property 1211, and the maximal chains are the geodetics. 
(iv) The initial directions have extensions to [ ‘-y -‘I vertex disjoint geodetics from 
x toy. 
Proof. (i): Fix maximum-dimension subspaces y^ in y - x and 2 in x - y (i.e. comple- 
ments to x n y). All geodetic directions from x toward y are given by the 1~ I and 
onto map defined on y^: 
v E j, v + span{ v, x} = 2. 
Since dim($) = r - m - 2 (recall that dim@) = -1) the number is l$l= [ ‘-T-‘3. 
(ii): If y E V,, then dim(f) = r- m - 1. If x E V~, y E Vr-r, the result follows by 
duality. 
(iii): In (i) we got geodetic directions x + z1 5 q E VrC Out of z1 we have, by (ii), 
[ ‘-?-‘I geodetic directions z, + zi toward y. Now zi E Vr-, , dim(y n 2:) = m so the 
number of directions out of zi toward y decreases to [‘-?-*I, and so on: 
We can characterize Z:,,, the set of all possible z:,,, directly in the following way: 
starting from x, drop any t-subspace (Y of 2, add any t-subspace p of j? 
Clearly the exhibited structure, I’, of all geodetics from x to y looks precisely the 
same way if me start from y and go toward x, only the directions are reversed. In 
particular the indegree at any node w in r is the number of geodetic directions 
from w toward x. Thus r is an acyclic directed graph, or a poset, graded by the 
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distance from X. The out-degree &(w) and indegree di,( w) are uniform for each 
level Zt or Z:. It is easy to check the validity of the “normalized matching property” 
(actually normalized Hall condition) [Zl] IAI/ N.. s IA*I/ Ns+, , where N,, Iv,+, are 
number of points in successive levels of r, and A is a set of elements in some level 
s and A* the set of elements connected to A in the next level. Hence r satisfies 
the LYM property, i.e., there exists a regular covering of r by maximal chains 
(uniformly covering each level). These chains are precisely all geodetics from x 
to y. 
Moreover, it is clear that the structure r admits a reflection, n; at its middle level. 
So finally to get a set of vertex-disjoint geodetics (and prove (iv)), we set up perfect 
matchings from a level into the next one up to the middle. This is possible since 
the ordinary Hall condition is satisfied as long as the level sizes do not decrease. 
We use these matchings to follow the original directions out of x up to the middle 
level, then continue by the reflection n. Clearly we get [‘-?-‘I vertex disjoint 
geodetics from x to y. Cl 
7. Implementation: representation, addresses and routing 
The goal is to make the storage requirements and the complexity of local routing 
comparable to the lower bound (i.e. log N bits and bit operations). The inherent 
aliasing-many names (bases or generating sets of vectors) to each node--is an 
obstacle for such an efficient scheme. For example, suppose a name [y] for a 
neighbour of x was found and a packet at x should exit to y. It will be frustrating 
to run a name-equivalent routine of [y] against the given name at x of each of the 
d outgoing channels, to actually find the right exit. Clearly a canonical naming 
scheme is needed. 
We introduce the notion of RREF (Row Reduced Echelon Form) which is a 
nonsingular matrix where 
(1) each line contains a prefix of O’s on the left, 
(2) the prefixes (strictly) become longer with the line number, 
(3) the first non zero entry from the left is a (leading) 1, 
(4) above each leading 1 there are only 0’s. 
Now RREF(x) (easily shown to be unique) is the RREF containing a basis of x. 
Every matrix of a basis can be transformed to its RREF equivalent by Gauss- 
elimination steps, so given any basis of x we can quickly get RREF(x). 
The canonical representation of x E V,_, consists of 
(1) the r x (2r+ 1) matrix (over $B$) RREF(x), 
(ld) the (r+ 1) x (2r+ 1) matrix RREF(x’). 
The representation of z E V, is similar (except that the size of matrices is inter- 
changed). 
. For each neighbour y there is a unique (2r+ I)-vector P(y) representing 
the channel (edge) (x, y). It is the vector which idgether with RREF(x) forms 
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RREF(y). Note that in the RREF shown below the “‘i”s indicate the u+ 1 columns 
in which there is no leading 1. Each P(y) is some assignment of 0,. . . , q - 1 to the 
Lb 99 J coordinates and O’s to the rest (given that the leading non-zero coordinate is a 
1). We can index the channel going to y by the number (in base q) represented by 
P(y), when one uses only the “J” coordinates. Thus we save the memory needed 
for storing the P(y)‘s. + 
line (1) 
line (2) 
. 
. (RREF) 
line (k), 
Using both primal and dual forms is very handy for various tests and algorithms. 
We can now program the general idea of Section 4 &ove. Recall that it is simpler 
to implement “add a vector of 3 - Q”, so “delete a vector of a - b” is replaced by: 
switch to dual form; add there; switch back to the primal form (for the next addition). 
Let p be a packet arriving at x with a destination address of z. The one step routing 
process proceeds as follows: 
(i) Find a vector pan,, E z -x. pan,, with _x’s address form an address of one of 
X’S neighbours, say y. 
(ii) Get pcan from pany, i.e. get the canonical representation of y in X. 
(iii) Using y,,, as an index we switch to y’s exit (channel). 
Algorithm for part (i): Find pBn,,e z -x. Compare the echelons (the location of the 
leading 1 at each line) of x and y”s addresses. The first difference found indicates 
a line in z’s address which is the vector we are looking for. If there is no such 
difference, then compare the “*“s of the two addresses, located in corresponding 
places. The first difference will be found in the line of z’s address which is the vector 
we are looking for. 
It is easy to verify the above claims. 
Once we have pan,, E z --x all we need to do in order to get the canonical vector 
P can is to sift pany through x’s address in a Gauss-elimination manner. This is 
formalized as follows: 
Algorithm for part (ii): Get pcBn out of pany (sifting). (a) Scan pa/s coordinates from 
left to right. For each coordinate j which is not zero and for which there is another 
vector line( j’) in RREF(x) in which j is a coordinate containing a leading 1, subtract 
line( j’) from pany as many times as needed for the jth coordinate of the new vector 
p’ to be 0. 
(b) Let kr be the inverse (in Ce9$ of the leading nonzero coordinate of p’. Then 
P can := h-p’. 
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We note several facts: The RREF can be stored in exactly log, N bits (ignoring 
the O’s under the diagonal). The algorithm for part (i) takes at most log, N com- 
parisons and the one for part (ii) takes at most -2 log, N additions and subtractions 
(all operations in S$). Finding ALL possibilities of outcomes of part (i) is easily 
done in 4og3,/2 N by multiplying the destination matrix by the dual address matrix 
of the current node. Finally, we have proved the following theorem. 
Theorem 2 (Implementation). An addressing scheme of log N bits for a projective 
network of size N is presented. All channels (edges) to neighbours are easily read of 
and a packet-routing scheme channels packets to a neighbour in a (geodetic) direction 
to the goal. Routing complexity is 0( log N) arithmetic steps in the ground field %Fq. 
8. Parallel packet routing 
8.1. Background and statement 
One instruction of a PRAM (Parallel Random Access Machine) may require each 
processor x to communicate with f(x). To emulate such an instruction on a network- 
based parallel machine, efficient parallel packet-routing procedures are essential. 
This problem was stated for special networks and classes of networks [25-27, 29, 
301. For the projective network we present here a randomized oblivious routing for 
permutationf(x), based like most other solutions, on Valiant’s pioneering ideas [31]. 
Oblivious routing means that packet routes for the pair (x, y =f(x)) are indepen- 
dent of other pairs. For such a simplicity of design one might pay by heavy 
congestion: Borodin and Hopcroft [32] showed that any oblivious, deterministic 
algorithm for the permutation problem takes L!(m/d3/‘). So either adaptivity or 
some randomization seems essential. 
Indeed randomized oblivious routings can break congestions. Most designs follow 
Valiant’s two phase scheme 
phase I: x + $44, 
phase II: q(x)+(x), 
where 9 (x) is some random intermediate destination which is chosen either (i) 
independently for each x or (ii) by picking q(x) randomly from a class of hashing 
functions. 
The analysis of (i) above is simpler. Actually for our projective network it is a 
combination of the Valiant’s original analysis for the hypercube and few details 
from Upfal’s analysis for butterfly network, hence we only give sketches of the 
proofs (for phase I only, since phase II is in fact a mirror image of phase I). 
8.2. Global permutation algorithm 
The first step of each (independent) node is to choose a random destination for 
its packet. 
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Algorithm for the choice of rare om-destination(x). 
Set dim := r - 1 or r with probability i, i; 
Let dest(x) := 0; 
Repeat 
Choose a random (2r + 1 )-vector T (coordinatewise); 
Set dest := dest u { Tj, 
Until dimension(dest) =dim; 
emark 1. The basic step is a random choice of a vector from x and the requirement 
is that it is independent of a subspace dest of x. A subspace of x has much smaller 
cardinality, so the chances of success are close to 1. The expected (and almost sure) 
length of the choice sequence is just somewhat larger than the minimum. 
Remark 2. The outcome of the algorithm is not only a random subspace but also 
a random basis for that subspace. Similarly we can choose a random basis for x 
(which is the source of the packet). We use these random bases, say [x] = [PI, . . . , P,] 
and [random-destination(x)] = [T, . . . . , TJ (where f, I’ = r or r - 1) in the routing 
algorithm itself. 
Routing Algorithm (from x to random-destination(x)). 
Initialization: 
curr:= [P,, . . e , P,]; 
For each node in the path: 
0 If curr = [T,, . . . , TJ then halt; 
@ Else (curr = [ 9,, . . . , P,, T, , . . . , Tk]) if dim(curr) = r - 1 add Tk+l, Tk+2, . . . until 
dim(curr) becomes r; 
@ Else (dim(curr) = r) drop 9,, pF+, , . . . until dim(curr) beco.mes r - 1. 
8.3. Analysis (sketch) 
Lemma 2 (Symmetry). The expected trat)(ic (load) on each edge of the networks is the 
same. 
Proof. We use the uniformity of the network and the symmetry of the randomized 
routing. Essentially, a projective map taking a directed edge e = (x, y ) to e’ = (x’, y’) 
will map the expected traffic contribution to e onto the expected tram% contribution 
to e’. Cl 
emma 3. Pr(a packet leaves x E V, on an outgoing edge e, given that it leaves x} is 
the same for all outgoing edges. 
roof. In the routing algorithm one can delay the choice of thejth vector T in the 
address of random-destination(x) up to the point (node y) where it determines the 
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next edge. Since the choice is random then clearly all exit directions from y are 
equiprobable. Cl 
Consider a packet x moving along the path R during phase I. We state two lemmas. 
Lemma 4. For each S, > 0 there exist K1 > 0 such that the number of different paths 
ever intersecting R is large.- than K,A/~ with probability less than N? 
Lemma 5. Given that at most K,dm 
S, > 0 there exists a K2 > 0 such that the 
other routes which already intersected R 
less than N-4. 
different paths ever intersect R then for each 
event the number of intersections of R with 
at least once 3 K,Jm has probability 
(The pro+Jfs of Lemmas 4 and 5 are indicated beIoN.) 
Since a packet can cause a delay to another packet only if (and each time) their 
routes intersect, we get from Lemmas 4 and 5: 
Theorem 3. For each S, > 0 there exists a K3 > 0 such that phase I of the routing 
algorithm needs more than K,dm steps with probability less than N-‘J. 
Proof. Put s, , s, = - 1 - 2S, and K3 = K, + K2 + 2. By Lemma 4 x is delayed by more 
than K,w first time intersecting packets (event ti) with probability less than 
N-1-24 
. By Lemma 5 it is delayed by more than K,Jv packets intersecting 
its route at least twice (counting each intersection) (event 93) with probability less 
than N -‘-2s,_ Thus . 
Pr(x completes phase I after more than K3m steps] 
<Pr(9(.&+Pr(&)G N-‘-‘-l 
Pr{there xists a packet which completes phase I after more than 
K,m steps} 
< N. N-‘-S3 < N-4. [7 
deviation” event. 
d 5 (sketch). For Lemma 4 we need an estimate for a “large 
The probability that R intersects (in edges) V or more difft rent routes is less 
log, Nl VqJlog,) ‘. 
Given the claim and plugging in V= K,m we get an appropriate K,( S,) 
for any S,, so Lemma 4 is proved. 
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The proof of the large deviation estimate in the above claim is quite standard. 
Brebner and Valiant [25] prove it in a general setting using only the following 
network properties: Obliviousness, Symmetry and Non-Repetitiveness. For our case 
Symmetry was established in Lemma 2. The Non-repetitiveness is the property that 
two routes which intersect and depart do not intersect again. The property, when 
Irue for I+ certain topology, helps the analysis but it entails a lack of redundant 
routes. Here the non-repetitiveness condition is replaced by counting (Lemma 4) 
each intersecting route only once, say at the first intersection. Cl 
To complete the proof of Theorem 3, Lemma 5 deals with reintersection of R by 
routes which intersected it once. Peleg and Upfal [28] have a very elegant estimate 
for this even for expanders of bounded degree. Not relying on this, Lemma 5 for 
our projective graphs folle~ readily from the following, easily verified, fact. 
Fact 1. Consider an arbitrary packet p which resides in a node z in R. Given that in 
its next edge move p departs from R, the probability of p using one or more edges of 
R in the remaining part of its journey is less than 2 log, N/q-. 
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