JEM-EUSO is an international program for the development of space based Ultra High Cosmic Ray observatories. The program consists of a series of missions which are either under development or in the data analysis phase. The instruments consist of wide field of view telescopes, which operate in the UV range, designed to detect the fluorescence light emitted by extended air showers in the atmosphere. We describe the simulation software ESAF and show the physical assumptions done in it. We present here the implementation of the POEMMA, K-EUSO, TUS, Mini-EUSO, EUSO-SPB and EUSO-TA detectors in the simulation software ESAF.
Introduction
The Joint Experiment Mission-EUSO (JEM-EUSO) program is an international effort devoted to the study of Ultra High Energy Cosmic Rays (UHECR). The program consists of a series of missions both in preparation or already performed. All such detectors demand an extensive simulation work to estimate the performances and to support the analysis of the events.
The Euso Simulation and Analysis Framework (ESAF) is the simulation and analysis software developed in the framework of the JEM-EUSO program [1] . The detector configurations, orbital altitude, atmospheric condition, electronics and several kind of physical events can be simulated. The ESAF software performs the simulation of the UHECR event, its detection and the shower parameter reconstruction. The software, which consists of ∼ 2 · 10 5 lines, is written in C++, following an object oriented approach and makes use of the root package of CERN. The ESAF software is described here and few examples of its functionalities are shown.
The simulation framework
The Simu framework of ESAF performs the simulation of the entire physical process from shower to telemetry. Several air shower generators are currently implemented like SLAST, a parametrical simulator developed in the framework of the JEM-EUSO collaboration, CONEX and CORSIKA [2] . An atmospheric modelization according to the 1976 Standard US Atmosphere [3] is implemented, as well as the fluorescence yield parametrization [4] and the standard Cherenkov production theory. The LOWTRAN 7 [5] package is embedded into ESAF to simulate the atmospheric transmission. Both Rayleigh scattering and Ozone absorption are taken into account. The presence of clouds is simulated in parametrical way as a uniform layer with a predefined optical depth, altitude and thickness. The photons spectral distribution, timing and direction are produced in the so called BunchRadiativeTransfer. Depending on the solid angle covered by the telescope pupil a number of single photons is produced and propagated to the detector position.
The optics simulation is performed through the simulator developed in RIKEN [6] or a parametrical simulator. In the latter case, the position of the spot on the focal surface is parametrized in analytical way as a function of the entrance angle. An additional random component of Gaussian shape is added to parametrize the point spread function and an efficiency factor takes into account the transmittance of the lenses.
The focal surface structure is read in by parameter file, where the position and orientation of each single PMT is defined. The overall detector efficiency, as product of quantum and collection efficiency, can be parametrized at the single pixel level. The PMTs have an average gain set by parameter and the front end electronics is treated in a simplified way, with a threshold on the current pulse delivered by the PMT. The background is added at the level of front end electronics and can be also set at the pixel level. The electronics simulation is then concluded by the trigger. Several algorithms [7] have been therefore implemented into ESAF and can be used in combination.
The reconstruction framework
The first task to accomplish in the reconstruction phase (see Fig. 1 ) is to recognize the signal from the shower into the transmitted data. A series of clustering algorithms have been implemented in the code. The PWISE algorithm [8] searches for high concentrations of the signal on the single pixels. The algorithm selects therefore pixels-GTUs whose signal is above a certain threshold and checks whether this signal excess is persistent over time. The LTTPatternRecognition is modeled following the level 2 trigger philosophy of the JEM-EUSO project [9] . The integration of the signal is performed in a set of predefined test directions and the direction which maximizes the integral is the one chosen to reconstruct the event. Both algorithms exploit the morphology of the signal, which can be seen as a spot of light moving on the focal surface at the projected speed of light. The TrackDirection2 is the angular reconstruction module [10] . Several algorithms are implemented in it but two main families of algorithms are in use: analytical and numerical. In the first group, a fit on the speed of the shower is performed to determine its inclination after the Track Detector Plane (TDP) has been identified. The algorithms can be used in an iterative way to improve the knowledge of the arrival direction of the shower. In the numerical approach a series of test geometries is chosen and the deviation with respect to the timing and arrival direction of the measured event is calculated. The test direction that better describes the measured event properties is the one that delivers the arrival direction.
The energy reconstruction is performed in the PmtToShowerReco module [11] . The first step consists in an estimate of the position of the shower maximum in the atmosphere. Two methods can be used depending on whether the Cherenkov reflection feature is detected. In case a reflection feature is present, the geometry can be constrained very well thanks to the timing difference of maximum and Cherenkov peak. If the peak is not present, an iterative procedure must be started to identify a volume in the space which is likely to contain the maximum. As initial step, an assumption on the shower maximum position must be made and a scan in the parameter space is then required to test the compatibility of the resulting shower profile with the measured one.
The count profile of the shower is reconstructed by selecting a collection area that follows the cluster of pixels. The size of this selection area is a trade-off between the need to collect the highest possible fraction of the signal and the need to limit the background. The detector modeling allows then to correct for the detector efficiency and to retrieve a photon curve at the entrance pupil. The reconstruction of the geometry is fundamental to apply the correction of the atmospheric transmittance. As a final step, the parametrization of the energy distribution of the secondary particles allows to calculate the fluorescence and Cherenkov yield. All this information allows then to reconstruct the the secondary particle profile of the shower. The reconstruction of the energy and X max is then performed through a fit with a shower profile function to the reconstructed shower profile.
The implementation of the JEM-EUSO program missions
The complexity of the JEM-EUSO program requires an extensive effort to perform the study of all the different detectors performances. The detectors are either space based, like Mini-EUSO [12] , TUS [13] , K-EUSO [14] and POEMMA [15] or balloon based, like EUSO-SPB1 [16] . EUSO-TA [17] is the only one simulated on ground. All the detectors are in nadir mode, except for EUSO-TA which is looking in direction north west with an elevation of 15 degrees. In Fig. 2 and 3 the signal of a 10 21 eV 60 degrees zenith angle shower is shown for the TUS and Mini-EUSO detector respectively. As it is very clear, Mini-EUSO is at the detection threshold while TUS would have enough sensitivity to detect such events. The choice of such a high energy is done only for having high enough signal to allow the detection by Mini-EUSO (which is not designed to detect CR). The signal is shown in terms of photoelectrons to be able to directly compare the two detectors without considering the substantial differences in the front end electronics.
Another example is shown in Figs. 4 and 5 where a a 10 20 eV 60 degrees zenith angle event is shown for the POEMMA and K-EUSO respectively. Both implementations are still in a preliminary stage and are in evolution but can be still used to give an estimate of the performances. The prototypes from ground and balloon are shown in Figs. 6 and 7 where we show the EUSO-TA and EUSO-SPB1 implementations. For both cases (having the detector already being built) we could measure the relative efficiency map at the single pixel level and implement it into ESAF.
The performance of space based UHECR detectors
An example of the reconstruction functionality of the ESAF framework is shown here. We show therefore the results for a detector (only as an example) with a 1650 mm pupil radius and a parametrical optics. The detector flies at 550 km altitude and has a 2.5 microseconds GTU. We assume a background radiance of 500 photons ns −1 m −2 sr −1 and that the JEM-EUSO first level trigger is in operation. In Fig. 8 an example of the reconstruction of the profile is shown. On the left, the counts profile is reconstructed by using a collection area of 3.5 mm radius and applying the corresponding background subtraction. The presence of a PMT gap is, for example, visible near the maximum of the profile. On the right side, the shower profile is shown after the entire reconstruction chain. A shower parametrization is fit to the reconstructed shower profile and the parameters like energy and X max are obtained. For this shower, of 10 20 eV, 60 degrees zenith angle, an energy of 1.06 · 10 20 eV is reconstructed. The X max has been reconstructed to 951 g/cm 2 (instead of the true 852 g/cm 2 ).
A minimal sample of 100 events of 10 20 eV, 60 degrees is reconstructed in this configuration. In Fig. 9 (left) the angular reconstruction is shown. The PWISE clustering is applied here and the 68% of the events falls inside ∼ 2 degrees. On the right side, the energy reconstruction is shown. The LTTPatternRecognition is used in this case and a resolution of the order of 15% is therefore achieved. The small outlier group on the left side of this plot is due to the gaps between the PDMs.
To conclude, an example of the X max reconstruction is shown here. The first assumption on the position of the maximum in the atmosphere is done according to the reconstructed shower direction and with an hypothesis on the slant depth of the maximum. The profile is then reconstructed and the fit on the profile is then converging to the values shown here. We obtain a 70 g/cm 2 resolution. It must be stressed that this is the first iteration only and a following iterative procedure must be applied to identify a region in the parameter space compatible with the measured profile and to correct the observed bias.
