A method for calculating the dispersion energy between molecules modeled with the general effective fragment potential (EFP2) method and those modeled using a full quantum mechanics (QM) method, e.g., Hartree-Fock (HF) or second-order perturbation theory, is presented. C 6 dispersion coefficients are calculated for pairs of orbitals using dynamic polarizabilities from the EFP2 portion, and dipole integrals and orbital energies from the QM portion of the system. Dividing by the sixth power of the distance between localized molecular orbital centroids yields the first term in the commonly employed London series expansion. A C 8 term is estimated from the C 6 term to achieve closer agreement with symmetry adapted perturbation theory values. Two damping functions for the dispersion energy are evaluated. By using terms that are already computed during an ordinary HF or EFP2 calculation, the new method enables accurate and extremely rapid evaluation of the dispersion interaction between EFP2 and QM molecules.
I. INTRODUCTION
The dispersion interaction is an attractive force between atoms and molecules that is caused by the interactions of induced multipoles. Dispersion arises from the correlated movement of electrons; an instantaneous multipole on one molecule may induce a multipole on another molecule. [1] [2] [3] [4] While dispersion is generally a weak intermolecular force, it is the major attractive force between neutral atoms and molecules that lack permanent multipole moments. For example, dispersion is singularly responsible for the attraction between atoms of the noble gases, 5 allowing for their condensation at low temperatures. Because dispersion depends on the atomic or molecular dynamic (frequency dependent) polarizability, the dispersion energy is significant between atoms or molecules with large, diffuse electron clouds, such as π clouds.
The general formula for the dispersion interaction between two quantum mechanical (QM) molecules comes from the second-order term in intermolecular perturbation theory. 1 Based on this functional form, a formula 6 for the dispersion interaction between two molecules modeled with the general effective fragment potential (EFP2) (Refs. 7-9) method was previously derived and implemented in the general atomic and molecular electronic structure system (GAMESS) package. 10 However, a formula for the dispersion energy in mixed systems-those in which one molecule is modeled with EFP2 and another with a full ab initio (AI) QM method, e.g., Hartree-Fock (HF) or second-order perturbation theory (MP2) (Ref. 11 )-has been lacking. This paper presents a derivation and implementation of the EFP2-AI a) Authors to whom correspondence should be addressed. Electronic addresses: mgordon@iastate.edu and lslipchenko@purdue.edu.
dispersion interaction, as well as a comparison of resulting EFP2-AI dispersion energy calculations with those of EFP2-EFP2 and symmetry adapted perturbation theory (SAPT). 12 The EFP2-AI dispersion term is important in order to describe solute-solvent interactions, where the solute may be modeled with an ab initio method and the solvent with EFP2. Dispersion is the primary means of solute-solvent interactions with nonpolar solvents, e.g., cyclohexane. The effective fragment potential (EFP) method is a discrete solvent method in GAMESS. The original EFP method, EFP1, involves fitted parameters explicitly designed for water, while the general method, EFP2, contains no fitted parameters and may be applied to any molecule. Parameters necessary to describe the fragment potential are generated in a MAKEFP calculation for a given isolated molecule. The resulting potential may be used in future calculations on any number of molecules of the specified type, with the same internal geometry. Potentials can be used to compute Coulomb, exchange-repulsion, polarization, charge transfer, and dispersion energy components in the interaction between two EFP2 fragments. 9 With the current development of the EFP2-AI dispersion term, all interaction energy terms except charge transfer may be calculated between an EFP2 fragment and a molecule modeled with a full ab initio method.
The EFP2 Coulomb term is calculated via the distributed multipolar analysis (DMA) method of Stone, 1 carried out through octopole moments. The DMA, a classical pointwise model, cannot account for the overlap of charge densities between molecules that occurs at short distances. As such, charge penetration effects are modeled by a distancedependent cutoff function. 13 Polarization, or induction, is the interaction between an induced dipole on one fragment and the electric field of another. In the EFP2 method, induction is expressed in terms of localized molecular orbital (LMO) polarizabilities, with polarizability points at each bond and lone pair. The induced dipoles are iterated to selfconsistency. The exchange-repulsion term, derived from first principles, 1, 14 is expressed as a function of intermolecular overlap integrals. 15, 16 Charge transfer is an interaction between the occupied valence orbitals of one molecule and the virtual orbitals of another. The implementation of EFP2-EFP2 charge transfer is described in Ref. 17 ; EFP2-AI charge transfer is currently under development. The EFP2-EFP2 dispersion term, discussed further in Secs. II and III, is a function of frequency-dependent dynamic polarizabilities summed over the entire (imaginary) frequency range. 6 Extensive descriptions of how the potentials are generated and used to compute intermolecular interaction energies may be found elsewhere. 6-9, 13, 15-18 Previous work in deriving interaction terms for discrete QM/MM methods (that is, the interaction between quantum mechanical and classical molecular mechanical systems) includes the direct reaction field approach of van Duijnen and co-workers. 19 Distributed approaches for both multipoles 14 and polarizabilities 20 have been proposed by Stone. 1 Claverie and Rein 21 have discussed a distributed model for intermolecular interactions involving localized orbitals, and Karlström and co-workers 22 have used a localized orbital approach for constructing intermolecular potentials with the non-empirical molecular orbital method (NEMO). The EFP2-AI dispersion term proposed in the present work involves distributed polarizabilities on the EFP part (which are calculated for localized orbitals) and localized orbital energies and dipole integrals on the AI part of the system. The organization of this paper is as follows. Section II presents a derivation of the EFP2-AI dispersion energy term beginning from the dispersion energy equation in its most general form, from intermolecular perturbation theory. Section III describes the implementation of the EFP2-AI dispersion code in GAMESS. Computational details concerning the systems used to test the code appear in Sec. IV. Section V compares dispersion energy values obtained from the EFP2-AI dispersion code with those of EFP2-EFP2 and SAPT. Conclusions are presented in Sec. VI.
II. THEORY

A. Dispersion interaction
The general formula for the dispersion interaction between two closed-shell nondegenerate ground state molecules can be derived with Rayleigh-Schrödinger perturbation theory (RSPT), following the method of Stone.
1 While RSPT does not account for intermolecular antisymmetry effects, such as exchange-dispersion, that predominate at short intermonomer distances, it adequately accounts for mid-to long-range effects like the dispersion interaction that is of interest here. 22, 23 The unperturbed Hamiltonian is given by the sum of the Hamiltonians for the individual molecules A and B
The perturbation operator embodies all electrostatic interactions between the molecules. It can be represented in numerous ways, the simplest of which is
where q i is the charge on particle i (electron or nucleus) on molecule A and R ij is the distance between i and j. A more convenient representation is the multipolar expansion:
where q A is the net charge on molecule A, μ B a is the ath directional (x, y, z) component of the dipole moment on B, etc. The quantities T, T a , T ab , etc., are electrostatic tensors of rank indicated by the number of subscripts. T corresponds to charge-charge interactions, T a corresponds to chargedipole interactions, T ab contains dipole-dipole and chargequadrupole interactions, T abc contains dipole-quadrupole and charge-octopole interactions, and so on. The formulae of the first three tensors appear below, where R a ij denotes the ath directional component of the distance between i and j,
When the perturbation expansion is carried out, the zeroth-order term gives the sum of the ground state energies of A and B, and the first-order term gives the Coulomb (electrostatic) interaction energy. The second-order energy term in the perturbation expansion is given by
where m and n are states of molecules A and B, respectively, 0 A represents the ground state of molecule A, and W mn = E m + E n is the energy of the system in state |mn . In Eq. (7), either m or n may be zero, but not both. Formally, since antisymmetry is not imposed on the intermolecular wavefunction, this expression is valid for exact eigenstates of the isolated Hamiltonians.
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This second-order perturbative expression, Eq. (7), encompasses both the induction (polarization) and dispersion energies. Induction arises from the interactions between permanent multipoles on one molecule and induced multipoles on the other. As such, its representation in Eq. (7) occurs in those terms in the summation in which either m or n is equal to 0, i.e., one of the interacting molecules is in its ground state, while the other is in an (induced) excited state. The remainder of the terms in the summation, those in which both m and n refer to excited states, correspond to the dispersion energy
The multipolar expansion of Eq. (3) may then be substituted for the perturbation operator in Eq. (8) . Since the charges q in Eq. (3) are scalar values, integrals involving q will be of the form, for example, 0 A |q A |m = q A 0 A |m ; these integrals are zero because the ground and excited states are orthogonal to each other. Therefore, the multipole expansion, when used in this context, properly begins with the dipole-dipole term. The dispersion energy corresponding to the dipole-dipole interaction, labeled E disp 6 , is given by
The dipole operators apply only to the states of their respective molecules (m on A or n on B), and tensors T ab do not depend on the states. Assuming that the states are separable, i.e., |mn = |m |n , Eq. (9) may then be simplified to
where 
may be applied to the denominator of Eq. (10) to obtain
after the energies in Eq. (10) are expressed in terms of frequencies, e.g., E A m0 =¯ω A m0 . From time-dependent (TD) perturbation theory, it can be shown that the response of a molecule to an oscillating electric field is an oscillating dipole moment. If a field F b with frequency ω is given by F b e −iωt , then the dipole moment is μ a = α ab (ω)F b e −iωt . The components of the frequency-dependent dynamic polarizability tensor, α, are given by
α describes the propagation of a density fluctuation within a molecule. 2 Expressing the factor ω 2 in Eq. (13) as
Eq. (12) can be recast in terms of the dynamic polarizability tensor at an imaginary frequency. The concept of imaginary frequencies is purely a mathematical construct, with no actual physical meaning. 1 Regardless, it can be used to construct functions that are well-behaved and that decrease monotonically to 0 as ω → ∞.
B. EFP-EFP dispersion
If the conversion into terms of dynamic polarizability tensors is performed for both molecule A and molecule B, as in the case of EFP2-EFP2 interactions, the resulting expression is
The dynamic polarizability tensors in Eq. (14) are implicitly calculated at a single point on each molecule. However, there are known issues with convergence when using this approach; to be effective, it may require higher terms in the multipolar expansion 7 (i.e., quadrupole polarizabilities might need to be considered). A distributed polarizability model, in which polarizability tensors are calculated at multiple expansion points, has the advantage of more successful convergence and possibly giving a more realistic portrayal of the response of a molecule to the nonuniform fields arising from the interacting molecules. 7 To improve numerical accuracy without introducing additional complication, the form of Eq. (14) is used to construct an approximate distributed polarizability model:
(15) In Eq. (15), k and j are LMOs on molecules A and B, respectively, and the approximation
is used for the distributed polarizabilities. The EFP2-EFP2 dispersion energy expression in Eq. (15) is anisotropic, as the directional component summation is over all possible x, y, z pairs. In most computational methods, an isotropic expression-one that does not include xy, xz, and other off-diagonal terms-is preferred. The off-diagonal terms of the frequency-dependent polarizability tensor typically do not contribute greatly to the dispersion energy. This is because, in the case of the EFP method, the polarizability tensor is constructed using the principal orientation for a given molecule: the axes are chosen such that the diagonal components (xx, yy, and zz) are always dominant. Thus, omitting the off-diagonal terms from the calculation significantly reduces the total number of terms that must be calculated in Eq. (15) without serious loss of accuracy. Additionally, because the majority of the C 6 values reported in the literature are isotropic, 6 introducing an isotropic expression for the EFP2-EFP2 dispersion coefficient allows straightforward comparison with other computational and theoretical methods. Therefore, the following approximation is made:
A further simplification may be achieved by introducing the isotropic dynamic polarizabilityᾱ j (iω) for LMO j and frequency ω as 1/3 of the trace of the polarizability tensor at a given imaginary frequency and employing the spherical atom approximation
Taking into account that
the isotropic dispersion energy expression in atomic units becomes
Equation (20) is the final expression for the dipole-dipole term of the dispersion interaction energy between two EFP2 molecules, where k and j are expansion points for distributed polarizabilities on EFP2 molecules A and B, respectively, and R kj is the distance between these expansion points. The integral over the imaginary frequency range is evaluated via a 12-point Gauss-Legendre numerical quadrature. 6 The calculation of the dynamic polarizability tensors α at the necessary (predetermined) frequencies is part of the MAKEFP procedure, which generates the fragment potential parameters before the calculation of interaction energy components begins.
C. EFP-AI dispersion
In constructing an expression for the EFP2-AI dispersion interaction, it would be appealing to obtain an equation analogous to Eq. (20) . However, the procedure used to obtain the dynamic polarizability tensors α in a MAKEFP calculation is too time consuming to be appropriate for the AI molecule, especially since many energy and gradient evaluations may be needed in the calculation. Following the approach of Amos and co-workers, 3, 4 values for α associated with each polarizable point are computed via the time-dependent analog of the coupled perturbed Hartree-Fock (CPHF) 25 equations. (Details may be found in Refs. 3, 4, 6, and 25.) The time requirement for this procedure is acceptable in the case of EFP2-EFP2 because the MAKEFP calculation occurs prior to, and as a separate step from, the EFP2-EFP2 dispersion calculation. Constructing the α tensors for the ab initio molecule would necessarily occur during the calculation of the EFP2-AI interaction, thus increasing the run time significantly. For example, if a Hartree-Fock calculation on phenol with the 6-311++G(3df,2p) basis set (equivalent to 375 basis functions) takes approximately 6 min on a given computer, a CPHF calculation on the same chemical system requires 10 min, and a time-dependent Hartree-Fock (TDHF) calculation requires 12 min. To avoid these time-consuming calculations, the EFP2-AI dispersion derivation must diverge from the EFP2-EFP2 derivation at Eq. (12) . Only the portion of Eq. (12) relating to the EFP2 part (molecule B) is recast in terms of α, giving
To convert from a sum-over-states approach to an orbital-based approach, let i correspond to occupied canonical molecular orbitals (MOs) and r to virtual canonical MOs on the AI molecule. This changes the dipole integrals in Eq. (21) 
(see Appendix B). Invoking Eqs. (22) and (23) to change from sum-over-states to the orbital approximation and Eq. (16) to change to distributed polarizability tensors on fragment B, Eq. (21) becomes
The isotropic approximation is now employed. First, off-diagonal directional component terms (which are assumed to be negligible) are eliminated 
The product T kj as in Eq. (19) , where R kj is the distance between the centroids of orbitals k (on the AI molecule) and j (on the EFP2 fragment). Similar to the direction-independent quantityᾱ j (iω) from Eq. (18), the Cartesian component-averaged dipole integrals, given by k|μ |r r|μ |k = 
The dispersion expansion is commonly expressed in the form of the series
where C 6 /R 6 corresponds to the instantaneous dipole-induced dipole interaction, C 8 /R 8 primarily to the instantaneous dipole-induced quadrupole and instantaneous quadrupoleinduced dipole interaction, etc. (Odd-order terms are almost always neglected, although they are strictly equal to zero only for atoms and for molecules with inversion centers.
1 ) The isotropic EFP2-AI distributed dipole-dipole dispersion term can be expressed in the form
where, by comparison with Eq. (26),
III. LMO FORMULATION AND IMPLEMENTATION
While Eqs. (26) and (29) are formulated in the canonical MO basis in the AI region, previous studies with the EFP method suggest that formulation in terms of LMOs provides faster convergence and more accurate results. 6, 7, 15 Therefore, in the following, distributed LMO-based C 6 coefficients and EFP-AI dispersion energy are derived. In analogy with Eq. (28), the LMO reformulation of the EFP2-AI dispersion energy term is proposed to have the form
where | and |v refer to LMOs on the AI and EFP molecules, respectively. R v is the distance between the centroids of these LMOs. The C 6 coefficient between the two LMOs, averaged over the directional components, C v 6 , is
where the directional components are
In Eq. (32), k sums over the orbitals in the valence space and
The matrix L k , obtained by performing Boys localization 26 on the valence MOs, is the orthogonal transformation that expresses the localized AI orbitals | in terms of the canonical AI orbitals |k according to 
The LMO-distributed quantities C v 6 obtained by this method are not identical to the MO-distributed C kj 6 of Eq. (29), but they are equivalent through the transformation to the LMO basis. To ensure fast execution of the code, only the valence orbitals (omitting core orbitals) are used in summations in Eq. (35) . Equation (35) is implemented in the GAMESS code for EFP-AI dispersion.
The distributed LMO-based C 6 coefficient in Eq. (35) is comprised of dipole integrals over AI orbitals and an integral over the imaginary frequency range. The imaginary frequency integral for EFP2 LMO v with AI occupied orbital k and virtual orbital r is given by
This integral is computed using a 12-point GaussLegendre quadrature, in analogy with the EFP2-EFP2 dispersion expression. 1 To convert this integral to a range that is conducive to the use of a Gauss-Legendre numerical quadrature, the same transformation of variables that is used in the EFP2-EFP2 dispersion procedure 6 may be applied:
Equation (37) converts the range of integration to be from −1 to +1. By using Gauss-Legendre abscissas for t, this procedure also determines the values of the (imaginary) frequencies at which the polarizability tensors must be calculated. The substitution shown in Eq. (37) was determined in Ref. 27 , where the optimal value of ν 0 was found to be 0.3. The imaginary frequency integral in Eq. (36) becomes
Here, t n and w n are Gauss-Legendre abscissas and weights, andᾱ v (iω n ) is 1/3 of the trace of the polarizability tensor for LMO v at frequency ω n (Eq. (18)). Since the MO energies and the factors ω rk in Eq. (38) differ by¯, which is 1 in atomic units, the energy difference ε rk between virtual MO r and occupied MO k is used in place of the frequency difference ω rk
where ε rk = ε r − ε k . Two further approximations must be invoked in order to obtain the total dispersion energy from the dipole-dipole dispersion term. First, numerous theoretical studies suggest that, in order to compare with experimental or high-level ab initio calculations, a damping function must be used with the dispersion energy term. [28] [29] [30] [31] [32] [33] [34] [35] The damping function, F v 6 , is employed to account for both exchange-dispersion and charge penetration effects, which predominate at short intermolecular separations. Additionally, as with EFP2-EFP2 dispersion, 6 the total EFP2-AI dispersion energy expansion in Eq. (27) is truncated after the C 8 /R 8 term, which is approximated as 1/3 of the C 6 /R 6 term. This approximation was determined in Ref. 6 by comparison of EFP-EFP dispersion energies truncated at the C 6 /R 6 term with the total SAPT dispersion energies for a selection of dimers. Thus, the final form for the EFP2-AI dispersion energy becomes
As was done for the EFP2-EFP2 dispersion interaction, 6 both Tang-Toennies (TT) 6, 36, 37 and overlap-based 37 damping functions have been explored. The sixth-order Tang-Toennies damping function has the form
where β is a damping parameter chosen to be 1.5, based on a study of several small dimers at their equilibrium distances. 6 The overlap-based damping function is given by
where S v is the overlap integral calculated between LMOs | and |v . Dispersion energies obtained using each type of damping are presented in Sec. V.
IV. COMPUTATIONAL DETAILS
EFP2-EFP2 and EFP2-AI dispersion calculations were performed with the GAMESS 10 software package. SAPT 12 interaction energies were calculated using SAPT-2006. The dimers chosen for this study-argon, methane, H 2 , HF, water, ammonia, methanol (MeOH), dichloromethane, and the sandwich and T-shaped benzene dimers-are identical to those used in a previous study of EFP2 damping functions 37 ( Fig. 1 40 [CCSD(T)] in the complete basis set limit. The Ar dimer geometry, from Ref. 41 , was obtained with CCSD(T)/aug-cc-pVQZ. 42, 43 The geometry of the H 2 O monomer was obtained in Ref. 37 by optimizing with CCSD(T)/cc-pVTZ (Ref. 43); this was followed by a constrained optimization with MP2/6-311++G(3df,2p) [44] [45] [46] to obtain the dimer geometry. 37 The sandwich and T-shaped benzene dimer geometries are taken from Ref. 47 .
A. Comparison of C 6 coefficients
The total EFP2-EFP2 and EFP2-AI C 6 coefficients, equal to the sum over all LMO pairs of the distributed C 6 values, were obtained for all dimers. The 6-311++G(3df,3p) basis set [44] [45] [46] was used to generate the EFP2 potentials and to perform the AI Hartree-Fock calculations for all monomer types except benzene. For benzene, the 6-311++G(3df,2p) basis set [44] [45] [46] was used. Experimental C 6 values from Refs. 1 and 27 are used for comparison.
B. Comparison of potential energy curves
As in Ref. 37, potential energy curves were generated for all dimers except the benzene dimers by varying intermonomer distances in increments of 0.2 Å from -0.8 Å to +0.8 Å with respect to the equilibrium distance, while keeping the internal monomer geometries fixed. For the benzene sandwich dimer, the distance between the benzene rings was varied from 3.3 Å to 6.0 Å. For the T-shaped benzene dimer, the ring center to ring center distance was varied from 4.7 Å to 6.9 Å. The 6-311++G(3df,2p) basis set was used to generate the EFP2 parameters for EFP2-EFP2 and EFP2-AI calculations on the Ar, H 2 , H 2 O, CH 4 , NH 3 , HF, and sandwich and T-shaped benzene dimers. The 6-311++G(2d,2p) basis 44 was used with the MeOH dimers. For CH 2 Cl 2 dimers, the 6-31+G(d) basis 48 was used. In EFP2-AI calculations, the same basis used for the EFP2 monomer was also used on the AI molecule. For all dimer types other than the benzene dimers, second-level SAPT calculations were carried out using the same basis set employed for the EFP2-EFP2 and EFP2-AI calculations. SAPT data for the benzene dimers come from Ref. 47 , in which the aug-cc-pVDZ basis 42 was used. The SAPT reference values reported in Sec. V are the sum of the SAPT second-order dispersion and exchangedispersion values for a given dimer geometry.
V. RESULTS AND DISCUSSION
The neon dimer provides a concrete example of the process for determining the C 6 coefficients for an EFP2-AI system. Having four valence orbitals (lone pairs), a neon atom is modeled with EFP2 as four α polarizability tensors on the a Calculated using the 6-311++G(3df,3p) basis set for all dimers except the benzene dimer (*), which was calculated with the 6-311++G(3df,2p) basis set; for EFP2-EFP2 and EFP2-AI, the percent error compared to the experimental C 6 value (if available) is shown in parentheses. "(Identical)" indicates that there is no difference between AI (left) and AI (right). b For nonsymmetrical EFP-AI dimers, "left" and "right" correspond to the monomer on the left or right in the dimers pictured in Fig. 1 ; in hydrogen bonded species, "left" corresponds to the hydrogen bond donor and "right" to the hydrogen bond acceptor. orbital centroids. The EFP2-EFP2 treatment of dispersion entails integrals between each α on fragment A with every α on fragment B, giving 16 C pj 6 integrals. The EFP2-AI approach outlined above produces four matrices (one for each α j on the EFP2 part) of dimension 4 × 4 (indexed by the AI valence LMOs). The diagonal elements of these four matrices give the distributed C pj 6 values between the valence orbital p on the AI molecule and the EFP2 expansion point j. For comparison, the distributed EFP2-EFP2 C pj 6 coefficients for the neon dimer, calculated with the 6-311++G(3d) basis set, are all approximately 0.286984097, differing from one another beginning in the ninth decimal place. The distributed EFP2-AI coefficients, with both the AI and the EFP2 part calculated using the 6-311++G(3d) basis set, are all approximately 0.2857, differing from one another after the third decimal place.
Unlike the EFP2-EFP2 C 6 coefficient, the EFP2-AI C 6 coefficient varies somewhat with intermonomer separation. This is because the AI orbitals respond to the perturbative presence of the EFP2 fragment. The EFP2 Coulomb, exchange-repulsion, and induction energies are iterated into the AI Hartree-Fock calculation (the dispersion energy itself is not iterated, but added as a correction to the final HartreeFock energy). In contrast, EFP2 LMOs are held fixed. The EFP2-EFP2 C 6 coefficient is calculated from dynamic polarizabilities that are determined entirely from a MAKEFP calculation on the individual monomers. Since these values do not change in the construction of the dimer, the resulting C 6 value is completely independent of distance. The distance dependence of the EFP2-AI C 6 coefficient is generally not significant except at very close intermonomer separations, where it becomes very large. The use of a distance-or overlapdependent damping function helps to mitigate this instability of C 6 as the intermonomer separation approaches zero.
A comparison of the EFP2-AI and EFP2-EFP2 total C 6 coefficients (the sum of the C v 6 values over every LMO | and |v ) appears in Table I . For EFP2-AI, the reported C 6 value was calculated at the equilibrium separation for each dimer, except the benzene dimer. There are two possible ways to model the nonsymmetric dimers, depending on which monomer is AI and which is EFP2. Both possibilities are reported in Table I , where "left" and "right" refer to the relative positions of the monomers as they appear in Fig. 1 . In hydrogen bonded dimers, the "left" monomer is the hydrogen bond donor and the "right" monomer is the hydrogen bond acceptor. The calculated EFP2-AI benzene dimer C 6 values are the same, to the given number of significant figures, for the sandwich and T-shaped configurations. Compared to experimental values, 1, 27 EFP2-EFP2 C 6 coefficients are underestimated (by 5.8% to 19.5%) for all dimer types except the benzene dimer, for which C 6 is slightly (4.8%) overestimated. For all dimer types other than argon and benzene, the EFP2-AI C 6 coefficients are similarly underestimated compared to the experimental values (5.3% to 18.9%). The EFP2-AI C 6 value for the argon dimer is slightly overestimated (4.8%), and that for the benzene dimer is rather overestimated compared to the experimental value (21.1%).
The benzene molecule is a rare case in which the HartreeFock method overestimates the static polarizability. 6 Typically, HF underestimates this quantity. 6 In Ref. 6, the static polarizability for benzene, determined with CPHF, was found to be 13% greater than the experimental value with the largest basis set examined [6-311G(3df,3pd) in that study 6 ]. The TDHF dynamic polarizability was shown 6 to exhibit a clear basis set dependence as well. Since the C 6 coefficient is a function of the polarizability and the static polarizability (at zero frequency) is the leading term in the integration over the imaginary frequency range, it is unsurprising that both the EFP2-EFP2 and EFP2-AI benzene dimer C 6 values are overestimated (Table I) with the large 6-311++G(3df,2p) basis set used.
For all dimers in Table I other than benzene (and excluding CH 2 Cl 2 , for which experimental data are not available), the average absolute error in the EFP2-EFP2 C 6 value is 10.6% compared to experiment. The average absolute error in C 6 over all unique EFP2-AI dimers other than benzene is 10.3%. The largest EFP2-AI error (besides that for benzene) occurs with the HF dimer when the hydrogen bond acceptor monomer is modeled with Hartree-Fock and the hydrogen bond donor monomer with EFP2; the magnitude of this error is 18.9%. When the EFP2 and ab initio monomers are switched, so that the hydrogen bond acceptor is modeled with EFP2 and the hydrogen bond donor with HartreeFock, this error decreases to 10.5%. Similarly, for the water dimer, the calculated C 6 coefficient differs from the experimental value by 10.6% when Hartree-Fock is used to model the hydrogen bond acceptor, but by only 5.3% when HartreeFock is used to model the hydrogen bond donor. However, in the methanol dimer, the errors are very similar regardless of which monomer is modeled with EFP2 and which with Hartree-Fock (both are ∼11%). For the ammonia dimer, the trend reverses: there is a difference of 7.0% between calculated and experimental C 6 values when the hydrogen bond donor is modeled with Hartree-Fock, but the difference decreases slightly to 6.0% when the hydrogen bond acceptor is modeled with Hartree-Fock. For other nonsymmetric dimers (H 2 , CH 2 Cl 2 , T-shaped benzene), the C 6 value does not depend on which monomer is modeled with EFP2 and which is modeled with Hartree-Fock.
The difference between EFP2-EFP2 and EFP2-AI C 6 coefficients has two origins. The first origin arises from the Equilibrium dimer geometries. 6-311++G(3df,3p) basis set used for both EFP2 and ab inito (Hartree-Fock) monomers. "Left" and "right" correspond to the monomer on the left or right in the dimers pictured in Fig. 1 . (In hydrogen bonded species, "left" corresponds to the hydrogen bond donor and "right" to the hydrogen bond acceptor.) mathematical formulae used with the respective methods. The EFP2-EFP2 C 6 coefficient is a function of polarizability tensors calculated via the time-dependent Hartree-Fock equations, whereas the EFP2-AI approach relies on applying the orbital approximation to a sum-over-states formula. The second difference between EFP2-EFP2 and EFP2-AI C 6 values results from the use of perturbed orbitals in EFP2-AI, as discussed above. EFP2 orbitals are held fixed, but the perturbing field of the EFP2 fragment is taken into account in constructing the orbitals on the ab initio monomer; these orbitals are, in turn, used in the calculation of C 6 . Since monomers subject to a stronger electrostatic field will have correspondingly more perturbed orbitals, this aspect of the EFP2-AI C 6 calculation is distance dependent. As a result of these two differences, the EFP2-AI method is not necessarily invariant to the choice of EFP2 and AI monomers (as noted above). However, despite the differences in C 6 values, the difference in the final dispersion energy appears to be small: on the order of a tenth of a kcal/mol for the nonsymmetrical dimers examined (Table II) . The total dipole-dipole term of the dispersion energy is given by dividing each of the distributed C v 6 values by R 6 v , where R is the distance between the centroids of LMOs | and |v , then summing over all and v. Given the general similarity of EFP2-EFP2 and EFP2-AI C 6 values (Table I) , it is reasonable to expect that EFP2-AI damping functions analogous to those of EFP2-EFP2 (Ref. 37) may be used. Additionally, the approximation 6 utilized with EFP2-EFP2 to account for higher order terms in the dispersion expansion of Eq. (27) appears to apply equally well for the EFP2-AI dispersion: the expansion in Eq. (27) (Figs. 2 and 3) .
Figures 2 and 3 compare EFP2-EFP2 and EFP2-AI dispersion energies, each with the two possible damping functions, and SAPT values. Distances in Fig. 2 , for the dimers shown in Figs. 1(a)-1(h) , are given as displacements with respect to the equilibrium intermonomer separation (denoted by 0 Å). Distances in Fig. 3 , for the sandwich and T-shaped benzene dimers (Figs. 1(i) and 1(j) ), are the distances between ring centers. The SAPT values (red line) are the sum of SAPT dispersion and exchange-dispersion values, as the EFP2-EFP2 and EFP2-AI methods do not explicitly model exchange-dispersion as a quantity separate from the total dispersion energy. For all dimers examined, EFP2-EFP2 TangToennies damped values (dark green line) and EFP2-AI TT damped values (light green line) are very similar to one another, as are EFP2-EFP2 overlap-based damped values (dark blue line) and EFP2-AI overlap-based damped values (light blue line). The difference between the two damping functions in Fig. 2 is more significant for hydrogen-bonded dimers (HF, H 2 O, MeOH) than for dimers bound primarily by dispersive forces (Ar, H 2 , CH 4 ; benzene dimers in Fig. 3 ). This is due to the R v or overlap dependence of the respective damping functions: hydrogen-bonded dimers tend to have shorter equilibrium intermonomer separations compared to dispersionbound dimers. The Tang-Toennies damping function tends to produce dispersion energies that are too weak compared to SAPT values. Thus, due to the superior overall agreement of overlap-based damping with the SAPT values (Figs. 2 and 3) , as well as the fact that overlap-based damping is free of arbitrary parameters that must otherwise be fitted in some manner, this is the preferred damping function for use with both EFP2-EFP2 (Ref. 37 ) and EFP2-AI dispersion.
The speed of the EFP2-AI dispersion calculation makes this method appealing for calculations involving large numbers of molecules modeled with EFP2, as in solute-solvent interactions. For all of the dimers examined, calculation of FIG. 3 . Sandwich (i) and T-shaped (j) benzene dimer dispersion energies (kcal/mol) as a function of distance between ring centers (Å). The reference SAPT values (red lines) are the sums of dispersion and exchange-dispersion energies at each dimer geometry. Dispersion energies plotted for both EFP2-EFP2 and EFP2-AI were calculated with each of two possible damping functions: Tang-Toennies (dark green for EFP2-EFP2, light green for EFP2-AI) and overlap-based damping (dark blue for EFP2-EFP2, light blue for EFP2-AI).
the EFP2-AI dispersion term requires a fraction of a second. Even for the largest system examined (benzene dimer, 330 basis functions on the AI monomer, no symmetry imposed), Hartree-Fock convergence requires ∼100 min on a given computer, while the dispersion energy calculation, including orbital localization, requires less than a second. The computational cost scales linearly with the number of EFP2 fragments (more precisely, with the total number of EFP2 LMOs).
VI. CONCLUSION
EFP2-AI distributed C 6 coefficients can be obtained by multiplying AI dipole integrals with an integral that consists of the EFP2 dynamic polarizability tensor and a function of AI orbital energies. The product is transformed from the canonical to the localized molecular orbital basis using a Boys localization 26 matrix. This gives a distributed C 6 value for each pair of LMOs | on the ab initio molecule and |v on the EFP2 fragment. For all systems examined, this method yields values similar to the distributed C 6 coefficients in the EFP2-EFP2 dispersion interaction. The total EFP2-AI dipoledipole dispersion interaction energies are obtained by multiplying the distributed v , where R v is the distance between the centroids of LMOs | and |v . As with the EFP2-EFP2 dispersion, the dispersion expansion is truncated after C 8 /R 8 ; the latter term is approximated as 1/3 of the C 6 /R 6 contribution. This EFP2-AI method is shown to yield good agreement with both experimentally determined C 6 coefficients and theoretically determined (SAPT) dispersion energies for a variety of dimers examined. The EFP2-AI dispersion energies also agree well with those predicted by the EFP2-EFP2 method. Compared to experimental values, the average absolute error in the C 6 coefficient is 10.3% for dimers other than benzene. The C 6 coefficient is underestimated for most dimers, although it is overestimated by more than 20% in benzene dimers. This is a result of the observation that the coupled perturbed and time-dependent Hartree-Fock methods overestimate the benzene static and dynamic polarizability tensors, which are used in the calculation of the C 6 coefficient.
Two damping functions, an overlap-based damping function and a Tang-Toennies damping function, are evaluated for use with the EFP2-AI dispersion energy calculation. A damping function is necessary because the multipole expansion is not guaranteed to converge at short intermonomer separations. As previously recommended for EFP2-EFP2 dispersion, 37 the parameter-free overlap-based damping function is found to give better overall agreement with SAPT results. by the Division of Chemical Sciences, Office of Basic En- 
The quantity ω m0 was previously defined by E A m0
, where E m0 = E m -E 0 is the excited state energy (so ω is a frequency multiplied by 2π ). Equation (B1) can be justified by a generalization of Koopman's theorem. The difference between the ground and excited states is the subtraction of an electron from an occupied orbital (with energy ε i or associated frequency × 2π ω i ) and the addition of an electron to a virtual orbital (with energy ε k or associated frequency × 2π ω k ). Invoking the frozen orbital approximation (neglecting the effect of correlation with changing numbers of electrons), subtracting an electron from an occupied orbital changes the Hartree-Fock energy E HF by -ε k ; adding an electron to a previously unoccupied orbital changes the HF energy by +ε r . Thus,
