Abstract. In this paper we establish existence and regularity of positive solutions for a singular quasilinear elliptic system with competitive structure. The approach is based on comparison properties, a priori estimates and the Schauder's …xed point theorem.
Introduction
In the present paper we focus on the system of quasilinear elliptic equations (1.1)
> > < > > :
p u = f 1 (u; v) in q v = f 2 (u; v) in u; v > 0 in u; v = 0 on @ on a bounded domain R N with a C 1; boundary @ , 2 (0; 1); which exhibits a singularity at zero. Here p (resp. q ) stands for the p-Laplacian (resp. qLaplacian) di¤erential operator on W 1;p 0 ( ) (resp. W 1;q 0 ( )) with 1 < p; q N . Related to system (1.1), we assume that f i : (0; +1) (0; +1) ! (0; +1); i = 1; 2; are continuous functions satisfying the growth conditions: for all s 1 ; s 2 > 0; with M 2 ; m 2 > 0 and 2 2 R; 2 < 0 such that j 2 j 2 < min(1; q 1): A basic feature of our setting is that the singularity in problem (1.1) comes out through a competitive structure of the nonlinearities f 1 (u; v) and f 2 (u; v). It is caused by the fact that 1 and 2 are negative (see (1.2) and (1.3)), which prevents f 1 and f 2 to be increasing with respect to v and u, respectively. Due to this, the sub-supersolution method is not directly applicable to system (1.1) without additional assumptions. We refer to [6] for an approach within the method of subsupersolutions. Another existence result obtained under di¤erent hypotheses and by means of adequate truncations can be found in [11] . We also mention that the semilinear case in (1.1) (i.e. p = q = 2) was treated in [4, 13] by essentially using the linearity of the principal part. It is worth pointing out that the complementary situation for system (1.1) with respect to our setting is the so-called cooperative structure, that is assuming to have positive numbers 1 and 2 in (1.2) and (1.3). This case has attracted much interest (see [3, 5, 6, 12] ).
Our goal is to establish the existence and regularity of (positive) solutions for problem (1.1). To this end we develop some comparison arguments, which allow us to get an auxiliary result that provides a priori estimates. In turn, these estimates enable us to obtain our main result by applying the Schauder's …xed point theorem to a …xed point problem associated to system (1.1). The rest of the paper is organized as follows. Section 2 contains the needed comparison properties. Section 3 presents our existence and regularity result. In the sequel, corresponding to 1 < p < +1, we denote p 0 = p 1 p . We will also utilize the spaces C( ) and C 1; in ; 1;q = 0 on @ , with k 2 k q = 1. The strong maximum principle ensures the existence of positive constants l 1 and l 2 such that (2.1)
Auxiliary result
In what follows, we introduce some functions which are useful to get comparison results and a priori estimates for solutions of problem (1.1). Let w 1 and w 2 be the unique weak solutions of the problems (2.2)
respectively, which are known to satisfy [7] ). Consider now the functions z 1 and z 2 de…ned by
; z 2 = 0 on @ ; where = fx 2 : d (x; @ ) < g with a …xed > 0 su¢ ciently small. On the basis of (2.3), the Hardy-Sobolev inequality (see, e.g., [1, Lemma 2.3] ) guarantees that the right-hand side of (2.4) and and …x a constant = ( ) > 0 such that
in n :
At this point we state the Dirichlet problems (2.7)
8 < :
with …xed constants 1 and 2 satisfying (2.8)
Problems (2.7) possess unique solutions 1 and 2 , and there exist constants c 3 c 2 > 0 and c [7] ). Set (2.10)
with a constant C > 0 to be chosen later on. The following result allows us to achieve useful comparison properties. Proposition 1. Assume that (1.2) and (1.3) hold. Then, for C > 0 small enough in (2.10), we have
Proof. We only prove the …rst inequalities in (2.11) and (2.12) because the second ones can be justi…ed similarly. From (2.10) and (2.4), it follows that
0 < m 1 in : Now we deal with the corresponding estimates on n . If 1 0, (2.10), (2.4), (2.3), (2.6), (2.9), and (1.2) imply
provided C > 0 is su¢ ciently small. If 1 < 0 we get from (2.10), (2.4), (2.3), (2.9), and (1.2) that
provided C > 0 is su¢ ciently small. This shows that the …rst part in (2.11) holds true. Let us prove the …rst inequality in (2.12). For 1 0, from (2.10), (2.7), (2.9), (2.6), (2.1), (2.8), and (1.2) we have
is su¢ ciently small. Similarly, for 1 < 0, from (2.10), (2.7), (2.9), (2.6), (2.1), (2.8), and (1.2) it holds
is su¢ ciently small. This establishes the …rst inequality in (2.12), which completes the proof.
Remark 1.
A careful inspection of the proof of Proposition 1 shows that the constant C > 0 in (u; v) and (u; v) in (2.10) can be precisely estimated.
Existence of a positive solution
Our existence and regularity result for problem (1.1) is formulated as follows. which is closed, bounded and convex in C( ) C( ). Then we de…ne the operator T : K ! C( ) C( ) by T (y 1 ; y 2 ) = (u; v), where (u; v) is required to satisfy (3.1)
<
:
In order to check that the operator T is well de…ned we note that problem (3.1) has a unique solution. To this end, for (y 1 ; y 2 ) 2 K, we derive from (1.2), (1.3), (2.10), (2.6), (2.9), and (2.1) the estimates
with positive constants C 1 , C 2 . We point out that estimates (3.2) and (3.3) enable us to deduce that f 1 (y 1 ; y 2 ) 2 W 3) . Then the unique solvability of (u; v) in (3.1) is readily derived from Minty-Browder theorem (see, e.g., [2] ). Using the regularity theory up to the boundary, namely [9] 
0 ( ), with some 2 (0; 1). Moreover, by (3.2), (3.3) and the a priori estimates for singular problems (see [8, Lemma 3.1] or [7] ) we …nd a constant M > 0 such that
whenever (u; v) = T (y 1 ; y 2 ) with (y 1 ; y 2 ) 2 K. Now we show that the operator T is continuous. Let (y 1;n ; y 2;n ) 2 K with (y 1;n ; y 2;n ) ! (y 1 ; y 2 ) in C( ) C( ). Denoting (u n ; v n ) = T (y 1;n ; y 2;n ) reads as
Since by (3.4) the sequences fu n g and fv n g are bounded in W 
The next step in the proof is to show that T (K) K. Let (y 1 ; y 2 ) 2 K and denote (u; v) = T (y 1 ; y 2 ). Using the de…nitions of K and T , on the basis of Proposition 1 and (3.2), it follows that
and similarly Then from the strict monotonicity of the operators p and q we get that (u; v) 2 K, which establishes that T (K) K.
Therefore we are in a position to apply Schauder's …xed point theorem (see, e.g., [14, p. 57] ) to the set K and the map T : K ! K. This ensures the existence of (u; v) 2 K satisfying (u; v) = T (u; v): Taking into account the de…nition of T , it turns out that (u; v) is a (positive) solution of problem (1.1). Moreover, because the solution (u; v) satis…es (u; v) 2 K and the growth conditions (1.2), (1.3) are ful…lled, we are able to apply the regularity theory up to the boundary (see [9] for non-singular degenerate elliptic equations and [7] , [8] for singular degenerate elliptic equations) to infer that (u; v) 2 C 
