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Abstract—The continuous growth of the users pool of Social
Networking web sites such as Facebook and MySpace, and their
incessant augmentation of services and capabilities will in the
future, meet and compare in contrast with today’s Content
distribution Networks (CDN) and Peer-to-Peer File sharing
applications such as Kazaa and BitTorrent, but how can these
two main streams applications, that already encounter their
own security problems cope with the combined issues, trust
for Social Networks, content and index poisoning in CDN?
We will address the problems of Social Trust and File Sharing
with an overlay level of trust model based on social activity and
transactions, this can be an answer to enable users to increase
the reliability of their online social life and also enhance the
content distribution and create a better file sharing example.
The aim of this research is to lower the risk of malicious
activity on a given Social Network by applying a correlated
trust model, to guarantee the validity of someone’s identity,
privacy and trustfulness in sharing content.
Keywords-trust; social network; security; privacy;
I. INTRODUCTION
Social networks are a virtual medium to connect with
other people, where users can easily log in from almost
any kind of device, impersonate their self made profile and
start sharing their life with the rest of the community, often
seeking users whom might have real life relationships with,
or in other cases, simply same minded people, but often
in these environments, people tend reduce their original
alertness for external malicious behavior [1].
In the recent years, we have slowly been witnessing how
social networks and Content Distribution networks (includ-
ing common file sharing applications) are getting every day
more advanced and slowly trying one to become more like
the other, it will not be long before Facebook [2] users
will be able to start querying searches for the latest song
and download it the same way we would using Kazaa [3],
maybe by joining a certain music genre group. Today the
boundaries are still very solid, having social networks on
one side, such as Facebook or Myspace [4], and sharing
applications such as PPLive or Kazaa on the other, with
services like YouTube [5] sitting in the middle.
Once these technologies merge one into the other to form
a newly formed web application, users will be able to share
and contribute much more than what they can today, such
as posting a video or picture on their profile page or simply
share files with no real interactivity between users on the
other. A final mixture of social activities with advanced
sharing capabilities will be born.
Problems will arise when these two technologies will
contribute together with each one bringing in its own se-
curity issues. Social Networks suffer greatly from human
derived issues, given the unaware nature of many users
towards security or trust, simple social engineering attacks
can be used to acquire a user’s sensible information [6].
Identity theft or sensible data illegal acquisition is a daily
routine which many users have to face, very often unaware
of this, it may lead to malicious use of this data, which may
range from unauthorized use for market research, leading
to unwanted spam, or use of one’s identity for fraudulent
activities [7]. Content Distribution Networks or P2P File
Sharing Systems instead, have their major issue in Index
and Content Poisoning, these systems have indexes which
are used by users to search for a desired file, this can
be mainly achieved in two ways, by inserting malicious
records within the index file itself, as such giving false
information to users, or by flooding the network with fake
items (files), also known as pollution attack, that not only
may not be the desired item, but may also be infected with
malware or viruses, the end result ranges from users not
being able to find the desired item, often leading to some
users downloading the same file many times, in fact wasting
bandwidth, or more subtle attacks, increasing the control
traffic on the P2P network to the levels where a Distributed
Denial of Service attack can be made possible [8].
We believe that increasing the level of trustworthiness
will increase the security level on this architectures, people
who do malicious activities will be pinned as non worthy
of trust, and the system will not accept transactions with
them, so trust will become one way of filtering out bad
users from good users, the aim is to make sure that good
users are rewarded, while bad users get punished. When
Social networking and P2P file sharing technologies merge
to form a new one, combined and worst outcomes than the
ones discussed may occur, as such, a security trust model
must be implemented.
Transactions are independent relations and often include
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an element of risk, and can depend on various actors - in
order to achieve security on the Internet, we need to improve
our trust intercommunication, for example, a user talking to
another user, is it safe for Alice to chat with Bob? Can Alice
safely trust him and share her personal files with him, such
as pictures or videos or just personal facts? Will Bob honor
her trust or will he abuse it to his own advantage? Normally
in real life, we would need to go through a police check in
order for example, to work in a child care facility, but how
can we assume the similar circumstances in the Internet ?
How can we trust who is on the other side of the screen?
With Facebook recently reaching half a billion users and
many more users on social networks [9] different entity, it
is not hard to imagine how important it would be to find a
solution to such a unstable and un-secure environment.
Although 10 years ago, Bill Clinton signed the eSign
act [10], we are still very far away from creating a legal elec-
tronic identity, let alone an international standard electronic
signature. Since social networks such as Facebook expand
well beyond state boundaries, the lack of an international
standard electronic ID will result in being ineffective to
improve security. As we are left with the ability not only
to create as many profiles as we like on the given network,
we also have the freedom to produce a false identity, to the
extent of fictional characters , and as well to impersonate
other people with little or no effort, applying simple social
engineering skills, this to often lead to malicious behavior,
for example, hurting one’s reputation, or in order to gain
someone’s trust.
We need to create a security and trust model beyond
the users and beyond the file transition. Analyzing user
behaviors and transactions provide us with the information
to build such model and decrease the level of threats. One
solution would be to build a trust model exploiting the trust
relationships and the interactivity. We aim in this direction,
and provide the OST, a transaction based Online Social Trust
model for social networking and file sharing security.
The rest of the paper are organized as follows. Section II
explains the motivation of the research and some basic
principles. Section III reviews the background of trust model
and the latest research progress in this area. Section IV
describes the OST Model and components in details. The
studies of trustworthiness regulation is presented in Sec-
tion V. Section VI presents the evaluation of OST in two
different scenarios. Finally, Section VII summaries the paper
and gives some future work.
II. MOTIVATION
Trust is the trustfulness of a trustor, the extent to which
the trustor is willing to risk to being abused by the trustee,
as such the outcome of a relationship with another actor
may bring to These are some of the issues with Social
Networking associated to security:
• Identity
• Privacy
We will work on these two topics in future related work,
this paper will focus on how trust relationships can help
improve security, at a later stage, we will include the some
concepts of monitoring trust in order to provide better
Identity and Privacy security.
In order to build a Distributed trust model, these issues
must be researched and an answer be given , before real
security can be implemented, but how can we implement
identity certainty in a world where we believe in anonymity
, and where trying to identity users or log them, may seem
like an anti constitutional act, made only to undermine one’s
rights to be “anonymous”? Unfortunately, the very nature
of the Internet has proven to create an environment where
these rules cannot be bent in order to create a more secure
environment. Social networks keep increasing in popularity,
very well known platforms such as Facebook and Myspace
contribute on creating virtual lives, but often virtual life also
comes with hidden malicious intent, our research wants to
establish two main objectives:
1) Trustfulness
2) Trustworthiness of an individual activity online
Employing trustfulness we assume that the person we
are interacting with, is a “good” person, someone who
will not try to use our “friendship” to his advantage or
to lend harm on other people. Second, trustworthiness, by
empirically define the value of someone’s “online worth”
we can improve our networks from a technological point
of view, by allocating and increasing resources between
trusted actors or to a trusted person and the system, and by
decreasing malicious activity by isolating those ”unworthy”
ones. Our motivation is for us to create a trust model which
does not depend from any authority, but from the interactions
of the user’s themselves, we define these interactions as
Social Transactions (ST), the value of these ST will define
numerically the level of trust and trustworthiness of a given
user.
III. RELATED WORK
Currently security either issues social networks, or File
sharing applications, rarely these two technologies are eval-
uated together, which is what we aim to do. We start
assuming that quantifying the level of trust, especially in
social networks , is a hard and not standard preposition,
especially since, citing work from [11], trust is much more
dependant from what is unknown than what is known.
Achieving trust and security on a Social Network scale
which might range from few thousand to the millions, can
be considered a problem of unequal entity. Social Networks
such as Facebook, leave the security and trust issues up to
the users themselves, for example, we may block a person,
avoid a certain group of people from viewing some of our
information, let only some people view critical information,
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this type of security unfortunately, does not scale well with
the modern concepts, this level is a 0 or 1 methodology,
where most of our options are accounted as no or yes to
some users, not only this is a manual process, it is also
almost irrelevant from security point of view, but more
related to a trust and privacy issue. Unfortunately, even then,
simple Social Engineering can result in these practices being
useless, as little knowledge of one’s person can be easily
misused [7].
Public Key Infrastructure, can also be used, where a third
party issues a key or a certificate to prove that such a
person’s identity, this model has become very common, but
adopting it on large scale would result troublesome, one of
the main issues, is the reliability of the PKI on a centralized
management to assess someone’s real identity, making it a
good option, but to costly in both resources and time [12].
ACL (Access control List) can be involved, but even in
this scenario, we are left with a simple Yes or No matrix
of people or users we want to forbid from entering our
world. For such a reason, we believe that studying social
relationships between users can improve security, not being
a On / Off manual switch for security, furthermore is not an
easy task to have this action automated.
In a trust relationship, there are always at least two actors,
the trustor (the entity which gives trust) and the trustee
(tries to gain trust from the trustor). Given the example
of a student with limited finances wanting to buy a car
acting as the trustor, and the cars dealer acting as the trustee,
we can assume an attempt to create a trust relationship or
transaction which will prove to be limited to this one time,
as such creating a one isolated story. The student having
little or no knowledge about the transaction (in this case,
car mechanics) can be easily fooled into buying a car for
an overestimated price, in this case the student is putting
his trust into the dealer, the dealer then has a choice to
honor the trust by advising him properly, or abuse the trust in
order to gain personal advantage, in this case for a monetary
outcome. The game isolates to the single event, but taken
into consideration, we assume that over time, the honoring
and abusing will have different outcomes, with different
outputs in the long run, in a densely populated community,
the word of the ”bad dealer” might spread, and business
the for the unworthy trustee will suffer (modifying of trust),
while opposite will happen if he decides to honor, because
the student will advise his friends to buy the car from him
(transfer of trust).
In recent literature, using a Web of Trust (WOT) [13] is
one way of solving the problem, that is by applying personal
public key infrastructures, in this model, a user grants higher
privileges by having his profile, or his personal digital ID
signed by other people’s public key, by increasing the num-
ber of signature’s on one’s Id increases it the level of trust, it
precludes no central authority and is fully decentralized, but
the process is often slow and troublesome for the users, a
Figure 1: Relationship between trustor and trustee
Dynamic Distributed Trust Model is instead proposed in [14]
to overcome the problem of delegation, where instead, a tree
of trusted nodes, can delegate others to certificate others,
this to improve the scalability of the model [15] presents
a structure based on electronic social network interactions
based on exchange of events between users, these may cover
conversations, posting, tagging photos etc in a way similar
to our proposal, but focusing more on WOT architecture,
but we aim to extend the security model to P2P file sharing.
Further more [11] introduces the use of a security metric
based on measuring the extent of the relationship between
the user and the system, identifying two key aspects , the
system complexity and the knowledge of the user towards
the system itself and proposes a metric based minimum un-
trustworthiness.
IV. OST: TRANSACTION BASED ONLINE SOCIAL TRUST
MODEL
As we mentioned in the introduction we assume that in
the near future, Social Networks and CDN’s will forge into
one, as such, users not only will be involved in virtual social
activities, but also in content sharing.
Moving away from the technological aspect of the issue,
we preclude to find an answer by applying an overlay level
of security based on a trust relationship which is modified
through time,
We assume two quantitative metrics, Trust and Trust-
worthiness, Trust being a one to one correlation between
two users, in the relationship trustor and trustee, while
Trustworthiness being a one’s personal numerical identifier
of how “diligent” he is, which can be used by the trustor’s
friends as “collateral trust” in case the trustee wanted to start
relationships with them as well or by the system in general,
whenever the Trustee wants to initiate a transaction with it,
for example, downloading a file from the group.
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The value of the Trustworthiness should become one’s
personal presentation card, making it easier for this entity to
be trusted, in a real life situation, one’s low Trustworthiness
would be to present himself to be identified by authorities
with a Club card , while a person with a high Trustworthi-
ness, would have a passport, and of course , the later one
would have less trouble convincing people of his well being.
We identify online Social Transactions (ST) as any in-
teraction between the user and the system, or the user
with other users, for example posting articles, tag photos,
contribute files or have social interactions with other people.
All of these actions should contribute in a weighted level,
to ones Trustworthiness and trust.
Using a simple Game Theory Model to evaluate trust we
can define that it is better for the trustor to not give trust
in an isolated case, because the game proves that it is more
profitable for the trustee to abuse the trust given on. One of
the main aims of this project is to make it more profitable
for the Trustee to honour the trust. The relationship between
the Trustor and the Trustee is described in Figure 1.
Strict socially, the user’s higher Trustworthiness will
permit him to initiate “trusted” relationships more easily,
from the content distribution point of view, a higher level
of trust and Trustworthiness grant the trustee a higher level
of services. For example visualize a certain type of files not
visible for low trusted users, or use a higher level of network
performance, as such, different levels of Trustworthiness
will be organized into classes, these can greatly benefit in
DiffServ [16] enabled CDNs or similar architectures like the
one presented in [17], where users can assume a price to pay
(Trustworthiness) to afford a better service.
Honouring the trust will in fact create a safer environment,
because we assume that the users are trustworthy and will
not attempt malicious activity to disrupt the network. Users
who will participate in malicious activity will loose their
Trustworthiness value, and be liable for their acts, which can
range from lowering the Trustworthiness to being banned.
In order to build the trust model, we propose to follow
the three guidelines on which the security architecture will
be based:
1) Initiate the trust relationship: create a link between
two users who have just met.
2) Regulate Trust and Trustworthiness levels: adjust val-
ues in order to accommodate the mathematical model
and evolution of such values over time.
3) Share Trust and Trustworthiness: create a distributed
trust model in which trust can be either direct, or
indirect, as users can evaluate a user by using other
user’s values indirectly.
Figure 2 depicts the procedure of Trustworthiness es-
tablishment and regulation based on users’ behaviors and
transactions. In this paper, we will present the key benefits
of using a behaviors and transaction based trust model, and
new user joins
the network
Default low
value of
trustworthy is
given
Trust and 
Trustworthy
adjust over 
time
Positive
behaviors
rewards with
higher service
and increase
trust level
Malicious
behavior
demotes user
and decrease
trust level
relationship
Initate trust
regulate Trust
and
Trustwothiness
Figure 2: Trustworthiness establishment and regulation
have a deeper study of the architecture in the future publi-
cations, including a model on how trust can be transferred
from one user to another to create a distributed trust.
In building the trust model, we include the following
two fundamentals which must be taken into consideration
when we weight the value of the social trust. The two
fundamentals are:
• Complexity Reduction: as the network grows, so does
the complexity of the trust network. The overall com-
plexity should be reduced in order for the value of trust
not to reach uncontrollable limits.
• Trust Cooperation: Trust is possible if the trustor plac-
ing trust in a trustee will result in a higher outcome
than not placing trust.
In defining our metrics, we take into considerations the
following situations:
1) Placing trust allows that trust to be honored or abused,
but a positive outcome would not be carried out if the
trust wasn’t transferred.
2) The trustor regrets placing trust if abused, but benefits
if such trust is honored.
3) The trustor often, voluntarily gives trust to the trustee
without safeguards.
4) There is a time lag between placement of trust and the
action of the trustee.
We take into consideration a direct correlation between
the risk and the possible outcome, where the possibility of
encountering such risk can be calculated as a direct outcome
of the level of trust between the parties and the quantitative
positive gain for the trustor.
We identify Trust and Trustworthiness as numerical val-
ues, where 0 is the lowest, with no upper limit at present.
Different levels of trust will produce different levels of
service. For example if we define two levels, new comers
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who are unknown to the group thus have a low trust from
that group; the trusted nodes can use full service.
As already stated in other researches time is a key issue
in identifying trustworthy users, creation of flash accounts
to gain access to one’s private data is not an unusual
practice. Time is an essential key factor to evaluate one’s
trustfulness [18] states that trust in the trustee diminishes
unless continuously challenged, as such natural degradation
effects the value of trust. For example users who do not
communicate to each other for a long time, following real
life similarities, will loose trust in each other, this is the
Temporal Embeddings, which is the extent to which two
actors have transactions over time, having transactions in
the past could lead to have more transactions in the future.
V. TRUST AND TRUST REGULATION
We assume that it is easy and fast to build up Trustwor-
thiness legally, but should be much faster to loose such trust
in case a malicious behavior is encountered.
Also a trust value is applied to the trust, there is a high
chance, that some people may want to develop a “flash
Trustworthiness” to gain someone’s trust quickly, as such by
initiating a behavior which can be considered beneficial. On
the other hand, if someone incurs in a malicious behavior, for
example, get someone’s personal information, a degradation
value will be applied to the trust.
We have stated that trust value naturally over time, as
such we have formulated the following equation to take into
account trust transactions:
T =
∑
Transactionsab ∗D (1)
where T indicates the Trustworthiness level during the pe-
riod between a and b, and D the regulation level, calculated
as the following:
D =
Pab −Nab
α
+ β (2)
where Pab is the value of positive feedback or behav-
iors between a and b, Nab is value of negative feedback
between a and b, α is a threshold we use to determine the
minimum level of transactions needed for the relationship to
be trustworthy and β is an adjustment factor which indicates
natural regression of trust, with this we normalize the values
according to temporal regulation over time, trust slowly
lowers between two users if there is no interaction.
To evaluate the Trustworthiness, we instead evaluate the
transactions between the Trustee and system, instead of just
the Trustor and the Trustee.
VI. EVALUATION
In order to confirm our model, we work on proving that
the correlation between users and trust can improve network
security and also network traffic.
Figure 3: Sample Online Social Transactions
Figure 4: Trust over time
First we identify all the online social transactions and
give them a numerical value, in order to evaluate the worth
of someone’s profile and evaluate how this can modify
someone’s trusting rating.
Next we introduce an algorithm to empirically evaluate the
risk for a user to start an online social transaction with an
unknown or known user, identifying outcomes, probabilities
and follow up using the formula evaluated before for trust
regulation. We can analyze the Trust over a period of time,
and in case of a high variation, we can assume some security
levels, where if the variation is too high, that user may be
targeted for verification.
Figure 3 gives a sample of value of trustworthiness in
terms of the behaviors.
Figure 5: Transaction value
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Figure 6: Scenario
Figure 7: Impact on the malicious events
In the Figure 5, P1 to P5 indicate different intervals
of time, where those values fall rapidly, the user may
be have turned to malicious activity, or simply become
inactive, either way, it can be easily pinpointed for further
verifications.
We have designed two different scenarios.
In Scenario 1, when a new comer joins the group, queries
an item, the network will reply, the level of trust only permits
the new comer to download from a Trust Seeker. Then the
file transfer is confirmed and a limited amount of resources
is provided. Figure 6 depicts the scenario.
In Scenario 2, in the case of a Trusted node, these
members can download directly from other members, always
following the rule that files must be rated after download.
As such, Trust nodes get rewarded with a higher level of
service, and also, a trusted node will have a lower chance
of delivering a fake file. The Trusted node level should be
the priority of every user.
The experiments in Figure 7 clearly show that using our
trust model can effectively decrease the level of malicious
events in this case, fake downloads. Experiments done
by [19] in a similar style, confirm these rules.
VII. CONCLUSION AND FUTURE WORK
We believe that the future will indeed provide us with
a greater level of Social Networks where closer related
applications such as file sharing will be a basic service, thus
bringing in more securities issues, but we also believe that
these major technologies can benefit from one another, by
creating a level of security based on the interactions of users.
The security mechanisms based on packet or file inspection
are obsolete and costly, identity and privacy cannot be
secured in such ways. PKI is to troublesome for the huge
pool of users to use. We need to create security above the
users and above the file transition, effort in analyzing user
behaviors will provide us with the information to build such
model and decrease the level of threats.
Our present work only illustrated how security based on
transactions between users on social networks and file shar-
ing can decrease the level of threats in content distribution
over Peer to Peer networks.
Our next focus will be on providing a more detailed
algorithm for the exchange of trust and calculate the trust-
worthiness of file exchanges. We will also investigate how
apply the same principles to provide the users with a tool to
evaluate someone’s trustworthiness for social interactions.
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