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Controllable multipartite entanglement is a crucial element in quantum information processing. Here we
present a scheme that generates switchable bipartite and genuine tripartite entanglement between microwave
and optical photons via an optoelectromechanical interface, where microwave and optical cavities are coupled
to a mechanical mode with controllable coupling constants. We show that by tuning an effective gauge phase
between the coupling constants to the “sweet spots”, bipartite entanglement can be generated and switched
between designated output photons. The bipartite entanglement is robust against the mechanical noise and the
signal loss to the mechanical mode when the couplings are chosen to satisfy the impedance matching condition.
When the gauge phase is tuned away from the “sweet spots”, genuine tripartite entanglement can be generated
and verified with homodyne measurement on the quadratures of the output fields. Our result can lead to the
implementation of controllable and robust multipartite entanglement in hybrid quantum systems operated in
distinctively different frequencies.
I. INTRODUCTION
Entanglement is a profound feature in quantum theory and
an indispensable resource in quantum communication and
quantum networks [1, 2]. Bipartite and tripartite entanglement
for qubits and continuous variables has been demonstrated
in a variety of physical systems, such as superconducting
qubits [3, 4], atomic ensembles [5], and optical modes [6, 7].
The generation of controllable entanglement between sys-
tems of distinctively different frequencies such as microwave
and optical photons is crucial for hybrid quantum computing,
where different systems are bridged together to boost the over-
all performance of the quantum devices. However, due to the
difficulty of interfacing different systems in a noiseless and
lossless manner, it is often challenging to generate switchable
and robust entanglement in hybrid quantum systems. For ex-
ample, when coupling a superconducting qubit to an optical
device, extreme care has to be taken to prevent stray photons
from exciting quasiparticles and destroying the quantum co-
herence of the qubit [8].
Opto- and electro-mechanical systems provide an excellent
candidate for an interface that connects different components
in hybrid quantum systems [9–14]. Because of the ubiq-
uitous existence of mechanical vibrations, mechanical res-
onators can be coupled to devices of a broad spectral range
from acoustic to infrared frequencies via radiation pressure
force [15]. Furthermore, the optical (electrical) response of
an opto- (electro-) mechanical system can be tuned by ap-
plying strong driving fields in selected phonon sidebands to
the cavity mode, which gives us a toolbox to manipulate the
quantum states of the cavity and the mechanical modes. Un-
der red-detuned driving, the phenomena of optomechanically-
induced transparency [16, 17], sideband cooling [18, 19], and
∗ ltian@ucmerced.edu
quantum state conversion [20–22] have been demonstrated.
With quantum-engineered time-reversal symmetry to generate
uni-directionality, nonreciprocal transmission via opto- and
electro-mechanical interface has been studied recently [23–
41]. With blue-detuned driving, the generation of bipartite
entanglement between various optical, electrical, andmechan-
ical modes have been proposed [42–54]. In recent works,
people have also studied the generation of tripartite entangle-
ment via mechanical systems [55–58]. In experiments, en-
tanglement between a mechanical oscillator and a microwave
mode [59], entanglement between two mechanical oscilla-
tors [60, 61], and parametric amplification in mechanical and
electrical modes [62] have been demonstrated.
Here we present a scheme that generates switchable bipar-
tite and genuine tripartite entanglement between microwave
and optical photons via an optoelectromechanical interface.
In our system, microwave and optical cavities are coupled
to a mechanical resonator via radiation pressure force with
the cavities driven by red- or blue-detuned fields. One of
the cavities, either on the microwave or the optical side, is
used as an ancilla mode to facilitate the controllability of the
generated entanglement. We show that by tuning an effec-
tive gauge phase between the linearized opto- and electro-
mechanical couplings to the “sweet spots”, bipartite entan-
glement can be selectively generated between output pho-
tons of designated microwave and optical cavities with the
output state of the third cavity separated from the entangled
state. The entanglement of formation (EOF) [63, 64], i.e., the
convex-roof extension of the entropy of entanglement, is em-
ployed to quantitatively characterize the generated continuous
variable entanglement. Compared to the logarithmic negativ-
ity, an entanglement monotone used in a number of previous
works [47–49], the EOF (even though harder to compute) con-
stitutes a proper entanglement measure satisfying properties
such as convexity and asymptotic continuity that logarithmic
negativity does not. We find that the bipartite entanglement
2is not only switchable between different cavity outputs, but
is also robust against mechanical noise and signal loss to the
mechanical mode by choosing impedance-matched coupling
constants. Furthermore, using the violation of an inequality
developed in [67] and detected in [6, 7] as the criterion, we are
able to show that genuine tripartite entanglement is created be-
tween the output photons of all three cavities when the gauge
phase is tuned away from the “sweet spots”. The tripartite en-
tanglement can be verified experimentally by conducting ho-
modynemeasurement on the quadratures of the output modes.
Our result can lead to the generation and verification of mul-
tipartite entanglement in continuous variable modes with dis-
tinctively different frequencies.
The paper is organized as follows. In Sec. II, we describe
the model of the optoeletromechanical interface in detail and
derive the transmission matrix connecting the input and output
fields modes. In Sec. III, we study the properties of the trans-
mission matrix elements in detail and derive the conditions for
achieving switchable bipartite entanglement. The bipartite en-
tanglement is then characterized quantitatively as functions of
the gauge phase, the coupling constants, the input frequency,
and the thermal occupation number of the mechanical mode
in Sec. IV. In Sec. V, we study the genuine tripartite entan-
glement when the gauge phase is tuned away from the “sweet
spots” and discuss how to verify this entanglement by con-
ducting homodyne detection on the quadratures of the output
modes. Conclusions are given in Sec. VI.
II. SYSTEM
A schematic of our optoelectromechanical interface is
shown in Fig. 1(a). Here three cavity modes (labelled α =
a,c,d) are coupled to a common mechanical resonator b
via radiation pressure force. The interactions have the form
gα αˆ
†αˆ(bˆ+ bˆ†) for cavity mode α with a single-photon cou-
pling strength gα , where αˆ (αˆ
†) and bˆ (bˆ†) are the annihilation
(creation) operators of the corresponding cavity and mechan-
ical modes. Without loss of generality, we assume that the
frequency of cavity mode a is distinctively different from that
of cavity modes c and d. For example, mode a could be in
the microwave regime with modes c, d in the optical regime,
or vice versa. Meanwhile, cavities c and d are directly cou-
pled via a linear coupling Gx(cˆ+ cˆ
†)(dˆ + dˆ†) with the cou-
pling strength Gx. There is no direct coupling between modes
of distinctively different frequencies, such as the microwave
and the optical modes, because it could result in extra circuit
noise or other technical challenges.
By applying driving fields to the cavity modes, the radiation
pressure interactions can be linearized. We denote ωdα as the
driving frequency on cavity α and ∆α = ωdα −ωα as the de-
tuning between the driving frequency and the cavity frequency
ωα . Assume that cavity a is driven by a blue-detuned field
with ∆a ≈ ωm and ωm being the frequency of the mechanical
mode, and cavities c, d are driven by red-detuned fields with
∆c,d ≈ −ωm, as illustrated in Fig. 1(b). We can also assume
that cavity a is driven by a red-detuned field and cavities c, d
are driven by blue-detuned fields, and similar results can be
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FIG. 1. (a) The schematic of the optoelectromechanical interface.
Three cavity modes a,c,d are coupled to a mechanical mode b. The
thick lines correspond to the linearized couplings Ga,c,d and the pho-
ton hopping rate Gx. The relative phase of Gd with respect to the
other couplings is φ = pi/2. The input fields for cavities a and d
are indicated by arrows. Bipartite entanglement between the outputs
of cavities a and c is generated by mixing the inputs of a and d at
φ = pi/2, where EacF represents the entanglement of formation be-
tween the outputs of cavities a and c. (b) Spectrum of the driving
frequencies (vertical arrows) in relation to the corresponding cavity
resonances ωα . The detunings are labelled as ∆α (α = a,c,d).
obtained. After a standard linearization procedure [42, 43],
the total Hamiltonian of this system in the rotating frame of
the driving fields becomes Hˆt = Hˆ0+ Hˆint with
Hˆ0 =−∑
α
∆α αˆ
†αˆ +ωmbˆ
†bˆ, (1)
being the unperturbed Hamiltonian and Hint being the lin-
earized coupling Hamiltonian. Under the rotating-wave ap-
proximation that omits the fast-oscillating terms, we have
Hˆint =
(
Gaaˆbˆ+G
⋆
abˆ
†aˆ†
)
+
(
Gccˆ
†bˆ+G⋆c bˆ
†cˆ
)
(2)
+
(
Gd dˆ
†bˆ+G⋆d bˆ
†dˆ
)
+
(
Gxcˆ
†dˆ+G⋆x dˆ
†cˆ
)
,
where Ga,c,d are the linearized coupling strengths that depend
on the corresponding driving fields and Gx is the photon hop-
ping rate between cavity modes c and d. By varying the driv-
ing fields applied to the cavity modes, both the magnitude and
phase of the coupling strengths Ga,c,d can be tuned.
Besides the driving fields, the cavity and the mechanical
modes are coupled to input modes αˆin(t) that form a thermal
bath. The cavity input operators obey the correlation func-
tion 〈αˆin(t)αˆ†in(t ′)〉 = δ (t − t ′) (α = a, c, d) at times t and
t ′. Here we only consider external damping of the cavities
with damping rates κα and neglect their internal dissipations
for simplicity of discussion. The mechanical input operator
satisfies the relation 〈bˆin(t)bˆ†in(t ′)〉 = (nth + 1)δ (t − t ′) with
nth = 1/(e
h¯ωm/kBT − 1) being the thermal phonon number of
the mechanical mode at the temperature T . We assume that
3the mechanical damping rate γm is much weaker than the cav-
ity damping rates with γm ≪ κα .
The dynamics of the above interface can be described by
Langevin equations. We define a vector vˆ = [aˆ†, bˆ, cˆ, dˆ]T for
the system operators and vˆin = [aˆ
†
in, bˆin, cˆin, dˆin]
T for the in-
put operators [13]. Assume that the cavity detunings ∆a =
−∆c,d = ωm. In the rotating frame of the Hamiltonian Hˆ0, the
Langevin equation for the vector vˆ can be derived as
dvˆ/dt = Mvˆ+
√
Kvˆin, (3)
with the dynamic matrix
M =

− κa
2
iGa 0 0
−iG⋆a − γm2 −iG⋆c −iG⋆d
0 −iGc − κc2 −iGx
0 −iGd −iG⋆x − κd2
 (4)
and the diagonal matrix
√
K = Diag[
√
κa,
√
γm,
√
κc,
√
κd ].
This system is stable when all the real parts of the eigenvalues
of the matrix M are negative. Using the Routh-Hurwitz crite-
rion [68], we can obtain the stability condition for our system.
Denote Γα = 4G
2
α/κα , which is the cooling rate of the me-
chanical mode when cavity α is driven by a red-detuned field
with the detuning ∆α = −ωm. With γm ≪ κα ,Gα and under
the impedance matching condition Γc = Γd , the stability con-
dition is Γc,d > Γa. Details of the derivation can be found in
Appendix A.
With the Fourier transformation oˆ(t) =
´
dωe−iωt oˆ(ω)/2pi
for an arbitrary operator oˆ, we convert the Langevin equation
(3) from the time domain to the frequency domain with
vˆ(ω) = i(ωI− iM)−1
√
Kvˆin(ω), (5)
where I is the 4× 4 identity matrix. Here the frequency com-
ponents of the system modes vˆ(ω) are expressed in terms of
the frequency components of the input fields vˆin(ω). Further-
more, denote vˆout = [aˆ
†
out, bˆout, cˆout, dˆout]
T for the output oper-
ators. Using the input-output theorem [69] and Eq. (5), we
derive that vˆout = T (ω)vˆin with the transmission matrix
T (ω) = I− i
√
K(ωI− iM)−1
√
K. (6)
The input and output operators in the frequency domain are
now connected by the transmission matrix through Eq. (6).
The matrix element Ti j represents the probability amplitude
of the input mode j in the output mode i.
III. TRANSMISSION MATRIX
In this section, we study the properties of the transmission
matrix elements in detail to understand the entanglement be-
tween the output modes. Without loss of generality, we as-
sume that the coupling constants Ga,c,x are positive real num-
bers and Gd = |Gd |eiφ is a complex number with a nontrivial
phase φ . This relative phase can be viewed as an effective
gauge phase in the circle formed by modes b, c, d, and it is
an important control parameter in this system. Consider in-
put modes at the frequency ω = 0 in the rotating frame of Hˆ0,
which corresponds to the resonant frequencies of each cavity
and mechanical mode. From the solution of Eq. (6) at ω = 0,
we find the ratio between the transmission matrix element:
T41
T31
=
√
κd
κc
Gdκc− 2iGcGx
Gcκd − 2iGdGx
. (7)
By choosing the magnitude |Gd | = 2GcGx/κc and the phase
φ = pi/2, we have T41/T31 = 0. The input field of cavity a is
thus transmitted to the outputs of cavities a and c, but not the
output of cavity d. Under these conditions, we also find that
T11
T31
=−4G
2
cκa + 4G
2
aκc + γmκaκc
8GaGc
√
κaκc
, (8)
T21
T31
=
i
√
γmκc
2Gc
. (9)
Eq. (8) shows that |T11/T31| > 1 and only approaches unity
when γm = 0 and the cooling rates Γa ∼ Γc. In Eq. (9),
|T21/T31|=
√
γm/Γc ≪ 1 when γm ≪ Γc, i.e., the loss of cav-
ity a’s input to the mechanical mode is negligible.
The output of cavity c can be written as cˆout = ∑α T3α αˆin,
depending on transmission matrix elements T3α with α =
a, b, c, d. By choosingGx =
√
κcκd/2 in addition to the above
conditions, we find that
T32
T31
=
i
√
γmκa
2Ga
, (10)
T34
T31
=− i
(
4G2cκa + 4G
2
aκc− γmκaκc
)
8GaGc
√
κaκc
, (11)
and T33/T31 = 0. This result shows that the output of cavity
c is composed by inputs from cavities a and d, but not from
cavity c. Meanwhile, |T32/T31| =
√
γm/Γa ≪ 1, which indi-
cates that the mechanical noise from resonator b contributes a
negligible component to the output of the cavity c. Similarly,
the output of cavity a has the form aˆout = ∑α T1α αˆin. With the
above parameters, in addition to Eq. (8), we have T12 =−T21,
T13 = 0, and T14 = iT31. The contribution of the mechanical
noise to the output of cavity a is again negligible, and the in-
put of cavity c is not transmitted to cavity a. The output of
cavity a is hence dominated by the inputs of cavities a and d,
the same as the output of cavity c. An interesting observation
of the matrix elements is that T34 = iT11 in the limit of γm → 0.
We also find that the output of cavity d is solely made of the
input of cavity c with T43 = i and dˆout = icˆin.
The transmission matrix at ω = 0 can be written as
T =

−Γc+Γa+γmΓc−Γa+γm −
2i
√
Γaγm
Γc−Γa+γm 0
2i
√
ΓaΓc
Γc−Γa+γm
2i
√
Γaγm
Γc−Γa+γm
Γc−Γa−γm
Γc−Γa+γm 0
2
√
Γcγm
Γc−Γa+γm
2
√
ΓaΓc
Γc−Γa+γm
2i
√
Γcγm
Γc−Γa+γm 0
−i(Γc+Γa−γm)
Γc−Γa+γm
0 0 i 0
 (12)
in terms of the cooling rates Γα , and it reveals the following
notable features of this interface. First, the input state of cav-
ity c is only transmitted to the output of cavity d, as seen from
4the matrix elements Tα3, and the output of cavity d only comes
from cavity c, as seen from T4α . The output of cavity d will
not be entangled with the other output states if no entangle-
ment exists previously. Second, from the matrix elements Tα2
we find that the mechanical noise will be mainly retained in
the mechanical output with its contribution to the other output
channels suppressed by a factor∼
√
γm/Γα . It hence requires
that γmnth/Γα < 1 to make the noise contribution negligible
for a finite thermal phonon number nth, as has been discussed
in detail in our previous work [37]. Third, from T2α , it can
be seen that the cavity inputs only lose a small proportion to
the mechanical mode with an amplitude ∼
√
γm/Γα . Finally
and most importantly, the outputs of cavities a and c can be
approximated as
aˆ
†
out =−
Γc +Γa
Γc−Γa aˆ
†
in+
2i
√
ΓaΓc
Γc−Γa dˆin, (13)
cˆout =
2
√
ΓaΓc
Γc−Γa aˆ
†
in−
i(Γc +Γa)
Γc−Γa dˆin, (14)
in the limit of γm → 0. Here the outputs of cavities a and c
are connected by the Bogoliubov transformation between the
inputs of cavities a and d. This clearly indicates the bipartite
entanglement between the two output modes [48, 49]. The
input states and the entanglement in the output modes are il-
lustrated in Fig. 1(a).
Now we consider switching the gauge phase to φ = −pi/2.
Bipartite entanglement in the output modes will then be found
between the outputs of cavities a and d instead. In this case,
we choose the coupling magnitudes |Gd | = Gcκd/2Gx and
Gx =
√
κcκd/2, which also satisfy the impedance matching
condition Γc = Γd . The transmission matrix becomes
T =

−Γc+Γa+γmΓc−Γa+γm −
2i
√
Γaγm
Γc−Γa+γm −
2
√
ΓaΓc
Γc−Γa+γm 0
2i
√
Γaγm
Γc−Γa+γm
Γc−Γa−γm
Γc−Γa+γm
2i
√
Γcγm
Γc−Γa+γm 0
0 0 0 i
− 2i
√
ΓaΓc
Γc−Γa+γm
2
√
Γcγm
Γc−Γa+γm
−i(Γc+Γa−γm)
Γc−Γa+γm 0
 . (15)
It can be seen that the input of cavity d is only transmitted to
the output of cavity c and the output of cavity c only comes
from cavity d with the output state of cavity d being separable
from the states of the other output modes. The system also ex-
hibits the merits of being robust against the mechanical noise
and the loss of the input signal to the mechanical mode. In
the limit of γm → 0, the outputs of cavities a and d can be
approximated as
aˆ
†
out =−
Γc +Γa
Γc−Γa aˆ
†
in−
2
√
ΓaΓc
Γc−Γa cˆin, (16)
dˆout =−2i
√
ΓaΓc
Γc−Γa aˆ
†
in−
i(Γc +Γa)
Γc−Γa cˆin, (17)
which are Bogoliubov transformation between the inputs of
cavities a and c. This result reveals the generation of bipartite
entanglement between the output states of cavities a and d.
Note that for both φ =±pi/2, the coupling constants |Gd |=
Gc
√
κd/κc, which is equivalent to the impedance matching
condition of Γd = Γc. Meanwhile, in order for the mechanical
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FIG. 2. The transmission probabilities |Ti j|2 (in logarithmic scale)
as functions of the input frequency ω/2pi at (a) φ = pi/2 and (b)
φ =−pi/2. Other parameters are κa/2pi = 2 MHz, κc/2pi = 3 MHz,
κd/2pi = 3 MHz, γm/2pi = 0.01 MHz, Ga/2pi = 1.5 MHz, Gc/2pi =
2 MHz, |Gd |= Gc
√
κd/κc, and Gx =
√
κcκd/2.
noise in the cavity outputs to be negligible, it is required that
γm ≪ |Γc − Γa|,Γα . The cooling rate Γa hence needs to be
different from the cooling rates Γc,d . Cavity a is hence not
impedance-matched with cavities c and d.
In Fig. 2, we plot several transmission probabilities |Ti j|2
as functions of the input frequency ω/2pi at φ = ±pi/2. It
can be seen from Fig. 2(a) that |T11|2 and |T31|2 can be much
greater than unity at the phase φ = pi/2 and the input fre-
quency ω = 0. Meanwhile, the probability |T13|2 approaches
zero and |T43|2 approaches unity as ω → 0. This interface
can hence be used as a nonreciprocal amplifier for classical
input fields as was studied in [37]. Similar effects can be
observed in Fig. 2(b) as well. At nonzero frequencies, the
probabilities |T11|2 and |T31|2 decrease as the |ω | shifts away
from the cavity resonance and exhibit spectral peaks. The
spectral halfwidth of the peaks in the transmission probabil-
ities can be obtained from the denominators of the transmis-
sion matrix elements [48]. The frequency-dependent term
in these denominators has the form A(ω) = ω˜aω˜mω˜cω˜d −
ω˜a
(
ω˜mG
2
x + ω˜dG
2
c + ω˜c|Gd |2
)
+G2a
(
ω˜cω˜d −G2x
)
with ω˜α =
ωα + iκα/2 (α = a, c, d) and ω˜m = ωm + iγm/2. Using this
term, we estimate that the spectral halfwidth is on the order of
magnitude of min[κα , Γα ]. Switchable bipartite entanglement
can be generated between microwave and optical photons via
our interface when the frequency of the input states is within
this halfwidth of the cavity resonances.
IV. SWITCHABLE BIPARTITE ENTANGLEMENT
In this section, we quantitatively characterize the bipartite
entanglement between designated output modes analyzed in
Sec. III. We define a set of input and output operators:
αˆx(ωn) =
ˆ
dωgd(ω−ωn)αˆx(ω) (18)
at discrete frequencies ωn = n∆ω with n being an integer
number, ∆ω being a small frequency step, α = a, b, c, d and
5x = in,out. Here gd(ω) is a filtering function that integrates
over a small frequency window with
gd(ω) =
{
1/
√
∆ω , ω ∈ (−∆ω/2, ∆ω/2)
0, otherwise
(19)
and the width of the integration window ∆ω ≪ κα ,gα . It can
be shown that the discrete input operators in (18) obey the
correlation functions [48]
〈αin(ωm)α†in(ωn)〉= δmn, (20)
〈bin(ωm)b†in(ωn) = δmn(nth + 1). (21)
for the cavity modes α = a, c, d and the mechanical mode b.
In experiments, one can measure the discrete output modes of
a cavity at selected frequencies using spectral filters. In terms
of these discrete operators, the transformation between the in-
put and the output can be written as vˆout(ωn) = T (ωn)vˆin(ωn).
To characterize the entanglement in the cavity outputs, we
denote the quadratures of the discrete output operators as
Xˆ
(α)
out (ωn) =
1√
2
[αˆout(ωn)+ αˆ
†
out(ωn)], (22)
Pˆ
(α)
out (ωn) =
1√
2i
[αˆout(ωn)− αˆ†out(ωn)]. (23)
Define the vector µˆ(ωn) = (Xˆ
(a)
out , Pˆ
(a)
out , Xˆ
(c)
out , Pˆ
(c)
out , Xˆ
(d)
out , Pˆ
(d)
out )
T
and the covariance matrix V (ωn) with Vi j = 〈µi(ωn)µ j(ωn)+
µ j(ωn)µi(ωn)〉/2. Based on Eqns. (20) and (21), we obtain
V (ωn) =
 Vaa(ωn) Vac(ωn) Vad(ωn)VTac(ωn) Vcc(ωn) Vcd(ωn)
VTad(ωn) V
T
cd(ωn) Vdd(ωn)
 , (24)
whereVαα(ωn) = diag[vαα , vαα ] are 2×2 diagonal matrices,
and for α 6= β ,
Vαβ (ωn) =
(
Re[vαβ ] −Im[vαβ ]
−Im[vαβ ] −Re[vαβ ]
)
. (25)
The coefficients in these matrices can be expressed as
vaa =
1
2
[|T11|2+(2nth + 1)|T12|2+ |T13|2+ |T14|2] ,
vcc =
1
2
[|T31|2+(2nth + 1)|T32|2+ |T33|2+ |T34|2] ,
vdd =
1
2
[|T41|2+(2nth + 1)|T42|2+ |T43|2+ |T44|2] ,
vac =
1
2
[T11T
∗
31+(2nth + 1)T12T
∗
32+T13T
∗
33+T14T
∗
34] ,
vad =
1
2
[T11T
∗
41+(2nth + 1)T12T
∗
42+T13T
∗
43+T14T
∗
44] ,
vcd =
1
2
[T31T
∗
41+(2nth + 1)T32T
∗
42+T33T
∗
43+T34T
∗
44] ,
respectively, in terms of the transmission matrix elements and
the thermal phonon number of the mechanical mode.
The covariance matrix V (ωn) can be used to study both bi-
partite and tripartite entanglement in the output modes. To
calculate the bipartite entanglement between selected output
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FIG. 3. The EOFs EacF , E
ad
F , and E
cd
F vs the gauge phase φ/pi . Here
the input frequency ωn = 0, the thermal phonon number nth = 0, and
other parameters are the same as those in Fig. 2.
modes, we use the reduced covariancematrix for these modes.
Taking as example the entanglement between the outputs of
cavities a and c, the reduced covariance matrix is
Vbp(ωn) =
(
Vaa(ωn) Vac(ωn)
VTac(ωn) Vcc(ωn)
)
. (26)
By applying a phase rotation to Vbp(ωn), it can be trans-
formed into the standard form V
(s)
bp (ωn), where Vaa and Vcc
remain the same as before and Vac becomes diagonal with
Vac = diag[|vac|,−|vac|].
Bipartite entanglement can be characterized by calculating
the entanglement of formation (EOF) [63, 64], which quan-
tifies the entanglement of a state in terms of the entropy of
entanglement of the least entangled pure state needed to pre-
pare it (under local operations and classical communication).
Even though, in general, EOF lacks an analytical expression,
for states charactered by a covariancematrix such asV
(s)
bp (ωn),
the EOF can be written as [65, 66]
EF ≡ cosh2 r0 log2(cosh2 r0)− sinh2 r0 log2(sinh2 r0), (27)
where, for entangled states, r0 (characterizing the minimum
amount of two-mode squeezing needed to create a state) is
given by
r0 =
1
2
ln
√
κ−
√
κ2−λ+λ−
λ−
(28)
with κ = 2(16det[V
(s)
bp ]+1)−4(vaa− vcc)2 and λ± = 4(vaa +
vcc± 2|vac|)2. For separable states the parameter r0 should be
set equal to 0.
In Fig. 3, we plot the EOFs of designated cavity outputs vs
the gauge phase φ . At φ = pi/2, the EOF of the outputs of
cavities a and c reaches its maximum with EacF = 8.2; while
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FIG. 4. The EOF EacF vs the coupling Ga/2pi at several values of
Gc, where the dashed lines correspond to the unstable regimes. Here
φ = pi/2 and other parameters are the same as those in Fig. 3.
the EOF of the outputs of cavities a and d is at its minimum
with EadF = 0. The opposite can be observed at φ = −pi/2,
where the outputs of cavities a and d are maximally entan-
gled. In the entire range of the gauge phase, EcdF = 0, i.e., no
entanglement ever exists between the outputs of cavities c and
d. This is because both the direct coupling between these two
modes and their respective couplings to the mechanical mode
are beam-splitter type of interaction (linear instead of bilin-
ear). Furthermore, at the phases φ = 0 and ±pi , EacF = EadF ,
i.e., the output of cavity a is equally entangled with the out-
puts of cavities c and d. This hints on the existence of non-
trivial tripartite entanglement between the three output modes,
which will be discussed in detail in Sec. V. The above result
shows that by choosing the gauge phase φ = ±pi/2, we can
selectively entangle the microwave photons in the output of
cavity a to the optical photons and switch the entanglement to
either cavity c or cavity d.
The amount of entanglement can be tuned by varying the
magnitude of the coupling constants. Based on Eqns. (13)
and (14), the coefficients in the Bogoliubov transformation
on the input states diverge when Γa → Γc, indicating a large
amount of entanglement in the output states. To quantitatively
verify this observation, we plot the EOF EacF as a function
of Ga at φ = pi/2 and several values of Gc in Fig. 4. It can
been seen that EacF increases monotonically with Ga before it
reaches a maximum at Ga ≈
√
κa/κcGc, i.e., Γa ≈ Γc. Note
that as shown in Appendix A, the system becomes unstable
when Γa > Γc. On the other hand, from Eqns. (12) and (15),
we find that in the limit of Γa → Γc, the mechanical noise
in the outputs as well as the loss of the input states to the me-
chanical mode will be amplified by a factor of 2
√
Γα/γm ≫ 1.
Hence there is a tradeoff between generating large amount of
entanglement and being robust against mechanic noise and in-
formation loss when tuning the coupling strength Ga.
Next, we evaluate the EOF between the cavity outputs at
nonzero input frequency. In Fig. 5(a), we plot EacF and E
ad
F
-10 -5 0 5 10
0
2
4
6
8
-10 -5 0 5 10
0
2
4
6
8
n/2
 EacF
 EadF
= /2 (b) = /2
n/2
 EacF
 EadF
(a)
FIG. 5. The EOFs EacF and E
ad
F vs ωn/2pi at (a) φ = pi/2 and (b)
φ =−pi/2. Other parameters are the same as those in Fig. 3.
vs the input frequency ωn at φ = pi/2. Here E
ac
F exhibits a
maximum and EadF = 0 when the input fields are on resonance
(ωn = 0) with the frequencies of their corresponding cavities.
The entanglement between the outputs of cavities a and c de-
creases as the input fields go off resonance. The EOF EcdF ≡ 0
in the entire range of the input spectrum, agreeing with our
result in Fig. 3. The halfwidth of the EOF curve also agrees
with our estimation in Sec. III. Similarly, by tuning the phase
φ = −pi/2, the output field of cavity a is entangled with the
output of cavity d, as shown in Fig. 5(b).
In the above discussions, we have assumed that the ther-
mal phonon number nth = 0. For a mechanical resonator with
a resonant frequency ωm = 100 MHz, nth will be finite even
at a temperature of 20 mK. Here we study the effect of ther-
mal fluctuations on the bipartite entanglement generated via
the optoelectromechanical interface. In Fig. 6, the EOF EacF
is plotted vs the thermal phonon number nth at φ = pi/2 and
γm = 10
−2, 10−3, and 10−4 MHz, which correspond to qual-
ity factor Q = 104, 105, and 106, respectively. Mechanical
resonators with such high quality factors have been studied in
experiments. It can be seen that EacF decreases monotonically
with the increase of nth. However the rate of this decrease
slows down as nth increases. At nth = 400 and γm = 10
−2
MHz, EacF = 0.693, yielding a reasonably large amount of en-
tanglement. Meanwhile, at γm = 10
−4 MHz, EacF = 6.104,
which indicates a significant amount of entanglement between
the outputs of cavities a and c. This result demonstrates the
robustness of the generated continuous variable entanglement
against the mechanical noise. This robustness is due to the
reduction of the mechanical noise by a factor of ∼ 2
√
γm/Γα
in Eqns. (12) and (15), which is rooted in the balanced design
between the microwave and optical sides of the interface. The
mechanical noise is thus effectively confined to the mechani-
cal channel.
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FIG. 6. The EOFs EacF E
ac
F vs the thermal phonon number nth at
several values of the mechanical damping rate γm. Here φ = pi/2 and
other parameters are the same as those in Fig. 3.
V. GENUINE TRIPARTITE ENTANGLEMENT
Multipartite entanglement is crucial for quantum commu-
nication between multiparties in a quantum network [1]. The
generation of multipartite entanglement in hybrid quantum
systems with distinctively different frequencies is often hin-
dered by noise propagation, signal loss and the requirement
on the couplings. In this section, we will show that it is pos-
sible to generate genuine tripartite entanglement between mi-
crowave and optical photons in the cavity outputs via our op-
toelectromechanical interface.
A three-mode system is genuinely tripartite entangled when
the density matrix of the system cannot be decomposed into a
mixture of bi-separable states. Criteria have been developed in
previous works to verify the existence of genuine tripartite en-
tanglement in continuous variable systems [67]. A sufficient
(but not necessary) criterion for genuine tripartite entangle-
ment is the violation of the inequality
∆uˆ∆vˆ≥min{|g3h3|+ |h1g1+ h2g2|,
|g2h2|+ |h1g1+ h3g3|,
|g1h1|+ |g2h2+ h3g3|}, (29)
where ∆uˆ (∆vˆ) is the variance of the operator uˆ (vˆ) with
uˆ = h1Xˆ
(a)
out + h2Xˆ
(c)
out + h3Xˆ
(d)
out (30)
vˆ = g1Pˆ
(a)
out + g2Pˆ
(c)
out + g3Pˆ
(d)
out (31)
defined in terms of the quadratures of the cavity outputs Xˆ
(α)
out
and Pˆ
(α)
out and gi and hi (i = 1,2,3) being real numbers. When
this inequality can be violated for arbitrary choices of gi and
hi, the system exhibits genuine tripartite entanglement.
To test the above inequality, we define the difference
∆E = ∆uˆ∆vˆ − min{|g3h3| + |h1g1 + h2g2|, |g2h2| + |h1g1 +
h3g3|, |g1h1|+ |g2h2 + h3g3|} and choose 5 × 104 random
numbers for each of gi and hi with {gi, hi} ∈ [−1,1]. Even
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FIG. 7. The difference ∆E vs the relative phase φ . Other parameters
are the same as those in Fig. 3.
though we cannot conduct the test on arbitrary gi and hi, we
think this is a sufficiently large pool of choices for our pur-
pose. We then calculate ∆E for these random numbers at
ωn = 0, nth = 0, and the gauge phase φ . In Fig. 7, ∆E is plot-
ted as a function of φ . It can be seen that the inequality (29) is
always violated at φ 6=±pi/2 with all ∆E < 0, which provides
evidence for genuine tripartite entanglement in the cavity out-
puts. On the contrary, at the “sweet spots” of φ =±pi/2, there
exist sets of gi and hi with ∆E > 0. We also observe that at
φ = pi/2, the matrix elements vad = vcd = 0, i.e., the output
state of cavity d is separable from the output state of cavities
a and c, and hence there is no genuine tripartite entanglement.
Similar result can be found at φ = −pi/2. This agrees with
our result in Fig. 3, where bipartite entanglement exists only
between the outputs of cavities a and c (d) with the output of
cavity d (c) separable from the states of the other modes at
φ = pi/2 (−pi/2). We also note that |∆E| (or the violation)
is at its maximum when the gauge phase approaches φ = 0.
Although the degree of violation of the inequality (29) does
not constitute an entanglement measure of genuine tripartite
entanglement, it indicates that φ = 0 is probably where it is
easiest to observe such entanglement.
An interesting effect in our system is that the outputs of
cavities c and d are never entangled bipartitely with EcdF ≡ 0
regardless of the gauge phase or the input frequency, as has
been shown in Sec. IV. But this does not prevent our system
from being in a genuine tripartite entangled state due to the
entanglement between the outputs of cavities a and c and be-
tween the outputs of cavities a and d.
The genuine tripartite entanglement in our system can be
verified by measuring the variances and covariances of the
quadratures of the cavity outputs. With spectral filtering of the
output modes and homodyne detection on the filtered states,
the matrix elements of the covariance matrix V (ωn), and sub-
sequently the difference∆E , can be obtained. Such homodyne
detection can be readily performed in the optical domain, and
it has also been demonstrated for microwave photons in recent
experiments on superconducting systems [70].
8VI. CONCLUSIONS
To summarize, we presented a scheme to generate switch-
able bipartite and genuine tripartite entanglement between mi-
crowave and optical photons via an optoelectromechanical in-
terface. The bipartite entanglement can be generated in des-
ignated output channels by manipulating an effective gauge
phase between the linearized opto- and electro-mechanical
couplings. We characterized the entanglement quantitatively
with the EOF and showed that the entanglement is robust
against mechanical noise and signal loss to the mechanical
mode. We also revealed the generation of genuine tripartite
entanglement through the violation of an inequality. The tri-
partite entanglement can be verified experimentally by per-
forming homodyne detections on the quadratures of the out-
put modes. Our result can lead to future studies of entangle-
ment and quantum communication via mechanical interfaces
in multipartite hybrid systems.
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Appendix A: STABILITY CONDITION
With blue-detuning driving on (at least) one of the cavi-
ties, the optoelectromechanical interface can become unsta-
ble. Here we use the Routh-Hurwitz criterion to study the
stability of this system [68]. When the real parts of all four
eigenvalues of the dynamic matrix M in Eq. (4) are nega-
tive, the system is in the stable regime. It can be shown
that the eigenvalues of the matrix M satisfy the equation:
λ 4+ s3λ
3+ s2λ
2+ s1λ + s0 = 0 with the coefficients
s3 =(κa +κc +κd + γm)/2, (A1)
s2 =[κaκc +κaκd +κcκd + γm (κa +κc+κd)]/4
+G2x +G
2
c + |Gd|2−G2a, (A2)
s1 =[γm (κaκc +κaκd +κcκd)+κaκcκd ]/8
+(κa + γm)G
2
x/2+(κa +κd)G
2
c/2
+(κa +κc) |Gd |2/2− (κc +κd)G2a/2, (A3)
s0 =κaγmκcκd/16+κaγmG
2
x/4+κaκdG
2
c/4
+κaκc|Gd |2/4−κcκdG2a/4−G2aG2x . (A4)
We find that for the system to be stable, these coefficients
should satisfy the following relations: (1) all si > 0, (2)
s3s2− s1 > 0, and (3) s3s2s1− s21− s0s23 > 0. Under the con-
ditions of γm ≪ κα ,Gα and Γc = Γd , these relations can be
approximated as Γc,d > Γa.
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