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In certain experimental situations, the data observed are pseudo-proportional. By 
this, we observe the numerator, the number of responders, but the denominator, the total 
number, is random and, possibly, unobserved. In such situations, the data often exhibit 
"extra" variability due to the randomness of the denominator. Analysis of these data should 
account for this overdispersion. Several authors have proposed parametric approaches to 
this problem. Finney [Biometrika ( 1 949) 36, 239-256] proposed the use of a mixture of 
the binomial and Poisson distributions. Anscombe [Annals of Applied Biology ( 1 949) 
36, 203-205] discussed the use of a mixture of the binomial and negative binomial 
distributions. Margolin et al. [Proceedings of the National Academy of Sciences ( 1 981) 
78, 3779-3783] suggested the use of a gamma mixture of Poisson distributions. While it 
xxii 
is true that these approaches provide a means of handling overdispersion, the choice of the 
distributions used often is based on mathematical convenience. To avoid making full 
distributional assumptions, Kim [Unpublished Ph.D. dissertation ( 1 99 1 ), UCLA] applied 
quasi-likelihood methodology to overdispersed binomial data. In his method, he assumed 
that the conditional mean and variance of the numerator was that of a binomial distribution, 
and that the mean of the distribution of the denominator was known, but that its variance 
was unknown. Using conditional arguments, he arrived at the unconditional mean and 
variance of the numerator. With the form of the first two moments of the numerator, Kim 
used quasi-likelihood method of moments estimation to get estimates of the unknown 
parameters. In this dissertation, Kim's results are generalized to allow the denominator to 
have an unknown mean and variance, and estimation is achieved using a generalized quasi-
likelihood method of moments technique. In addition, methodology is developed that 
allows for overdispersion in both the numerator and denominator. Here, extended quasi­
likelihood techniques are used for estimation of any unknown parameters. Properties of 
the estimators were studied via a simulation study which suggests the extended quasi­
likelihood estimates are not asymptotically normally distributed. Also, goodness-of-link 
testing is described for use in maximum likelihood, as well as, quasi-likelihood estimation. 
The methods developed here are illustrated by the analysis of data from a colony formation 
assay involving serial dilutions. 
1 . 1  Motivation 
Chapter 1 
Introduction 
A direct method for assessing the cytotoxic effect of chemical or physical agents on 
proliferating cells is the colony formation or clonogenic assay. According to Wilson 
(personal communication, 1995), the basic technique was developed nearly one hundred 
years ago by Robert Koch for studying microorganisms and was called "viable counting". 
In the mid 1950's, this technique was extended to studies of cytotoxic events in mammalian 
cells. 
In viable counting, a cell is considered to have survived a given treatment if it 
retains the ability to undergo cell division after it has been treated. If the cell continues to 
divide, it will give rise to a colony or clone of daughter cells which in time will reach a size 
that can be observed with the naked eye. The basis of the assay is that the appearance of a 
colony represents the survival of a single cell. When colony formation is used to assess 
cytotoxicity, cell death is strictly defined as reproductive or mitotic death, i.e., the assay 
measures the loss of reproductive capacity following treatment. 
Although the specific media used and protocols followed depend on the type of cell 
or organism being examined as well as the logistics of the laboratory in use, an example of 
a colony formation assay follows. At the start of the experiment, the cells that are to be 
used are removed from a stock flask in which they have been growing at an exponential 
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rate. The cells are detached from the plastic surface of the flask using an enzyme solution 
that digests a part of the cell membrane that "glues" the cell to the substrate. The detached 
cells are suspended in stock suspension (e.g. a liquid culture medium), and a sample is 
removed for counting. Counting is typically done visually by using a microscope and 
standard blood counting chamber or by using an electronic particle counter. This count 
provides a measurement of the density of the stock suspension expressed as the number of 
cells per milliliter. Usually the investigator is not concerned with the accuracy of this 
value, but uses it as a guide to determine what volumes must be seeded into the treatment 
flasks to produce a number of colonies that can be easily counted. The aim is to have 1 00  
to 200 colonies in each standard flask (25 cm2 surface area) after treatment. To this end, it 
may be necessary for the investigator to prepare serial dilutions of the original suspension. 
These dilutions are made using culture medium as the diluent, and measured volumes of the 
dilution solutions are added to the flasks. The dilutions and transfers of solutions to the 
treatment flasks are made as accurately as possible using calibrated pipets and volumetric 
containers. After seeding the cells into treatment flasks, they are placed in an incubated at 
37°C and allowed to settle by gravity and attach to the bottom of the flask. At the end of 
this time, the flasks are removed and treated. After treatment, the flasks are returned to the 
incubator and the surviving cells are allowed to grow into macroscopic colonies. When the 
colonies have reached a size where they are easily counted, the medium is removed and a 
dye is added to stain the colonies making them easier to see. The number of colonies in 
each flask are counted, and these data are analyzed to determine the effect of treatment on 
cell survival. 
Dr. J. Wilson conducted such an experiment to study the survival of V79-473 cells 
at 44 0c. Here, he treated the flasks by immersing them in a 44 °c bath. After heating, the 
flasks were again submerged in a 37°C incubator for colony formation. Surviving cells 
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were observed and visible colonies were counted. The treatment values used were times of 
0, 1 5, 20, 25, 30, 35, 40, and 45 minutes at 44 0c. These data are listed in Table 1 .1" 
Table 1 . 1  
Wilson's V79-44°C Data 
Minutes at 44°C Dilution Colony Count 
0 1 00 92, 1 25, liS, 1 24, 1 1 1  
1 5  10° 7 1 , 7 1 , 4 1  
20 1 0° 40, 42, 45 
25 1 0° 1 8, 28, 22 
25 10' 1 8 1 , 2 1 1 , 295 
30 1 0' 1 04, 75, 86 
35 1 0' 22, 36, 27 
35 1 02 34 1 , 389,4 10  
40 102 1 74, 1 80, 1 46 
45 1 02 52, 47, 59 
Since the number of cells originally placed in the flasks is unknown, an accepted 
method of analyzing this colony count data is to average the colony counts in each group 
receiving treatment as well as the control group. Assuming that the dilution factors are 
known, the surviving fraction, S, is calculated for each group by dividing the mean number 
of colonies appearing in those flasks by the mean number of colonies appearing in the 
control flasks corrected by the dilution factor for the group, i.e., 
where 
and 
S . . = Yij ,  C· 0 d '  0 ) 'J 1= , ... , ,J = , . . . , ti ' YOO'l'; 
Si; is the surviving fraction in the j'h group in the i"' dilution, 
Yij is the mean number of colonies in the j"' group in the i"' dilution, 
Yoo is the mean number of colonies in the control group, 
'ti is the dilution factor for the i"' dilution, 
ti is the number of treated groups in the i"' dilution, 
d is the number of dilutions. 
The usual analysis of the surviving fraction involves using an appropriate survival model 
and fitting these data with nonlinear least squares. Table 1 .2 lists the surviving fractions 
for the data given in Table 1 . 1 .  These data were fit using the nonlinear "multi-hit" model 
where 
and 
Xi; is the "dose" for the j"' treated group in the i"' dilution 
�I is the unknown parameter associated with Xi; 
q> is an unknown parameter. 
Table 1 .3 gives the results of the nonlinear fit, and Figure 1 . 1  gives a plot of the observed 
and predicted values. 
4 
5 
Table 1.2 
Wilson's V79-44°C Data: 
Dilution, Mean, and Surviving Fraction for Each Treatment Group 
Minutes at 44°C Dilution Mean Surviving Fraction 
'1:; )iij Su 
0 100 1 1 3 .4 1 .0 
1 5  10° 6 1 .0 0.538 
20 10° 42.3 0.373 
25 10° 22.7 0.200 
25 10' 1 95 .7 0. 1 73 
30 10' 88 .3 0.0779 
35 1 0' 28.3 0.025 
35 1 02 380.0 0.0335 
40 102 1 66.7 0.0 147 
45 102 52.7 0.00465 
Table 1.3 
Wilson's V79-44°C Data: Results of the Nonlinear Fit 
Parameter Estimate Standard Error 
0. 1596 0.0086 
9.594 2.006 
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Figure 1.1: Wilson's V79-44°C Data: Observed and Predicted Values Using the 
Nonlinear Fit 
An analysis such as the one presented above may be inappropriate for several reasons. 
First, this procedure requires fitting 'means thereby ignoring the variability which naturally 
occurs in the data. Secondly, the investigators admit that the number of cells seeded into 
the flasks at the start of the experiment varies from flask to flask, yet this is ignored in the 
calculation of the surviving fractions. Finally, the dilution factors are assumed to be 
known, and consequently are not estimated as part of the fitting procedure. Thus, any 
errors in diluting and pipeting are ignored. The goal of this research is to develop an 
analysis that will take into account the variability associated with the unknown numbers of 
cells in each plate and will allow for serial dilutions. To this end, we will use two 
approaches for estimation of parameters of interest: cIassical likelihood models and quasi-
likelihood models. 
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1 . 2  Prospectus 
Chapter 2 begins with a discussion of methods previous ly proposed for the type of 
experiment described in section 1 . 1 .  Classica l likelihood methods as introduced by Finney 
( 1 949), Anscombe ( 1949), and Lawless ( 1 987) are given and discussed. Also, a quasi­
likelihood method proposed by Kim ( 199 1 )  is introduced. In addition, statistical methods 
of describing data from series dilutions are given and discussed. 
Chapter 3 discusses three parametric likelihood approaches to the analysis of data 
with unknown numbers of subjects. These procedures require making full distributional 
assumptions about the number of colonies formed. Here, a ne gative binomial approach is 
developed, and Finney's and Anscombe 's approaches are reviewed in detail. We extend 
these procedures to al low for serial di lutions. Maximum likelihood estimation of unknown 
parameters is discussed. Since the estimation of these parameters typically involves 
iterative procedures, the numerical methods used are summarized in Appendix A. 
Hypothesis tests of dilution effects are developed. Each of the parametric likelihood 
approaches is used to analyze the Wilson data given in Table I .  I .  
Chapter 4 extends the work 'of Chapter 3 to a llow for the unknown number of cells 
put in each flask and serial dilutions without having to make full distributiona l 
assumptions. Here, quasi-likelihood methods are reviewed. Since the estimation of any 
unknown parameters typica l ly invo lves iterative procedures, the numerical methods used 
are summarized in Appendix A. Also in Chapter 4, we review the asymptotic properties of 
the quasi-likelihood estimates as well as hypothesis testing. Quasi-likelihood methods are 
derived for the situation at hand and are applied to the Wilson data given in Table I .  I. In 
addition, the work of Kim ( 199 1 )  is generalized so that there is no need to assume that the 
mean of the unknown number of organisms is known. Also, a procedure for considering 
two sources of variation is deve loped and is applied to the Wilson data given in Table 1 . 1 . 
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Chapter 5 contains a brief discussion of goodness-of-link testing and its application 
to the methods developed in Chapters 3 and 4. The chapter begins with a review of link 
testing methodology (Pregibon, 1980). This methodology is extended to include the 
nonlinear models discussed in Chapter 3, and is demonstrated using the Wilson data given 
in Table 1 . 1 .  Next, the link testing methodology is extended to include the estimation 
procedures discussed in Chapter 4. Also, an example of this procedure is presented using 
the Wilson data. Finally, Chapter 6 describes other applications for the methods developed 
in this dissertation, our summary comments, and areas for future research. 
2 . 1  Introduction 
Chapter 2 
Background Literature Review 
The analysis of the colony fonnation assays described in Chapter I present two 
statistical problems. These problems are ( I )  how to account for the unknown numbers of 
cells placed in the flasks, and (2) how to treat the effect of serial dilutions. These problems 
have been studied, individually, over the past 100 years. For this reason, we will present a 
review of previously proposed methods for handling each of these problems. Section 2.2 
contains a discussion of the existing literature concerning the analysis of assays with 
unknown numbers of subjects. Section 2.3 reviews the literature concerning the nature of 
series dilutions. 
2 . 2  Analysis of Assays with Unknown Numbers of Subjects 
For the c\onogenic assay described in Chapter I ,  the number of colonies fonned is 
observed. If this number was known for each observation, proportions could be fonned 
by dividing the number of colonies fonned by the number of cells placed in each flask. 
These proportions could be analyzed using a logistic regression model (Hosmer and 
Lemeshow, 1989). However, this model assumes that the number of cells placed in each 
flask is fixed and known. As stated in Chapter I ,  the number of cells tested at each 
treatment level is rarely known in clonogenic assays. Because these values are unknown, 
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logistic regression methods should not be employed. For this reason, several authors 
proposed statistical methods to analyze data from this type of experiment. 
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Gossett [Student] ( 1907) was concerned with counting yeast cells or blood 
corpuscles with a haemacytometer. Assuming that the original mixture was well mixed, he 
showed that the distribution of small particles in a liquid followed a binomial distribution 
that could be well approximated using the exponential series [Poisson] distribution. 
Bliss ( 1 935, 1938) developed probit regression analysis. His methodology 
consisted of assuming that the underlying tolerance distribution was that of a normal 
distribution. Regression parameters were estimated with maximum likelihood analysis by 
forming working probits. Wadley ( 1949) stated that the techniques developed by Bliss and 
later discussed by Finney ( 1 947) gave "fairly good results" for studies where the number 
of organisms treated is not known exactly, but he felt that the weights in the weighted least 
squares approach must be adjusted due to the unknown number in the original population. 
Although the method of comparison is unknown, it is assumed that Wadley referred to 
results from goodness-of-fit tests. Wadley suggested that there are two independent and 
additive sources of variation present: ( I )  familiar binomial variance and (2) variance due to 
the uncertainty about the value of the denominator. Since the variance in (2) led to more 
variability than was expected to occur in binomial data, it was termed "extra-binomial" 
variability. To account for this extra-binomial variability, Wadley assumed that the number 
of organisms counted, Y, conditional on the unknown denominator, M, was distributed as 
a binomial (M, p) random variable, and the unknown denominator, M, was assumed to 
follow a Poisson (v) distribution. Using properties of conditional and marginal 
distributions, he showed that these two assumptions resulted in the number of organisms 
counted having a Poisson (vp) distribution. 
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Finney ( 1949) derived and illustrated a general method for estimating the 
parameters from tolerance distributions. He also modified Wadley's maximum likelihood 
estimation, and showed that it came within his general methodology of estimating 
parameters from a specified tolerance distribution. Finney proposed that a parallel sample 
be used to estimate the number of subjects exposed to treatment. He also stated that while 
this estimate is not essential to the analysis, the lack of such an estimate may cause a lack of 
precision in the estimating process. 
Anscombe ( 1949) also discussed the statistical treatment of dosage-mortality data ' 
when the number of survivors was counted but not the total number of organisms in each 
sample. He assumed that the total number of organisms may be estimated from an 
untreated sample. Like Wadley ( 1949), Anscombe assumed that the conditional 
distribution of the survivor counts, Y, given the unknown number of organisms is 
binomial (M, p).  However, he assumed that the number of organisms, M, followed a 
negative binomial (1jI, lC) distribution rather than the Poisson distribution proposed by 
Wadley ( 1949) and Finney ( 1949). As a result, he found Y to be distributed as negative 
binomial (pljl, lC) random variable. Anscombe also discussed the arithmetical solution of 
this problem as well as how the samples might be arranged in order to allow estimation of 
the unknown parameters. 
Wadley ( 1949), Finney ( 1949), and Anscombe ( 1949) explained the extra-binomial 
variability associated with data from colony formation assays by making distributional 
assumptions about the unknown number of cells originally in each plate. Other authors 
chose to deal with the extra variability in these data without making assumptions about the 
unobserved denominator, M. For example, Margolin et al. ( 198 1 )  cited that various 
authors had treated the number of revertant organisms from the Ames 
Salmonella/microsome test as count data and assumed a Poisson sampling distribution for 
1 2  
these data. They showed that these data exhibited variability greater than that expected 
from the Poisson and recommended the use of the negative binomial distribution to handle 
the "hyper-Poisson" variability. They also explained that the negative binomial arose from 
a Poisson distribution with a stochastic mean having a gamma distribution. In addition, 
these authors stated that the Poisson is the limiting distribution of a negative binomial (v, 
0') as 0' approaches zero. Thus, they believed large values of 0' indicated evidence of 
departures from the Poisson sampling behavior. Also, they claimed the parameter 0' 
reflected a laboratory's precision on a given day, and as such provides a mechanism for 
studying reproducibility. 
Williams ( 1982) introduced a method for handling extra-binomial variation in 
linear-logistic models. He proposed a modified iterated reweighted least squares procedure 
to incorporate a parameter, cp, which represents extra-binomial variation. Breslow ( J  984) 
modified the iterative procedure of Williams ( 1982) to accommodate extra-Poisson 
variation when fitting log-linear models to tables of frequencies or rates. Breslow applied 
his method to data from the Ames salmonella assay described by Margolin et al. ( 198 1 ). 
Lawless ( 1987) proposed the use of the negative binomial regression models to deal 
with the extra-Poisson variation present in some count data. He also described estimation 
procedures as well as efficiency and robustness properties of the estimators. Like Breslow 
( 1984), he applied his procedures to data from the Ames salmonella assay described by 
Margolin et al. ( 198 1 ) .  
All o f  the methods discussed thus far have assumed a distribution for the number of 
colonies formed. Using the assumed distribution, unknown parameters are estimated using 
the method of maximum likelihood. In some cases, the validity of these distributional 
assumptions may be questionable. For such instances, Wedderburn ( 1 974) proposed the 
quasi-likelihood methodology as a method for fitting regression models without specifying 
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a distribution. Basically, Wedderburn's quasi-likelihood only requires assumptions on  the 
first two moments of the response variable and is an attractive alternative to ordinary . 
likelihood approaches. Using Wedderburn's methodology, Kim ( 199 1 )  analyzed data 
from colony formation assays. Kim assumed that the distribution of the colony counts, Y, 
conditional on the unknown M had the first two moments of a binomial distribution, so that 
E(YlM)=Mp and Var(YlM)=Mp ( l -p) where p is a smooth, monotone function of the 
unknown (p- I )-vector of parameters, lJ ,  which are associated with the covariates. He also 
assumed that the mean of the random variable M is known, say \J, and that Var(M)=\J� 
where � was an unknown parameter. Using conditional arguments, Kim showed that 
E(y) = pv = � and Var(Y) = �( I + �(s - I)). He then used the method of quasi­
likelihood with an additional method of moment equation as proposed by Moore ( 1986) to 
estimate the unknown parameters lJ and �. Also, Kim proposed the use of the transform­
both-sides method as well as the E-M Algorithm to estimate lJ and �. 
The negative binomial approach, Finney's extension to Wadley's Poisson, and 
Anscombe's negative binomial approaches provide appropriate analyses for cases where' 
there is a single preparation and no dilutions. However, these procedures should be 
extended to account for the cases where there are serial dilutions. Also, these approaches 
rely on distributional assumptions about the colony count, y, which may be inappropriate 
in certain situations. Kim's approach does not rely on full distributional assumptions. In 
fact, he only has to make assumptions based on the first two moments of Y. However, 
Kim ( 199 1 )  assumes that the mean of the unknown number of organisms, M, is known. 
In many instances, this assumption may be unrealistic, especially in the presence of serial 
dilutions. Therefore, an alternative method for analysis is needed to handle the intricacies 
of experiments like those described in Chapter I .  Methods for such an analysis are 
developed and illustrated in Chapters 3 and 4. 
2 . 3  Series Dilutions 
We have seen in Chapter I that dilutions may be required to make the counting 
process more straight forward. However, the use of dilution counts has a long history in 
applied microbiology for the estimation of microbial densities (Haas, 1989). In such a 
method, a number of tubes are inoculated with various dilutions containing 
microorganisms. These tubes are incubated, and the proportion of samples that exhibited 
growth are observed. Using various assumptions and techniques, these proportions may 
be used to estimate the microbial concentration in the suspension. Several of these 
techniques are described in the following paragraphs. 
Estimation of microbial densities using the "most probable number" dates back to 
the early 1 900's where McCrady ( 19 1 5) used basic probability theory to provide a 
mathematical analysis of fermentation tube results. He found that "[t]he frequency of the 
appearance of the fermenting organism in the volume drawn from the sample for the test 
[was] an exponential function of the number of organisms in the sample." Thus, he was 
able to estimate the "most probable number" of bacteria in a plate using a binomial 
expansion. 
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Fisher ( 1921 )  described an experiment i n  which a sample was taken, and a series of 
solutions was made to determine the presence or absence of some contaminant. Based on 
Poisson occurrence rates, he showed that if n is the mean number of contaminants in the 
initial sample (i=O), and if dilution proceeds by powers of't, then the expected proportion 
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of plates containing any contaminants at the ith dilution is 
i=O, . . .  , d 
(Fisher, 192 1 section 3). 
Under the assumption of a random sampling of enumerable units, leading to a 
Poisson probability distribution for the expected number of organisms inoculated in given 
volume, the density of the original suspension may be estimated using the maximum 
likelihood technique (Haldane ( 1 939), Cochran ( 1 950), Worcester ( 1954), Woodward 
( 1 957), and (Finney, 1978» . Woodward ( 1957) proposed a method of constructing a 
confidence interval based on the "most probable number". While this method is presently 
used in environmental microbiology (Haas, 1989), it is not as statistically rigorous as the 
method proposed by Loyer and Hamilton ( 1 984). 
In certain instances, the'maximum likelihood estimate of the "most probable 
number" can lead to unusual results. To avoid inclusion of such results, Moran ( 1 954 a, b, 
1 958), Stevens ( 1 958), Norman and Kempe ( 1960), and Taylor ( 1 962) developed rejection 
tests for these unusual cases. Several authors have noted that biases occur in the maximum 
likelihood estimation of the "most probable number" (Thomas and Woodward ( 1955), 
Haldane ( 1 956), Shenton and Bowman ( 1963), Norden ( 1 972), and Chase and Hoel 
( 1 975)). However, corrections of this bias have only recently appeared (Salama et al. 
( 1978), Garthright ( 1993» .  
Worcester ( 1954) compared the estimation of 50% endpoints using normal or 
logistic curves and the estimation of microbial densities using the Poisson distribution. She 
claimed that there were some cases where the assumptions for both methods were violated. 
Thus, she proposed that a combination of theses methods might be used to estimate the 
concentration of organisms in a suspension. Fisher and Yates ( 1970) suggested estimating 
microbial densities with the use of moment estimators. The so-called Fisher-Yates 
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estimators have been shown to be quite similar to the maximum likelihood ("most probable 
number") estimator (Fisher and Yates ( 1970), Best and Rayner, ( 1985)). Haas ( 1 989) 
showed that the distribution-free Spearman Karber estimator yielded an estimate of 
microbial densities with lesser bias than that produced by the maximum likelihood method. 
Such a method is of great importance in cases where there is evidence of deviation from the 
widely held Poisson assumption (Haas, 1989). Such deviations may exist in replicate 
samples from environmental samples that might more resemble the negative binomial rather 
than the Poisson distribution (Chase and Hoel ( 1975), Pipes et al. ( 1 977), EI-Shaarawi et 
at. ( 198 1 ), Haas and Heller ( 1 986, \988)). 
All of the statistical procedures described allow for the estimation of the number of 
organisms in an original suspension. However, the goal of the type of experiment 
described in Chapter 1 is to determine the effect, if any, of the treatment on the survival of 
cells. Clearly, these methods do not provide this information. Thus, these procedures 
must be extended to handle the "dose-response" nature of the type of experiment described 
in Chapter I .  Such an extension will be presented in the next chapter. 
Additional reviews of literafure pertaining to the topics covered in this dissertation 
will be presented within each relevant chapter. 
Chapter 3 
Parametric Likelihood Approaches 
3 . 1  Introduction 
In this chapter, we will describe several parametric procedures which may be used 
to analyze data from colony formation assays like those described in Chapter I. Sections 
3.2 and 3.3 contain a brief review of the method of maximum likelihood estimation and 
hypothesis testing, respectively. In section 3.4, we will develop a negative binomial 
approach for the analysis of data from colony formation assays with no dilutions, and we 
will extend this approach to allow for serial dilutions. Sections 3.5 and 3.6 review 
Finney's and Anscombe's formulation of the problem and then extend these approaches to 
include serial dilutions. Section 3.7 contains a brief discussion of the parametric likelihood 
approaches developed in the previous sections. 
3 . 2  Maximum Likelihood Estimation 
Let y" Y2' ... , Yo represent a sample of n observable random variables having a 
probability density function (p.d.f.) f(y; 0), 0 E e c R' . The likelihood function is just 
the p.d.f., but it is considered to be a function of the unknown p-vector O. Assuming 
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independence of the observations, the likelihood function for the sample is defined by: 
L(6;y) = ITf(Yi ;6) .  
;=1 
The maximum likelihood estimator of6, is the vector e, which maximizes L(6;y) , or 
equivalently, the log-likelihood which is given by: 
1(6;y) = log(L(6;y)) = i log(J(Yi;6)) . 
;=1 
The value e which maximizes the log-likelihood may be found by solving the system of 
equations obtained by setting the first partial derivatives of 1(6;y) with respect to 6 equal to 
zero, i.e., 
al(6;Y) i = 0 aou 8=8 (a= I ,2, .. .  ,p). 
In some cases, the system of equations described above may not have a closed form 
solution. In such an event, the system must be solved using an iterative procedure, such as 
the Newton-Raphson procedure. The Newton-Raphson procedure is described in 
Appendix A. Under the following regularity conditions: 
( 1 )  the first three derivatives of the log-likelihood exist for all y, 
(2) the first three derivatives of the log-likelihood with respect to 6 are bounded 
by integrable functions of y, 
and (3) the second moment of the derivative of the log-likelihood with respect to 6 
is finite, 
the maximum likelihood estimates are strongly consistent, asymptotically efficient, and 
asymptotically normal (Serfling, 1 980). 
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3 . 3  Hypothesis Testing 
After estimates are found, it is often of interest to test hypotheses associated with 
9 .  To test such hypotheses, the following three tests will be considered: ( I )  the likelihood 
ratio test, (2) the score test, and (3) the Wald test. Before deriving the test statistics for 
these tests, it is convenient to introduce the following notation. Let the information matrix 
be 
@. = �[E {dl(9; Y) dl(9;Y)}] 
° n o de de ' a b pxp 
where a= I ,  . . .  , p, b= I ,  ... ,p, and 9 E 9 c RP is the p-vector of unknown parameters. 
The information matrix, @o' is assumed to exist and be positive definite. Under the 
regularity conditions given in the previous section, the information matrix may be written 
as 
Efron and Hinkley ( 1978) suggested the use of the observed information matrix, 
(3 .3 . 1  ) 
Since the observed information matrix converges in probability to the expected information 
matrix, the observed information matrix will be used unless it is otherwise specified. In 
addition, we will consider null hypotheses that involve subsets 9, c 9, where 9 is the 
parameter space of 9 and the dimension of 9, is r, r $ p .. Thus, we will consider the 
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following partition of the parameter space, 
0 =  (0, 0, ) ,  (3 .3 .2)  
where the 0, is a r-vector, 0, is a p,-vector, and r+p,=p . In addition, we will consider the 
following partition of the information matrix, 
10 = 
[I" 
I" 
I,,] 
122 ' 
, 
where I" is a r x r matrix, 122 is a p, x p" and 1 ,,= I" is a r x p, matrix. Now, let the 
null hypothesis of interest be , say, Ho : 0, = O�, so that we are placing restrictions on the r 
parameters in 0, . Let 6 = (o�, 6,) be the p-vector of the maximum likelihood estimates 
evaluated under the null hypothesis, where 6, is the maximum likelihood estimate of 0, 
given the null hypothesis is true, i.e., given 0, = o� . 
To test the null hypothesis, Ho : 0, = O�, the likelihood ratio test statistic is given by 
(3 .3 .3 )  
where l(e;y) is the log likelihood evaluated at the maximum likelihood estimates, e , and 
1(6;y) is the log likelihood evaluated under the null hypothesis, i.e., at 0 = 6. 
Asymptotically , LR converges in distribution to X; (Serfling, 1 980), so that the likelihood 
ratio test rejects Ho: 0, = O� for values of LR> X;,a '  where X;,a is the critical value from 
the X' distribution with r degrees of freedom. 
A score statistic may be constructed to test the hypothesis Ho : 0, = O�. The score 
2 1  
test statistic i s  given by 
(3 .3 .4) 
ae, I where the s. = C a "'-In al(e;y) is the p-vector of scores evaluated under the null 
hypothesis and I�' = la-'I . . Another way to look at the score statistic is to consider the a a=a 
partition of the parameter space given in equation (3.3.2). Now let s. = (s�') ,s�'» ) be the a a a 
scores associated with the partitioned parameter space. Using this partitioned score vector, 
the score statistic for the null hypothesis Ho : 8, = 8� becomes 
, 
R= s�) I�,',s� ) ,  (3 .3 .5 )  
where I" , = I" - II2I;�I2I . Equation (3.3.5) i s  equivalent to equation (3.3.4) because the 
scores for the nuisance parameters 8" s�'), are necessarily equal to 0 by definition of 
maximum likelihood estimates. Asymptotically, the score test statistic, R, converges in 
distribution to X; (Serfling, 1980), so that the score test rejects Ho : 8, = 8� for values of 
R> X;,a ' where X;,a is the critical value from the X' distribution with r degrees of freedom. 
To test the null hypothesis, Ho : 8, = 8�, or equivalently tests of the form 
Ho: C8 = �, the Wald test statistic is given by 
W=n(c6 - �)'(CI�'Cr (c6 - �) , (3 .3 .6) 
where C is a r x p full rank contrast matrix and 10 = la la=o . Asymptotically, the Wald test 
statistic, W, converges in distribution to X; (Serfling, 1980), so that the Wald test rejects 
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Ho : 0, = O� for values of W> X;;a ' where X;;a is the critical value from the X2 distribution 
with r degrees of freedom. 
3 . 4  Negative Binomial Approach 
Suppose that we observe pseudo-proportional data, i.e., we are able to count the 
number of successes, y;, but are unable to observe the number of trials, fl1;, where m;» y; 
for i= I ,  ... , n. Since we are unable to fonn proportions, we will consider the y;'s as count 
data, and analyze them accordingly. In the next section, we will develop a procedure for 
use when there is stock suspension with no dilutions. In section 3.4.3, this procedure will 
be extended to allow for serial dilutions of the stock suspension, and asymptotic properties 
of the estimates of the unknown parameters will be discussed. In section 3.4.4, tests of 
specific hypotheses will be developed. In section 3.4.5, these procedures will be used to 
analyze the Wilson data described in Chapter I .  
3 .4 . 1 Notation 
We will denote the number of colonies observed from the kth plate receiving the j"' 
treatment by Yjk' j=O, . . . , t, k= I ,  . . .  , nj" Following the work of Margolin et al. ( 1 98 1 )  and 
Lawless ( 1987), it is reasonable to model the number of colonies counted with a model 
containing a random intercept, �, and other fixed effects. Thus, we will consider a model 
of the fonn: 
10g(71) = f30 + t f3wXjkw (3 .4 . 1 . 1 )  w=1 
where xjkw is the w
th covariate for the j'h treatment group (w= I ,  . . .  , c). From this, it 
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assume that conditional on � the distribution of the Yjk is Poisson with E(Yjkl�)= TJj and 
Var(Yjkl�)=TJj for all j ,  k. Also, we will assume that � follows a gamma distribution with 
E(�)=ljIh( and Var(�)=IjI/� for all j, k. 
Using these assumptions, the joint density of y and � may be written as: 
n
' 
n
n, 
exp( -7Jj )77)� exp(-Kf.1.)K'" f.1. "' - ' 
f (y, f.1.) = --'--":"', ,---,-' - --'-'---'-''----''--j=O ,=, Yw r('I') 
So then the contribution of the jk"' observation to the likelihood function is given by: 
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- ,  
(3 .4. 1 .2 )  
Note that equation (3.4 . 1 .2) represents the contribution of an observation from a negative 
binomial distribution with 
Atwood ( 1984) suggested that the above parameterization of the negative binomial 
distribution tended to estimate IjI/K rather well, but then the estimates of K and IjI had a 
strong correlation. He found that this correlation of the parameters caused the information 
matrix, Ie '  to be poorly conditioned. Thus, any errors in the information matrix were 
magnified in I;' . He suggested the use of a parameterization with V= IjI/K and 0"= 1/1jI. 
Using this reparameterization, the contribution of Yjk to the likelihood is given by: 
(3 .4 . 1 . 3 )  
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YJt -1 
Since Yjk is an integer, r(Yj' + a-I ) = r( a-I ) IT (a-I + q) , so then the contribution of Yjk to 
q::O 
the log likelihood is proportional to: 
The first derivatives of the log likelihood with respect to the parameters v, cr, and �w are 
given by: 
vexp(�pWXjkw )(Yij, + a-I ) 
1 + vaexp( ±f3wXjkw) w=1 
As described in section 3.2, maximum likelihood estimates are found by setting these first 
derivatives equal to zero and solving the resulting system of equations simultaneously 
using an iterative procedure. 
3.4 .2 Limiting Form of the Negative Binomial Distribution 
Another advantage of the parameterization used in equation (3.4. 1 .3) is that as, 
cr�O, the log likelihood of this negative binomial distribution becomes that of Poisson 
random variable. To verify this, consider 
Recalling that lim(l + �)n = exp(a), it follows that 
n-+- n 
= Yj' log(v) + Yj,(A.BwXjkw ) - IOg( exp( vexp(�,.BwXjkw ))) 
= Yj' log(v) + Yj,( IOg( exp(�,.BJjkw ))) - vexp(�,.BwXjkw ) 
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= Y'j' IOg( vexp(�,.BWXjkw )) - vexp(�,.BwXjkw ) . (3 .4.2 . 1 ) 
Note that equation (3.4.2. 1 )  represents the log likelihood for a Poisson random variable. 
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3 .4 .3 Extension for Assays with Dilutions 
As described in Chapter I ,  it may be impractical or impossible to count all the .' 
colonies in a plate for some experiments. For that reason, experimenters may make use of 
dilutions of their original suspensions. While the use of dilutions simplifies the job of 
counting colonies, it also can be a source of error. Thus, the inclusion of a dilution effect 
seems reasonable. Many investigators will assume the dilution effect to be fixed and 
known. However, including a dilution term in a statistical model permits testing of such an 
assumption. In this section we will generalize the method developed in section 3.4. 1 to 
allow for serial dilutions. 
Let Y'jk' i=O, ... , d, j=O, ... , t" k= I , . . .  , n'j' be the number of colonies observed 
from the kth plate receiving the jth treatment in the ith dilution. Here, we consider the original 
suspension to be the Oth dilution. Let 't, be the unknown dilution factor for the ith dilution, 
It is assumed that the dilution factor is multiplicative, i.e., E(y,jk)= vii exp(�J3wXjkw ) and 
the model may be rewritten as E(y,jk)=exp( Q) + �lfJwXjkw + � Yi). Note that this model is 
less than full rank, so we must reparameterize to obtain a full rank model. Thus, let 
{ I, 
h = l 0, 
if the observation is from dilution z 
. V z= l ,  . . .  , d. 
otherWIse 
The dilution factor may be incorporated into the model using these indicator variables so 
that the resulting matrix is full rank, i.e., E(y,jk)= exp( Q) + �J3WXjkw + �?zhz ) . Thus, the 
number of colonies, Y'jk' has a negative binomial distribution with 
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(3 .4 .3 . 1 ) 
and 
Thus, the log likelihood becomes: 
( ( C
d )) Y,. -' -(Y;jk + a-I ) Iog 1 +  vaexp ::,f3Jpcw + !;rhc + � IOg(1 + aq) . 
The first derivatives of the log likelihood with respect to'the parameters v, a, �w, and y, are 
given by: 
--;y- = LLL-r log l + vaexp if3wXjkw + IY,h, + L -q-d
l(9 ) d ', n, I ( ( d )) Y,r' ( ) da ;=0 j.o k=' a w=' ,=, q=' 1 + aq 
v exP(!,f3Jjkw + ,t,y,h,)Yijk + a-' ) 
1 + vaexp(Af3wXjkw + �rh, ) 
dl(9; Y) _ f "(-' � h - ��£..Yijk l dy, ;=0 j=O h' 
(Y;jk + a-I )hzO"VexP(!,f3wXjkw + �?zhz ) 
1 +  vaexP(!,f3wXjkw + �rhz) 
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As described in section 3.2. maximum likelihood estimates are found by setting these first 
derivatives equal to zero and solving the resulting system of equations simultaneously . 
using an iterative procedure. The properties of these estimates of the parameters v. Pw' Y,. 
and (j (w= l • . . . •  c and z= l • . . . •  d) have been discussed by several authors. Anscombe 
( 1 950) and Lawless ( 1 987) treated the regression parameters as well as (j as asymptotically 
normally distributed. Lawless ( 1 987) also discussed the adequacy of the large-sample 
approximations of these parameters. Piegorsch ( 1 990) explored maximum likelihood 
estimation for (j. and claimed that this estimate was asymptotically efficient. i.e . •  its 
variance asymptotically achieved the Cramer-Rao lower bound. A proof of the asymptotic 
distribution of the maximum likelihood estimates is presented in Appendix B. 
3.4.4 Hypothesis Tests for the Negative Binomial Approach 
Using the parameterization developed in section 3.4.3. it is possible to test whether 
or not the desired dilution factor was achieved. In what follows. it is assumed that the 
effect of dilution is independent of treatment. Since y, is the natural log of the 
multiplicative dilution factof.'t,. the test of a given dilution effect is given by: 
(3.4.4 . 1 ) 
vs. HI : an inequality. 
For example. suppose that the investigator tried to make a series of 10 fold dilutions. The 
hypothesis of interest would be 
1 y, = 10g(10) ) 
Y2 = 10g(IOO) Ho : : 
Yd = 10g( l Od ) 
vs. H, : an inequality. 
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Such hypotheses can be tested using the approaches discussed in section 3.3. Let e denote 
the p x I vector of maximum likelihood estimates for e in the unrestricted model specified 
in the alternative hypothesis, H, .  Let 9 = (e� 92) denote the maximum likelihood 
estimates for the restricted model under the assumption that Ho is true, where 
, 
e� = [log(rn log(rn . .  , log(r�)l . In addition, let l(e;y) and l(b) denote the log 
likelihood evaluated at each of these vectors of estimates. As stated in section 3.3, 
LR = 2[I(e;y) - 1(9;y) 1 is asymptotically X�, so that large values of LR lead to the rejection 
of the null hypothesis. 
The score statistic for the null hypothesis given in equation (3.4.4. 1 )  is 
, 
R= s� ) I�,'.2s�) , where the scores, s� ) ,  and the variance-covariance matrix, I�,'.2 ' are 
evaluated at e = 9. Since R has an asymptotic X� distribution, a large value of R leads to 
the rejection of the null hypothesis. 
Also, the null hypothesis given in equation (3.4.4 . 1 )  can be rewritten as 
Ho : CO = 0, where 0 = [v a f3, 
parameters, C = [� 0 .�. 
o . . .  
0 1 0 
o 0 
o 0 . . . 
, 
, 
Y d 1 is the p x I vector of 
:1 , . .  f,lI mok d x p ,,,"�, m,.'x, 
and 0 = [Iog( rn log( "n . . . log( r�)] is the d x I vector of constants. The Wald 
3 1  
statistic. W=n(CO- �)'(CliIC r' (CO- �). is asymptotically distributed as x3 .  and large 
values lead to the rejection of the null hypothesis. 
Alternatively. the delta method can be used to construct a test of the null hypothesis 
vs. HI : an inequality. 
This method uses the asymptotic distribution of the maximum likelihood estimates. i.e .• 
.In(O- e)�Np(o.rl ) .  and the relationship of the 1:, to th� Y,. i.e .. 1:,=exp(y,). Using 
, 
the delta method. we find that .In(i- 1:)�Nd(O.G'rIG) where 1: =  ["I . . .  "d] and 
G' is the d x p matrix with (a. b) entry �" (a=l • . . . •  d and b= l • . . . .  pl. Thus. the delta 
a8b 
method statistic used to test for a particular dilution effect is given by 
Using properties of quadratic forms. we see that B is asymptotically distributed as X; .  
Thus. large values of B indicate that the null hypothesis can be rejected. 
Recall that as <1� the likelihood of the negative binomial distribution reduces to 
that of the Poisson distribution. Thus. it may be of interest to test the null hypothesis. 
H.: <1=0. no departure from a Poisson distribution. versus the alternative hypothesis. 
HI : <1>0. Dean and Lawless ( 1 989) developed such a test. Let Yi be i'h observation of the 
sample. and let �i denote the predicted value of Yi (i= 1 . . . . •  n) under the assumption of a 
Poisson model. Dean and Lawless proposed the test statistic T2, where 
and 
Significance levels may be calculated by using the approximation 
where 
and 
x = X(9) is the n x p matrix with (i, j) entry �i-l( �!:) 
Z = diag( �1 �2 • • • �n ) . 
In certain instances, it may be of interest to assess the "goodness of fit" of the 
regression model. One such goodness-of-fit test is the Pearson chi-squared statistic 
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(Agresti, 1990). This test is different from the test developed by Dean and Lawless ( 1989) 
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because it detects departures from the fitted values rather than a departure from the Poisson 
distribution. Thus, it tests whether the predicted values "fit" the observed values. The 
Pearson statistic is of the form: 
(3.4.4.2) 
This statistic is asymptotically distributed as a X2 random variable with n-p degrees of 
d I, 
freedom, where n = I,I,nij ' Thus, large values of X2 indicate a lack of fit. 
;=0 j=O 
3 .4.5 Example 
Consider the analysis of the Wilson data described in Chapter I .  Here, we fit a 
model including treatment, dilution, and dilution by treatment interaction terms, so that the 
model is given by: 
(3 .4 .5 . 1 )  
where 
Xijl is the number of minutes at 44°C for the jlh treatment group in the ilh dilution 
and 
{ I, 
h = , 0, 
if the observation is from dilution z 
otherwise 
for z= l ,  2. 
This parameterization is more flexible than the one given in equation (3.4.3. 1 ). The model 
given in equation (3.4.3 . 1 )  allows for dilution effects and a single slope parameter. 
However, the model described in equation (3.4.5. 1 )  includes dilution by time interaction 
terms which allow for a different slope for each dilution. Thus, this parameterization can 
be used to test the assumption of a constant slope. Using the model in equation (3.4.5. 1 ), 
the contribution of the ijk'" observation to the log likelihood is given by: 
Yrjt -l 
-(Yijk + a-I ) log(1 + <TV exp(f31 X;jl + YI� + Y2h, + .A.lI Xijl� + A,2Xijlh,)) + I, log(1 + aq) . q=l 
The first derivatives of the log likelihood with respect to the parameters v, cr, �, ,¥" AI, 
z=I , 2 are given by: 
10g( I + <TVexP(f3IX;!1 + iy,h, + iA" Xijlh,)] y,. -I ( ) z=1  z=1 � q + . 2 + � --a .=1 1 + aq 
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Maximum likelihood estimates were found via the Newton-Raphson Procedure in JMP 
(SAS Institute, 1995). These estimates are given in Table 3.1 and a plot of the observed 
and predicted values is presented in Figure 3 . 1 .  
Table 3.1 
Wilson's V79-44°C Data: 
Maximum Likelihood Estimates Using the Negative Binomial Approach 
Parameter Estimate Approximate Standard Error 
� , -0.05469 0.00434 
y,  5.20479 0.3 8 1 83 
Y2 7.953 1 0.44365 
A" -0. 1 3 158 0.0 1 383 
1.. 1 2 -0. 1 378 0.0 1 205 
v 1 1 7 . 1 6547 6.957 1 7  
(J 0.00938 0.00577 
4 5 0  
4 0 0  
3 5 0  
<1J 3 0 0  E 
0 2 5 0 
'" 
III 200 c 
0 1 5 0 u 
1 0 0 
50 
0 
0 
X 
5 1 0  1 5  2 0  2 5  3 0  
Minutes at 44 °C 
+ O'h Di lution . 1  sl Di lution 
0 
3 5  40 45  
a 2nd Dilution 
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Figure 3.1: Wilson's V79-44°C Data: Observed and Predicted Values Using the 
Negative Binomial Approach 
Examination of Figure 3. 1 reveals that this model gives a reasonable fit to these data. 
However, it was of interest to test whether these data show evidence of departure from 
Poisson sampling. To this end, we tested the null hypothesis Ho: 0=0 using the statistic T2 
that was described in section 3.4.4. The adjusted statistic, Y;, had a value of 1 .6788 with 
o 
e = 0.6486 degrees of freedom and an associated p-value of O. I l73.  Since this value was 
not significant at the a=0.05 level, we concluded that these data failed to support the 
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hypothesis of overdispersion from the Poisson distribution. Thus, these data were fit 
using the model given in equation (3.4.5. 1 )  and the Poisson likelihood, so that 
(3 .4 .5 .2) 
The first derivatives of the log likelihood with respect to the parameters v, cr, �" y" A" 
z= 1 ,  2 were calculated to be: 
Maximum likelihood estimates were found via the Newton-Raphson Procedure in IMP 
(SAS Institute, 1995). These estimates are given in Table 3.2 and a plot of the observed 
and predicted values is presented in Figure 3.2. 
Table 3.2 
Wilson's V79-44°C Data: 
Maximum Likelihood Estimates Using the Poisson Distribution 
Parameter Estimate Approximate Standard Error 
P I  -0.05365 0.00338 
Yl 5.09538 0.26957 
y, 7.73969 0.26695 
Al l  -0. 1 2842 0.01025 
A" -0. 1 3303 0.00782 
v 1 1 5.92 1 34 4.75227 
4 5 0  
4 0 0  o 
3 5 0 
-0 
OJ 3 0 0  I!!! 
0 
....... 
'" 
OJ 
c 
u 
2 5 0  
2 0 0  
1 5 0 
1 0 0  
5 0  
0 
x 
o 5 1 0  1 5  2 0  2 5  3 0  3 5  4 0  45 5 0  
+ Q'h Dilution . 1 S' Di lution a 2nd Di lution 
Figure 3.2: Wilson's V79-44°C Data : Observed and Predicted Values Using 
the Poisson Distribution 
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The parameterization given in equation (3.4.5. 1 )  allows for testing the assumption of a 
constant slope for each dilution, i.e., Ho: 1.11=1.12=0. A reduced model was fit to these 
data. This model included all of the terms above except for the two interaction terms. The 
parameter estimates associated with this reduced model are presented in Table 3.3, and a 
plot of the observed and predicted values is given in Figure. 3.3. Examination of Figure 
3.3 showed that the constant slope assumption may not be valid for these data. This 
hypothesis was tested using the statistics discussed in section 3.3. The value of the log 
likelihood for the full model was calculated to be l(i'I;y) = 14956.26. The value of the log 
likelihood for the reduced model was I(O;y)=14749.63, so that LR=2[ 14956.26-
14749.63)=4 1 3.26. The score vector associated with the null hypothesis was 
S�I ) = , and the observed variance-covariance matrix evaluated at 9 = 9 is 
[-1 86.28] _ 
• -373.94 
_I [ 0.002848 0.0005696] . .  (1/ _I (I ) 11 1 .2 = 0.0005696 0.0017472 ' For these data, the score statistic, R=s. 1 1 I 2S. ' was 
420 . 13 .  The null hypothesis can also be written in the form Ho: C9 = 0, where 
/31 -0.05365 
YI 5.09538 
C = [� 0 0 1 0 0] 9 = Y2 7 .73969 , and 0 =  [�l The Wald statistic was 
0 0 0 0 ' )., 1  -0. 1 2842 
).,2 -0. 1 3303 
v 1 1 5.92 135 
found to be W=393.95. These test statistics, along with their associated p-values are given 
in Table 3.4. It is important to note that Table 3.4 and similar tables which will be 
presented throughout the remainder of this dissertation are given to illustrate the test 
statistics which can be calculated using the specified estimation technique. For practical 
use, the statistician should decide on a test statistic for use in her analysis and base 
decisions on that test. 
Table 3.3 
Wilson's V79-44°C Data: 
Reduced Model Parameter Estimates Using the Poisson Distribution 
Parameter Estimate Approximate Standard Error 
� l  
v 
-0.09684 
2.4792 1 
4.09934 
147.6363 1 
0.003 1 8  
0.09034 
0. 1 1 666 
5 . 1 6369 
40 
4 5 0  
400 
3 5 0 
-c 
Cl> 300 E L-
eo 
...... 2 5 0 
tn 
Cl> 
2 0 0  c:: 
0 
0 1 50 CJ 
1 0 0 
5 0  
x x x 
o 
o 
o 
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Figure 3.3: Wilson's V79-44°C Data: Observed and Predicted Values Using the 
Reduced Poisson Model 
Table 3.4 
Wilson's V79-44°C Data: 
Results of the Tests of H,,: A., ,=;\..,,=0 Using the Poisson Distribution 
Test Statistic 
Likelihood Ratio Test 4 1 3.26 
Score Test 420. 1 3  
Wald Test 393.95 
Degrees of Freedom 
2 
2 
2 
P-value 
<0.0001 
<0.000 1 
<0.000 1 
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By examining Table 3.4, we can conclude that the constant slope assumption is not valid 
for these data. Thus, the model given in equation (3.4.5 . 1 )  appears to give a reasonable 
approximation of the relationship of dilution and "dose" to the number of colonies counted. 
This model also shows that the effect of dilution changes as a function of time. Recall that 
Table 1 . 1  showed that the investigator tried for a series of 10-fold dilutions. Because of 
the statistical significance of the interaction terms, we are unable to use the test for dilution 
effect described in section 3.4.4. However, examination of Table 1 . 1  reveals that there is 
an overlap of the data at times 25 and 35. Because of these overlaps, it is reasonable to test 
for the effect of the I "  dilution at time 25 and for the effect of the 2nd dilution at time 35. 
We can define the dilution effect at these points as: 
,;> (. x) = �(i+I)X ( . 0 I 2) ' I • 1= , , 
1+ �ix 
(3.4.5 .3 )  
where �u i s  I;jk evaluated at X;jl=x and the maximum likelihood estimates of the unknown 
parameters. Using the model given in equation (3.4.5 . 1 ), we find that 
vexp(p,x + '9, + i, I X) i(x) � --"--77--;----'-I 
- vexp(p,x) 
and 
Using the parameter estimates given in Table 3.2, we find that estimated effect of the I "  
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dilution at 25 is 
i�2S) = exp(5.09538 - 0 . 12842(25)) = 6.585 
and the estimated effect of the 2'· dilution at time 35 is 
i�3S) = exp({7.773969 - 5.09538) + (-O. 1 3303 + O. 1 2842)35) = I 1 .976 . 
To test the null hypothesis 
vs HI: an inequality, 
we can use the delta method to construct a test similar to that given in section 3.4.4. Since 
i�2S) and if 5) are functions of the maximum likelihood �stimates, we find that 
, 
..,[,i(i'X) - '(IX» )�N2(O,G'rIG) where '(Ix) = [1'�2S) 1'�JS)l and G' is the 2 x 6 matrix 
a.,IX) 
with (a, b) entry -a u  (a= l ,  2 and b= l ,  . . .  , 6). Thus, the delta method statistic used to 
fJb 
test for a dilution effect of \0 at specified values of x is given by 
(3 .4 .5 .4) 
Since it is a function of normally distributed random variables, Ifx) will follow a xi 
distribution. Thus, values of If x) which are greater than Xi,a indicate that the null 
hypothesis can be rejected. Here, Ifx)=49.9337 (p<O.OOOI )  indicating that at least one of 
the dilution effects, f�2S) and f�3S) , is significantly different from the assumed value of 1 0. 
To determine the location of the inequality, two univariate tests can be constructed 
using equation (3.4.5.4). For the univariate tests, values of If x) greater than X�,a' indicate 
that the null hypothesis can be rejected, where a: is an adjusted significance level. The 
significance level should be adjusted to control for any inflation that may occur due to 
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multiple testing. Since we are interested in constructing two univariate tests, a: will be 
taken to be 0.0512=0.025 according to a Bonferroni correction so that the overall 
significance level is a--D.05. Due to the conservative nature of the Bonferroni correction, 
other methods may prove useful in cases for which d>2 (see Hochberg, 1 988). 
To test for the effect of the first dilution at 25 minutes at 44°e, the statistic 1125) 
was found to be 43.5955 (p<O.OOOI). Since the p-value for this test was less than 
0:'=0.025, we concluded that f�25)=6.585 was significantly different from the assumed . 
value of 1 0. To test for the effect of the second dilution at 35 minutes at 44 °e, the statistic 
1135) was found to be 3.68 1 3  (p=0.0550). Since the p-value for this test was greater than 
0:'=0.025, we concluded that fi35)= 1 1 .976 was not significantly different from the 
assumed value of 10. 
3 . 5  Finney's Approach 
3 . 5 .  I Development and Estimation 
Finney ( 1949, 1 978) considered the analysis of assays with unknown numbers of 
subjects. Basically. he used a mixture of the Poisson and Binomial distributions to 
represent the probability of y non-responses (responses). Assuming that the subjects were 
distributed at random in bulk from which the sample was to be taken. i.e .. the cells are 
taken from a well shaken container. Finney conjectured that the number of subjects in a 
randomly selected sample of a specified size, M, was distributed according to a Poisson 
distribution with E(M)=var(M)=v and P(M=m)=exp(-v)vm/m! . He also assumed that the 
probability of a non-response was distributed as binomial (M. p). Using these 
assumptions. Finney showed the probability that y non-responses (responses) occur in a 
sample of size m was given by: 
Letting s=m-y. then 
P(y) = exp(-v)p>I-- ( 1 - p)' 
- v5+y (5 + y) 
5=0 (5 + y)' y 
= exp(-v)p'v ' i v5 ( 1 - p)' 
y! 5=0 5! 
= 
exp(-v)(vp)" exp(v( l - p)) y! 
= (vpy exp(-vp) 
y! 
Thus. Finney showed that y followed a Poisson distribution with mean and variance vp. 
An advantage of this parameterization is that v can be taken to be a function of other 
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covariates. say v. that would affect the number of cells in a plate. For instance. we could 
have v to be a function of pipet size or age of suspension. However. care should be taken 
in the choice of the covariates affecting the number of cells in a plate to avoid any possible 
identifiability problems that might occur when estimating the unknown parameters. 
where 
and 
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Using Finney's approach, we have that 
Yjk is the number of colonies observed from the kth plate receiving the jth treatment, 
V= 6(v;")=E(M), 
6 is a smooth, monotone, possibly nonlinear function of v and ", 
, 
v = [V, Vb) is a b vector of covariates associated with E(M), 
, 
,, = [tJ, tJb ) is a b vector of unknown parameters associated with v, 
Pj= g(xj ;p) is the probability that a cell survives '(O<Pj< l ), 
g is a smooth, monotone, possibly nonlinear function of the Xj and p, 
, 
x j = [Xj' . , '  X;c 1 is the c x I vector of covariates for the jth treatment group, 
, 
P = [.B, .Be) is the c x I vector of unknown parameter associated with the xi' 
Therefore, the contribution of the jkth observation to the log-likelihood of y is proportional 
to : 
The first derivatives of the log likelihood with respect to the parameters t'}, (a= l ,  . .  , ' b) and 
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Pw (w=l • . . . •  c) are given by: 
As described in section 3.2. maximum likelihood estimates can be found by setting 
these derivatives equal to zero and solving the resulting system of equations by an iterative 
estimation procedure. The type of iterative procedure depends on the choice of the 
functions g and A. If VPj is a linear or linearizable function. the Newton-Raphson 
procedure could be used. If VPj is a nonlinear function that cannot easily be linearized. the 
Neider-Mead simplex algorithm may be used to find parameter estimates. Both of these 
procedures are described in Appendix A. 
We fit the Wilson data using Finney's parameterization. Since these data have 
dilutions. we must introduce the following notation. Let YUk • i=O. I . 2, j=O . . . . .  ti• k= I . 
. . . .  nij• be the number of colonies observed from the kth plate receiving the jth treatment in 
the ith dilution. Now. we fit the model with 
where 
and 
Xijl is the number of minutes at 44°C for the j'h treatment group in the ith dilution 
{ I. 
h = , O. 
if the observation is from dilution z 
otherwise 
'if z= l .  2. 
So then the contribution of the ijk'h observation to the log-likelihood of y is given by: 
li (O;Yij' ) = Yij, IOg[ ( 2V 2 )] 
I + exp -(f3Xij' + IrA + IA" h,xij, ) z::1 z==l -[ I . ,,{ -(�'" + ,i r,h, + ,��A'., )) l 
48 
The first derivatives of the log likelihood with respect to the parameters �,. r,. A." .  and v 
(z= I .  2) are given by: 
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Maximum likelihood estimates were found using the Newton-Raphson procedure in JMP 
(SAS Institute, 1 995). These estimates and their standard errors are given in Table 3.5 and 
a plot of the observed and predicted values is given in Figure 3.4. 
Table 3.5 
Wilson's V79-44°C Data: 
Parameter Estimates Using Finney's Parameterization 
Parameter Estimate Approximate Standard Error 
v 309.42 10  8 . 1 776 
� , -0.0960 0.0035 
y, 7.6237 0.5 1 84 
Y2 1 8 .5755 1 .0 1 87 
A" -0. 1 88 0.0 1 76 
AJ 2 -0.3552 0.0243 
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Figure 3.4: Wilson's V79-44°C Data: Observed and Predicted Values Using 
Finney's Parameterization 
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By examining Figure 3.4, we see that this model inadequately fits these data. In fact, the 
Pearson's chi-square statistic from equation (3 .4.4.2) was calculated to be 193.5559 with 
26 degree of freedom. Since the associated p-value (p<O.OOOI )  was less than 0-- 0.05, we 
conclude that there is significant lack of fit. This lack of fit leads us find an extension to 
Finney's approach which is flexible enough for data with dilutions. Such an extension is 
presented in the following section. 
3 . 5 . 2  Extension for Dilutions 
As discussed in section 3.4.4. it may be possible that the experiment under study 
consists of several dilutions. In such a case. the effects of these dilutions must be 
5 1  
accounted for in  any analysis.. Let Yijk • i=O • . . . •  d. j=O • . . . • ti• k= I • . . . .  nij• be the number 
of colonies observed from the kth plate receiving the jth treatment in the ith dilution. Using 
the notation developed in section 3.5 . 1 .  it is reasonable to assume that E(M) changes for 
each dilution. so that E(Yijk)= v;Pij and Var(Yijk)= v;Pij '  The contribution of the ijkth 
observation to the log likelihood becomes: 
The first derivatives of the log likelihood with respect to 'the parameters �w (w= l . . . . .  c) 
and t}, (a= I . . . . . b) are given by: 
As described in section 3.2. maximum likelihood estimates of the �w (w= I . . . . . c) 
and t}, (a=l . . . . .  b) can be found by setting these derivatives equal to zero and solving the 
resulting system of equations by an iterative estimation procedure. Since the Poisson 
distribution is a member of the one parameter exponential family. it can be shown that these 
maximum likelihood estimates are asymptotically efficient. consistent. and normally 
distributed (Lehmann. 199 1 ). 
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3 . 5 . 3  Hypothesis Tests for Finney's Approach 
Using the parameterization developed in section 3.5.2, it is possible to test whether 
or not the desired dilution factor was achieved. Without loss of generality, we will 
consider 6. to be the identity function for the remainder of this discussion, i.e., we will 
, 
consider 9 = [vo . . .  Vd /31 . . .  /3, j . Assuming that there is no dilution by treatment 
interaction, this test is equivalent to testing whether the i'" dilution (i=O, ... ,d) is the desired 
multiple of the 0'" dilution, i.e., 
(3 .5 .3 . 1 )  
vs. HI: an inequality 
For instance, suppose that the experimenter believed he prepared a series of 10 fold 
dilutions. The hypothesis of interest would then be 
vs. HI : an inequality. 
Hypotheses of this kind may be tested using the statistics discussed in section 3.3. Let e 
denote the p x I vector of maximum likelihood estimates for 9 in the unrestricted model 
specified in the alternative hypothesis, HI ' Let 6 = (9� ,62 ) denote the maximum likelihood 
estimates for the restricted model under the assumption that H. is true, where 
, 
9� = [v�vo v�vo . . .  v�vol and 62 is the P2 vector of maximum likelihood estimates of 
O2 , In addition let l(e;y) andl(O;y) denote the log likelihood evaluated at each of these 
vectors of estimates. The likelihood ratio statistic, LR = 2[1(e;y) - 1(O;y)] , is distributed 
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asymptotically as X; .  Thus, large values of LR lead to the rejection of the null hypothesis. 
The null hypothesis given in equation (3.5.3 . 1 )  may also be tested by constructing 
, 
a score statistic. The score statistic is given by R= s�) I�,'.2s�' )  where the score vector, s�) ,  
and the information matrix, 1, 1 .2 ' are evaluated at 0 = O .  Since R has an asymptotic x3 
distribution, a large value of R leads to the rejection of the null hypothesis. 
Also, the null hypothesis given in equation (3.5.3. 1 )  can be written in the form 
Ho : CO = 0, where C is a d x p full rank contrast matrix, 0 is the p x I vector of 
parameters, and 0 is an d x I vector of constants. For the null hypothesis of interest, we 
o : . .  0 . .
. �l ' . : : , and 1 0 0 
0 = [0 0 . . . 0 0 . . .  OJ' . The Wald statistic, W= n(c9 - 0)'(CI�'Cr (c9 - 0) ,  is 
asymptotically distributed as X; .  Thus, large values of W lead to the rejection of the null 
hypothesis. 
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Alternatively, the dilution effect, 1:;+" can be considered as the ratio of the of V;+, to 
V; (i=0, . . .  , d). Thus, the delta method can be used to construct a test of the null 
hypothesis 
vs. H, : an inequality. 
This method makes use the asymptotic distribution of the maximum likelihood estimates, 
i.e., .In(a- 9)�Np(O,r' ) ,  and the relationship 1";+1 = � to yield the asymptotic 
v; 
distribution of the 1:;+ , .  Using the delta method, we find that 
, 
.In(i- 't)�Nd(O,G'r'G) where 't = [1", . . . 1"d] and G' is the d x p matrix with (a, 
(fr b) entry -" (a= l ,  . . .  , d and b=l ,  . . . , p). Thus, the delta method test statistic of a aeb 
particular dilution effect is given by B = n(i- 't)' (GT'Gr' (i- 't) . Using properties of 
quadratic forms, we see that B is asymptotically distributed as x3 .  Thus, large values of B 
lead to the rejection of the null hypothesis. 
3 .5 .4  Example 
To analyze the Wilson data described in Chapter I ,  we will consider a model which 
allows for dilution effects and time by dilution interactions. The inclusion of the interaction 
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terms allows for the slope to change for each dilution. One such model is as follows: 
(3 .5.4. 1 )  
where 
and 
X;jl is the number of minutes at 44°C for the jth t�eatment group in the ith dilution 
{ I ,  if the observation is from dilution z 
h, = . for z=I ,  2. 
0, otherwise 
The contribution of the ijkth observation to the log likelihood of this case is given by: 
The first derivatives of the log likelihood with respect to the parameters v;, �I '  and \, for 
z=l , 2 are given by: 
d/(9;y) = it _[ I ] + Yij' dVi j=O '=1 I + exp( -(.axijl + �I (A" h,xijl ))) Vi 
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dl(9'Y) d I ,  ", 
-' =LLL dA,z ;=0 j=O k=1  
Maximum likelihood estimates were found via the Neider-Mead simplex. algorithm. These 
estimates are given in Table 3.6 and a plot of the observed and predicted values is presented 
in Figure 3.5. 
Table 3.6 
Wilson's V79-44°C Data: 
Maximum Likelihood Estimates Using Finney's Approach 
Parameter Estimate Approximate Standard Error 
Vo 23 1 .6846 9.4345 
V I  1 9636.23 1 48 1 7 .889 1 
v2  267320.3 1 62440.606 
P I  -0.0789 0.004 1 
Al l -0. 1 043 0.0099 
AI 2  -0. 1 079 0.0075 
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Figure 3.5: Wilson's V79-44°C Data: Observed and Predicted Values Using 
Finney's Approach 
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The parameterization given in equation (3.5.4 . 1 )  allows for testing the null hypothesis He: 
\'=\2=0. A reduced model was fit to these data. This model included all of the terms 
above except for the two interaction terms. The parameter estimates associated with this 
reduced model are presented in Table 3.7, and a plot of the observed and predicted values 
is given in Figure 3.6. Using the statistics discussed in section 3.3, statistics for the test of 
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Ho: ].." =]..'2=0 for the Wilson data were calculated. The value of the log likelihood for the 
full model was l(a;y) = 14958.8. The value of the log likelihood for the reduced model 
was I(O;y)=14832. 1 ,  so that LR=2[ 14958.8- 14832. I J=253.4. 
The score vector and the variance-covariance matrix associated with the null 
(') [-1 55.51] , [ 0.002688 0.0005728] hypothesis were s. = and I�, 2 = , respectively. For 9 -305.82 . 0.0005728 0.0019232 
, 
these data, the score statistic, R=s�) I�" 2s�), was found to be 299.36. 
The null hypothesis can also be written in the form Ho: CO = l), where 
vo 23 1 .6846 
v, 1 9636.23 1 
C = [� 0 0 I 0 0] 0 =  v2 267320.3 1 , and l) = [�l The Wald statistic 
0 0 0 0 ' f3, --0.0789 
,1" --0. 1043 
,1,2 --0. 1079 
was found to be W=266. 15. These test statistics, along with their associated p-values are 
given in Table 3.8. 
Table 3.7 
Wilson's V79-44°C Data: 
Reduced Model Parameter Estimates Using Finney's Approach 
Parameter Estimate Approximate Standard Error 
vo 284.3 148 9.9863 
v , 3474.0962 327.75993 
v2 2 1478.383 2686.0307 
� ,  -0. 1 1 95 0.0033 
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Figure 3.6: Wilson's V79-44°C Data: Observed and Predicted Values for the 
Reduced Model Using Finney's Approach 
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Table 3.8 
Wilson's V79-44°C Data: 
Results of the Tests of Ho:"-l I= "-,2=0 Using Finney's Approach 
Test 
Likelihood Ratio Test 
Score Test 
Wald Test 
Statistic 
253.4 
299.36 
266. 1 5  
Degrees of Freedom 
2 
2 
2 
P-value 
<0.0001 
<0.0001 
<0.000 1 
By examining Table 3.8, we conclude that the constant slope assumption is not 
valid for these data. Thus, the model given in equation (3.5.4 . 1 )  appears to give a 
reasonable approximation of the relationship of dilution and "dose" to the number of 
colonies counted. This model also shows that the effect of dilution changes as a function 
of time. Recall that Table 1 . 1  showed that the investigator tried for a series of 10-fold 
dilutions. Because of the statistical significance of the interaction terms, we are unable to 
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use the test for dilution effect described in section 3.5.3. Equation (3.4.5.3) gives the form 
of the effect of dilution at a specific time point. Using this definition of dilution effect and 
the model given in equation (3.5.4. 1 ), we find that 
v, 
1 +  exp( -ffi,x) 
and 
1 + exp( -(PIX + �IX)) 
_ V2(I + exp(-(PIX + �IX))) 
- VI (I + exp( -(Plx + �2X))) ' 
Using the parameter estimates given in Table 3.6, we find that estimated effect of the I" 
dilution at 25 is 
f(25) = 
1 9636.23 1( I + exp( -( -0.0789(25»))) 
1 23 1 .6846(1 + exp(-( -0.0789(25) - 0. 1 043(25»))) 
and the estimated effect of the 2nd dilution at time 35 is 
f(35) _ 267320.3 1( I + exp( -( -0.0789(35) - 0. 1043(35»))) 
2 - 19636.23 1(1 + exp( -( -0.0789(35) - O. 1079(35»))) 
To test the null hypothesis 
{'1'�25) = IO} 
Ho :  (35) _ 
'1'2 - 10  
vs HI: an inequality, 
7.0449 , 
12 .0043 . 
6 1  
w e  can use the delta method test statistic given i n  equation (3.4.5.4). Here, If')= 3 1 .608 1 
(p<O.OOO I) indicating that at least one of the dilution effects, f�25) and filS) , is significantly 
different from the assumed value of 1 0. 
To detennine the location of the inequality, two univariate tests were constructed 
using equation (3.4.5.4). The statistic used to test for the effect of the first dilution at 25 
minutes at 44°C was found to be If15! = 26. 1 548 (p<O.OOO I) .  Since the p-value for this 
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test was less than the adjusted significance level UO =0.025, we concluded that 
f�25)=7.0449 was significantly different from the assumed value of 10. The statistic used to 
test for the effect of the second dilution at 35 minutes at 44 °C was found to be ElJS) = 
4.0899 (p=0.043 1 ). Since the p-value for this test was greater than u°=O.025, we 
concluded that f;35)=12.0043 was not significantly different from the assumed value of 10. 
3 ° 6 Anscombe's Approach 
3.6 . 1 Background 
Anscombe( 1949) considered the use of a combination of the negative binomial and 
binomial distributions to analyze assays with an unknown number of subjects. He noted 
that for certain situations that the Poisson distribution suggested by Finney ( 1 949) and 
Wadley ( 1 949) may not adequately describe the data. For this reason, he assumed the 
unobserved denominator, M, was distributed as a negative binomial random variable with 
E(M)='I'/Jc and Var(N)= 'l'/1(+'I'/�, so that P(M=m)= -- -- . He 
f(m + VI) ( /( )� ( I )m 
f(VI)m! /( + I /( + I 
also assumed that the probability of a non-response is p. Then, he found that the 
probability that y non-responses (responses) occur in a sample of size m was given by: 
P(y) = i f(m + VI) (�)"(_1 )m(m)(I _ Pr-JpY 
m=y f(VI)m! /( + I /( + I Y 
Letting s =m-y, then 
p(y) = L(_I(_)
� i f(S + y + VI) (_I_)5+Y( I _ p)' 
f(VI) I( + I 5=0 Sly! I( + I 
= 
(KSJ(�r f(y + VI) i f(s + Y + VI) ( (I - PlJ5 
f(VI)Y! 
5
=0 S! f(y + VI) I( + I 
= 
(KSJ(�r f(Y + VI) ( I _ (�J)-(Y+�) 
f(VI)Y! . I( + I 
( I )Y+� -- pYI(�f(y + VI) 
( )
-(y+�) = 1( + 1  I( + P  
f(VI)Y! I( + I 
( Jy+� _ f(y + VI) 1 y � - --- -- P I( 
f(VI)Y! I( + P 
63 
f(y +  VI) ( I( J�( P JY = 
f(VI)Y! I( + P I( + P 
. (3 .6 . Ll )  
Thus, Anscombe showed that y was distributed as negative binomial with E(Y)=P'Vhc and 
Var(y)= P'V/1C+p�/K'. As was the case with Finney's approach, an advantage of 
Anscombe's development of the problem is that v can be taken to be a function of other 
covariates, say v, that would affect the number of cells in a plate. This parameterization 
will be discussed further in the next section. 
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3 .6 .2  Parameterization 
Recall that as discussed in section 3.4.2. the fonn of the negative binomial 
distribution given in equation (3.6. 1 . 1 )  should be reparameterized to avoid problems with 
the infonnation matrix. I� . Atwood( 1 984) suggested the use of the following 
reparameterization. v=IjI/l( and 0"= 1/1jI. As discussed in sections 3.4.4 and 3.5.2. it may 
be possible that the experiment under study consists of several dilutions. In such a case. 
the effects of these dilutions must be accounted for in any analysis.. Let Yijk • i=O, . . . • d, 
j=O • . . . •  ti• k=l • . . . • nij• be the number of colonies observed from the kth plate receiving the 
jth treatment in the ith dilution. Using the notation developed in section 3.6. 1 .  it is 
reasonable to assume that E(M) changes for each dilution. so that E(YUk)= v;Pu and 
Var(Yijk)= v;Pu + C1V;p� . Using arguments similar to those used in sections 3.4 and 3.5. 
the contribution of the ijkth observation to the log-likelihood of Y is given by: 
where 
>'I/t -I 
li(9;Yuk ) = YUk 10g(v;Pij ) - (YUk + 0'-' ) Iog( l + viapu ) + I, log(1 + aq) . 
q=O 
Yijk is the number of c'olonies observed from the kth plate receiving the jth treatment 
in the ith dilution. 
Vi= il(vi;1'})=E(M;l. 
il is a smooth. monotone. possibly nonlinear function of Vi and 1'}. 
1'} = [lJ, 
, 
vibl is a b vector of covariates associated with E(M). 
, 
lJb 1 is a b vector of unknown parameters associated with Vi' 
. Pj= g(xj ;p) is the probability that a cell survives (O<pj<l ). 
g is a smooth. monotone. possibly nonlinear function of the Xj and P. 
and 
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, 
x je 1 is the c x I vector of covariates for the jib treatment group, 
, 
/3e 1 is the c x I vector of unknown parameter associated with the Xj' 
The first derivatives of the log likelihood with respect to the parameters �. (a= l ,  . . .  , b), cr, 
and �w (w=l ,  . . .  , c) are given by: 
As described in section 3.2, maximum likelihood estimates can be found by setting 
these derivatives equal to zero and solving the resulting system of equations by an iterative 
estimation procedure. The type of iterative procedure depends on the choice of the 
functions g and fl. If VPj is a linear or linearizable function, the Newton-Raphson 
procedure could be used. If VPj is a nonlinear function that cannot easily be linearized, the 
Neider-Mead simplex algorithm may be used to find parameter estimates. Both of these 
procedures are described in Appendix A. Hypothesis tests for a given dilution effect may 
be constructed in a manner similar to the one stated in section 3.5.3. A test of no 
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overdispersion from the Poisson model, Ho: a=O, may be constructed as discussed in 
section 3.4.4 (see Dean and Lawless ( 1989) for further details). 
3 .6 .3  Example 
For the analysis of the Wilson data described in Chapter 1 ,  we will consider a 
model which allows for treatment, dilution, and treatment by dilution interaction terms. 
Such a model allows for the effect of treatment to change for each dilution. One such 
model is as follows: 
(3 .6 .3 . 1 ) 
where 
and 
Xijl is the number of minutes at 44°C for the j'" treatment group in the i'" dilution 
{ I, if the observation is from dilution z 
h, = for z= l ,  2. 
0, otherwise 
The contribution of the ijk'" observation to the log likelihood of this case is given by: 
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The first derivatives of the log likelihood with respect to the parameters v;, �" and "'" for 
i=O, 1 , 2 and z= 1 ,  2 are given by: 
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Maximum likelihood estimates were found via the Neider-Mead simplex algorithm. These 
estimates are given in Table 3.9 and a plot of the observed and predicted values is presented 
in Figure 3.7. 
Table 3.9 
Wilson's V79-44°C Data: 
Maximum Likelihood Estimates Using Anscombe's Approach 
Parameter Estimate Approximate Standard Error 
vo 233.4406 1 3 .0572 
v , 2 1736.632 7579.257 1 
v2 325836.93 1 58 1 7 1 .83 
�, -0.0798 0.0050 
A." -0. 1069 0.0 132 
1..1 2 -0. 1 1 20 0.01 34 
(J 0.0077 0.0050 
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Figure 3.7: Wilson's V79-44°C Data: Observed and Predicted Values Using 
Anscombe's Approach 
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To test the null hypothesis Ho: 0=0, the statistic Tl was calculated as described in section 
3.4.4. The modified statistic � was calculated to be 1 .629 1 with e = 0.6494 degrees of 
o 
freedom and an associated p-value of 0 . 12 19. Since this test statistic is not significant at 
the =0.05 level, we fail to reject Ho: 0=0. Thus, these data failed to reject the null 
hypothesis of no overdispersion from the Poisson distribution. Hence, the extension to 
Finney's approach given in section 3.5.2 seems appropriate for the Wilson data, and the 
methods discussed in section 3.5.3 can be used to test hypotheses of interest. 
3 . 7  D iscussion 
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For each of the parametric likelihood approaches discussed in this chapter, we had 
to assume some distributional form of the number of colonies formed. Using these 
distributional assumptions, we were able to estimate unknown parameters and form tests of 
that would be of interest to an investigator. Even though each method requires a different 
set of distributional assumptions, it is important to note that these different approaches 
result in similar analyses of the Wilson data, i.e., each method rejects the null hypothesis 
. {r�") = 10} Ho · (3S) r2 = 10  
vs HJ: an ineqUality. 
Also, each approach models the mean of the number of colonies formed using 
E(Yijk )  = Vig(xij ;6) , where gO is a smooth monotone function of the unknown parameters 
6 and the covariates xij' These approaches differ in the forms of g(xij ; 6) and Vi and the 
form of the variance. Both the negative binomial approach and Anscombe's negative 
binomial approach have variances of the form vig(xij ;6) + (vig(xij ;6)t Note, that the 
form of the variance for Finney's Poisson approach is a special case of the other two with 
0'=0. The similarity of the first two moments of these approaches begs the exploration of 
the use of the method of quasi-likelihood for this problem. This quasi-likelihood approach 
will be discussed in the next chapter. 
4 . 1  Introduction 
Chapter 4 
Quasi-Likelihood Approaches 
In the previous chapter, it was necessary to specify a distributional form in order to 
evaluate the likelihood function. In some situations, it may not be practical to specify the 
distributional form. Wedderburn ( 1 974) proposed quasi-likelihood methodology as a 
method for fining regression models without having to state a specific distribution. He 
considered both linear and nonlinear models where there was a given relationship between 
the mean and variance, and possibly an unknown constant of proportionality. Using this 
relationship between the mean and variance, the quasi-likelihood function can be 
constructed. Under mild assumptions, the quasi-likelihood function acts much like the log­
likelihood function discussed in Chapter 3 (McCullagh and Neider, 1989). McCullagh and 
Neider ( 1989) and Agresti ( 1 990) discussed overdispersion and quasi-likelihood methods 
for Poisson and binomial models. Moore ( 1 986) developed the asymptotic properties of 
moment estimators for overdispersed counts and proportions. Neider and Pregibon ( 1 987) 
proposed an extension to quasi-likelihood methods to allow for unknown "nonlinear" 
parameters, i.e., parameters not in the linear predictor. Sections 4.2 and 4.3 review these 
methods of quasi-likelihood estimation and hypothesis testing for quasi-likelihood 
analyses. Section 4.4 develops the use of quasi-likelihood methods for application to data 
from colony formation assays. Section 4.5 develops tests of hypotheses relevant to the 
7 1  
colony formation assay. Section 4.6 presents real data examples of the procedures 
developed in the previous sections. 
4 . 2  Quasi-likelihood Methodology 
4 .2 . 1  Quasi-likelihood with a Common Overdispersion Parameter 
Suppose that the n observations y; (i= I ,  . . .  , n) are independent with E(y;)=�; and 
Var(Y)=4>V;(�), where 4> maybe unknown and Vn is a known function depending only 
on �; Ci= l ,  . . .  , n). It is assumed that the parameters of interest, a. (a= l ,  .. , p), relate the 
dependence of �; on a set of covariates x. (i= I ,  . . .  , n). The quasi-likelihood function 
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Q;(;; o ¢; Y;) is a function of I; and is defined by the system of partia! differential equations 
This implies that the contribution of the ith observation to the quasi-likelihood function is 
given by: 
(): . ) - J
�' Y; - q Q; .,A,y; Y. ¢V(q)dq . 
Wedderburn ( 1974) showed that the quasi-likelihood has many properties in common with 
a log-likelihood function, namely, 
( I )  E(OQ;(;A;Y;)) = 0 a;; 
(2) ,j CJQ;(;A;y;) J = 0 
�l aB. 
(3) var(OQ;(;A;Y;)) = _1_ a;; ¢v,(;;} 
I dQ(�i' ¢;Y) JQi(�i '¢;Y) 
¢V;(�i ) aBa aBb 
where i= l ,  . . . , n, a=l ,  . . .  , p, and b=l ,  . . .  ,po McCullagh and Neider ( 1989) gave 
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examples of quasi-likelihoods for a number of common variance functions. Many, but not 
all, of the quasi-likelihoods correspond to log-likelihoods for known distributions. This 
fact is not surprising since the first-order asymptotic theory connected with likelihoods is 
founded on properties ( I  )-(5). 
Since the y; are independent by assumption, the quasi-likelihood for the entire 
sample is given by 
Q(!;,¢;y) = tQi(�i ' ¢;Y)' 
;=1  
where y is an n-vector of observations, I; is an n-vector of expectations of y, <I> is the 
overdispersion parameter, and Qi (  �i ,41; Yi )  is the contribution of the ith observation to the 
quasi-likelihood. The quasi-likelihood estimating equations for the p-vector e are obtained 
by differentiating the quasi-likelihood function, Qi (�i '¢;Y. ) ,  with respect to e and may be 
written in the form u(e) = 0, where 
u(e) = A'V(I;r' (y - 1;) 
41 
(4.2. 1 . 1  ) 
is called the quasi-score function, and the components of the n x p matrix A are a�i , i= 1 ,  aB • 
. . .  , n, a=l ,  . . .  , p. By the assumption of independence, V(I;) is a n x n diagonal matrix 
with elements V, (�, ), . . .  , V"(�"). The p x p covariance matrix of u(9) ,which is the 
negative expected value of du(9) , is � 
For quasi-likelihood functions, this matrix plays the same role as Fisher's Information 
matrix for log-likelihood functions. In particular, the p x p variance-covariance matrix of 
9 is given by 
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( 4.2. 1 .2 )  
Typically, an iterative procedure such as iteratively reweighted least squares is used to find 
parameter estimates, fl, for the p-vector 9 .  The statistical properties of quasi-likelihood 
functions are very similar to those of log-likelihoods except that the nuisance parameter $ is 
treated separately from the p-vector of parameters 9 and is not estimated using iteratively 
reweighted least squares. For the estimation of $, Qi(�i'¢;Yi) does not behave like a log-
likelihood. By this, we are unable to find its estimator by taking the derivative of 
Qi(�i '¢;Yi) with respect to $, setting it equal to zero, and solving. Here, the estimate of $ 
is a moment estimator based on the residuals, namely 
• 1 n (Yi -�i )' X2 ¢ =-L-'- = -' n - P i.1 v.( �i) n - P 
( 4 .2 . 1 .3 )  
where X2 i s  the generalized Pearson statistic (Wedderburn, 1 974). Provided fourth 
moments of y exist and are finite, Liang and Zeger ( 1986) showed that ¢ is a consistent 
estimate of �. Under the following limiting conditions given by Liang and Zeger ( 1986): 
( I ) the first two derivatives of u(9) with respect to 9 are continuous at each point 
of an open subset. 
(2) the n x n matrix .!. A'V(!;t A converges to a positive definite matrix. n 
(3) the third moments of y are uniformly bounded. and 
(4) given 9. $ is a consistent estimate of �. 
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the solution a of the estimating equations is consistent for 9 and asymptotically normally 
distributed. i .e . •  
, 
n"2 (a- 9)--'4 Np (O.n1:) . (4 .2 . 1 .4) 
and 
, 
n -"2u(9)--'4Np(O.n-'ie) (4.2 . 1 .5) 
where 1: is as given in equation (4.2. 1 .2). and Np refers to the p-variate normal 
distribution. This result was also shown by McCullagh ( 1 983). Condition ( I )  is necessary 
because McCullagh ( 1983) and Liang and Zeger ( 1986) use a multivariate Taylor series 
expansion to prove asymptotic normality and consistency. 
4 .2 .2  Quasi-likelihood Method of Moments 
Section 4.2. 1 deals with the case where the variance functions V;(/;;) (i= I • . . . •  n) 
are known and dependent only on the unknown /;;. Moore ( 1 986) generalized the quasi-
likelihood procedure to allow for models having extraneous variances. He considered data 
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of the form 
(4.2 .2 . 1 )  
where �i is a function of the (p-I )-vector of unknown parameters IJ and a set of covariates 
Xi and P I and P2 are functions of the mean �i and possibly of an observed 111; (i= I . . . . •  n). 
To estimate the unknown parameters. Moore defined the functions 
for j= l  • . . . •  (p- I) . and 
UI/IJ.a) = t Y
i - �i 
Ei 
i=1 PI (�i .mi ) + ap2(�i .mi ) 
U2(IJ.a) = t[ (Yi _ �. )2 ' 1] 
i=1 PI (�i .m. ) + ap2(�i .mi )  
a� where E. = -' . If cr was known. the equations 
I apj 
UI (P.cr) = O. (4 .2 .2 .2)  
where UI=(Ul l • . . . •  UI(p.I »)' would be the quasi-likelihood equations given in equation 
(4.2. 1 . 1 )  with $= I .  Since cr would 'usually be unknown. Moore defined an additional 
second moment equation 
u2 (p.a) = o . (4 .2 .2 .3)  
The equations U I and U2 are defined so that they have expectation 0 when defined at the 
true value 9 =  (lJ.a) . Thus. the quasi-likelihood method of moments estimatod) = (p.a) 
is the simultaneous solution of the p equations (4.2.2.2) and (4.2.2.3). Moore stated that 
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more accurate estimates might be obtained for small n by replacing U2 in equation (4.2.2.3) 
with 
since its expected value will be closer to 0 when evaluated at p .  
Moore also discussed the asymptotic properties of the quasi-likelihood method of 
moment estimates. He found that these estimates were consistent. He showed that 
I 
n2"(e- 9)�Np(O, '1') , (4.2.2.4 ) 
and 
I 
n-2"U(9)�Np(O,J) (4 .2 .2 .5)  
where 'I' = K-'J(rf K = .!.. J dU(9) ), J = .!..cov(U(9)), and K and J are positive n Lol d9 n 
definite matrices. He also showed that the asymptotic covariance of the regression 
parameters was unaffected by estimation of the variance parameter, cr. 
4.2 .3  Extended Quasi-likelihood Methods 
Section 4.2. 1 deals with the case where the variance functions V;(�) (i= I ,  . . .  , n) 
are known and dependent only on the unknown �;. Thus, formal comparisons of different 
variance functions and different dispersion parameters cannot be made using these 
methods. Neider and Pregibon ( 1987) proposed the use of the extended quasi-likelihood 
which allows for such comparisons and for the inclusion of unknown terms in the variance 
function. The function Q+, the extended quasi-likelihood for a single-observation y; with 
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mean I;i and variance <I> Vi(I;,), is defined as 
(4.2.3 . 1 )  
where Qi(�i ,G,¢;y; )  is the quasi-likelihood for the i'h observation (i= I ,  . . .  , n), V,O is a 
function of I; and possibly an unknown vector of parameters G, and Vi(y,) is the variance 
function evaluated at Yi. Here, l;i is assumed to be a function of the (p-1 )-vector of 
unknown parameters IJ and a set of covariates Xi. As with ordinary quasi-likelihood, <I> is 
implicitly assumed to be functionally independent of I; so that the dependence of the 
variance of Yi on the mean is contained fully in the variance function Vi(I;). Assuming that 
the Yi are independent, the extended quasi-likelihood for the entire sample is 
Q+(�G,¢;y) = tQ+(�i ,G,¢;yJ (4.2.3.2) 
i=1 
To avoid problems with Q or Q+ becoming infinite at y=O, V(y) must be restricted to be 
strictly greater than zero. For discrete distributions, V(y) may be adjusted by the use of a 
modified form of the Stirling approximation (NeIder and Pregibon, 1987). Table 4. 1 gives 
the modified variance functions for several discrete distributions. The modified variance 
functions, V(y; E), will replace V(y) in equation (4.2.3 . 1 ), where E is small. NeIder and 
Pregibon ( 1 987) set E= i-. This change will not affect estimates of IJ or <1>, but will allow 
Q+ to be defined for all samples and will be important if VO contains unknown parameters 
(NeIder and Pregibon, 1987). Note that Q+, like Q, does not presuppose a ful l  
distributional assumption but only the form of the first two moments. 
The extended quasi-likelihood estimates, 9, are the values that maximize the 
extended quasi-likelihood. These estimates may be found by solving the system of 
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equations obtained by setting the first partial derivatives of Q+ with respect to 0 = (Ii, G, I/J) 
equal to zero, i.e., 
11{t(O;Y) 1 = 0 o (a= l ,  . . . , p) . aB. 9=0 
Using this procedure, we see that the estimate of q, is found by equating � to the mean 
deviance, i.e., 
(4.2 .3 .3 )  
where D(';i ,a;Yi) = -2 f"Y
i - qdq is the deviance. However, estimation of the other 
y; V,(q) 
parameters of 0 may require the use of an iterative procedure. Such a procedure is outlined 
below 
(2) Holding G constant, maximize Q+ with respect to Ii using the Neider Mead simplex 
algorithm, 
(3) Holding Ii constant at the estimates calculated in (2), maximize Q+ with respect to G 
using the Neider Mead simplex algorithm, 
(4) Find an updated estimate of q, using the moment equation given in equation (4.2.3.3), 
(5) Repeat steps (2) through (4) until convergence. 
Davidian and Carroll ( 1988) showed that the extended quasi-likelihood estimator of 
Ii, � , was asymptotically equivalent to the generalized least squares estimator for Ii. 
However, they found that in general the estimates of any variance parameters, G, were 
inconsistent and biased. They showed that this inconsistency and bias may not be of 
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concern for some cases such as the exponential family. In fact, they found cases for which 
the extended quasi-likelihood estimates were similar to the pseudo-likelihood estimates 
proposed by Carroll and Ruppert ( 1982). Clark and Perry ( 1989) investigated the small 
sample properties of the extended quasi-likelihood estimation of the negative binomial 
parameter, (J (see sections 3.4 and 3.6 for a discussion of the negative binomial 
distribution). They found that the extended quasi-likelihood estimator performed 
.. . . .  reasonably well except when the mean is small and the sample size does not exceed 20" 
(Clark and Perry, 1989). Kim et al. ( 1 992) and Kim ( 1 994) conducted simulation studies 
to ascertain the performance of extended quasi-likelihood estimation in overdispersed 
models. These authors evaluated the performance of extended quasi-likelihood estimation 
for gamma-Poisson and beta-binomial mixture models. They found the extended quasi-
likelihood estimate of the mean to be unbiased, but the extended quasi-likelihood estimate 
of the overdispersion parameter was biased (Kim et al., 1 992 and Kim, 1994). 
McCullagh and Neider ( 1989) showed that if V;(/;) was a � function of �; and 
<p was sufficiently small to justify the approximation 
where D(�; ;y, ) = -2 r' y, - qdq is the deviance, then the derivatives Y; V;(q) 
and 
A'V(�r' (y - �) 
¢ 
�(9) = (1(t (�¢;y) = t _� + D(�,/,) 
a¢ ;=1 2¢ 2¢ 
(4.2.3 .4) 
(4 .2 .3 .5) 
(4.2.3 .6) 
8 1  
have mean zero and approximate Fisher information matrix [A'V(!;f'A 
. I 1. = -
tP 0 ,:] (4.2 .3 .7) 
where A is a n x (p- I ) matrix with components ;�: ' i= l ,  . . . , n, a= l ,  . . .  , (p- I )  and V(!;) 
is a n x n diagonal matrix with elements V,(!;,), . . .  , V,(!;,). Consequently, Q+has the 
properties of a quasi-likelihood with respect to both mean and dispersion parameters for 
this special case. 
Table 4.1 
Modified Variance Functions for Some Discrete Distributions 
Distribution V (y ) V(y; E) 
Poisson y Y+E 
Binomial yen - y) (Y + E)(n - Y + E) 
n (n + E) 
Negative Binomial cry(y+cr·') (cry + 1)2 (y + E)O + crE) 
(cry + I + CTE) 
4 . 3  Hypothesis Testing 
After estimates are found, it is often of interest to test hypotheses associated with 
9. In the quasi-likelihood framework, the type of test used depends on the hypothesis of 
interest, as well as the estimation procedure used. For this reason, we will discuss 
hypothesis testing for each method separately. 
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4.3 . 1 Quasi-likelihood 
In certain applications, it is frequently the case that we need to consider null 
hypotheses that involve subsets 61 c 6, where 9 is the parameter space of 6 and the 
dimension of 91 is r, r :0; p. Thus, we will consider the following partition of the parameter 
space, 
(4.3. 1 . 1 )  
where the 61 is a r-vector, 62 is a (p-r)-vector. Now, let the null hypothesis of interest be 
Ho : 61 = 6�, so that we are placing restrictions on the r parameters in 61 , Let 0 =  (6�, O2 ) 
be the p-vector of the quasi-likelihood estimates evaluated under the null hypothesis, 
wherea2 is the quasi-likelihood estimate of 62 given the null hypothesis is true, i.e., given 
61 = 6� . To test the null hypothesis, Ho: 61 = 6� , it is convenient to use the quasi-
likelihood ratio statistic. Denote by Q(�¢;y) and Q(�,¢;y) the respective maximum 
values of the quasi-likelihood under HI and Ho· Then under 14, McCullagh ( 1 983) showed 
the quasi-likelihood ratio statistic to be 
(4.3 . 1 .2) 
Score tests based on uta) = u(6)l e=e can be constructed using the result given in 
equation (4.2. 1 .4). Partitioning the information matrix to correspond to the partition of 6 
given in equation (4.3 . 1 . 1 ), we see that 
, 
where il l is a r x r matrix, i22 is a positive definite (p-r) x (p-r) matrix, and iI2= i21 is a r x 
(p-r) matrix. Breslow ( 1 984) showed that under the null hypothesis 14: 61 = 6� , the 
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quasi-score statistic is 
, 
QR=u(91 ) ;,�12U(91 ) - X; , (4. 3 . 1 . 3 )  
A quasi-Wald test can be created using the results given in equation (4.2. 1 .3). To 
test the null hypothesis, He: 91 = 9� , or equivalently tests of the form He: C9 = a, the 
quasi-Wald test statistic is given by 
(4.3 . 1 .4) 
where C is the r x p full rank contrast matrix, e is the vector of maximum quasi-likelihood 
estimates, and 1: = I1.=9 ' The proof of this result is presented in Appendix B. 
4 .3 .2  Quasi-likelihood Method of Moments 
Inference for the quasi-likelihood method of moments estimators is similar to that of 
the quasi-likelihood estimates discussed in the previous section. Thus, we need to consider 
null hypotheses that involve subsets 81 c 8, where 8 is the parameter space of 9 and 
the dimension of 81 is r, r :S; p. Here, 9 consists of the p- l regression parameters as well 
as the variance parameter cr. We will consider the partition of the parameter space as given 
in equation (4.3. 1 . 1 ). Now, let the null hypothesis of interest be, say, Ho : 91 = 9�, so that 
we are placing restrictions on the r parameters in 91 , Let 9 = (9� , 92 ) be the p-vector of the 
quasi-likelihood method of moments estimates evaluated under the null hypothesis, 
where 92 is the quasi-likelihood method of moments estimate of 92 given the null 
hypothesis is true, i.e., given 91 = 9� . Score tests based on U(9) = U(9)1.=e can be 
constructed using the result given in equation (4.2.2.5). Partitioning the matrix J to 
correspond to the partition of 0 given in equation (4.3. 1 . 1 ) , we see that 
, 
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where JI I is a r x r matrix, J 22 is a positive definite (p-r) x (p-r) matrix, and J 12= J21 is a 
r x (p-r) matrix. Under the null hypothesis �: 01 = O� , the quasi-score statistic is 
, 
QMMR=n-IU(OI ) J�11 2U(OI ) - X; , (4.3.2. 1 )  
A quasi-Wald test can be created using the results given in equation (4.2.2.4). To 
test the null hypothesis, Ho: 01 = O� , or equivalently tests of the form �: CO = I), the 
quasi-Wald test statistic is given by 
QMM W= n(c9 - I) '  (CTC ) -I (CO - I) - X; , (4 .3 .2 .2) 
where C is the r x p full rank contrast matrix, 0 is the vector of quasi-likelihood method of 
moments estimates, and T = '1'19:9, 
4 .3 .3  Extended Quasi-likelihood 
Inference based on extended quasi-likelihood estimators depends on the absence or 
presence of variance parameters. When unknown parameters are not present in the 
variance function, i.e., when Vi(�i) is a .knQym  function of /;" inference is similar to that of 
the quasi-likelihood estimates discussed in section 4.3. 1 .  However, when unknown 
parameters are introduced in the variance function, inference is not as clear. Thus, we will 
consider these two cases separately. 
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As stated previously, when V;(�;l is a known function of 1;; inference is similar to 
that developed in sections 4.3. 1 and 4.3.2. Thus, we need to consider null hypotheses that 
involve subsets 9, c 9, where 9 is the parameter space of 9 and the dimension of 9, is 
r, r :5  p. Here, 9 consists of the p- I regression parameters as well as the overdispersion 
parameter $. We will consider the partition of the parameter space as given in equation 
(4.3 . 1 . 1 ) .  Now, let the null hypothesis of interest be, say, Ho : 9, = 9�, so that we are 
placing restrictions on the r parameters in 9, . Let 6 = (9�, 62 ) be the p-vector of the 
extended quasi-likelihood estimates evaluated under the null hypothesis, where 62 is the 
extended quasi-likelihood estimate of 92 given the null hypothesis is true, i.e., given 
9, = 9� . To test the null hypothesis, Ho: 9, = 9� , it is convenient to use the extended 
quasi-likelihood ratio statistic. Denote by Q+(�$;y) and Q+(tiii;y) the respective 
maximum values of the extended quasi-likelihood under H, and Ho. Then under Ho and the 
assumption given in equation (4.2.3.4), McCullagh and Neider ( 1 989) showed that the 
extended quasi-likelihood ratio statistic is 
(4.3 . 3 . 1 )  
Score tests can be constructed using the scores given in equations (4.2.3.5) and 
(4.2.3.6) and the result given in equation (4.2.3.7). Partitioning the information matrix to 
correspond to the partition of 9 given in equation (4.3. 1 . 1 ), we see that 
where il l  is a r x r matrix, i 22 is a positive definite (p-r) x (p-r) matrix, and i '2= i2, is a 
r x (p-r) matrix. Under the null hypothesis Ho: 9, = 9� and the assumption given in 
equation (4.2.3.4), the extended quasi-score statistic is 
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, 
EQR=u(S, ) i�,1 2U(S, ) - X; ,  (4 .3 .3 .2) 
where u(.)=(u,(.), u2(.» and i�,'.2 = il l  - i'2i;�i2' is evaluated at 9 = S. 
A quasi-Wald test can be created using the result given in equation (4.2.3.7). To 
test the null hypothesis, Ho: 9, = 9� , or equivalently tests of the form Ho: C9 = �, the 
quasi-Wald test statistic is given by 
(4.3 .3 .3 )  
where C i s  the r x p full rank contrast matrix, 9 i s  the vector of maximum quasi-likelihood 
When there are unknown parameters in the variance function, Davidian and Carroll 
( 1 988) showed that tests based on extended quasi-likelihood estimates may be biased. 
While it is true that the asymptotic properties of the extended-quasi-likelihood estimates of 
the variance parameters are not optimal, it is of interest to see how these estimates influence 
tests of the regression (mean) parameters. Williams ( 1 99 1 )  conducted a simulation study to 
assess the reliability of tests of hypOtheses when overdispersed logistic linear models were 
fitted by extended quasi-likelihood. For his simulation studies, Williams considered data 
having the form of that given in equation (4.2.2.2). He compared the extended quasi­
likelihood ratio (EQLR) statistic for several hypotheses to the corresponding chi -square 
critical value. He found that the EQLR test seemed to be related to the behavior of the 
extended quasi-likelihood estimate of the overdispersion parameter. When the 
overdispersion parameter was "seriously" underestimated, the test became too liberal. 
When the overdispersion parameter was "seriously" overestimated, the EQLR test became 
"seriously" conservative. Williams did not consider the distribution of the extended quasi­
likelihood estimates. For this reason, a simulation study was conducted to assess the 
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accuracy, precision, and normality of the extended quasi-likelihood estimates. The results 
of this study are summarized in Appendix e. 
4 . 4  Application to the Analysis of the Colony Formation Assay 
Recall that the Wilson data given in Table 1 . 1  was collected to investigate the effect 
of heat on cells. To this end, cells are placed in flasks, and the flasks were assigned to 
varying times at 44°e. After heating, the flasks were examined and the number of colonies 
formed was recorded. Since the number of cells originally placed in each flask was 
unknown to the investigator, it was reasonable to assume some amount of overdispersion 
might be present in the data. Hence, any analysis should attempt to account for this 
overdispersion in order to avoid inflating the type I error rate (Kupper et ai., 1 986). 
Section 1 . 1  contains more details on colony formation assays. 
For the experimental situation of interest, let y;jk represent the number of colonies 
formed in the kth plate within the jth treatment group of the i'h dilution, where i=O, . . .  , d, 
j= 1 ,  ... , t;, and k= l ,  ... , nw Let nij denote the number of plates within the jth treatment 
group of the ith dilution, and let t; represent the number of treatment groups in the ith 
dilution. As discussed in Chapter 3, we are interested in fitting models which have the 
form 
(4.4. 1 )  
and 
( 4.4.2) 
where g is a smooth, monotone function, X;j is the (p-d-2)-vector of covariates associated 
, 
with the ijkth observation, and e = [vo . . .  Vd (J /31 . . .  /3, ]  is the p-vector of 
unknown parameters. Note that if CJ=O the form of the variance is that of a Poisson random 
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variable. Also, if cr> I the fonn of the variance corresponds to that of an negative binomial 
random variable. 
Since the variance specified in equation (4.4.2) is an unknown function of the 1;jk 
use of either the quasi-likelihood method of moments procedure or extended quasi­
likelihood methods is appropriate to estimate the unknown parameters. Since the 
asymptotic properties of the quasi-likelihood method of moments estimates are well 
established, we will use this procedure to estimate the unknown parameters (Moore, 1986). 
For the situation described in equations (4.4. 1 )  and (4.4.2), we want to find estimates that 
satisfy the following equations 
(4.4.3) 
for j= l ,  . . .  , (p- I ) ,  and 
(4.4.4) 
where E; = d�i . Since these equations will not always have a closed fonn solution, an 
d[3j . 
iterative procedure may be required to estimate the unknown parameters. Moore ( 1 986) 
suggested that the expected derivative matrix K of equation (4.2.2.4) may be used in an 
iterative procedure to find the simultaneous solution to equations (4.4.3) and (4.4.4). 
Following this suggestion, we propose a modified Newton-Raphson procedure. This 
procedure will be similar to the procedure described in Appendix A, but the matrices s. 
and Ie will be replaced by u(a) and K, respectively. 
4 . 5  Hypothesis Testing for the Colony Formation Assay Problem 
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Using the parameterization developed in section 4.4, it is possible to test whether or 
not the desired dilution factor was achieved. Assuming that there is no dilution by 
treatment interaction, this test is equivalent to testing whether the i"' dilution (i=O, . . .  ,d) is 
the desired multiple of the 0"' dilution, i.e., 
IVI : V�VO ) v2 - v2Vo Ho : : Vd = v�vo 
vs. HI: an inequality. 
For instance, suppose that the experimenter believed he p'repared a series of 10 fold 
dilutions. The hypothesis of interest would then be 
vs. HI : an inequality. 
(4.5 . 1 ) 
Hypotheses of this kind may be tested using the statistics discussed in section 4.3.2. Let e 
denote the p x 1 vector of quasi-likelihood method of moment estimates for 9 in the 
unrestricted model specified in the alternative hypothesis, HI' Let 9 = (9�, 92 ) denote the 
quasi-likelihood method of moments estimates for the restricted model under the 
, 
assumption that Ho is true, where 9� = [v�vo v�vo . . .  V�Vo 1 and 92 is the P2 vector of 
quasi-likelihood method of moments estimates of 92 , The quasi-score statistic is given by 
, 
n-IU(91 ) J�11 2U(91 ) ' 
where J;II.2 = JI l - JI2J;-�J21 is evaluated at 0 = ti. Since the quasi-score statistic has an 
asymptotic X� distribution, a large value of this statistic leads to the rejection of the null 
hypothesis. 
The null hypothesis given in equation (4.5 . 1 )  can be written in the form 
Ho : CO = �, where C is a d x p full rank contrast matrix, 0 is the p x I vector of 
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parameters, and � is an d x I vector of constants. For the null hypothesis of interest, we 
o 
: 
. . .  
n �d 
� = [0 0 . . .  0 0 . . . 0] . The quasi-Wald statistic, 
is asymptotically distributed as X� . Thus, large values of this statistic lead to the rejection 
of the null hypothesis. 
Alternatively, the dilution effect, 1:'+1 > can be considered as the ratio of the of V'+I to 
v, (i=O, . . . , d). Thus, the delta method can be used to construct a test of the null 
hypothesis 
vs. HI : an inequality. 
This method makes use the asymptotic distribution of the quasi-likelihood method of 
moments estimates, i.e., --In(e- O)�Np(O, '1') , and the relatio�ship 1'i+1 = � to Vi 
9 1  
yield the asymptotic distribution of the ti+, .  Using the delta method, we find that 
, 
.In(1:- t)�NAO,G''I'G) where t = [1", . . .  1"d l and G' is the d x p  matrix with (a, 
(fr b) entry _. (a= l ,  . . .  , d and b= l ,  . . .  , pl. Thus, the delta method test statistic used to test 
aeb 
for a particular dilution effect is given by 
Using properties of quadratic forms, we see that B is asymptotically distributed as X� . 
Thus, large values of B lead to the rejection of the null hypothesis. 
The tests of a particular dilution effect may also be constructed when using quasi-
likelihood or extended quasi-likelihood estimates. When using these methods, care should 
be taken to use the appropriate form of the test statistic. For quasi-likelihood estimates, the 
matrices "'and J".2 should be replaced with t and � L2 ' respectively. Similarly, the 
matrices "'and J".2 should be replaced with i;;' and i".2 when using extended quasi-
likelihood methods. 
4 . 6  Examples 
4 .6 . 1 The Negative Binomial Approach 
In section 3.4. 1 ,  we discussed the negative binomial approach, and we developed 
the extension for several dilutions in section 3.4.3. Recall that we assumed 
c d 
E(Yij' I ti) = exp(!3o + L,!3wxijw + L, r,h, )  
w=1 z:=l 
c d 
= tiexP(L,!3wxiiw + L, r,h, )  = tiT/ii '  
w=1 z:::r ) 
and 
where 
c d 
Var(Yij' I tl) = tlexp(I,{3wX;jW + r r,h, )  = tlT);j ' 
w=! z=1 
£(tl) = v ,  
Var(tl) = av' 
{ I, if the observation is from dilution z 
h
, 
= 
0 . for Z= 1 ,  2. , otherwIse 
Using these assumptions and letting v; = vexp(t. r,h,) . we find that 
and 
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(4.6. 1 . 1 )  
( 4 .6. 1 .2) 
Note that this mean and variance are of the form given in equations (4.4. 1 )  and (4.4.2). 
Thus, quasi-likelihood method of moments procedure discussed in section 4.4 may be used 
to estimate the unknown parameters. 
4 .6 .2 Example Using the Negative Binomial Approach 
Consider the analysis of the Wilson data described in Chapter I .  In section 3.4.5, 
we fit a model which includes treatment, dilution, and dilution by treatment interaction 
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tenns. This model is given by: 
(4.6.2. 1 )  
where X;jl is the number of minutes at 44°C for the j'" treatment group in the i'" dilution 
and 
{ I , if the observation is from dilution z 
h, = for z= I ,  2. 
0, otherwise 
The parameterization in equation (4.6.2. 1 )  is more flexible than the one given in equation 
(4.6. 1 . 1 ) because it allows for the slope to change for each dilution whereas the model in 
equation (4.6. 1 . 1 )  assumes that the slope of the curve is the same for each dilution. 
Quasi-likelihood method of moments estimates were found using the iterative 
procedure described in section 4.4. These estimates are given in Table 4.2 and a plot of the 
observed and predicted values is presented in Figure 4. 1 .  
Table 4.2 
Wilson's V79-44°C Data: 
Quasi-likelihood Method of Moments Estimates for the Negative Binomial Approach 
Parameter Estimate Approximate Standard Error 
v 1 1 7.9548 8.67 1 2  
Y ,  5.2567 0.4599 
Y2 8.0 1 98 0.5535 
�, -0.0553 0.005 1 
A" -0. 1 330 0.0 1 64 
1.. ' 2  -0. 1 39 1  0.0 148 
(J 0.0 199 0.0049 
4 5 0  
4 0 0  
3 5 0 
.., 3 0 0  E 
0 
2 5 0 
'" 
., 
2 0 0 
0 1 5 0 '-> 
1 0 0 
+ 
5 0  
0 
0 5 1 0  1 5  
+ D'h Dilution 
X 
20 2 5  30 
Minutes at 44°C 
. 1 S1 Dilution 
0 
3 5  4 0  4 5  
a 2nd Di lution 
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5 0  
Figure 4.1 :  Wilson's V79-44°C Data: Observed and Predicted Values for the Negative 
Binomial Approach Using Quasi-likelihood Method of Moments Estimation 
The parameterization given in equation (4.6.2. 1 )  allows for testing the assumption of a 
constant slope for each dilution, i.e., Ho: A, ,=A'2=O' To test this assumption, a reduced 
model was fit to these data. This model included all of the terms included in equation 
(4.6.2. 1 )  except for the two interaction terms. The parameter estimates associated with this 
reduced model are presented in Table 4.3, and a plot of the observed and predicted values 
is given in Figure 4.2. Examination of Figure 4.2 showed that the constant slope 
95 
assumption may not be valid for these data. This hypothesis was tested using the statistics 
discussed in section 4.3.2. The score vector associated with the null hypothesis was 
(_ ) [-89.8835] 
U 9, = . However. the estimate of the matrix J was found to be non-positive 
-97.8953 
definite. Thus. it was decided to smooth the estimate of J in order to get a revised estimate 
which was positive definite. Smoothing the estimated matrix j consists of ( I )  finding the 
spectral decomposition of J. say j = POP'; (2) replacing the negative eigenvalues along 
the diagonal of 0 with small positive numbers. such as 10.8• and denoting the revised 
diagonal matrix as 0'; and (3) calculating the smoothed estimate as j' = PO'P' . For these 
( , )_' [67738.245 5 1 899.336] . 
data. J 1 1  2 = • thereby making the quasi-score statistic . 5 1 899.336 39763.965 
QMMR=7.37 X 1 08. The null hypothesis also can be written in the form Ho: C9 = Ii. where 
v 1 17.9548 
y, 5.2567 
C = [� 
Y2 8.0198 
• and /) = [�l Here. the quasi-0 0 0 0 0] 9 - /3, -0.0553 0 0 0 0 O ·  
A.,  -0. 1 330 
A.2 -0. 1 390 
(j 0.0 198 
Wald statistic was found to be QMMW=138.9967. These test statistics. along with their 
associated p-values are given in Table 4.4. 
"'" 
.., 
E 
0 
L..o.. 
en 
4) 
c 
0 
0 
u 
Table 4.3 
Wilson's V79-44°C Data: 
Reduced Model Parameter Estimates Using the Negative Binomial Approach 
Parameter Estimate Approximate Standard Error 
450 
400 
3 5 0  
3 0 0  
2 5 0  
2 0 0  
1 5 0 
1 0 0  
5 0  
0 
v 
Yl 
y, 
�l 
cr 
1 67.8869 
1 .8208 
3.2868 
-0.0823 
0. 1 544 
+ 
27.567 1 
0.2509 
0.3290 
0.0 100 
0.0284 
o 
o 
o 
o 5 1 0  1 5  20 2 5  30 3 5  40 45 5 0  
M inutes a t  44°C 
+ oth Dilution . 1  st Di lution a 2nd Di lution 
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Figure 4.2: Wilson's V79-44°C Data: Observed and Predicted Values for the Reduced 
Model Using the Negative Binomial Approach 
Table 4.4 
Wilson's V79-44°C Data: 
Quasi-likelihood Tests of flo: A1 1=AI2=0 Using the Negative Binomial Approach 
Test Statistic 
Quasi-Score Test" 7.37x I0' 
Quasi-Wald Test 1 38 .9967 
Degrees of Freedom 
2 
2 
"smoothed estimate of J used 
P-value 
<0.000 1 
<0.000 1 
By examining Table 4.4, we can conclude that the constant slope assumption is not valid 
for these data. Thus, the model given in equation (4.6.2: 1 )  appears to give a reasonable 
approximation of the relationship of dilution and treatment to the number of colonies 
counted. This model also shows that the effect of dilution changes as a function of time. 
Recall that Table l . l  showed that the investigator tried for a series of IO-fold dilutions. 
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Because of the statistical significance of the interaction terms, we are unable to use the test 
for dilution effect described in section 4.5. However, examination of Table l . l  reveals that 
there is an overlap of the data at times 25 and 35. Because of these overlaps, it is 
reasonable to test for the effect of the I" dilution at time 25 and for the effect of the 2nd 
dilution at time 35. We can define the dilution effect at these points as: 
';(. '1) = �{i:I )X ( . 0 I 2) • _ 1= , , 
1+ eix 
(4.6 .2 .2) 
where �" is !;;jk evaluated at XUI=X and the quasi-likelihood method of moment estimates of 
the unknown parameters. Using the model given in equation (4.6.2. 1 ), we find that 
vexp(fi,x + y, + ,i" x) 
f:X) = " 
vexp(f3,x) 
and 
Using the parameter estimates given in Table 4.2, we find that estimated effect of the 1 "  
dilution at 25  is 
i�2.1) = exp(5.2567 - 0. 1 330(25)) = 6.901 2  
and the estimated effect of the 2nd dilution at time 35  is 
ii") = exp«(8.0 198 - 5.2567) + (-{). 1 390 + 0. 1 330)35) = 12 .8467. 
To test the null hypothesis 
vs HI: an inequality, 
we can use the delta method to construct a test similar to that given in section 4.5. Since 
i�25) and ii") are functions of the maximum likelihood estimates, we find that 
, 
...fIi(:rX) - 't(X» )�N2 (O,G''I'G) where 't(x) = [ .. �2.1) .. i35l] and G' is the 2 x 6 matrix 
a..(X) 
with (a, b) entry -a ·  (a= l ,  2 and b= I ,  . . .  , 6). Thus, the delta method statistic used to 
(Jb 
98 
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test for a dilution effect of 10 at specified values of x is given by 
, 
B(x) = n(:r(X) - 1:(X») (G''I'Gr' (:r(X) _ 1:(X») . (4.6 .2.3) 
Since it is a function of normally distributed random variables, Ifx) will follow a xi 
distribution. Thus, values of Ifx) which are greater than Xi,a indicate that the null 
hypothesis can be rejected. Here, Ifx)= 17 . 1 799 (p<O.OOO I )  indicating that at least one of 
the dilution effects, i:25) and i�35) , is significantly different from the assumed value of 1 0. 
To determine the location of the inequality, two univariate tests can be constructed 
using equation (4.6.2.3). For the univariate tests, values of Ifx) greater than X�a' indicate 
that the null hypothesis can be rejected, where a: is an adjusted significance level. The 
significance level should be adjusted to control for any inflation that may occur due to 
multiple testing. Since we are interested in constructing two univariate tests, u' will be 
taken to be 0.05/2=(1.O25 according to a Bonferroni correction so that the overall 
significance level is a,..-Q.05. Due to the conservative nature of the Bonferroni correction, 
other methods may prove useful in cases for which d>2 (see Hochberg, 1988). 
To test for the effect of the first dilution at 25 minutes at 44 °e, the statistic If25) 
was found to be 1 3.0235 (p=0.OOO3). Since the p-value for this test was less than 
u'=0.025, we concluded that i:25I=6.901 2  was significantly different from the assumed 
value of 1 0. To test for the effect of the second dilution at 35 minutes at 44°e, the statistic 
If35) was found to be 2.5330 (p=0. 1 1 1 5) . Since the p-value for this test was greater than 
u'=0.025, we concluded that i�35)= 12.8467 was not significantly different from the 
assumed value of 10. 
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4.6 .3 Extension to Finney's Approach 
In Section 3.5.2, we developed the extension of Finney's approach for dilutions. 
Recall that we assumed 
and 
E(Yij' I mij, ) = m'j,Pij 
Var(Yij, I m'j' )  = mij,pij ( 1 - Pij ) 
Var(mij' ) = v, 
where O<Pij< 1 .  Using these assumptions, we find that 
and 
E(Y,j, )  = E(E(Y'j' I mij, )) = E(mij,p,j )  = viP'j = �'j' 
Var(Y,j, ) = E(Var(Yij, I mij, )) + Var(E(Y,j, I mij, )) 
= E(mij,pAI - Pij)) + Var(m.j,pij ) 
== viPij ( I - P,j) + ViP,; = viP'j = �ij" 
(4.6.3 .  I ) 
(4.6 .3 .2) 
Note that these forms of the mean and variance are of the form given in equations (4.4. I ) 
and (4.4.2) where cr=O in the latter. Thus, either quasi-likelihood or extended quasi­
likelihood methods are appropriate to estimate the unknown parameters. 
4 .6 .4 Example of the Extension to Finney's Approach 
To analyze the Wilson data described in Chapter I ,  we will consider a model which 
includes treatment, dilution, and dilution by treatment interaction terms. The inclusion of 
the interaction terms allows for the slope of the curve to change for each dilution. One such 
10 1  
model i s  given by 
(4.6.4. 1 )  
where Xijl is the number of minutes at 44°e for the jili treatment group in the iili dilution 
and 
{ I, if the observation is from dilution z 
h, = for z= l ,  2. 
0, otherwise 
Also, we will use the over dispersed form of the variance so that 
(4.6.4.2) 
Since this form of the variance does not contain parameters other than those in �ijk' it would 
be appropriate to use quasi-likelihood methods. However, if it is of interest to make 
inference on 41, extended quasi-likelihood methods should be used. For completeness, 
both methods will be demonstrated. The contribution of the ijkili observation to the quasi­
likelihood is given by 
(4.6.4 .3 )  
Quasi-likelihood estimates were found by maximizing the quasi-likelihood given in 
equation (4.6.4.3) using the Neider-Mead simplex algorithm and the moment equation for 
$ given in equation (4.2.2.3). These estimates and their associated approximate standard 
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errors are given in Table 4.5. A plot of the observed and predicted values is given in 
Figure 4.3. 
Table 4.5 
Wilson's V79-44°C Data: 
Quasi-likelihood Estimates Using Finney's Approach 
Parameter Estimate Approximate Standard Error 
Vo 231 .4643 14.2922 
v , 1 9546.406 7675.9406 
v2  267894.39 \06553.47 
� ,  -0.0789 0.0062 
Al l -0. \04 1  0.0 1 56 
A' 2 -0. \079 0.0 1 23 
� 2.2987 
4 5 0  
4 0 0  
3 5 0 
-0 
'" 3 0 0  E 
'" 
2 5 0 
V> 
'" 
2 0 0  
0 
0 1 5 0 0 
1 0 0 
5 0  
0 
0 5 1 0  1 5  
+ O'h D i lution 
x 
2 0  2 5  3 0  
Minutes at 44°C 
. 1 51 Dilution 
0 
3 5  4 0  45 
a 2nd Dilution 
5 0  
Figure 4.3: Wilson's V79-44°C Data: Observed and Predicted Values for Finney's 
Approach Using Quasi-likelihood Estimation 
The parameterization given in equation (4.6.4. 1 )  allows for testing the assumption of a 
1 03 
constant slope for each dilution, i.e., Ho: A., ,=A.'2=O. To test this assumption, a reduced 
model was fit to these data. This model included all of the terms included in equation 
(4.6.4. 1 )  except for the two interaction terms. The parameter estimates associated with this 
reduced model are presented in Table 4.6, and a plot of the observed and predicted values 
is given in Figure 4.3. Examination of Figure 4.3 showed that the constant slope 
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assumption may not be valid for these data. This hypothesis was tested using the statistics 
discussed in section 4.3. 1 .  The value of the quasi-likelihood for the full model was 
Q(�, ¢;y) =- 13 .07224. The value of the quasi-likelihood for the reduced model was 
calculated to be Q(�,¢;Y)=-24.33672, so the QLR=2[- 1 3 .07224+24.336721=22.52896. 
(_ ) [ -75.9097 ] The score vector associated with the null hypothesis was u 91 = . For these - 143 . 1 722 
[0.0009525 0.0002 162] data, 
��12 
= 
0.0002 1 62 0.0006296 ' 
thereby making the quasi-score statistic 
QR=23. 195799. The null hypothesis can also be written in the form Ho: C9 = 0, where 
v 23 1 .4634 
VI 1 9546.406 
C = [� 0 0 0 I 0 0] 9 =  v2 267894.39 , and o = [�l 
0 0 0 0 0 '  /31 -0.0789 
Here, the quasi-
A,I -0. 104 1  
A,2  -0. 1079 
Wald statistic was found to be QW=102.26522. These test statistics, along with their 
associated p-values are given in Table 4.7. 
"'" 
... 
E 
� 
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Table 4.6 
Wilson's V79-44°C Data: 
Reduced Model Quasi-likelihood Estimates Using Finney's Approach 
Parameter Estimate Approximate Standard Error 
450  
400 
3 50 
300 
2 50 
200 
1 50 
1 0 0  
5 0  
0 
vo 284.37 1 8  
v , 3474.8247 
v2 2 1480. 144 
�, -0. 1 1 96 
«P 1 1 . 1 655 
x x x 
33.3906 
1098.6357 
8999.3848 
o 
o 
o 
0.0 1 09 
+ ~ 
� 
o 5 1 0  1 5  20 2 5  30 3 5  40 4 5  50 
Minutes at  44°C 
+ Dt" Dilution . 1 51 Dilution a 2nd Dilution 
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Figure 4.4: Wilson's V79-44°C Data: Observed and Predicted Values for the Reduced 
Model Using Quasi-likelihood Estimation and Finney's Approach 
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Table 4.7 
Wilson's V79-44°C Data: 
Quasi-likelihood Tests of Ho: "1 1="12=0 Using Finney's Approach 
Test Statistic Degrees of Freedom P-value 
Quasi-likelihood 22.52896 2 <0.000 1 
Ratio Statistic 
Quasi-Score Test 23. 195799 2 <0.000 1 
Quasi-Wald Test 102.26522 2 <0.0001 
By examining Table 4.7, we can conclude that the constant slope assumption is not valid 
for these data. Thus, the model given in equation (4.6.4." 1 )  appears to give a reasonable 
approximation of the relationship of dilution and treatment to the number of colonies 
counted. This model also shows that the effect of dilution changes as a function of time. 
Tests for the effect of dilution at a particular time can be constructed as described in section 
4.6.2. To test for the effect of the 1" dilution at time 25 and for the effect of the 20d dilution 
at time 35, we can use equation (4.6.2.2) and the model given in equation (4.6.4. 1 ), we 
find that 
VI 
1 +  exp( -.BIX) 
VI ( 1 + exp( -PIX)) 
and 
1 +  exp( -(fi,x + X" x)) 
v2( 1 +  exp( -(fi,x + X" x))) 
= 
V, ( I + exp(-(fi,x + X,2X))) . 
1 07 
Using the parameter estimates given in Table 4.5, we find that estimated effect of the I" 
dilution at 25 is 
'(25) I 9546.406( I + exp( -( -0.0789(25)))) l' = = 7 0542 , 23 1 .4634( I + exp(-(-O.0789(25) - 0. 104 1(25)))) 
. 
, 
and the estimated effect of the 2"" dilution at time 35 is 
i(3S) _ 267894.39( 1 + exp( -( -0.0789(35) - 0. 104 1(35)))) 2 - 19546.406(I + exp(-(-O.0789(35) - 0. 1 079(35)))) 
To test the null hypothesis 
vs HI: an inequality, 
the delta method statistic is given by 
, 
B(x) = n(i<X) - 't(X» ) (G'U;f' (i<X) _ 't(X») 
12 .0012 . 
(4.6.4.4 ) .  
Here, 8'x)= 1 3.5947 (p=O.OOl l )  indicating that at least one of  the dilution effects, f�25) and 
i?S) , is significantly different from the assumed value of 1 0. 
To detennine the location of the inequality, two univariate tests were constructed 
using equation (4.6.4.4). For the effect of the first dilution at 25 minutes at 44°C, the 
statistic If2S) was found to be 1 1 . 1 323 (p=0.OOO8). Since the p-value for this test was less 
1 08 
than the adjusted significance level ((·=0.025, we concluded that i�2S)=7.0542 was 
significantly different from the assumed value of 10. For the effect of the second dilution 
at 35 minutes at 44°C, the statistic dJS) was found to be 1 .6396 (p=O.2004). Since the p-
value for this test was greater than ((·=0.025, we concluded that ifS)= 1 2.001 2  was not 
significantly different from the assumed value of 10. 
In the above discussion, the overdispersion parameter, cp, was treated as a nuisance 
parameter. In certain instances, it may be of interest to make inference on this parameter. 
In these cases, the extended quasi-likelihood methods discussed in section 4.2.3 may prove 
useful. Using the model given in equation (4.6.4.2) and the overdispersed form of the 
variance, the contribution of the ijkth observation to the extended quasi-likelihood is given 
by 
(4.6.4.5) 
Extended quasi-likelihood estimates were found by maximizing equation (4.6.4.5) using 
the iterative procedure described in section 4.2.3. These estimates are given in Table 4.8 
and a plot of the observed and predicted values is presented in Figure 4.5. 
Table 4.8 
Wilson's V79-44°C Data: 
Extended Quasi-likelihood Estimates Using Finney's Approach 
Parameter Estimate Approximate Standard Error 
450 
400 
3 50 
� ., 300 E 
� 
2 5 0  
200  
0> 1 50 u 
1 00 
50 
o 
23 1 .4604 
1 956 1 .0304 
267574.4404 
-0.0790 
-0. 104 1  
-0. 1079 
1 .878 1 
x 
1 2. 9 190 
6946.306 1 
96279.67 
0.0056 
0.0 1 4 1  
0.01 1 1  
0.4695 
o 
o 5 1 0  1 5  20 2 5  30 3 5  40 45 50  
Minutes at 44'C 
+ oth Di lution . 1 51 Di lution a 2nd Di lution 
Figure 4.5: Wilson's V79-44°C Data: Observed and Predicted Values for Finney's 
Approach Using Extended Quasi-likelihood Estimation 
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l l O 
In a manner similar to the one discussed above, tests of the null hypothesis Ho: AI I=AI2=O 
were created for the extended quasi-likelihood estimates. The parameter estimates model 
associated with the null hypothesis are presented in Table 4.9, and a plot of the observed 
and predicted values is given in Figure 4.6. Examination of Figure 4.6 showed that the 
constant slope assumption may not be valid for these data. This null hypothesis was tested 
using the statistics discussed in section 4.3.3. These test statistics, along with their 
associated p-values are given in Table 4. 10. 
Table 4.9 
Wilson's V79-44°C Data: 
Extended Quasi-likelihood Estimates 
for the Reduced Model Using Finney's Approach 
Parameter Estimate Approximate Standard Error 
Vo 284.3836 3 1 .2829 
V I 3476.2324 1029.7 1 77 
v2 2 1495.05 1 8437.2482 
� I -0. 1 1 96 0.0 102 
cp 9.7983 2.4496 
4 5 0  
4 0 0  
= 3 5 0  
a.> 
E 3 0 0  
C) 
'-'- 2 5 0  
Cl) 2 0 0  
c: 
C) 1 5 0  
0 
u 1 0 0  
5 0  
0 
+ 
x 
� 
o 
o 
o 
\ 
o 5 10 1 5  20 2 5  3 0  3 5  40 4 5  5 0  
Minutes at 44VC 
+ O'h D i lution . 1 "  Dilution a 2nd Di lution 
I I I  
Figure 4.6: Wilson's V79-44°C Data:Observed and Predicted Values for the Reduced 
Model Using Extended Quasi-likelihood and Finney's Approach 
Table 4.10 
Wilson's V79-44°C Data: 
Tests of Ho: A, ,=A,2=0 Using Extended Quasi-likelihood Procedures 
and Finney's Approach 
Test Statistic · Degrees of Freedom P-value 
Quasi-likelihood 52.8626 2 <0.000 1 
Ratio Statistic 
Quasi-Score Test 26.430907 2 <0.0001 
Quasi-Wald Test 1 25 . 1 4 1 69 2 <0.000 1 
1 1 2 
By examining Table 4. 10, we can conclude that the constant slope assumption is not valid 
for these data. Thus, the model given in equation (4.6.4. I )  appears to give a reasonable 
approximation of the relationship of dilution and treatment to the number of colonies 
counted. This model also shows that the effect of dilution changes as a function of time. 
Tests for the effect of dilution at a particular time can be constructed as described in 
sections 4.6.2 and 4.6.4. Using the parameter estimates given in Table 4.8 and the form of 
the 't(x) described in the quasi-likelihood section, we find that estimated effect of the I "  
dilution at 25  is 
-(25) 1 9568 . 149(1 + exp( -( -0.0789(25)))) 'r = = 7 0640 , 
23 1 .4786(I + exp(-(-o.0789(25) - 0. 104 1(25)))) 
. 
, 
and the estimated effect of the 2"" dilution at time 35 is 
i(lS) _ 267803.43(1 + exp( -( -0.0789(35) - O. 1041(35)))) 2 
- 1 9568. 149( 1 +  exp( -( -0.0789(35) - 0. 1079(35)))) 
1 1 .9880 . 
To test the null hypothesis 
. {,,:2S) = 10} 
Ho · (3S) "2 = 10 
vs HI: an inequality, 
the delta method statistic is given by 
1 1 3 
(4.6.4.6) 
Here, If<)= 1 6.48 13  (p=O.OOO3) indicating that at least one of the dilution effects, 'WS) and 
fi3S) , is significantly different from the assumed value of 1 0. 
To detennine the location of the inequality, two univariate tests were constructed 
using equation (4.6.4.6). For the effect of the first dilution at 25 minutes at 44°C, the 
statistic 1f25) was found to be 13 .4980 (p=0.OOO2). Since the p-value for this test was less 
than the adjusted significance level 0.'=0.025, we concluded that f:25)=7 .0640 was 
significantly different from the assumed value of 10. For the effect of the second dilution 
at 35 minutes at 44 °e, the statistic 1f3S) was found to be 1 .9866 (p=O. 1 587). Since the p-
value for this test was greater than 0.'=0.025, we concluded that ffS) = 1 1 .9880 was not 
significantly different from the assumed value of 10. 
4 .6 .5 Extension to Anscombe's Approach 
In Section 3.6.2 we extended Anscombe's approach to allow for several dilutions. 
Recall that we assumed 
1 14 
and 
where O<Pij< 1 .  
Using these assumptions, we find that 
(4.6.5 .  I )  
and 
(4.6.5 .2) 
Note that mean and variance of this approach are of the fonn given in equations (4.4. I )  and 
(4.4.2), respectively. Thus, parameter estimates may be found using the quasi-likelihood 
method of moments procedure described in section 4.4. 
4 .6 .6 Example of the Extension to Anscombe's Approach 
Consider the analysis of the Wilson data described in Chapter I .  For the these data, 
we will consider a model which includes treatment, dilution, and dilution by treatment 
interaction tenns, so that 
(4.6.6. I )  
where 
Xijl is the minutes at 44°C for the j"' treatment in the ioh dilution 
and 
{ I, if the observation is from dilution z 
h, = for z= l ,  2. 
0, otherwise 
1 1 5 
The inclusion of the treatment by dilution interaction terms allows the effect of treatment to 
change for each dilution. 
Quasi-likelihood method of moments estimates were found using the iterative 
procedure described in section 4.4. These estimates are given in Table 4. 1 1  and a plot of 
the observed and predicted values is presented in Figure 4.7. 
Table 4.1 1  
Wilson's V79-44°C Data: 
Quasi-likelihood Method of Moments Estimates for Anscombe's Approach 
Parameter Estimate Approximate Standard Error 
Vo 234.604 1 15 .7849 
V I 22809.456 9439.2984 
v2 352329. 1 6  1 77322.4 1 
�I -0.0805 0.0057 
"I I -0. 1079 0.0 1 54 
"1 2 -0. 1 1 34 0.0 140 
CJ 0.0 157 0.0037 
450 
400 0 
""0 3 5 0  
E 3 00 
= 
...... 2 5 0  
<l> 2 00 
1 50 
a 
L) 
1 00 
5 0  
0 
0 5 1 0  1 5  2 0  2 5  3 0  3 5  40 45  5 0  
Mi nutes at 44°C 
• O'h Di lution . 1 "  Dilution a 2nd Di lution 
Figure 4.7: Wilson's V79-44°C Data: Observed and Predicted Values Using Quasi­
Likelihood Method of Moments Estimation and Anscombe's Approach 
1 1 6 
The parameterization given in equation (4.6.6. 1 )  allows for testing the assumption of a 
constant slope for each dilution, i.e., Ho: 1.., ,=1.., 2=0. To test this assumption, a reduced 
model was fit to these data. This model included all of the terms included in equation 
(4.6.6. 1 )  except for the two interaction terms. The parameter estimates associated with this 
reduced model are presented in Table 4. 12, and a plot of the observed and predicted values 
is given in Figure 4.8. Examination of Figure 4.8 showed that the constant slope 
assumption may not be valid for these data. This hypothesis was tested using the statistics 
discussed in section 4.3.2. The score vector associated with the null hypothesis was 
(_ ) [- 107.9385] U 0, = . However, the estimate of the matrix J was found to be non-
- 1 12.8443 
1 1 7 
positive definite. Thus, the smoothed estimate of J described in section 4.6.2 was used to 
( • )_' [0.2337 0. 1458] obtain a positive definite matrix. For these data, J" 2 = , thereby . 0. 1 458 0.09 19  
making the quasi-score statistic QMMR=7444.6. The null hypothesis can also be written in 
Vo 234.604 1 
v, 22809.456 
the form Ho: CO = 0, where C = [� 
v2 352329. 1 6  
0 0 0 I 0 0] 0 = f3, -{).0805 , and 0 0 0 0 0 ' 
A" -{). 1 079 
A,2 -{). 1 l 34 
(J 0.01 57 
o = [�] .  Here, the quasi-Wald statistic was found to be QMMW=99.7296. These test 
statistics, along with their associated p-values are given in Table 4. 1 3. 
Table 4.12 
Wilson's V79-44°C Data: 
Quasi-likelihood Method of Moments Estimates 
for the Reduced Model Using Anscombe's Approach 
Parameter Estimate Approximate Standard Error 
<1> 
4 5 0  
4 0 0  
3 5 0  
E 3 0 0  
2 5 0  
en 
Cl.) 2 0 0  
C) 1 5 0 
a 
<..;> 1 0 0 
5 0  
o 
3 1 8.6036 
2283.3662 
1 2375.065 
� , -0. 1 082 
0. 1 073 
42.9 1 98 
647.96 1 5  
4620.3846 
o 
o 
o 
0.0090 
0.0 1 94 
o 5 1 0  1 5  2 0  2 5  30 3 5  40 45 5 0  
Minutes at 44UC 
+ oth Di lution . 1  st Di lution a 2nd Di lution 
1 1 8 
Figure 4.8: Wilson's V79-44°C Data: Observed and Predicted Values for the Reduced 
Model Using Quasi-likelihood Method of Moments Estimation and Anscombe's Approach 
Table 4.13 
Wilson's V79-44°C Data: 
Tests of �: A,, ,=A,12=0 Using Quasi-likelihood 
Method of Moments Estimation and Anscombe's Approach 
Test Statistic 
Quasi-Score Test" 7444.6 
Quasi-Wald Test 99.7296 
Degrees of Freedom 
2 
2 
•• smoothed estimate of J used 
P-value 
<0.000 1 
<0.000 1 
1 1 9 
By examining Table 4. 13 ,  we can conclude that these data do not support the assumption 
of a constant slope. Thus, the model given in equation (4.6.6 . 1 )  appears to give a 
reasonable approximation of the relationship of dilution and treatment to the number of 
colonies counted. This model also shows that the effect of dilution changes as a function 
of time. Recall that Table 1 . 1  showed that the investigator tried for a series of 10-fold 
dilutions. Because of the statistical significance of the interaction terms, we are unable to 
use the test for dilution effect described in section 4.5. Tests for the effect of dilution at a 
particular time can be constructed as described in section 4.6.2. To test for the effect of the 
I" dilution at time 25 and for the effect of the 2nd dilution at time 35, we can use equation 
(4.6.2.3) and the parameter estimates given in Table 4. 1 1 , we find that estimated effect of 
the I" dilution at 25 is 
-(25) 22809.456(1 + exp( -( -0.0805(25»))) " = = 7 3547 I 234.604 1(1 + exp(-(-o.0805(25) - 0. 1079(25» )) . , 
and the estimated effect of the 2nd dilution at time 35 is 
i(35) _ 352329. 1 6(1 + exp(-(-o.0805(35) - 0. 1079(35»))) 2 
- 22809.456(1 + exp( -( -0.0805(35) - 0 . 1 1 34(35» )) 
1 2.7385 . 
1 20 
The delta method statistic given in equation (4.6.2.3) can be used to test the null hypothesis 
{1�25) = 10} Ho : (35) _ 12 - 10 
vs HJ: an inequality. 
For these data, I1')= 1 2.9 1 80 (p=0.OOI6) indicating that at least one of the dilution effects, 
f�2S) and fi3S) , is significantly different from the assumed value of 1 0. 
To detennine the location of the inequality, two univariate tests were constructed 
using equation (4.6.2.3). For the effect of the first dilution at 25 minutes at 44°C, the 
statistic IJi25) was found to be 8.8901 (p=0.OO27). Since the p-value for this test was less 
than the adjusted significance level u'=O.025, we concluded that f�25)=7.3547 was 
significantly different from the assumed value of 10. For the effect of the second dilution 
at 35 minutes at 44°C, the statistic IJi35) was found to be 2.7262 (p=O.0987). Since the p-
value for this test was greater than u'=0.025, we concluded that ffS)= 12.7385 was not 
significantly different from the assumed value of 10. 
4.6 .7 Kim's Parameterization 
In his 1 99 I doctoral thesis, Kim discussed regression models for overdispersed 
binomial data. He assumed, 
and 
E(Yi I mi ) = miPi 
Var(Yi 1 m) = m.Pi( l - p,) 
E(m,) = Vi 
where 1l; is known, p; (O<p;<I )  is a known function of the (p- I )-vector of unknown 
parameters p which are associated with the covariates, and � is an unknown variance 
parameter. Using these assumptions, Kim found 
1 2 1  
(4.6.7 . 1 )  
and 
Var(Yi ) = E(Var(Yi I mi)) + Var(E(Yi 1 m») 
= E(m.Pi( I - p,)) + Var(mipi)= viPi(I - Pi) + (vi()p; 
= V.P{ I + (( - I) V:'i) = �{I + (( - I) �:) . 
To estimate the unknown parameters, Kim used several methods, including quasi­
likelihood method of moments (Kim, 199 I ) . 
(4.6.7 .2) 
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Table 4. 14 
Jejunal Crypt Data 
Gamma Dose Colony Count 
6.25 72 75 76 77 8 1 87 97 
6.5 53 57 61  69 70 66 
75 76 78 80 86 88 
6.75 45 47 48 50 57 59 66 
7 .25 27 3 1  33 35 36 37 38 
40 42 45 47 48 54 
7 .75 19 20 22 26 
8.0 1 1 14 15 1 7 19  
20 22 25 27 
8.25 1 3 14 17 20 
8.75 4 6 7 8 1 1 12 1 3 14  
9.25 4 5 6 7  
9.5 2 4 5 6 7  
Consider the analysis of the Jejunal Crypt Data given in Table 4.14. These data 
consist of the number of surviving jejunal crypts in mice which were counted after a single 
dose of radiation. These data were taken from Figure 1 of Kim and Taylor's 1 994 JASA 
paper and are not the data they analyzed. Repeated attempts to view the data were made, 
but Kim and Taylor did not respond. 
Kim and Taylor ( 1 994) described a jejunal crypt as a compartment that contains 
stem cells in a certain region of the intestine. These stem cells are ultimately responsible for 
maintaining the function of the intestine. For these data, we are interested in modeling the 
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effect of dose on the response. Each data point in Table 4. 14 represents the number of 
jejunal crypts present in a cross-sectional slice following a specific dose of gamma rays for 
a single animal. For each animal, we assume that the number of crypts follows a binomial 
distribution with parameters lIl; and P;' where m; is the total number of crypts before the 
dose is given and p; is a parameter related to the dose level. One problem in this data is that 
the total number of crypts, lIl;, is unobserved. However, it is believed that the total number 
of crypts, lIl;, is believed to be approximately 1 60 (Kim and Taylor, 1994). Since we have 
an educated guess for u;, it is reasonable to use Kim's approach to analyze these data. 
Here, we will consider the model 
E(y) = ( ( )) ' 1 +  exp - 130 + f3,x" 
v . 
where u;=u=160 and x;, is the dose of gamma radiation received by the ill> animal. 
Estimates of the unknown parameters �o, �" and 1;, were found using the quasi-likelihood 
method of moments procedure described in section 4.2.2. These estimates are presented in 
Table 4.15 .  A plot of the observed and predicted values is given in Figure 4.9. The values 
enclosed in parentheses in Table 4. 1 5  correspond to those presented in Kim's 1 99 1  
dissertation, and as such they represent estimates calculated from analysis of the entire 
Jejunal Crypt data set as presented in Kim ( 199 1 )  and Kim and Taylor ( 1994). 
Examination of Table 4 . 15  reveals that there is a loss of precision in estimation that is 
attributable to not having the data that Kim ( 199 1 )  analyzed. However, this loss in 
precision is not detrimental to the case at hand. 
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Table 4.15 
Jejunal Crypt Data: 
Quasi-likelihood Method of Moments Estimates Using Kim's Approach 
Parameter Estimate Approximate Standard Error. 
Po 6.99 10 0.2795 
(7.3922) (0. 1 9 19) 
P I - 1 . 1 20 I 0.0382 
( - 1 . 1 802) (0.0253) 
1 .8 1 1 1  0.66 1 7  
( 1 .0525) (not given) 
90 
80 
70 
x 
til 60 
x x 
� 40 
;: 30  x 
Z0 
1 0  
o 
6 . 0 6 . 5  7 . 0  7 . 5  8 . 0 8 . 5  9 . 0  9 . 5  1 0 . 0  
Dose of Gamma Rays 
Figure 4.9: Jejunal Crypt Data: Observed and Predicted Values Using Kim's Approach 
1 25 
4.6 .8 Re-Analysis of the Jejunal Crypt Data 
A disadvantage of Kim's approach is that it assumes u,=E(m) to be known. In 
certain instances, this assumption may be unreasonable. Thus, Kim's approach should be 
extended to allow E(llI;) to be unknown and variable. For instance, we will consider 
and 
E(Yi I mi) = mpi 
Var(Yi 1 m, ) = miPi(l -p,) 
E(mi) = Vi 
Var( m,) = v,C; , 
where p, (O<p,< I) is a known function of the (p- I )-vector of unknown parameters II 
which are associated with the covariates, and v, and � are unknown parameters. Using 
these assumptions, we find 
E(y,) = E(E(Yi I mil) = E(mPi ) = ViPi = �i (4.6.8. 1 ) 
and 
Var(y, )  = E(Var(Yi 1 m, )) + Var( E(Yi 1 m, )) 
= E(mPi(l - Pi)) + Var(mPi)= vPi (l -p,) + (ViC;)P; 
= VP{I + (C; - 1 ) V:i) = �i(1 + O"i�i) '  (4 .6.8 . 2) 
where 0". = (t; - I) . Here, parameter estimates may be found by solving the following / Vi 
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equations 
(4.6 .8 .3)  
for j=l  • . . . •  (p- I ). and 
(4.6.8 .4) 
for j '= I  • . . . • q where E, = ��i .  Thus. e = (P.G) is the simultaneous solution to the p' =p­
df3j 
1 +q equations V, and V2• Some theorems regarding the asymptotic properties of these 
estimators are given in Appendix B. The equations (4.6.8.3) and (4.6.8.4) have as a 
special case the equations (4.4.3) and (4.4.4) and as such generalize the method given in 
section 4.4 to allow for more than one extraneous variance parameter. 
To demonstrate this methodology. we re-analyzed the jejunal crypt data given in 
Table 4. 14. Thus. we considered the model 
and 
E(y, )  � v �, 
I + exp( -(130 + 13, x" )) 
where Xii is the dose of gamma radiation received by the ith animal and cr,=cr. Here. we did 
not have to assume that the mean of the number of crypts before dosing was known. 
Estimates of the unknown parameters v. �o. � , .  and cr were found using the quasi-
likelihood method of moments procedure described in section 4.4. These estimates are 
presented in Table 4 . 16. and a plot of the observed and predicted values is given in Figure 
4. 1 0. 
Table 4.16 
Jejunal Crypt Data: 
Quasi-likelihood Method of Moments Estimates Using the Proposed Analysis 
9 0  
8 0  
7 0  
� 40 
'" 3 0  
2 0  
1 0  
x 
Parameter Estimate Approximate Standard Error 
x 
X 
X 
v 
(J 
x 
x 
244.9108 
5.6773 
- 1 .0 17 1  
0.0048 
120.0279 
1 .2667 
0.0936 
0.004 1 
6 . 0  6 . 5  7 . 0 7 . 5  8 . 0  8 . 5  9 . 0  9 . 5  1 0 . 0  
LOse of Garrna Fays 
1 27 
Figure 4.10: Jejunal Crypt Data: Observed and Predicted Values Using the Proposed 
Analysis 
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Under the assumptions given in equations (4.6.8. 1 )  and (4.6.8.2), we can use the methods 
discussed in section 4.3.2 to construct tests about the parameter v. For instance, we could 
test whether or not v=160 as Kim assumed. For this hypothesis, the quasi-Wald statistic is 
QMMW=O.5004 (p=O.4793). Similarly, the quasi-score statistic is QMMR=1 .5469 
(p=O.21 36). Since the p-values for these statistics are not less than a--o.05, we conclude 
that these data support the null hypothesis that v= 160. Thus, Kim's assumption that the 
mean number of jejunal crypts is 160 appears reasonable for these data. 
4 .6 .9  Overdispersion in the Numerator and the Denominator 
Recall that the colony formation assay involves counting the number of colonies 
present after treatment. It may be the case that this count is taken with error. Therefore, it 
seems reasonable to allow for overdispersion in the numerator (the colony counts) and in 
the denominator (the cells plated). To account for both sources of variability, we will 
consider that the distribution of the colony counts conditional on the unobserved number of 
cells originally plated has the first two moments of a beta-binomial distribution. In 
addition, we will consider that the distribution of the unobserved cells has the first two 
moments of a negative binomial distribution. Thus, we have 
and 
where O<p<l .  
E(y l m) = mp 
Var(y I m) = tPmp(l - p) 
E{m) = v  
Var{m) = v + 9'2 
Using these assumptions, we find that 
and 
E{y) = E(E{y I m)) = E{mp) = vp = � 
Var(y) = E{Var(y 1 m») + Var{E(y 1 m») 
= E(qmzp( l - p)) + Var(mp) 
= ¢vp{l - p) + p'(v + 0" )  
= ¢vp( ( l - p) + % + 0': ) 
= ¢VP(I + VP[PV -!+ � ]) 
= ¢vp{1 + vpO') = ¢(� + O'�' ) .  
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(4.6.9 . 1 )  
(4.6.9.2) 
Note that the mean is the fonn given in equation (4.4. 1 ). However, the fonn of the 
variance is an overdispersed fonn of the variance given in equation (4.4.2). Now we are 
able to discuss models with the mean given in equation (4.4. 1 )  and variance given by 
(4.6.9.3) 
where �ij' = vPij and Pij is a function of the vector of unknown parameters P and a set of 
covariates X;v This fonn of the variance assumes that the overdispersion is common across 
levels of dose and dilution. Note that if $= I and cr=<>, the fonn of the variance is that of a 
Poisson random variable. Also, if $> I and cr=O, the fonn of the variance corresponds to 
that of an overdispersed Poisson random variable. Thus, equation (4.6.9.3) is a 
generalization of the variance structures discussed in chapter 3 and section 4.4. 
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Since the variance specified in equation (4.6.9.3) is not a known function of the 
�Uk' quasi-likelihood methods are inappropriate for estimating the unknown parameters. 
The presence of the additional variance parameter, $, makes quasi-likelihood method of 
moments an ineffective method of estimation for this case. However, extended quasi-
likelihood methodology provides a reasonable technique for estimating the unknown 
parameters. Using the form of V(y ;e) for a negative binomial variable given in Table 4. 1 ,  
the extended quasi-likelihood for a single colony count with overdispersion i s  given as 
Q+( g;j" er,I/J;Yu, ) = Qu,( g;j" er,I/J;Y;j, )  - � log[ 21rI/JV;j (Y;j. ;e) 1 
Q+(gu. ,er,I/J;Yu, )  = Yu' 10g(gu, J - (O"yu, + 1 ) IOg( 1 + ergu• J I/J YU' I/Jer I + O"yu. 
(4.6.9.4) 
McCullagh and Neider ( 1 983) suggest setting e=.!. , so that the extended quasi-likelihood 
6 
for the ijklh observation is given by . 
(4.6.9.5) 
Estimation of the unknown parameters is achieved by maximizing equation (4.6.9.5). This 
1 3 1  
maximization is achieved through the use of an iterative procedure. This procedure is 
( I )  Set q,=1 (no overdispersion), 
, 
(2) Select starting values for the p vector 0' = [vo . . .  Vd a /31 /3J ' 
(3) Holding a constant, maximize (4.6.9.5) with respect to the Vi and Pw (i=O, . . .  , d and 
w=l ,  ... , c) using the Neider-Mead simplex algorithm, 
(4) Holding the Vi and Pw (i=O, . . .  , d and w=l ,  . . .  , c) constant at the estimates calculated in 
(3), maximize (4.6.9.5) with respect to CJ using the Neider-Mead simplex 
algorithm, 
(5) Find and updated estimate of q, using the moment equation given in equation (4.2.3.3), 
(6) Repeat steps (3) through (5) until convergence. 
4.6. 10  Example of Overdispersion in Both the Numerator and Denominator 
Consider the analysis of the Wilson data which was described in Chapter I .  We 
will consider a model which includes treatment and dilution effects. One such model is an 
adaptation of the multi-hit model described in Chapter I .  This model is given by 
(4.6. 1 0. 1 )  
where Xijl is the number of minutes at 44 °C for the jib treatment group in the ilb dilution. 
The multi-hit model is used often in biological settings where it is reasonable to assume that 
the dose-response relationship exhibits a shoulder in the low dose ranges. 
The contribution of the ijklb observation to the extended quasi-likelihood is given by 
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(4.6 . 1 0.2) 
Extended quasi-likelihood estimates were found by maximizing equation (4.6. 10.2) using 
the iterative procedure described in section 4.6.9. These estimates are given in Table 4. 1 7, 
and a plot of the observed and predicted values is presented in Figure 4. 1 1 . 
Table 4.17 
Wilson's V79-44°C Data: 
Extended Quasi-likelihood Estimates Using the Multi-hit Model 
Parameter Estimate Approximate Standard Error 
v o 1 1 0.507 1 5 .647 1 
v , 1 233.2935 146.7950 
v 2 14033 .858 208 .7024 
� ,  0. 1 83 1  0.0057 
q> 16 .7744 2.6305 
(j 2.44 14 x 10-' 0.002 1 
cp 2.0678 0.4407 
4 5 0  
4 0 0  0 
3 5 0  
E: 3 0 0  '-
0 
u.... 2 5 0  
(l) 2 0 0  x 
c 
0 1 5 0 
0 
� 
1 0 0 
5 0  
0 
o 5 1 0  1 5  2 0  2 5  3 0  3 5  40 45 5 0  
M i nutes at 44°C 
+ 0'" Di lution . 1 5' Di lution a 2nd Di lutio n  
Figure 4.11 :  Wilson's V79-44°C Data: Observed and Predicted Values Using the 
Multi-hit Model 
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Examination of Table 4 . 17  reveals that the estimate of a is "small" .  In light of the 
work by Davidian and Carroll ( 1 989), we would be uncomfortable forming asymptotic 
tests to determine whether or not this term is significantly different from zero. Thus, we 
must judge the "significance" of a using other methods. Based on our previous analysis of 
these data, the parameter a is probably not needed. However, if we were analyzing these 
data for the first time we might need another method of evaluation. The C plots proposed 
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by Lambert and Roeder ( 1995) provide a possible method when working with 
overdispersed generalized linear models. These methods would not be applicable to the 
situation at hand because the multi-hit model is not a member of the generalized linear 
model family. In any event, we decided to use the generalized variance function including 
the parameter 0' for this example. 
As stated in section 4.2.3, Davidian and Carroll ( 1 988) showed that the extended 
quasi-likelihood estimates of the mean parameters were asymptotically equivalent to the 
generalized least squares estimators of these same parameters. Using this result, we can 
use the test statistics described in section 4.3.3 to test for a desired dilution effect. Recall 
that the investigator had planned a series of I O-fold dilutions. Thus, we would like to test 
the null hypothesis 
vs HI : an inequality. 
To test this hypothesis, a reduced model was fit to these data. This reduced model was 
created under the assumption that the null hypothesis was true. The parameter estimates 
associated with this model are presented in Table 4. I 8, an a plot of the observed and 
predicted values is given in Figure 4. 1 2. Examination of Figure 4. 1 2  showed that the 
assumption of 1 0-fold dilutions may be valid for these data. We tested this hypothesis 
using the statistics discussed in section 4.3.3. The value of the extended quasi-likelihood 
for the full model was - 127.3992. The value of the extended quasi-likelihood for the 
reduced model was calculated to be - 1 28.4784, so the EQLR=2. 1 584. The score vector 
(_ ) [-0.00608 1] 
associated with the null hypothesis was u 91 = . For these data, the matrix 
0.0010775 
i�i 2 = thereby making the extended quasi-score statistic 
[201 68.353 2 14 1 36.42] 
. 2 1 4 1 36.42 2780922 
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EQR= 1 . 1 684. The null hypothesis also can be written in the form Ho: C9 = 0, where 
Vo 1 10.507 1 
v, 1 233.2935 
v2 14033.858 
, and 0= [�l [ -10  I 0 0 0 0 0] 9 =  C - f3, 0. 1 83 1  Here, the 
-1 00 0 0 0 0 0
' 
rp 1 6.7744 
(j 2.44 14 x 1 0-7 
if! 2.0678 
extended quasi-Wald statistic was found to be EQW=3. 1476. These test statistics, along 
with their associated p-values are given in Table 4. 1 9. 
Table 4.18 
Wilson's V79-44°C Data: 
Extended Quasi-likelihood Estimates Using the Reduced Multi-hit Model 
Parameter Estimate Approximate Standard Error 
V o  1 1 0.0627 0.0530 
� ,  0. 1 736 0.0092 
<p 14.8275 0.8 150 
(j 1 .5259 x 1 0.7 0.0022 
<P 2.2 1 2 1  0.4788 
4 5 0  
4 0 0  
3 5 0  
'" 
E 3 0 0  l-
e 
'-'- 2 5 0  
CIl 
OJ 2 0 0  
Cl 1 5 0  
Cl 
LJ 1 0 0  
5 0  
0 
0 
0 
X 
+ 
o 5 1 0  1 5  2 0  2 5  30 3 5  40 4 5  5 0  
M inutes at 44°C 
+ O'h Di lutio n  . 1 5' Di lution a 2nd Di lution 
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Figure 4.12: Wilson's V79-44°C Data: Observed and Predicted Values for the Wilson 
Data Using the Reduced Multi-hit Model 
Table 4.19 
Wilson's V79-44°C Data: 
Tests of Ho: v,= IOvo v2= 1 00vo Using the Multi-hit Model 
Test 
EQLR 
EQR 
EQW 
Statistic 
2. 1 583 
1 . 1 684 
3 . 1 476 
Degrees of Freedom P-value 
2 0.3399 
2 0.5576 
2 0.2073 
By examining Table 4. 1 9, we can conclude that the investigators assumption of IO-fold 
dilutions is valid for these data. 
4.6. 1 1  Discussion 
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The quasi-likelihood analyses used in  this section require two assumptions: ( I )  
independence of the observations, and (2) the form of the first two moments. These mild 
assumptions make the use of the quasi-likelihood procedure quite attractive, especially 
when there is some doubt of the underlying distribution of the data. This attraction is 
enhanced by the closeness of the results of the quasi-likelihood methods and the 
corresponding parametric likelihood approaches. For the examples presented in sections 
4.6.2, 4.6.4, and 4.6.6, we see that the conclusions made were the same as in the 
corresponding parametric likelihood examples. The only discrepancy occurs in the 
example given in section 4.6. 1 0. Here, the extended quasi-likelihood analysis using the 
multi-hit model fails to reject the null hypothesis that the dilutions effects are equal to 10. 
This conclusion, however, appears to conflict with the conclusion drawn for these data 
using the negative binomial and Anscombe's approaches that were demonstrated in sections 
4.6.2 and 4.6.6, respectively. 
There are several plausible explanations for this apparent discrepancy. One 
explanation is due to the nature of the colony formation assay. As stated previously, serial 
dilutions may be required to make the counting process more straight forward. The 
investigator may not be able to have a control group for each dilution. However, the 
parameterization given in equation (4.6. 1 0. 1 )  requires the estimation of parameters v 1 and 
v, which are extrapolations. As such, these parameters may have slightly inflated 
variances that could cause conservative test statistics. Another possible explanation of the 
conservativeness of the test statistics is that the extended quasi-likelihood estimates are 
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poorly behaved. The test statistics used are based on the asymptotic normality of the 
extended quasi-likelihood estimates. However, the simulation study described in Appendix 
C showed that, in general, these estimates are not normally distributed. Thus, the test 
statistics used in section 4.6 . 10  are not valid. Finally, the discrepancy may be due to the 
form of the model used to fit these data. The multi-hit model used in section 4.6. 1 0  forces 
the presence of a shoulder in low doses whereas the models used in sections 4.6.2 and 
4.6.6 do not. However, no observations were taken in the area where the shoulder would 
be exhibited. Thus, we must rely on the investigator's judgment and experience in order to 
choose an appropriate model. To further explore the question of model choice, Chapter 5 
contains a discussion of goodness-of-link testing. 
5 . 1  Introduction 
Chapter 5 
Goodness-of-Link Testing 
In Chapters 3 and 4, we used several different models and methods to analyze the 
Wilson Data that was presented in Chapter I .  In section 4.6, we discovered that the model 
choice may affect the conclusions one may draw from the data. Thus, it would be useful to 
have some way of distinguishing between two models. In section 3.4, we described a 
goodness-of-fit test. This Pearson chi-squared test, detects departures from fitted values. 
Thus, large values of the statistic indicate lack of fit. In this chapter we will describe 
another method of distinguishing between a family of models. This method is called 
goodness-of-link testing. 
Neider and Wedderburn ( 1 972) introduced the theory of generalized l inear models, 
and McCullagh and Neider ( 1 989) elaborated on their use. This broad class of models is 
specified by three components: a random component, which identifies the probability 
distribution of the variable; a systematic component, which specifies a linear function of 
explanatory variables that is used as a predictor, and a link which describes the functional 
relationship between the systematic component and the expected value of the random 
component (Agresti, 1 990). Assuming that both the error distribution and the variables 
included in the systematic component are correct, Pregibon ( 1 980, 1985) described a 
method of testing goodness-of-link for generalized linear models. Section 5.2 discusses 
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Pregibon's technique and explains how it may be adapted to test for the "links" used in 
Chapter 3. Section 5.3 presents an explanation of how these methods may be extended for 
use with the quasi-likelihood procedures developed in Chapter 4. 
5 , 2  Link Testing Using Maximum Likelihood Estimation 
5 .2 . 1 Review of Pregibon's Technique 
Suppose that we have n independent observations y; (i= I ,  ... , n) distributed 
according to an exponential family. Also assume that E(y) = 1; , where g'(1;) = x'p, g' is a 
known function, x is a set of explanatory variables, and P is a vector of unknown 
parameters. Pregibon ( 1985) reviewed a general methodology that involves incorporating 
the hypothesized link into a family of link functions. This expanded link family is assumed 
to contain the correct (but unknown) link function. In most cases, creating the expanded 
link family will involve the introduction of one or perhaps several parameters, so that we 
may write 
Hypothesized link: g�(1;) = g'(1;;cuo ) 
Correct link: g: (1;) = g' (1;;cul ) . 
Using a first order Taylor series expansion about the hypothesized link, we have the 
approximate relationship 
Note that we may now approximate the correct link function g: (1;) = x'P by 
g�(1;) = x'P + Zl  
14 1  
where Z = {�g' (l;;liJ)}1 and 1 = liJo -liJ, .  Thus, the problem has been reformulated 
aliJ tJJ='"o 
in terms of the hypothesized link, but now with additional factors in the systematic linear 
component describing the local differences bet�een the link functions (Pregibon, 1980). 
Since Z usually involves unknown parameters, an initial fit of the data to the 
explanatory variables using the hypothesized link is required to form an estimate for Z, 
denoted by Z. This estimate can be, for example, Z = {�g '(�;liJ)}1 where � is the aliJ tJJ='"o 
maximum likelihood estimate of I; under Ho: Ul,=Ulo' Further iteration to improve the 
estimation of Z is performed only if interest exists in calculating the correct maximum 
likelihood estimates of the Il or t (see Pregibon, 1 980). Testing Ul,=Ulo is equivalent to 
testing t=O (Piegorsch, 1 992). To test the link hypothesis, Pregibon ( 1 985) suggested the 
use of a score test of 1=0 because it does not require the evaluation of the full model (see 
section 3.3 for formulation of the score statistic). Under Ho : 1=0, the score statistic is 
asymptotically distributed according to chi-square distribution with one degree of freedom 
Some care should be exercised when using this method to test goodness of link, 
because there may be problem with aliasing variables, especially if only one factor 
contributes to the prediction of y (see Pregibon, 1980 and Piegorsch, 1 992). Pregibon 
( 1980) stated that the usefulness of this procedure depended on two assumptions: 
( I )  that the true link g; (I;) is a member of the link family g' (I;;liJ) and 
(2) that Ulo is sufficiently "close" to Ul, such that the local linear expansion of g; (1;) 
about g� (1;) is at least approximately adequate. 
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He noted that if these two assumptions were not valid, the procedure would fail to yield a 
valid result. He also stated that this method is appropriate for correct link function 
identification. He indicated that if "the results of such an analysis indicates no anomalies in 
the current fit, one should not be overly confident in the results." In such an event, he 
recommended that a more thorough analysis and re-analysis of the data and the fitted model 
would be necessary (Pregibon, 1 980). Such a re-analysis would include the evaluation of 
observed and predicted plots, and the introduction of other explanatory variables in the 
model. 
Pregibon ( 1 980) provided several examples of extended link families. Aranda­
Ordaz ( 1 98 1 )  and Stukel ( 1 988) developed link families for use with binary data. 
Piegorsch ( 1 992) discussed a family which included the logit and complementary log links. 
5 .2 .2  Extension of Pregibon's Technique 
In the previous section, we assumed that we had a generalized linear model. 
However, the methods developed in Chapter 3 and 4 do not require the use of a generalized 
linear model. In fact, we only assumed the following relationship 
E(y) = �i = vig(xi ;9) , 
where g( -) is a smooth, monotone function of the unknown parameters 9 and the set of 
covariates Xi. Using this relationship, we will propose a conditional goodness-of-link test. 
This test will be conditional on the values of the Vi. 
In section 3.4.5, we proposed the model 
E(Yi ) = �i = Vi exp( Xi' JJ) (5 .2 .2 . 1 ) 
for the analysis of the Wilson data. We can expand this model to include the model 
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proposed in section 3.5.4 
(5.2.2.2) 
This expanded model is of the fonn 
(5.2.2.3) 
Note that when CD=O, equation (5.2.2.3) simplifies to the model given in equation 
(5 .2.2.1). When CD= I ,  equation (5 .2.2.3) yields equation (5.2.2.2). To find the "link" 
corresponding to the expanded model given in equation (5.2.2.3), we solve (5 .2.2.3) for 
x'f}. So, we have 
� log( Vi ���i ) = -Xi' f} 
� log(_�i -) = X i' f} = g·(�i ;1iJ) ·  Vi - 1iJ�i 
Using Pregibon's techniques, we expand this link to be 
(5.2.2 .4) 
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where Z; = {�g'(�; ;l'JJ)}1 = �and 1 =  l'JJo - l'JJ, .  Thus, hypothesizing a log 
dl'JJ 111=111, v; �;l'JJo 
link involves taking lilo=O, so that z; = � . Since, Z is a function of unknown parameters, 
v; 
an initial fit of the data using the log link is required to form an initial estimate for Z, 
denoted here by Z. The difference between this method and Pregibon's technique is the 
presence of the v; . Thus, the score test for goodness of link is conditional on these 
parameters. 
5 . 2 . 3  Example of the Extension of Pregibon's Technique 
Recall the analysis of the Wilson data in section 3.4.5. For that analysis, we 
considered a model which allowed for dilution effects and time by dilution interactions. 
This model is given by: 
( 5 . 2 . 3 . 1 ) 
where 
xu ' is the number of minutes at 44°C for the j
th treatment group in the ith dilution 
and 
{ I, 
h = , 0, 
if the observation is from dilution z 
otherwise 
for z= l ,  2. 
We also used a Poisson distribution to describe the random error component. Maximum 
likelihood estimates were found via the Newton-Raphson Procedure in JMP (SAS 
Institute, 1 995). These estimates are given in Table 5 . 1 .  
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Table 5.1 
Wilson's V79-44°C Data: 
Maximum Likelihood Estimates Using the Loglinear Model 
Parameter Estimate Approximate Standard Error 
Vo 1 1 5 .92 1 3  4.7523 
V I  1 8925.9639 5042.5287 
v2 266360.3205 70262.2888 
PI -0.0537 0.0034 
Al l  -0. 1 284 0.0 1 03 
1..1 2 -0. 1 330 0.0078 
Hypothesizing the family in (5.2.2.3) with rno=O yields the model in equation (5.2.2. 1 ). 
The covariate Z was estimated using the estimated values from the initial fit and the fonnula 
Using these values, the expanded model 
was then fit to the Wilson data to assess the null hypothesis Ho: t=O versus any departure. 
The resulting conditional score statistic is R= 1 1 .435 1 on I degree of freedom (p=0.OOO7). 
Thus, there appears to be evidence of a departure from the log link. A similar goodness-of-
link analysis using the logit as the null fonn under equation (5.2.2.3) resulted in a non-
positive definite infonnation matrix. Thus, a positive definite matrix was obtained using 
the smoothing procedure described in section 4.6.2. The resulting score statistic was 
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R=3.8 x 1 08. Because of the poor behavior of the information matrix associated with the 
conditional score statistic, conditional likelihood ratio and conditional Wald statistics were 
calculated. The values for these statistics were LR=12 .4046 and W=1 7.3 143, 
respectively. Thus, there appears to be evidence of a departure from the logit link. 
5 . 3  Link Testing Using Quasi-likelihood Estimation 
In the previous section, we described Pregibon's technique for testing goodness-of­
link. This technique was applied using maximum likelihood estimation. Recall that 
maximum likelihood estimation requires specification of a distributional form in order to 
estimate the likelihood function. In certain instances, it may be impossible or impractical to 
specify a distributional form. For these cases, use of the quasi-likelihood methodology 
discussed in Chapter 4 is very convenient. In this section, we propose that Pregibon's 
technique may be extended to include quasi-likelihood methodology. 
5 .3 . 1 Extension of Pregibon's Technique to Quasi-likelihood Estimation 
Quasi-likelihood methodology requires knowledge of the form of the first two 
moments of a random variable. Thus, we only need to assume that we have n independent 
observations y; (i= I ,  . . .  , n) with 
E(y) = I; and Var(y) = I/IV(I;) , 
where gO (1;) = x'l3, gO is possibly an unknown function, x is a set of explanatory variables, 
13 is a vector of unknown parameters, and V(I;) is a function of I; and possibly a vector of 
unknown parameters, (J. Assuming that the form of the first two moments and the 
variables included in I; are correct, we propose a goodness-of-link test using quasi­
likelihood methodology. This test will be a conditional test if gO is a function of unknown 
parameters. 
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As in Pregibon's technique, we wilJ create an expanded link family that is assumed 
to contain the correct (but unknown) link function. In most cases, this link family wilJ 
involve the introduction of one or more parameters, so that we may write 
Hypothesized link: g�(I;) = g·(I;;c.uo) 
Correct link: g; (1;) = g. (I;;c.u, ) .  
Using a first order Taylor series expansion about the hypothesized link, we may now 
approximate the correct link function g; (1;) = x'� 
where z = {�g·(I;;c.u)}1 and l = c.uo - c.u, ·  ac.u "="0 
Since Z usuaIJy involves unknown parameters, an initial fit of the data to the 
explanatory variables using the hypothesized link is required to form an estimate for Z,  
denoted by Z.  This estimate can be, for example, 
where � is the quasi-likelihood estimate of I; under Ho: 00,=000, The method of quasi-
likelihood estimation used depends upon the structure of the first two moments (see section 
4.2 for details). Further iteration to improve the estimation of Z is performed only if 
interest exists in calculating the correct quasi-likelihood estimates of the � or l. Testing 
00,=000 is equivalent to testing t=O. As recommended in section 5.2.2, the score test may 
be used to test the link hypothesis. Under Ho: t=O, the quasi-score statistic is distributed 
asymptoticalJy according to chi-square distribution with one degree of freedom, i.e., X� 
(see section 4.3 for development of the quasi-score statistic). Note that the score test wilJ 
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be a conditional test if g' is a function of unknown parameters. An example of this 
methodology is presented in the following section. 
5 . 3 . 2  Example of Link Testing Using Quasi-likelihood Estimation 
Recall the analysis of the Wilson data in section 4.6.2. For that analysis, we 
considered a model which allowed for dilution effects and time by dilution interactions. 
This model is given by: 
(5 .3 .2 . 1 )  
where 
XUJ is the number of minutes at 44 °C for the jth treatment group in the ith dilution 
and 
{ I, 
h = , 0, 
if the observation is from dilution z 
otherwise 
We also assumed the following form of the variance 
for z= l ,  2 .  
Using these forms of  the first two moments, quasi-likelihood method of  moments estimates 
were obtained using the modified Newton-Raphson procedure described in section 4.4. 
These estimates are given in Table 5.2. 
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Table 5.2 
Wilson's V79-44°C Data: 
Quasi-likelihood Method of Moments Estimates Using the Loglinear Model 
Parameter Estimate Approximate Standard Error 
Vo 1 1 7.9543 8 .6784 
v , 22627.50 1 1 0280.286 
v, 358588.42 1 96998.48 
P ,  -0.0553 0.005 1 
A l l  -0. 1 330 0.0 1 64 
A" -0. 1 390 0.0 1 48 
(J 0.0 1 98 0 0049 
Using the procedure developed in section 5.2.2, we can expand the model given in 
equation (5.3.2. 1 )  to include the "Iogit-type" model proposed in section 4.6.6 and specified 
in equation (5.2.2.2). The expanded model which includes these two models was given in 
equation (5.2.2.3). Note that when rn=o, equation (5.2.2.3) simplifies to the "loglinear" 
model given in equation (5.3.2. 1 ) .  When rn= I ,  equation (5.2.2.3) yields the "Iogit-type" 
model given in equation (5.2.2.2). To find the "link" corresponding to the expanded 
model given in equation (5.2.2.3), we solve (5.2.2.3) for x'� .  This procedure yields the 
link function given in equation (5 .2.2.4). Using the technique described in section 5 .3 . 1 ,  
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we expand this link to be 
where Zi = {�g·(�i ;IU)}1 = �and 1 =  lUo -lUI ' Note that for this example, JIU "="0 Vi �ilUo 
g. is a function of the unknown v;, Thus, any test based on this "link" will be conditional 
on these parameters. 
Hypothesizing a log link involves taking Ulo=O, so that Zi = .£. . Since, Z is a 
Vi 
function of unknown parameters, the parameter estimates given in Table 5.2 and the 
formula 
were used to form an initial estimate for Z, denoted here by Z. Using these values, the 
expanded model 
was then fit to the Wilson data to assess the null hypothesis Ha: t=O versus any departure. 
Using the smoothed estimate ofthe matrix J, the resulting conditional quasi-score statistic 
was calculated to be QMMR=30 1 38.8 on I degree of freedom. Thus, there appears to be 
evidence of a departure from the log link. A similar goodness-of-link analysis using the 
logit as the null form under equation (5.2.2.3) resulted in a non-positive definite J matrix. 
Thus, a positive definite J matrix was obtained using the smoothing procedure described in 
section 4.6.2. The resulting conditional quasi-score statistic was QMMR=88 1 7.9. Because 
of the poor behavior of the information matrix associated with the conditional quasi-score 
l S I  
statistic, the conditional quasi-Wald statistics was calculated. The value for this statistic 
was QMM W=0.OS23. Thus, the two statistics lead to contradictory conclusions. However, 
the conditional quasi-Wald statistic is heavily influenced by the inflated variance associated 
with the link parameter 1. For the logit link, the link parameter, t, is estimated to be 
4.S862, and its associated variance is 20.0467. Thus, it is suspected that the poor behavior 
of these statistics results from the strong correlations of the parameter estimates associated 
with the extended model fit. 
5 . 4  D iscussion 
The goodness-of-link testing methods developed in this chapter may be used to 
investigate model choice. However, there are several limitations to the methods proposed 
in this chapter. First, the testing procedures developed in this chapter only indicate an 
inadequate link and do not "endorse" an adequate link. Thus if one fails to reject the link 
hypotheses, further investigation is required to assess the performance of the model choice. 
Second, if the link is found to be inadequate, the "appropriate" link may be correlated with 
the other parameters in the model. This aliasing of parameters may lead to variance 
inflation and inconclusive test statistics. Finally, the methods proposed in this chapter 
require the assumption that the correct link is contained in the hypothesized link family. 
However, there is no way of assuring that this is the case. 
The limitations of these methods were exemplified in the examples given in this 
chapter. The results of these goodness-of-link tests indicated that the models used to fit the 
Wilson data were inappropriate. These results are puzzling, especially since examination of 
observed and predicted values presented in Figures 3.2 and 4 . 1  for the loglinear type and 
Figures 3.S and 4.3 for the logit type give little reason to question the fit of these models. 
Rejection of these models may warrant further investigation of the multi-hit model 
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proposed in section 4.6. 10. Recall that the multi-hit model forces the presence of a 
shoulder in low doses whereas the loglinear and logit type models do not. However, no 
observations were taken in the area where the shoulder would be exhibited. Thus, we must 
rely on the judgment of the investigator to make the appropriate model choice. 
Because of the problems associated with the goodness-of-link procedures 
developed in this chapter, it is suggested that these methods should be used with care. 
Results from these tests can be only suggestive of the appropriate model. Ultimately, the 
statistician's experience and intuition must diagnose and correct problems with poor fit. In 
any event, the " inadequacy" of link fit may not be important as long as prediction is not 
jeopardized. 
Chapter 6 
Other Applications, Summary Comments, 
6 . 1  Introduction 
and Future Research 
The statistical procedures described in this dissertation have been developed for use 
in the analysis of colony formation assays. Two approaches, parametric likelihood and 
quasi-likelihood, are studied to address this topic. These approaches are illustrated using a 
serial dilutions data example. In addition, goodness-of-link procedures were developed for 
use with both approaches. Suggestions for other applications of the methods proposed in 
this dissertation are briefly described in section 6.2. Section 6.3 contains a summary of the 
methods proposed in this dissertation, and finally, section 6.4 focuses on areas for future 
research. 
6 . 2  Other Applications 
The analysis of colony formation assays has been a major focus of this dissertation. 
As described in Chapter 1 ,  the colony formation assay is a direct method for assessing the 
cytotoxic effect of chemical or physical agents on proliferating cells. This method involves 
preparing a suspension of cells which is dispensed to several plates. Each plate is assigned 
to a particular treatment group and treated accordingly. After the plates are treated and 
incubated for a fixed period of time, surviving cells, Y, are counted. It is often impractical 
or even impossible to count the number of cells in a plate before treatment. If this number, 
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M, was known for each plate, proportions could be formed and then analyzed using a 
logistic regression model (Hosmer and Lemeshow, 1 989). However, this denominator, 
M, is random and unobserved. In this dissertation, we developed statistical procedures to 
address the "extra" variability or overdispersion caused by the randomness of M. 
The colony formation assay is not the only experimental situation faced with 
overdispersion due to an unknown and random denominator. Other applications faced with 
the same problem occur in epidemiology and in Syrian Hamster Embryo (SHE) cell culture 
assays. This section will briefly describe how the techniques developed in this dissertation 
may be applied to these situations. Section 6.2. 1 contains a brief description of a 
denominator problem which occurs in epidemiological studies. Section 6.2.2 describes 
how the techniques developed in Chapter 4 may be used to handle the denominator 
problem. Section 6.2.3 contains a brief description of the SHE cell assay, and, finally, 
section 6.2.4 describes how the techniques developed in Chapter 4 may be used to handle 
the anal ysis of these data. 
6 .2 .  I The Denominator Problem 
It may be of interest to compare disease rates among geographic regions. In such 
cases, we are able to observe a number of people who have a certain disease, but we do not 
know the total number of people who are· in those geographic regions. Thus, we need to 
estimate the total number (or population at risk) from some other source. This so-called 
"denominator problem" has received much attention in its application to primary care data in 
North American family practices (Bass, 1 976; Bass et ai., 1 976; Fraser, 1 978; and 
Rockhold and Kilpatrick, 1 98 1 ). 
Not knowing the popUlation at risk has led to problems in comparing morbidity 
rates among practices, in evaluating the health care provided, and in planning manpower 
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needs (Bass, 1 976; Rockhold and Kilpatrick, 1 98 1 ) .  In Great Britain, the population at 
risk can be determined by practice registers which each general practitioner is required to 
keep of the population he serves (Brennan, 1 980). Since the population at risk is the best 
denominator available to express morbidity rates (Bass, 1 976), a British practitioner's 
register is an excellent tool for epidemiological research. The population in North America, 
however, is not registered with family practices. Even though a family physician may 
know the number of patients that visited in one year, he will not know how many people 
that did not visit him in that same year. Bass ( 1 976) claimed that morbidity rates based on 
the number of patients visiting are of questionable value, since the probability of visiting 
varies with family practice follow-up procedures, and with the individual's age and sex. 
He also stated that "to count only those patients who were seen tells us nothing about those 
patients who did not visit the doctor during that (time) interval, even though they were at 
risk." Thus, the at-risk population must somehow be estimated so that morbidity can be 
expressed with proper incidence and prevalence. Smith ( 1 9 8 1 )  provided an excellent 
review of the literature on the "denominator problem". 
6 .2 .2 A Quasi-likelihood Approach to the Denominator Problem 
Several attempts to successfully analyze data resulting from the "denominator 
problem" have been made by modeling primary care data with some known statistical 
distribution (Brennan, 1980). Specifically, several authors have used the negative binomial 
distribution to model episodes of illness and consultations in family practices (Kilpatrick, 
1 975; Bass, 1 976; Rockhold, 1 978; Brennan, 1980; Smith, 1 98 1 ;  Rockhold and 
Kilpatrick, 1 98 1 ) .  Here, an episode of illness is defined to be the occurrence of a specific 
illness in a patient extending over a period of time from its onset to resolution (Rockhold, 
1 978). Rockhold ( 1 978), Brennan ( 1 980), and Smith ( 1 98 1 )  proposed the use of the zero 
truncated form of the negative binomial distribution to fit episodes of illness in North 
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American family practice. Using the work of these authors as a guide. the next several 
paragraphs will outline two quasi-likelihood analyses that might be used to address the 
"denominator problem". Since these methods are based on quasi-likelihood methodology. 
they require specification of only the first two moments and not full distributional 
assumptions as proposed by other authors using likelihood based methodology. 
For the following discussion. we will let Yi (i= I • . . . •  n) represent the number of 
episodes of i llness the ith person in a given practice displays. Smith ( 1 98 1 )  suggested that 
the episodes of illness may be fit using a negative binomial distribution with 
E(Yi) = V and Var(Yi ) = v +av2 • (6 .2 .2 . 1 ) 
where v represents the mean number of episodes reported in one year and cr is the shape 
parameter. Using the form of the mean and variance specified in equation (6.2.2. 1 ). a 
quasi-likelihood method of moments analysis could be performed. Such an analysis would 
require that the equations 
and 
V, (e) = :t  y, - v2 = 0 ,=, v + av 
be solved simultaneously to yield the quasi-likelihood estimates of the unknown parameters 
v and cr. This analysis could be generalized to allow the parameter v to be a function of 
other parameters such as geographic region or the individual's age or sex. In such a case. 
the analysis would follow exactly as presented in section 4.4. 
Rockhold ( 1 978) suggested that episodes of illness might be fit using a truncated 
negative binomial distribution with 
and 
E(Yi )  = 
",(
l - v) = �i V 
(1 - V"')",(I - V)[I - ",(I - V)] _ ",2(1 _ V)2 
Var(y,) = 
( )2 
",(1 - V)(I - v"' ) 
V2( 1 _ V",)2 
_ �i 
V2 I - v'" 
",2(1 _  v)2 ( 1 _ v'" + I) 
V2(1 _ v"'t 
",2(1 _  v)2 (2 - v"') 
v2(1 _ V",)2 
- v(I - V"' )  
(2 - V\V )�i2 
( I - V"'/ 
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(6 .2 .2 .2) 
(6 .2 .2 .3) 
where \jI is a shape parameter, v" is the probability of reporting zero episodes of illness in a 
1 -v(2 - v"' )  
given time, ¢ = ( ) , and (j = ( ) . An advantage of the truncated negative v 1 - v'" 1 - v'" 
binomial distribution is that it may be used to estimate the number of non-attenders (those 
who did not come to the practice in the given time interval) in a population. Rockhold 
( 1 978) stated that the number of non-attenders could be estimated using the formula: 
where nNA is the number of non-attenders and nA is the number of patients with one or 
more episodes. Using the estimate of the number of non-attenders, the total number of 
people at risk may be estimated by n= nNA+ nA" 
From the mean and variance specified in equations (6.2.2.2) and (6.2.2.3), an 
extended quasi-likelihood analysis could be performed. Since the variance in equation 
(6.2.2.3) involves two extraneous parameters, the extended quasi-likelihood techniques 
proposed in section 4.6.9 would be appropriate. The extended quasi-likelihood for this 
formulation is given by 
Q+(�i ,CY,!/I;Yi )  = Yo, 10g(�) _ ((J)Ii + I ) IOg( I + CY�i ) !/I Yi !/ICY I + (J)Ii 
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Estimates of the unknown parameters may be found using the iterative procedure described 
in section 4.6.9. 
6 .2 .3  SHE Cell Assays 
According to Srrtith (personal communication, 1 996), the SHE cell assay is used to 
predict the carcinogenic potential of cherrticals. In assays of this type, the chemical in 
question is applied to the attached cultured cells in growth medium at several different 
concentrations. The cells are attached to the culture plates, but have not begun growth. 
Dosing levels are deterrrtined by toxicity. Thus, the highest dose is taken to be the dose at 
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which 50% of the plated cells survive to form colonies. i.e . •  the LDso. and the other doses 
are interval fractions. For all dosing periods. the cells are incubated for a total of seven 
days to allow for colony formation. After formation. the colonies are fixed and stained. 
and then observed under low power for counting and cellular morphology. 
Morphologically transformed colonies are those colonies which exhibit altered growth such 
as contact inhibition. decreased nuclear to cytoplasmic ratios. and differential staining. 
They are equivocal to transformed cells in vivo in the process of neoplastic progression. 
Transformed colonies are identified and recordec\ with the total colony counts. 
6 .2 .4  A Quasi-likelihood Approach to the SHE Cell Assay 
The present method of analysis of SHE cell assay data consists of comparing the 
ratio of transformed colonies to total colonies with negative controls. However. this 
analysis ignores the fact that the denominator. the total colony count. is a random variable. 
We propose that the quasi-likelihood techniques developed in Chapter 4 can be used to 
handle this "extra" variability. 
For the following discussion. we will let y, (i= l • . . . •  n) represent the number of 
transformed colonies in the ith dosing group. and m, represent the total colony count in the 
ith dosing group. If we assume that 
E(y, 1 m, )  = mp, . 
Var(Yi 1 m, ) = mp,(l - p, ) . 
E(m, ) = v, .  
and 
Var(m,) = v,(l + ()\I, ) . 
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it follows that 
(6 .2 .4 . 1 ) 
and 
(6.2 .4.2) 
where p; = g(x; ;Jl) is the probability that a colony is transformed (O<pi<I ). 
V; = �(v; ;'6) is the probability that a colony is formed (O<vi< I ). 
g and � are smooth. monotone. possibly nonlinear functions. 
, 
x;c] is the c x I vector of covariates for the i'h dosing group. 
, 
.BJ is the c x I vector of unknown parameter associated with the Xi' 
, 
V;h ] is a b vector of covariates associated with E(m). 
and 
, 
bh] is a b vector of unknown parameters associated with v. 
Here. p; and v; must be chosen carefully to avoid possible identifiability problems that 
might occur when estimating the unknown parameters. 
Using the form of the mean and variance specified in equations (6.2.4. 1 )  and 
(6.2.4.2). a quasi-likelihood method of moments analysis could be performed. Such an 
analysis would require that the equations 
for j= l  • . . . •  (p- I ) . and 
v; (9) = t[(y; - �; ): - n - p + I ] = O. 
;=, �; + O"�, n 
where E; = ��; , be solved simultaneously to yield the quasi-likelihood estimates of the d{3j 
unknown parameters e = (13, (j) . 
6 . 3  Summary Comments 
1 6 1  
The primary focus of this research has been the development of statistical analyses 
of pseudo-proportional data. Pseudo-proportional data arises when we are able to observe 
the number of successes, but are unable to observe the number of trials. Thus, these data 
may incur "extra" variability due to an unobserved and random denominator. An example 
of an application facing this problem is data from a colony formation assay. To handle this 
overdispersion problem, we proposed two main approaches, parametric likelihood and 
quasi-likelihood analyses. Both approaches contain methods of estimating unknown 
parameters and constructing hypothesis tests using these estimates. We demonstrated the 
use of these approaches with the analysis of data from a colony formation assay involving 
serial dilutions. 
Overdispersion is a major statistical concern in the analysis of colony formation 
assays caused by not knowing the number of cells originally plated. Anscombe ( 1 949) and 
Finney ( 1 949, 1 978) utilized mixtures of distributions to handle this problem. Kim ( 199 1 )  
adopted quasi-likelihood methodology and, therefore, avoided the problem of choosing 
appropriate distributional mixtures. Using parametric likelihood and quasi-likelihood 
approaches, we generalized the work of Kim ( 1 99 1 ), Lawless ( 1 987), Finney ( 1 978), and 
Anscombe ( 1949) to define statistical models that allow for overdispersion and the presence 
of serial dilutions in Chapter 3. In addition, we extended these models to allow covariates 
in the distribution of the unknown number of cells plated. Unlike the method proposed by 
Kim ( 1 99 1 ), the approaches developed in Chapters 3 and 4 of this dissertation do not 
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require the assumption that the mean of the unknown number of cells plated is known. 
Thus, the proposed'procedures allow for the estimation of a dilution effect and for testing if 
there are departures from a specified dilution. Thus, the investigator has been provided a 
method of checking his plating procedures . 
. The parametric likelihood methods proposed in Chapter 3 require the specification 
of a particular form for the distribution of the number of colonies formed. In certain 
situations, this assumption of a distributional form may not be possible or prudent. Thus, 
quasi-likelihood techniques proposed in Chapter 4 may be preferred in those cases. Based 
on our experiences, the quasi-likelihood approaches have performed well, and in all cases, 
these procedures gave results comparable to the parametric likelihood approaches when 
parametric assumptions are assumed justified. Also in Chapter 4, we developed a 
generalized quasi-likelihood method of moments procedure which allows the variance 
parameter to change for each observation. This procedure is a generalization of the quasi­
likelihood method of moments procedure developed by Moore ( 1 986) which was used for 
overdispersed counts and proportions. In addition, we proposed a procedure for use when 
there is overdispersion in both the numerator and the denominator. Table 6. 1 contains a 
brief overview of the quasi-likelihood techniques discussed in Chapter 4. This table 
provides a quick reference for the moment assumptions, estimating equations, and 
asymptotic properties for each of these methods. 
Much of the literature surrounding quasi-likelihood methodology suggests the use 
of a generalized linear model. The use of a model of this type allows estimation via 
linearization techniques such as the Newton-Raphson procedure or weighted least squares. 
However, the use of a direct search minimization algorithm, such as the Neider-Mead 
simplex algorithm, allows the assumption of a generalized linear model to be relaxed. As a 
result, the models proposed in Chapters 3 and 4 are not limited to generalized linear 
«) \0 
Method 
Quasi-likelihood 
Developed by: 
Wedderburn ( 1974) 
Quasi-likelihood 
Method of Moments 
Developed by: 
Moore ( 1 986) 
Generalized Quasi-
likelihood Method of 
Moments 
Developed in: 
Section 4.6.8 
Extended 
Quasi-likelihood 
Developed by: 
NeIder and Pregibon 
( 1 987) 
Table 6.1 
Q '<.-
. likelihood 1. ..... ... IIIII'iU .... .;t 
Moment Assumptions 
E(Yi) = g( x,' ;p) = �i 
var(y,) = I/> V; ( �, ) ,  
� ,  <I> unknown 
Xi co variates 
gC). V,C) are known functions 
E(y,) = g( x,' ;p) = �i' 
var(Yi ) = PI (�i ,mi) + ap2(�i ,m, )  
� ,  (J unknown 
Xi covariates 
ml is observed, 
gO. p,(.) are known functions 
E(y,) = g( Xi' ;p) = �i ' 
var(Yi) = �i + ai�i 
�J Oi unknown 
Xi co variates 
g(.) is a known function 
E(y, ) = g( Xi' ;p) = �i 
var(y, ) = 1/>V;(�i ,(J) , 
�, (J, <p unknown 
Xi covariates. g(-) is a known function 
V,O is a function of 1'" and unknown a 
Estimation 
p :  max tQ'(�i ,I/>;Yi ) '  p ;=1 
¢ = _l t
(Yi -�if 
11 - p i=1 V;(�i )  
Set the p moment equations 
U(p.a) =
[ul (p,a)] 
U2(p,a) 
equal to zero and solve 
Set the p' moment equations 
U(P,(J) = [UI (P,(J)] U2(P,(J) 
equal to zero and solve 
e :  max tQ+(�i . (J,I/>;Yi )  e ;=\ 
Asymptotic Theory 
I 
1l2(p_ p)� Np(O,n�) 
no statements can be made 
about <p 
For a = (P a) , 
I 
112(e-a)�Np(O,'I') 
For a = (P a) ,  
I 
n2(e-a)�Ni (O' '1') 
For a = (P 1/» ,  I 
n2 (e-a)�Np(O,ni;l ) 
For a = (P (J 1/» ,  
simulation reveals estimates 
are not normally distributed 
for small samples 
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models. I n  fact, many of the models used i n  the examples do not fall into the generalized 
linear model framework. 
Several problems were encountered, though, when attempting to estimate 
parameters with the quasi-likelihood method of moments procedure and the extended quasi­
likelihood procedure involving two extraneous variance parameters. There were instances 
where the use of the quasi-likelihood method of moments estimation lead to a non-positive 
definite variance-covariance matrix. In these cases, a smoothed version of the variance­
covariance matrix was used to obtain parameter estimates and test statistics. As was 
pointed out in Chapter 4, extended quasi-likelihood estimation of the variance parameters 
has been shown to be biased (Davidian and Carroll, 1 988). In section 4.6. 1 0, we used 
extended quasi-likelihood estimate the parameters of a multi-hit model in the presence of 
two extraneous variance parameters. Assuming that these estimates were asymptotically 
normally distributed, we calculated extended quasi-likelihood ratio, extended quasi-Wald, 
and extended quasi-score statistics to test for a specified dilution effect. All three statistics 
failed to reject the null hypothesis whereas tests using other quasi-likelihood techniques 
resulted in dissimilar conclusions. Thus, it seems that test statistics calculated using 
extended quasi-likelihood estimates may be biased. However, this apparent discrepancy 
may be due to the use of the multi-hit model or to the presence of the additional ·variance 
parameter. 
The goodness-of-link testing methods developed in Chapter 5 may be used to 
investigate model choice. However, there are limitations to the proposed methods. These 
include: ( 1 )  the procedures do not "endorse" an adequate link, and (2) the "appropriate" 
link may be correlated with other parameters in the model leading to variance inflation and 
inconclusive test statistics. The presence of these conditions prompts us to suggest that 
these methods be used with care. In fact, the goodness of link procedures proposed in 
Chapter 5 rejected the loglinear and logit type models proposed throughout this dissertation 
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for the analysis of the Wilson data. However, examination of observed and fitted values 
plotted in Figures 3.2 and 4. 1 for the loglinear type and Figures 3.5 and 4.3 for the logit 
type, consistently showed that these models provided an adequate fit to these data. Thus, 
we recommend that these techniques are suggestive of the appropriate model, and that the 
statistician's experience and knowledge be used to diagnose and correct problems with 
poor fit. 
6 . 4  Areas for Future Research 
During the course of this research, several interesting problems arose that warrant 
further investigation. One issue is the behavior of the quasi-score statistic when using 
quasi-likelihood method of moments estimation. In several cases, the variance-covariance 
matrix was found to be non positive definite, and a smoothed estimate was used to calculate 
the quasi-score statistic. We conjecture that this apparent instability is attributable to the 
non-significance of the overdispersion parameter, cr, which indicates a model with Poisson 
rather than negative binomial variability. Thus, it may be of interest to develop a 
"goodness-of-variance" test to detect departures from a specified variance function. For the 
Poisson versus negative binomial case, a test statistic may foHow from the work of Dean 
and Lawless ( 1 989) described in section 3.4.4. 
Further consideration of the distributional properties of the test statistics for dilution 
effects in this dissertation may be fruitful. In the example presented in section 4.6. 1 0. we 
found the test statistics calculated using the multi-hit model and extended quasi-likelihood 
estimation indicated different conclusions than those suggested by statistics calculated using 
a logistic type model and quasi-likelihood method of moments estimation. It is of interest 
to know if the cause of this discrepancy is the method of estimation or the choice of the 
model. 
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Another area for future research relates to the colony formation assay. In assays of 
this type, formed colonies are counted. However, it is often the case that these colonies are 
of different sizes. Therefore, it may be of interest to determine how the treatment affects 
the distribution of colony sizes. If we consider small, medium, and large colony sizes, it 
would appear reasonable to consider a multinomial distribution. However, there may be 
overdispersion attributable to the unknown number of cells originally plated. Thus, an 
extension of the methods proposed in this dissertation to multinomial responses would be 
useful. 
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Appendix A 
Iterative Procedures 
A . l  Newton-Raphson Procedure 
The Newton-Raphson procedure is an algorithm for solving systems of equations. 
Using an initial guess of the location of the maximum of the function, 90 , the function is 
approximated in a neighborhood of 90 by a second degree polynomial, and the result of the 
first iteration is the location of that polynomial's maximum value. Iteration continues until 
some convergence criteria is met (Agresti, 1 990). Thus, this procedure may be used to 
solve likelihood equations to determine the values which maximize the log-likelihood, 
1(9,y) . For the system of p simultaneous nonlinear score functions which can be written 
as 
s. = dIC6,y) = 0 e
d9 
' 
the linearization of sa at 9 has the form se - IeC9 - 9, ) , where Ie is the observed 
information matrix described in section 3.3. The ilb iteration of the Newton-Raphson 
procedure yields the approximation 9i+1 = 0i + rls . .  e, 0, 
This method is theoretically attractive because these 0 will converge to the true 9 
provided that the initial guess, 90 , is sufficiently close to the solution. A disadvantage of 
this method is that it may be difficult to apply because derivatives have to be calculated to 
obtain the p-vector, se ' and the p x p matrix, Ie (Reddien, 1 985). 
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A SASIIML (SAS Institute, 1 989) module for the Newton-Raphson procedure is 
provided in Appendix D. 
A . 2  Neider-Mead Simplex Algorithm 
Spendley, Hext, and Himsworth ( 1 962) introduced a method of optimizing 
physical processes and/or mathematical functions by evaluating the output from a system at 
a set of points forming a simplex in the factor-space. A simplex is a geometric figure 
consisting in p dimensions of p+ I points or vertices and all their interconnecting line 
segments, polygonal. faces, etc. (Press et aI. ,  1 986). In two dimensions, a simplex is a 
triangle, and in three dimensions a simplex is a tetrahedron, not necessarily the regular 
tetrahedron. The simplex algorithm continues by forming new simplices and reflecting one 
point in the hyperplane of the remaining points. Spendley, Hext, and Himsworth assumed 
that the steps to be made in varying the factors were known. This assumption made the 
procedure very inflexible. 
Neider and Mead ( 1 965) extended Spendley, Hext, and Himsworth's method so 
that the procedure was continually adaptive to the surface of the function that is to be 
minimized. This new procedure is a robust, direct search (i.e., no first or second order 
derivatives are required) for finding the minimum of a function. Olsson and Nelson ( 1 975) 
showed that this procedure could be used successfully for parameter estimation by 
maximizing the log-likelihood, i.e., minimizing the negative of the log-likelihood. Olsson 
and Nelson's procedure consisted of evaluating a function of p variables at the (p+ I )  
vertices of  the general simplex, and no  assumptions were made about the surface except 
that it was continuous and had a unique minimum in the area of the search. 
In contrast to other minimization procedures, the Neider-Mead simplex algorithm 
approached the minimum by moving away from the largest function value and replacing the 
vertex having that value with one located by reflection through the centroid of the other 
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vertices instead of moving in a line toward the minimum. The simplex adapts itself to the 
response surface, "elongating down long inclined planes, changing direction on 
encountering a valley at an angle, and contracting in the neighborhood of a minimum" 
(NeIder and Mead, 1 965). Thus, extension, contraction, reflection, or shrinkage is applied 
depending on the contours of the surface. 
The only freedom of choice is the selection of the initial simplex. This involves 
selection of starting values and stepsizes for each of the p variables. Good starting values, 
i.e. , ones close to the final values, are always desirable and sometimes crucial. The initial 
step sizes (the size of the initial simplex) frequently have only a minor effect on the speed 
of convergence. Whenever a constrained boundary is crossed, the value of the function to 
be minimized is replaced with a very large number, say 1 038 The SASIIML program for 
the NeIder-Meld simplex algorithm employed is an adaptation of the FORTRAN program 
originally written by Olsson ( 1 974). 
Dixon ( 1 972) pointed out that the NeIder-Mead simplex algorithm ( I )  did not 
involve unidirectional searches and (2) did not assume that quadratic approximations to the 
functions would be good. Therefore, this procedure could be applied to functions that 
contain discontinuous derivatives and to functions where the minimum may not be 
quadratic. NeIder and Mead ( 1 965) suggested that the procedure performed well for 
functions containing no more than 10 parameters, especially when good starting values 
were available. 
Appendix B 
Appendix B 
Proofs 
B . l  Asymptotic Normality of the Maximum Likelihood Estimates for 
Parameters in the Negative Binomial Distribution 
Consider the likelihood of the negative binomial distribution as given by 
where .;, = g(l3, x, ) , g is a smooth monotone function, 13 is a (p- I )-vector of regression 
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parameters, Xi is the vector of covariates associated with the ith observation and 0>0 is the 
overdispersion parameter. We can write the log likelihood of this distribution as 
n ),, -\  
l(l3,a;y) = LY, log(';; ) -(Y' + a-I ) log(1 +0'';,) + Llog( 1 + aq) .  
i=1 q=O 
The first derivatives and second derivatives of l are 
dl(9;y) = � (y, - .;, )  a.;, 
L... ( ) 
a= I , . . .  , (p- I )  df3. *=1 ';' I + a';, af3. 
dl(9;y) = :t log(1 + O'�, ) + I:(-q-) _ �'(Y' + a- I ) dO' '= 1  0'2 .=1 I + aq 1 + a';, 
-d2l(9;y) 
df3.f3b 
a(t[ (Yi - ';, ) a,;' ]J '=1 ';,( I + a';,) af3. a, b= I , . . .  , (p- I )  
-d21(9;y) _ t (Y; - �;) a�; d{3uda - ;=1 (I +a�;)2 a{3a a= I ,  . . .  , (p- I )  
-d21(�;Y) = t 2 10g(17 a�;) + I:(_q_)
2 _ 2�;a-2 _ �;2 (y; + a-' ) 
da ;=1 a q=1  1 +  aq I + a�; (I + a�J 
Taking the expectations of the minus second derivatives yields the Fisher information 
matrix @o given by Lawless ( 1 987), with entries 
�p = 0 a= I ,  . . .  , (p- I )  
@ = a-4 tE(I:(-q )
2
J -� pp n ;=1 q=O I + aq �; + a-I ' 
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I [dl(9'y) ]1 I [dl(9'y)]1 Now, define s� = ...In -- and sa = ...In -- for a= I ,  . . .  , (p- I ). n d{3 u �=� n da �=a 
We will assume that �o and cro are the true values of � and cr, respectively. Also, we will 
assume that @o approaches a positive definite limit as n-?oo. 
Using a Taylor series expansion, we have 
where op ( l )  means to converge to ° in probability as n-?oo. Since � and a are maximum 
likelihood estimates, we have s� =0 and sa =0, so 
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By the Weak Law of Large Numbers (Serfling, 1 980 p. 26-27) and Mann-Wald theorem 
(Serfling, 1 980 p. 24), we have 
Now, (::: ) has an asymptotic normal distribution as n-?oo with mean 0 and covariance 
matrix @o' Thus, the joint asymptotic distribution of .In( ::: ) is normal with mean zero 
and covariance matrix @o' 
B . 2  Quasi-Wald Statistic 
Using the notation developed in Chapter 4, we would like to show that the quasi-Wald 
statistic corresponding to the null hypothesis Ho : ce = 0 has an asymptotic chi-square 
distribution. From equation (4.2. 1 .4), we have that 
I 
n2(a- e)� Np(O,n1:) . 
Using Slutsky's theorem (Serfling, 1980 p. 1 9), it follows that 
I 
n2(Ce- O)� N,(O,nC'1:C) . 
McCullagh ( 1 983) showed that 
Using the Mann-Wald theorem (Serfling, 1980 p.24), it follows that 
Using Slutsky's theorem (Serfling, 1980 p. I 9) and the properties of quadratic forms 
(Serfling, 1 980 p.26), it follows that 
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B . 3  Asymptotic Properties of the Generalized Quasi-likelihood Method of 
Moments Estimates 
Recall from section 4.6.8, that we are considering data having the first two moments of the 
form 
and 
where I; is a function of some covariates x; and an associated vector of unknown 
parameters f}. Generalized quasi-likelihood method of moments estimates of the unknown 
parameters 9 = (f},o) may be found by solving the following equations 
for j= l ,  . . .  , (p- I ), and 
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for j"= I, . . . , q where E ; =  ;�;. Thus, 6 =  (p,o) is the simultaneous solution to the p'=p-
l +q equations U= (Up U2). Since this procedure is a generalization of the method given 
by Moore ( 1 986), it is not surprising that the asymptotic properties of the generalized 
quasi-likelihood method of moments estimates are quite similar to those presented by 
Moore in his 1 986 Biometrika article. Before proving these asymptotic properties, it is 
convenient to introduce the following notation. Let 0 = (P,u) be a p' vector and let 
p· vector. Let 6(0) =.!. O'U(O) be a p' x p' matrix, K(O) = E{6(0)} , and 
n 09 
cov{U(O)} 
J(O) = , where the expectations are taken with respect to the true value 00, We 
n 
partition K as 
and we partition the matrices J and Ii in the same way. We write K, Uj for the (ij)'" 
component of K , , ,  and similarly for the submatrices of J and Ii. We will show that the 
asymptotic covariance of 6 = (p,o) is : ' where 
(B .3 . 1 )  
and where all matrices are evaluated at 00 , The components of K are 
Thus, we have 
The components of J, the covariance matrix of U, are 
J" = n-'E(U,U;) = .!.E'V-'E = -K, p  
n 
:-,] . 22 
where C,Ji and c..i are third and fourth central moments, and all quantities are evaluated at 
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We now outline the derivation of the asymptotic properties of e = (tJ,u) . First note 
that J and K as defined above depend on the configuration of Xi actually observed. To 
make equation (B.3. 1 )  precise, assume that, as n�oo, J and K converge to matrices j 
and K respectively, where j is positive-definite. 
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Lemma I .  Assume that, for some open neighborhood No about 90 = (130,0"0) and for some 
constants c, to C6' we have 
I 
sup ---2 < C, ' (p.a)eNo �; + (J;�; 
J" 
sup --' < C 
(p.a)eNo af:\ j 4 '  
sup �; + (J;�;2 < C2 ' (p,a)eNo 
sup �i < C" (p.a)eNo 
J" " a" . sup -"-' + 2 .(J . -"-' < C (P,G)eNo OfJj I ' O'pj 3 '  
sup �; -< C6 , 
(p.a)eNo 
where now s; are evaluated at (13,0") , which is not necessarily the true value. Assume also 
sup 1111 - KII � 0 
(p.a)eN, 
in probability, where 11-11 denotes the spectral norm. 
Proof. By the boundness assumptions and by letting �o" = �(x" , llo ) ' we have 
in probability by the law of large numbers. Similarly, it may be shown that the remaining 
components of (II-K) also converge uniformly to zero. The result follows immediately. 
Theorem I .  There exists a sequence {(p" U,)} such that 
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(B.3 .2) 
with probability going to one as n-too, and (p" u,) -t (�o,uo) in probability. If (�" o-, ) 
also satisfies equation (B.3.2), then (�" o-,) -t (�k ,Uk )  with probability going to one as 
n-too. 
Proof. The consistency of maximum likelihood estimates is proved by Foutz ( 1 977). Our 
proof is quite similar to that proof. Let e be an open subset of Euclidean p' space, p . . 
Assume that 6 and K exist and are continuous on the parameter space e. Also 
assume that 6(90 ) is positive definite and K(90) converges in probability to a positive 
definite matrix K .  Using these assumptions and Lemma I ,  we have the following 
convergence. 
Ii� K .  (B .3 .3 )  
To prove this, we use the triangle inequality such as 
From Lemma I ,  we have 
Using the triangle inequality, we have 
From the assumption of continuity, we have K continuous at 90 . So, we have 
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in probability. We also have 
in probability. Thus, equation (B.3.3) is proved. 
By the Law of Large Numbers (Serfling, 1 980, p.26-27), we have 
which implies 
Like Foutz ( 1 977), we use the inverse function theorem to prove consistency of the 
generalized quasi-likelihood method of moments estimators, 9 = (iJ,o) . Let 
then we can choose a choose a neighborhood Nhof 9 with sufficiently small radius h >  ° 
to ensure 
This is true because of equation (B .3.3). Thus, from theorem I of Foutz ( 1 977), we have 
which implies 
Thus, Theorem I follows immediately. 
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I J2U(9) . . 
b d T '( ' ) Theorem 2. Assume that -;;� eXists and IS ounde . hen, as n-?�, -v n 9 - 90 
, 
converges in distribution to a Np' (0, 'it) , where 'it = i<:-Ij(i<:-I ) . 
Proof. The proof is essentially that for asymptotic normality of maximum likelihood 
estimates. Thus, using a Taylor series expansion, we have 
where op (J)  means to converge to ° in probability as n-?�. Since e = (�,cJ)are 
generalized quasi-likelihood method of moments estimates, we have [�: �:j 1 = (:} so 
here, (�:�::D has an asymptotic normal distribution as n-?� with mean 0 and covariance 
matrix j . Also, by the Weak Law of Large Numbers (Serfiing, 1 980 p.26-27) and Mann-
Wald theorem (Serfiing, 1 980, p.24), we have 
Thus, the joint asymptotic distribution of .In(�:�::D is nonnal with mean zero and 
covariance matrix .p .  
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Appendix C 
C . l  Introduction 
Appendix C 
Simulation Study 
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As previously stated, Davidian and Carroll ( 1 988) found that, in general, the 
extended quasi-likelihood estimates of variance parameters were biased. However, they 
showed that extended quasi-likelihood estimates were asymptotically equivalent to 
generalized least squares estimators of the regression parameters. It is of interest to 
detennine the effect, if any, of the possibly biased estimation of the variance parameters on 
the estimation of the regression parameters. Thus, a simulation study was conducted ( I )  to 
detennine how well extended quasi-likelihood estimation performs for overdispersed data 
and (2) to investigate the assumption of asymptotic normality of the extended quasi­
likelihood estimates of the regression parameters. Measures of the precision and accuracy 
of the parameter estimates and the investigation of asymptotic distribution aid in 
detennining how well the techniques perform for small samples like those observed in the 
colony formation assay described in Chapter I .  When analyzing data from these assays, 
investigators often fit a multi-hit model like the one given in equation (4.6. 10. 1 ) .  This 
model is attractive, because it allows for a shoulder in the dose-response curve. For this 
reason, data for this simulation were generated using the results of the nonlinear fit of the 
multi-hit model reported in Table 1 .3. All programs for the simulation study were written 
in Version 6.07 of SASIIML (SAS Institute, 1 989). 
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C . 2  Data Generation 
A primary focus of this research is modeling data from colony formation assays. 
We have demonstrated that these data may be subjec; to overdispersion due to an 
unobserved and random denominator. For this reason, random data are generated with 
mean �; o  where 
�i = Vi(l - (1 - exp( -fJiXi)r) . (C.2 . 1 )  
and Xi' the dosing variable, takes on the same values as the Wilson data given in Table 1 . 1 .  
These random data are assumed to have a variance of the form 
(C.2.2) 
where the inclusion of two overdispersion parameters, $ and a ,  generalizes the variance 
functions discussed in this dissertation. Note that when $= I and 0'=0 these data have the 
same first two moments as the Poisson distribution. When $= I and 0'>0, these data have 
the same first two moments as the negative binomial distribution. 
To generate random Poisson data with mean and variance �i the RANPOI function 
in SAS, with parameter �i was used. As described in section 3.4, the negative binomial 
distribution can be considered as a gamma mixture of Poissons. Thus if we consider a 
Poisson variable with a random mean and assume this mean follows a gamma distribution, 
the resulting distribution is negative binomial. Using this relationship, random negative 
binomial data with mean �i and variance �i + o'�} ,  was generated by first generating a 
random gamma variate, 9i' using the RANGAM function in SAS, with parameters 
I 
VI = - and /(i = O'�i ' 
0' 
1 9 1  
Then a random Poisson variate, Xi' was generated using the RANPOI function, with 
parameter 9i resulting in a negative binomial random variate x,. 
Overdispersed data were generated using the methods described above to generate 
random Poisson and negative binomial data. Random data with mean �i and variance tfJ�i ' 
were generated by first generating a Poisson random variate, Xi with mean �.  Then the 
tfJ 
variable Yi=Int( cpx,), where IntO is the integer function, has mean �i and variance ¢�i ' 
Random variables with mean �i and variance ¢( �i + CJ�i2 ) ,  were generated by first 
generating a random negative binomial variate, Xi with mean ;; = � and variance ¢ 
;; + CJ¢(�; )2 . The variable Yi=Int(cpx,) results in a random variate with the desired mean 
and variance. 
Wanting to generate data that an investigator would expect to see in a typical colony 
formation assay involving serial dilutions, we let the generated data have a mean as 
predicted using the nonlinear fit described in Chapter I .  Recall that for this analysis the 
investigator assumed that he had performed a series of 10-fold dilutions. Thus, the 
parameters corresponding to this analysis and assumption of 10-fold dilutions are 
Vo = I 1 3 ,  v, = I 1 30, v2 = 1 1 300, /3, = . 1 596 , and ({J = 9.594 . These parameters were 
fixed at these values and then used to generate the random data used for this simulation 
study. Table C. I lists the number of observations generated at each dose and dilution 
combination as well as the mean used to generate the random data. 
1 92 
Table C.I 
Generated Mean and Number of Observations 
for Each Dose and Dilution Combination 
Dose Dilution Number of �; 
Observations 
Generated 
0 10° 5 1 1 3 
1 5  10° 3 67.9 
20 10° 3 37.5 
25 10° 3 1 8 .5 
25 1 0' 3 1 85 
30 10' 3 87.2 
35 10 ' 3 40. 1 
35 1 02 3 40 1 
40 1 02 3 1 82 
45 102 3 82.3 
Several factors of interest were varied throughout the simulation. First was the 
overdispersion parameter $. Simulated values of $ included $= I ,  $= 1 .5 ,  and $=2. The 
value $=1 determines how well the model perfonns when the data are from a known 
distribution (Poisson or negative binomjal). Also, we have found $=2 in several of our 
examples, and consequently, it is of special interest. The value $= 1 .5 was used as an 
intennediate value. 
The second factor varied in this simulation study was the extraneous variance 
parameter cr. Simulated values of cr included cr=O.O, cr=O. I ,  and cr=0.5. The value 
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a=O.O detennines how well the model perfonns when the data has Poisson variability or 
variance proportional to its mean. Also, we have found a=O. 1 in several of our examples, 
and consequently, it is of special interest. The value cr=O.2 was used to mark moderate 
overdispersion. 
The third factor varied was the fonn of the variance function used in the extended 
quasi-likelihood procedure. Here we wished to detennine how the choice of the variance 
function affects the parameter estimation and the asymptotic distribution of the estimates. 
Thus, we fit the model in equation (C.2. 1 )  with variance functions corresponding to the 
quasi-Poisson distribution (¢�, ) ,  the negative binomial distribution (�, + (J�n ,  and the 
generalized variance function given in equation (C.2.2). 
With three different values for 4>, three different values for a, and three different 
variance functions, the resulting simulation study considered 3 x 3 x 3 = 27 total cases. In 
each of these cases, 1000 repetitions were simulated. For each case, parameters were 
estimated using the algorithm described in section 4.6.9. Thus, each case was expected to 
result in \ 000 estimates of Vo v" v2' � " q>, and of a and/or 4> depending on the fonn of 
the variance function used. However, the estimation procedure failed to converge in 
several instances. These failures were noted when we attempted to fit the generalized 
variance function given in equation (C.2.2). For this reason, only repetitions which met 
the convergence criteria were considered valid results. 
To investigate the precision and accuracy of the parameter estimates, estimates of 
the relative biases of vo ' v, , v2 ' �" ip, and ¢ were calculated for each case and each 
repetition, i .e. , 
I b· (il ) fl, - (J, re . las fJi = --- , 
(J, 
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, 
where 8i , i =  I ,  . . . , 6, is the ith element of the vector 6 = [vo v, v2 f3, cP ¢l · A 
slight modification was needed for cr, because this value is simulated as 0.0. Here an 
estimate of the bias, rather than the relative bias, of a is calculated for each case and each 
repetition, i .e. , 
bias (a) = a - (J" . 
The mean and the variance of the relative bias of Bi are given by 
and 
A I 1000( A ) 
mean( reI. bias( 8i)) = - I. reI. bias( 8i) . 
1000 j=' ) 
A I '000 ( A A )2 var( reI. bias( 8i )) = --_- I. reI. bias( 8i ) - mean( reI. bias( 8, )) , 
1000 I j=1 ) 
respectively, where reI. bias( Bi) j is the relative bias of Bi from the j'h simulated 
experiment. The mean and the variance of the bias of a are given by 
and 
mean(bias(a)) = -I-I;(bias(a)j ) 1000 j=1 
var(bias(a)) = -I-
_
-I;(bias(a)j - mean(bias(a))r 1000 I j=1 
respectively, where bias(a)j is the relative bias of a from the jth simulated experiment. 
To investigate the precision and the accuracy of the parameter estimates, confidence 
intervals were constructed about the relative bias of the 8i i = I ,  . . .  , 6, and about the bias 
of (J". If the interval contains zero, then the relative bias or bias, accordingly, is not 
significantly different from zero indicating that the estimate is accurate. The width of the 
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confidence interval gives an idea about the precision of the estimate with smaller widths 
indicating greater precision. An estimate of the 95% confidence interval about the relative 
bias of 8; (i = I ,  . . .  , 6) is given by 
mean( reI. bias( 8; )) ± 1 .96 var( reI. bias( 8; )) 
and an estimate of the 95% confidence interval about the bias of a is given by 
mean(bias(a)) ± 1 .96�var( bias(a)) . 
To investigate the asymptotic distribution of the parameter estimates, the Shapiro­
Wilk statistic, W, was computed for each of the parameters using PROC UNIY ARIA TE in 
SAS. The W statistic is the ratio of the best estimator of variance (based on the square of a 
linear combination of the order statistics) to the usual corrected sum of squares estimator of 
the variance. Thus, the value of the statistic is always greater than zero and less than or 
equal to one, with small W leading to the rejection of the null hypothesis of normality. The 
distribution of W is highly skewed, so that seeming large values of W (such as 0.9) may be 
considered small and lead to the rejection of the null hypothesis. The significance level 
associated with W was obtained using Royston's approximate normalizing transformation 
(SAS Institute, 1 990). 
C . 3  Simulation Analysis and Results 
The results of the simulation are given in Tables C.2 through C.7. Each table 
provides the three different values of <\l and the three different values of 0". Table C.2 
contains the mean (relative) biases, 95% confidence intervals, and widths of the confidence 
intervals for the fit of the variance function ¢�; ' and Table C.3 contains the Shapiro-Wilk 
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statistics and associated p-values for the fit of the variance function ¢�; . Table CA 
contains the mean (relative) biases, 95% confidence intervals, and widths of the confidence 
intervals using a variance of the form �; + a�;2 , and Table C.5 contains the Shapiro-Wilk 
statistics and associated p-values for the fit of the variance function �; + a�i . Table C.6 
contains the mean (relative) biases, 95% confidence intervals, and widths of the confidence 
intervals for the fit of the variance function given in equation (C.2.2), and Table C.7 
contains the Shapiro-Wilk statistics and associated p-values for the fit of the generalized 
variance function given in equation (C.2.2). In addition, Figures C. l through C.27 
contain histograms of the parameter estimates for each of the simulated cases. 
Examination of the tables revealed that the estimates of all the regression parameters 
were accurate no matter which variance function, or values of 0 and <I> were used. 
Regardless of the variance function used, the precision of the regression parameters 
decreased as 0 and <I> increased. The multi-hit parameter, <p, appeared to be greatly 
affected by overdispersion. In the presence of large values of <I> and 0, the confidence 
intervals about the multi-hit parameter grew very large indicating possible instability of the 
estimation procedure. 
Examination of the figures revealed that for each variance function, the distribution 
of the estimates of the regression parameters becomes skewed as the variance parameters 0 
and <I> increase. This occurrence is most noticeable for the multi-hit parameter <p, indicating 
instability in the estimation procedure. Generally, the assumption of normality is rejected 
for the regression parameters. The major exception is the quasi-likelihood estimate of �" 
which appears to be normally distributed for all cases. The assumption of holds for all the 
regression variables only when the variance function ¢�i was fit with values of <1>= 1 .0 and 
0=0.0. The estimate of vo was normally distributed for all variance functions and values 
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of <I> when cr=O.O except when the variance function given in equation (C.2.2) was fit with 
<1>= 1 .5. Also, this estimate was normally distributed when cr=O. 1 and <I> had values 1 .0 
and 1 .5 and the variance function I/I�i was used and for all values of cr when <1>= 1 .0 and the 
variance functions �; + cr�i2 and 1/1 ( �i + cr�i2 ) were used. In addition, the assumption of 
normality held for the parameter v I when <1>= 1 .0 and cr=O.O and the variance function 
�i + cr�;2 was used. 
The estimate of <I> was found to be an accurate estimate of the true value of <I> when 
cr=O and the variance function I/I�i was used and for all values of cr and <I> when the 
variance function I/I( �i + cr�i) was used. Generally, the precision of this estimate 
decreased as the value of cr increased. However, when the variance functions I/I�i and 
1/1 ( �i + cr�i) were used and cr=O.O, the precision of ¢ increased as <I> increased from 1 .0 to 
2.0. The histograms of the estimates of <I> indicate that their distributions become skewed 
as overdispersion increases. In addition, the assumption of normality held for the estimate 
of <I> when <1>= I ,  0=0.0, and the variance function 1/1 ( �i + cr�i) was fit. The normality 
assumption failed for all other cases. 
The estimate of 0 was found to be an accurate estimate of the true value of 0 for all 
values of 0 and <I> when the variance functions �; + cr�i and 1/1 ( ';; + cr�i2 ) were used except 
when 0=0.2 and <1>= I for the variance function I/I(�; + cr�;2 ) .  Generally, the precision of 
this estimate decreased as the values of 0 and <I> increased. Examination of the figures 
showed that the distribution of the parameter estimates of cr became less skewed as 0 
increased. However, the assumption of normality does not hold for the estimate of 0 in 
any case. 
Vo 
VI 
V2 
� I  
<p 
<I> 
Vo 
V I  
v2 
� I  
<p 
<I> 
Vo 
VI 
v 2 
� I  
<p 
<I> 
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Table C.2 
Mean Relative Bias. 95% Confidence Interval. and Width of Confidence Interval 
for Variance Function ¢�i 
vo= ! 1 3 .  v l= 1 1 30. v2= 1 1 300. � 1=0. 1 596. and <p=9.594 
cr= O . O  cr=O. 1 cr=0.2 
<1>= 1 .0 
0.0020 -0.0002 0.00 1 2  
(-0.0786, 0.0825) (0. 1 6 1 0) (-0.2792, 0.2788) (0.5580) (-0.3988, 0.40 1 2) (0.7999) 
0.00 1 0  0.0322 0.0627 
(-0.1756, 0. 1 965) (0.3720) (-0.60 1 6, 0.666 1 )  ( 1 .2677) (-0.8855, 1 .0 1 1 0) ( 1 . 8965) 
0. 1 4 8 1  0. 1 009 0. 1 892 
(-0.2277, 0.2573) (0.4850) (- 1 .0286, 1 .2303) (2.2589) ( - 1 .4847, 1 .863 1 )  (3.3478) 
-0.0059 -0.0053 -0.0 1 1 0  
(-0.0697, 0.0579) (0. 1 276) (-0.2596, 0.2490) (0.5086) (-0.3666, 0.3447) (0.7 1 1 3) 
0.0051 0. 1 576 1 .8273 
(-0.2742, 0.2845) (0.5587) (- 1 . 1 763, 1 .49 1 4) (2.6677) (-93.9958, 97.65 1 3) ( 1 9 1 .647 1 )  
0. 1 46 1  9.4696 1 8.60 1 1  
(-0.61 76, O.3254lI0.9430l (2.6706,1 6.2685lI1 3.5979l 15.2976, 3 1 .9046l (26.6069) 
<1>= 1 . 5 
-0.0036 -0.0024 -0.0093 
(-0.1 036, 0.0965) (0.200 1 )  (-0.3449, 0.3402) (0.685 1 )  (-0.4958, 0.4773) (0.9732) 
0.0 1 36 0.0527 0.08 1 1  
(-0.22 1 2, 0.2484) (0.4696) (-0.7737, 0.879 1 )  ( 1 .6528) (- 1 . 1 579, 1 .320 1 )  (2.47 8 1 )  
0.0303 0. 1 5 1 8  0.2707 
(-0.2725, 0.3330) (0.6055) (- 1 .2682, 1 .5718)  (2.8400) ( - 1 .9672, 2.5086) (4.4758) 
-0.00 1 6  -0.0048 -0.0073 
(-0.0747, 0.07 16) (0. 1463) (-0.3 1 2 1 , 0.3025) (0.61 46) (-0.4564, 0.44 19) (0.8983) 
0.02 1 1 0.2433 1 .3674 
(-0. 3 1 67, 0.3588) (0.6755) (-1 .6263, 2 . 1 128) (3.7390) (-30.0055, 32.7402) (62.7457) 
-0. 1 6 1 8  9.4828 1 8.3493 
1-0.6237, O.3OO0lI0.9237l (2.4240, 1 6.54 1 7) ( 1 4 . 1 1 78) (4.8949, 3 1 .8037l (26.9088) 
<1>= 2 . 0  
-0.0007 0.0058 -0.00 1 1 
(-0. 1 1 92, 0. 1 1 77) (0.2368) (-0.3837, 0.3952) (0.7789) (-0.5732, 0.5710) ( 1 . 1 442) 
0.0 1 74 0.0822 0.08 1 7  
(-0.2547, 0.2895) (0.5442) (-0.8737, 1 .0380) ( 1 .91 1 7 )  (- 1 .3535, 1 .5 1 57) (2.8703) 
0.0298 0.2479 0.4070 
(-0.3 1 88, 0.3785) (0.6972) (- 1 .5583, 2.054 1 )  (3.6123) (-3.0693, 3.8832) (6.9525) 
-0.00 1 7  0.0022 -0.0 1 1 7  
(-0.0850, 0.08 1 7) (0. 1 667) (-0.3602, 0.3645) (0.7248) (-0.5484, 0.5250) ( 1 .0734) 
0.0296 0.8853 1 0.3937 
(-0.3750, 0.4343) (0.8093) (-29. 1 262. 30.8969) (60.023 1 )  (-469.83, 490.62) (960.45) 
-0. 1 622 9.5478 1 8.2374 
(-0.6035, 0.2792lI0.8826l (2.4239. 1 6.67 1 7lI14.2478l (5.0 1 27, 3 1 .4621l (26.4494l 
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Table C.3 
Shapiro-Wilk Statistic and Associated P-value 
for Variance Function ¢�; 
vo= 1 1 3 ,  v ,= 1  1 30, v2= 1  1 300, � ,=0. 1 596, and cp=9.594 
cr= O . O  cr=O. 1 cr=0.2 
$= 1 . 0 
Vo 0.985 1 (0.2347) 0.9841 (0. 1 20 1 )  0.9785 (0.0001 )  
V , 0.9841 (0.1259) 0.9447 (0.000 1 )  0.9159 (0.0001 )  
V2 0.9845 (0. 1 69 1 )  0.8472 (0.000 1 )  0.8302 (0.000 I )  
� , 0.9890 (0.8520) 0.9885 (0.8035) 0.9925 (0.9950) 
cp 0.9837 (0.0902) 0.83 1 8  (0.000 1 )  0.0387 (0.0001 )  
$ 0.9690 (0.0001 )  0.9536 (0.000 I )  0.9430 (0.0001 )  
$= 1 . 5 
Vo 0.9837 (0.0904) 0.9835 (0.0747) 0.9768 (0.000 1 )  
V , 0.9830 (0.0474) 0.9102 (0.000 1 )  0.86 1 7  (0.000 1 )  
V2 0.9766 (0.000 1 )  0.8459) (0.000 1 )  0.7690 (0.0001 )  
� ,  0.98 8 1  (0.7438) 0.9842 (0. 1 3 1 2) 0.9857 (0.3262) 
cp 0.9745 (0.0001 )  0.7374 (0.000 1 )  0.0929 (0.000 I )  
2 0.9702 (0.000 I )  0.9373 (0.000 1 )  0.9386 (0.000 1 )  
$= 2 . 0  
Vo 0.9849 (0.2102) 0.977 1 (0.000 1 )  0.9607 (0.000 1 )  
V , 0.9762 (0.0001 )  0.9229 (0.000 1 )  0.8285 (0.000 1 )  
V2 0.9660 (0.0001 )  0.8262 (0.000 1 )  0.6197 (0.000 1 )  
� ,  0.9855 (0.2975) 0.9888 (0.8342) 0.9905 (0.95 7 1 )  
cp 0.9636 (0.000 1 )  0.0624 (0.000 1 )  0.04 1 9  (0.000 1 )  
$ 0.9779 (0.0001 )  0.9492 (0.000 1 )  0.9393 (0.000 I )  
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Table C.4 
Mean Relative Bias, 95% Confidence Interval, and Width of Confidence Interval 
for Variance Function �i + a�i2 
vo= 1 1 3 , v ,= 1 1 30, v2= 1  1 300, � ,=0. 1 596, and <p=9.594 
a= 0 . 0  0"=0. 1 0"=0.2 
<1>- 1 . 0 
Vo 0.0007 0.0027 -0.0035 
(-0.08 12, 0.0827) (0.1639) (-0.28 1 8 , 0.2872) (0.5690) (-0.3934, 0.3864) (0.7798) 
V , -0.09 1 7  0.0378 -0.0384 
(-0.2766, 0.0932) (0.3698) (-0.5440, 0.6 1 96) ( 1 . 1636) (-0.8498, 0.7729) ( 1 .6227) 
V2 0.0027 0.0767 0 . 1 637 
(-0.2442, 0.2496) (0.4938) (-0.7949, 0.9483) ( 1 .7432) (- 1 . 1 709, 1 .4983) (2.6692) 
� , -0.0065 0.00001 0.0054 
(-0.069 1 , 0.0560) (0. 1 25 1 )  (-0.2 1 76, 0.2 1 76) (0.4352) (-0.2934, 0.3032) (0.5956) 
<p 0.0031 0. 1 587 0.3273 
(-0.2722, 0.2784) (0.5506) (-1 .0655, 1 .3828) (2.4483) (-1 .807 1 , 2.46 1 6) (4.2687) 
0" 0.0002 -0.0 1 77 -0.0299 
�-0.00 1O. 0.00 1 5l �0.0025) (-0.0697. 0.0342l �0. 1 038) (-0 1 224. 0.0626lI0. 1 850l 
<1>= 1 . 5 
Vo -0.0047 0.0025 -0.0029 
(-0. 1 05 1 , 0.0956) (0.2007) (-0.3465, 0.3514) (0.6979) (-0.4852, 0.4794) (0.9646) 
V , -0.0849 -0.0373 -0.0 1 2 1  
(-0. 3 1 62, 0. 1 465) (0.4627) (-0.7825 .. 0.7079) ( 1 .4904) ( - 1 .0585, 1 .0333) (2.091 8) 
V2  0.0282 0. 1 487 0.2484 
(-0.2853, 0.34 17) (0.6270) (-1 .0477, 1 .3452) (2.3929) (- 1 .8 1 00, 2.3067) (4. 1 1 66) 
� , -0.0022 0.0031 0.0044 
(-0.0805, 0.076 1 )  (0. 1 566) (-0.2665, 0.2726) (0.539 1 )  (-0.3892, 0.3980) (0.7872) 
<p 0.0201 0.2 1 64 0.5735 
(-0.3239, 0.3642) (0.688 1 )  ( - 1 .3256, 1 .7584) (3.0840) (-3 . 1 356, 4.2826) (7.4 1 82) 
0" 0.0020 -0.0 1 5 1  -0.0256 
(-0.0030, 0.0070) (0.01 00) �-0.0677, 0.0375l (0. 1 052l (-0. 1 2 1 3, 0.0702l �0 1 9 1 6l 
<1>= 2 . 0  
Vo -0.00 10 -0.0078 0.0036 
(-0. 1 1 67, 0. 1 1 46) (0.23 1 3) (-0.4088, 0.3932) (0.8019) (-0.5236, 0.5309) ( 1 .0545) 
V ,  -0.0853 -0.0488 0.0039 
(-0.35 1 8, 0. 1 8 13)  (0.533 1 )  (-0.9 1 30, 0.8015)  ( 1 .7286) (- 1 .2376, 1 .2455) (2.483 1 )  
v2 0.0233 0. 1 462 0.3�20 
(-0:3306, 0.3773) (0.7079) (-1 .2498, 1 .5423) (2.792 1 )  (- 1 .9939, 2.6379) (4.63 1 8 )  
� , 0.00003 0.0017 0.0 1 6 1  
(-0.09 1 2, 0.09 1 2) (0. 1 824) (-0.3072, 0.3 106) (0.6 1 78) (-0.42 1 0, 0.4533) (0.8743) 
<p 0.04 1 1 0.3299 1 .5032 
(-0.3925, 0.4748) (0.8673) (-1 .7873, 2.4472) (4.2345) (-38.5 8 1 7 , 4 1 .588 1 )  (80. 1 697) 
0" 0.0053 0.0 1 37 0.0332 
(-0.0036. 0.0142l (0.0 1 78)  �-0.053 I ,  0.0804) (0. 1 335l (-0.0974, O. I 640l �0.26 1 4l 
20 1 
Table C.S 
Shapiro-Wilk Statistic and Associated P-value 
for Variance Function �; + a�;2 
vo= l l 3, v ,= 1 1 30, v2= 1 1 300, p ,=0. 1 596, and <p=9.594 
a- O . O  a-O. I a-0.2 
<1>= 1 . 0 
Vo 0.9843 (0. 1445) 0.9834 (0.07 1 6) 0.9834 (0.0700) 
V I  0.9849 (0.2127) 0.9507 (0.000 I )  0.9262 (0.000 1 )  
V 2  0.9807 (0.0032) 0.9 1 6 1  (0.0001 )  0.88 1 6  (0.000 1 )  
P , 0.9864 (0.4582) 0.9867 (0.5049) 0.9876 (0.6634) 
<p 0.9732 (0.000 I )  0.8461 (0.0001 )  0.7 1 5 1  (0.000 1 )  
a 0.4201 (0.0001 )  0.9765 (0.000 1 )  0.9770 (0.000 1 )  
<1>= I .  5 
Vo 0.9832 (0.0555) 0.9756 (0.0001 )  0.9728 (0.000 I )  
V , 0.9808 (0.0034) 0.9354 (0.000 I )  0.8883 (0.000 I )  
V2  0.9824 (0.0266) 0.8896 (0.000 I )  0.7358 (0.000 1 )  
P , 0.9874 (0.6397) 0.9861 (0.4068) 0.9875 (0.650 I )  
<p 0.9789 (0.0002) 0.8 1 93 (0.0001 )  0.6099 (0.000 1 )  
a 0.7876 (0.000 1 )  0.9745 (0.0001 )  0.9735 (0.000 1 )  
<1>- 2 . 0  
Vo 0.9881  (0.7405) 0.9665 (0.000 I )  0.9635 (0.000 I )  
V , 0.9785 (0.000 I )  0.8981 (0.0001 )  0.8594 (0.0001 )  
V 2  0.9748 (0.000 1 )  0.8422 (0.000 I ) 0.7498 (0.000 1 )  
P , 0.9894 (0.8935) 0.9853 (0.2682) 0.9882 (0.7624) 
<p 0.9655 (0.000 1 )  0.7376 (0.0001 )  0.07 1 9  (0.0001 )  
a 0.9028 (0.000 I ) 0.97 1 3  (0.000 1 )  0.9762 (0.000 1 )  
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Table C.6 
Mean Relative Bias, 95% Confidence Interval, and Width of Confidence Interval 
for Variance Function ¢(�; + (J�;2 ) 
vo= 1 1 3, v,= 1 1 30, v2= 1 1 300, � ,=0. 1 596, and <p=9.594 
cr= O . O  cr=O. 1 cr=0.2 
$= 1 . 0 
Vo -0.00 1 3  0.0048 0.0001 
(-0.0855, 0.0829) (0.1 684) (-0.2944, 0.3040) (0.5984) (-0.4009, 0.40 1 2) (0. 802 1 )  
V , -0.0844 -0.0689 -0.0480 
(-0.2826, 0. 1 058) (0.3884) (-0.6496, 0.5 1 1 9) ( 1 . 1 6 1 5 ) (-0.84 14, 0.7455) ( 1 .5869) 
v2 0.0063 0.08 1 0  0. 1 474 
(-0.2468, 0.2594) (0.5062) (-0.8484, 1 .0 1 04) ( 1 .8588) (- 1 . 1 923, 1 .487 1 )  (2.6794) 
� ,  -0.005 1 -0.0032 0.0014 
(-0.0665, 0.0563) (0.1228) (-0.229 1 , 0.2227) (0.45 1 8) (-0.3064, 0.3093) (0.6 1 57) 
<p 0.0087 0. 1 386 0.34 1 9  
(-0.2704, 0.2878) (0.5582) (-1 .0532, 1 .3305) (2.3837) (-2.4014, 3.0852) (5.4867) 
cr 0.0024 -0.0400 -0. 1 220 
(-0.0 1 52, 0.0200) (0.0352) (-0.1 300, 0.050 1 )  (0. 1 8 0 1 )  (-0.2 1 85, -0.0255) (0. 1 929) 
$ -0.2386 1 . 1 578 2.0298 
(-0.7505, 0.2733) ( 1 .0238) (-2.4832, 4.7988) (7.2820) (-3.2066. 7.2662) ( 1 0.4728) 
# 
�'d 993 99 1 984 
$- 1 . 5  
Vo -0.004 1 -0.0001 0.0 1 59 
(-0. 1 076, 0.0993) (0.2069) (-0.3420, 0.34 1 8 )  (0.6838) (-0.4995, 0.5 3 1 4) ( 1 .0309) 
v , -0.08 1 5  -0.0242 0.0040 
(-0. 3 1 56, 0. 1 527) (0.4684) (-0.7998, 0.75 1 3) ( 1 .55 1 0) (- 1 .0676, 1 .0756) (2.1 432) 
V2 0.025 1 0. 1 448 0.2455 
(-0.2868, 0.3370) (0.6238) ( - 1 .0896, 1 .3792) (2.4688) (- 1 .6747, 2 . 1 657) ( 3.8044) 
� ,  -0.00 1 4  0.0024 -0.0007 
(-0.0766, 0.0739) (0. 1 505) (-0.28 1 3, 0.2862) (0.5675) (-0.3782. 0.3769) (0.7550) 
<p 0.0 1 95 0.2455 1 . 3 1 50 
(-0.330 I ,  0.369 1 )  (0.6992) ( - 1 .7389, 2.2300) (3.9689) (-46.44 13 , 49.07 14) (95.5 1 26) 
cr 0.0026 -0.0335 -0.1091 
(-0.0 1 96, 0.0145) (0.034 1 )  (-0. 1 284, 0.061 4) (0. 1 898) (-0.22 1 1 ,  0.0029) (0.2240) 
$ -0.26 1 9  1 .0291 1 .7525 
(-0.7682, 0.2443) ( 1 .0 1 25 )  (-2.6054. 4.6636) (7.2690) (-3.2592, 6.764 1 )  ( 1 0.0233 )  
# 
�I'd 940 985 963 
Vo 
V I 
V2 
� I 
<p 
a 
$ 
# 
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Table C.6 (continued) 
Mean Relative Bias, 95% Confidence Interval, and Width of Confidence Interval 
for Variance Function cf!( �i + a�i) 
vo= 1 1 3 , v l= 1 1 30, v2= 1 1 300, �,=0. 1 596, and <p=9.594 
a=O.O a-O. l a=0.2 
$-2 . 0 
-0.0039 0.0065 0.007 1 
(-0. 1 238, 0. 1 1 62) (0.2400) (-0.3990. 0.41 20) «0.81 10) (-0.5720. 0.5862) ( 1 . 1 582) 
-0.091 6  -0.0253 0.0079 
(-0.3612, 0. 1 1 79) (0.539 1 )  (-0.8684. 0.8 1 78) ( 1 .6862) (- 1 .2972. 1 .3 1 30) (2.6 1 02) 
0.01 1 3  0. 1 979 0.3397 
(-0.3562. 0.3789) (0.735 1 )  (- 1 .3599. 1 .7558) (3. 1 1 57) (-2.2 1 97. 2.8990) (5. 1 1 87) 
-0.00 1 8  0.0080 0.0 1 38 
(-0.0920. 0.0884) (0. 1 804) (-0.3205. 0.3365) (0.6570) (-0.4332. 0.4608) (0.8939) 
0.0408 0.3807 1 .4546 
(-0.387 1 .  0.4687) (0.8558) (-2.20 1 7. 2.7830) (4.8047) (-24.0602. 26.9695) (5 1 . 1 1 87) 
0.0036 -0.0279 -0.0825 
(-0.01 90, 0.026 1 )  (0.045 1 )  (-0.1257, 0.0700) (0.1957) (-0.2 1 84, 0.0534) (0.27 1 9) 
-0.2626 0.7978 1 . 1 548 
(-0.8268, 0.3015) ( 1 . 1283) (-2.3572, 3.9529) (6.3 1 0 1 )  (-3.0873, 5 .3969) (8.4842) 
�'d 884 986 976 
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Table C.7 
Shapiro-Wilk Statistic and Associated P-value 
for Variance Function ¢(�; + a�n 
vo= ! l 3 ,  v ,= l I 30, v2= 1  1 300, � ,=0. 1 596, and <jJ=9.594 
0= 0 . 0  0=0. 1 0=0.2 
<1>= 1 . 0 
Vo 0.9904 (0.95 1 7 )  0.9783 (0.000 1 )  0.9750 (0.000 1 )  
V , 0.98 1 1 (0.0053) 0.9574 (0.000 I )  0.9380 (0.000 1 )  
V2 0.9792 (0.0003) 0.9164 (0.000 1 )  0.8706 (0.000 1 )  
� ,  0.9862 (0.4275) 0.9887 (0.8237) 0.9879 (0.7 1 58) 
<jJ 0.9704 (0.000 1 )  0.8505 (0.000 I )  0.5572 (0.0001 )  
0 0.2888 (0.000 I )  0.9228 (0.000 1 )  0.9522 (0.0001 )  
<1> 0.9840 (0.1 143) 0.7840 (0.0001 )  0.7228 (0.0001 )  
# 
:2!!E!'d 993 99 1 984 
<1>= 1 . 5 
Vo 0.98 1 9  (0.0205) 0.9830 (0.0490) 0.9788 (0.0002) 
v ,  0.9793 (0.0007) 0.9452 (0.000 1 )  0.9069 (0.000 1 )  
V2 0.9774 (0.000 1 )  0.8830 (0.000 1 )  0.7892 (0.000 1 )  
� , 0.9867 (0.54 1 3 )  0.9906 (0.96 1 5 )  0.9899 (0.9247) 
<jJ 0.9707 (0.000 I )  0.6869 (0.000 1 )  0.0566 (0.000 I )  
0 0.3303 (0.0001 )  0.9371 (0.000 1 )  0.96 1 1 (0.000 1 )  
<1> 0.9822 (0.0287) 0.7450 (0.000 I )  0.6964 (0.0001 )  
# 
�I'd 940 985 963 
<1>= 2 . 0  
Vo 0.9869 (0.448 1 )  0.9786 (0.0002) 0.96 1 2  (0.0001 )  
v ,  0.98 1 8  (0.0270) 0.9 1 7 1  (0.000 1 )  0.8378 (0.000 1 )  
V2 0.9682 (0.0001 )  0.82 1 6  (0.000 1 )  0.7082 (0.000 1 )  
� , 0.9837 (0. 1 338) 0.9852 (0.2578) 0.9844 (0. 1 682) 
<jJ 0.9578 (0.000 1 )  0.7330 (0.000 1 )  0. 1 250 (0.000 1 )  
0 0.3496 (0.000 1 )  0.9450 (0.000 1 )  0.9524 (0.0001 )  
<1> 0.98 1 4  (0.0 1 85) 0.7493 (0.000 1 )  0.6249 (0.000 1 )  
# 
�I'd 884 986 976 
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Figure C.IS: Histograms of the Parameter Estimates for Variance Function �; + a�;2 
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Figure C.19: Histograms of the Parameter Estimates for Variance Function cp( �i + a�i2 ) 
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Figure C.20: Histograms of the Parameter Estimates for Variance Function ¢( �i + (J�i2 ) 
vo= 1 1 3, v ,= 1 1 30, v2= 1 1 300, � ,=O. 1 596, <p=9.594, a=O. I ,  and CP= 1 .0 
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Figure C.21: Histograms of the Parameter Estimates for Variance Function ¢(�i + cr�n 
Yo= l I 3 , Y ,= 1 1 30, Y2= 1 1 300, p ,=0. 1 596, <p=9.594, 0"=0.2, and $= 1 .0 
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Figure C.22: Histograms of the Parameter Estimates for Variance Function ¢( �i + a�i2 ) 
vo= ! ! 3 , v , = ! ! 30, v2= ! ! 300, �,=O. ! 596, qJ=9.594, a=O.O, and $= 1 .5 
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Figure C.23: Histograms of the Parameter Estimates for Variance Function ¢(�i + (j�n 
vo= 1 1 3, v ,= 1 1 30, v,= 1  1 300, � ,=0. 1 596, «)=9.594, cr=O. I ,  and $= 1 . 5 
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Figure C.24: Histograms of the Parameter Estimates for Variance Function ¢( �i + a�i) 
vo= ! ! 3 ,  v ,= ! ! 30, v2= ! 1 300, � ,=0. ! 596, <p=9.594, cr=0.2, and $= 1 .5 
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Figure C.2S: Histograms of the Parameter Estimates for Variance Function ¢( �i + a�n 
vo= l l 3, v ,= l l 30, v2= l 1 300, � ,=0. l 596, <p=9.594, cr=O.O, and $=2.0 
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Figure C.26: Histograms of the Parameter Estimates for Variance Function ¢(�; + a�i) 
vo= 1 1 3 ,  v ,= 1 1 30, v2= 1 1 300, � ,=0. 1 596, <p=9.594, cr=O. l ,  and $=2.0 
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Figure C.27: Histograms of the Parameter Estimates for Variance Function 1/>( �i + (j�n 
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C . 4  Simulation Conclusions 
The different variance functions have no effect on the accuracy and precision of the 
estimates of the regression parameters. These parameters are accurate for all cases, but 
precision decreases as cr and cP increase. Generally, the normality assumption of the 
estimates of the regression parameters fails. The major exception is the estimate of slope 
parameter, �" which is normally distributed for all cases. In addition, the estimate of <P is 
accurate for the variance function 4>( �i + cr�i2) but not for the variance function 4>�i ' 
whereas the estimate of cr is accurate when used with the variance functions �i + cr�i and 
4>( �i + cr�i) ·  However, the precision of both variance parameters decreases as 
overdispersion increases, and, in general, the estimates of both parameters do not support 
the assumption of normality. 
Based on the results of this simulation study, it appears that extended quasi­
likelihood estimates accurately and precisely estimate regression parameters in the presence 
of a small amount of overdispersion. However, these estimates are not normally 
distributed for most cases. Thus, we do not recommend that this estimation technique be 
used to construct hypothesis tests based on the asymptotic normality of the parameter 
estimates. 
Appendix D 
Appendix D 
Modules and Programs 
*************************************************************** 
This program in PROC IML of SAS conducts the Newton-Raphson Procedure 
for solving systems of equations. This program is adapted from the 
SAS Institiute ( 1 989), SASIIML Usage and Reference Manual. 
The user needs to supply the modules FUNCTION and DERIV. 
The FUNCTION module contains the code for calculating the 
scores. The DERIV module contains the code for calculating 
the derivatives of the scores. 
In addition, the user must supply the initial estimates for use in evaluating 
the function. 
There is no printed output resulting from this module, but the values 
BET AHA T (vector of estimates), F (the vector of equations to be solved), and H 
(the matrix of derivatives), and ITER (the number of iterations) are available to 
the user. 
***************************************************************. 
start newton; 
run function; /*evaluate function at starting values*/ 
do iter: I to maxiter /* iterate until maxiter iterations */ 
while «max(abs(oldb-betahat))>converge)); /* or convergence */ 
run deriv; /* evaluate derivatives in H */ 
If det(h)=O then delta=.S#delta; /* catch nonsingular matrices */ 
else delta=-solve(h,f); /* solve for correction vector */ 
oldb=betahat; /*update oldb */ 
betahat=betahat+delta; /* the new approximation */ 
run function; /* evaluate the function */ 
end; 
finish newton; 
233 
*************************************************************** 
This program in PROC IML of SAS uses the Newton-Raphson Procedure 
to calculate estimates from the quasi-likelihood method of moments for the 
negative binomial approach model given by N-vector 
zi=v#exp(b I #X+gammal #g I +gamma2#g2+lambdal l #g I #x+lambda 1 2#g2#X) 
with the "negative binomial" overdispersion parameter sigma. 
To run this SASIIML program, the user must supply: 
( I )  the N-vector of dose levels (x) 
(2) the N-vector containing the number of colonies formed (y). 
***************************************************************. 
PROC IML; 
/* user supplied function evaluation */ 
start function; 
rhoi=exp(b l#X+gammal #g l+gamma2#g2+lambdal l#g l #X+lambdaI 2#g2#X); 
zi=nuO#rhoi; 
_E_ =rhoill(zi#g I )1I(zi#g2)II(zi#X) 
lI(zi#X#g I )1I(zi#X#g2); 
vzi=zi+sigrna#zi#Zi; 
n=nrow(zi); 
p=nrow(delta)- I ;  
vz=diag(vzi); 
ubeta I =TCE_)*inv(vz)*(y-zi); 
ubeta2=sum « (y-zi)##2)/vzi- (n-p)/n ); 
f=ubetal l/ubeta2; 
finish function; 
/* user supplied function evaluation */ 
start deriv; 
/* evaluate hessian */ 
j 1 1_ =TCE_)*inv(vz)* _E_; 
j 1 2_ =TCE_)*inv(vz##2)*C(y-zi)##3); 
j2 1_=T(j 1 2_); 
j22_ =sum« (y-zi)##4)/(vzi##2)- I ) ;  
_k l I_=-j l 1_;  
_k I 2_=J« p), I ,0); 
_k2 1 _  =-TC l /vzi)*CE_ +2#sigma#Zi#_E_); 
_k22_ =-sum« zi)##2/vzi); 
j_= (j l Uj I 2_)I/(j2 Uj22_); 
_k_= Ck l U_kI 2_)/ICk2 U_k22_); 
_phi_=INVCk_)* j_ *TCinvCk_)); 
h=j_; 
finish deriv; 
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/* Include the NEWTON module in here */ 
start
'
problem; 
maxiter=25; 
converge=.OOOO I ;  
oldb=O; 
/* default maximum iterations */ 
/* default convergence criterion */ 
/* include starting values here */ 
run newton; 
a l_names={ 'nuO' 'gamma I '  'gamma2' 'b I '  'lambda I I '  'lambda I 2' 'sigma' } ;  
Print 'The initial estimates were' initial [rowname=a l_names]; 
print 'after ' iter 'iterations the final parameter estimates are'; 
print betahat[ rowname=a I_names] ; 
print 'The scores evaluated at these values are' f; 
finish problem; 
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START doubsim; 
*********************************************************************** 
* This program in  PROC IML of SAS conducts the Neider-Mead simplex 
* to minimize a set of functions in an iterative fashion. In other 
* words, this program is set up so that the user is able to 
* minimize one function, use those estimates to minimize another 
* function, until some convergence criterion is achieved. 
* The program is adapted from Olsson ( 1 974), Journal of Quality 
* Technology 6, 53-57. 
* 
* The user needs to provide the modules FUN_A, FUN_A 
* which contain the code for calculating the functions given the set 
* of parameters. For this module PARMS is the column K-vector of 
* parameters relating to the fun_A module, parm2 is the column-vector 
* of parameters relating to the fun_b module, and FN_ VALUE is (are) 
* the function(s) evaluated at PARMS and parms2. Also, the user 
* is given the option to provide an additional moment equation in the 
* module MOMENT. In addition, the user must provide the column 
* K-vectors of starting values IN_PARMS, IN_PARM2 and 
* initial step values IN_STEPS and IN_Step2 when calling this module. 
* 
* There is no printed output that results from running this module. 
* However, the vectors PARMS, PARM2 (the set of parameters which 
* minimize the function), FN_ VALUE (the function evaluated at P ARMS), 
* and COUNT (the number of iterations) are available to the user. 
* 
* As a cautionary note, the user should not construct matrices in 
* PROC IML with the naming convention _MATRlX_ because the modules 
* use this for all temporary matrices. 
*********************************************************************** . 
_NITER_=900;_EPS_= 1 .OE-7; 
IF DUMMY=O THEN _K_=NROW(IN]ARMS); 
ELSE _K_ =NROW(IN] ARM2); 
_KK_ = _K_ + I ;  
] _ =JCK_,_KK_,OL Y _ =J ( I  ,_KK_,O); 
COUNT=O;_DABIT _ =2.04607E-20;_BIGNUM_ = 1 .OE38;_KONVGE_ =5; 
]BAR_ =JCK_, 1 ,OLPST AR_ = ]BAR_;]2STAR_ = _PBAR_; 
_RCOEFF _ = I .O;_ECOEFF _ =2.0;_CCOEFF _ =0.5; 
**CONSTRUCT INITIAL SIMPLEX**; 
IF DUMMY=O THEN 
DO; 
] _L-KK_l=IN]ARMS; 
PARMS=IN]ARMS; 
RUN FUN_A; 
END; 
ELSE 
DO; 
] _L_KK_l=IN_PARM2; 
PARM2=IN]ARM2; 
RUN FUN_B; 
END; 
A =FN VALUE' 
= Y =[_KIL1= _A_;COUNT=COUNT + I ;  
DO _C=I TO _K_; 
IF DUMMY=O THEN 
DO; 
] _L-U=IN]ARMS;  
] _U_,_U=] _U_,_U+IN_STEPSU_]; 
END; 
ELSE 
DO; 
_P _L-U=IN]ARM2; 
] _U_,_U= _P _LC,_U+IN_STEP2LU; 
END; 
_TEMP_=]_[,_U; 
IF DUMMY=O THEN 
DO; 
PARMS=_TEMP_; 
RUN FUN_A; 
END; 
ELSE 
DO; 
P ARM2= _TEMP _; 
RUN FUN_B; 
END; 
_A_ =FN_ VALUE; 
_ Y _['_U= _A_;COUNT=COUNT + I ;  
END; 
**SIMPLEX IS NOW CONSTRUCTED**; 
HILO: 
_YLO_=MINCY_LYNEWLO_=MAXCY_l; 
DO _C = 1 TO _KK_; 
IF _Y_['_U=_YLO_ THEN _ILO_=_C; 
IF _Y_['_U=3NEWLO_ THEN _IHC=_C; 
END' 
**PERFORM CONVERGENCE CHECK ON FUNCTION**; 
**THE RATIO OF THE LARGEST TO SMALLEST VERTEX FUNCTION TEST**; 
_DCHK_=C YNEWLO_ +_DABIT_l/C YLO_ + _DABIT_l- I ;  
IF ABSCDCHK_l<_EPS_ THEN GOTO BEST; 
_KONVGE_ = _KONVGE_ - I ;  
IF _KONVGE_=O THEN DO;_KONVGE_ =5; 
DO _C=I TO _K_; 
_COORD 1 _=_P_LC, 1 LCOORD2_=_COORDl_; 
DO _J_=2 TO _KK_; 
IF ]  _U_,_U<_COORD l_  THEN _COORD 1 _=] _U_,_U; 
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IF ]  _U_,_U>_COORD2_ THEN _COORD2_=] _U_,_U; 
END; 
_DCHK_ =CCOORD2_ + _DABrc)/ccOORD 1_+ _DABrC)- I ;  
IF ABSCDCHK_)<=_EPS_ THEN GO TO BEST; 
END; 
END; 
IF COUNT> _NITER_ THEN GOTO BEST; 
**CALCULA TE ]BAR_, THE CENTROID OF THE**; 
**SIMPLEX VERTICES EXCEPTING THAT WITH _ Y _ VALUE _ YNEWLO_ ** ; 
DO _C = 1 TO _K_;_Z_ =0; 
DO _J_ = 1 TO _KK_;_Z_ = _Z_ +] _U_,_U;END; 
_z_ = _Z_-] _U_,_IHU ;_PBAR_U_l= _ZLK_; 
END; 
_PST AR_ =( 1 + _RCOEFF _)* ]BAR_-_RCOEFF _ * _P _[,_IHU; 
**REFLECTION THROUGH THE CENTROID**; 
IF DUMMY=O THEN 
00' 
END; 
ELSE 00; 
END; 
_ YST AR_ =FN_ VALUE; 
COUNT=COUNT+I ;  
IF 3ST AR_ >= _ YLO_ THEN GOTO NOEXT; 
IF COUNT >= _NITER_ THEN GOTO RETAIN; 
**SUCCESSFUL REFLECTION, SO EXTENSION**;  
]2ST AR_ = _ECOEFF _ * ]ST AR_ +( 1 -_ECOEFF _)* ]BAR_; 
IF DUMMY=O THEN 
DO; 
END; 
P ARMS= ]2ST AR_; 
RUN FUN_A; 
ELSE DO; 
END; 
P ARM2= ]2ST AR_; 
RUN FUN_B; 
_ Y2ST AR_ =FN_ VALUE; 
COUNT=COUNT+I ;  
* * RET AIN EXTENSION OR CONTRACTION**; 
IF _ Y2ST AR_ >= _ YST AR_ THEN GOTO RETAIN; 
EXTCON: 
_P _L-IHU= ]2ST AR_; 
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_ Y _LIHU= _ Y2ST AR_; 
GOTO HILO; 
**NO EXTENSION**; 
NOEXT: 
_L_=O; 
DO _C=I TO _KIC 
IF _ Y _U_l> _ YST AR_ THEN _L_ = _L_ + I ;  
END· 
IF _Lj 1 THEN GOTO RETAIN; 
**CONTRACTION ON THE REFLECTION SIDE OF THE CENTRIOD**; 
IF _L_ = 1 THEN DO; 
] _L-IHU= _PST AR_; 
_ Y _[_IHU= _ YST AR_; 
END; 
**CONTRACTION ON THE _ Y _LIHU SIDE OF THE CENTROID**; 
IF COUNT>=_NITER_ THEN GOTO BEST; 
_P2ST AR_ = _CCOEFF _ *] _[,_IHU+( -_CCOEFF _ + 1 )* ]BAR_; 
IF DUMMY=O THEN 
DO; 
END; 
ELSE 
DO; 
END; 
PARMS= ]2ST AR_; 
RUN FUN_A; 
P ARM2= ]2ST AR_; 
RUN FUN_B; 
_ Y2ST AR_ =FN_ V ALUE;COUNT=COUNT + I ;  
IF _ Y2ST AR_ <_ Y _UHU THEN GOTO EXTCON; 
**CONTRACT THE WHOLE SIMPLEX**; 
DO _1_= 1 TO _KK_; 
DO _C=I TO _K_; 
] _LC._J_l=O.S*(] _U_._U+ _P _U_._ILO_)); 
END;_XMIN_=] _L-U ; 
IF DUMMY=O THEN 
DO; 
PARMS=_XMIN_; 
RUN FUN_A; 
END; 
ELSE 
DO; 
PARM2=_XMIN_; 
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RUN FUN_B; 
END; 
_A_ =FN_ V ALUE;_ Y _L_U= _A_; 
END-
COUNT=COUNT + _KK_; 
IF COUNT <_NITER_ THEN GOTO HIT-O;ELSE GOTO BEST; 
RETAIN: 
] _L_IHU= ]ST AR_;_ Y _UHU= _ YST AR_;GOTO HIT-O; 
BEST: 
DO _J_=1 TO _KK_;_XMIN_=_P_L_U; 
IF DUMMY =0 THEN 
DO; 
P ARMS= _XMIN_; 
RUN FUN_A; 
END; 
ELSE 
DO; 
PARM2=_XMIN_; 
RUN FUN_B; 
END; 
_A_ =FN_ V ALUE;3_LU= _A_; 
END; 
_ YNEWLO_ = _BIGNUM_; 
DO _J_=1 TO _KK_; 
IF _ Y _LU<_ YNEWLO_ THEN DO; 
_YNEWLO_=_Y_U_kIBEST_=_C 
END; 
END; 
_ Y _[_IBEST _l= _BIGNUM_;_ YSEC = _BIGNUM_; 
DO _J_=1 TO _KK_; 
IF _ Y _LU<3SEC THEN DO; 
_ YSEC = _ Y _U_kISEC= _J_; 
END; 
END-
_XMIN_=] _L-IBEST_kXSEC_=_P _L-ISEC_l; IF DUMMY =0 THEN P ARMS= _XMIN_; 
ELSE PARM2=_XMIN_; 
FN_ V ALOE: _ YNEWLO_; 
FREE _NITER _ _  EPS _ _  K _ _  KK_ ] _ _  Y _ _  DAB IT _ _  BIGNUM _ _  KONVGE_; 
FREE ]BAR_ ]STAR_ ]2STAR _ _  RCOEFF _ _  ECOEFF _ _  CCOEFF_; 
FREE _A _ _  C _TEMP _ _  YLO _ _  YNEWLO _ _  IT-O _ _  !HC; 
FREE _DCHK _ _  COORD 1 _ _  COORD2 _ _  Z _ _  YST AR _ _  L _ _  J_; 
FREE _XMIN _ _  IBEST _ _  YSEC _XSEC; 
FINISH;  
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********************************************************************** 
This Program in PROC IML in SAS shows an example of how the module DOUBSIM 
may be used to estimate parameters as explained in the algorithm given in Section 4.6.9 
of this dissertation. This program calculates the estimates for the example presented 
in section 4.6. 1 0  and also produces the extended quasi-Wald, extended quasi-score, and 
the extended quasi-likelihood ratio statistics needed to test HO: dilution effects are = 1 0. 
This program may be modified by changing appropriate modules to suit the situation at 
hand. 
********************************************************************** . 
options ls=80 ps=56 nodate; 
Title l  'Example of Overdispersion in Both the Numerator and Denominator'; 
Title2'Extended Quasi-likelihood Estimation Using Two Extraneous Variance'; 
Title3 'Parameters and the Multi-Hit Model'; 
DATA One; 
INFll...E CARDS MISSOVER; 
INPUT dose colonies dilution; 
g l =O; g2=0; 
if dilution=1 then g l = l ;  
i f  dilution=2 then g2= 1 ;  
LABEL dose='dose level' 
colonies='# of colonies formed'; 
CARDS; 
0 92 0  
0 1 25 0 
0 1 1 5 0  
0 1 24 0 
0 1 1 1 0 
1 5 7 1 0 
1 5 7 1 0 
1 5 4 1 0 
20 40 0 
20 42 0 
20 45 0 
25 1 8 0 
25 28 0 
25 22 0 
25 1 8 1  I 
25 2 1 1 I 
25 1 95 I 
30 1 04 I 
30 75 I 
30 86 I 
35 22 I 
35 36 I 
35 27 I 
35 34 1 2 
35 389 2 
35 4 1 0  2 
40 1 74 2  
40 1 80 2  
40 1 46 2 
45 52 2 
45 47 2 
45 59 2 
PROC IML; 
/* Insert doubsim module here *1 
Start inverse; 
c=1/6; 
pi=3 . 1 4 1 592654; 
v=diag(E-y+sigma#E_y#E_y) ; Q=(y/phi)#log(E_y/y)-(( I +sigma#y)/(sigma#phi))#log(( I +sigma#E_y)/( I +sigma#y));  
Vofy=((sigma*y+ I )##2)#(y+c)#( I +sigma#c)/(sigma#y+ I +sigma#c); 
q_plus=sum(Q-.5*log(2#pi#phi#Vofy)); 
QL=sum(q); 
1* Calculate the 2nd partial deri vati yes to get the Observed Information Matrix *1 
d2Q_db2=-TCamaU*inv( v )*Diag( (y-E_y )##2)*inv( v)* _amaUphi; 
d2q_ds2=sum( -( I +2#sigma#E_y)#(y-E_y)/(phi#(sigma#( I +sigma#E_y))##2) 
-(2/(phi#( sigma##3)) )#Iog( ( I +sigma#E_y)/( I +sigma#y)) 
+( l Ie (sigma##2)#phi))#(E_y-y)/(( I +E_y#sigma)#( I +y#sigma)) 
+(y/( I +sigma#y))##2 
+ 1/(2#(sigma+6)##2) 
-(( I +6#y)##2)/(2#((6#sigma#y+6+sigma)##2)) ); 
d2q_dp2=( l /(phi##2))#(2#ql+.5); 
dq_dbds=-( I /phi)#TCamaU*inv( v##2)*( (y-E_y )#(E_y##2)) ; 
dq_dbdp=-( I /(phi##2))#TCamaU*inv(v)*(y-E-y); 
dq_dsdp=sum( -( 1/((phi##2)#sigma))#( (y-E_y)/( I +sigma#E_y) 
+ ( l/sigma)#log(( l  +sigma#E_y)/( l +sigma#y)) ) ) ;  
1*  Calculate the observed information matrix _inC *1 
i I =d2q_db211dq_dbdslldq_dbdp; 
i2=(T( dq_dbds) )lld2q_ds211dq_dsdp; 
i3=(t( dq_dbdp) )lldq_dsdplld2q_dp2; 
_inC=i l lli2I1i3; _inC= -UnU; 
1* Calculate the variance covariance matrix of the estimates, _sigma_ *1 
_sigma_ =invUnC); 
stderr=vecdiagLsigma_)##(.5); 
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free i I i2 i3 dq_dbds dq_dbdp dq_dsdp d2q_dp2 d2q_db2 d2q_ds2; 
free q_plus q vofy; 
finish inverse; 
start esttbl ;  
nuO=full [ I ) ;  
nu l =full[2); 
nu2=full[3); 
b l =full[4]; 
e=full[5); 
sigma=full[6); 
phi=full[7) ; 
/* Calculate the expected value of y using the full multi-hit model */ 
rho= I - ( l -exp(-b l #x))##e; 
E_y=(nuO#( I -g I )#( l -g2)+nu I#g l  +nu2#g2)#rho; 
/* 
Calculate the matrix A, called _AmaL which is the matrix of derivatives of 
E_y with respect to theta 
*/ 
dE_yde=j(n, I ,0); 
part= l -exp( -b l #X); 
do tescit= I to n; 
if part[tesUt)=O then dE_yde[tesUt)=O; 
else 
dE_yde[tesUt)= 
(-(nuO#( I -g i  [test_it))#( l -g2[tesUt))+nu I#g l  [tesUt)+nu2#g2[tesUt)) 
#((part[tesUt))##e)#log(part[tesUt))); 
end; 
_am at_ =(( I -g 1 )#( l -g2)#rho)ll(g I #rho)ll(g2#rho) 
11-(nuO#( I -g I )#( l -g2)+nu I #g l +nu2#g2)#x#exp( -b I #x)#e#((part)##(e- I )) 
IldE--yde; 
/* Calculate the variance covariance matrix of the estimate * / 
run in verse; 
/* Produce a table containing the estimates and their approximate standard errors */ 
VarNAME= { 'nuO' 'nu l '  'nu2' 'b l '  'e' 'sigma' 'phi ' ) ;  
resfull=fulil istderr; 
resname={ 'Estimate' 'Approx. Std. Err' ) ;  
print resfull[colname=resname rowname=Varname) ;  
finish esttbl ;  
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start restbl ;  
p=nrow(reduced); 
nuO=reduced[ I ] ;  
b 1 =reduced[2J ; 
e=reduced[3]; 
sigma=reduced[4]; 
phi=reduced[5]; 
/* Calculate the expected value of y using the full multi-hit model */ 
part= I -exp( -b I #X); 
rho= l -(part)##e; 
E_y=(nuO#( I -g I )#( l -g2)+ 1 O#nuO#g 1 + 1 OO#nuO#g2)#rho; 
/* 
Calculate the matrix A, called _Amac, which is the matrix of derivatives of 
E_y with respect to theta 
*/ 
dE_yde=j(n, 1 ,0); 
do tescit=1 to n; 
end; 
if part[tesUt]=O then dE_yde[tesUt]=O; 
else dE_yde[tesUt]=(-(nuO#(( l -g 1 [tesUt])# 
( l -g2[tesUt])+ I O#g l [tesUt]+ 1 OO#g2[tesUtJ)) 
#((part[tesUt])##e)#log(part[tesUt]» ;  
_amac=(rho#(( l -g l  )#( l -g2)+ 1 O#g l + 1 00#g2» 
1I-(nuO#rho#(( l -g 1 )#( l -g2)+ 1 O#g I + I 00#g2»#x#exp( -b 1 #x)#e#((part)##(e- l » 
IldE_yde; 
/* Calculate the variance covariance matrix of the estimate */ 
run inverse; 
/* Produce a table containing the estimates and their approximate standard errors */ 
resred=reducedllstderr; 
V ARNAME={ 'nuO' 'b l '  'e' 'sigma' 'phi ' } ;  
resname={ 'Estimate' 'Approx. Std. Err' } ;  
print resred[colname=resname rowname=varname]; 
finish restbl; 
start wald; 
run esttbl; 
/* Calculate the Wald Statistic for Ho: dilution Effects= IO  */ 
wald=TLc_ *full-delta)*invLc_ *Lsigma_)*TLc_»*Lc_ *full-delta); 
wald_df=nrow(delta); 
wald_p= I -probchi(wald, wald_df); 
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reswald=waldllwald_dfllwald_p; 
waldname={ 'Statistic' 'df 'p-value' } ;  
print'Wald test of Ho:nu l = I O*nuO nu2= 1 00*nuO'; 
print reswald[colname=waldname] ;  
free v wald_df wald_p reswald waldname _c_ delta; 
finish wald; 
start score; 
run restbl ; 
/* Calculate a vector containing estimates assuming HO is true */ 
reduce2=reduced[ 1 ]//( I O#reduced[ I ] )//( I OO#reduced[ I ])//reduced[2:5,]; 
p=nrow(reduce2); 
/* Using this vector, calculate the score statistic */ 
nuO=reduce2[ 1 ] ;  
nu l =reduce2[2]; 
nu2=reduce2[3J; 
b l =reduce2[4]; 
e=reduce2[5] ;  
sigma=reduce2[6]; 
phi=reduce2[7]; 
part= l -exp( -b I #X); 
rho= I -(part)##e; 
E_y=(nuO#( I -g I )#( l -g2)+nu I #g I +nu2#g2)#rho; 
/* Calculate the variance covariance matrix */ 
dE_yde=j(n, I ,0); 
do tescit= 1 to n; 
if part[tesUt]=O then dE_yde[tesUt]=O; 
else dE_yde[tesUt]= 
(-(nuO#( I -g I [tesUt])#( l -g2[tesUt])+nu I #g I [tesUt]+nu2#g2[tesUt]) 
#((part[tesUt])##e)#log(part[tesUt])); 
end; 
_amat_ =(( I -g I )#( l -g2)#rho )1I(g I #rho )1I(g2#rho) 
1I-(nuO#( l -g 1 )#( l -g2)+nu I #g I +nu2#g2)#x#exp( -b I #x)#e#((part)##(e- I )) 
IIdE--yde; 
run inverse; 
/* Calculate the vector of scores */ 
u I I  =TCamaU*inv(v)*(y-E_y)/phi; 
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u 1 2=sum( ( l /«sigma##2)#phi))#log« I +sigma#E_y)/( I +sigma#y)) 
+ (y-E_y)/(phi#sigma#( 1 +sigma#E_y)) -y/( I +sigma#y) 
- 1/(2#(sigma+6» + ( I  +6#y)/(2#(6#y#sigma+6+sigma» ) ;  
u 1 3=-( I /phi)#(QL+.5); 
ubeta=u I lIIu 1 2//u 13 ;  
ubeta_ho=ubeta[2:3,); 
print 'the scores associated with the null hypothesis are: ' ;  
print ubeta; 
/* 
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Run smoothing code to fix possible non-positive definite matrices. If the matrix is positive 
definite this code makes no changes. 
*/ 
call eigen(eig,_pmat_,_inU; 
g=nrow(ubeta); 
flag=O; 
Do b=1 to g; 
if eig[b)<O then 
do; 
eig[b)= I 0##(-8); 
f1ag= l ;  
end; 
end; 
smoothed= _Pmac *diag(eig)*TCpmaU; 
_sigma_ =inv(smoothed); 
inv _ho= _sigma_[2:3,2:3) ; 
print The inv. matrix associated with Ho'; 
print inv_ho; 
/* Calculate the score statistic * / 
score=t( ubeta_ho )*inv _ho*ubeta_ho; 
sc_df=nrow(reduce2)-nrow(reduced); 
score_p= I -probchi(score,sc_df); 
ressc=scorell sc _ dfllscore _p; 
scname={ 'Statistic' 'df 'p-value' } ;  
print'Score test of Ho:nu l = I O#nuO nu2= 100*nuO'; 
print ressc[colname=scname);  
/* Print a note if the smoothed matrix was used to calculate the statistic */ 
if flag= I then do; 
print 'smoothed _sigma_ was used to calculate the statistic'; 
free u I I  u 1 2  u 1 3  ubeta g score_p sc_df ressc scname _sigma_ smoothed; 
free _amac _pmac eig b v; 
finish score; 
1* 
User defined fun a module needed to run the module DOUBSIM 
Here the module calculates the extended quasi-likelihood with two 
extraneous variance parameters and the multi-hit model as presented in Section 4.6. 1 0  
*1 
Start fun_a; 
p=nrow(parms); 
If model= I then 
do; 
nuO=parms[ I ] ; 
nu l =parms[2] ; 
nu2=parms[3]; 
b l =parms[4]; 
e=parms[5]; 
end; 
else 
do; 
nuO=parms[ I ] ;  
b l =parms[2]; 
e=parms[3]; 
end; 
sigma=parm2[ I ] ;  
part= I -exp(-b I #x); 
c=1 I6; 
pi=3. 1 4 1 592654; 
if e>O then Rho= I -(part)##e; 
else rho=J(n, I ,0); 
if model= I then E_y=(nuO#( I -g I )#( l -g2)+nu I #g I +nu2#g2)#Rho; 
else E_y=(nuO#( I -g I )#( l -g2)+ I O#nuO#g I + I QO#nuO#g2)#Rho; 
if phi>O & b I >0 & e>O & E_pO & (sigma>O) then 
do; 
Q=(y/phi)#log(E-y/y) 
- (( I +sigma#y)/(sigma#phi))#log(( I +sigma#E_y)/( I +sigma#y)); 
Vofy=((sigma*y+ I )##2)#(y+c)#( I +sigma#c)/(sigma#y+ I +sigma#c); 
q_plus=sum(Q-.5*log(2#pi#phi#Vofy)); 
fn_ value=-q_plus; 
end; 
else fn_ value= I 0##38; 
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/* 
User defined fun b module needed to run the module DOUBSIM 
Here the module calculates the extended quasi-likelihood with two 
extraneous variance parameters and the multi-hit model as presented in Section 4.6. 1 0  
*/ 
Start fun_b; 
If model= I then 
do; 
nuO=parms[ I ] ; 
nu l =parms[2] ; 
nu2=parms [3]; 
b l =parms[4]; 
e=parms[5]; 
end; 
else 
do; 
nuO=parms[ I ] ; 
b l =parms[2]; 
e=parms[3] ;  
end; 
sigma=parrn2[ I ] ; 
part= I -exp( -b I #X); 
c= 1 I6; 
pi=3 . 1 4 1 592654; 
if e>O then Rho= I -(part)##e; 
else rho=J(n, I ,O); 
if model= I then E_y=(nuO#( l -g I )#( l -g2)+nu I #g I +nu2#g2)#Rho; 
else E_y=(nuO#( I -g I )#( l -g2)+ I O#nuO#g I + I 00#nuO#g2)#Rho; 
if phi>O & b 1 >0 & e>O & E_y>O & (sigma>O) then 
do; 
Q=(y/phi)#log(E_y/y) 
- ( ( I  +sigma#y)/(sigma#phi))#log(( I +sigma#E_y)/( I +sigma#y)); 
Vofy=((sigma*y+ I )##2)#(y+c)#( I +sigma#c )/(sigma#y+ I +sigma#c); 
q_plus=sum(Q-.5*log(2#pi#phi#vofy)); 
fn_ value=-q_plus; 
end; 
else fn_ value= I 0##38; 
finish fun_b; 
start moment; 
If model= I then 
do; 
nuO=parms[ I ]  
nu l =parms[2] 
nu2=parms[3] 
b l =parms[4]; 
e=parms[5]; 
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end; 
else 
do; 
nuO=panns ( I ) ;  
b l=panns(2); 
e=panns(3); 
end; 
sigma=pann2( 1 ) ;  
part= l -exp( -b  1 #X); 
c= 1 I6; 
pi=3 . 1 4 1 592654; 
if e>O then Rho= I -(part)##e; 
else rho=J(n, I ,O); 
if model= I then E_y=(nuO#( l -g I )#( l -g2)+nu I #g I +nu2#g2)#Rho; 
else E_y=(nuO#( I -g I )#( l -g2)+ l O#nuO#g I + I OO#nuO#g2)#Rho; 
deviance=-2#(y#log(E-y/y)-(( I +sigma#y)/sigma)#log(( I +sigma#E_y)/( I +sigma#y))); 
phi=( I In)#sum( deviance); 
finish moment; 
Start control; 
ouCnum=O; fla�c=O; dummy=O; maxiter= I 00; converge=O.OOOOOO I ;  
Do while ((oucnum<maxiter) & fla�c=O); 
end; 
oldb=in_panns; 
Oucnum=oucnum+ I ;  
run doubsimp; 
in_panns=parms; 
dummy= l ;  
0Ids=in_parm2; 
run doubsimp; 
in_pann2=parm2; 
dummy=O; 
oldp=phi; 
run moment; 
answer=parms//parm2//phi; 
old=oldb//olds//oldp; 
* print ouCnum answer old; 
if max(abs(answer-old))<converge then flag_c= 1 ;  
free dummy olds oldp old in_parms in_steps parms parm2 ouCnum flag_c oldb; 
free in_pann2 in_step2 steps start; 
. finish control; 
start problem; 
If model= I then 
do; 
parms=j(S,  I ,0); 
in_parms= { 1 1 3 .4, 1 1 30, 1 1 300,.2,9 } ;  
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end; 
else 
do; 
panns=j (3, I ,O); 
end; 
in_panns={ 1 1 3 .4, 2,9 J ;  
in_steps=. I#abs(in_parms); 
in_parm2= ( 0.02 J ;  
in_step2=. 1 #abs(in_pann2); 
phi= l ;  
parm2=in_parm2; 
start=in_parms//in_parm2//phi; 
steps=in_steps//in_step2; 
run control; 
finish problem; 
start eqlrs; 
eqlr=2*(eqlrj-eqlr_r); 
Print 'Likelihood assosiated with the full model' eqlr_f; 
Print 'Likelihood assosiated with the reduced model' eqlr_r; 
Print 'Result of Extended Quasi-Likelihood Ratio Test' eqlr; 
finish eqlrs; 
Start Test; 
/* Get estimates for the full model */ 
model= l ;  
run problem; 
a2_names={  'nuO' 'nu l '  'nu2' 'b l '  'e' 'sigma' 'phi' } ;  
full=answer; 
eqlr_f=q_plus; 
/* Calculate the Wald Statistic for HO: dilution effects=I O  */ 
_c_={ - I O  1 0 0 0 0 0, 
- 1 00 0 1 0 0 0 0 } ;  
delta= { O, O } ;  
run wald; 
free answer full wald _inC stderr _sigma_ nuO nu I nu2 sigma; 
free b I e phi part rho E_y rho E_y tesUt dE_yde _amat_; 
free resfull; 
/* Get estimates for the reduced model */ 
model=O; 
run problem; 
reduced=answer; 
eqlr_r=q_plus; 
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/* Calculate the Extended Quasi-likelihood Ratio Statistic for HO: dilution effects= 1 0 */ 
run eqlrs; 
1* Calculate the Extended quasi-score Statistic for HO: dilution effects= 1 O  */ 
run score; 
free eqlr eqlr_r eqlr_f reduce2; 
free answer _inC stderr _sigma_ nuO nu I nu2 sigma; 
free b l  e reduced phi part rho E_y rho E_y tesUt dE-yde score; 
Finish test; 
/* Read in Data */ 
USE One; 
READ ALL VAR(dose} INTO X[COLNAME=XNAME]; 
READ ALL VAR(colonies } INTO y[COLNAME=yNAME]; 
read all var (g l } into gl [colname=mname];  
read all var(g2} into g2[colname=mname];  
N=NROW(x); 
1* Run estimation and testing module */ 
run test; 
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