This paper proposes a novel design method for 3-channel filter banks based on the lifting scheme. The resulting filter bank is able to map integer signal values to integer sub-band values. The design also offers low-complexity handling of the signal boundaries. In application to image data compression, the new integer wavelet decomposition shows competitive performance compared to the reversible 5/3 transform used in JPEG2000.
INTRODUCTION
Wavelet transforms have found an application in many fields of signal processing and especially in image data compression [1] .
The discrete wavelet transformation is typically performed via a cascade of two-channel filter banks leading to a dyadic decomposition of the signal following Mallat's principle [2] . The design of the corresponding filters has to ensure that the signal can be perfectly reconstructed, i.e. the design is subject to at least two conditions: zero signal distortion and complete cancelling of aliasing components [3] . The lifting scheme, introduced by Wim Sweldens [4] , fulfils these conditions by definition and is therefore a handy tool for waveletfilter design. Moreover, it has been proven that each two-channel filter bank can be converted into a lifting structure [5] . The values of the even path are fed into a prediction module P and the resulting prediction value is subtracted from the corresponding signal value in the odd path. This corresponds to high-pass filtering in a conventional filter bank. The prediction error acts as input for a so-called update step U, whose output is added to the values of the even path. This corresponds to a low-pass filter and is essential for the suppression of aliasing components in the low-pass band. The mapping of integer signal values to integer sub-band values is called Integer Wavelet Transform (IWT) and is simply achieved by rounding the output values of the prediction and update modules to integer values [6] .
The lifting scheme, however, is not only suitable for the design of dyadic decompositions, but also for non-dyadic ones, i.e. for the design of M-channel filter banks. While the design of M-channel wavelet filter banks has been subject of research projects for many years (e.g. [7, 8, 9, 10, 11, 12] ), the design of M-band decompositions performing an integer wavelet transform has not, to the author's knowledge, been addressed in the literature before.
This paper introduces a new design method for IWT 3-channel filter banks based on the lifting scheme. The design offers a way of handling signal boundaries with the minimum of computational
Fig. 1.
Signal decomposition (left) and reconstruction (right) in a conventional lifting scheme
Fig. 2.
Signal decomposition in a three-channel lifting scheme complexity. The integer-to-integer mapping enables the application of the transform to lossless image data compression. Figure 2 shows the major difference of the new decomposition scheme in comparison to dyadic lifting schemes (Fig.1) . The incoming signal is split into three sub-signals instead of two allowing the application of two prediction steps. The operations of prediction and update can be more clearly visualised with the aid of flow diagrams. Figure 3 gives an example for the decomposition and reconstruction of a signal of length N = 9. The first prediction step (i.e. high-pass filter) uses signal values x n weighted by the coefficients β 1 -β 4 . The resulting prediction error values are d 1 , d 3 , . . . (detail signal 1). The second prediction step utilises original signal values as well as the output of the first prediction step using the coefficients α 1 -α 4 and results to detail coefficients d 0 , d 2 , and so on. The update step is also based on four coefficients (γ 1 -γ 4 ) in this design example and includes the output values of both prediction steps. It outputs values from the low-pass channel, i.e. the approximation values a n/3 . The synthesis stage (Fig. 3, bottom) simply inverts all operations.
PROPOSED LIFTING STRUCTURE
As can be seen in Fig.3 , the processing steps lack input values at the signal boundaries. We propose to use zero as input where the input corresponds to a prediction error (or detail value), as for example at the left signal boundary. If an original signal value is required, a value must be chosen that provides the best extrapolation of the signal and is available for signal reconstruction in the synthesis stage. Inspecting the flow diagram carefully, it becomes obvious, for example, that x 7 and x 8 cannot be used to reconstruct x 7 from d 4 , because they are not available yet. So, x 6 is the best choice. Figure 4 shows how the exception handling changes if the signal is shorter by one value (N mod 3) = 2. The handling for (N mod 3) = 1 can be derived accordingly.
The impulse responses of the six filters of the corresponding three-channel filter bank can be identified according to the explanations in [13] . The analysis high-pass filters are
The analysis low-pass filter is
i.e. the analysis stage of the three-channel filter bank consists of finite impulse response (FIR) filters with eight, five, and eleven taps.
The impulse responses of the synthesis filters with 2×10 and 7 taps are accordingly
The integer-to-integer mapping is simply achieved by rounding the results after each lifting step. For example, the operations for filter h 2 [n] are with n = (3m + 1)/2
The impulse responses above look more or less complicated. They enable, however, a relatively simple design as explained in the next section.
FILTER DESIGN

Basic requirements
In general, any arbitrarily chosen set of weightings α i , β i and γ i would lead to filter banks with perfect reconstruction. Having the application of lossless image data compression in mind, however, we are interested in a filter bank with maximum compaction of signal energy. Thus, the filters h 1 [n] and h 2 [n] must be real high-pass filters. Let
be the frequency response (in z-domain) of a t-tap filter h[n]. Then H 1 (z)| z=1 = 0 and H 2 (z)| z=1 = 0 must hold. This leads to following conditions
Furthermore, h 0 [n] should be a real low-pass filter, i.e. H 0 (z)| z=−1 = 0 leading to
g 1 [n] and g 2 [n] are forced to be true high-pass filters by following conditions
is not set to a real low pass, since this contradicts one of the desired properties discussed in next subsection.
Selection of useful filter properties
So far, only five conditions have been formulated for the determination of twelve variables.
The wavelet filters that are most successful in image data compression are based on a design putting a maximum number of zeros (vanishing moments) at z = 1 (high pass) or z = −1 (low pass) in order to force maximum flat frequency responses [14, 15] . Zeros at z = 1 are in accordance with the frequency characteristic of natural images such as photographs, which typically have a strong peak at low frequencies. Frequency parts close to the normalised 1 frequency of 0.5 are mostly caused by the noise floor. With respect to equation (1), multiple vanishing moments at z = 1 can be incorporated by setting z = n √ n p (p = 0, 1, 2, . . . ). The second zero for h 2 [n], for example, is included using z = n √ n leading to the condition
A different interpretation of this approach is based on the approximation of signal segments by polynomials of increasing order [16] . In the case of h 2 [n], the maximum number of zeros is obtained by the conditions (2), (7) and the following two
1 normalised by the sampling frequency 
and
In order to propagate as little as possible of the signal energy through the analysis filters, one degree of freedom is used to put a zero at z = −1 for H 1 (z) and filter h 1 [n] is becoming a band-pass
The non-linear equation system consisting of the eleven conditions (2) - (12) leads to following rational solution with one degree of freedom
Which value should be assigned to γ 4 ? γ 4 = −53/480 would introduce a second zero at z = −1 for H 0 (z) and γ 4 = 1/48 a second zero at z = −1 for H 1 (z). With respect to the typical characteristics of images, both do not lead to improved compression results. γ 4 = −7/480 introduces a second zero at z = 1 for G 2 (z) simultaneously forcing a second zero in H 0 (z) at a normalised frequency of 1/3. At this position, images contain more energy to be cancelled out than at 1/2. Investigations have shown that it is advantageous to move these zeros slightly apart from each other by choosing γ 4 = −10/480 instead. Figure 5 shows the resulting frequency responses. 
APPLICATION AND DISCUSSION
The described filter bank has been implemented in a framework for image data compression performing similar operation as JPEG2000. Figure 6 depicts the decomposition structure of a transformed image with two decomposition steps. The encoder module treats the detail signals enclosed by the solid lines together as single sub-bands. The components BL1 and HL1, for example, belong to the same subband. Table 1 contains the compression results in bits per pixel for a selection of different grey-scale images. Barbara -Zelda are taken from [17] , the other from [18] . The column '5/3' indicates the results when using the 5/3-wavelet filter as defined in [1] , '11/8/5' the results when applying the filter bank based on the design method described above. The compression ratios are close to each other with some advantage for the newly designed filter bank. There are two reasons why the new filter bank does not perform significantly better than 5/3 wavelet filters. First, the prediction performance (suppression of low frequencies) of h 1 [n] is rather poor and cancels out the advantage of h 2 [n] to a certain extent. Secondly, the effects of non-linearity owing to the rounding operations inside the prediction and update modules are lower in the 5/3 filter bank. This is because of the favourable factors of -0.5 in its first lifting step, and because the 5/3 sub-bands are affected by rounding in fewer lifting steps. Rounding deteriorates the filter characteristics depending on the values of the input signal and significantly reduces the possible compression ratio.
SUMMARY
In this paper, a novel method for the design of integer three-channel filter banks has been presented. Based on the lifting scheme a system of non-linear equations could be derived enabling the determination of all necessary lifting coefficients, i.e. impulse responses. The design constraints have been chosen with respect to the desired application in lossless image compression leading to competitive compression results. Future research will concentrate on possible compression performance improvements by shifting a pair of zeros of H 2 (z) along the unit circle.
