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1. Introduction    
In many types of photographies, it is desirable to have the entire image sharp. And in the 
opposite occurrence, some techniques try to deblur them. Classically, the blur is modeled in 
image processing as ݃ሺݔሻ ൌ ሺ݄ כ ݂ሻሺݔሻ. With x a pixel, g the degraded image, f the true 
image, * the operator of convolution and h the point spread function, noted PSF (Tao et al., 
2005). The process of the image restoration is estimating the true image from the observed 
image (Savakis & Trussel, 1993). Many estimators like inverse filters or Wiener filters require 
a priori knowledge of the PSF. Nevertheless, PSF estimator gives more or less only 
information of smooth around a point but none information inside a specific zone. Another 
technique to extract blur information proposes to evaluate depth in image using in 
particular depth from focus or depth from defocus approaches (Ma & Staunton, 2005). We 
cannot confront these approaches to our problem as they require a bunch of images of the 
same scene obtained by combining different optic properties of the camera…where we 
consider only one image in this study. 
 
       
 
    
Fig. 1. Illustrations: the sharp zones are the objects of interest   
In fact, this paper addresses the problem of images where the blur is intrinsically on the 
contrary disable and more precisely perceptually powerful. Considering, for example 
classical holiday photographies or portraits or other any kinds of images as presented in 
figure 1, the blurry regions generally represent the background, otherwise speaking regions 
of no interest for the viewer. On the contrary, the sharp area can normally be seen as the 
interest part of the global image, at least for the one who took the picture... If a photographer O
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decides to focus only on some objects in an image, he certainly considers that the rest of the 
image is not of the prime interest.  
So our goal is to develop a computational approach that is broadly useful in order to achieve 
a detection of such sharp and blur zones in diversified images as illustrated in figure 2.  Let 
notice some applications directly concerned: contrast enhancement (Chung et al., 2008) 
where different treatments permit to keep flat colors on blurry regions while increasing 
lively colors on sharp ones; assistance for visually impaired patients suffering notably from 
AMD (Bordier et al., 2005); auto-zooming to adapt the centering to the contents of the image 
(Taghva et al., 2003).  
From now on let indicate that our approach will be decomposed first in a segmentation step 
and secondly in an identification step. In fact, an isolated pixel cannot be labeled as blur of 
sharp without taking into account its neighborhood. So, to identify blurry zones in an image, 
we assume that it requires a region approach directly based on human blur perception that 
does not consider point properties but zone aspects (Georgeson & Hammett, 2002).  
 
 
Fig. 2. Our goal: extracting blurry and sharp regions 
This chapter is organized as follows: the outline of the identification process is briefly 
described. In the following section, the different steps are introduced. Section 3 presents the 
segmentation process; the evaluation of the ability of different approaches to well 
discriminate blurry and sharp zones and finally details the retained descriptors based on 
filtering and edge detection algorithms. Section 4 discusses about the learning step and 
compares several classifiers based on the previous descriptors in order to automatically 
classify each region. Section 5 illustrates the efficiency of the identification while putting the 
finger on the deficiencies of the mono-segmentation approach. The aim of the section 6 is to 
introduce a scheme turning to good account by combining classifiers built on several 
segmentations. The final section presents conclusion and future works. 
2. Overall process 
Let first specify the image domain covered by this work. Indeed, several kinds of blur are 
possible in an image, issue from optical lenses, motion or any image modification with 
specific software. In our research we consider only optical blur, id est the classical still image 
where the object of attention is salient. Finally, images we deal with may be described as 
follows:  
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• Made by a camera and gone through few image processing modifications 
• Containing sharp zone and maybe a blurry one (camera focus was made on a specific 
zone of the scene).  We do not restrict the position of the focused zone and this zone 
may be composed of several not connected areas 
• Not containing any other kind of blur 
In this study we then present a scheme that follows a region approach, where each of them 
is classified as blur or sharp. Regions are defined by a segmentation step, which is by 
definition a partition of an image into homogeneous regions according to a specific 
predicate. First, it supposes a ground truth dataset in order to qualify the classifier and then 
to measure the accuracy of such an approach. 
Let first describe the training task presented in figure 3 where a training set of images is 
considered. For each image, we extract through an expertise 3 different zones as illustrated 
in figure 4: the blurry one called “B”, the sharp one called “S” and a third one called “U” for 
undefined. This last zone is in fact the ambiguity one: it is clearly difficult to decide if it is 
blurry or not. 
 
 
Fig. 3. Overall process of the classifier training 
This identification on the training set is of course subjective as it was made using human 
judgment, in our case by image analysis specialists and amateur photographs. We may note 
that this decomposition is made without considering any segmentation: the expert has to 
draw using a precise pencil the three different zones.  
Thus, considering the segmented image and its manual annotation, it is possible to specify 
for each region its label. A region is then set as blur if it is mainly recovered by the blur area. 
A numerical vector of region descriptors and a label are then obtained for each region. These 
data are the training data used during the supervised learning task, described in a next 
section. 
Our training set is composed by 100 images containing, in average, around 63% of blur, 33% 
of sharp and 4% of undefined zones. 
www.intechopen.com
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different zones (several color and/or textures) in the same region, which may produce 
numerical biased descriptors.  
To that effect, we first have chosen four distinct classical methods covering a large panel of 
existing approaches: 
• First, the pyramid model that allows simulating human focus at different scales. The 
weighted linked pyramid would be able to discriminate the blur property as this top-
down link algorithm is based on homogeneity and dispersion criteria (Marfil et al., 
2004).  
• Secondly, two different algorithms: K-Means based on a split of the 3D color space (Da 
Rugna & Konik, 2008) using color clustering, and an histogram approach (Cheng, 2000) 
using homogeneity clustering on color image. In this last one uniform regions are 
identified via multilevel thresholding on a homogeneity histogram in preserving both 
local and global information. By segmenting images using properties homogeneity or 
color we expect that different hues and textures will not be merged.  
• Finally, Graph-Based image segmentation (Felzenszwalb & Huttenlocher, 2004) that is 
chosen based on its ability to preserve details in low-variability image regions while 
ignoring detail in high-variability regions. This method applies a predicate for 
measuring the evidence for a boundary between two regionsn taking into account the 
visually difference between sharp and blur zones. 
Our aim here is not to enter in a new segmentation debate but to concentrate our efforts on 
choosing the best segmentation algorithm. To evaluate segmentation process, the literature 
is plenty of segmentation evaluations (Zhang, 1997, Borsotti et al., 1998, Correia & Pereira, 
2002) but it is difficult to adapt any protocol to our case: to get regions non biased. Thus, to 
evaluate if the algorithm merges too much blurry and sharp zone, it seems logical to use a 
measure of the way the blur and the sharp are mixed together. We do not integrate in this 
measure the undefined zones as merging blur and undefined or sharp and undefined is not, 
a priori, a bias. 
Given segmentation ܺ ൌ ڂ ௝ܺ௠௝ୀଵ  and ܺ ൌ ሺܤ, ܵ, ܷሻ the annotation of the image ܺ and ԡܣԡ the 
surface in pixels of ܣ let introduce for each region a merging measure ߜ௝: 
ߜ௝ ൌ ە۔
ۓ ͳ ݂݅ minሺฮ ௝ܺ ת ܤฮ, ฮ ௝ܺ ת ܵฮሻฮ ௝ܺฮ ൒ ߙͲ ݈݁ݏ݁    (1) ߙ is a threshold1  that enables a region to be considered mixed only if the less represented 
label is at least present at a ratio of ߙ. Then, the “mix coefficient” of one image is computed:  
mix ൌ ∑ δ୨୫୨ୀଵm  (2) 
The mix value for one image expresses the ratio of regions that are potentially biased, in fact 
the ratio of n-tuple that would be able to disturb the supervised learning.  
Also, we evaluate the confusion matrix C defined as follow: 
                                                                 
1 Set to 0.02 in this study 
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ܥሺஃ,஀ሻ௝ ൌ ቐ Ͳ ݂݅ ሺฮ ௝ܺ ת Λฮ ൏ ฮ ௝ܺ ת Θฮሻฮ ௝ܺ ת Θฮ ݈݁ݏ݁  (3) Λ and Θ take values in set {B,S}. ܥሺஃ,஀ሻ௝  is 0 if the region ௝ܺ is mainly composed by pixels of 
class Θ and represents the number of pixels Θ otherwise. Then, the matrix C is defined by:   
ܥሺஃ,஀ሻ ൌ ∑ ܥሺஃ,஀ሻ௝௠௝ୀଵԡܺԡ  (4) 
For example, ܥሺB,Sሻ represents the ratio of pixels of class S that are mixed with a region 
mainly composed by pixels of class B. Consequently, the value ܥሺ஻,ௌሻ ൅ ܥሺௌ,஻ሻ is the minimum 
error using the considered segmentation that an identification task may do.  
Tables 1 and 2 present the mix coefficient and the confusion matrices for each segmentation 
algorithm. The mix coefficient varies from 0.07 for the K-Means method to 0.24 for the 
Graph-Based one. K-Means and Pyramid are, for this measure, the best algorithms as they 
produce less biased regions. This analysis is consolidated by the results of confusion 
matrices, in particular for the pyramidal method where less than 2% of pixels are confused 
in another class. The Graph-Based method still remains the less efficient one with about 18% 
of confused pixels. To explain these results, let notice that the Graph-Based method tends to 
create large regions on the contrary of K-Means one. K-Means gets the best mix coefficient 
but suffers from a lack considering the confusion matrix: in fact as it lies on only color 
homogeneity, some color similar regions are merged even if an edge separates them. It 
implies that some regions are extremely biased, a not present behavior concerning the 
pyramidal approach. Considering these two tables, it appears that pyramid segmentation is 
the most appropriate method to our goal, as a good compromise between the mix coefficient 
and confusion matrices. 
 
Method mix coefficient 
Graph-Based 0.24 
K-Means 0.07 
Pyramid 0.11 
Histogram 0.22 
Table 1. Mix coefficient of segmentation algorithms. Parameters are optimized to get the best 
results, id est the lower values 
 
Graph-Based B S  K-Means B S 
B 0,529 0.108  B 0,600 0.037 
S 0.069 0.283  S 0.0042 0.348 
       
Pyramid B S  Histogram B S 
B 0.628 0.0097  B 0.604 0.033 
S 0.0079 0.345  S 0.0145 0.338 
Table 2. Confusion Matrices of segmentation algorithms. Parameters are optimized to get 
the best results, id est the lower values 
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3.2 Region descriptors 
We have to exhibit some descriptors sufficiently robust to discriminate blur and sharp 
regions. Among all literature texture descriptors we focused on those that seem to be more 
adapted to characterize local dispersions. In fact, these assumptions are used: blurry regions 
are more invariant according to low pass filtering; blurry regions contain fewer edges than 
sharp ones; pixels are more probably surrounded by similar ones in blurry regions; there are 
more high frequencies in sharp regions. We propose so to extract numerical features by 
globalizing at the region level, using average and standard deviation, local information and 
neighbourhood saliency around each pixel. 
More precisely, exploiting the results of a previous study (Da Rugna & Konik, 2006), the 
following descriptors are computed: 
• Evolution of statistical moments after different low-pass filterings 
• Evolution of statistical moments after an anisotropic diffusion ((Sapiro & Ringach, 1996) 
• Classical parameters using run-length matrices (Galloway, 1974)  
• Edge density (Canny, 1986) 
• Frequency parameters issued from Gabor wavelets (Song Goh et al., 2007) 
4. Learning step 
Given this set of observations we need at this point to introduce classifiers able to 
automatically discriminate the region labels. Classification by examples is one of the main 
machine learning problems (Mitchell, 1997). It is well known, there is no general rule to 
guide how to choose learner for a specific task. Intuitively we have selected 4 algorithms 
able to answer the request of blur identification: 
• Decision Tree: C4.5 (Quinlan, 1996) 
This well-known classifier is easily converted to a set of production rules and does not 
have a priori assumptions about the nature of the data. This choice, and in particular 
the choice of C4.5, is so guided by the effective compromise between efficient results, 
rules size and learning time cost.  
• Artificial Neural Network: Multi Layer Perceptron (Duda et al., 2001) 
We apply a classical back-propagation neural network to classify instances. This kind of 
classifier is often great at prediction and classification and, if it is slow compared to 
other learning algorithms, it is reasonable for a neural network.  
• Support Vector Machines: Sequential Minimal Optimization (Keerthi et al., 2001) 
Support vector machines gave decisive results in numerous domains and for numerous 
studies: it is natural to select this linear classifier to reach our identification goal. We 
chose a SMO version using radial basis function. 
• Decision Rules : Fast Effective Rule Induction (Cohen, 1995) 
To propose a very fast algorithm of learning, we implement a rule learner method. This 
method, an optimized version of IREP, repeat incremental pruning to produce error 
reduction.  
To evaluate the ability of this identification in our context, it is necessary to introduce the 
classical measures of effectiveness. Let N the number of elements,  ௜݂ the classifier decision 
class and ܽ௜ the ground-truth class of i-th element. We will consider sharp label as the true 
instance and blur as the false. The overall efficiency, the precision and the recall of the 
classifier are then defined as ܣ ൌ  ܣܿܿݑݎܽܿݕ ൌ |ሼ௜;௙೔ୀ௔೔ሽ|ே , ܲ ൌ  ܲݎ݁ܿ݅ݏ݅݋݊ ൌ |ሼ௜;௙೔ୀ௔೔ & ௔೔ୀ௧௥௨௘ሽ||ሼ௜;௙೔ୀ௧௥௨௘ሽ|  
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and R = ܴ݈݈݁ܿܽ ൌ |ሼ௜;௙೔ୀ௔೔ & ௔೔ୀ௧௥௨௘ሽ||ሼ௜;௔೔ୀ௧௥௨௘ሽ| . Thus, to estimate the final efficiency of our process, it 
requires an estimation method with low bias, low variance and handling over-fitting. 
Between well-known accuracy estimation methods, we choose cross-validation (Kohavi, 
1995) as it is intelligible, simple to implement and efficient. We have selected a 10-Fold 
cross-validation. 
Decision Tree  Artificial Neural Network 
 A P R   A P R 
Graph-Based 0.782 0.843 0.845  Graph-Based 0.804 0.882 0.728 
K-Means 0.791 0.857 0.892  K-Means 0.829 0.835 0.966 
Pyramid 0.794 0.843 0.886  Pyramid 0.824 0.848 0.922 
Histogram 0.823 0.852 0.870  Histogram 0.839 0.840 0.906 
Decision Rules  Support Vector Machines 
 A P R   A P R 
Graph-Based 0.841 0.856 0.647  Graph-Based 0.860 0.927 0.616 
K-Means 0.816 0.827 0.958  K-Means 0.819 0.831 0.957 
Pyramid 0.814 0.829 0.926  Pyramid 0.814 0.842 0.914 
Histogram 0.818 0.805 0.897  Histogram 0.823 0.850 0.882 
Table 3. Accuracy (A), Precision (P) and Recall (R) on segmentations using different 
classifiers 
The table 3 presents the accuracy, precision and recall for each segmentation algorithm 
using previously introduced classifiers. Considering the segmentation methods, the main 
observation is the slight difference between the methods. Moreover, these results show 
similar efficiency for every classifier too, about 80-90 percent for accuracy, precision and 
recall. Despite these hopeful results it is necessary to affine the classifier behavior analysis, 
in particular to judge the influence of each kind of region label. To that effect, let present this 
study on tables 4-7, where the confusion matrices are given for each classifier and each 
segmentation method. 
 
Graph-Based S B U M  K-Means S B U M 
S 14.41 1.51 0.87 0.47  S 14.47 2.15 0.37 0.00 
B 2.34 62.31 1.89 3.01  B 2.22 64.29 2.01 3.57 
U 1.02 2.54 1.56 0.21  U 0.47 2.89 0.77 0.00 
M 0.89 6.58 0.70 0.01  M 0.68 5.72 0.39 0.00 
Pyramid S B U M  Histogram S B U M 
S 22.28 3.45 0.49 0.68  S 35.89 2.86 0.49 0.87 
B 3.61 56.06 1.33 2.26  B 3.04 43.86 0.98 2.55 
U 0.69 2.47 0.35 0.17  U 0.57 1.34 0.70 0.20 
M 0.87 4.30 0.26 0.73  M 1.09 3.43 0.24 1.88 
Table 4. Confusion matrices obtained with the decision tree classifier 
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Graph-Based S B U M  K-Means S B U M 
S 18.95 3.78 0.00 1.18  S 14.51 2.62 0.01 0.04 
B 0.83 69.04 0.15 1.52  B 2.05 68.00 0.00 0.33 
U 0.03 0.10 0.12 0.23  U 0.41 3.95 0.02 0.02 
M 0.78 0.11 2.44 0.84  M 0.72 6.90 0.00 0.42 
Pyramid S B U M  Histogram S B U M 
S 24.08 2.81 0.00 0.01  S 37.23 2.57 0.09 0.22 
B 4.90 58.35 0.00 0.01  B 4.08 45.69 0.03 0.64 
U 0.90 2.81 0.00 0.00  U 0.73 1.93 0.11 0.04 
M 1.23 4.92 0.00 0.01  M 1.57 4.24 0.02 0.82 
Table 5. Confusion matrices obtained with the neural network classifier 
Graph-Based S B U M  K-Means S B U M 
S 16.52 3.07 0.20 0.00  S 14.15 2.99 0.02 0.03 
B 1.20 69.48 0.03 0.11  B 2.80 67.45 0.02 0.11 
U 0.56 3.61 0.00 0.56  U 0.54 3.83 0.02 0.01 
M 0.40 5.00 0.00 0.01  M 0.57 7.25 0.00 0.01 
Pyramid S B U M  Histogram S B U M 
S 22.78 4.11 0.00 0.00  S 36.49 3.59 0.00 0.03 
B 4.64 58.61 0.00 0.01  B 4.97 45.26 0.00 0.20 
U 0.81 2.87 0.00 0.00  U 0.99 1.80 0.00 0.03 
M 1.04 5.12 0.00 0.00  M 1.03 5.57 0.00 0.05 
Table 6. Confusion matrices obtained with the decision rules classifier 
Graph-Based S B U M  K-Means S B U M 
S 36.20 2.75 0.47 0.69  S 14.52 2.65 0.00 0.00 
B 2.98 41.02 0.83 5.61  B 3.03 67.35 0.00 0.00 
U 0.68 1.24 0.60 2.81  U 0.56 3.84 0.00 0.00 
M 1.11 3.41 0.17 1.95  M 0.88 7.17 0.00 0.00 
Pyramid S B U M  Histogram S B U M 
S 23.62 3.28 0.00 0.00  S 35.34 2.41 0.00 0.01 
B 5.47 57.79 0.00 0.00  B 6.25 46.98 0.00 0.01 
U 0.90 2.77 0.00 0.00  U 1.05 1.53 0.00 0.00 
M 1.38 4.78 0.00 0.00  M 2.04 4.36 0.00 0.03 
Table 7. Confusion matrices obtained with the support vector machines classifier 
The results show first the lack of the classifier to learn the labels M and U, going sometimes 
as far as no learning at all these ones. And this behavior is similar whatever the 
segmentation method used. Let remind that the label M corresponds to the mixed regions, 
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that is to say regions where several labels are included. As the characteristics are biased by 
definition, it seems logical that the classifier is not able to play its rule. Concerning the 
regions of label U, the regions where the expert is uncertain often represent the gradients 
between sharp and blurry zones. Undefined regions are few represented and descriptors 
are, a posteriori, unable to correctly characterize this kind of regions.  
Considering the high recall (computed on S label) and the large majority of the blur regions 
in our test database, these two labels U and M  are more often confused with B one instead 
of S one, as the superior values in the confusion matrices show it. All these results permit us 
to no more considering these two perturbing labels in the next results.  
Table 8 presents performance measures for each classifier using the four segmentation 
algorithms. Obviously, the results are improved without taking into account undefined and 
mixed labels. Whatever the segmentation method used, the accuracy, the precision and the 
recall are always bigger than 0.90, except the recall for the couple SVM and Histogram. All 
the couples Segmentation-Classifiers rest nevertheless efficient enough to conclude the 
learning robustness. More precisely the Graph-Based method gives always the best results, 
just in front of respectively the K-Means, the histogram and finally the pyramid one. Let 
notice the method decision rules that gives another hierarchy, where K-Means seems to be 
more appropriated to this learning method.  
 
Decision Tree  Artificial Neural Network 
 A P R   A P R 
Graph-Based 0.995 0.994 0.987  Graph-Based 0.994 0.986 0.992 
K-Means 0.947 0.965 0.969  K-Means 0.947 0.967 0.967 
Pyramid 0.917 0.939 0.943  Pyramid 0.915 0.950 0.927 
Histogram 0.928 0.938 0.933  Histogram 0.925 0.941 0.924 
Decision Rules  Support Vector Machines 
 A P R   A P R 
Graph-Based 0.910 0.896 0.728  Graph-Based 0.984 0.987 0.950 
K-Means 0.932 0.958 0.959  K-Means 0.935 0.962 0.957 
Pyramid 0.903 0.936 0.926  Pyramid 0.903 0.946 0.914 
Histogram 0.905 0.927 0.901  Histogram 0.909 0.952 0.880 
Table 8. Accuracy (A), Precision (P) and Recall (R) on segmentations using different 
classifiers without undefined and mixed regions 
From now on, we can assume that the learning step is efficient and robust. That is to say the 
association descriptors-classifiers seems to be well-adapted to compute an automatic tool 
able to separate blur from sharp regions. Let then us now interest to its efficiency in the 
image application. More precisely, we have to judge the results on the entire image and not 
only on region labeling. 
5. Blur identification in real images 
We have retained the best approach to learn and decide labels from region descriptors, to 
classify regions using only blur and sharp labels. Let recall what it implies. Indeed, to 
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classify correctly 95% of regions does not infer to classify correctly 95% of the image. First 
many regions include the two labels: sharp and blur, with one in majority, so to well classify 
this region will of course imply to miss classify the  minority one. Also, it classifies only blur 
and sharp labels, as undefined and mixed labels are not learnable: these regions are 
necessarily going to engender bad classification. 
To judge the identification task on images, it is necessary to qualify the accuracy on pixels 
and not on regions, as illustrated in figure 6. This basic example shows that even if all 
regions are well classified some pixels still remains miss classified.  
 
 
Fig. 6. Region accuracy is not pixel accuracy 
The table 9 gives the ratio of well classified pixels. 
 
Method Graph-Based K-Means Pyramid Histogram 
Decision Tree 0.74 0.80 0.83 0.79 
Artificial Neural Network 0.74 0.79 0.83 0.78 
Decision Rules 0.71 0.74 0.79 0.75 
Support Vector Machines 0.74 0.79 0.83 0.79 
Table 9.  Accuracy of blur identification, in pixels 
Accuracy is varying from 0.74 to 0.83, whatever the choice of the pair segmentation and 
classifier. This slight diversity denotes the robustness of our method and its independence 
to the classifier, the deviation is mainly generated by the segmentation tool. Let notice that 
the pyramid seems to be the best whatever the learning tool. Nevertheless, the top result 
reached only 83%, which is far from the accuracies previously obtained on region 
classification. There is no better approach that is able to fully complete the identification 
task. Confronting these results to the previously obtained in sections 3.1 and 4, the main 
reason is clearly imputed to the segmentation step, this step tends to merge different labels 
in a same region. Also, the Graph-Based method is now the poorest one even so it was the 
best one considering region classification. In fact, the Graph-Based method highly suffers 
from its mix coefficient, the poorest one (0.24). Regions are well learned but are too much 
biased to reach a sufficient enough identification. In the opposite way the pyramid method 
is the best compromise between mix coefficient and region classification accuracy: this 
method gives the best final accuracy.  
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As a choice has to be made, from now on, we will consider the decision tree classifier as the 
reference one. None really suffers from some lacks but the C4.5 gives just slight higher 
values. Also, the C4.5 decision tree classifier naturally provides the distribution of the leaf 
classifying an unknown region. And, the more concentrated in one class the distribution is, 
the more the efficiency of the classification is expected to be. Figure 7 illustrates visually this 
property, using the pyramid segmentation. Original image and a blur map are shown. This 
map represents a continuum using the leaf distribution: the redder the region appears, the 
sharper the zone is expected to be.  
We retrieve the numerical measures of accuracy obtained: the main majority of pixels and 
regions are well classified. Misclassified pixels are generally located on the borders between 
the blurry and the sharp zones. The more the “edge” between these two zones is smooth; 
the more the identification step is penalized. Logically, we can notice that identification is 
more difficult when focused objects are not clearly in a different depth than background 
elements. We may assume that, on this kind of images, the main problematic is the 
segmentation process itself.  
These objective and visual results exhibit the difficulty to correctly segment images 
according to the blur properties. In fact, while region classification is very efficient, the 
accuracy in pixels is quite unsatisfactory and the segmentation is the step which 
intervenes most in these poor results. In fact, even if only one segmentation has been 
previously used to create the figure 7, the results for each segmentation were not 
extremely poorer. Our idea is then to use each of them hoping they will be 
complementary. In order to be convinced let present the different visual results obtained 
with the deer image in figure 8. 
 
 
 
 
 
 
 
 
Fig. 7. Some illustrations of blur identification (the redder the region appears, the sharper 
the zone is) 
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Fig. 8. The complementarity of segmentation methods 
Objectively, even if these several segmentations are very similar, the noticeable differences on 
some zones tend us to expect that combining each of them will improve the final identification. 
6. Multi-Segmentations approach 
Considering the set of blur maps issued from the selected segmentations, it produces, for 
each pixel, a set of labels. The figure 9 illustrates this approach using different 
segmentations, one unique classifier and combining the outputs to return the verdict. 
Among the many combination rules suggested in the literature “Sum” and “Vote” 
approaches are used the most frequently (Kittler & Alkoot, 2001). The Sum rule operates 
directly on  a posteriori class probabilities and vote, on the other hand, operates on class 
labels assigned to each pattern. Many versions of Vote exist, such as unanimous voting, 
threshold voting, weighted voting and simple majority voting... 
Let precise the 3 selected methods. The first algorithm (C1) is the simple majority voting. 
The second and third algorithms propose to use the leaf distribution of the tree classifier. 
The second method (C2) affects the label of segmentation with the highest value of class 
probability. By extrapolation, we may say that method C2 gives the label of the classifier the 
more certain of its decision. Finally, the third method (C3) is obtained by applying the 
maximum value selector to the class dependent averages. 
The table 10 shows the results on our dataset using the 3 combining methods based on a 
decision Tree. 
 
Method Pyramid C1 C2 C3 
Accuracy 0.83 0.91 0.89 0.94
 
Table 10. Results with the 3 combination algorithms using decision tree classifier  
The method combining segmentation results notably improves the global accuracy, from 
0.83 from the best mono segmentation method to at least 0.89. The method C3 gives the best 
efficiency with a value of accuracy of 0.94, in second the C1 method and in last the C2 one. 
This hierarchy joins the analysis often done of a superiority of sum rule approaches (Kittler 
J. & Alkoot, 2001). The important gain (11 %) between the best mono method segmentation 
and the merger one C3 shows that this last one fills certain deficiencies of the segmentations 
and allows to best performing the blur identification task.  
To visually confirm these behaviours, let introduce the figure 10 where combining results 
using the C3 method are proposed. Using the 4 blur maps issued from the 4 selected 
segmentations this combining rule provide quite complete blur identification. 
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Fig. 9. Overall process of multi-segmentations approach 
7. Conclusion and future work 
This chapter proposes a new algorithm based on segmentation and texture descriptors that 
are common to many image processes. Robust learning methods well combined give an 
efficient blur identification tool for real images. After evaluating the efficiency of each tool  
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Fig. 10.  Examples of multi-segmentation combining. From up to down, the original image; 
blur identification generated by Graph-Based, K-Means, Pyramid and Histogram 
segmentations; blur identification generated by C3  
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separately a final combining rule is proposed. Detection is successfully realized by the 
method, resulting in improved visual and objective qualities according to a ground-truth 
sufficient enough dataset. Although each tool taken independently suffers from some 
deficiencies, using four weak blur maps permits to create efficient blur detection, around 
95% of well-classified pixels. Tools issued from pattern classification and machine learning 
permit to confront to image processing lacks and then to reach new visual intrinsic 
properties in images. It is not only necessary to develop better image processing methods to 
capture visually important features from the image, but also to develop them that they are 
simple, efficient and easily combinable using pattern classification approaches. At the 
conclusion of this work we possess a relatively good detector which is going to allow 
envisaging its use in algorithms of higher level treatments of images, what the community 
calls content aware processing. Without considering the low-level image processing is able 
to reach the semantic level in images, such a tool must be considered only as a link of a more 
global chain in charge to propose new services and usages around new multimedia 
technologies. 
Experimental results presented in this chapter show that the segmentation is the crucial 
step of the method and future works based on the blur itself will be concluded in a new 
algorithm as required. To avoid the bias generated by the partition developing a 
supervised segmentation algorithm taking into account directly blur estimators must be 
reach. Moreover, the region neighborhood must be taking into account in order to decide 
the region label. Spatial relationship between regions would be certainly of any 
importance.  
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