Two microscopic transition theorems are given for the probability of nonequilibrium work performed on a subsystem of a thermal reservoir along the trajectory in phase space of the subsystem. The resultant transition probability is applied to the case of heat flow down an applied temperature gradient. A combined molecular dynamics and Monte Carlo algorithm is given for such a nonequilibrium steady state. Results obtained for the thermal conductivity are in good agreement with previous Green-Kubo and nonequilibrium molecular dynamics results.
I. INTRODUCTION
Computer simulations at the molecular level have been used to describe the properties of a wide variety of equilibrium systems. 1 In contrast the time-dependent processes of nonequilibrium systems pose special challenges to obtaining properties such as transport coefficients or rates of reaction, nucleation, or transformation, etc. Unlike the equilibrium case there is no statistical mechanical theory for such nonequilibrium systems, which means that the appropriate phase space probability distribution is unknown. Hence nonequilibrium computer simulations have been restricted to the molecular dynamics technique, and the Monte Carlo method has not been applied to such problems. Monte Carlo simulations have proved exceedingly useful in equilibrium studies due to their inherently greater flexibility; unlike the molecular dynamics method, which is restricted by Newton's equations of motion, the Monte Carlo trajectory can be optimized to exploit mathematically the known probability distribution, and a variety of different sampling schemes are available for specific problems. This in turn has allowed quite complex equilibrium systems to be treated ͑e.g., macromolecules, phase transitions, long-range interactions, self-assembly, inhomogeneities, etc.͒. In contrast, in the case of the transport coefficients, for example, the molecular dynamics algorithms have been restricted to either equilibrium Green-Kubo fluctuation approaches, 2, 3 or to inhomogeneous systems with actual fluxes between explicitly simulated reservoirs or stochastic boundary conditions, 4, 5 or to artificially constrained equations of motion. 6, 7 The present paper is the fourth in a series on nonequilibrium statistical mechanics that builds upon work by Onsager 8 on the representation of thermodynamic gradients and the consequences of time reversibility. The first paper in the series 9 dealt with the structure that develops in a subsystem with an applied thermodynamic gradient, and related the response function to ordinary bulk susceptibilities. The second 10 introduced the second entropy as the quantity relevant for transition probabilities and showed that it yielded linear response theory for the transport coefficients. The third 11 applied the second entropy to heat flow, and explored its relationship with the Green-Kubo theory and the thermal conductivity.
Whereas these preceding papers dealt with the structure and the macroscopic flux of steady state systems, the present paper focuses on the microscopic dynamics of steady state systems. A microscopic transition theorem is given that provides necessary and apparently sufficient conditions for developing approximate transition probabilities. This theorem allows the development of expressions for the transition probability, as distinct from the nonequilibrium probability distribution. ͑See Refs. 12-15 for discussion of nonequilibrium probability distributions and a review of the nonequilibrium state.͒ Ultimately it is desirable to have an explicit expression for the nonequilibrium probability distribution, and the microscopic transition theorem and consequent transition probability will likely contribute to such an expression. In any case, the transition probability is useful in its own right, and it is all that is required for a Monte Carlo simulation of a nonequilibrium system.
In this paper, the transition probability, which is based upon the second entropy and macroscopic reversibility discussed in the earlier papers in the series, is exhibited explicitly for the case of heat flow down a temperature gradient, and a simulation algorithm is implemented and tested for a Lennard-Jones fluid. It is shown that the method is orders of magnitude more efficient for obtaining the thermal conductivity than the time correlation route based upon fluctuations and the Green-Kubo formula.
II. MICROSCOPIC TRANSITION PROBABILITY

A. General result
This section considers a subsystem of a thermal reservoir of temperature T on which mechanical work is performed over time, represented by the work parameter ͑t͒. The Hamiltonian of the subsystem is time dependent via the work parameter, H͑⌫ , ͑t͒͒, where ⌫ is a point in the phase space of the subsystem.
⌳͑⌫Љ ͉ ⌫ , ⌬ t ͒ is considered the conditional probability of a transition ⌫ → ⌫Љ in infinitesimal time interval ⌬ t . There are two components to this transition. The first is the deterministic component determined by the subsystem Hamiltonian, which will be denoted by a single prime,
The change in energy due to the deterministic motion is the work done on the subsystem,
The second transition, ⌫Ј → ⌫Љ, is stochastic in nature and due to the heat reservoir. In paper II 10 I introduced a quantity called the second entropy that I said controlled such transitions. That second entropy contained one term connected with the dynamics of macrostates, and a second term related to the change in the first ͑or ordinary͒ entropy. It is only this latter term that is relevant here because transitions between subsystem microstates are being considered here. The relevant term is-cf. Eq. ͑II.64͒, 10 adding an irrelevant normalization constant-
Here ⌬S = SЉ − SЈ = SЉ − S, because in this case the entropy does not change during the deterministic motion. Using this result the conditional stochastic transition probability is
where k B is Boltzmann's constant. Here ⌳ e is largely a benign probability that represents the perturbative nature of the reservoir forces with a domain of order ⌬ t on which it is nonzero. This transition probability has the essential property that it be an even function upon the reversal of the transition,
Here and throughout, if the phase space point is ⌫ = ͕q N , p N ͖, then the conjugate point is ⌫ † = ͕q N , ͑−p͒ N ͖. In contrast, because the entropy is an even function, S͑⌫͒ = S͑⌫ † ͒, the change in entropy is an odd function under transition reversal, ⌬S =−⌬ † S, or, explicitly, S͑⌫Љ͒ − S͑⌫Ј͒ =−͓S͑⌫Ј † ͒ − S͑⌫Љ † ͔͒. The temperature times the change in entropy of the heat reservoir during the stochastic transition is just the negative of the heat flow into the subsystem, which in turn is just the change in the subsystem Hamiltonian during the stochastic step,
where ⌬H ϵ HЉ − H, and W ϵ HЈ − H. Hence the full conditional transition probability is
Here ⌫Ј really means ⌫ d ͑⌬ t ͉ ⌫͒ since the deterministic transition is
͑8͒
The odd stochastic transition is
with ␤ =1/k B T. Now assume that prior to the work being performed the subsystem is in thermal equilibrium, its Hamiltonian having the initial value of the work parameter ,
where factors of h 3N and N! have been incorporated into the partition function Z for clarity. In this case the unconditional transition probability is 
B. Reverse transition
Now consider the reverse transition in a system in which the work is performed in reverse, i.e., if ⌫͑t͒ is the original subsystem trajectory and ͑t͒ is the original work path on the time interval t ͓0,t f ͔, then ⌫ ͑t͒ϵ⌫ † ͑t f − t͒ and ͑t͒ = ͑t f − t͒ are the corresponding quantities in the second system on the same time interval. During the transition ⌫Љ † → ⌫ † , the work done and the heat flow are equal and opposite to what they were in the forward transition. Hence the abovementioned conditional transition probability yields the result that
Notice how the time-reversible probability ⌳ e canceled in this result. ͑Of course the deterministic transition is also time reversible.͒ Assuming that the second subsystem, like the first, is initially in thermal equilibrium, the unconditional transition probability for it is
This result uses the insensitivity of the Hamiltonian to the direction of the particles' velocities. Ignoring fluctuations one may take the Helmholtz free energy to be proportional to the logarithm of the partition function, so that 16 ⌬F ϵ FЈ − F =−k B T ln͓Z͑T , Ј͒ / Z͑T , ͔͒. Hence the forward and reverse unconditional transition probabilities are related by
The conditional probability of an entire trajectory is the product of the conditional probabilities for the transition in each sequential time step ⌬ t . The unconditional probability is simply this multiplied by the canonical distribution of the initial state. Invoking the change in sign of the work and the heat flow on each interval of the reverse trajectory, and the fact that ⌳ e is the same on the corresponding interval on the forward and on the reverse trajectory, in the Appendix it is shown that the unconditional probability functional for the forward and reverse trajectories in the two systems is related by
The notation ͓⌫͔ signifies that the probability is a functional of the entire trajectory, the time interval ͓0,t f ͔ is implicit, W = ͐dt ‫ץ‬H / ‫ץ‬ is the work done on the whole forward trajectory, and ⌬F =−k B T ln Z͑T , f ͒ / Z͑T , 0 ͒. This may be called the Microscopic Reverse Transition Theorem.
C. Earlier work
A couple of related results that have been given previously can be deduced immediately from the Microscopic Reverse Transition Theorem. Given a particular path, the probability that a specified amount of work is performed on that path is
where again ⌬F = F͑ f , T͒ − F͑ 0 , T͒. This result gives the ratio of the probabilities of positive and negative work being performed during the forward and reverse variation of a work parameter. This was called the fluctuation theorem and was originally derived by Evans et al. 17, 18 A derivation has also been given by Crooks, 19, 20 and the theorem has been verified experimentally. 21 Closely related to the fluctuation theorem is the work theorem due to Jarzynski. 22 This may also be derived trivially from the present theorem,
where the normalization of the probability functional has been invoked. This result has also been rederived in different fashions 18, 23, 24 and verified experimentally.
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III. HEAT FLOW
The following considers a rectangular subsystem of cross-sectional area A and length L z through which heat flows due to two thermal reservoirs of temperature T ± located at z = ±L z / 2. The notation and analysis draws heavily on Papers I and III. 
A. Equations of motion
The equations of motion to first order in time are
and
Here f i =−‫ץ‬U / ‫ץ‬q i is the "internal" force on particle i ͑i.e., that due to the other particles of the subsystem and to the walls or external fields not causing the relevant flow͒, F i c is an external force related to the flow ͑i.e., it might be a mechanical force or it might arise from a thermodynamic gradient, in which case it is a force of constraint͒, and F i s is a stochastic reservoir force drawn from a probability distribution. The left-hand sides may be denoted q i Љ and p i Љ, and the left-hand sides with F i s = 0 may be denoted q i Ј and p i Ј.
For the case of steady heat flow, the applied temperature gradient induces an energy moment on the subsystem, E 1 , that fluctuates about a steady, nonzero value. ͑Here and throughout only the z component of the moment vector is considered.͒ The gradient also induces an energy flux through the system that is related to the natural rate of change of the energy moment, J z = Ė 1 0 / V. 8, 9, 11 This also fluctuates about a steady nonzero value. It is not possible to satisfy simultaneously both of these requirements unless the rate of change of the moment is not given by the natural rate of change. Instead there must be an additional force that acts to keep the total deterministic change in moment zero, Ė 1 = 0. The deterministic change in zeroth moment must also remain zero, Ė 0 = 0. These are the roles of the constraint force. The constraint force may be interpreted as a correction for the simulation boundary condition in which the infinite bulk system is replaced by a finite simulation cell terminated by featureless walls.
The probability distribution of the stochastic reservoir force depends upon the stochastic change in entropy, as shown in Eq. ͑4͒. The stochastic change in entropy is related to the stochastic change in zeroth and first energy moments ͑see the following͒.
B. Change in energy moments
The total change in the energy moments during the time step t → t + ⌬ t is the sum of natural, constraint, and stochastic contributions,
The deterministic change is the sum of the natural and the constrained change,
. The zeroth energy moment, which is of course the total energy, is conserved along the natural trajectory, ⌬ 0 E 0 =0. ͑All equations in this section are correct to linear order in ⌬ t .͒ It is similarly straightforward to show that the constrained change in zeroth moment is
and the stochastic change is
Notice the sign on these.
The zeroth and first energy moments are
where the energy of particle i is
where for convenience only the singlet and pair potentials are shown explicitly. ͑This is not a fundamental restriction on the theory.͒ Just as the internal force is f i ϵ −‫ץ‬E 0 / ‫ץ‬q i , so may one define a "first moment" force as
The total change in first moment is
͑26͒
From the equations of motion, one can identify from this the natural change,
the constrained change,
and the stochastic change,
For future reference the natural rate of change of moment is expressed in the form
where q ij ϵ q i − q j . Note that i is a function of the speed of particle i but that it is insensitive to the direction of its velocity.
C. Forces of constraint
The constraint force holds the steady state during the deterministic evolution by countering the natural change in the first energy moment, ͑while preserving the constancy of the zeroth moment͒. Obviously then there are 3N constraint forces and two constraints, so there is some freedom in the choice. In the thermodynamic gradient formalism zeroth and first moments appear naturally, so it seems both sensible and convenient to choose forces of constraint of the form
with a and b to be determined. Defining
The solution is
It should be noted that both a and b are odd in time, and hence F i c is even in time, as required for the reversibility of the deterministic evolution.
D. Change in entropy
The conditional transition probability for the stochastic step ⌫Ј → ⌫Љ, Eq. ͑4͒, requires the change in entropy of the reservoir, ⌬ s S = SЉ − SЈ. As shown previously this is 9,11
where the zeroth inverse temperature is
and where the first inverse temperature is
E. Stochastic transition probability
It remains to give the probability distribution for the stochastic force, which is equivalent to giving the stochastic transition probability. The stochastic transition probability, Eq. ͑4͒, was the product of an even and odd term, with the odd term given by Eq. ͑37͒,
where
It may be shown that k i Ͼ 0. The even term is taken to be
Here ⌰ ⌬ is a short-ranged, even, function that is nonzero on a domain ⌬ MC that is of order ⌬ t . In this work I have used
where ␣ = x, y, or z, and where
The normalization is independent of ⌫Ј to quadratic order in the step length, ͑i.e., the denominator is actually
The Monte Carlo step length was chosen as
where v MC is a dimensionless parameter of order unity that controls the influence of the stochastic step. Note that the maximum possible Monte Carlo step, ⌬ MC , depends upon the configuration and may change in each time step, although these fluctuations are relatively negligible for large systems. This way of choosing ⌬ MC is not expected to influence greatly the results, although this has not been explicitly checked. The sensitivity to the parameter v MC is explored in the results Sec. IV B.
F. Practical algorithms
Several variant algorithms based on the above equations were developed for the simulation of heat flow. For each time step, deterministic development was first computed, and then the stochastic force. For the deterministic step the equations of motion to second order in the time step were solved as follows. With unprimed quantities referring to time t, and primed quantities referring to time t + ⌬ t , the new configuration was first calculated,
and then the new internal force f i Љϵ f i ͑͑qЈ͒ N ͒ was calculated. The new momenta were then calculated as
The deterministic force depends upon the momenta, Eqs. ͑32͒ and ͑36͒, and so a new constraint force was calculated F i c͑0͒ . The momenta were then refined as
The refinement process was repeated, and p i Љ was set equal to the final p i ͑n͒ . Here n = 2 was used. These deterministic equations are exact to order ⌬ t 2 .
Algorithm A
The stochastic forces were calculated in three different but related ways. The first algorithm proceeded as follows. For each atom a random force F i s uniformly distributed in a cube of edge-length ⌬ MC was chosen, and a trial configuration was generated as
The stochastic change in energy moments was then calculated as
von Neumann's algorithm 1 was used to accept or reject the stochastic force on the basis of the transition probability, Eq. ͑4͒, as follows. The transition probability for the trial stochastic force, ဧ͑F i s ͉ ␤ 0 , ␤ 1 ͒, divided by a number greater than or equal to the maximum probability on the cube, was calculated. If this ratio was greater than a random number uniformly distributed on ͑0,1͔, then q i Љ and p i Љ were accepted as the configuration at time t + ⌬ t . Otherwise a new trial stochastic force was generated and the process was repeated. Typically, 1.01-1.2 attempts per atom per time step were required, depending upon the value of ⌬ MC ͑or equivalently v MC ͒.
Algorithm B
A second algorithm was investigated. The stochastic step in essence establishes the energy moment E 1 , 9 and it is the deterministic time step that determines the flux Ė 1 0 . As shown in the following, if the stochastic step dominates, then the flux becomes randomized and consequently the thermal conductivity of the subsystem is reduced, Accordingly, it was found beneficial to perform the stochastic step at constant Ė 1 0 . ͑This of course is the analogue of performing the deterministic step at constant E 1 .͒ After a little experimentation, a simple way to accomplish this was found. First note that both E 0 and E 1 depend upon the magnitude but not the direction of the momenta, and hence p i can be rotated without affecting the probability of the transition. Note also that from Eq. ͑31͒ the natural rate of change of the first moment is a linear function of the momenta, Fig. 1͒ . In those cases where it is not possible to preserve the rate of change of moment by a rotation of that momentum ͑i.e., when 
Algorithm C
A third algorithm was also developed that accomplished the same goal as in Algorithm B, but in a stochastic rather than deterministic sense. To explain and to motivate it, I first quantify the reason for the inaccuracy of algorithm A with increasing step length.
The flux, Eq. ͑30͒, was given by
, where x i is the cosine of the angle between the two vectors. Like i , the zeroth and first moments E 0 and E 1 are independent of the orientations of the momenta. Hence choosing the trial momenta, and accepting or rejecting them as in Algorithm A, is equivalent to choosing the orientations x i randomly and uniformly on the interval ͓−1,1͔. For a given configuration q N and set of speeds p N , the probability distribution of fluxes that results from choosing the orientations in this fashion is readily shown to be Gaussian,
where ϵ͚ i i 2 p i 2 / 3. This result can be obtained using either generalized Fourier transforms or else by mathematical induction. Clearly this probability is maximized when the flux is zero, which indicates that the stochastic forces supplied by the reservoir in algorithm A are uncorrelated with the flux and tend to randomize it, leading to an underestimate of the conductivity for larger step lengths. The deterministic reorientation described in algorithm B preserves Ė 1 0 by canceling the randomization of the flux. An alternative stochastic solution is to use umbrella sampling to cancel this Gaussian distribution. That is, multiply the odd stochastic transition probability, Eq. ͑40͒, by the inverse of the Gaussian,
The linearized exponent enables the stochastic transition to be applied to each atom individually in turn. Note the factor of 2 in the denominator of the exponent, which arises because this is a transition probability. One can use this to define a time constant 1 ϵ ␤ 1 ͉͗Ė 1 0 ͉͘ / ͗͘, which will be explored in more detail on another occasion.
IV. SIMULATION DETAILS AND RESULTS
A. Simulation details
Similar to earlier papers in the series, The Lennard-Jones potential between atoms was cut and shifted at R cut = 2.5, and no tail correction was invoked. The wall potential was not cut. A spatial neighbor table was used with cubic cells of side-length Ϸ0.6, which reduces the number of neighbors required for a force calculation by almost a factor of 3 compared to the conventional cells of length R cut . Periodic boundary conditions and the minimum image convention were used in the lateral directions.
A molecular dynamics step was alternated with a stochastic transition step. The second order molecular dynamics equations of motion were as described in Sec. III F. The time step was ⌬ t =10 −2 unless otherwise stated. Obviously for computational efficiency as large a time step as possible is desirable, and it was found that this was as large as could be tolerated without atom overlaps and a breakdown of energy conservation. The three algorithms used for the stochastic transition step were as described in Secs. III F 1 and III F 3. As mentioned just prior to that section, the Monte Carlo step length was proportional to the time step, ⌬ MC = v MC f⌬ t , where f is the average component of the force. Again a large Monte Carlo step is desirable, but it was found that dynamic artifacts were introduced for values v MC տ 3, as discussed in the following.
Typically, each simulation was divided into 50 blocks, each of 1 -4 ϫ 10 5 time steps, with averages accumulated every 20 time steps. The standard error on the mean was taken as the standard deviation of the block averages, divided by the square root of the number of blocks. 
B. Simulation results
The density profile for the canonical case is shown in Fig. 2 . Although the fluid is inhomogeneous in the vicinity of the walls, it can be seen that there is a relatively extensive region in the central part of the subsystem where the density is uniform and equal to the nominal bulk value. The density gradient induced by the applied temperature gradient is small but measurable. 9, 11 The width in which the fluid is confined, L eff = 11.2, is significantly less than the distance between the walls, L z = 12.48. This is the length used to to evaluate the thermal conductivity,
where the volume is V = L x 2 L z . ͑In paper I 9 it was shown that the first energy moment scaled with the cube of the system length for a given temperature gradient.͒ This rescaling is the major correction required for the walls; the density inhomogeneities that they introduce do not have a large effect on the conductivity or susceptibility. Figure 3 shows the induced temperature profile simulated with various algorithms. In the absence of constraints on the equations of motion that preserve E 1 , the induced temperature profile develops a gradient that is less than the applied one. This is due to the steady nonzero value of Ė 1 0 that tries to return E 1 to zero ͑in competition with the stochastic step that tries to establish E 1 ͒. Moreover, this temperature profile is sigmoidal in shape, with a flattened gradient at the extremities. As discussed in the appendix to paper III, 11 zero heat flow across the insulating terminal walls is represented in Fourier's heat equation by a zero temperature gradient boundary condition.
The constrained equations of motion give an induced temperature profile in good agreement with the one applied by the reservoirs. Algorithm B ͑deterministic reorientation to conserve Ė 1 0 ͒ introduces a local temperature peak near the walls. Algorithms A and C ͑bare stochastic transition, and weighted stochastic transition, respectively͒ overlap almost completely and show remnants of the sigmoidal shape near the wall. The low temperature right at the wall is reproducible and appears to be a consequence of the extremely low fluid density next to the wall, which allows ballistic motion in this region of high potential. Apart from this, there is clearly no coupling between between the local temperature and the inhomogeneous density profile displayed in Fig. 2 . Figure 4 shows the thermal conductivity, as obtained using Eq. ͑53͒. It can be seen that for values of v MC of order unity, there is in all cases good agreement with the equilibrium molecular dynamics value of 7.38± 0.3. 26 ͑Nonequilib-rium molecular dynamics gives values of 7.25± 0.1 26,27 and 7.17 26 for this state point.͒ For the simplest algorithm, ͑A͒, as the Monte Carlo step length is increased ͑at constant time step͒, the simulated conductivity progressively decreases. The error behaves as a function of ⌬ MC / ⌬ t 1/2 ͑compare open and closed triangles͒. Most likely the reason for the error is that the stochastic perturbations that create the temperature profile disturb the steady energy flow that has developed in the molecular dynamics step, as discussed in connection with algorithms B and C in Sec. III F. These algorithms extend the regime of applicability of the method markedly, to v MC Շ 3 for ⌬ t =10 −2 , ͑circles and crosses in Fig. 4͒ . The fact that the sensitivity to the maximum Monte Carlo step length is diminished in algorithms B and C compared to A tends to confirm this interpretation in terms of stochastic flows. An alternative hypothesis, that Eq. ͑44͒ for choosing the maximum Monte Carlo step length creates artifacts, is not supported by this observation.
The statistical error is rather insensitive to the length of the Monte Carlo step for v MC տ 1. For example, for algorithm A, ⌬ t =10 −2 , and 10 5 time steps, the relative statistical error in the conductivity was 2.1% for v MC = 1, and it was 2.4% for v MC = 4. For algorithm C, the relative statistical error was virtually unchanged at 2% in going from v MC = 1.7 to v MC = 4.5. In view of these results one concludes that there is no advantage to using a large value of the Monte Carlo step length.
In contrast, small values of v MC require longer runs to obtain the same statistical accuracy; the data for the smallest values shown in Fig. 4 , v MC = 0.1, were run for twice as many time steps as the ones with v MC = 1, but the statistical error was still nearly four times as large. In addition, the thermal conductivity appears to be systematically overestimated by small values of the step length. One concludes that a value of v MC Ϸ 1 is about optimum for the steady state simulations. In this regime it is worthwhile to implement algorithms B and C for preserving Ė 1 0 in the stochastic step since they are reliable over a larger regime than algorithm A, and they are also simple to program and computationally inexpensive.
For the canonical case, T 0 =2, = 0.8, in paper I 9 it was found that AL z 3 ␤ 1 / ͗E 1 ͘ ␤ 1 = −1.63± 0.02. ͑In comparison, the energy susceptibility was found to be S EE * = −1.76± 0.07; combining this with the number susceptibility gave −1.65 for the ratio.͒ This was for a bulk system with periodic boundary conditions, although it was shown that the walls had little influence on this result. This result was in agreement with a calculation from a bulk equation of state. In the present simulations it was found that AL eff 3 ␤ 1 / ͗E 1 ͘ ␤ 1 = −1.30± 0.05. The difference is statistically significant, and since Paper I was a static calculation with no steady flux, it suggests possibly a second order coupling of the dynamics to the structure.
To check linearity and such second order effects, the temperature gradient was halved ͑from ␤ 1 = 0.0040 to 0.0020͒ by halving the temperature difference between the reservoirs ͑⌬T = 0.2-0.1͒. In the case of algorithm A and v MC = 1, the above-noted ratio went from −1.32± 0.02 to −1.30± 0.03. The conductivity was also statistically unchanged ͑7.10± 0.15 compared to 7.19± 0.29͒.
When the gradient was halved to 0.0021 by doubling the system length at constant temperature difference, ͑N = 500-1000, L z = 12.48-24.08, and L eff = 11.2-22.8͒, the ratio became −1.34± 0.01, and the conductivity was reduced to 6.76± 0.14. For the case of algorithm B the ratio was −1.35± 0.02, and the conductivity was 6.83± 0.22. For the case of algorithm C, the ratio was −1.35± 0.01, and the conductivity was 7.07± 0.14.
These results show no significant gradient or system size dependence. The effects of the walls and density inhomogeneity on the susceptibility appear negligible. The discrepancy between the susceptibility calculated in Paper I and here does not appear to be due to coupling of the flux to the structure, since no other second order effects were evident. In Paper I, 9 a cut but unshifted potential was used. The effect of the shift is to decrease the magnitude of ͗E 1 ͘, ͑by about 6%͒, which would increase the magnitude of the susceptibility. This is opposite to what is found here, which suggests that the shift is not responsible for the discrepancy.
The thermal conductivity simulated for different densities is shown in Table I . In general there is broad agreement between the present method and the nonequilibrium molecular dynamics method, although the latter appears to give a conductivity that is systematically higher than the present result. The reason for the discrepancy is unclear; the potential in Ref. 27 was cut but unshifted, whereas here it was cut and shifted, but this probably does not account for the difference. Evans 27 has noted that the conductivity obtained by the nonequilibrium molecular dynamics method decreases with decreasing external field, and this may contribute to the discrepancy. In any case, the results in Table I confirm that a value of v MC Ϸ 1 gives a conductivity that is not very sensitive to the algorithm.
V. CONCLUSION
In this paper results have been presented for microscopic work theorems that give in essence the probability of a trajectory of a subsystem of a thermal reservoir while work is being performed. The theorem was applied to a steady state system, namely a subsystem through which heat flowed due to an imposed temperature gradient, and the transition probability was exhibited. This was used to develop a combined molecular dynamics and Monte Carlo computer simulation algorithm for heat flow. Results obtained for the thermal conductivity of a Lennard-Jones fluid were in reasonable agreement with those obtained with other simulation methods.
The present steady state simulations were about an order of magnitude more efficient computationally than the GreenKubo equilibrium time correlation route. Compared to nonequilibrium molecular dynamics simulations, 6 ,7 the present steady state approach appears to be of similar computational efficiency. For heat flow the present approach is somewhat less convenient since it uses an inhomogeneous system ͑slit pore͒, whereas the nonequilibrium molecular dynamics approach can be used with periodic boundary conditions. In future work it is hoped to address this limitation. The present transition probability may need modification for the nonlinear regime ͑strong thermodynamic gradients͒, and it is hoped to explore the dynamics in this regime in future work. The stochastic transition probability that is the basis of the present approach obeys the microscopic transition theorem that was established here. This has the advantage of securing the foundations of the present algorithm and of arguably positioning it for extensions to, for example, the nonlinear regime.
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APPENDIX: PROBABILITY OF A TRAJECTORY
Discretize time such that t n = n⌬ t , n =0,1, ... , f, ⌬ t = t f / f. Hence ⌫ n = ⌫͑t n ͒, n = ͑t n ͒, ⌫ n = ⌫ n † , and n = n , where n = f − n. One also has H n = H͑t n ͒ and H͑t͒ = H͑t͒. The work done during the time increment is W n = ͑ n+1 − n ͒‫ץ‬H n / n = H n Ј− H n , where the prime indicates the natural evolution. The total work done over the trajectory is W = ͚ n=0 f−1 W n .
One also has ͑t͒ =− ͑t͒, where the right-hand side means that the time derivative is taken first, and then it is evaluated at t. The rate of change of energy is Ḣ ͑t͒ =−Ḣ ͑t͒. Note that this is not equal to the rate of doing work because the trajectory is not Hamiltonian in nature. Finally, W =−W, which is to say that the work done on the reverse trajectory and path is equal and opposite to the original work done.
Denote the natural ͑i.e., isolated but worked upon͒ evolution of the subsystem in time dt by a prime, ⌫Ј͑⌫͒ = ⌫ + dt⌫ s , where the velocity is given by Hamilton's equations, qЈ = q + dtp/m, pЈ = p − dt‫ץ‬H/‫ץ‬q. ͑A1͒
Because of the stochastic perturbations to the trajectory from the reservoir, ⌫͑t + dt͒ ⌫Ј͑t͒. The conditional transition probability for time step dt is ⌳͑⌫Љ͉⌫͒ = ⌰ ⌬ ͉͑⌫Љ − ⌫Ј͉͒ y͑⌬͒ ⌳ e ͑⌫Љ͉⌫Ј͒e −␤͓H͑⌫Љ͒−H͑⌫Ј͔͒/2 .
͑A2͒
The even transition probability satisfies ⌳ e ͑⌫͑t + dt͉͒⌫Ј͑t͒͒ = ⌳ e ͑⌫ ͑t͉͒⌫ Ј͑t− dt͒͒, or, in discrete terms, ⌳ e ͑⌫ n+1 ͉ ⌫ n Ј͒ = ⌳ e ͑⌫ n ͉ ⌫ n−1 Ј ͒. The conditional transition probability is normalized over ⌫Љ; the normalizing factor, which is here shown explicitly, is independent of ⌫ by construction of the exponent. The two Hamiltonians in the exponent are evaluated at the same value of the parameter, ͑t + dt͒. The exponent represents the change in entropy of the reservoir and is not explicitly dependent upon the work being done on the subsystem. I need to show that the distance that is the argument of the Heaviside step function is unchanged on the reverse trajectory. This follows because ͉⌫͑t + dt͒ − ⌫Ј͑t͉͒ = ͉⌫͑t + dt͒ − dt⌫ ͑t͒ − ⌫͑t͉͒ = ͉͑⌫͑t + dt͒ − dt⌫ ͑t + dt͒͒ − ⌫͑t͉͒ = ͉͑⌫͑t + dt͒ − dt⌫ ͑t + dt͒͒ † − ⌫͑t͒ † ͉ = ͉⌫ Ј͑t − dt͒ − ⌫ ͑t͉͒.
͑A3͒
The second equality holds to order dt. In discrete terms this is ͉⌫ n+1 − ⌫ n Ј͉ = ͉⌫ n − ⌫ n−1 Ј ͉. One also has
͓H n+1 − H n Ј͔.
͑A4͒
The second entropy probability functional for a particular trajectory, assuming that the starting point is drawn from a canonical distribution is Note that it is the reverse path that occurs on the right-hand side.
