ABSTRACT Workflow nets (WF-nets) as a class of Petri nets are widely used to model and analyze workflow systems. Soundness is an important property of WF-nets, which guarantees that the systems are deadlockand livelock-free and each task has a chance to be performed. Van der Aalst has proven that the soundness problem is decidable for WF-nets and we have also shown that it is PSPACE-complete for bounded ones. Since the definition of soundness is based on reachability and Van der Aalst has proven that a sound WF-net must be bounded, the soundness detection can be carried out via the reachability graph analysis. However, the state explosion problem is a big obstacle to this technique. The unfolding technique of Petri nets can effectively avoid/alleviate this problem. This paper proposes an algorithm to generate a finite prefix of the unfolding of a WF-net, called basic unfolding. Furthermore, a necessary and sufficient condition is proposed to decide soundness based on basic unfolding. In addition, some examples illustrate that the unfolding technique can save the storage space effectively.
I. INTRODUCTION
Workflow nets (WF-nets) have become one of the standard ways to model and analyze business processes [3] , [41] . WF-nets and their extensions (like inter-organizational WF-nets) can model/verify not only workflows but also other versions of concurrent systems such as web services [5] , [14] , [25] , [28] , [33] , [36] , [43] . Soundness is an important property of WF-nets which guarantees that the modelled system is deadlock/livelock-free, there is no redundant data left in the system when it enters the final state, and each task has a chance to be executed [3] .
The definition of soundness of WF-nets is based on reachability. Van der Aalst has proven that a sound WF-net is bounded. Therefore, if a WF-net is unbounded, then its unboundness can be decided by its reachability graph [32] and thus its unsoundness is decided. 1 If a WF-net 1 If a WF-net is unbounded, then in the process of producing its reachability graph we can always meet such a reachable marking that properly covers one of its predecessor nodes. This means that the WF-net is unsound and thus the process of producing the reachability graph can be terminated at this time.
is bounded, then its reachability graph is finite and thus its soundness can be decided based on the reachability graph. In a word, the soundness problem is decidable [3] since one can perform the reachability graph analysis to do this. The Petri net model checker LoLA [42] utilizes the state space to check properties (like reachability) of a given Petri net, and Fahland et al. [18] represent the soundness property as a formula of CTL (Computation Tree Logic) and verify it by LoLA. The state explosion problem is generally a big obstacle to those reachability-graph-based techniques [9] , [39] although there exist some methods to reduce the state space in order to utilize the reachability graph of a Petri net to detect non-trivial properties such as deadlocks in an Ada program [16] . In addition, we have proven that the soundness problem is PSPACE-complete 2 for bounded WF-nets. All these insights entail that the soundness problem cannot be solved in polynomial time by the current techniques (unless one can prove PSPACE=P).
A structure-based method is to utilize the Petri net structure instead of state space exploration. For example, van der Aalst et al. [2] give necessary and sufficient conditions to decide soundness for free-choice WF-nets and wellstructured ones. These decision conditions are based on the net structures and can be executed in polynomial time. They develop a tool called Woflan [40] that uses various techniques including properties of Petri net structures and state space exploration to verify soundness. Fahland et al. [18] utilize LoLA and Woflan to verify soundness for many industrial business processes and their results show that these business processes can be checked in a few milliseconds. The reason why these models can be checked in a short time is that all of them are free-choice. Unfortunately, most applications such as Web service composition, inter-organizational workflow, and business processes sharing limited resources are not free-choice WF-nets [4] . It is not easy to give a structurebased condition to decide soundness for these WF-nets. To the best of our knowledge, so far no one has presented a universal structure-based condition to decide soundness for general WF-nets.
There are other methods to verify WF-nets. For example, Tiplea et al. [37] present a model checking abstraction technique for bounded WF-nets. They split an original bounded WF-net into two sub-WF-nets, and augment one of them by the relation induced by the other one. The augmented module can capture the interactive behavior between the two sub-WF-nets. It is worthy to explore the application of this method for unbounded WF-nets.
The unfolding method [10] , [30] , [31] is another efficient technique to alleviate the state explosion problem especially when a Petri net has concurrent transitions at many reachable states. This technique has been successfully used to verify many properties such as deadlock and liveness for safe Petri nets [23] . To the best of our knowledge, this technique has never been used to check soundness. In order to do so, we have to consider two key problems: one is how to cut the unfolding of a WF-net and thus generate a finite prefix since the unfolding is usually infinite; and another one is how to check the soundness based on the finite prefix. To solve these problems, we first propose an algorithm to generate a finite prefix. Furthermore, a necessary and sufficient condition is put forward to decide the soundness based on this finite prefix. Application examples illustrate that the basic unfolding technique can indeed save storage space in comparison with a reachability graph technique.
This paper is organized as follows: Section II recalls Petri nets, WF-nets, and unfoldings. Section III defines the basic unfolding, proves its finiteness, and proposes an algorithm to generate it. Section IV presents an unfoldingbased condition to decide the soundness of a WF-net. Section V gives two examples. Section VI concludes this paper.
II. BASIC NOTIONS
For self-completeness of this paper, this section introduces Petri nets, workflow nets as well as branching processes. For more details, refer to [2] , [23] , and [35] .
A. PETRI NETS
Denote N = {0, 1, 2, · · · } as the set of all nonnegative integers. A multiset µ over a set X is a function from X to N. To distinguish multisets from sets, all elements of a multiset are listed between brackets [ [ and ] ] while all elements of a set are between brackets { and }. For instance, 4 ]] is a multiset over the set {x 1 , x 2 , x 3 , x 4 } such that µ(x 1 ) = 1, µ(x 2 ) = µ(x 3 ) = 0, and µ(x 4 ) = 3. Given two multisets µ 1 and µ 2 over X :
A subset X of a set X may be viewed as a special multiset over X such that X (x) = 1 if x ∈ X and otherwise X (x) = 0.
Definition 1 (Net):
A net is a 3-tuple N = (P, T , F) where P is a set of places, T is a set of transitions, F ⊆ (P × T ) ∪ (T × P) is a flow relation, and P ∩ T = ∅.
A net may be thought of as a directed graph in which a circle represents a place, a box or bar represents a transition, and arcs between circles and boxes represent the flow relation.
A transition t is called an input transition of a place p and p is called an output place of t if (t, p) ∈ F. Input place and output transition can be defined accordingly.
Given a net N = (P, T , F) and a node x ∈ P ∪ T , the following sets are called the pre-set and post-set of x, respectively:
A net N with an initial marking M 0 is called a Petri net or net system and denoted as (N , M 0 ). In a Petri net graph, a marking is usually represented by a distribution of tokens over places, i.e., place p has k tokens at current marking
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B. WF-nets

Definition 2 (WF-net):
A net N = (P, T , F) is a workflow net (WF-net) if 1. N has two special places i and o where i ∈ P is its source place, i.e., • i = ∅, and o ∈ P is its sink place, i.e., o • = ∅; and 2. The trivial extension N b
and [[o] ] are called the initial and target markings of a WF-net, respectively. van der Aalst et al. [3] have proven that the first condition implies the second one in Definition 3, but we still use this original definition for readability. He requires the sets of transitions and places of a WF-net be both finite [2] . Therefore, the two sets are still finite in this paper. Later we will see that for an unbounded (consequently, unsound) WF-net or a sound WF-net with a loop, its unfolding is infinite and represented by a net. Therefore, Definition 1 does not require the set of transitions or places of a net to be finite.
Soundness is closely related to deadlock and livelock. Van 
C. BRANCH PROCESSES AND UNFOLDING
Two nodes x and y of a net N = (P, T , F) are in conflict, denoted as (x, y) ∈ # (or, alternatively, x#y), if there are distinct transitions t 1 and t 2 such that 
Infinitely many isomorphic occurrence nets may represent the same branching process. In order to represent all isomorphic branching processes in a uniform way, a canonical coding [17] is used to label all transitions and places of a branching process, i.e.,
cod O is recursively defined and its base case is that ∀x ∈ • O, cod O (x) = h(x), ∅ . For instance, Fig. 1(a) is a WF-net and (b) shows a branching process with the canonical coding. In what follows, all branching processes are the ones with the canonical codings, i.e., all transitions and places of a branching process are named by the above method. When the places and transitions of a branching process (S, E, G, h) are labeled by the canonical codings, its flow relation G and homomorphism h have been represented by these codings. Therefore, when we use the canonical codings to describe/represent a branching process, the flow relation and homomorphism may not be indicated especially. For the simplification of a branching process diagram, however, this paper uses labels as shown in Fig. 1(c) rather than (b) .
Because place i has one and only one token and other places have no token in the initial marking of a WF-net, i, ∅ is unambiguous. Because the trivial extension of a WF-net is strongly connected, each transition of the WF-net has at least one input place. Therefore, the canonical name corresponding to each transition is also unambiguous. Therefore, in what follows, each place has at most one token at the initial marking and each transition has at least one input place by default.
Let (O j , h j ) = (S j , E j , G j , h j ) be two branching processes of a net system where j ∈ {1, 2}. [17] . Although this definition only requires S 1 ⊆ S 2 ∧ E 1 ⊆ E 2 , it implies already the following properties [17] : -
. In fact, the set of all branching processes of a net system is a partially ordered set w.r.t. the binary relation prefix, i.e., it is reflexive, antisymmetric, and transitive. Furthermore, it forms a complete lattice [17] . Therefore, it has a unique greatest element that is called the unfolding of the net system [17] . In theory, a branching process can interpret the concurrent semantics of a system. In applications, it is an effective technique to analyze/verify properties of a system (after some events of the unfolding are cut off and thus the remainder is finite).
Let (O, h) = (S, E, G, h) be a branching process of a net system and X ⊆ S. X is a co-set if
A cut is a maximal co-set (w.r.t. ⊆). Each cut corresponds to a reachable marking of the original system, but a reachable marking of the original system possibly corresponds to multiple cuts since this marking can be reached by multiple firable sequences. If a cut is viewed as a marking of O such that each place of the cut has exactly one token but other places have no tokens, then we can draw the following conclusion.
Proposition 1:
The converse of the above conclusion also holds and we skip it here for the lack of space.
Let C(O) denote the set of all cuts in a branching process (O, h). Let C X (O) denote the set of all cuts including a given co-set X in (O, h), i.e.,
Therefore, for an event t, X of a branching process (O, h), C X (O) represents all cuts in O at which t, X is enabled. For example of the branching process in Fig. 1(c) , 4 }} for the given X = {c 3 }. VOLUME 4, 2016
III. BASIC UNFOLDING
For a Petri net with an infinite firable sequence, its unfolding is infinite. Therefore, one has to cut off some events from the unfolding and finally obtains a finite prefix of the unfolding which can be utilized to analyze/verify the related system. The obtained prefix should meet the following two requirements [7] , [23] , [24] :
-Completeness: each reachable marking of the original system is represented by at least one 'witness' (i.e., a cut of the prefix); similarly, for each firable transition at any reachable marking of the original system there is a suitable 'witness' event in the prefix. -Finiteness: the prefix is finite and thus can be used as an input to model checking algorithms, e.g., those searching for deadlocks. The finiteness is commonly achieved by identifying a set of cut-off events beyond which the unfolding is not generated. There have been some methods/algorithms to generate such a prefix that satisfies the above two requirements [7] , [22] - [24] , [29] . In order to utilize the unfolding technique to verify the soundness for WF-nets, we must generate a finite prefix. However, our method does not necessarily guarantee completeness for unbounded WF-nets. More precisely, some transitions are enabled in the original system, but the generated prefix has no any 'witness' event corresponding to them. When a transition of an unbounded WF-net is disabled at a marking M but enabled at another marking M where M is reachable from M and M M , the prefix generated by our method has no 'witness' event corresponding to it. In other words, if a reachable marking properly covers one of its predecessors in an unbounded WF-net, then all events corresponding to this marking are cut off in our method. Later, an example can illustrate this case. Although the prefix generated by our method does not satisfy completeness, it is large enough to decide the soundness of WF-nets.
In what follows, we define such a finite prefix (called basic unfolding), prove its finiteness, and then present an algorithm to generate it.
A. BASIC UNFOLDING AND ITS FINITENESS
Definition 6 (Predecessor and Successor):
) be a branching process of (N , M 0 ) and let
which is denoted as C 1 C 2 . In fact, for any C ∈ C(O), all its predecessors and the transitions between them forms a traditional process (also called a distributed run in [35] ) since any place of this branch has at most one output transition. Similarly, we can define the proper predecessor (resp., proper successor) of an event: e 1 is a proper predecessor of e 2 (resp., e 2 is a proper successor of e 1 ), denoted as e 1 e 2 , if (e 1 , e 2 ) ∈ G + . [23] ): Let (O, h) be a branching process of a net system (N , M 0 ). t, X is a possible extension of (O, h) if X is a co-set of (O, h) and t is a transition of (N , M 0 ) such that:
Definition 7 (Possible Extension
h(X ) = • t; and 2. t, X does not belong to (O, h).
For example, t 2 , {c 6 } and t 3 , {c 7 } both are a possible extension of the branching process in Fig. 1(d) .
After a possible extension (with its output places) is added to a given branching process, the result is still a branching process. For our aim, we propose some constraints under which some possible extensions are not allowed.
Definition 8 (Basic Unfolding): Given a net system (N , M 0 ), the basic unfolding of (N , M 0 ) is a branching process
The reason why an event of the unfolding of a net system is retained in the basic unfolding is that there exists a cut at which the event is enabled but any successor of the cut has not covered any proper predecessor of the cut. In other words, retaining this event can lead to a new marking that has not been represented/witnessed by previous cuts.
The reason why a possible extension is not added into the basic unfolding is that any cut enabling this possible extension has a proper predecessor and a successor such that the former is covered by the latter. In other words, all conditions enabling this possible extension have already been represented/witnessed.
For example, Fig. 1 (c) is the basic unfolding of the WF-net in Fig. 1(a) . This basic unfolding does not satisfy completeness since it has no event corresponding to transition t 8 even though t 8 is firable in Fig. 1 
] has been added before t, X . This is also the reason why we require C be a proper predecessor of C and C be a successor of C with X ⊆ C ∧ X ⊆ C .
Before we describe the algorithm of generating the basic unfolding, we first prove that the basic unfolding is finite if the original net system has a finite number of places and transitions.
Proposition 2: Let (O, h) be the basic unfolding of a net system (N , M 0 ). Then O is finite if N is finite.
Proof: If O is infinite, then one of the following three cases must occur:
Case 1: There is an infinite cut. Case 2: There is a finite cut at which there are infinitely many enabled transitions.
Case 3: There exists an infinite firable sequence
-each cut of the sequence is finite; and -each cut of the sequence has a finite number of enabled transitions. Case 2 does not happen. Because every finite cut corresponds to a reachable marking of (N , M 0 ) (by Proposition 1) and the set of transitions of N is finite, the number of transitions enabled at a finite cut is finite.
Case 3 does not happen either. Assume that this case happens, i.e., there is an infinite firable sequence
cut of the sequence is finite, and each cut of the sequence has a finite number of enabled transitions in O. Because the set of transitions of N is finite, there must exist an infinite set
Consequently, we have C j 1 C j 2 C j 3 · · · . Notice that the above conclusion can be drawn from the fact that for each infinite sequence of nonnegative integers there is an infinite nondecreasing subsequence [34] . A similar conclusion can be found in [26] .
According to the definition of basic unfolding we know
. A contradiction arises and thus this case does not take place.
Case 1 does not take place either. We assume that O has an infinite cut C. Because each place of a cut corresponds to a place of N and N has a finite number of places, there exist an infinite subset {c , c , c · · · } of C and a place p in N such that h(c ) = h(c ) = h(c ) = · · · = p. Because the sets of places and transitions of N are both finite, any cut reached in finite steps from cut 3 Dickson's Lemma [8] , [11] will be introduced in the next section. 
Algorithm 1 The Unfolding Algorithm
-for each m ∈ N, C m is finite and the set of transitions enabled at C m is finite; and -there is an infinite set {l 1 
Due to the first two constraints of this infinite sequence, we know by the proof of Case 2 that such an infinite sequence does not occur in the basic unfolding. Therefore, the first case does not happen.
In summary, the basic unfolding is finite if the original net is finite.
B. ALGORITHM TO GENERATE BASIC UNFOLDING
Based on the algorithm of generating the unfolding [23] , we present an algorithm to generate the basic unfolding. For readability, we first recall this algorithm that is shown as Algorithm 1. In this algorithm, PE(O) denotes the set of all possible extensions of a branching process (O, h). The idea of the above algorithm is to repeat adding a possible extension to a given branching process (and thus a new branching process is generated).
Our algorithm is based on the above one, but we first need to check if a possible extension fulfills Condition 1 of Definition 8. If it fulfills this condition, then it is added and thus a new branching process is produced. However, adding it may make some existing events not satisfy Condition 1 in the new branching process and thus such existing events should be removed. For example, each event of the branching process in Fig. 1 (e) fulfills Condition 1 of Definition 8 and t 2 , {c 6 } (i.e., e 6 in Fig. 1(f) ) is a possible extension of the branching process. For t 2 , {c 6 } , there are two cuts {c 6 , c 7 , c 8 } and {c 6 , c 8 , p 7 , { t 2 , {c 6 } } } including {c 6 } in Fig. 1(e) . The two cuts have five proper predecessors {c 1 }, {c 2 , c 3 }, {c 2 , c 5 }, {c 3 , c 4 }, and {c 4 , c 5 }. It is easy to check that each of markings corresponding to the five predecessors is not covered by the markings corresponding to the two cuts. Therefore, t 2 , {c 6 } can be added into the branching process in Fig. 1(e) and the
Algorithm 2 The Basic Unfolding Algorithm
The basic unfolding of (N , M 0 ) begin
delete e and all successors from ; the new result is still denoted as ; endif ce := ce \ {e }; endwhile pe := PE( ); else pe := pe \ {e}; endif endwhile end new branching process is shown in Fig. 1(f) . However, in the new branching process, event t 3 , {c 7 } does no longer satisfy Condition 1 of Definition 8 and thus should be cut off. Certainly, when an event is cut off, all its successors should also be cut off. In fact, t 2 , {c 6 } and t 3 , {c 7 } are both the possible extensions of the branching process in Fig. 1(d) . If t 2 , {c 6 } is first added into the branching process, then t 3 , {c 7 } will not be added since it has not satisfied Condition 1 of Definition 8. As stated above, if t 3 , {c 7 } is first added, then t 2 , {c 6 } can continue to be added but the result must be adjusted.
After a possible extension t, X is added, which events should be checked to see whether they should be cut off? Obviously, we should check event t ,
denote the set of all to-bechecked events after t, X is added into O, i.e.,
CE(O, X
In fact, to obtain CE(O, X ) we only need to obtain all cuts including X , and then obtain all events that are enabled at these cuts but their input conditions (i.e., places) are not disjointed with X . The algorithm is as follows:
Proposition 2 guarantees that Algorithm 2 terminates when its input is finite. Next, we present a basic-unfolding-based condition to decide soundness for WF-nets.
IV. NECESSARY AND SUFFICIENT CONDITION TO DECIDE SOUNDNESS FOR WF-nets BASED ON BASIC UNFOLDING
We first give a property of unbounded WF-nets and bounded ones, respectively. Notice that the set of places and transitions of a WF-net is finite by default.
Lemma 1:
Without loss of generality, let the finite firable sequence
M n , then we only need to consider the sequence
instead of the original one. In other words, for this unbounded WF-net (N , M 0 ), there always exists a finite firable sequence
. Now we only need to consider whether there are some identical markings in such a sequence.
If ∀m, n ∈ {0, 1, · · · , k − 1}: m < n ⇒ M m = M n , then this conclusion holds.
If ∃m, n ∈ {0, 1, · · · , k − 1}: m < n ∧ M m = M n , then we consider the positions of M m and M n occurring in the sequence and do some deletion operations.
Case 1: M m and M n both occur in front of M j . The sequence
is replaced by the sequence
After deleting σ 2 and M n from the above sequence, the
Obviously, the length of this sequence is shorter than the original one.
Case 2: M m and M n both occur behind M j . The sequence
After removing σ 3 and M n from the above sequence, the 4 M k is still firable, but its length is shorter than before. 
For each of the above cases, if the new sequence satisfies the conditions, then the conclusion is right. If the new sequence still dissatisfies the conditions, then we continue the above operations. Because the sequence is finite and the new sequence is shorter than before, we finally find a sequence fulfilling the conditions. Lemma 1 means that in an unbounded WF-net there must exist two reachable markings such that one properly covers another one.
In fact, the above conclusion is a special case of Dickson's Lemma [8] , [11] : given an infinite sequence of vectors of non-negative integers M 1 , M 2 , · · · ∈ N n one can always find two indices i and j with i < j such that M i ≤ M j . Here we formulate it from the perspective of a firable sequence. The application of Dickson's Lemma in Petri nets can be found in [1] , [12] , [15] , [19] , and [20] .
From Lemma 1 we can draw the conclusion that in the basic unfolding of an unbounded WF-net there exist a cut and one of its proper predecessors such that the marking corresponding to the cut is greater than but not equal to the marking corresponding to the predecessor.
Corollary 1: Given an unbounded WF-net (N , M 0 = [[i]]) and its basic unfolding (O, h), there exist C, C ∈ C(O) such that C C ∧ h[[C ]] h[[C]] Proof: According to Lemma 1 we know that in (N , M 0 ) there exists a finite firable sequence
Without loss of generality, we assume that
e., any proper subset of {t 0 , t 1 , · · · , t k−1 } cannot form a firable sequence satisfying the above three conditions. By the definition of basic unfolding and Algorithm 2, we can construct a branching process in which there are only events e 0 , e 1 , · · · , and e k−1 . In other words, the branching process has the firable sequence
Based on the branching process, the basic unfolding can be constructed. If these events are still retained in the basic unfolding, then the conclusion holds since
. Now we consider the case that some event (and thus all its successors) in {e 0 , e 1 , · · · , e k−1 } is cut off in the basic unfolding.
Without loss of generality, let e m = t m , X m be this event where m ∈ {0, 1, · · · , k − 1}. Since e m is a possible extension of the basic unfolding but is not in it, we know that
, then this implies that at C that is yielded by firing events in a proper subset of {e 0 , · · · , e m−1 }, an event with the same label with e m is enabled. This implies that there exists a shorter firable sequence which is formed by a proper subset of {t 0 , t 1 
By the above analysis we konw that the conclusion holds when h[[C ]] is not equal to h[[C ]].
For example, Fig. 1(c) shows the basic unfolding of the unbounded WF-net in Fig. 1(a) . In this basic unfolding,
Next, we give a property of bounded WF-nets.
Starting from this finite firable sequence, we construct a finite firable sequence that fulfills the last two conditions. Since (N , M 0 ) is bounded, we have that ∀m, n ∈ {0, 1, 
that fulfills the first two conditions. Next, we consider the third condition over this sequence.
If there are j ∈ {0, 1,
. Now we only need to consider the finite firable
Similarly, if there are j ∈ {0, 1, · · · , j − 1} and M ∈ R(N , M j ) such that M j = M , then we continue the above operation. Since the length of the firable sequece is finite, we finally find a finite firable
Therefore, this conclusion holds. Lemma 2 means that for a bounded WF-net, if it is unsound (which results from deadlock or livelock, i.e., ∃M ∈
-the target marking can be reached from each M j (j ∈ {0, 1, · · · , k − 1}) but cannot from M k ; and -there is no repeatable sub-sequence in it. From Lemma 2 we can draw the conclusion that for a WFnet as described in Lemma 2, its basic unfolding has a cut that neither reaches a target cut nor is witnessed by any two equal cuts, where a target cut means that it corresponds to the target marking.
Corollary 2:
e., the target marking is never reachable from the initial marking), then the conclusion holds obviously. Now we assume that M k = M 0 .
According to Algorithm 2, we can produce cuts and events
On the basis of this branching process, the basic unfolding can be generated.
If e k−1 and thus C k are preserved in the basic unfolding, then the conclusion holds.
If the reason of cutting off the event e k−1 = t k−1 , X k−1 is because an event e = t , X is added, then e can be added as a possible extension of the above branching process. This means that for C k−1 there exist C and C such that
. Note that C is yielded after e is added. Because X k−1 ⊆ C k−1 ∧X ⊆ C k−1 ∧X ∩X = ∅, we know that at M k−1 transitions t k−1 and t can be fired in parallel, i.e., after firing t k−1 at M k−1 , t can be fired. This means that there exists M ∈ (N , M k ) such that M = M where M corresponds to C , M corresponds to C , and M belongs to {M 0 , · · · , M k−2 }. This contradicts the third point of Lemma 2. Therefore, e k−1 cannot be cut off. Therefore, the conclusion holds.
Based on the above conclusions, we can draw the follow one that describes a sufficient condition to decide soundness.
Lemma 3: Given a WF-net N = (P, T , F) with the initial marking [[i]] and its basic unfolding (O, h) = (S, E, G, h), N is sound if (O, h) satisfies:
1. ∀t ∈ T , ∃e ∈ E: h(e) = t;
. Proof: First of all, for a sound WF-net N , we have that
is unbounded, which contradicts the fact that any sound WF-net is bounded at the initial marking [3] . We assume that the WF-net N is unsound when the three conditions hold. By Definition 3, one of the following three cases occurs in an unsound WF-net:
, there is a transition in N that is never enabled. However, according to Condition 1 we know that for each t in T the basic unfolding has a sequence
. Therefore, this case does not happen.
In other words, this case makes (N , M 0 ) unbounded. By Corollary 1 we know that the basic unfolding of an unbounded WF-net has two cuts C and C such that
. This contradicts the second given condition. Therefore, this case does not occur.
. That is, the unsoundness results from deadlock or livelock. Additionally, because Case 2 does not occur, we can assume that (N , M 0 ) is bounded. Therefore, we know by Corollary 2 that the basic unfolding must have a cut C such that
. This contradicts the third given condition. Therefore, this case occurs neither.
In summary, a WF-net is sound when its basic unfolding satisfies the three given conditions. Condition 1 in Lemma 3 means that each transition t ∈ T has at least one corresponding event in the basic unfolding, i.e., each transition in T has an opportunity to be enabled in N . Condition 2 means that the WF-net is bounded. Condition 3 is used to guarantee that for each marking reached from the initial one, it can reach the target one. More precisely, for an arbitrary cut C in the basic unfolding, either it can directly reach a cut C such that h[ [C ] ] is the target marking (Condition 3.1), or there are a proper predecessor C and a successor C such that the two markings corresponding to the two cuts are the same (Condition 3.2) . Due to the arbitrariness of C, we know that the marking corresponding to a cut in the basic unfolding can reach the target marking.
The converse of Lemma 3 also holds.
4112 VOLUME 4, 2016 FIGURE 2. WF-net modeling a system of scheduling two elevators.
Lemma 4: Given a WF-net N = (P, T , F) with an initial marking [[i]] and its basic unfolding (
. Proof: Proof of the first conclusion: Since N is sound and thus bounded, for each transition t ∈ T there is a firable sequence
Without loss of generality, let the above sequence be minimal, i.e., any proper subset of {t 0 , t 1 , · · · , t k−1 } cannot form a firable sequence satisfying the above three conditions. By the proof of Lemma 1 and Corollary 1 we know that in the basic unfolding there is a firable sequence C 0 [e 0 C 1 [e 1 · · · C k−1 [e k−1 C k corresponding to the above sequence. If t, X with h(X ) = • t ∧ X ⊆ C k is in the basic unfolding, then this conclusion holds. If it is not in the basic unfolding, we know by Definition 8 that ∀C ∈ C X (O),
is produced by adding such a possible extension t , X that fulfills X ∩ X = ∅ ∧ X ⊂ C k , we have that t, X is still enabled at C . Because of
, we know that there exists another possible extension t, X such that X ⊂ C . Hence, there is a proper subset of {t 0 , t 1 , · · · ,t k−1 } such that firing these transitions in the proper subset yields the marking h[ [C ] ] and this marking enables transition t. This contradicts the assumption of the minimality. Hence, the first conclusion holds.
Proof of the second conclusion: If this conclusion does not hold, then there exist
by Proposition 1 we know that (N ,
such that the latter is reachable from the former but the latter is greater than but not equal to the former. This means that (N ,
This contradicts the fact that a sound WF-net is bounded. Proof of the third conclusion: there should be events and cuts e 0 , C 1 , e 1 , · · · , C l , e l , and C l+1 respectively corresponding to t 0 , M 1 ,
there is a finite firable sequence from h[[C]] to [[o]]. We can easily construct a finite firable sequence
] and these cuts are the successors of C. However, in the basic unfolding some events in {e 0 , e 1 , · · · , e l } have to be cut off according to the first item of the above assumption. Let e j = t j , X j ∈ {e 0 , e 1 , · · · , e l } be cut off. Let C j ∈ C X j (O) be a cut at which no event is enabled in the basic unfolding, i.e., C j has no more proper successor. Therefore, there exists 1 , · · · , and M l are not pairwisely equal, we have that C is not a successor of C. Therefore, C has to be a proper predecessor of C. Therefore,
. This contradicts the second item of the above assumption. Therefore, the assumption does not hold, i.e., the third conclusion holds.
The following conclusion is drawn directly by Lemmas 3 and 4:
Theorem 1: Given a WF-net N = (P, T , F) with the initial marking [[i]] and its basic unfolding (O, h) = (S, E, G, h), N is sound iff (O, h) satisfies:
1. ∀t ∈ T , ∃e ∈ E: h(e) = t; Fig. 1(c) is the basic unfolding of the WF-net as shown in Fig. 1(a) . By Theorem 1 we know that this WF-net is unsound: -For t 8 in Fig. 1(a) the basic unfolding has no event corresponding to it. Therefore, it does not fulfill Condition 1 of Theorem 1. -Cut {c 2 , c 5 } (resp., {c 3 , c 4 }) is a proper predecessor of {c 7 , c 8 , c 12 } (resp., {c 10 and thus does not satisfy Condition 3 of Theorem 1. The basic unfolding is a compacted expression of the reachability graph and soundness is defined based on the relations among reachable markings. Therefore, Theorem 1 indicates a new way to redefine soundness based on the basic unfolding. In theory, the problem of checking soundness is PSPACE-complete for bounded WF-nets. In other words, there exists an algorithm that uses a linear space to check soundness [27] . However, the PSPACE-completeness implies that such algorithm takes much time. In addition, the biggest disadvantage of the reachability graph technique is the state explosion [39] . Therefore, the basic unfolding technique may be viewed as a compromise between the PSPACE algorithm and the reachability graph technique. Although storing the basic unfolding of a WF-net may use smaller spaces than storing its related reachability graph, model-checking with the unfolding usually takes more time than that with the reachability graph since checking reachability from a state to another one in the unfolding is not direct like that in the reachability graph. McMillan [30] has already shown the NP-hardness of deadlock detection by using the unfolding technique. This implies that soundness detection over the basic unfolding is NP-hard theoretically.
It is worth noting that the unfolding technique w.r.t. space is not always more advantageous than the reachability graph technique. Only when a system is of high degree of parallelism (i.e., it has lots of concurrent actions), the basic unfolding can use less space than the reachability graph. When the system has many alternative actions but few concurrent ones, then the basic unfolding usually uses more spaces. Next, two examples are used to illustrate the main advantage of the basic unfolding technique: saving the storage space when a system is highly concurrent.
V. APPLICATIONS
A. EXAMPLE 1 Fig. 2 illustrates the sketch of a system of scheduling two elevators. A television tower has two elevators that shuttle visitors up to the sightseeing platform from the ground or down to the ground from the platform. The schedule process is described as follows:
-When a request for using an elevator to shuttle visitors down to the ground is generated (which is represented by a token in p 3 ), the system schedules (t 3 ) the left elevator if this elevator is stoping at the sightseeing platform, or schedules (t 5 ) the right one if this one is stoping at the platform. Notice that: 1) a token in p 13 (resp., p 15 ) represents that the left (resp., right) elevator is stoping at the platform; 2) a token in p 14 (resp., p 16 ) means that the left (resp., right) elevator is stoping at the ground; and 3) the system freely selects one if the two elevators are both stoping at the platform. If the two elevator are both stoping at the ground, the system schedules the left one up to the platform (t 7 ). -Similarly, after receiving a request of riding an elevator up to the sightseeing platform (p 9 ), the system may schedule (t 12 ) the left one or schedule (t 10 ) the right one if they are available. If they are both stoping at the platform, then the right one is scheduled (t 14 ) down to the ground. We assume that the left elevator stops at the platform and the right one stops at the ground in the initial state. We use t i to configure the initial resources for the system and t o to withdraw them. Fig. 3 shows the basic unfolding of the net system in Fig. 2 . It can be checked that the basic unfolding is coincident with Theorem 1. Therefore, the system is sound.
The basic unfolding in Fig. 3 has 70 nodes (including 44 places and 26 transitions) and 88 arcs, but the reachability graph of the net system in Fig. 2 has 146 nodes and 392 arcs. 
B. EXAMPLE 2
In a distributed environment, deadlock or livelock often occurs since limited distributed resources are shared by multiple parallel processes. The most classic example is the Dining Philosophers' Problem formulated by Dijkstra [13] . Five philosophers sit around a table. Initially, a single chopstick lies between each two philosophers who are all thinking. When every philosopher prepares for dining and picks up the chopstick lying on his/her left, a deadlock can happen. Fig. 4(a) shows the Petri net modeling such dining rule: every philosopher is allowed to pick up the right chopstick only after picking up the left one. Baresi and Pezzè [6] use UML (Unified Modeling Language) and Petri net to model a similar rule. In their rule, when a philosopher does not get the left chopstick, s/he returns back the thinking state and they permit a new philosopher with a new chopstick to join the table.
Certainly, the Petri net in Fig. 4(a) is not a WF-net since it has no source/sink places. Fortunately, after two places i and o and two transitions t i and t o are added into Fig. 4 (a) such that
, the result is a WF-net. For simplicity of the net graph, we omit the four places and transitions. Fig. 4(b) shows its basic unfolding. If the above four transitions and places are added into Fig. 4(a) , then the related basic unfolding can be constructed based on Fig. 4(b Fig. 4 (b) has 40 nodes (including 25 places and 15 transitions) and 50 arcs, but the reachability graph of the net system in Fig. 4(a) has 82 nodes and 266 arcs.
We may model another case with a higher degree of concurrency as shown in Fig. 5(a) : when a philosopher is ready to eat, s/he can ask for the left and right chopsticks in parallel. For the model consisting of 5 philosophers, its basic unfolding is shown in Fig. 5(b) in which there are 65 nodes (including 45 places and 20 transitions) and 70 arcs, but its reachability graph has 1364 nodes and 6377 arcs. Table 1 lists these results for easy comparison. 
VI. CONCLUSION
This paper proposes a method to generate a finite prefix of the unfolding of a WF-net. Although this finite prefix does not satisfy completeness, it can be used to decide the soundness of WF-nets and this way provides a necessary and sufficient condition for soundness. Application examples illustrate that this technique can save space compared with the reachability graph technique for nets with a high degree of parallelism. Based on these results, we plan to develop a tool in the future work.
A WFD-net (Workflow net with data) [38] is a WF-net in which each transition is labeled by some operations such as read-, write-, and delete-data. The formal semantics of WFD-nets is given by unfolding them to WF-nets and based on the concurrency semantics all kinds of data-flow antipatterns are defined. Future work should apply the basic unfolding technique to WFD-nets, i.e., how to utilize the basic unfolding of a WFD-net to check soundness without dataflow errors? 
