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ABSTRACT
Kannel, Edward J. Ph.D., Purdue University, June, 1972
A DISAGGREGATE ANALYSIS OF URBAN TRAVEL BEHAVIOR. Major
Professor: Kenneth W. Heathington.
This research was directed toward an evaluation of tra-
vel behavior at a disaggregate level of analysis. The ob-
jectives of the research were to develop trip generation
models at the household level of analysis, to evaluate the
stability of the relationships over time, to examine the
causal structure of the variables found to be most signifi-
cant in explaining trip production, and to examine individu-
al's attitudes and perceptions of factors important in travel
choice.
A quasi-laboratory experimental design was established
to evaluate the stability of household trip generation models
over a seven year period. A sample of 357 single family
households was selected from the 1964 Indianapolis, Indiana
transportation study. The identical families were reinter-
viewed in 1971. Disaggregate trip generation models from the
two data sets were equally successful for estimating the
zonal trips reported by all single family units from which
the survey sample was drawn. Also, disaggregate models based
on data from all dwelling unit types were comparable to ag-
gregate models for estimating total zonal travel. The dis-
aggregate models provide the additional benefit of reduced
sample size requirements for estimation of model parameters.
Examination of the causal structure of the variables
indicated that family size and auto ownership are the pri-
mary explanatory variables in household trip generation equa-
tions. Income, labor force and relative accessibility
Xll
provide an indirect influence on trip production due to their
effect on auto ownership levels.
Attitudinal responses indicated only minor differences
among subgroups of the sample in regard to factors important
in mode and route choice and in selection of a trip destina-
tion. Travel time and travel costs were not generally per-
ceived as the important factors in the respondent's decision.
CHAPTER 1. INTRODUCTION
Prior to the 1944 Federal Highway Act which allocated
monies for use in urban area planning studies, very little
consistent effort had been applied to obtain information
about the complexities of travel in urban areas. In the
years preceding allocation of Federal monies, the planning
efforts for urban areas were primarily shaped by knowledge
of the techniques which had been used to develop rural area
highway plans or plans for isolated areas, such as sections
of streets, within the urban area.
Those in charge of developing urban studies were,
however, aware that the problem was much more complex. The
data and procedures for studying rural area conditions were
inadequate for obtaining an understanding of the travel
characteristics within the cities. Although many urban
planners felt the need for more detailed studies, they did
not have sufficient technical background or data for evalu-
ation of the entire transportation system. Resource
limitations also played a vital role.
The need for a greater base from which planning decisions
could be formed was recognized by the cities and the Public
Roads Administration (later known as the Bureau of Public
Roads and now, the Federal Highway Administration) . The
federal agency in 1946 in cooperation with participating
local agencies, started to conduct what has become the
most significant data base of urban travel, the origin and
destination study. These studies have subsequently been
conducted in over 200 urban areas using the same basic
format and definitions.
By 1954 the acceptance of the art of urban transportation
planning was exhibited by the formation of the National
Committee on Urban Transportation (NCUT) . This committee
drew upon the experience of many of the leading authorities
in traffic engineering, highway planning, transit operations
and city planning. Their experiences and procedural re-
commendations were combined and published in a transportation
planning guide and a series of seventeen procedural manuals
(NCUT, 1958). These manuals, along with continuous advisory
aid of the Bureau of Public Roads, helped cities to develop
transportation plans for various study areas.
The need for uniform, accepted procedures for developing
transportation planning studies was emphasized by the 1962
Federal Highway Act. This act required every urban area
of over 50,000 population to have a continuing, comprehensive
planning process on which to base their requests for Federal
Aid monies. Because of the shortage of persons trained in
transportation planning, personnel with limited backgrounds
were utilized to perform the technical analyses in many of
the smaller areas. To meet the basic requirements of the
1962 Act, the cities relied heavily on the model formulations
and forecasting experience developed in other cities; and
the guidelines and directives provided by the Bureau of
Public Roads.
It is fair to say that the development of the urban
transportation planning procedures has been formed through
a lack of understanding of the complexities of urban travel,
rather than in light of such knowledge. There has been,
and still is, a lack of understanding of the entire decision
process which controls urban travel behavior. The inter-
relationships among economic, social, and psychological
factors which influence travel choice have not been integrated
into a single theory of travel. Consequently, rather than
attempting to model the complex behavior as a continuous
decision process, the transportation planner has developed
a four stage, sequential modeling process known as the
Urban Transportation Planning (UTP) package. These models
include trip generation, trip distribution, modal split,
and trip assignment.
Each of the models of the UTP package is normally
developed independently of the others without consideration
of the interacting forces which occur in the travel decision
process. At each stage in the modeling process, the dif-
ferences between the estimated and the observed conditions
are noted and "appropriate" adjustments are made to force
the observed and estimated conditions to coincide before
entering the next stage of the model sequence. Since the
modeling approach is not based on an integrated theory of
travel behavior, the analyst can not effectively determine
the reason for the discrepancy. As a result the "ap-
propriate" adjustment may simply be a ratio factor between
the observed and predicted conditions.
The research reported in this dissertation does not
develop a total theory of travel behavior, but the analysis
approach is directed to a disaggregate analysis of the data
so a better understanding of travel behavior at the decision
level of travel can be attained. Analysis of the trip
generation phase of transportation planning has been given
primary consideration. In particular household travel
relationships are examined.
The trip generation modeling concept used in traditional
planning studies is referred to as a zonal analysis concept.
The enormous body of data obtained in the home-interview
portion of the origin and destination studies is aggregated
and summarized in larger units of the total study area,
the traffic zone. These zones are the smallest areas con-
sidered in all further analyses and projections. Through
aggregation, large portions of the travel variability which
exists within the households are averaged out. As a result,
the aggregated relationships provide estimation equations
which/ on the surface, appear to be statistically more
reliable than disaggregate models. Research on model
formulations based on total zonal trips or average zonal
trip rates, however, has shown that aggregation of the
behavioral units to zonal averages masks the true relation-
ships and the causal nature of the independent variables.
The model parameters are found to be highly dependent on
the size of the areal unit selected in the analysis.
Further, the variables included in the aggregate model may
not bear the same degree of significance if one had con-
sidered the collinear effect of other explanatory vari-
ables. For example, the distance of a zone from the central
business district has been found to bear a significant
relationship to trip production in some prediction models.
Other research indicates that this relationship is mainly
spurious in nature (30); when household size and auto
ownership rates are considered at a disaggregate level of
analysis, the effect of distance from the central business
district is not a major factor in explaining travel behavior,
Analysis of the aggregate data also ignores a second
basic issue in model development. This issue is related to
the measurement of changes. When the analyst is interested
in measurement of changes, particular care must be exercised
to carefully identify the explanatory variables of the
model and the parameters associated with those variables.
Since the aggregate models are based on large volumes of
data which are averaged together, the models are not
sensitive to subtle changes which occur at the basic
decision level of travel. Further, the data measures habits
for a single time frame; since it is financially infeasible
to obtain large quantities of data which would be neces-
sary to revise the zonal estimates, the relationships ob-
served in the original time frame are assumed to be held
constant throughout the planning period. Very little basic
research to verify this assumption has been conducted.
Worrall attempted to obtain a longitudinal data set to
measure changes over time but the emphasis was on short
term variations (43). Logic suggests that changes in social
and cultural patterns, and changes in technical developments
will have an effect on urban travel. To be sure, comparisons
of aggregated relationships within an urban area have been
made for different time periods, but as noted, these ag-
gregated relationships are dependent upon the level of
aggregation and the activity and composition of the areal
units. Since the size of some zones or the level of activity
within the zones may change over the study period, it is
difficult to separate the influence due to changing area
description from the influence due to the changing relation-
ships of the variables in the model. The subtle changes in
urban structure and individuals' status and life style cannot
be detected at the macro level of analysis.
A second argument cited for aggregating to larger units
for analysis is that forecasts of future socioeconomic or
land use characteristics which are used in travel fore-
casting models are less reliable as the area of projection
becomes smaller. Recognizing that travel projections could
be no better than the forecasts for the independent vari-
ables which are in the model, there has been no attempt to
understand the complex relationships which exist at the
decision level of travel choice.
Again, the concern for forecasting the independent
variables to a fine level of detail need not be a deterrent
to analysis of the data at the behavioral level. If the
variables are linear, forecast of the variables need not be
different from the forecasts which are necessary for the
zonal concept models. Analysis can be conducted at the
disaggregate level and future travel estimates for any
aggregate area may be possible because the disaggregate
model parameters are not tied to a fixed areal boundary.
This would be an advantage in the continuing phase of the
transportation study as the size and shape of the area
change. This greater flexibility in application would also
allow the analyst to use data from other public records
(e.g. census data) which are summarized in areal units which
do not conform to the boundary scheme of the transportation
study.
Finally, analysis of travel characteristics at the
behavioral level of analysis is also important for developing
an understanding of travel decisions which enter in the
other phases of the urban transportation planning process.
The disaggregate analysis unit provides a basis for in-
ferring values that the individual places on the various
characteristics of the transportation system. The individu-
al's choice may be based on factors other than those which
can be conveniently measured in the aggregate models. For
example, mode choice models are based on some combination
of socioeconomic characteristics such as income and auto
ownership; service characteristics of the transportation
system such as cost or time ratios of alternate modes; and/
or characteristics of the trip itself, such as trip purpose
stratifications for work and non work trips. These models
are almost always less than adequate for determining the
actual modal split; but perhaps of greater significance is
that they alone do not provide the planner with information
which would reflect changes in facility usage due to changes
in the characteristics of the system. This is true because
the models only simulate habits which exist under the
present operating system, and are not directed towards the
general system factors which may be perceived to be more
important to the individual. Recent research has been
directed towards the evaluation of attitudes and perceptions
of the trip maker to determine the importance of several
factors such as cost, comfort, reliability, congestion,
level of service, and convenience to the trip maker. These
research efforts have attempted to define a set of variables
which can be quantified to express the importance of factors
which are not necessarily related to a specific mode or
route selection, but are adaptable to the general decision
process (7, 31, 32). Such knowledge of system characteristics
provides the planner with more viable data for evaluating
the present system and introducing new concepts in design
or operation. There is a need to continue this research
and to extend beyond consideration of mode and route choice
decision variables to include consideration of spatial
distribution so that one can combine the "where" dimension
with the "how" and the "why."
Research Objectives
The purpose of this study is to attain a better under-
standing of travel behavior by evaluating travel relation-
ships at a disaggregate, behavioral level of analysis. The
household is taken as the basic decision making unit for
evaluating travel behavior. Housing needs and auto owner-
ship levels are determined by the household as a unit. Al-
though some travel decisions certainly are individual in
nature, the household unit has travel demands which are also
common in nature; satisfaction of the households' travel
needs extends beyond the needs of a particular individual.
In this research a quasi-laboratory experimental design
has been established to study changes in household socio-
economic characteristics and travel behavior over time. To
evaluate possible changes, a sample of 357 households was
selected from the original list of households interviewed
in the 1964 Indianapolis, Indiana Transportation Study. A
second home interview of these same families, was conducted
in 19 71 to provide data in another time frame. This unique
sampling procedure allowed a high degree of control of the
analysis units and allowed an evaluation of the stability of
relationships over a seven year period. In particular, the
sample was selected to include all possible combinations of
family size, auto ownership and income levels. This
simultaneously provided a wide range of other characteristics
such as occupational status, education levels, and place
of residence in the urban area. It was possible, however,
to control some of the confounding influences from other
sources. Recognizing that two families of similar size and
with similar socioeconomic characteristics may have dif-
fering travel behavior due to differences in social or
psychological attitudes, only those households were reinter-
viewed in which the same family which resided at the dwell-
ing unit in 1964 was still living at that address in 1971.
Further, the travel variation which might be a function of
the type of dwelling unit in which the family resides, was
controlled by interviewing only residents living in single
family dwelling units.
Home based trip generation models are given prime con-
sideration. The objective is to study relationships at
the disaggregate analysis level to determine the stability
of these relationships over time. It is hypothesized that
relationships exhibited at the household level of analysis
will be causally related to the system being modelled and
that these relationships will remain more stable. The
stability of household models is evaluated by comparing the
model parameters developed from data for the two time
periods
.
In addition, the ability of household equations to
estimate aggregate trip production necessary for other
modeling stages used in current planning methodology is
evaluated. The zonal estimates from the household models
are compared with the estimates obtained from the aggregated
model formulations used in the 1964 Indianapolis Regional
Transportation and Development Study (IRTADS) . In this
portion of the research the household models are confined
to the consideration of the same variables as were used by
IRTADS. The limits of successful use of behavioral models
is not fully established, however, by the ability of the
models to obtain zonal trip estimates. The behavioral models
can be extended to obtain more complete knowledge of travel
behavior by evaluating other variables which may have causal
significance, even though these variables would be difficult
to forecast and incorporate in an operational model. These
variables include occupational and family life cycle variables
A second major objective of this research is to examine
the structure of interdependencies among the socioeconomic
variables which are important to the estimation of trip pro-
duction. Although the planner has generally confined the
analysis of estimation models to the direct contribution of
each of the independent variables on the dependent variable,
there is also a need to understand the interrelationships
among the independent variables since changes in these vari-
ables may ultimately affect the dependent variable. A sys-
tematic evaluation tool known as a structural or causal model
is used to evaluate the contributing effects of each of the
variables in the hypothesized structure. The technique pro-
vides a means of separating the direct contribution of each
of the variables from the indirect contributions which occur
due to correlations with other independent variables in the
causal structure.
The third major objective is to examine individual's
attitudes and perceptions which are important to decisions
of mode and route choice and selection of trip destination.
Travel is viewed as a form of human behavior to which socio-
logical and psychological principles may be applied. Psycho-
metric analysis techniques are used to examine individual's
ratings of system characteristics. Analysis of individual
attitudes can provide the planner with information which can
not be attained at an aggregate analysis level, but may have
greater causal significance and be more responsive to system
evaluation.
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The route and mode choice attributes evaluated in this
research have been identified in other previous research
(31, 38). The objectives here are to evaluate the con-
sistency of importance ratings for study populations exposed
to different transportation operating characteristics and
different socioeconomic background. The ultimate goal is
to provide information which will allow the planner to
develop models and operational facilities which are respon-
sive to the needs and desires of the trip maker.
A second set of attributes is used to define further
the importance of variables which are considered in the
selection of trip destinations. These spatial distribution
variables are related only to the shopping trip purpose.
The objective is to obtain comparative measures of indi-
viduals' perceived importance of transportation related
characteristics such as travel time, costs, or parking
availability and consumer related characteristics such as
goods selection and service provided at potential shopping
destinations. Data collected in this portion of the home
interview can be used to verify existing assumptions used in
distribution models or suggest alternate approaches which
would be more closely allied with individuals' perceptions
of the important characteristics in selecting a destination.
Organization
In Chapter 2 the concepts for developing trip gener-
ation models are reviewed. In addition, causal modeling
techniques and attitudinal research, as it pertains to this
research, are discussed. The study design is presented in
Chapter 3.
In Chapter 4 attitude scaling techniques are used to
determine the importance of system attributes in the choice
of trip destination, mode of travel or route of travel.
In the remaining chapters the research focuses on the
evaluation of household socioeconomic characteristics and
11
travel behavior. The household trip production models for
evaluating parameter stability and forecasting ability are
presented in Chapter 5. The strength and weaknesses of the
household model are also discussed. Chapter 6 considers
the more general models and evaluates alternative variable
inputs which could be used in the household models. Finally,
the method of structural model analysis is used to evaluate
interdependencies among the household socioeconomic variables
and trip production.
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CHAPTER 2. MODELING CONCEPTS FOR EVALUATING
TRAVEL BEHAVIOR
Aggregate Modeling Procedures and Assumptions
The models which have become known as the Urban Trans-
portation Planning Models (UTP) are based on aggregated rela-
tionships. The complex decision process of travel behavior is
conveniently modeled in four stages, i.e., trip generation,
trip distribution, modal split and trip assignment. The vari-
ables used and the parameters which are developed in calibra-
tion of the models are those which describe the habits of peo-
ple as exhibited by the data from which the model was derived.
The procedure allows that, where discrepancies exist at any
individual stage of the modeling process, adjustments can
be made to force the predicted results in the direction of
the observed data bqfore proceeding to the next phase.
Once the models have satisfied the criteria for reproducing
the present conditions, forecasts are made of future con-
ditions using the assumption that the gross relationships
which have been found are the true causal relationships and
that the parameters will remain stable over time.
The conventional modeling approach has several short-
comings which are due to assumptions used in the models. In
this section the limitations of the aggregate model trip
generation equations are discussed.
Zonal Homogeneity
Review of the assumptions aas shown that the zonal
means are not adequately representative of the individual
units, and the basis of aggregation does not result in
homogeneous units of analysis (10, 25). Moreover, the model
13
parameters developed from the aggregated units are a
function of the unit size.
The degree to which an average value in a zone can be
expected to describe the units is dependent upon the sample
size and the amount of variation which exists within the
zone. A basic premise in establishing zones is that the
units within the zone are of like characteristics and the
variation of units within the zone would be less than the
variation which would occur if all units were taken to-
gether. McCarthy tested this assumption and concluded that
the zone sample mean is not representative of all households
in the zone (25) . The reasons for inadequate representivity
are that
a) zone sampling distributions are skewed rather
than normal so the sample mean is not the
central value; and
b) considerable heterogeneity exists within zones
with respect to household travel characteristics
and socioeconomic traits.
Separation of Variation
Fleet and Robertson concentrated on the effects of
loss of information due to aggregation and how this ag-
gregation can lead the analyst into spurious confidence in
the results of his trip production model (10).
Using unexpanded dwelling unit data, an analysis of
variance was conducted to break the total sum of squares of
the dependent variable into its component parts. The
total sum of squared deviations from the mean was partitioned
into a between groups sum of squares which represents
variation existing between zones; and a within groups sum
of squares which represents variation within the zone.




TSS = I I (X.. - X)
2
j=l i=l
X. . = the ith observation on some variable (X)
ID
taken in the jth zone;






N = the grand total number of observations =
k
£ n . ;
j=l 3
n. = total number of observations in the jth zone;
and
k = number of zones
The sum of squares between zones (BSS) is the sum of squared
deviations between the group means and the grand mean. The
within group sum of squares (WSS) is the sum of the squared
deviations among observations within the zone and the mean
of that zone. Mathematically this can be expressed as:
k k n.
TSS = I n. (X. - X
2
) + I I (X.. - X.)
2
j=l j = l i=l
(BSS) (WSS)
Table 2.1 shows the portions of the total sum of squares for
total trips which is within the analysis unit and the portion
that is between analysis units. The table is based on data
from Madison, Wisconsin (10). As the areal unit of aggregation
becomes larger the between group sum of squares becomes
smaller. This is particularly important because it is the
between groups variation which is being explained when re-
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Since there is considerably less variation to explain in the
model, the relationship appears stronger at the higher levels
of aggregations
.
Grouping of the data into area units may also result
in specification errors in the model parameters . Robinson
and others have shown that because of the differences in cor-
relation which occur for different levels of aggregation, the
parameters estimated for the aggregate models may not repre-
sent the true effects of variables in the models (10,30,33).
This has particularly important implications when models,
which are calibrated with existing data, are used to project
future traffic flows. For example, in trip generation analy-
sis, projection of future trips will be biased by the differ-
ences between the calibrated parameter and the true parameter
which would have been estimated at a more behavioral level
of analysis.
Explicit Demand Models
Inconsistencies which are derived from the modeling ap-
proach used in the standard urban transportation planning
models have provided the thrust for investigation of new model
formulations. Two major criticisms of the conventional ap-
proach are that: (a) inconsistencies arise because the trans-
portation system itself is not explicitly allowed to affect
all stages of the model development; and (b) travel choices
are highly interrelated and the segmented phases of tradi-
tional models do not adequately represent the continuous na-
ture of consumers' choice.
Explicit demand models which combine the functions of
generation, distribution, modal split and route assignment
have been formulated in attempts to develop a theory of con-
sumer travel demand. Although the research in this disserta-
tion is not oriented toward development of explicit models,
the approach is consistent with the concept of obtaining an
understanding of the interrelationships of individual choice.
The topic will therefore be briefly reviewed.
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Other researchers have pointed out that the most
important aspect of criticism (a) above, occurs in formul-
ation of trip generation models (7, 23, 28). Traditional
trip generation models imply that the number of trips
generated is independent of level of service provided by
the system. That is, while travel cost or time, or parking
costs may affect modal split, it is assumed that changes
in any of these conditions will not affect the total
number of trips made.
Nakkash investigated trip generation formulations
which recognized that the trips produced from, or attracted
to an area may, indeed, be related to the relative ac-
cessibility of that area to other activity centers being
considered (28) . A total equilibrium model was not for-
mulated, but interchange between different models was
developed through the definition of accessibility variables
used in trip generation models.
Relative accessibility variables were determined from
the friction factors of the calibrated gravity model trip
distribution models. The friction factors are a function
of travel time and trip purpose. The relative access-
ibility of a zone was determined from the relationship:
A
.
ra ik(M = —lk(£) * 100
J-^ikU)
where RAj^/jk = relative accessibility of zone i to activity
k for purpose £;
i = zone under consideration;
j = any zone in study area including zone i
;
k = activity under consideration;
SL = trip purpose;
Aik(£) ~ accessibility of zone i to activity k for




S., = size of activity k in zone j;jk
F. .,„, = friction factor corresponding to travel timei] U)
from zone i to zone j for purpose £.
The hypothesis of the model is that the number of
trips produced in a zone or attracted to a zone is a function
of the relative ease in overcoming space between that zone
and all other zones.
Nakkash developed zonal total trip generation models
using accessibility variables for the Indianapolis trans-
portation study area. Although accessibility variables
did not appear to aid prediction for all trip purposes, the
basic hypothesis was substantiated. In particular, accessi-
bility measures were most significant in trip attraction
equations
.
Other researchers have attempted to formulate ag-
gregate equilibrium models based on economic theory which
would incorporate the traditional four phases of the Urban
Transportation Planning process into a single equilibrium
model (7, 23, 32) . These formulations have the general
form;
ocl oc 9 cc 3 <*4 aS
T. ., =<* A. A. S.S.L.,; whereljk o l j 1 j XJK
T. ., is an estimate of travel between nodes i and jljk
by mode k;
A., A. are measures of activity of the nodes;ID
S..S. could be socioeconomic descriptors at each node;ID
L. .. is a measure of level of service between the13k
zones; i and j by mode k; and the
tt's are parameters of the model.
Any of the variables may be a vector of factors which
are related to the travel choice.
Manheim has summarized the importance and the com-
plexities in developing these models and has presented his
own general model for deriving equilibrium flows (23)
.
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Since this research is primarily concerned with dis-
aggregate, behavioral level analysis, the remainder of the
chapter will concentrate on research efforts which have
evaluated travel relationships at this level.
Disaggregate Trip Generation Analysis
In an effort to understand the relationships which
exist at the household level of analysis, some researchers
have analyzed the disaggregate data from available origin
and destination studies. Oi and Shuldiner were perhaps the
first to expose the fallacies of using aggregated data to
produce estimates of urban travel (30) . Their research
broached the question of validity of established approaches
and started the efforts for examining relationships which
were meaningful at the household level of analysis. They
found the two dominant explanatory factors to be household
size and auto ownership. Of these, auto ownership was most
important. The type of dwelling unit and the distance to
the Central Business District had only negligible effects
on trip rates. Income and occupation exhibited statistical-
ly significant associations, even when family size and autos
were held constant, but their contribution to the response
variable was negligible compared to family size and auto
ownership.
A nationwide study of 30 cities conducted by the
Survey Research Center of the University of Michigan also
found family size and auto ownership to be the most
important variables related to urban travel (21, 36). In
addition, household trip production was sensitive to
income, stage in the family life cycle, occupation of the
head of household and density of the neighborhood.
Several researchers have statistically compared the
results of trip generation equations based on zonal totals
or zonal averages with models based on unaggregated house-
hold data (8, 10, 19, 25). Table 2.2 shows comparable
20
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statistics presented by Kassoff and Deutschman (19). The
statistical reliability of the household equation appears
to be considerably lower than the zonal model when judged
by the percent of the variation explained in regression
2
analysis (R ), and the percent standard error. However,
it must be recalled that this model attempts to explain
all of the variation in the data; the zonal model explains
only the variation which exists between zones. After
expansion of the household equation to estimate total
area travel, it was noted that the dwelling unit equation
was comparable to the zonal equation.
Fleet and Robertson noted that by analyzing the survey
data before aggregation the analyst uses the data more
completely to indicate the basic travel relationships (10).
The benefits to be gained from the disaggregate analysis
approach may best be summarized by the statement from
their research:
In addition to allowing a more complete descrip-
tion of travel from the basic trip making unit
(the household) as well as the relationship being
more likely to remain stable over time, much more
effective use is made of the sample data and thus
the possibility exists in using small sample inter-




The general availability of multiple linear regres-
sion computer programs has made this approach to model
development very popular in operational studies. The user
can handle large quantities of data and develop models
with apparent statistical reliability without fully under-
standing the procedure or the assumptions of the regres-
sion model. The resultant variables and parameter es-
timates are often accepted for the final model without
further concern for the nature of relationships which are
developed.
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In this section it is not intended to argue about the
degree to which the assumptions of regression are met, but
rather to point out that the method does not allow the
analyst to evaluate and describe all the interrelationships
which occur among the independent and dependent variables.
A complementary analysis technique is suggested to further
examine variable relationships in the models. The analysis
approach discussed has alternatively been referred to as
causal models, structural models, path models and/or re-
cursive models. In this section the model will be referred
to as a structural model.
A structural model is a system of equations which al-
lows the analyst to more fully evaluate the interrelation-
ships which occur in a system of variables. To be sure,
multiple regression analysis allows the analyst to observe
the effects of several independent variables, either alone
or in combinations, but this is possible only for the
relationship with the response variable under immediate
consideration. Although cross-product terms of selected
independent variables may be included to show the effects
of interaction among the independent variables, it is still
not possible to evaluate the nature of this interaction,
nor the relative contribution of the component parts. The
structural model, on the other hand, seeks a set of equations
which outlines the causal priorities of the variables and
permits predictions of how a change in any one variable in
the system affects the value of other intermediate variables
in the system as well as the ultimate dependent variable
of interest.
Examination of the components of a trip generation
model may be cited as an example where it may be desireable
to evaluate the relationships among a set of variables.
A typical trip generation model may use auto ownership and
average family size to forecast home based trip production.
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However, before auto ownership can be used, a forecast of
this variable must be made. In this second model, average
family size and income might be used to forecast auto owner-
ship. The two separate models do not allow examination of
the entire structure of the relationships which exist
between family size, income, auto ownership and trip pro-
duction. The structural model is suggested as an analysis
method to determine the direct effect of income on trip
production as well as the indirect influence due to the
effect which income has on auto ownership rates.
Structural Model Development and Application
Pioneer work in the analysis of path coefficients
which are the parameters of a structural model was done
by Wright in the area of genetics (45, 46) . Blalock,
drawing upon the writings of Simon and Wold, provided the
major thrust for the study of causal inferences in the
non-experimental research of the social sciences (1, 35, 43).
Duncan, Land, and Heise further described their work using
causal models and made contributions to the study of
causal models by outlining systematic approaches for inter-
pretation of the model (9, 13, 20).
Analysis of structural models has also received at-
tention in the development of transportation forecast
models. Kain used a system of recursive equations to
evaluate the interrelationships between variables which
affect the length of work trip (18) . He hypothesized a
four stage recursive model in which the decision process
was such that the worker first selects an environment in
which he wishes to live (space preference) . This choice
may be shaped by such factors as sex, income, and housing
prices. The first decision will then affect the choice
of auto ownership, which in turn has an affect on the
choice of mode of travel. Finally, all three of these
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affect the length of the work trip. In any of these equa-
tions additional varxables such as sex, age, income and
housing price may contribute to the explanation of variation
in the dependent variables, however, these variables were
taken to be exogenous to the system and no attempt was
made to define the interrelationships between exogenous
variables
.
The model developed by Kain is similar in concept to
an explicit demand model in which the decision process is
formulated in a single model rather than a series of models.
The model in this form allows the analyst to make evalua-
tions of direct and indirect effects on the decision
variables in the model. The major advantage of this formu-
lation is that all effects can be evaluated. If relation-
ships are found to be only spurious in nature because of
correlations with other variables, the variables may be
considered to not have direct causal linkages with the
dependent variable.
Limitations
Analysis of a structural model can be applied only to
sets of relationships which are linear, additive and causal.
The parameters of the model are usually developed using
regression techniques, and so the analysis is confined to
the data which meet the assumptions for regression.
It is recognized that the theory of causal structures
may be applied and quite different causal models could be
evolved from the same set of data. The different models
could predict basically the same empirical relationships
among the correlation coefficients. This means that the
correctness of any given model cannot usually be established
until other models have been eliminated, either theoretical-
ly or on empirical grounds (e.g., a knowledge of time
sequence)
.
However, the method can be used as an exploratory
tool through which one notes those instances where theory
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fails to predict correctly, making successive changes until
more adequate predictions have been obtained.
It has previously been noted that if one develops
models and parameter estimates for variables which are
causally related to the response variable, the relationships
will tend to be more stable over time. A check on the
correctness, or at least the stability of the causal model
parameters can be obtained in this research by comparing
the models with data sets from two points in time.
Individual Perceptions of Travel Decisions
Urban travel models have been developed by fitting
observed socioeconomic and urban development character-
istics to the travel behavior exhibited by individuals op-
erating within the constraints of the existing transportation
system. The models which are developed strictly on the
basis of simulating present conditions may not provide the
analyst with a sensitive model which would indicate
changes in travel due to changes in urban structure, social
structure or changes in the transportation itself. From
the planner's viewpoint, it is important to know how changes
in policies such as parking price policies, transit service
levels, street congestion, etc., will affect the consumers
travel decisions. Only recently have research efforts been
directed towards consumer satisfaction or dissatisfaction
with the transportation system (21, 26, 27, 31, 40).
Attitude Research
In this dissertation, the study of individual's per-
ception of factors important in travel choice is directed
to mode and route choice preferences and to factors im-
portant in selection of a trip destination. The author
did not attempt to formulate an original pool of possible
factors which would be important in the choice of route or
choice of mode. Instead, the reported results from other
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research were used as a basis for selecting the travel
choice descriptors analyzed in this study (31, 40) . These
research efforts are briefly reviewed here.
Researchers at the Maryland University were specifical-
ly concerned with attitudes related to choice of mode (29,
31). The objectives of their research were:
1) to identify and assess the importance of attributes
of an ideal transport system as conceived by the
consumer; and
2) to determine the extent to which consumers consider
existing systems to satisfy this ideal.
The researchers developed an exhaustive pool of factors
thought to be important in modal choice decisions. Pilot
studies were conducted in Baltimore, Maryland and Phila-
delphia, Pennsylvania. Factor analysis was used to
identify the important attitude groupings. Some of the
principal factors indentified were reliability, travel time,
convenience, protection from the weather, cost, condition
of the vehicle, familiarity, congestion and self esteem.
They reported little difference in the structure of the
factor matrix for work and non-work trips; however,
absolute differences in importance of the factors was ap-
parent across trip types.
Wachs used an attitude scaling technique to evaluate
route choice preferences for three trip purposes: work,
shopping and trips to visit friends (33) . Respondents for
that study were residents of Evanston, Illinois; an upper-
middle class suburb of Chicago. Factor analysis was used
to identify seven attitudinal factors which explained 67
percent of the variation in a list of 21 original variables.
The factors, in order of important for explaining route
choice preferences, were preferences for: 1) access con-
trolled routes, 2) less congestion and strain, 3) safety,
4) the shortest route, 5) commercial development along a
route, 6) pleasant scenery and 7) absence of commercial
development.
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Wachs concluded that differences in attitudes existed
for different subgroups of the population and that people
tended to select routes which possess the characteristics
which were preferred. Also he noted that the degree of
importance of the factors did not vary greatly for different
trip purposes.
CHAPTER 3. STUDY DESIGN
The data used in this research were obtained from
home-interview surveys in Indianapolis, Indiana. This
metropolitan area of 300,000 population had conducted a
basic transportation study with home interview data col-
lection taking place during the fall of 1964. This data
set was taken as the base year for the present study.
The Indianapolis Regional Transportation and Develop-
ment Study (IRTADS) was a typical example of the traditional
transportation study. A five percent sample of households
was selected for the home-interview portion of the study.
A total of 10,532 interview forms were completed. The
interview data were aggregated into the 395 zones defined
for the study area and factored to represent total volumes
for the area.
The trip generation modeling formulations were based
on the zonal totals concept. A total of 19 equations were
developed for home based and non-home based productions and
attractions as stratified by four different trip purposes
(16) . Generally, the purpose stratifications were work,
shop, school, and other trip purposes.
The gravity model was used for trip distributions and
the final modal split models were basically diversion
curves based on relative highway and transit travel times.
Trip assignment was conducted using the standard package
of programs developed by the Federal Highway Administration.
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Analysis Variables
A basic hypothesis of this research is that the
relationships which exist between the socioeconomic and
demographic variables and the travel patterns at the house-
hold level of analysis, will have greater causal significance
and will tend to be more stable over time than the aggregate
model analysis. The objectives are to study the variables
which are significantly related to the travel habits and
attempt to statistically evaluate the changes in travel as
changes occur in the independent variables. To evaluate
these relationships, a sample of households was selected
from the 1964 IRTADS dwelling unit sample list to be re-
interviewed in 1971.
Earlier research has suggested several variables of
interest which could be evaluated at the household level
of analysis. These include family size, auto ownership,
stage in family life cycle, occupational status, income,
dwelling unit type and location within the urban structure.
For the purpose of this study, it would have been desireable
to obtain data simultaneously on all levels of all important
variables and to evaluate the effects of any one variable
while controlling for all variables in the experimental
design. However, if one were to establish a multi-variable
design of this nature with say, just three levels of the
seven variables mentioned, over twelve hundred households
would have to be sampled to obtain one observation for each
of the treatment combinations. Of course, considering the
variability of the data, one observation would be insuf-
ficient to establish a meaningful average value for a
subgroup.
In this study it was decided to select a sample which
would as far as possible, represent all levels of three
principal socioeconomic variables; family size, auto owner-
ship and income. The other variables not specifically con-
trolled in the experimental design will generally influence
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the response variable and add confounding effects in the
analysis of the primary variables being considered. While
in laboratory experiments it is often possible to control
the environment to some degree, this is generally not
possible when dealing with human behavior. However, where
possible the confounding influence of other variables were
controlled in this study as described below.
Structure Type
To control for differences in travel behavior which
might be due to differences in life style of families
living in different types of dwelling units and not due to
changes in the principal variabLus being considered, all
units selected from the 1964 sample list lived in single
family units. Further, data from the 1964 study indicated
that residents living in single family units, but not
owning the unit, reported different mean trip rates than
home owners; therefore the 1971 survey considered only those
families which were single family home owners.
Location and Resident Differences
From the 1964 survey list it was possible to identify
the address and family which was living at that address.
Since the intention of this study was to interview the
identical families as were interviewed in the original
survey to evaluate stability of relationships and effects
of changes in socioeconomic variables of the families, it
was necessary to determine where the family which occupied
a selected dwelling unit in 1964, resided in 1971. A
family was selected for interview only if they still re-
sided at the same address as in 1964. In this way dif-
ferences in travel behavior which may have been due to
changes in the living environment, rather than changes in
household characteristics, could be controlled to a greater
degree. Of course, new transportation facilities, or new
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land use developments which affect travel for that house-
hold may have taken place, but these can not be controlled
in the analysis. The effect of such changes on travel of
the household are evaluated only by asking the respondents
to indicate whether such changes increased, decreased or
did not change the amount that the family travels by car
and public transportation.
Seasonal and Daily Variation
The 1964 survey was conducted from mid-August to mid-
December. Likewise, the 1971 survey was conducted in the
fall over a five week period from mid-October to the end
of November. Statistical tests of differences in week day
trip rates indicated statistically significant differences
(
a=0.25) in trip rates for days of the week. The 0.25
significance level was used because acceptance of the null
hypothesis of no significant difference was desired to
ease restrictions in survey scheduling. To guard against
acceptance of the null hypothesis when a significant dif-
ference did in fact occur, the high alpha level was
selected. Since daily differences were possible, the
survey schedule was established so each household would
record trips on the same day of the week as in 1964.
Sex
Several characteristics of the respondents such as
occupation, auto availability, education, and sex may af-
fect the response pattern for the attitudinal questions.
Of this group, it was possible to assure a distribution
of responses from men and women respondents. In the survey
design, the principal respondent was assigned as either
the head of the household or spouse of head. The inter-
viewer was to make an appointment at a time when the in-
dicated principal respondent would be available. Any
additional members of the household which were available
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were also asked to respond to the attitudinal questions.
Sample Selection
Restricting the list of potential households to single
family home owners reduced the sample size from 10,532 to
about 6,600. Approximately one third of all households
did not report income in 19 64; therefore, before drawing
a sample from this list, a further reduction was made to
eliminate all households which had not provided complete
information. This resulted in a final list of 4,300 house-
holds.
The sampling procedure used a systematic, one in four,
sampling rate to obtain a basic list. Each family in this
list was checked against the listings of the 1971 telephone
directory to ascertain if the family still resided at the
address shown in 1964. The objective was to obtain a list
of potential households which would provide about 400
completed interviews.
The basic design for selecting the households for this
survey was to establish a three variable classification
matrix for family size, auto ownership and income. Income
was divided into three categories: less than $5000/ $5,000 to
7,999 and greater than $8,000; Auto ownership was divided into
three categories: cars, 1 car and 2 or more cars per
household; and family size was generally considered in four
classes: 1, 2, 3 and 4 or more members per household,
although distribution in the last category was also desired
to get an adequate representation of larger family sizes.
In order to obtain as much information as possible
about all combinations of family size, auto ownership and
income it was necessary to make special efforts to obtain
households with some of the less frequent variable com-
binations. For example, households with higher incomes and
larger family size seldom have the joint occurrence of not
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owning an automobile. In these instances the entire list
of 4300 units was searched to obtain a listing of households
with combinations of socioeconomic characteristics which
occurred less frequently in the population. From this
secondary list, random selections were made to fill empty
or near empty cells in the three variable classification
matrix. Even this effort could not fill all cells of the
matrix because there were some combinations which did not
exist in the source list (e.g., a one member household
with income greater than $8000, who did not own a car).
An initial sample of 400 households was selected to
be interviewed in the study. A list of additional house-
holds was also established to replace refusals from house-
holds in the original list. For all household types IRTADS
found an overall non-response rate of approximately 15%, but
in research studies which do not have the advantage of
being publicized in local news media, the refusal rate may
be substantially higher. In this study, the response rate
was 65 percent. Approximately 8% of the nonresponses were
due to families moving from the household between the time
of selection and the actual survey. Another 9% were at-
tributed to vacant households due to vacations, sickness
or death.
Questionnaire Design
A questionnaire was developed to obtain the information
for the two general areas of interest, i.e. origin-destina-
tion travel data and individual attitude data. The pro-
cedures and definitions used in the 1964 study were care-
fully reviewed for development of the origin-destination
study (14, 15) . All efforts were made to use the same
definitions and recording procedures to assure the acquisi-
tion of a comparable, consistent data set.
In the study design stage, experts in the fields of
social science and psychology were consulted to evaluate
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alternate techniques for obtaining the attudinal data.
Since it was necessary to collect the trip data on a
household to household basis it was decided to use attitude
measuring techniques which could be used in the same way.
A questionnaire was developed which contained structured
responses in the form of paired comparisons and successive
categories attitude measuring techniques, as well as un-
structured questions which were directed to obtaining in-
formation on the "why" of travel decisions. Generally,
the unstructured questions were presented to the respondent
before the structured questions which contained a specific
list of items to be evaluated. This was to reduce the
possibility that the answers given in the unstructured
questions would be influenced by the list of variables
considered by the researchers in the attitude survey.
The questionnaire was pretested at 10 households in
the Indianapolis area and some changes were made. The
revised questionnaire was checked again, but since the
revisions were not related to peculiarities of the study
area, the second pretest was conducted in Lafayette, Indiana.
This second version was accepted as the survey instrument
to be used. A copy of the questionnaire appears in Ap-
pendix A. The average time for administering the question-
naire was forty minutes.
Home Interview Procedures
Interviewers and Training
Six female and two male interviewers were selected
for conducting the survey. The interviewers were of ex-
ceptional quality in that seven of them held college
degrees. Two of the interviewers had previous interviewing
experience. Since other research indicated that it might
be useful to have members of particular ethnic groups being
interviewed by members of their own group, two minority
group interviewers were assigned to general areas where the
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black population was larger.
The interviewers were given a two day training session
before beginning the survey. The first day was used to
thoroughly acquaint the interviewers with the purpose of
the survey, the procedures to be used, and the question-
naire and related materials. The second day was devoted
to reviewing each of the questions and all of the definitions
of trip purpose, modes of travel to be considered, house-
hold members, etc.
After completion of the training sessions, each inter-
viewer was given one household to contact. Upon completion
of the interview, each interviewer returned to the central
office to review all portions of the questionnaire before
other interviews were assigned.
Contact and Follow Up Procedures
Initial contact with prospective respondents was made
by sending a letter explaining the purpose of the study
and asking for their cooperation. Forms for recording
trips on the travel date were also sent in this letter. A
copy of the letter and forms appear in Appendix A.
Each week the interviewers were provided a list con-
taining the name, address and principal respondent (head or
spouse of head) of all households to be interviewed in
the following week. On the day before "Travel Date" of a
household, the interviewers called the residence to answer
any questions about filling out the travel form and to
arrange a mutually convenient time for conducting the re-
maining portions of the interview. Call back procedures
were established in the event that the respondent could
not be immediately contacted by telephone. In the event
that the respondent refused to cooperate in the study when
contacted by phone, the interviewer notified the study
office. Initially the interviewers were asked to try and
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make personal contact with all households who had declined
to set up an interview when contacted by phone. Although
this procedure had some success in obtaining interviews
from these households, this procedural requirement was
relaxed so that personal contact was attempted only if the
family seemed to be reasonably receptive to the interview.
When an interview could not be conducted, attempts were
made to replace the sample household with another with the
same characteristics.
Validation
Twice each week the interviewers were required to
deliver all interviews to the study office. At that time
the questionnaires were reviewed and problems were dis-
cussed. Additional validation checks were conducted by
randomly selecting returned questionnaires and recontacting
the sample household to check the validity of the reported
data. All checks made indicated the interviewers were
asking the appropriate sections of the questionnaire and
were spending the amount of time in the household indicated
on the questionnaire.
Respondent Characteristics
A total of 357 questionnaires were completed for
analysis in this study. The principal respondent was a
male in 162 households and female in 195 households. The
households were located throughout the Indianapolis study
area and represented a mixture of educational levels and
occupational status, as well as the other control variables
discussed.
The average age of the head of household was 52 years
with a median education of 11.8 years. The breakdown of
family income and head of household occupational groups
for 1964 and 1971 are shown in Tables 3.1 and 3.2. Other
household characteristics are provided in Appendix B along
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with the average home based trip production for the family
size, auto ownership and income stratifications.
It should be noted that the sample selected for this
study is not a representation of the total population of
all single family, home owning residents in 1971. Each
household is assumed to be a random sample from all house-
holds with the same socioeconomic characteristics as re-
ported in 1964. However, the sample may not be represent-
ative of all single family units today since the families
interviewed have remained in the same household at least
seven years. It is possible that families who change
residence location may have different characteristics than
those that remain located at the same address. Nearly
65% of all families in the single family units checked/ did
change location during this period.
The sample is now generally older than the total
population and has a larger percentage of the household
































































































ro oo ID LO Cl CN










CO o co r-»
CO CN
OOO
o CTi <7\ <T\ C\ «
o <Tl (Ti CTi oi CTi ^r
o <Ti <j\ <?\ CT\ CTi ON CT. a\ CTl CN
%. CTi C7\ a> <T\ CTi * •- *. •t
^r ». CTi G\ CTi CT. iH ^ r- CO c
in- •<*
LD CO r- CTi
H iH rH CN CO
X
C o o O P
cO -p P p P p
X 4-> p P P S-l
-P o o O o o CD
o O o o o o O o O P
CO o o o o o o O o o CO
CO » o o o o •k «. •» » CD
CD •*r - *• «. v o CN in 00 U

































Table 3.2. Occupation of Head of Household
1964 1971
Number Percent Number Percent
Professional 46 12.9 . 43 12.0
Managers 61 17.1 32 9.0
Clerical 34 9.5 23 6.5
Salesman 27 7.6 40 11.2
Craftsman 99 27.8 75 21.0
Operatives 30 8.4 31 8.7
Service Personnel 28 7.7 16 4.5
Retired or Unemployed 32 9.0 68 19.1





OF TRAVEL CHOICE FACTORS
Factors which are important to travel choice extend be-
yond the realm of socioeconomic and demographic variables
which are measured in a typical transportation study survey.
Travel decisions are a part of human behavior which are di-
rected toward attaining specific goals. The method and de-
gree of satisfaction realized in attaining these goals are
dependent upon the individual, his personality and his past
experience. Several paths may be available for meeting the
goal or objective. The path an individual selects will be
the path which offers the greatest satisfaction or the path
which appears to offer the least resistance to achieving the
goal.
Due to the difficulty in obtaining measures of perceived
human values and evaluating the relationship of these mea-
sures to travel behavior, transportation planners have not
extensively studied the attitudes of individuals which are
related to travel. Since the objective of this research is
to concentrate on evaluating important characteristics of
the decision unit, an effort was first made to extend the
evaluation beyond measurement of socioeconomic characteris-
tics in order to explore individual attitudes and values
and their relation to travel behavior. This portion of the
research was not intended to develop new concepts or vari-
ables which are in the psychological field of the trip maker,
but rather, the basic intent was to examine further the
factors which other research has found to be important to
the individual. This portion of the study concentrated
on learning more about factors which are important in mode
and route choice and in the selection of a trip destination.
41
The mode and route choice variables were studied for two
trip purposes, the work trip and the shopping trip. Examin-
ation of decision variables important to selection of a trip
destination site was restricted to consideration of the shop-
ping trip.
An Evaluation of Factors Important in Mode Choice
A rating scale method referred to as the method of suc-
cessive categories was used to evaluate individuals' responses
to factors which may be important in selection of a mode of
travel. The factors selected in this study for evaluation
were those factors found most significant by other researchers
(26,31). A total of twelve factors were selected for analysis,
The complete statements and the method of presentation are
shown in questions 10 and 47 of the questionnaire (Appendix
A) for the work trip and shop trip, respectively. The same
factors were used for both trip purposes although the order
of presentation was varied. Generalized statements of each
of the descriptors are included in Table 4.1.
At each household the principal respondent and all other
adult members who were present at the time of the survey were
asked to rate the descriptors for the shopping trip mode se-
lection. For the work trip purpose, all adult members who
worked outside the home, two or more days per week were asked
to respond. The number of completed responses for the work
trip and the shopping trip was 233 and 400, respectively.
The descriptors were rated on a seven point psychologi-
cal scale. A descriptor which was perceived to be of great-
est importance was rated as seven (7) on the scale and a de-
scriptor which was not at all important was rated as one (1)
.
If the descriptor did not induce an extreme response some
scale position between one and seven was selected. Since
this scale is considered to be only an ordinal ranking it
would be desirable to convert the psychometric scale to an
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analytical techniques could be used to study the relation-
ships among the individual's actual mode choice behavior,
his socioeconomic status, and his expression of importance
of the mode choice variables. The Law of Categorical Judg-
ment, which is the basis for the scaling technique, does
allow such a conversion to be made if the assumptions of the
scaling method are adequately met (11). Unfortunately, the
pattern of responses for this survey did not allow such a
conversion. The response patterns, rather than being uni-
modal , and tending toward a normal distribution, were found
to be bimodal, or even multimodal, for selected descriptors.
Consequently, evaluation of the perceived importance of the
descriptors was limited to an analysis of average ratings.
Table 4.1 shows the mean rating for each of the factors
as well as the rank order of the factors for each trip pur-
pose. Although the rank order of importance changed some-
what across trip purposes, the absolute differences in the
ratings were small. This is in agreement with the conclu-
sions reached by Paine in the Maryland study (31). Ratings
of mode choice characteristics appear to be nearly indepen-
dent of trip purpose.
It is of interest to compare further the ranking of the
importance of the descriptors in this research with the re-
sults obtained in the Maryland study. Table 4.2 lists the
five factors found to be most important for the work and non
work trip reported by Paine.
The responses from Indianapolis residents indicated
that the most important characteristics were (1) to feel
confident vehicle would get to destination without an acci-
dent; (2) to feel confident vehicle would not be stopped
for repairs; and (3) to be able to go whenever you want to.
These characteristics taken together represent a feeling of
reliability in the service. That is, the feeling that one
would receive the service at the time he wants or expects
and, once the service is provided, the destination would be
44
Table 4.2. Attitudinal Ratings for Mode Choice Factors -
Maryland Study.
Factor Work Trip Non-work Trip
Rating Rating
Reliability 1 1




*Included as a component of travel time for work trip
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attained. This agrees with the Maryland study conclusions.
The next most important consideration for the Indianapo-
lis respondents was protection from the weather. The Mary-
land study found weather consideration to occupy the second
position for the non-work trip and third for the work trip.
The ranking of the third basic factor also agree for
the non-work trip in the two studies. That is the factor
of convenience. Factor analysis of the Maryland data, how-
ever, stated that for the work trip, convenience was a com-
ponent of travel time. Travel time was rated as the second
most important factor in selection of a mode for the work
trip. On the other hand, both travel time and costs, which
were perceived to be relatively important to the choice of
mode in the Maryland study, and which are prominently used
in modal split models, were perceived to be of little impor-
tance to the Indianapolis respondents. Although the Indi-
anapolis ratings must be studied with the knowledge that the
respondents do not represent a cross section of the total
population and are not potentially the most likely transit
users, the ratings bear significant implications for the
transportation planner. The importance ratings would sug-
gest that operational changes of the public transportation
system, designed solely to improve travel time or reduce
costs of the transit modes, may not be effective in inducing
these individuals to use the improved service. Additional
consideration would also have to be given to such items as
increased comfort and protection from the elements of the
weather.
Critique of the Successive Category Rating Technique
Use of the successive category scaling technique pro-
vided information which allowed measurement of perceived im-
portance of selected mode choice descriptors. The average
ratings can provide the planner with information which will
help reflect the impact which changes in the transportation
46
facilities may have on the actual use of those facilities.
The full power of the scaling technique, however, was lost
due to responses falling largely in the extreme categories.
The response patterns were, therefore, given greater atten-
tion to help understand more about the reasons for the lack
of discrimination between categories for the different mode
choice descriptors.
Several reasons may be cited to explain the selection
of the extreme category as was the case in this study. One
of these would obviously be that the descriptors selected
did, in fact, excite a strong feeling of importance. A sec-
ond possibility was that some of the respondents became
weary of the "testing" process, lost interest, and subsequent-
ly failed to make serious effort to discriminate between
levels of importance for the various descriptors. Finally,
the respondents may not have understood the rating method
and were therefore unsure of their role in completing the
questionnaire. It was this latter hypothesis which was
given further attention.
Even though careful instructions were given to explain
the respondents role, it was felt that in the interview
situation, the respondent had difficulty "learning" that role,
This appeared to be particularly true for the less educated
groups. To quantify the degree to which a person's educa-
tion affected the response pattern, the data were stratified
by education level and the average number of categories re-
ceiving responses was tabulated for each education level.
If the respondent exhibited no discriminatory power in jud-
ging the importance of the descriptors, the average number
of response categories checked would be one (1) . On the
other hand, the respondent whose discriminal process was
sensitive to varying levels of importance of the descriptors
might respond in a maximum of seven scale positions.
Three of the education stratifications have been se-
lected to demonstrate the effect of education on the response
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patterns and the degree to which the scaling procedure is im-
proved as the respondent learns his role. The three groups
and the average number of categories receiving responses
for the work trip purpose were:
1. eighth grade education or less (3.0 categories)
2. high school graduate (3.5 categories)
3. college graduate or more (4.3 categories)
Figure 4.1 is a plot of the cumulative frequency of the re-
sponse patterns. The curves show a wide spread in the dis-
tribution pattern for the different education levels. For
example, approximately 20 percent of the college graduate
group responded in three categories or less; approximately
60 percent of the eighth grade or less education group re-
sponded in three categories or less.
The degree to which continued exposure to the scaling
technique helps improve the understanding of the respondents
role can be obtained by comparing Figure 4.2, which is a
plot of the response pattern for the shopping trip, with
Figure 4.1. Many of the individuals responding to the mode
choice descriptors for the shop purpose had previously been
exposed to the scaling technique for the work purpose se-
lection. The learning process has diminished the degree of
spread between the response patterns of the educational
groups, but there is still the tendency for the lower educa-
tion level to have less discriminatory power in perceiving
differences in the importance of the descriptors.
Evaluation of Mode Choice Factors by Subgroups
In order to determine if different groups within the
sample possessed different feelings about the variables, an
analysis was conducted for several subgroups. The groupings
selected were sex, education, age, licensed or non-licensed
driver and miles driven. Education was categorized into two
groups, i.e., less than high school graduate and high school
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FIGURE 4.1 DISTRIBUTION OF RESPONSE RATES OF SUCCESSIVE CATEGORIES
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FIGURE 4.2 DISTRIBUTION OF RESPONSE RATES OF SUCCESSIVE CATEGORIES
SCALING TECHNIQUE FOR SHOPPING TRIPS
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60 years of age and 60 years or older. Miles drive was cate-
gorized into groups which traveled less than 12,000 miles
and over 12,000 miles.
To test for significant differences in the responses,
the Kolmogorov-Smirnov test was used since this test is in-
dependent of the underlying distribution of the responses
(34). Table 4.3 shows the results of the analysis.
For the work trip purpose, the null hypothesis of no
difference in response rate could be rejected at the 0.01
significance level only for the cost factor for licensed and
non-licensed travelers. The non-licensed worker judged costs
to be more important in selecting a mode of transportation.
This reflects the greater awareness of the out-of-pocket
cost to the worker who must rely on others to provide his
transportation
.
For the shopping trip, female travelers and those re-
spondents whose families travel less than 12,000 miles per
year place more importance on riding in areas familiar to
them. In addition the under 12,000 mileage group expressed
a greater concern for having a comfortable vehicle to ride
in.
An Analysis of Driver Preferences for
Route Choice Descriptors
The method of paired comparisons developed by Thurstone
was used to determine the relative importance of factors
which may be important in individual choice. In the method
of paired comparison the responent is presented with pairs
of stimuli or descriptors which are to be judged. For each
pair the respondent is asked to indicate which descriptor
is preferred. An experimental procedure based on the "Law
of Comparative Judgment" can be used to obtain relative
scale values for the set of stimuli or descriptors which are
presented to the respondent. The theory of the experimental
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Guilford (11,38). The analysis in this research was facili-
tated by use of a computer program originally developed by
MacGillivray (22). The route choice descriptors presented
to the respondents embodied the primary factors which Wachs
found to be significant in explaining route choice variation
in Evanston, Illinois (40) . Questions lie and 48 of the
questionnaire (Appendix A) show a complete set of the paired
descriptors for the work trip and shopping trip. The basic
descriptors are listed in Table 4.4.
Table 4.4. Route Choice Descriptors Used in Paired Compari-
son Analysis.
1. Route with a shorter distance
2. Route with a shorter driving time
3. Route with less congestion and strain to driving
4. Route with fewer stop signs and signals
5. Route with more stores, service stations and
restaurants
6. Route through more pleasant neighborhoods
7. Route which you feel may be safer
Seven descriptors were presented to the respondents in
the study. Since each stimuli is paired against every other
stimuli, a total of n(n-l)/2, or 21 comparisons were neces-
sary. To avoid bias due to respondent fatigue or possible
tendency to always select the first or second item of a pair,
the descriptor pairs were randomly ordered for different
respondents. A total of four random orderings was used.
A relative scale of importance of the descriptors is
extracted by creating a proportion matrix Pi, which lists
the percentage of the time each descriptor J is preferred
over descriptor K. Tables 4.5 and 4.6 are the respective
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Table 4.5. Observed Proportion Matrix for Evaluating Route
Choice Preferences for Work Trip.
Percentage of Time Descriptor J is Preferred Over
Descriptor K
Descriptor J
1 2 3 4 5 6 7
1 — .764 .729 .553 .096 .171 .719
2 .236 — .653 .382 .072 .171 .729
w
u 3 .271 .347 -- .347 .080 .111 .591
+J
-H
4 .447 .618 .653 — .075 .151 .698
U
O 5 .904 .928 .920 .925 — .794 .914
Q)Q
6 .829 .829 .889 .849 .206 -- .884
7 .281 .271 .409 .302 .086 .116 —
Generalized Descri ptors
1 - Distance
2 - Driving Time
3 - Congestion and Strain
4 - Fewer Stops and Signals
5 - More Commercial Development
6 - Pleasant Neighborhoods
7 - Safety
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Table 4.6. Observed Proportion Matrix for Evaluating Route
Choice Preferences for Shopping Trip.
Percentage of Time Descriptor J is Preferred Over
Descriptor K
Descriptor J
1 2 3 4 5 6 7
1 -- .619 .676 .438 .358 .333 .755
2 .381 -- .683 .446 .316 .291 .744
3 .324 .317 .283 .245 .180 .547
o
-p
4 .562 .554 .717 -- .366 .312 .773
u
5 .6 42 .684 .755 .634 -- .557 .784
6 .667 .709 .820 .688 .443 — .866
7 .245 .256 .453 .227 .216 .134 —
Generalized Descriptors
1 - Distance
2 - Driving Time
3 - Congestion and Strain
4 - Fewer Stops and Signals
5 - More Commercial Development
6 - Pleasant Neighborhoods
7 - Safety
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P '. , matrices for the work trip and shop trip. Extraction of
a scale from the observed proportion matrix essentially in-
volves a least squares solution if every descriptor is
paired against every other descriptor in the group. If some
pairs should be missing, the standard model is no longer a
true least squares solution, but the model provides an ap-
proximate method for obtaining a scale. Gulliksen has pre-
sented an alternate method for obtaining the scale if a more
exact solution is required (12) . This was of interest in
this study since, during the course of data collection, it
was discovered that in two of the four random orderings, one
of the pair combinations had been inadvertently omitted. To
evaluate possible distortions in the scale due to the incom-
plete data set, both the standard model and Gulliksen 's model
were used initially to establish a scale. These analysis
showed that, although the scale values differed slightly,
the rank position of each descriptor remained the same and
the spread on the scale between descriptors was equivalent.
Consequently, the regular scaling model was used in all fur-
ther analyses.
The scale values obtained from all respondents for each
of the trip purposes are given in Figure 4.3. Although the
magnitude of the scale values differ for the two sets, it
should be noted that the scales are only relative measures.
The grouping of the descriptors along the scale and the rela-
tive spread are the important considerations rather than the
numerical value. Examination of the two scales shows that
there is a high degree of consistency in ranking of the de-
scriptors for the two trip purposes. The relative impor-
tance of the descriptors is substantially independent of the
trip purpose considered. This agrees with the conclusions
reached by Wachs
.
Scale values for the descriptors were found to be
grouped at three levels along the scale. The respondents
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FIGURE 4.3 RELATIVE SCALES FOR ROUTE CHOICE DESCRIPTORS
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congestion and strain to driving being a close second in im-
portance.
The second group along the scale included minimization
of driving time, minimization of the number of signals and
stop signs along the route, and minimization of distance.
Driving time was considered more important for each of the
trip purposes, however, for the shopping trip, distance
considerations were more important than the preference for
routes with fewer stop signs and signals.
Finally, the lower group on the scale included prefer-
ences for routes through pleasant neighborhoods and routes
with commercial development. These descriptors may be con-
sidered relatively unimportant in the route choice decision
compared to the other factors. Even for the shopping trip
in which respondents might be interested in shopping at
different stores along the route, the implied commercial
development descriptor was judged to be least significant.
A greater percentage of the respondents, however , did per-
ceive pleasant neighborhoods and commercial development to
be more important than was the case for the work trip (Tables
4 . 5 and 4.6).
Model Evaluation and Critique
To check the consistency of the paired comparison scal-
ing model, the procedure used to obtain the scale was re-
versed in order to estimate an expected proportion matrix,
P '. /. If the scale estimates are unbiased, the reproduced
3 K
matrix should be equivalent to the original P ' . matrix and
a plot of corresponding cell entries should form a linear
relationship. Further, if the model provided a perfect fit,
all points would fall on a line passing through the origin
with a slope of 1.00. Figures 4.4 and 4.5 show the plots
for each trip purpose. Least squares estimates of the slopes
were found to be 1.02 and 1.00 for the work trip and shop
















FIGURE 4.4 CALCULATED VERSUS OBSERVED PROPORTIONS FOR














FIGURE 4.5 CALCULATED VERSUS OBSERVED PROPORTIONS FOR
ROUTE CHOICE DESCRIPTORS, SHOPPING TRIP
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Unlike the method of successive categories, the paired
comparison model was extremely effective in fitting a scale
to the observed data. The paired comparison model is oper-
ationally simpler for the respondent to understand. One
is required to decide only which descriptor is more impor-
tant in relation to the attribute being measured; he is not
forced to select a degree of importance for each descriptor.
All respondents were able to more easily adapt to their role
in the pair comparison methodology but this seemed to be
particularly important to the less educated groups.
The difficulty with the paired comparison method is that
the number of comparisons which are necessary increases very
rapidly as the number of descriptors increases. Whereas, the
analyst may be interested in learning more about the compon-
ents of a particular factor, the pair comparison method be-
comes over bearing for the respondent if he is to be charged
with several additional components to rate. For example, in
this study, in order for the planner to make effective use
of the knowledge that safety is a prime consideration in
route choice one would have to know more about the elements
which the individual considers in safety. Are urban freeways
perceived to be safer than arterial streets?; is provision
of an emergency lane on expressways perceived to be more im-
portant than signalization of a route?; etc.
While the scaling model may effectively measure the
relative importance of the set of descriptors, the magnitude
of the task is increased greatly as the set of factors in-
creases .
Analysis of Route Choice Descriptors by Subgroups
In order to determine if groups within the total sample
had different preferences, the sample was divided into the
same groups as in the mode choice analysis except that no
stratification was possible for licensed and non-licensed
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FIGURE 4.6 RELATIVE SCALES FOR ROUTE CHOICE DESCRIPTORS
FOR WORK TRIP, BY SUBGROUPS
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subgroups for the work trip. The ranking of the descriptors
was consistent across all subclasses, although variations
in relative importance did exist. A greater concern for
safety was exhibited by the respondents whose families
traveled less than 12,000 miles each year. This group is
not a part of what one might call the "traveling set" and
is likely to be more apprehensive when traveling. Thus, the
greater concern for a safer route. This greater preference
for safety was also exhibited by the age group over 60.
Analysis of the subgroup responses for the shopping
trip also showed consistent scale positions across all sub-
groups (Figure 4.7). The only difference of consequence
appears in the groups for age over 60, miles driven less
than 12,000, and education less than high school. Each of
these groups placed relatively more importance on driving
through pleasant neighborhoods than did their corresponding
group. It is interesting to note that these subgroups are
not independent. In fact one would expect that many of the
members from any one group would also fit in the other two.
Analysis of Factors Related to Choice of
Trip Destination
The final area of study in this portion of the research
was an attempt to measure the extent of the trip maker's
movement space and the weight or importance of specific
characteristics which influence the selection of potential
destinations. In particular, the individuals perception of
factors important in selecting a shopping trip destination
were considered. Responses were solicited through open-ended
questions (Questions 49 through 70) and through the struc-
tured approach of the successive categories rating scale
(Question 71) . The purpose of the less structured questions
was to obtain information about the characteristics of the
most recent shopping trip which the respondent had taken
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the mode of travel, the destination of the trip, the distance
and time for making the trip, and the time of day. In ad-
dition, the respondent was asked the "why" of his choice and
whether an alternate destination, mode or time would have
been preferred. Summaries of this data are included in Ap-
pendix C and are briefly discussed there. The discussion
here focuses on the responses to the descriptors used in the
rating scale analysis.
Table 4.7 gives a listing of the generalized descriptors
and shows the mean ratings and rank order of importance.
The ratings show that individuals tend to select their shop-
ping destination more upon the characteristics of the store
itself, than on the characteristics of the transportation
system which serves the area. Descriptors related to char-
acteristics of the store which received high ratings were
selection of goods, and appearance of the store and surround-
ing environment, number one and three, respectively. On
the other hand, descriptors referring to distance, travel
time, and travel cost were ranked in positions 11, 12, and 13,
respectively. The cost of parking was rated tenth, but the
ability to park near the shopping destination was perceived
as the second most important decision variable. The ability
to quickly find a parking spot was in the fifth ranked posi-
tion. These latter factors are often actually a character-
istic of the destination selected, e.g., as at shopping
centers where parking facilities are a composite part of the
development. The respondents' desire to shop where they
could easily find a parking spot was apparently satisfied as
fully 90 percent of all auto mode travelers reported finding
a parking location in a minute or less. Less than ten per-
cent of all reported auto mode shopping trips reported were
in the central business district of Indianapolis.
When the respondent was asked why he chose the particu-
lar shopping location that he cited for the particular trip
63
Table 4.7. Attitudinal Ratings of Factors Important in Se-
lection of a Shopping Trip Destination.


















Shop at several stores




Go where others shop
Roads not congested
Walking distance from vehicle
Easy to return home
Ride to several stores




*Maximum rating = 7.0
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under consideration (Question 58) , the most frequent re-
sponse was that this store was closest (110 responses-see
Table C3) . On the surface, this would appear to be a con-
tradiction since distance and time factors were given low
ratings in the attitude scales. A logical interpretation,
however, exists. It can be said that the basic decision
variable is not a factor of time or distance per se, but
rather, the decision is shaped more by the opportunity to
satisfy the goals of the trip. The individual places a high
value on serving the needs of the trip at the closest oppor-
tunity, but the time necessary to arrive at the goal destin-
ation is not the prime factor. Indeed, this is the basic
hypothesis of the Intervening Opportunity model for trip
distribution. The basic hypothesis of the Intervening Oppor-
tunity model is that trips will desire to be as short as
possible, lengthening only as the traveler fails to find a
destination which satisfies the needs of the trip. The trip
opportunities from any zone are arranged by time of travel,
but travel time as such is not the decision variable in the
analysis (24) . On the other hand, the Gravity model is
calibrated using travel times directly.
The pattern of responses from individuals in this re-
search lend further support to the intervening opportunities
concept. The respondents were asked if they would consider
shopping at other locations (Question 62), and, if so, how
many of the alternatives would be closer to home. Figure
4.8 shows a plot of the percentage of individuals selecting
the closest destination, second closest, etc. Clearly, as
would be expected, the probability of shopping at a location
decreases rapidly as the number of intervening opportunities
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Analysis of Preferences for Shopping Trip
Destination by Subgroups
The shopping trip descriptors were analyzed for three
subgroups of the total set. The respondents were grouped
into male and female, licensed and non-licensed drivers and
length of time taken for trip, i.e., less than 15 minutes
and greater than or equal to 15 minutes. The Kolmogorov-
Smirnov test was used to test for differences in the response
patterns for each of these groups (34). The results are
shown in Table 4.8.
Females show a greater preference for the shopping area
to be familiar, easy to get to, and close to home. Attain-
ment of the desire is reflected by the average reported trip
lengths. Whereas the male respondents reported average trip
lengths of 4.2 miles, the trip length for females was 3.7
miles.
Non-licensed respondents also perceived familiarity and
ease of getting to the intended location as more important
than their counterparts. In addition, since this group must
depend on other means of transportation such as taxi, or
bus, or other members of the family, they exhibited a sig-
nificantly higher concern for travel cost. Licensed drivers
who could drive and have more freedom to go where they desired
perceived parking cost and the ability to shop at several
stores at the shopping destination as more important than
their counterparts.
Finally, those respondents who reported trips longer
than 15 minutes showed a significantly greater concern for
shopping where they felt they would have a wider selection
of goods. These individuals were apparently willing to take
a longer trip to satisfy this perceived goal.
Summary
Results from the attitude scaling concurred with other
research in the finding that the perceived importance of mode
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Table 4.8. Kolmogorov-Smirnov Test for Difference in





Shop at several stores




Go where others shop
Roads not congested
Walking distance from vehicle
Easy to return home
Ride to several stores






































































a "NO" indicates no significant difference in response
pattern at either the 0.05 or 0.01 significance level
* Significant at a = 0.05
** Significant at a = 0.0.1
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and route choice descriptors is relatively independent of
trip purpose. Reliability, comfort and independence of others
were general factors cited as important in choice of mode.
Travel time and cost which are typical variables used in
modal split analysis- were rated low by the respondents of
this study.
In selecting a route, safety was perceived as the most
significant factor. Next in importance were concerns for
selecting routes with less congestion and strain to driving,
and selection of routes which minimize travel time. These
latter characteristics are typically the considerations used
in trip assignment modeling.
Finally, the choice of a trip destination for shopping
was dependent more upon the characteristics of the shopping
location itself, than on the transportation system serving
the area. Travel time, distance, and cost were all perceived
to be of small importance. The conceptual basis of the
Intervening Opportunities distribution model was supported
by the results of the survey.
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CHAPTER 5. HOUSEHOLD TRAVEL CHARACTERISTICS
AND TRIP GENERATION EQUATIONS
In this chapter the analysis concentrates on variables
important in home based trip generation models. Several
aspects concerning household level travel analysis are eval-
uated. These include: the form of the relationships be-
tween the socioeconomic variables and trip production rates;
the variance of trip production rates; the ability to esti-
mate the trips reported by all single family dwelling units
from which the survey sample was drawn; and the ability of
household models, based on the entire 1964 data set, to
estimate the total zonal home based trip productions used
in IRTADS. The trip generation models are developed using
linear regression analysis. The models considered are home
based trip production models. The variables used in the
household equations are selected to be comparable to those
used in the 196 4 IRTADS models. Chapter 6 considers other
variables which may also be relevant at the household level
of analysis.
Household Travel Characteristics
The 357 households selected from the 1964 survey list
and re-interviewed in 1971 possessed characteristics which
were generally equivalent to the population from which they
were drawn. Table 5.1 shows the average household character-
istics of the "population" and the sample used in this study,
The households in this study exhibit trip production rates
which appear to be somewhat greater than the sample from
which they were drawn, but these differences are consistent
with the larger labor force, auto ownership rate and income
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between family size, auto ownership, and income; and the
home based trips produced by the households are given the
greatest attention since these are the variables found to
be most often associated with trip production. Figures 5.1,
5.2 and 5.3 provide a graphical summary of these relation-
ships for the households selected for this research. The
cross classification tables appear in Appendix B. The points
on the Figures represent average trip production rates for
each level of the variable on the horizontal axis.
Figure 5.1 indicates the relationship between family
size and home based trip production. Two aspects of these
curves should be given special consideration. First of all,
family size has a linear relationship with trip production
for family sizes of four or less but as family size increases
the rate of trip production increases at a decreasing rate.
This overall nonlinear trend agrees with the findings re-
ported by Oi and Shuldiner (30) . Since trip generation
models generally assume linear relationships, large depar-
tures from linearity could have important effects on these
prediction models. The analyst must recognize where the
assumptions of the model are not met, and the consequences
of using the variable or model formulation in spite of these
irregularities. Statistical tests are available to test for
lack of fit of a linear model. These tests, and the impli-
cations of adopting alternate variable inputs are discussed
later in conjunction with linear regression models.
The other significant observation to be made from
Figure 5.1 is the relatively good agreement of the curves
for the two data sets. Although, as illustrated in Table
5.1, the family composition has changed over the years, as
obviously has the age structure, the average trip production
for families of similar size for the two periods are rela-
tively stable. This again has important implications in
developing models of travel behavior. The stability of the
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FIGURE 5.3 HOUSEHOLD TRAVEL RATES FOR VARYING
LEVELS OF AUTO OWNERSHIP
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relationship between family size and trip production. If
the relationship between the dependent and independent vari-
ables remains stable over time, this relationship should be
useful in forecasting models. This relationship has far
more meaning than other relationships which may have higher
linear associations, but do not possess the quality of causal
validity and stability. The family size variable has the
distinction of having both relative stability and, relatively
strong correlation with trip production. The linear corre-
lation between family size and home based travel is 0.52;
this is considered high for analysis at the disaggregate
level
.
The relationship of income and trip production shown in
Figure 5.2 also exhibits nonlinear tendencies. In fact, the
1971 data set which allowed a finer breakdown of the high
income categories, indicates that the average trip produc-
tion rate actually stabilizes at incomes above $15,000. Due
to changing values of the dollar and changes in buying power,
the effect of changes in the income variable are more diffi-
cult to assess than fixed variables such as family size.
To account for differences in buying power of a dollar over
the seven years, a deflation factor based on 1970 income
census data was applied (39). Although the reported incomes
in Indianapolis increased at an annual rate of 6.7 percent,
the census reported that the annual rate of increase in
constant dollars during the past decade was only 3 percent.
Therefore the incomes reported in 1971 were multiplied by
the factor 0.80 to approximate the 1964 dollar. The adjusted
income line in Figure 5.2 shows considerable agreement with
the 196 4 curve within the range for which comparable data
were available.
Finally, Figure 5.3 shows the corresponding curves for
auto ownership. The curve exhibits strong linear trends
with greater fluctuation from linearity exhibited in the
1971 data. However, the slope and intercept of the lines,
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and thus the effect of auto ownership on trip production,
appears to have shifted over the years. The effect of
changes over time in the response variable may be statisti-
cally evaluated. This will be accomplished in conjunction
with linear regression estimation models, but the practical
significance of such a shift is reiterated here. Unless a
shift in the values of model parameters is detected by ob-
servation at intervals less than the planning period for
which forecasts are made, the final estimate could yield
considerable error. As pointed out earlier, one of the ma-
jor deficiencies of the aggregate models is that large quan-
tities of data are gathered at a single point in time;
since funds to obtain similar data sets are not available
for the continuing phase, the planner must be content to
assume the correctness of the estimates over the planning
period, or adjust the original estimates by forcing the
original projections in the direction of the observed chan-
ges. This forcing process leaves the analyst with the task
of continually searching for the next discrepancy to appear.
Without understanding the "why" of the change, one cannot
really hope to find an objective explanation which will pro-
vide an adequate estimate of all changes which should be
expected. Such objective analysis can only be obtained by
analyzing the subtle changes which occur at the decison
level.
The limitations of aggregate models were illustrated
in Chapter 2. These models do not provide true estimates
of travel behavior because they attempt to explain only the
variation which exists between the mean trip rates of the
zones. Due to the skewed distribution of the household
variables, these mean zonal rates are not representative of
all individual household which compose that mean. As a
result, the true relationships are not measured. Further,
the regression modeling technique assumes that the variance
of the data within the zones are equal. Again, other
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research has shown this assumption is unwarranted (10,25).
This is further substantiated in the zonal data for Indiana-
polis. Bartlett's test for homogeneity of variance shows a
significant heterogeneity of variance beyond the 0.001 level
of significance.
This research suggests that the analysis of travel be-
havior should be conducted at the household level. This
approach does not wash out the variations in travel behavior,
but rather, it attempts to understand the significance of
the variations and to explain these variations in the model.
While the disaggregate analysis avoids the loss of informa-
tion due to aggregation, the homogeneity of variance assump-
tion must still be considered. Therefore, before discussing
linear regression models for estimating household travel,
the homogeneity assumptions of the disaggregate data will be
reviewed and the significance of the household variables
tested.
Reviewing the distribution of variance of household
trip production at all levels of the independent variables
shows that the household level analysis does not provide a
neat solution to all of the problems associated with hetero-
scedasticity of variance in model development. Table 5.2
provides a typical example of the degree of variation in the
data at the household analysis level. The table exhibits
2the variance, S. , of home based trips for seven levels of
family size (i=l,7). Variation in auto ownership and income
categories exhibit similar characteristics but are not given
here.
The variance over all levels of family size exhibits
a considerable range, however, it is noted that the magni-
tude of the variance is proportional to the mean of the de-
pendent variable. Comparison of the coefficient of varia-
tion at each level indicated that the deviation, expressed
as a fraction of the mean trip rate, is quite stable.
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Table 5.2. Distribution of Variance in Household Travel for
Varying Family Size Levels.
Family Number of Mean Variance Coefficient of
Size Observa- tt g 2
Levels tions i i s./x.
l l
1 21 2.24 1.99
2 89 4.40 5.68
3 80 6.63 13.43
4 70 8.77 27.72
5 47 9.68 21.70
6 26 12.62 56.17








Bartlett's test for homogeneity of variance shows that
the variances are significantly different (a = 0.001), just
as was true for the aggregated data (6) . The relation be-
tween the variance and the mean suggested that the depen-
dent variable is not normally distributed, but may be more
appropriately described by a Poisson distribution. This is
substantiated by the frequency distribution of Figure 5.4.
A square root transformation is therefore suggested to norm-
alize the distribution. This transformation considerably
reduced the degree of heteroscedasticity , but the variances
were still non-homogeneous over the classes.
Box has considered the problem of homogeneity of vari-
ance and has found that an analysis of variance to test for
difference in means was capable of withstanding quite a
degree of heteroscedasticity (3) . In addition, it was con-
cluded that if the weighted variance is less than the un-
weighted variance of the k levels, one would tend to over-
state the significance of the variables and, vice versa.
The weighted variance is expressed as:
k




n. = number of observations in level i;
l
k = number of levels; and
N = total number of observations
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Thus, if the computed F ratio is insignificant at the nomi-
nal level of significance, the variable would certainly be
insignificant. On the other hand, if the F ratio is sig-
nificant at the nominal level, the confidence in the state-
ment of significance at that nominal level, a , cannot be
as strong since one tends to overstate the significance of
the variable. The data evidenced here gives a weighted
variance less than the unweighted variance so one might tend
to overstate significance.
Bearing the above relationships in mind, two-way
analysis of variance with unequal cell sizes was conducted
to test for significance of the relationships between family
size, auto ownership, and income; and the dependent variable,
home based trips. The analysis of variance is based upon a
fixed effect model; i.e., the levels of the factors are not
random samples from an infinite population of all possible
levels, but are the levels of interest in this investiga-
tion. The results of the ANOVA for the 357 households are
shown in Table 5.3. To obtain the most information possible
from the available data, the groups were stratified to
levels which would allow an adequate sample size in each
level. For the 1964 data set shown here, income was strati-
fied into three levels: less than $5,000, $5,000 to $7,999,
and greater than $8,000. Family size was stratified into
seven levels for the comparison with auto ownership, but
only four stratifications were considered for the model in
which the second factor was income. Family sizes of four
or more were grouped together in this model. The auto owner-
ship groups were zero car, one car, and multi-car stratifi-
cations.
All main effects were found to be significant (a -
0.01). Interaction was significant only for the family size-
income combination. The significance of all main effects
indicated that these variables would be important determin-
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Household Trip Prediction Equations for
Estimating Trips from Single Family Dwelling Units
The 4300 households from which the survey sample was
drawn were located in 313 zones of the study area. Since
the present transportation modeling system requires zonal
inputs for distribution and assignment, it is necessary to
estimate trip generation inputs at this zonal level.
In the usual planning process a model is calibrated
using current data and then forecasts are made for all the
independent variables. The model is then applied to fore-
cast future travel. In this research the model based on
1964 data from the 357 households was first used to estimate
the home based trips which should be reported in 1971 if the
model is a good predictive model. Then the regular planning
process was essentially reversed in that a model developed
from the 19 71 survey was taken back in time and compared with
a household model based on data collected in 1964. Each of
these models was evaluated for its ability to estimate total
reported trips of the 4300 single family units from which
the sample was drawn. If the form of the relationships are
correct, and the household relationships are stable as
hypothesized, travel estimates from the 1971 model should
compare favorably with the estimates from the 1964 model.
Test of Assumptions of Household Model Trip
Generation Equations
As indicated earlier, the dependent variable, household
trip production, is not normally distributed. Further, the
variances are not homogeneous at each level of the indepen-
dent variable. Although this does not preclude the use of
linear regression analysis to estimate the parameters of
the model, one may not be able to make probablistic state-
ments about the accuracy of estimated trip productions with
the degree of confidence that is usually associated with the
statistical tests. Recognizing these limitations, linear
regression analysis was used to evaluate the ability of dis-
aggregate household models to estimate aggregate travel.
Table 5.4 presents the results of the linear models for
estimating home based trip production. As was expected,
the parameters of the model have shifted somewhat over time.
The degree of change is in agreement with observations made
from Figures 5.1 and 5.3. That is, the parameter for fam-
ily size is very similar over the period while auto owner-
ship has greater variability.
Two way analysis of variance models (ANOVA) were evalu-
ated to test the influence of the variables over time. The
time factor may be labeled simply as a years effect, but
years is considered only as a surrogate for the effect of
changes in other possible pertinent variables such as income,
and stage in the family life cycle. When the effect of
years and family size were examined, only family size explain-
ed a significant portion of the variation in home based
travel. On the other hand, the effect of time was a signifi-
cant factor when all levels of auto ownership were consid-
ered. Over the seven years of this study the effect of auto
ownership level has changed. From Figure 5.3 one could
speculate that the change occurred primarily in the zero car
and the three car households. Indeed, when only one and two
car households were considered, there was not a significant
variation due to time changes.
2
The coefficient of determination, R , and the standard
error of the estimate provide other measures for comparing
the two models. The coefficient of determination is a mea-
sure of the percent of the variation which is explained by
the model and the standard error of the estimate is a mea-
sure of the spread, or the expected limits, of the predicted
variable. Both models give very similar statistics for these
measures but, for the analyst who is accustomed to observing
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These values were not, however, unexpected as the models
are attempting to explain all of the variation in trip pro-
duction — not just the variation between zones. Within
any household the number of trips reported may be two to
three times the average rate of trip productions of all
households of similar characteristics. The household model
formulated here can not hope to be able to predict these
large variations for each household. The measure of the
usefulness of the household model for forecasting trip pro-
duction must be based on its ability to predict average
travel for some higher level of aggregation. If the model
is successful in accomplishing this task, then model de-
velopment at the household level would be of value to the
researcher as a means of evaluating causal relationships at
a behavioral level and to the practitioner for developing
area travel forecasts.
Before aggregated estimates of travel were made, the
assumption of linearity of the response surface was also
tested. Since repeat measurements of the dependent variable
have been made at each level of the independent variables,
the linearity assumption can be tested by obtaining a "pure
error" variance which is used to test for lack of fit of the
model (8). The test is of course restricted to the same
comments referred to earlier, i.e., this assumes that the
variances are homogeneous. The complete analysis of variance
table for the 1971 regression model is given in Table 5.5.
The F ratio for regression is significant (F„ 35 ~ 95
~
3.0). The test for lack of fit, however, also indicates that
the response surface may not be linear (F 32 322 n 99
= 1-8)
.
Further tests of lack of fit were made for the two
variables taken individually. Taken alone, the lack of fit
variance for auto ownership was found to be insignificant.
There was a significant lack of fit for the family size vari-
able; the calculated F was 4.2 and F, 349 Q g9 = 2.9. After
adding a second order term for family size, the lack of fit
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Table 5.5. Lack of Fit Test of 1971 Household Linear
Regression Model.
Source Sum of Degrees of Mean F-Ratio
Squares Freedom Square
Regression 3412 2 1706 98.2**
Residual 6149 354 17.4
Lack of Fit 1268 32 39.7 2.6**
Pure Error 4881 322 15.2
**Signif icant at 0.01 Level
variance was no longer significant.
The above results indicate that the model should in-
clude a second order term for family size to provide a bet-
ter understanding of the response surface. However, as will
be shown, inclusion of a second order term in the model has
important implications at the operational stage when expand-
ing the household equation to obtain estimates of total
trips produced in the study area.
Estimating 1971 Home Based Trip Productions
The 1964 household trip generation model given in Table
5.4 was used to estimate home based trip production for the
same families in 1971. The total estimated home based
travel from these households was 2542 trips compared to the
observed production of 2498 trips. The 1964 model was suc-
cessful in estimating the trips reported with an error of
less than two percent.
Sufficient data were available in the one and two car
households, and all family size levels to statistically eval-
uate discrepancies in the estimated and surveyed trips using
a chi-square contingency analysis (6) . The null hypothesis
of no difference in the trip rates could not be rejected at
the 0.01 significance level. Visual inspection of zero and
three car families also did not show any major discrepancies.
The household equation was remarkably successful in
estimating trip production for these households. Of course,
the independent variables in the prediction of 1971 trips
were known exactly at each household. This is a luxury which
is not available in the operational study, but it does exhib-
it the faithfulness of the model for estimation even though
all theoretical considerations of linear regression are not
met.
Expansion of Disaggregate Single Family Dwelling Unit
Equations to Obtain Zonal Trips
The statistical weaknesses of the household trip gen-
eration model have been outlined. Although the statistical
evaluations show that, as in zonal analysis, the assumptions
used in development of the model are not always met; the
household equations must still be tested for the ultimate
goal of estimating total travel. Estimates of total travel
in each zone could be obtained by summing the predicted
trips from the individual households as follows:
Y, . = a + b, X., . + b„ X, ,, . + b. X,, . . . . + b X, .1] 1 llj 2 12] k Ik] m lmj
Y„ . = a + b, X-, . + b~ X„„. + b, X», . . . . + b X„ .
2j 1 21] 2 22] k 2k] m 2m]
Y . = a + b, X , . + b~ X „ . + b, X
,
. + b X




= trips produced in household i of zone j;
X. ., = the value of the independent variable k for1]K
household i in zone j
;
b, = parameter for variable k;
a = constant of the regression model;
n = number of households in zone j ; and
m = number of independent variables in the model.
If all of the independent variables are linear, the
total trips in a zone can more easily be determined by sum-
ming all household characteristics to a zonal total and then
applying the appropriate model parameter. The resulting ex-
pression would be:
n n n





That is to say that, obtaining zonal estimates is a matter
of summing trips produced at each household in the zone.
It is not necessary that one be able to forecast values of
the independent variables for each household; but rather,
just as in the zonal regression model, it is only necessary
to obtain zonal estimates of the independent variables.
n
This is true because mathematically E b, X, . is equivalent
to b, EX... Of course, if the variables used are not lin-
ear, this one to one comparison no longer exists. For
example:
n n
2 , , , r .. ,2
ijy b. (x. .) f b. ( y
i=l i=l
Table 5.6 shows the results of expanding the household equa-
tions to obtain estimates of the home based trips reported
by the 4300 households from which the survey sample was se-
lected. Several interesting elements are noted in the
results. First, when the household equations are expanded
to obtain zonal estimates, the percent of the variation ex-
plained is increased while the standard error, expressed as
a percent of the mean value, is reduced. The adjusted values
are similar to values which are found in zonal regression
analysis. Although the household equations could only ex-
plain about 30 percent of the variation in household home
based travel, the equations explain 96 percent of the varia-
tion which occurs in larger units of aggregation.
Secondly, the mean of the residuals is small compared
to the mean of the dependent variable. Even though the
household equation indicated lack of fit in the model and
the residuals exhibited a linear trend with the dependent
variable, these deficiencies are averaged out when the model
is used to obtain areal estimates. Sample plots of the dis-
tribution of residuals and the relation between observed and
predicted zonal trips are shown in Figures 5.5 and 5.6 of
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the next section.
The final, and most important point to be drawn from
Table 5.6 is the comparability of estimates obtained from
the two data sets. The 1971 model estimated the zonal trip
productions reported in 1964 with the same statistical ef-
ficiency as was possible with the 1964 household data set.
This supports the basic hypothesis of this research, i.e.,
analysis at the household level should provide relationships
which are more meaningful and these relationships should re-
main stable over time. Over a period of time the relation-
ships may shift. In the past, the possibility of such shifts
may have been recognized, but the aggregate analysis level
made it impossible for the planner to obtain sufficient data
to detect the changes in the aggregate models. Unlike the
aggregate models in which several households are averaged
together before any analysis is undertaken, analysis at the
household level, allows each piece of data to be used to
reflect changes which are occurring in that household. Sub-
tle changes which may be due to changes in auto ownership
levels, increased participation of females in the labor
force, increased recreational time, etc., can be observed
more efficiently at this disaggregate analysis level.
Expansion of Disaggregate Equations from
All Dwelling Units to Obtain Zonal Trips
It is recognized that the 357 single family units se-
lected in this research provide a limited inference space in
that they represent only a portion of the total population.
The models developed for this sample can be expanded to give
acceptable estimates of travel for the households from which
they were selected, but would the same be true if one were
to use a sample of all household and family characteristics?
Further, these models have been expanded to obtain estimates
of reported trips of the households from which the sample
was drawn; can these models be expanded to determine the
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Table 5.6. Summary Statistics of Single Family Household




Adjusted R2 0.96 0. 96
Adjusted Standard Error of Estimate 18.4 19.0
Mean of Zonal Trips a 95.8 95.8
Mean of Residuals -4.1 -4.1
Slope: Y ./Y ,. , 0.98 0.98c actual predicted
Dependent Variable is 1964 Zonal Home Based Trips
Number of Zones = 313
Household Models Based on 357 Observations
factored trip volumes which represent the trips of the total
population in the study area? Would these model parameters
remain stable over time in the same way as the survey
sample? The first two questions can be evaluated in this
research by developing models of home based travel using the
household data from the entire IRTADS home interview data
set.
Household trip generation models were developed using
the same variables as were used in the zonal estimates per-
formed for IRTADS (14). Models were developed for total
home based trips, as well as for the trip purpose stratifi-
cations of work, shop, school and all other purposes. The
variables used by IRTADS and the associated statistics are
given in Table 5.7. The household equations for all house-
hold types have the same weaknesses as the single family
equations. However, like the single family models, adjust-
ment of the equations to predict zonal travel provides ac-
ceptable estimates of zonal trips. Table 5.8 contains the
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Three comments are necessary when comparing the results of
Tables 5.7 and 5.8. First, all equations in Table 5.7 are
based on data from 389 zones, while the household equations
are expanded to represent travel from only 326 zones. The
reduction is due to elimination by the researcher of all
zones in which there were no dwelling units or labor force.
Secondly, it was not possible to develop an adequate home
based shop model using the same variables selected by IRTADS.
To include single family units in household analysis, dummy
variables would be required (37). Estimates of the number
of different structure types in each zone were not readily
available, but some assumptions were made to include these
in the model. Predictions from this model were not accept-
able, however, and are not included here. Instead, the home
based shopping model used auto ownership and family size
variables. Finally, the home based school model using auto
ownership was found to be inadequate and is not reported.
The household model parameters are listed in Table 5.9.
Table 5.9. Linear Regression Parameters for Household Models
Based on Entire 1964 Data Set.





Constant Family S ize Autos Labor
Force
-.232 1.015 2.148 --
.173 -- — 1.352
.035 .144 .437 --
-.123 .351 . 856 —
Visual inspection of the ability of the household equa-
tions to estimate zonal travel is afforded by inspection of
Figure 5.5. This is a plot of predicted zonal home based
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trips against total zonal trip estimates derived by IRTADS.
If the model predicted perfectly, all points should fit a
45 degree line passing through the origin. The actual
regression line exhibited a slope coefficient of 1.00 and a
constant term of -45. This constant term is only one percent
of the mean zonal trips; the model was therefore accepted as
a good fit of the data.
The residuals were examined by plotting the travel vol-
umes against the residuals. This plot exhibited a random
scatter of points. Further, Figure 5.6 shows a histogram
of the residual distribution. Ideally, this plot should ex-
hibit a normal distribution with a mean value of zero. In
this study it was found that, although the household data
did not meet all the assumptions for linear regression at
the household level, residuals from the expanded equation
did meet the criteria of independence and normality.
Comparison of the prediction ability of the household
models with zonal totals models indicates that the household
models produce estimates with greater variation. It must
be noted, however, that parameters of the IRTADS zonal equa-
tions are estimated to produce the minimum error in the
zonal productions. By definition, the sum of residuals must
be zero. These zonal parameters are applicable only to the
level of analysis for which they are developed. On the
other hand, the parameters for the household models are
estimated to produce minimum error at the household level.
The mean of the residuals at the household level must by
definition be zero, but generally there can be no assurance
that the residuals will be zero when the model is used to
estimate larger area travel. The degree to which the mean
residual error approaches zero provides another measure of
the applicability of the expanded equation. In this study
the maximum average residual error, expressed as a percent
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Potential for Data Reduction in Continuing Study
It has been stated that analysis at the household level
would allow the transportation analyst to evolve models us-
ing the available data more efficiently. Since each piece
of data is being used in the forecast model, the data base
could presumably be smaller with a resultant savings in in-
ventory cost. In this chapter, it has been shown that the
household model can be expanded to produce total area travel
estimates with nearly the same efficiency as the zonal models
which are formulated with the expressed purpose of providing
the best description model possible. However, since both
models investigated to this point have used the same basic
data set which includes over 10,000 home interviews, there
has been no indication that the household modeling approach
would save data collection expenditures. To estimate the
savings possible it would be necessary to conduct a full
scale analysis of sampling variability and expected errors.
From this analysis the ideal sample size necessary to obtain
estimates within desired confidence limits could be deter-
mined. In this research a single sub-sample was drawn to
determine the order of magnitude of sample size reduction
which might be possible. This sub-sample was equivalent to
a one percent sampling rate, whereas the IRTADS sample was
designed as a five percent sample. Table 5.10 repeats the
adjusted household equations given in Table 5.9 for the five
percent sample and provides the comparable statistics for
the one percent sample (2240 cases) . The ability of the two
household equations to predict total travel is very similar.
The standard error of the estimate is actually somewhat
smaller for the smaller sample size but, on the other hand,
the mean residual is larger.
Certainly additional research is required to determine
the limits on sample size necessary for estimating travel.
Also, consideration must be given to the data requirements
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Table 5.10, Comparison of Predictive Ability of Household







Mean of Zonal Trips
Mean Residual











Household equations expanded to estimate home based travel
in 326 zones.
of other aspects of travel forecasting, i.e., trip attraction,
distribution, modal split and assignment. In the continuing
study, the analyst must determine the degree to which the
existing calibrated models can simulate changing travel pat-
terns. Will the sample size which provides adequate infor-
mation about changes in trip generation rates also provide
sufficient data to evaluate changing attitudes and patterns
of spatial distribution and mode choice? Behavioral model
research for the other planning models may also indicate
similar efficiency. Careful planning of the survey design
may provide information adequate for development of all
disaggregate models. If knowledge of the complexities of
travel behavior can be attained at this disaggregate level,
the analysis could be conducted at this level and then ag-
gregation may proceed to whatever level is necessary. The
important item to emphasize is that the disaggregate model
approach is sensitive to changes which occur at the behavior-
al level and therefore provides a means to measure changes.
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This is an essential consideration as the transportation an-
alyst considers the changing conditions which occur during
the continuing planning process. After evaluation of these
changes at the behavioral level, aggregation may proceed to
whatever analysis unit is necessary.
Comparison of Model Parameters in
Different Urban Areas
Evaluation of travel data at the household level of
analysis provides a common base for comparing travel char-
acteristics in different urban centers. Unlike the arti-
ficial aggregate units such as the traffic zone or district,
the household is basically the same size and the same in-
ternal consistency in different geographical areas. Due to
the common nature of the household unit, one might expect
household model parameters to be more consistent from area
to area.
The model parameters given in Table 5.11 provide a mea-
sure of the degree to which household and zonal model
parameters are comparable for two study areas, i.e.,
Indianapolis and the Tri-State area which includes New York
City. The Tri-State area equations were developed in the
research by Kassoff and Deutschman (19)
.
The magnitude of the household model parameters for the
independent variables are strikingly similar for the two
study areas, even though the areas themselves would not be
considered as comparable in nature. The largest variation
is in the magnitude of the constant term. One might reflect
that the constant term of the model is the geographic factor
which explains differences in household travel in the two
areas. Of course, other differences in average trip rates
in the areas would be reflected by differences in the aver-
age value of the independent variables.
On the other hand, there are substantial differences
in the parameters of the zonal based models. Although this
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comparison is only for two study areas, the basic premise
that household parameters measure a more stable, basic re-
lationship appears to be substantiated.
Summary
Analysis of travel behavior using the household as the
basic decision unit provides a method of evaluating the
changing relationships which occur over time. Household
equations based on data obtained from a small scale home
interview study conducted in 1971 provided estimating re-
lationships which were similar to trip production models
based on the characteristics of the same households in 1964.
The hypothesis that the behavioral level analysis would pro-
vide parameter estimates which are more stable over time
was substantiated for the sample used in the study. The
behavioral models for the two time periods were judged to be
equally effective in estimating zonal travel which was re-
ported by the single family households from which the 1971
survey sample was drawn.
Behavioral models were also developed using all house-
hold data from the 1964 IRTADS study. These models were ex-
panded to estimate total home based travel for the entire
study area and were judged to be nearly comparable with the
aggregated model for estimating present travel. However,
since they are sensitive to measuring changes in the travel
characteristics of the behavioral unit, the household model
is preferred. Indications are that the household data set
may be reduced by at least 80 percent for estimating model
parameters at the disaggregate analysis level. In addition,
since the household is a basic unit in all urban areas,
analysis at the household level may help the planner under-
stand true travel variation between areas, rather than ap-
parent differences which are a reflection of the areal unit
selected.
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CHAPTER 6. EVALUATION OF ADDITIONAL VARIABLES
IN TRIP GENERATION MODELS
In Chapter 5 the analysis of the household data was
confined to development of trip generation models which could
be used to estimate zonal travel. The explanatory variables
incorporated in the models were constrained to those vari-
ables which were used by IRTADS so the estimation capability
of the household model formulations could be compared with
the models based on the zonal aggregate relationships. Zonal
population and auto ownership were the major factors used in
the zonal models; the equivalent variables for the disaggre-
gate models were family size and auto ownership. Other re-
search efforts, however, have found additional socioeconomic
variables which contribute to the explanation of varying
trip generation rates (30,36,41,42). Included among this
list are variables such as income, occupational status and
stage in the family life cycle. It has also been suggested
that, in addition to socioeconomic characteristics, measures
of the service level provided by the transportation system
itself, should be included in the estimation models (7,28).
For example, Nakkash defined an accessibility variable which
is a measure of separation between activity centers such as
residential areas, and shopping or employment centers. The
accessibility measure accounts for the relative travel fric-
tion between zones by incorporating in the variable a func-
tion of the travel times on the transportation network. The
rationale is that areas which are relatively more accessible
to activity centers would have different trip generation
rates than less accessible areas.
Indeed, travel behavior is more complex than the simple
two variable model which has been used for estimating travel.
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The difficulty in forecasting variables such as income or
occupational status of the population, however, has kept the
analyst from attempting to obtain a better understanding of
these relationships. In Chapter 6 and Chapter 7 the inter-
relationships among the afore-mentioned variables will be
examined. Even though some of the variables may be consid-
ered to be difficult to forecast and therefore difficult to
use in travel forecast models, it is just as inappropriate
to ignore these effects without attempting to understand
the nature of their contribution to the explanation of travel
behavior. This chapter examines the interrelationships be-
tween sub-sets of the variables which have been found to be
significant in trip production models as a background for
development of an integrated theory of the causal structure
of these variables.
Individual Perceptions of Factors Influencing Changes
In Trip Production
Because of the nature of the data which is collected
for transportation studies, the models which are developed
are based on observation of actual behavior as exhibited by
the data. If a relationship is consistent with the planner's
intuitive judgment about the causative effects between the
independent and dependent variables, the variable is used in
the model. Although the models used in this research are
also based on standard, measured survey data, an additional
approach was used to evaluate the causal relationship as
perceived by the individual trip maker. The respondents were
asked to indicate whether selected changes in their socio-
economic characteristics and changes in the community struc-
ture and transportation system had increased, decreased, or
had not changed the amount they traveled (Question 72) . The
summary of responses indicating the effect of these changes
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evaluating the results several factors should be noted.
First, for the income and auto ownership variables, the re-
spondents were only asked if a change had occurred and, if
so, how that change affected their travel. The researcher
determined from the travel study data whether the change was
an increase or a decrease. In a few instances no actual
change was noted in the data even though the respondent felt
that a change had occurred. Secondly, the primary changes
in marital status were changes going from the married status
to a "single" classification.
The summary indicates that the predominant factors which
the respondents felt had caused a change in the amount the
family travels were auto ownership, family size and stage in
the family life cycle. Over 75 percent of the households
which noted an increase in autos felt that this increase had
increased the family's travel. Fifty-five percent of the re-
spondents who experienced an increase in family size felt
that their travel increased. Children becoming school age
or licensed drivers was perceived as a reason for increasing
travel by 69 and 89 percent of the families experiencing
these changes. A decrease in auto ownership and family size,
however, was not so strongly recognized as a determinant for
changing travel. Households experiencing a decrease in auto
ownership responded about equally in all three categories.
The factor, "children leaving home," was perceived as not
affecting the family's travel as often as it was perceived
as a reason for decreasing travel.
A change in income level was not generally recognized as
a major cause for changing the amount of travel. Regardless
of whether income increased or decreased, over 50 percent of
the families did not feel the change had affected their
travel. Where changes in travel were indicated, the direc-
tion of change was generally as would be expected.
No marked trend was reported for the effect of changing
job status or work locations. The percentage distribution in
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the three categories was nearly equal.
Finally, changes in the transportation system were
evaluated. The respondents indicated that neither changes in
the quality of public transportation, nor changes in the quality
of existing street facilities had affected the amount which
the family travels by auto. The construction of new freeway
facilities, however, was perceived to be a cause for in-
creased travel by nearly 50 percent of the respondents; the
remainder felt their travel was unaffected. The indication
was that improvement of existing street facilities may not
induce the traveler to make additional trips, but addition
of controlled-access routes may be a determinant in generat-
ing trips which otherwise might not have been taken. Like-
wise, improved accessibility to shopping centers was perceived
as an inducement to travel by half of the respondents ex-
periencing such a change.
Estimation Model for Auto Ownership
Since automobile ownership levels have been used exten-
sively in trip generation analysis, there has been consider-
able effort to develop estimation models to predict future
levels of automobile ownership. Some factors which have
emerged are family size, income, residential density and
occupational status (2,5,21). Deutschman reviewed the methods
used by transportation studies and concluded that family size
and residential density considerations were not adequate
when used alone to predict autos. Income could be used alone
if care was taken to check the model in areas where the dens-
ity of development changes. Lansing, evaluating the house-
hold as the analysis unit, indicated that income and residen-
tial density should be considered together in explaining
variation in auto ownership.
Analysis of auto ownership relationships in this research
indicated that auto ownership was most closely associated
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with the family income, the number of people in the labor
force and the relative accessibility of the household to
other activity centers. To evaluate the ability of a model
based on household data to estimate future auto ownership
levels, linear regression models based on the 1964 data from
the 357 households were developed. The models were used to
predict the level of auto ownership these same families
would have in 1971. Since only income and labor force vari-
ables were measured for the two periods, these were the
variables used in the prediction models. The first predic-
tion equation was:
Y(Autos) = 0.65 + 0.12 (Labor Force) + . 079 (Income)
where income was expressed in thousands of dollars. Before
applying the model, the 1971 reported income levels were re-
duced to represent equivalent 1964 dollars. The model pre-
dicted that the total auto ownership in the 357 households
would be 620. The reported ownership in 1971 was 597, re-
sulting in an over prediction of less than four percent.
The second model considered only income as the explana-
tory variable for predicting future auto ownership. The
estimation model was:
Y (Autos) = 0.76 + 0. 087 (Income)
Using only income, 5 80 autos were estimated. This was
approximately a 3 percent underestimation. The prediction
equation overstated by approximately 10 percent the owner-
ship levels of the lowest income group (less than $4,000)
and the highest income groups (over $18,000) and underpre-
dicted slightly in the middle income range. Figure 6.1
indicates the reason for over prediction in the high income
range. Although the relationship is linear through low and
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FIGURE 6.1 AVERAGE HOUSEHOLD INCOME RELATED TO
AUTO OWNERSHIP
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If only the average adjusted income of all households
had been used, the estimated auto ownership would have been
590 vehicles. This estimate is essentially the same as that
obtained by using the stratified income levels; thus in the
forecast of auto ownership, prediction of the overall auto
ownership using the linear model would produce a reasonable
control total for comparing total auto ownership obtained
from the stratified income levels.
Other Factors Considered In Trip Generation Analysis
Accessibility
The basic model for defining the accessibility variable
developed by Nakkash for the zones in Indianapolis in 1964
was presented in Chapter 2. The variable is a composite
measure of travel friction between urban areas and the dens-
ity of development in and around the area being considered.
Relative accessiblity variables were defined for each zone
of the study area for several different categories of activ-
ity, e.g., relative accessibility to retail floor area, to
employment centers, and to educational facilities were among
the list of measures developed. For the purpose of this
research, a single accessibility measure was selected as a
representative descriptor of the general characteristics of
the area. The logical measures for use here were noted to
have a fairly high degree of linear correlation. For example,
the correlation between accessibility to retail floor area
and accessibility to employment centers was 0.80. The rela-
tive accessibility to employment was selected and will here-
after be referred to simply as accessibility.
The households in the study were located in areas which
covered the entire range of accessibility; the range being
from 0.01 to about 0.50. The mean value was 0.2 2 with a
standard deviation of 0.08. A household in the low end of
the scale would tend to be in the outer limits of the study
Ill
area. Households closer to the urban activity centers would
tend to have higher accessibilities.
The relationship between home based trip production
and accessibility was studied by stratifying accessibility
into five levels and examining several cross classification
and two way analysis of variance models. Table 6.2 shows
the stratifications used and the average trip rates reported
by the households in these classes for 1964 and 1971. Since
it was impossible to obtain new measures of accessibility
in 1971/ all households which appeared in one level in 1964
are assumed to be in the same level in 1971. The variables
exhibit an obvious negative correlation. As the accessibil-
ity of the household to other activity centers increases,
the reported trips decreases. On first glance, one might
argue that this appears to be an illogical trend. Why
wouldn't those households which have greater accessibility
tend to generate more trips? The answer is supplied, at
least in part, by consideration of two additional elements
which have not been mentioned. The first of these is the
controlling effect of other variables which simultaneously
affect travel, and the second is related to the basic defin-
itions used to describe a trip, i.e., inclusion of only
vehicular trips in the Origin-Destination survey.
Two controlling variables which must be considered are
income and auto ownership. As the household income level
increases it was noted that the family was more likely to
move away from the center of activity. Correspondingly,
these households have higher auto ownership levels which in-
creases the opportunity for the individual members to make
vehicular trips. Figures 6.2 through 6.4 illustrate these
effects. In Figure 6.2 the overall negative relationship is
shown for all households irrespective of income group. In
addition, the average trip production rates for three levels
of income have been super-imposed. For households with less
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FIGURE 6.4 EFFECT OF ACCESSIBILITY ON AUTO OWNERSHIP,
CONTROLLING FOR INCOME
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levels of accessibility. For the higher income groups, the
decrease in trip production rates corresponds to an increase
in accessibility, although the slope is not so decisive as
in the overall plot.
Figure 6.3 shows the effect of controlling for levels
of auto ownership. Much of the variation in home based
travel between the different levels of accessibility disap-
pears when the level of auto ownership is controlled. For
the households in which a car is available the trip produc-
tion rate decreases, with increasing accessibility levels,
but the rate of decrease is considerably less than that
indicated by the overall plot.
Figure 6.4 shows the relationship between accessibility
and level of auto ownership for all households together and
for income stratifications. This relationship illustrates
that families living in lower accessibility areas have higher
auto ownership rates. Since these households also have
higher income rates, one might point to this as the reason
for increased ownership. The plot, however, shows that when
income is held constant, the auto ownership level still in-
creases as accessibility decreases. This indicated that
accessibility levels did affect auto ownership rates even
when income was held constant.
Two way analysis of variance (ANOVA) models for unequal
sub-classes were run to statistically evalute the effects
of accessibility on home based travel and auto ownership.
It should be recalled that the variances of the dependent
variable may not be equal for all levels of the explanatory
variables. Therefore the statistical F ratio is not exact
for the selected probability level. If the variable is de-
clared insignificant, it would in fact be insignificant at
the chosen level, but on the other hand, a variable found to
be significant at a selected level may not be significant at
the nominal level. Not all levels of each variable could
be used in all models due to insufficient data. Households
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ranging from two through five members and households owning
either 1 or 2 cars were considered in the ANOVA. Income was
stratified us indicated in Figure 6.3.
Table 6.3 provides the results of the analysis of
variance for the models in which the dependent variable was
home based trips. When family size and accessibility were
the independent variables, each of the main effects and the
interaction term provided a significant contribution, how-
ever, when either income or auto ownership was considered
with accessibility, the latter variable was not a major con-
tributor to explaining differences in home based travel.
For the models in Table 6.4 the dependent variable was
auto ownership. When accessibility and family size were
used as the explanatory variables, accessibility was the
dominant factor in explaining ownership levels. When income
and accessibility were taken as the explanatory variables,
both were found to be important in explaining the variation
in auto ownership.
The conclusion which is drawn from this discussion is
that, while accessibility, considered alone, appears to be
an important explanatory variable, this contribution is
diminished when income and auto ownership are included in
the analysis. The effect of accessibility on trip production
rates would appear to be an indirect effect due to its influ-
ence on auto ownership.
Non-vehicular Trips . A final consideration which helps
to explain declining travel with increasing accessibility
is that the families living in relatively more accessible
areas may find it possible to satisfy their travel needs by
other than vehicular transportation. For example, more
school trips may be made by walking or bicycling. Similarly,
short trips to a local store or to a neighborhood recreation
area could be made by these modes. Transportation studies
117

















Autos 275 1 275 11.2**
Accessibility 62 4 15 .6
Autos *Accessibili ty 58 4 14 .6
Error 7276 296 25
Family Size 1722 4 431 30.1**
Accessibility 191 4 48 3. 3*
Family Size*
Accessibility 586 16 37 2.6**
Error 4118 288 14
Income 683 2 341 14.0**
Accessibility 124 4 31 1.3
Income*
Accessibility 246 8 31 1.3
Error 8370 342 24
*Significant at nominal level, a = 0.05
**Significant at nominal level, a = 0.01
Source
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Table 6.4. ANOVA Models for Evaluating the Effect of
Accessibility on Auto Ownership.
Sum of Degrees of Mean F-Ratio
Squares Freedom Square
Family Size 4.6 4 1.2 2.0
Accessibility 23.4 4 5.9 10.1**
Family Size*
Accessibility 7.1 16 .4 .8
Error 169.0 292 .6
Income 15.8 2 7.9 17.5**
Accessibility 12.4 4 3.1 6.9**
Income*
Accessibility 3.2 8 .4 .9
Error 154.1 342 .5
*Significant at nominal level, a = 0.05
**Significant at nominal level, a = 0.01
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do not worry about these non-vehicular trips because this
travel is not transferred to the transportation system. How-
ever, to develop an understanding of the basic travel needs
of the behavioral unit, these trips are important.
In the 1971 survey, home-based walking or cycling trips
were determined. Only those trips which were a regular part
of the household routines were included. For example, if a
child walked to school the trip was counted as a walk trip,
but if the child were out playing and merely rode down the
street on his bicycle, the "trip" was not counted. Table
6.2 provided the average "vehicular" and "vehicular plus
walk" trip rates for 1971. Figure 6.5 illustrates the re-
lationship. Although the walk trip is not an overwhelming
factor — an average of 0.6 walk trips per household -- the































FIGURE 6 5 EFFECT OF ACCESSIBILITY ON NON-VEHICULAR
HOME BASED TRAVEL
120
higher accessibility satisfy a greater portion of their
travel needs by non-vehicular transportation.
Occupational Status
The effect of occupational status on trip production
and auto ownership was also analyzed by analysis of variance
techniques
.
Occupation of the head of the household was stratified
into four groups for the analysis of variance. The members
constituting these groups were as follows:
1. Professional, Manager, and Salesmen
2. Clerical and Craftsmen
3. Service personnel, Operatives and general labors,
and
4. Non-gainful employment including housewives,
students, the unemployed and the retired.
Considered in a one way analysis of variance model, oc-
cupational status would be a significant variable in explain-
ing trip generation and auto ownership. However, when
family size and income are each considered with occupation,
the latter variables dominate the model and occupation is
not significant in explaining trip generation. For explain-
ing auto ownership, income dominates the effect of occupa-
tional status to the extent that occupation is not signifi-
cant.
Stage in the Family Life Cycle
The distribution of family characteristics in the sur-
vey sample did not allow elaborate tests of the family life
cycle variable since nearly all heads of households were
married. The variable was established by breaking the
households into the following groups:
1. head of household less than 45 years of age and
having school age children;
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2. head of household over 45 years of age and having
school age children;
3. head of household less than 45 years of age and
having no school age children; and
4. head of household over 45 years of age and having
no school age children.
Since this classification scheme was tied rather direct-
ly to the size of the family, the family size variable ex-
plained the same variation which might be explained by the
family life cycle variables. As a result, the variable was
insignificant in explaining travel behavior in this study.
An Evaluation of Changes Over Time
This research project afforded a unique opportunity not
only to evaluate the stability of models based on household
data taken at two points in time, but also to evaluate the
actual effect of changes in an explanatory variable on the
dependent variable for each household unit. When one develops
a model based on cross-section data the variables are se-
lected on the basis of observed correlation and intuitive
causation. Even though similar correlations may exist in the
data at a later date in the planning period, the change in
the dependent variable may not have been due to changes in
the independent variable. Instead, the change may have been
a reflection of some other ultimate cause outside of the
prediction model. For example, two data sets might well
show that higher income groups have higher auto ownership
rates. Observation of individual household income may, how-
ever, show that the increase in income was due to additional
household members joining the labor force. In turn, the
additional working member, may create a greater need for
transportation, causing the family to increase the level of
auto ownership. Thus, the joint increase in income and auto
ownership would tend to "validate" the correctness of the
original model.
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The prediction models developed for home based trip
production and auto ownership were found to be very reliable
in estimating the dependent variable in 1971 from parameter
estimates obtained from the 1964 data. To evaluate whether
observed changes in the independent variable might be the
true cause of changes in the dependent variable, plots of
the reported changes in the variables were examined. If an
independent variable exhibits a unit change, but the rela-
tionship between the independent and dependent variable is
only spurious, one would not necessarily observe the corres-
ponding change in the dependent variable. On the other hand,
if the relationship is causal, the variables should both
exhibit a corresponding change.
Figure 6.6 illustrates the differences in reported trip
rates compared to differences in reported family size. The
plots were obtained by taking differences in the reported
household characteristics and reported trips in 1964 with the
corresponding figures from the same household in 1971. Each
point on the plot is the average difference in reported trips
for each level of family size change. The plot indicates
that family size changes are, indeed, a prominent factor in
explaining trip production differentials within the house-
holds. The overall plot considers trip differentials for
varying family size changes, irrespective of changes in other
household characteristics. This plot exhibits a strong
linear trend. When one considers only those households which
increased their level of auto ownership by one, the linear
trend is still evident with the trip production rate being
higher than the overall average. It is interesting to note
that, even when the level of ownership increased by one, a
decrease in family size always caused a decrease in trip
production. A change in family size is apparently the dom-
inant factor in explaining trip production differentials
within the household.
123
In Figure 6.7 the effect of auto ownership is illus-
trated. Changes in trip production rates respond to changes
in auto ownership within the household. The dominance of
family size, however, is illustrated again. Where the family
size decreased by one, the average trip production rate in-
creased only in those households which reported two addi-
tional vehicles. No explanation can be cited for the appar-
ent inconsistency of the point on the constant family size
curve where the average trip rate was higher, even though
autos decreased by one.
Finally, the relationship between income and auto owner-
ship is depicted in Figure 6.8. The overall curve shows
that a change in income has a positive association with auto
ownership. The trend is linear for small changes in income,
but flattens out at the extreme positions. Of greater sig-
nificance is the behavior of auto ownership when the number
of family members in the labor force remained constant over
the period. It is noted that for this situation, an increase
in constant dollar income may increase the level of auto
ownership, but a decrease in reported income does not produce
a corresponding decrease in ownership. It would appear that
as long as the number of family members who must get to work
remains constant, the family will try to maintain the same
auto ownership rate even though their ability to pay for the
cost of owning and operating that vehicle may have decreased.
One might extend this implication to other aspects which
relate to planning policies. It would appear that households
which attain a level of auto ownership and have become ac-
customed to the freedom of movement allowed by that level of
auto availability, would be unlikely to reduce their ownership
because of other changes in the pattern of urban development
or level of service provided by other means of transporta-
tion. In the long run, an improvement in public transit
service may induce travelers to use that service rather than
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FIGURE 67 CHANGES IN TRIP PRODUCTION RATE WITHIN

























FIGURE 6.8 CHANGES IN AUTO OWNERSHIP WITHIN THE
HOUSEHOLD WITH CHANGES IN FAMILY INCOME
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facilities. It seems unlikely, however, that families at a
level of auto ownership would be willing to reduce that
level because of the improved transit service.
Summary
Respondents in this study perceived that changes in auto
ownership, and changes in family size and stages in the fam-
ily life cycle were the most important changes which affected
the amount which they travel. These perceived reactions
support the use of these variables in developing trip gen-
eration models which are sensitive to changes in household
characteristics over the years.
Income change was not perceived as a major factor in
directly causing increased travel, but income was the primary
factor in the prediction model for auto ownership. Using
income and labor force as explanatory variables, the auto
ownership level of the 357 households in 1971 was estimated
within four percent of the actual auto ownership. Income,
taken by itself, was able to produce similar estimates, how-
ever, a check on the relationship over time indicated there
is an interacting effect between income and the number of
people employed in the household. This suggests that both
variables would be necessary to fully understand the rela-
tionship with auto ownership.
Households which were relatively more accessible to ac-
tivity centers exhibited lower trip production rates than
households in less accessible areas, but this difference was
due primarily to difference in income and auto availability
of the households in different areas and to the greater por-
tion of the travel needs which are satisfied by the walking
mode in the more accessible areas. When accessibility and
auto ownership were analyzed together, only auto ownership
contributed significantly to explaining variations in travel
behavior. Accessibility was, however, important in explain-
ing auto ownership, even when income was used as a joint
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explanatory variable.
Occupational status and stage in the family life cycle
did not contribute significantly to explaining variation in
home based travel when considered jointly with family size
and auto ownership.
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CHAPTER 7. /ANALYSIS OF THE STRUCTURAL RELATIONSHIPS
AMONG SELECTED VARIABLES IMPORTANT TO TRIP GENERATION
The interrelationships among several of the variables
which have been found to be significant in explaining travel
variation in the households have been discussed. In this
chapter, a structural model is used to define a system of
equations which corresponds to hypothesized causal processes.
In the structural model one's interest is not restricted to
studying the effect of changes in a single equation, but
instead, the interest is to study a set of equations simul-
taneously to analyze how a change in the relationships of
any one equation of the system might affect all other vari-
ables of the system. The purpose of the method of analysis
is to determine whether the interpretations of a set of pro-
posed causal equations relating significant trip generation
variables is consistent throughout. Each equation of the
system may not necessarily be the best predictive equation,
but rather, its presence is important in explaining the
structure of the variables which have been studied in trip
generation analysis.
An Introduction to Causal Analysis
The discussion here is directed toward outling the basic
assumptions and limitations of causal models. In addition,
the basic principles of establishing the causal models and
computing correlations which should be observed if the hy-
pothesized model is correct, is discussed to familiarize the
reader with the concepts of the structural model. For more
detailed discussion of the computational procedures, the
interested reader may refer to the articles by Land and
Heise (13,20). Also ,Blalock offers extensive arguments
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pointing out the need for careful consideration in making
causal inferences from the data and clarifies the conditions
under which causal inferences may be possible (1)
.
The goal of causal modeling is to develop a set of rela-
tionships which correspond to actual causal processes in the
real world. Analysis of a causal structure requires specifica-
tion of a network of causal paths which exist between the
variables of interest, and identification of the parameters
of causation so one can measure the effects of each variable
on the other variables in the model. The mathematical equa-
tions which make up the causal structure are a set of recur-
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This set of mathematical equations can be represented con-
veniently using the notion of the path diagram developed by
Wright (45). Figure 7.1 is the pictorial representation of
the above recursive system. There is a one to one corres-
pondence between the structural equations and the path dia-
gram. Further, some of the assumptions of causal modeling
become more apparent when viewing the path diagram. The
rules for constructing a path diagram will be given as each
of the different types of variables are discussed.
A structural model is composed of three types of vari-
ables :
1. Exogenous variables are considered to be the inputs
to the system. These variables are assumed to
be completely determined by other variables outside
of the system and neither the nature of their
origin, nor the correlation which may exist between
these inputs, is of concern for the model being
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FIGURE 71 AN EXAMPLE OF A FOUR VARIABLE
CAUSAL MODEL
considered. The paths between the exogenous vari-
ables are represented on the path diagram as two-
headed curvilinear arrows. These paths indicate
only that some correlation may exist. No direction
of causality is assumed. In the above model Z ±
and
Z are the exogenous variables of the system.
Measured variables within the structural model are
referred to as endogenous variables. Unlike the
exogenous variables, the total variation in the
endogenous variables is of interest. The total
variation in the endogenous variables is assumed
to
be completely determined by some linear combination
of exogenous variables, other endogenous variables
and some unmeasured residual or error variable.
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The postulated causal relations among the variables
are represented on the path diagram by unidirec-
tional arrows extending from each determining vari-
able to each variable dependent on it. In the path
models discussed here the assumption must be made
that there is only one direction of causation,
i.e., if X causes Y, Y cannot in turn be a cause
of X. Variable Z_ and Z. are the endogenous vari-
ables in Figure 7.1.
3. Since it is unrealistic to assume that the variation
of a variable in the system will be completely de-
termined by the other measured variables of the
system, residual variables are introduced. The
residual variable is assumed to be uncorrelated
with the set of variables immediately determining
the variable under consideration and it is assumed
to have a mean value of zero.
Residual variables are represented on a path
diagram by unidirectional arrows. Literal sub-
scripts are attached to the residual variable paths
to distinguish them from the paths of the measured
variables which bear numerical subscripts. For the
sake of clarity in presentation, the residual paths
and the paths between the exogenous variables are
often eliminated from the causal model in this
dissertation. Variables Z , Z, , Z and Z, are the
a b c a
residual variables in Figure 7.1.
The exogenous variables, Z
-,, and Z_, are assumed to be
completely determined by outside forces Z and Z, which are
either unknown or just not of interest in the analysis. The
path coefficients P, and P_, would be equal to one (1) andc la 2d
are not normally included in the model or diagram.
The endogenous variables, Z^ and Z., as has been noted,
are determined by some linear combination of other exogenous
and endogenous variables and an unknown residual or error
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term.
Estimation of the model parameters for each equation
revolves around fitting a model to the data so as to mini-
mize the amount of variation contributed by the residual
variables. The parameters of the structural model are com-
puted using the least squares criteria common to linear
regression analysis, however, to facilitate the interpreta-
tion of the relative importance of the determining variables,
standardized regression coefficients are used. This stan-
dardized parameter or path coefficient, P.
.
, is a measure
of the fraction of the standard deviation of the dependent
variable for which the independent variable is directly
responsible. More definitely, it is the fraction which
would be found if the factor varies to the same extent as
in the observed data while all other variables in the equa-
tion are held constant.
The relationship between the regular regression coef-
ficient, b. ., and the path coefficient, P. ., is:lj c lj
a .
P. . = b. . -1
iD ID a i
where a . and a . are the standard deviations of the dependent
and independent variables, respectively. The path coef-
ficients are also referred to as beta coefficients.
The standardized parameter facilitates the computations
necessary to evaluate the consistency of the model in re-
producing the interrelationships which exists in empirical
data. Using standardized coefficients, it can be shown that,
for the model given in Figure 7.1, the structural model
would predict the linear correlation between variables Z.
and Z, to be:
r ' = P + P r
41 41 43 12
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where
r\-. is a predicted correlation for the hypothesized
model;
r, j is the observed correlation between the exogenous
variables; and
P ,, P.„ and P.,, are the path coefficients estimated
in regression analysis (20)
.
The total correlation between Z . and Z, , is composed
of three elements. First, there is a direct effect between
the variables indicated by the path coefficient, P«y Sec-
ondly, there is an indirect effect, P..,P_.,, which is due
to the influence which variable Z. has on Z _., which in turn
influences Z.. Finally, there is another indirect effect,
P.„r-.„, which encompasses the correlational effect of the
exogenous variables. It must be cautioned that these direct
and indirect effects can be interpreted only for the model
under study. The direct effect is a true, isolated direct
effect only if the other independent variables are orthogon-
al to the variable being considered and if the effects of
all other variables are truly removed.
The entire correlation matrix could be reproduced in
like manner using the additional relations derived for the
model in Figure 7.1:
13 " 31
r23
= P 31 r12
r24
= P 42
+ P 41 r 12
+ P 43P 31r12
r'=P +PP +PPr
34 ^43 41 31 42 31 12
A variable which explains a significant portion of the
variance in a dependent variable would exhibit a strong
direct effect in the causal model and would logically be
considered as an important element of the model. On the
other hand, if a particular variable does not show a strong
direct contribution in a given equation, the analyst would
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not immediately reject the variable from the entire struc-
ture. Instead the importance of the variable in the other
equations of the system must be considered. If the vari-
able is significant in other relationships it would be an
important variable in the overall system being evaluated.
The advantage of the structural model is that one may exam-
ine all relationships simultaneously and evaluate the faith-
fulness of that system in reproducing the empirical relation-
ships in the data set.
Evaluating the Adequacy of the Model
The purpose in developing a causal model is to help the
analyst understand the relationships among a set of vari-
ables which are important in some behavioral process. An
objective in testing these relationships is to obtain a model
which adequately reproduces the conditions which occur in
empirical data and yet is as parsimonious as possible. For
any postulated model, one can compute the correlation matrix
which would exist for the model and compare this with an ob-
served correlation matrix. If one starts with the least
parsimonious case in which all possible paths are included,
there are no conditions imposed upon the model to test the
adequacy of that model. It can be shown that any ordering
of the variables would result in a reproduced correlation
matrix which exactly equals the empirical correlations (19).
In this case only the knowledge of the causal priorities
would allow selection of one model over the other. The prob-
lem then is to make an initial determination of the signifi-
cance of the paths in the model.
If sufficient data are available, analysis of variance
models may serve as a starting point for evaluating the sig-
nificance of variables which might be introduced in regression
analysis. The analysis of variance provides a measure of
significance, not only for the main effects of the variables,
but also of possible interactions. Since interaction terms
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are not included in the simplified model, the analyst would
be made immediately aware of possible incorrect interpreta-
tions from the structural model.
A second method for eliminating paths in the causal
models would be to retain only those variables which are
statistically significant according to the F-test criterion
used in regression analysis. However, as the sample size
becomes large, path coefficients which make very small con-
tributions to the total variance may be judged statistically
significant and retained in the model. For this situation,
Land suggests that the analyst choose a minimum value below
which a path coefficient is considered to be substantively
insignificant.
Finally, when a model which is over identified has been
structured, (i.e., a model in which one or more possible
paths have been eliminated) additional constraints will be
established. For a model to be judged as adequate, it must
be able to reproduce correlations between the system vari-
ables in accordance with the imposed constraints. If these
predicted correlations adequately represented the empirical
correlations, the analyst might accept this as the best
representation of the causal structure or he might check the
possibility of eliminating other paths. If the model was
not adequate, the analyst could either revert to the previ-
ously accepted model or test some other model in which a dif-
ferent link is eliminated.
A Summary of the Structural Model Assumptions
In this research, the method of path analysis to evalu-
ate causal relationships is restricted to those models which
meet the following methodological assumptions:
1. A change in the dependent variable always occurs as
a linear function of changes in the determining
variables, and the effects of all other variables
are assumed to be held constant.
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2. The system contains no reciprocal causations,
i.e., the model is strictly a recursive system.
If two-way causation is allowed a problem in iden-
tification exists. Although methods of treating
such models are available, the procedure is more
complex and the interpretations are clouded.
3. The causal priorities are sufficiently well known
so that the structure of the model can be estab-
lished as the correct ordering of the variables.
It is not necessary that all correct paths are
known, but the order of causation should be clear.
4. The data should generally be measured on an inter-
val or ratio scale, but as in regular regression
analysis, the use of dummy variables is permissable
if caution is exercised in the interpretation of
the results.
5. The usual assumptions of multivariate regression
analyses must be met. Of particular importance in
the development of the path model is the assumption
that the residuals be uncorrelated with the indepen-
dent variables under consideration.
The path analysis model is a simplification of the real
world system which allows the analyst to evaluate the rela-
tive direct and indirect effects of the variables within the
system. The model is simplistic from the practical stand-
point that obviously, not all determinants of travel could be
included. The variables considered are those major determin-
ants which have been studied in this dissertation. The
model is simplistic from the statistical sense that only
linear relationships are considered and no interaction terms
are specifically introduced for consideration.
Interpretation of this simplified model is restricted
by the degree to which the assumptions of the model have
been met. The analysis technique assumes that the effects
of all variables not in the model have been held constant.
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In non-experimental research such control cannot really be
achieved. The variables considered in the causal models of
this research were carefully evaluated before introducing
them into the model. The ordering of the causal network was
based on a priori knowledge of the variables under consider-
ation and on previous research models (18) . Where data
permitted, several linear analysis of variance models were
tested to determine significance of the main effects and
the interaction terms (Tables 5.3, 6.3 and 6.4). The inter-
action terms were generally found to be insignificant. Fin-
ally, in this study, variations due to varying life styles
of families living in different housing units were definite-
ly controlled by selecting only single family, home-owners
in the sample. It must be assumed that the variations in
this data set are the same as would be exhibited if all other
possible contributing factors had been held constant or did
not vary. This condition is also imposed on the interpreta-
tion of regular regression models, but in the structural model
the importance of this assumption is compounded in that the
analyst is considering a system of relationships rather a
single estimating relationship.
An Evaluation of a Simplified Causal Model
Initially a simplified causal model was constructed
which considered only the interrelationships between family
size, income, auto ownership, and household home based travel.
As a first step it was hypothesized that family size and in-
come were exogenous variables affecting auto ownership. These
three variables were in turn linked to home based travel.
The path model for this simplified structure is illustrated
in Figure 7.2. For clarity, the residual paths to each of
the variables are not shown. The estimated path coefficients,




Except for the relationship between family size and
auto ownership, the parameters of the model are consistent
in magnitude for the two data sets indicating relative sta-
bility over the time period. It is felt that the changing
relationship between family size and auto ownership is due
to the maturation process which has occurred. As the fam-
ilies moved through the stages of the family life cycle and
children from the larger families moved out of the household,
the relationship between family size and auto ownership
stabilized. As a result, the linear correlation between
these variables increased substantially during the period ,
from 0.16 to 0.37.
Considering the 1964 data, it is noted that the direct
effect of income on home based travel, measured by the path
coefficient, is 0.15. The total indirect effect through
other variables was found to be 0.14; a value nearly as large
as the direct contribution. Since the prediction model de-
veloped earlier for home based travel, was effective in esti-
mating household trips using only family size and auto owner-
ship, a second causal model was evaluated in which income
was not considered as a major, direct link to home based
travel. This model is illustrated in Figure 7.3. The total
indirect effect of income operating through other variables
is greater than the direct effect observed initially. The
indirect contribution of income through auto ownership alone
is 0.13. The results from the model indicate that, while
income does influence travel behavior, this influence is due
in large part to the influence which income has on auto
ownership rates.
An Evaluation of an Integrated Causal Model for
Studying Travel Relationships
A more complex model of travel behavior which allowed
consideration of the other socioeconomic and accessibility






1971 PARAMETERS IN PARENTHESES






1971 PARAMETERS IN PARENTHESES
FIGURE 73 A REVISED, SIMPLIFIED CAUSAL MODEL OF
HOUSEHOLD TRIP GENERATION RELATIONSHIPS
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formulation is a four stage recursive model. The model
hypothesizes that a family chooses a residential location
based on their desire for a certain life style, quality and
style of housing, and preference or need for more or less
space. Differences in preferred housing conditions may be
shaped by several factors such as individual attitudes, age,
stage in the family life cycle and family size. A family
which has a greater need for space consumption would tend to
locate in lower density areas which are relatively less ac-
cessible to other major activity centers. The ability to
satisfy the desire for housing type and space consumption
however, is controlled by the ability of the family to pay
for the desired living style. Thus, one must consider the
income level of the family. Income might be determined by
several factors such as education, occupation, age, and num-
ber of working members in the household.
Having made the decision about housing requirements and
residential location, the level of available transportation
from that location influences the level of auto ownership.
The families living in higher density neighborhoods with
greater accessibility may have the opportunity to satisfy
some of their transportation needs by use of public transpor-
tation. Further, due to greater accessibility, the need
for vehicular travel may be decreased as more travel needs
such as school or social-recreational trips are satisfied by
walking mode. The level of auto ownership may also be af-
fected by family size, labor force, household income, or
social status of the family.
Finally, the trip production rate of the household may
be affected by any of the variables mentioned previously.
The task is to evaluate and understand the degree of influ-
ence a change in one variable might have on other variables
in the model.
The causal ordering assumed in this study can be ob-














1971 PARAMETERS IN PARENTHESES
FIGURE 7.4 A DEVELOPED CAUSAL MODEL OF HOUSEHOLD
TRAVEL RELATIONSHIPS, MODEL I
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could be included in the model have been eliminated since
they were found to be of little importance as explanatory
variables in the model. Only the final stages of the analy-
sis are discussed in this dissertation.
The correlation matrix for the variables is given in
Table 7.1. The variables which were taken as the exogenous
variables were family size, labor force, and occupation of
the head of household. Occupation of the head of household
was stratified into three groups and used as dummy variables
in the analysis. The groupings were non gainful, high stat-
us, and low status. The high status group was composed of
professionals, managers and salesmen, while the low status
group contained all other employed individuals. The non-
gainful dummy class was omitted from the analysis to allow
solution of the least squares equations (37).
The models were tested using the data for both 1964
and 1971. Since it was not possible to obtain new estimates
of the accessibility measure for 1971, the variable was as-
sumed to be the same as in 1964. Based on the data presented
previously, this assumption is not unrealistic.
Analysis of the Causal Model
Examination of Figure 7.4 shows that many of the path
coefficients are very stable for the seven year period. The
ability of the model to reproduce the correlations which
exist among all of the variables can be evaluated by exam-
ining Table 7.2. If the model adequately represents all the
existing relationships, these differences should approach
zero. Although several of the possible links have been re-
moved, the model does in fact reproduce the correlation ma-
trix quite well. The major discrepancy occurs in the ability
to reproduce the relationship between family size, and auto
ownership in the 1971 data set. The calculated correlation
was 0.20 whereas the observed correlation was 0.37. The
model was examined for other possible links which might be
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Table 7.1. Observed Correlation Matrix for Variables in
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Table 7.2. Differences Between Empirical and Reproduced
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removed to make the model more parsimonious. Earlier
analysis suggested that the effect of accessibility on home
based travel may be more of an indirect effect due to its
association with auto ownership. The ANOVA further indicated
that when ownership and accessibility were tested, auto
ownership was the only significant variable and no interac-
tion was found. The path coefficient in the model also
indicates that the direct path is substantively small and
would explain only a small portion of the variance in travel.
It was also noted that, although income and labor force
were the most significant variables for use in an estimation
equation for auto ownership, the estimating equation may
only require consideration of income. On the other hand,
it was shown in Figure 6.8 that there is a degree of inter-
action between income and labor force which may be impossible
to ignore. It was noted that a decrease in household income
did not result in a decrease in auto ownership within the
household when the number of people in the labor force was
held constant.
The ability of the path model to continue to reproduce
the observed correlation when labor force is removed is
demonstrated in Table 7.3. The recursive system of equations
for this model, Model II, would be identical to those of
Model I except that the direct link from labor force to auto
ownership has been removed. The reduced structural model
exhibits only slightly less power in reproducing the corre-
lations which exist in the data in 1964. However, when the
controlling effect of labor force was not included in the
model over time, the reproducibility of the model was greatly
diminished. A large difference in the correlation between
labor force and auto ownership is evident in 1971 (0.27). In
addition, one can simultaneously note the effect on the re-
lationship between other variables when the path is removed.
Reproducibility of the relationship between trip production
and the labor force and accessibility variabilities was also
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Table 7.3. Differences Between Empirical and Reproduced
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a 1971 differences in parentheses.
* These differences, by definition, must be zero
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diminshed. In addition, removal of the link has produced
large variations in the correlation between family size and
auto ownership.
The inference to be drawn is that the labor force --
auto ownership path is an important link in understanding
the structure of the variables which have been related to
home based travel. Understanding the causal relationships
among the variables must go beyond the consideration of the
single predictive equation which was used to estimate auto
ownership.
The second reduced model mentioned earlier involved the
removal of the direct link from accessibility to home based
travel, Model III. The diagram for this structure is shown
in Figure 7.5 and the differences in observed and empirical
correlations are given in Table 7.4. The ability of the
structural equations of Model III to reproduce the empirical
correlation matrix is essentially the same as that of Model
I. Only the relationship between trip production and access-
ibility is altered by removing this causal link. Since new
measure of accessibility were not available in 1971, the
author could not discern whether the difference in the cor-
relation in 1971 was a function of "non-measurement" error
or actual changes in the effect of accessibility over time.
Considering that the analysis of variance for the 1964 data
set found accessibility to be insignificant, the final struc-
tural model was taken as Model III. This model was accepted
as the most plausible explanation of the causal relationships
among the variables which have been considered in household
trip generation analysis.
Summary
Structural models provide a simplified model which can
be useful in studying the relationships among a set of vari-
ables in a causal system. The causal model allows the analyst


















1971 PARAMETERS IN PARENTHESES
FIGURE 7.5 A DEVELOPED CAUSAL MODEL OF HOUSEHOLD
TRAVEL RELATIONSHIPS, MODEL IE
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variables to ascertain if the interpretation of the causal
model is consistent throughout.
Variables which have been found significant in house-
hold trip generation analysis were subjected to evaluation
in this chapter. The inferences obtained from the analysis
indicate that auto ownership and family size variables have
the most direct influence on trip generation rates. Income
and level of accessibility of the household to activity
centers in the urban area also have an impact on travel, but
this influence is an indirect effect due to their influence
on auto ownership. Households with larger family incomes
and in less accessible residential locations exhibit higher
auto ownership rates. The number of household members in the
labor force also is a determinant of auto ownership rates,
both directly and through its corresponding relationship with
household income.
Finally, the effect of occupational status of the head
of the household can best be understood by the extent to
which it affects household income. Occupational status is
an important variable for explaining variations in income
but the direct effects on any other variables in the causal
model are substantively negligible.
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CHAPTER 8. CONCLUSIONS
This dissertation has been directed toward evaluation
of urban travel characteristics at a disaggregate level of
analysis. In general, the research has evaluated the in-
dividual's perceptions of items which are important in travel
decisions. In particular, the research has concentrated Qn
analyzing trip generation relationships which exists at the
household level of analysis as opposed to the standard aggre-
gate analysis unit, the traffic zone. Whereas, analysis
of aggregate data allows the planner to study only average
characteristics of a group of households or individuals,
analysis of travel at the household level allows one to ob-
tain a better understanding of the relationships which occur
at the decision level. Understanding of travel behavior
at the decision level is necessary to identify the causal
relationships. With knowledge of the basic decision vari-
ables, the planner can better judge the effects which future
changes in the transportation system, the urban environment,
or the social structure may have on individual travel.
In the first segment of this research the individual's
perception of factors which are important in mode and route
choice were evaluated. In addition, special characteristics
of the shopping trip were considered to determine the in-
dividual's reason for selecting a particular trip destination.
The purposes of these analyses were to help understand the
nature of the individual's decision process and relate this
information to the concepts which are used in traditional
modal split, trip distribution, and trip assignment models.
The second portion of the research concentrated on the
analysis of home based trip generation relationships which
exist at the household level of analysis. The stability of
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these relationships was examined by evaluating changes in
the relationships over a seven year period. The ability of
the household models to estimate total area travel was also
evaluated. Finally, the entire structure of many of the
variables which have been found significant in explaining




Evaluation of the individual's attitudes and perceptions
of the factors important in selection of a mode of travel
indicated that the prime consideration was a concern for a
reliable service. This service would ideally be able to
serve the individual at a time that was desired; and then
would arrive at the destination without delay due to accidents
or repairs. Travel time and costs, which are typical vari-
ables used in modal split analysis, were not considered by
the respondents of this study as important elements in se-
lecting the mode of travel. Analysis of the attitudinal re-
sponses by subgroups of the population indicated that all
groups held basically the same values in regards to mode se-
lection. One major difference was that non-licensed drivers
appeared to be more aware of the out-of-pocket costs for
transportation; this group showed greater concern for the
cost of the transportation than did those individuals who
were licensed drivers. Less than three percent of all house-
hold trips were actually made by bus transportation, and the
data indicated that much of this travel was by those who are
not licensed drivers. The individuals responses to the mode
choice factors were nearly independent of the purpose of this
trip.
Evaluation of factors important in choice of route
indicated that safety was of prime importance, followed closely
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by a preference for a route with less congestion and strain
to driving. The third rated factor was preference for a route
with a minimum driving time. Present network assignment
procedures do, in fact, use these latter factors. In trip
assignment modeling, time is considered as the primary de-
cision variable with adjustments to the network loadings
being made as the volumes reach the capacity of the streets.
The route choice factors were rated basically the same
by all subgroups of the sample and the relative importance
of the factors for the work trip and shopping trip were like-
wise equivalent. Evaluation of the attitudinal items which
were designed to indicate trip destination preferences for the
shopping trip, showed that travel distance, time and cost,
were not the predominant factors in selecting a shopping
location. Of greater importance were characteristics of the
commercial development itself and availability of parking.
In free form responses, however, many respondents did indi-
cate that at least one of the reasons for shopping at the
selected destination was because the location was the closest
opportunity to satisfy the needs of that particular trip.
Thus, while time and distance were not considered as the most
important variables in selecting a trip destination, per se,
the ability to satisfy the trip at the nearest opportunity
was important. This is in agreement with the basic concept
of the Intervening Opportunity Model for trip distribution.
Household Trip Generation Analysis
Estimation of Zonal Travel from Disaggregate Models .
This research indicated that relationships which occur at the
decision level of travel tend to be stable over time. Home
based trip production models developed from household data
from 357 single family households in 1964 exhibited model
parameters similar to household models based on data from
the same 357 households in 1971. After development of each
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of the models, the household equations were used to estimate
zonal area trips reported by all single family households
from which the survey data were drawn. The household models
from 1964 and 1971 were equally effective in estimating the
1964 zonal trips.
Household models were also developed using all households
interviewed in the 1964 IRTADS study. These models were used
to estimate the total area home based trip productions which
were developed by IRTADS. The expanded household equations
were compared with the zonal based trip production models
used by IRTADS and were found to be nearly comparable for
estimating area wide travel data. The household model is
preferred because the relationships are not tied to an arti-
ficial aggregation scheme. The household model evaluates
relationships which occur at an analysis level which is a
common unit over time, therefore the model parameters are
more nearly independent of changes in density of development
or size of an areal unit. Also, because the model parameters
are not tied to an aggregation unit of a particular study
area, the observed relationships were found to be similar for
two different urban areas, Indianapolis and the Tri-State
area including New York City. If further research indicates
that travel relationships at the household analysis level are
consistent for different geographic areas, the planner would
be better able to use information from one study area to
study behavior in a different study area.
Reduction in Data Requirements . The research also noted
that because the survey data is used more completely, con-
siderably less data would be necessary for estimating house-
hold trip productions. Whereas, IRTADS selected five percent
of the households in Indianapolis for developing travel re-
lationships, this research also developed models based on an
effective one percent sampling rate. The trip estimates
from the data set which was reduced by eighty percent were
155
equivalent to the estimates obtained from the larger data
set. In the continuing transportation study, it should be
possible to monitor changes in travel characteristics with
substantially smaller data sets than are used for the zonal
models
.
Causal Structure of Trip Generation Variables . The pri-
mary factors important in explaining variations in household
travel were family size and auto ownership. Other variables
which have been found significant in explaining travel be-
havior were also investigated. The variables given primary
consideration were number of household members in the labor
force, family income, occupation of the head of household,
stage in the family life cycle and the relative accessibility
of the household to activity centers in the urban area. A
theory of the causal priorities of these variables was hy-
pothesized and tested using analysis of variance and causal
analysis modeling techniques. The research found that while
the additional variables are important in understanding the
relationships which affect travel behavior, the variables
are not the direct causes of varying trip generation rates.
Income, labor force, and level of accessibility are more
important in defining variations in auto ownership rates.
Labor force and occupation of the head of the household are
important in defining the level of family income. Income,
in turn, is an indicator of the type of housing or quality of
living which the family is able to attain. As such, income
was found to be the strongest indicator of the level of ac-
cessibility in which the family may choose to reside. The
mathematical equations which represented the above relation-
ships were simultaneously subjected to analysis in a struc-
tural model to test the consistency of the hypothesized
causal structure. The causal structure was found to be
faithful in representing the observed correlations in the
data.
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Application and Recommendations for Future Research
Household trip generation relationships can be effec-
tively expanded to estimate zonal home based travel. For
the single family households in this study, the relation-
ships were found to be relatively stable over time. Since
a much smaller data set would be necessary to develop the
model parameters, it is suggested that, in the continuing
transportation study, the planner could monitor possible
changes in the model parameters much more efficiently by
examining household data rather than zonal average data. Af-
ter analysis at the household level, the trip generation
equations such as developed in this research, could be ex-
panded to whatever aggregate level the planner desired.
Based on the analyses and results of this dissertation
extensions of the research are recommended. First, this re-
search has analyzed the stability of travel characteristics
of a select group of families which have lived in the same
single family household for a minimum of seven years. There
is a need to determine if the general population would demon-
strate the same degree of stability in the trip generation
relationships and the same general response to the mode and
route choice preferences. This general population would in-
clude families living in other dwelling unit types, and fam-
ilies having changed residential location within the urban
area.
Secondly, the sampling variability of the household data
set should be studied further to determine the extent to
which the data set may be reasonably reduced. The eighty
percent reduction of the sample in this study indicates that
a substantial reduction would be possible for estimating
trip production. A more thorough study of sampling variabil-
ity should be conducted to determine the possible limits to
sample size reduction. One should also determine the level
of data needs in the continuing phase for the trip distri-
bution, modal split and assignment models which are presently
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used in transportation planning.
Finally, comparison of household trip generation re-
lationships for different urban areas should be investigated
to determining the degree of comparability of the model
parameters in different areas. This research presented some
indication that the model parameters may be similar across
study areas. If this is the case, travel relationships de-
veloped in one area may have greater applicability in a sec-
ond area than what has been noted when aggregate relation-
ships are studied.
The household models examined in this research provide
a means of studying travel characteristics at the behavioral
level of analysis. The developed relationships can be used
to obtain areal travel estimates which are necessary in
other models used in the present state of the art of travel
forecasting. Because of the potential benefits of reduced
data requirements and better understanding of travel rela-
tionships in different urban areas, the disaggregate level
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APPENDIX A
HOME INTERVIEW QUESTIONNAIRE AND RELATED MATERIALS
The following questionnaire appears in the exact form
as used in the 1971 survey. A copy of the letter sent to
the households and a sample form used to record trips are
attached.
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1. I would like to begin by getting some information about each person that
lives here.
INTERVIEWER: Obtain the data in columns one (1) through six (6) at
the beginning of the interview. At the completion of the interview,
return to this section to obtain the information in columns seven (7)
through nine (9).






















If more than 8 members live at th
who reside here but are not listed
is address, write in Ylere the number of people
INTERVIEWER:
Column 8, Education Codes
1. 8th Grade or less
2. 2 yrs of High School or less
3. High School Graduate
4. 2 yrs. of College or less
5. College degree
6. Graduate Work
7. Business or Vocation School
6 6
l. How many persons are regularly enrolled in primary or secondary
school?
3. How many autos are owned here?
4. How many c ompany
-owned autos are garaged here?
5. How many miles or blocks is it to the nearest freeway or expressway?
Miles or blocks
6. Is there a place near your home where you can walk to catch a city or
suburban bus? yes no
7. How many blocks is it to the nearest bus stop?
Circle one: 12345678 or more blocks Don't know.
INTERVIEWER: If Respondent is unaware of Bus Service or if nearest
bus stop is 8 or more blocks, skip to Q. 10.
8. How often does a bus come by the bus stop at the time of day (Head) leaves
for work? Every minutes
9. How often does a bus come by during the middle of the day, say at 1 :00 P.M.?
Every minutes
10. In the introductory letter which we sent to you, we asked that each member of the
family keep a record of the numbers of trips he made on
(Travel Date). I would like to record that information now. Let's
start with the head of the house.
INTERVIEWER: Fill in trip report information on next two pages, using
additional forms (HI-4) if necessary. Also record trips made by anyone from
out of the area who was visiting at this household on the TRAVEL DATE.
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11. Now 1 would like to ask some questions about travel which you and other members
of the household do within the area here. First I would like to ask some questions
about means of transportation which members of your family use to get to work.
Which members of this household, 16 years old or older, make a regular trip to
work two or more times a week?
Relation to Head Person No. Check (,/) it the person
(from page 1) replies to Form 1A
INTERVIEWER : If no one makes a regular work trip. skip to Question 47 page 13
Request any of the other members of the household who are available and w ho
make a regular work trip to f i 11 out Form 1A of the survey form.
If respondent does not make a regular work trip and no othe r regular worker is
available to answer form 1A, SKIP to Question lie.
HAND RESPONDENT (S) FORM IA
11a. There are several characteristics of a transportation system such as
cost, comfort, convenience and so forth, which seem to have different
degrees of importance to people when making a trip.
Assuming that you had a choice of ways to travel, 1 would like you Lo tell
me how important the factors in this list would be to you in choosing a
means ot transportation to get to work.
Choose a number somewhere on the scale which indicates how important
you feel the particular item would be to you in choosing a means ol
transportation to go to work. If an item is not at all important, you may
circle the number 1. If an item is of greatest importance, you may. circle
the number 7. If your feelings lie somewhere in between you should" circle
a number on the scale which best describes how important that character-
istic would be to you when choosing a way to go to work.
h'j
Person No. FORM 1A
is it
When choosing a means of travel to get to work, how important
A. to be able to go whenever
you want to?
B. to be able to ride with
less strain and tension?
C. to feel confident vehicle
will get to destination
without an accident?
D. to be able to ride in areas
which are familiar to you?
E. to have a comfortable
vehicle to ride in?
F. to feel confident the vehicle
will not be stopped for
repai rs?
G. to be independent of others
for your transportation?
H. to make the trip as fast
as possible?
I. to travel in an uncrowded
vehicle?
J. to be able to ride with
people you like?
K. to use a means of
transportation which
costs less?




















7Do any of you drive to work? Yes No Skip to Question 11C
Interviewer: Hand Form 2A to each person who drives to work.
On this sheet you will find several sets of items which might be important to you
in choosing the route you take when going to work. For each pair, I would like
you to circle the item which is more important to you when choosing your route
to work.
Interviewer: Go through Form 2A with respondent (s) and then return to
question lie Below.
Now for each member of the household which you listed before, 1 would like
to ask some questions about their trip to work.
Interviewer
:
For each member of the Household wh j makes a re gular woi k
trip repeat ques ions 12 through 46 . Use this q ues lonnaire for Head ol
House or the firsl working member of household
.
Use additional forms (3A) for other workers listed.
1.7]
Person No. FOIW 2A-1 80
When choosing between two routes to go to work would you choose:
1. A. A route with a shorter driving time; or
B. A route with less congestion and strain to driving.
2. A. A route through more pleasant neighborhoods; or
B. A route with less congestion and strain to driving.
3. A. A route which you feel may be safer; or
B. A route with fewer stop signs and signals.
4. A. A route with less congestion and strain to driving; or
B. A route with a shorter distance.
5. A. A route with more stores, service stations and restaurants; or
B. A route with a shorter distance.
6. A. A route with a shorter distance; or
B. A route with a shorter driving time.
7. A. A route through more pleasant neighborhoods; or
B. A route which you feel may be safer.
8. A. A route through more pleasant neighborhoods; or
B. A route with more stores, service stations and restaurants.
9. A. A route with a shorter driving time; or
B. A route through more pleasant neighborhoods.
10. A. A route through moro pleasant neighborhoods; or
B. A route with a shorter distance.
11. A. A route with less congestion and strain to driving; or
B. A route with fewer stop signs and signals.
iFORM 2A-2 m
12. A. A route with fewer stop signs and signals; or
B. A route through more pleasant neighborhoods.
13. A. A route with a shorter driving time; or
B. A route which you feel may be safer.
14. A. A route with less congestion and strain to driving; or
B. A route with more stores, service stations and restaurants.
15. A. A route with fewer stop signs and signals; or
B. A route with more stores, service stations and restaurants.
16. A. A route with a shorter driving time; or
B. A route with fewer stop signs and signals.
17. A. A route with less congestion and strain to driving; or
B. A route which you feel may be safer.
18. A. A route with more stores, service stations and restaurants; or
B. A route which you feel may be safer.
19. A. A route with a shorter distance; or
B. A route which you ftel may be safer.
20. A. A route with fewer stop signs and signals; or
B. A route with a shorter distance.
21. A. A route with more stores, service stations and restaurants; or
B. A route with a shorter driving time.
17
FORM 3A-1
This trip report is for Person Number
12. How many miles is it to place where (worker) is employed?
13. How many days a week does (worker) go to work?
14. How many times a week does (worker) drive by himself (herself) to
get to work?
15. How many times a week does (worker) ride or drive in a car pool to get to
work?
16. How many times a week does (worker) ride a bus to get to work?
17. How many times a week does (worker) ride a taxi to get to work?
18. How many times a week does (worker) walk or bicycle to get to work?
Interviewer: Check the first box that applies to work er and go to i nd u: a te d
question.
Worker never goes in private auto or bus go to Q. 19
Worker always goes by auto g° to Q. 28
Worker always goes by bus go to Q. 32
Worker sometimes goes by auto go to Q. 25
Worker sometimes goes by bus go to Q. 25
19. Why does worker choose the means of transportation that he uses to go to work?
20. Would (worker) prefer to make the trip by some other means of transportation?
Yes No Co to Q. 21
20a. What way would he (she) prefer?
20b. Why would that b* bettar?






How much does it cost (worker) to get to his (her) place of employment?
r Don't know
Is there a car available which worker could use to make this trip?
yes No Go to Q. 24
23a. How long would it take (worker ) to get to work if he (she) were
to go by private auto? minutes Don* I know
23b. How much would you say it would cost for gas oil and parking if he
(she) were to go by private auto? £ Don't know
24. Could (worker) have used the bus to get to work?
Yes Go to Page 12 Q. 40 No Go to Page 13 Q. 47
*****************************************
These questions are for respondents who use either private auto or bus for some
of the work trips.
25. Why does (worker) sometimes go one way and at other times he (she) uses a
different means to get to work?
26. How would (worker) prefer to go to work?




Int erviewer Check one and go to 1ndica ted question.
Wor ker some times goes by car Go to Q. 28
Wor ker never goes by car Go to Q. 32
How long does it take (worker) to get from home to his (her) place of
employment when he (she) goes by car? minutes
How much of this time is spent looking for a parking space and walking to and
from the car? minutes
Considering costs for gas, oil, and parking - - or the amount that (he, she) pays
others to drive - - what would you say it costs (worker) each day to get to work?
r Don't Know
FORM 3A - 3
11
31. Does (worker) use the car in his (her) job? Y< No
Interviewer : If worker does not. make any work trips by city Or suburban bus,
SKIP lo Question 38.
****** * * * * $$$$$$$$$$$$ * * * * * * * * * * * if * * * * * *
32. How long does it take (worker) to get from home to work when he (she) takes






How much of this time is spent walking to and from the bus? m l n u I e s
How long does (worker) usually have to wait for a bus once he (she) is at the
bus stop? minutes
Does (worker) have to transfer to get to his (her) place ot employ men! ?
Yes No Go to Q. 36
35a. How many times does worker transfer?
35b. How much time does it lake to make these transfers? minutes
How much does it cost (worker) when he (she) uses the bus v
£ Don't know
Would there have been a car available at home that (worker) could use on the
days that he (she) rides the bus? Yes No
Interviewer: Check one box a nd go to indicated q ues tion.
Wor ker mak es some t rips by car Go to Q. 47
Wor ker never goes by car Go to Q. 43
* * * * * * *********************** t ********* if if
7 6
FORM 3A - 4 12
For Respondents who never use the bus for work trips.
38. Does a city or suburban bus go to the area where (worker) is employed?
Yes No Skip to Q. 47
39. Could (worker) have used the bus to go to the area where (worker) is employed?
Yes No Skip to Q. 47
40. How often would (worker) have to transfer buses if he (she) were to take the bus?
41. Could you tell me how long it would take worker to get to work if
he rode the bus?
minutes
4Z. How much would it cost to make the trip to work by bus £ Don't Know
*************************************************
SKIP TO QUESTION 47
*********************************************;:-**:::
For Respondents who always use the bus.
43. Would (worker) prefer to go to work using a different means of transportation?
Yes No Skip to Q. 44
43a. What way would he prefer to go?
43b. Why would that be better?
44. Is there a car available for (worker) to use to go to work?
Yes No Skip to Q. 47
45. Why does (worker) take the bus rather than go by car?
46. Considering the cost for gas, oil and parking, how much would you say it
would cost worker to go to work by car? f Don't Know
177
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47. Now I would like to ask some questions about trips which your family makes
for shopping. I would like you to consider a trip to shop for clothing.
INTERVIE WER: Request any other adult members of the family who are
available to fill out Form 4A.
HAND RESPONDENT(S) FORM 4A
There are several characteristics of a transportation system such as cost,
comfort, convenience and so forth which seem to have different degrees of
importance to people when making a trip.
Assuming that you had a choice of ways to travel, 1 would like you to tell me
how important the factors in this list would be to you in choosing a means of
transportation to go shopping.
Choose a number somewhere on the scale which indicates how important you
feel the particular item would be to you. If an item is not at all important,
you may circle the number 1. If an item is of greatest importance, you may
circle the number 7. If your feelings lie somewhere m between you should
circle the number on the scale which best describes how important thai
characteristic would be to you when choosing a way to go shopping.
INTERVIEWER: Go through Form 4A with Respondent and then return to the
section below.
************************************************
INTERVIEWER: If the respondent is not a licensed driver and no licensed
drivers are available to fill out form 5A, SKIP to Q. 49
48.
HAND RESPONDENT(S) FORM 5A
Here is another list of items which might be important to you in choosing the
route you take to go shopping. For each pair, I would like you to circle the
item which is most important to you when choosing a route to go shopping.
7'-.
14
Person No. FORM 4A ID








A. to feel confident vehicle
will get to destination
without an accident?
B. to make the trip as fast
as possi ble?
C. to be independent of others
for your transportation?
D. to travel in an uncrowded
vehicle?
E. to use a means of transporta-
tion which costs less?
F. to feel confident the vehicle
will not be stopped for
repai rs ?
G. to be able to ride in areas
which are familiar to you?
H. to be protected from the
weather?
I. to be able to go whenever
you want to?
J. to be able to ride with less
strain and tension?
K. to be able to ride with people
you like?
L. to have a comfortable vehicle
to ride in?
2 3 4 5 6 7
2 3 4 5 6 7
2 3 4 5 6 7
2 3 4 5 6 7
2 3 4 5 6 7
2 3 4 5 6 7
2 3 4 5 6 7
15
Person No. FORM 5A-1 CD
When choosing between two routes to go shopping, would you choose
1. A. A route which you feel may be safer; or
B. A route through more pleasant neighborhoods.
2. A. A route with shorter driving time; or
B. A route with a shorter distance.
3
.
A. A route which you feel may be safer; or
B. A route with more stores, service stations and restaurants.
4. A. A route with fewer signals and stop signs; or
B. A route with shorter driving time.
5. A. A route through more pleasant neighborhoods; or
B. A route with less congestion and strain to driving.
6. A. A route which you feel may be safer; or
B. A route with a shorter distance.
7. A. A route which you feel may be safer; or
B. A route with less congestion and strain to driving.
8. A. A route with more stores, service stations and restaurants; or
B. A route with a shorter driving time.
9. A. A route with more stores, service stations and restaurants; or
B. A route with a shorter distance.
10. A. A route which you feel may be safer; or
B. A route with fewer stop signs and signals.
11. A. A route with less congestion and strain to driving; or
B. A route with more stores, service stations and restaurants.




12. A. A route with a shorter distance; or











A route with fewer signals and stop signs; or
A route with more stores, service stations and restaurants
A route through more pleasant neighborhoods; or
A route with a shorter distance.
A route with less congestion and strain to driving; or
A route with fewer stop signs and signals.
A route with a shorter driving time; or
A route through more pleasant nei qhborhoods .
A route throuqh more pleasant neighborhoods; or
A route with more stores, service stations and restaurants.
18. A. A route with a shorter distance; or







A route with a shorter driving time; or
A route which you feel may be safer.
A route through more pleasant neighborhoods; or
A route with fewer stop signs and signals.
A route with less congestion and strain to driving; or
A route with shorter driving time.
181
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Next, I would like to get some information about a recent shopping trip which
you made for such things as clothes, small household appliances, or other
household needs.
49a. Have you used the bus to go shopping during the past week?
Yes go to question 51
No go to question 49b
49b. Have you taken a shopping trip in which you drove yourself ?
Yes go to question 51
No go to question 50
Tell me then about your most recent shopping trip for clothes, small house-
hold appliances, or other household needs, in which you wenl in a private
auto.
Who was driving:
Husband Wife Other Male Other Female
How many people altogether went on this trip?
What day was this trip made? (day and date)
What in general were you shopping for ?
Where did you go to do your shopping? Check one.
downtown Indianapolis
downtown (other incorporated areas)
neighborhood shopping center
local or "corner" store
What are the names of the two streets which meet nearest the place where you
did your shopping?




How long did it take you to get to that location? min.
Considering such things as the time of day, the means of travel available io you,
the weather, or other things which may influence you in deciding where you might
shop, why would you say that you chose to go where you did, to do your shopping
this time?
Probe: I see, is there anything else?
Did you actually shop at more than one store at this location?
Yes No
a. m.
What time of the day did you start this trip? p. m.
Would you have preferred to go at a different time of day?
Yes No Skip to question 62
a. m.
6 la. What time would be better? p.m.
61b. Why would that be better?
Would you consider shopping at any other places to obtain the items you wanted
when you first decided to go shopping?
Yes No Skip to question 63
62a. Would any of these alternatives have been closer to home?
Yes How many? No
62b. How long would it have taken to get to the nearest place where
you could have obtained the goods you were shopping for?
minutes
19
Interviewer: If respondent is talking about a trip made by bus, skip to
question 67
63. How long did it take you to find a place to park once you got to your destination ?
Less than a minute 1-2 minutes 2-3 minutes
3-5 minutes More than 5 minutes
64. How much did it cost you to park? £
65. Would you prefer to make your shopping trip by bus?
Yes No Go to 6 6
65a. Why is that?
66. Could you have made this trip by bus to the place where you shopped?
Yes No go to question 7 1
66a. How long do you think it would take you to get there il you
went by bus? minutes
SKIP TO QUESTION 7 1
The following questions apply to those who used the bus for this trip.
67. At the time that you made this trip was there a car available which could have
been used to go shopping? Yes No skip to question 6 8
67a. Why did you choose to use the bus instead of going by car?
68. Would you have used a different means of transportation if you had gone a(
a different time of day? Yes No skip to question 69
a.m.
68a. What time of day would that have been? p.m.
68 b. How would you go then?




69. Would you have preferred to shop someplace else if you could have gone there
at the time of day you made this trip? Yes No
7 0. Could you tell me please how long you think it would take to get to the place
where you shopped if you had gone by private auto? minutes
71. Now, I have another list of items which people might give as reasons which are
important to them in choosing where they will go to do their shopping. Please
indicate how important each of the items is to you when you decide where to
shop? The range of values is the same as before. 1 indicates the item ii very
unimportant, 7 indicates the item is very important.
21




A. to go in an area of town you are
familiar with? 1234567
B. to go where you can walk around
and shop at several stores? 12 3 4 5 6 7
C. to go where there are many employees
to help you? 12 3 4 5 6 7
D. to go where there is a wide selection
of items to choose from? 12 3 4 5 6 7
E. to go where you can make the trip
in the shortest time? 12 3 4 5 6 7
F. to go where it costs less to park? 12 3 4 5 6 7
G. to go where many other people do
their shopping? 12 3 4 5 6 7
H. to go to places where the roads
are not congested? 12 3 4 5 6 7
I. to go where you don't have to
walk far after you get off the
bus or out of the car? 12 3 4 5 6 7
J. to go where you can easily return
home? 12 3 4 5 6 7
K. to go where you can ride to
several other stores at
different locations? 12 3 4 5 6 7
L. To go where you can quickly
find a place to park? 12 3 4 5 6 7
(Please Continue on Next Page)
M. to go where the cost of travel
is less?
N. to shop as close to home
as possible?
to go where the stores and














72. The trips which we have been talking about indicate to us how much demand
for transportation, families like yours have. Now I would like to know what
changes might have occurred in your life and the area and how these changes
affected your travel. I will read you a list of items which may be changes
which have occurred in your household or in the community over the last
seven years. Would you please tell me which of the following items are
changes which you have experienced during this time.
INTERVIEWER:
1. Read through the list of items, checking those which
respondent indicates have changed.
2. For each item checked in the list, ask the respondent,
in your own words, how the change affected the amount
the members of the household travel.
For example: "Would you say that because of the change
in (Head's) job status, the amount the family travels by
auto in the urban area has increased, decreased, or did
not change.
3. Repeat the series of questions of (2) for changes in travel
in the urban area by public transportation (bus).
73. Were there other changes which have occurred which affected the amount
you travel?




Changes Amount of Travel in Urban area by:
(Check if Automobile Public Transportation
Change
occurred) Cw
In creased Decreased Did Not
Change
Increased Decreased Did not
Change
Job Status of Head
Work Location of Head
Number of autos owned
by Family changed
Marital Status



















74. Finally we would like to get your opinions about how you feel about your travel
in the area. For each statement circle the 1 if you strongly disagree and the 7
if you strongly agree with the statement. If your feelings lie somewhere in
between, circle the number which best describes your feelings.
Strongly Strongly
Disagree Agree
Travel on urban streets is
difficult
I can leave to make a trip about
any time I like
It is difficult to get to the places
I would really like to go.
I find it relaxing to get out and
take a trip in the area
I don't worry too much about
having an accident when I
take a trip
I don't generally worry about
how much it costs me for
travel when I decide to make
a trip
I would rather stay at home than
be in the crowd of people that
are out on the road
13
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In order that we can tell how different families differ in their needs for
transportation, and to determine some other information which we do not
know from the 1964 study, I would like to ask you some final questions.




How many children were there in this household in 1964?
How many licensed drivers were there?
HAND RESPONDENT FORM HI-
5
Here is a card showing income ranges. Which code shows
most closely what your family income is now before taxes?
Code Number
e. How many miles did the family drive last year?
Miles
f. How many of these miles would you say (head) drove?
Miles
INTERVIEWER: Return to Question Number 1 and complete the
data in columns 7 through 9.
191
FORM III -5 INCOME RANGE CARD
CODE WEEKLY MONTHLY YEARLY
1 $ 0- 77 $ 0- 333
* 0- 3,999
2 77- 96 333- 417 4000- 4,999
3 96-115 417- 500 5000- 5,999
4 115-135 500- 583 6000- 6
, 9 9 9
5 135-154 583- 667 7000- 7,999
6 154-192 667- 833 8000- 9,999
7 192-231 833-1000 10,000- 11 ,999
8 231-289 1000-1250 12,000- 14,999
9 289-341 1250-1500 15,000- 17,999
10 341-455 1500-1999 18,000- 23,999
11 455 + 2000 + 24,000-*
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Purdue University





ND'ANA STATE HIGHWAY COMMISSION
Dear Householder:
The Joint Highway Research Project of Purdue University
is conducting a survey in cooperation with the Indiana State
Highway Commission. The purpose of this survey is to learn
more about the travel needs and experience of the people in
the Indianapolis area.
Your household has been selected from a listing of
households that were interviewed in a similar survey in 1964.
One of our representatives will call on you in a few days.
The facts that you give us will be used to plan for the
future transportation needs of the people in the Indianapolis
region. The information you give will be treated strictly
confidential and will be used for statistical purposes only.
In order to get the most accurate information, each
member of your family is asked to record on the enclosed forms
all of the trips which he or she makes on
Please follow the sample form on the back of this letter.
Our interviewer will call you and arrange a time to
collect the information on your trip reports and ask some
other questions about the trips you make in the area. We
hope you will welcome the interviewer and the opportunity
to provide information which will help plan for our trans-
portation needs.
Yours truly,
J. F. McLaughlin, Director
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The head of household drove to the bus
stop and took a bus to work. At noon,
he took a taxi to lunch but walked back
to work. After work, he took a bus to
vhere hie car was parked and drove home.
APPENDIX B




HOUSEHOLD TRIP PRODUCTION RATES
The tables in this appendix give additional character-
istics of the head of household and the average number of
home based trips reported by the 357 households observed in
this research. The trip reports are for 1964 and 1971 and
are reported for family size, auto ownership, and income
stratification.
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TABLE Bl EDUCATION OF RESPONDENTS
l)Eigth grade or less
2)Two years of High School
3)High School Graduate



















Number in Percent in
Age Group Age Group
Less than 35 22 6
35 to 44 59 17
45 to 54 115 33
55 to 64 95 27
65 and over 66 19




Married with school age
children 54 43
Married without school age
children 36 39
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CHARACTERISTICS OF WORK TRIP AND SHOPPING TRIP
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APPENDIX C CHARACTERISTICS OF WORK TRIP AND SHOPPING TRIP
This appendix provides a summary of the data which was
obtained in the unstructured section of the questionnaire.
These questions were directed to differentiate between tra-
vel behavior of the respondents for the work trip and a
shopping trip. In addition, the summated rating technique
(Question 74) which was used to evaluate differences in
trip production for individuals with different attitudes
towards travel, is discussed.
The work trip questions were directed to determining
modes of transportation, trip length and cost character-
istics. The shopping trip was investigated in somewhat
greater detail with an interest in obtaining information
about the "why" of travel choice. Time of day, mode of
travel, length of trip, and reasons for selecting the partic-
ular destination were given special consideration.
For each trip purpose there was an interest in distin-
guishing characteristics of respondents by mode of travel
selected, however, the use of bus transportation by the
respondents was too small to make anything other than gen-
eral summarizations. The average number of reported vehicu-
lar trips per household was 9.31« About three percent of
these trips, or 0.25 trips per household, were on the city
or suburban bus lines. Moreover, these trips were generated
from only 48 households of the 357 in the survey.
Lack of use of public transportation can not necessarily
be attributed to lack of availability of the service in the
areas in which these single family residences were located.
Table CI provides information which indicates the avail-
ability of public transportation service to the households
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of this survey in terms of distance to the bus line. Over
60$ of the households are within three blocks of a city or
suburban bus line. When the respondents were asked if
there was a location where they could catch a bus, 81$
indicated such an opportunity existed. However, of those
indicating this opportunity, only fifty percent knew the
frequency of service at the time the head of the household
left for work. Thus, even though some service is available,
a large percentage of the households in the study did not
consider this transportation as a viable alternative j many
were not even aware of the frequency of service provided.
TABLE CI DISTANCE TO BUS STOP FOR SURVEY HOUSEHOLDS
Number of Blocks (n)
to Bus Stop


















Summary of Work Trip Characteristics
A total of 362 completed forms were obtained with infor-
mation about the trip to work (Form 3A of Questionnaire.)
The dominance of automobile usage is indicated here as only
13 workers always use the bus to get to work, while 8 others
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trade off between bus and private auto. Workers were gener-
ally satisfied with the mode of transportation used to get
to work. Although about 2$% of the bus users would prefer
to go by car, this represents only a total of three workers.
The length of the work trip varied according to the
occupation and sex of the worker and the relative access-
ibility of the residential location of the worker. The
joint affect of occupation and sex is exhibited by the data
in Table C2. Managers, salesmen and craftsmen reported
greater work trip lengths than the average of all occupa-
tion groups, while the trip length of the professionals was
near the average of all groups. There was a degree of
correlation between the trip length and the income range of
the occupational groups. Each of the four groups whose
journey to work is equal to a greater than the average,
also report average incomes above the average of all groups.
The remaining occupational groups report lower than average
trip lengths and lower than average income. In all occupa-
tional levels, females consistently report a shorter journey
to work.
Table C3 shows the effect of accessibility on work trip
length. Since accessibility was originally defined as a
relative accessibility to employment centers, one would
expect that as the residential location becomes less access-
ible to employment centers the journey to work should in-
crease in length. This was clearly the case for the house-
holds in the study.
Characteristics of the Shopping Trip
Table C4 provides a summary of the distribution of the
shopping trip destinations for three modes of travel. By
far the greatest percent of the trips were destined to
neighborhood shopping centers. Only 13 percent were directed
to the Central Business District of Indianapolis. Approxi-
mately fifty percent of the trips to the CBD were by bus
202





















































dumber of observations in parentheses
'Less than 5 observations
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TABLE C3 AVERAGE WORK TRIP LENGTH FOR VARYING LEVELS OF
ACCESSIBILITY
Accessibility Levels
.010 .070 .14-0 .210 .280 .350
to to to to to and
.069 .139 .209 .279 .3^9 up
Length of work trip 12.67 IO.69 8.67 7.08 5.15 5.0
Number of Observations 6 44 103 122 62 25
passengers. Twenty-two of the 27 bus trips, or 82 percent,
were reported by females. In addition, only four of these
trips were made by licensed drivers, indicating the high
degree of captive ridership for the respondents using the
transit system.
The average reported trip length of female shoppers
was 3«7 miles, while males traveled 4.2 miles to shop.
Reason for Selecting Shopping Location
The respondents were asked to indicate the reason or
reasons for selecting the shopping location which they
chose for this particular trip (Question 58). Table C5 is
a summary of these unstructured responses. The summary
indicates the importance of shopping at a close and conven-
ient shopping destination. Unfortunately, in the free re-
sponse form, the meaning of convenience is not defined and,
although the interviewer was asked to probe for other rea-
sons for the selection, the respondent provided insufficient
detail to determine the respondents definition of conven-
ience. It would be impossible to state whether convenience
was related to ease of travel to the location, ease in find-
ing a parking location, or say, convenience of service pro-
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TABLE C5 REASONS FOR SELECTING SHOPPING TRIP DESTINATION
Reason for choice Number of Percent of Respondents





(or sale) 65 19
Had other business
in area 40 12
Could shop at several
stores 26 8




* Since respondents could cite more than one reason for
selecting their destination, the percentages do not add to
100 percent.
The respondents seldom directly stated a reason for
their choice which was a direct factor of the quality of the
transportation system or traffic flow. However, when the
respondents were asked to consider whether a different time
of the day would have been preferred for the trip, the
effects of traffic become more prominent. Nearly twenty
five percent of the respondents who would have preferred a
different time to make the trip indicated they would prefer
to make the trip at a time when there was less traffic. The
conditions within the shopping development itself though,
were more important as nearly one-third of the respondents
indicated the stores would be less crowded if they could
have gone at the preferred time.
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In general* the respondents were satisfied with the
time of day for travel as only 15 percent would prefer an
alternate time. Those starting their trips between 3t00 P.M.
and 4:00 P.M. indicated the greatest desire to make the trip
at an alternate time; forty percent of these individuals
would have preferred another time of day. Irrespective of
the actual time of start, 80 percent of those preferring an
alternate time would like to have started the trip earlier
in the day.
A Summated Rating for Relating Individual's Attitudes
to Rate of Trip Production
A summated rating scale was used to obtain a measure of
individual's psychological values which might be related to
his inclination or desire to travel. It is felt that, in
addition to economic considerations such as income and auto
ownership, the individual's attitudes towards travel would
also help define variations in travel behavior. For example,
respondents who agree with a statement that "it is relaxing
to get away from the house and travel" may tend to make more
trips than an individual who disagrees with the statement.
The measures selected to describe the travel characteristics
which might arise in an individual's psychological field are
given in the questionnaire, (Appendix A, Question 74). These
descriptors are repeated in Table C4 along with the average
response value for each statement. The scales were esta-
blished such that a respondent more inclined to travel would
have a higher socre than a respondent less inclined to travel.
In the presentation of the statements, however, some of the
statements (numbers one, three, and seven) were worded such
that a low score would indicate higher travel inclinations.
Then, during coding, the score values were reversed for
these statements. The total score for all items is a compos-
ite measure of the individuals attitudes.
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TABLE C6 SUMMATED RATING SCALE ANALYSIS FOR RELATING
INDIVIDUAL ATTITUDES TO TRIP PRODUCTION
Statement
Numerical rating indicating
degree of agreement with
statement a
Travel on Urban Streets is
Difficult.
I can leave to make a trip
about any time I like.
It is difficult to get to the
place I would really like to
go.
I find it relaxing to get out
and take a trip in the area.
I don't worry too much about
having an accident when I
take a trip.
I don't generally worry about
how much it costs me for
travel when I decide to make
a trip.
I would rather stay at home
than be in the crowd of










Maximum possible score is 7. A higher score is taken to
represent a higher inclination to travel.
* These items were reversed scored before computing average
(Average score = 8 - Reported score)
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The average values were noted to be very close to a
neutral opinion (scale value of k indicates the neutral
position) for each of the individual statements and for the
composite measures. The composite score of a persons atti-
tude towards travel exhibited a linear correlation with the
respondents trip production of 0.15. This composite mea-
sure, as defined by the selection of statements in this
study, was not considered a successful measure to differ-
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