Abs/mcl-In situations where processing memory is limited, the Su'pport Vector Machine quadratic program can be 'decomposed into smaller sub-problems and solved sequentially. The convergence of this method has been IJroyen previously through the use of a counting method.
1.. INTRODUCTION
The Support Vector Machines (SVM) developed by Vapnik [1] has been shown to be a powerful supervised learning tool for pattern recognition problems. The data to be classified is usually written as: 8 = {(Xl, yd, (X 2 ' Y 2 ) ... (xn' Yn)} Xi E �m Yi E {-I, I} (1 ) . The SVM formulation is essentially a regularized minimiz,ation problem leading to the use of Lagrangian Theory and quadratic progranmling techniques. The for mulation defines a boundary separating two classes in the tonn of a linear hyperplane in data space where the dis tance between the bOlUldaries of the two classes and the hyperplane is known as the margin. The idea is further extended for data that is not linearly separable; where it is first mapped via a nonlinear function to a possibly higher dimension feature space. The nonlinear function usually defined as ¢(x) : x C �" --> �m, n < < 'm is never explicitly used in the calculation. We note that maximizing the margin of the hyperplane in either space is equivalent to maximizing the distance between the class bOlUldaries.
The following dual problem expressed solely in terms [{(X;,Xj) =< ¢(xi),¢(Xi) >
The trained classifi er then has the following fonn: assumption is that the rate of convergence is proportional to the rate of improvement to the objective function [9] .
In this initial investigation, we examine the con vergence of the decomposition method using stabilIty analysis. We fi rst model the optimization process as a dynamic system governed by a vector differential equa� tion. give a similar resuIt to (5). . Direct minimization of (6) on the feasible region defined by the sub-space Dp can be done by finding the stationary gradients. This naturally results in the Newton method. However, one can employ other update methods as long as one is careful to ensure the updated variables remain in Dp e.g. [12] . The nature of our problem simplifies this considerably because we have "111-inequality constraints which define Dp. We first write the decomposed sub-problem as: 
subj ect to:
where the augmented vectors corresponding to the work ing set is:
Since Ct8 is treated as "static" the general gradient vector is:
The elements of the gradient vector cOlTesponding to the "static" variables are zero as expected. The Hessian matrix is then:
OT a' * p (9) and 0 represents a matrix of zeroes of appropriate size.
The update rule for the variables is then found by setting the gradients to zero as follows:
This form is meant to show that 0:. remains unchanged but is difficult to compute directly since the composite
is Singular. However, if we remove the rows and columns corresponding to 0:8 in (8) and (9) we obtain respec tively the augmented gradient vector corresponding to the working set variables:
as -e�
The unconstrained update rule is then : a ,t+l= o.,t -1I-1 vl
We assume that HI' is non-singular which should hold as long as the kernel function is positive definite. The unconstrained update rule (12) is clearly Newtonian. All that remains is to ensure that the updated variables re main in Dp which can be done simply by restricting 1hem
to the bounds of the inequality constraints should they overstep the botmds. The constrained updated multiplier
In l13] we pwposed the variable T p (i) to account for potential Ol'f'rstf'p i.e. if the iteration step causes the i-th updated variable to exit the bounds. We also define the quantity dp(i) as the distance of the i-th variable to either 6� =iV!(v�, T;,)
After further algebra we retrieve the required result:
III. STABILITY ANALYSIS OF THE DECOMPOSITION

METHOD
In order to analyse the stability of the decomposition method, we examine the change in the gradients, v1' and the potential overstep, T' p of an arbitrary sub-problem.
There afe several feasons for this choice; the fi rst is due to the fact that the gradients !<)f]n the KKTconditions of the constrained minimization problem and the analysis becomes mathematically mcc in temlS of these variables.
A. Modelling decomposition as (/ d.Fl1amic system
We attempt to investigate the change in gradients when a sub-problem is solved through a number of iterations.
We denote T as the duration llf the iteration process or horizon of the dynamic system in control theory. The change in gradients .is defined as: 
=IIp(-H ; I V;, -T'p) =-\'� -H pT'Jl
Dividing both sides by an iteration· step tH , we get:
This is a discretized vector dlfferenttal equation where we take r5t = 1. Now let us assume that the horizon of the iteration is long or T is very large compared to an iteration step so we have:
. 6v� dV;, ,
The optimization of. a sub-problem has now been mod elled as a first order dynamic system governed by the following vector dilTerential equation:
The second order dynamic system can be found simply by differentiating with respect to time, t giving us: 
The potential energy is then the nOmJ or the length of the potential energy vector defined as:
We now define the energy of the system, E(v�, ?t) as the sum of kinetic and potential energy as follows:
Using the definition in (14) and (19) this simplifies as follows:
This shows that the energy of our dynamic system is equivalent to the change in the obj ective function during optimization and further analysis on the syst em will have a direct correspondence to the iteration process itself.
B. Lyapunov's direct method .lor strlbili(y Lyapunov's direct method is generally applied to in vestigate the asymptotic stability of equilibrium points in a dynamic system. We review without proof Lyapunov's direct method in the following theorem which can be found in various forms e.g. [t 4]-[ t 6]. Detailed proofs can be found in the references. 
is from a family of first-order differentiable functions with f(xo) = O.
. If lAx) :::; 0 for all points xED then Xo is a stable equilibr ium point.
II. If L(x) < 0 for all p oints XED and in a neighbourhood of Xo then Xo is an asymptotically
iii. If L(x) > 0 for all points xED and in a neigh bourhood of Xo then Xo is an unstable equilibriwn point.
Here [(x) is the time dcrivative of the Lyapunov function L (x). In order to extend the results of the the orem above to our dynamic system of vector differential equations let us suppose we have the system:
Let us select a Lyapullov function having the matrix quadratic form:
where x E 1R 2 " and Q is a 217 x 2n matrix. Differentiating with respect to time, we get the following: Conversely we could have written Theorem 3.1 in the negative sense and reverse the order of the inequalities.
Nevertheless. we write our choice in the matrix quadratic form as follows:
The derivative of x with respect to time, r is found using (19) and (l4) to give:
where Ip is the identity matrix of appropriate dimensions.
We now compute B as follows:
--Ip HI'
The matrix B in (26) is negative semi-definite if the sub-matrix Hp is positive semi-definite or the kernel functi on selected is positive semi-definitc. According to Theorem 3.10) the sub-system defined by the ditTerential equation (20) has a stable equilibrium point at the origin. If the kernel function is positive definite then the system has an asymptotically stable equilibrium point.
Otherwise, the system is unstable. Fw·thermore, at the equilibrium point the energy of the system is zero which corresponds to zero change in the objective function as expected at convergence. It is not too difllcult to exte nd this to the entire problem by viewing it as a larger system composed of smaller sub-sy stems The problem is solve d when this system reaches equilibrium which is equivalent to all possible sub-systems achieving equilibrium. Now since we have shown that an a rbitrary sub-system is stable depending on the choice of kemel function, and if all sub-systems achieve equilibrium. then by logical arglUTIent the entire system will be stable. In optimization sense, the main problem converges when solved by this form of decomposition.
IV. DISCUSSION
We have presented a convergence result for the de composition method using stability analysis of dynamical systems. The analysis has been generalized in the sense that it can be equivalently applied to other Support Vector Machine models e.g. regression which are also constrained optimization problems. It is interesting to note that our previous notion of potential overstep has an ana logous energy interpretation as shown by (22) which acts in the opposite direction of energy loss. In optimiution, we are generally interested in increasing the rate of convergence which translates to increasing the output of energy. This further reinforces our believe that taking into account the constraints when solving a sub-problem is a viable method for increasing the speed of the algorithm. In particular, we may want to select a sequence of sub-problems that minimize potential energy to maximize the energy loss.
In this work, the main assumption is that the duration T of the iteration is relatively large which in our opinion is valid since small T is of no interest to us when trying to lllcre(lSe the rale of convergence. However, it would be interesting to investigate sub-systems that are near unstable due to the choice ofworkmg set that causes B to be nearly positive definite or indefinite. The assumption made that all possible sub-systems arc stable thus applies only to well behaved problems. Furthermore, the systems mode] we derived is coupled and the effects of coupling on the rate of convergence is also another question of interest. In short, the dymlmics of a sub-system atlects the states of all the other sub-systems and is worth studying further in order tll strengthen the co nvergence result.
v. CONCLUSION
In this work, we modelled the decomposition method using a Newtonian update as a second order dynamic system. The vec tor ditTerential equations are written in terms of the gradients of the sub-problem and the potentia] of overstep, We then showed that the change in objective function has a direcl analogy with the energy of the dynamic system. The system was then shown to be asymptotically stable through the use of Lyapunov's direct method provided all possible sub-systems were asymptotically stable. Stability of the system is then taken to mean convergence of the optimization method.
