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Abstract: The behavior of photons is controlled by quantummechanics, not as deterministic as
classical optics shows. To this end, we defined a new statistic Z , which is equal to the variance
minus the expectation or mean. Then, we established a statistical model for imaging systems
and obtained three fundamental imaging formulas. Among them, the first formula is entirely
consistent with the classic convolution equation. The second and third ones link the Z quantities
of the object and noise elegantly with the Z image and covariance image, revealing new laws.
Consequently, besides the flux density, the Z quantity of an object is also imageable, which
opens a new realm for imaging systems to explore the physical world.
© 2020 Optical Society of America
1. Introduction
In classical optics, the behavior of photons can be described by deterministic waves [1], while
the actual situation is that quantum mechanics should depict the act of photons. Therefore, We
need a statistical model based on quantummechanics to describe an imaging system completely.
For a shift-invariant imaging system, in discrete cases, the classical optics would represent
the system by the following convolution equation [2]
I(k) =
J∑
j=−J
O(k − j)p( j) + N(k), (1)
where O is the object, p is the Point Spread Function(PSF), I denotes the observed image, N
denotes the noise. And, k − j represents a position on the object plane, and k represents a
position on the image plane.
A more general imaging system needs a modulation equation for representation, which is
shown in
I(k) =
J∑
j=−J
K(k, j)O( j) + N(k), (2)
where the shift variant kernel K(k, j) describes the properties of the imaging system.
Quantum optics originated from the photon correlation experiments completed by Hanbury-
Brow and Twiss in the 1950s [3, 4]. Later, Mandel proposed a semi-classical theory to explain
the photon correlation observed from conventional sources of light [5, 6]. Glauber developed a
fully quantum mechanical theory of photons in 1963 [7, 8]. Quantum optics points out that in
addition to the classical correlations, photons also have anti-correlations, corresponding to the
photon’s bunching and anti-bunching effects [9].
In this paper, we use some actual results of quantum optics to build a statistical model to
describe an imaging system fully. In this model, we treat the behavior of photons as a random
variable and the imaging process as a stochastic process controlled by the imaging device [10].
After that, we use statistical tools to derive the interdependence among the statistical features of
the objects, images, and noise.
In Section 2 of this paper, we describe the four essential elements of an imaging system, i.e.,
the object, the imaging device, the noise, and the observed images. In particular, we define a new
but reasonably simple statistic Z , which is equal to the variance minus the expectation or mean.
In Section 3, we establish the statistical model for imaging systems, present the fundamental
joint probability mass function, and derive the expressions of the mean image, variance image,
Z image, and covariance image. In Section 4, we present some numerical simulations which
demonstrate the inferences of the model. The final parts of the paper are the discussion and the
conclusions.
2. Four Elements of an Imaging System
To describe an imaging system in the traditional sense, what we need is the point spread function
(PSF) and the local noise. However, to describe an imaging system in a statistical sense, the
statistical characteristics of the object are indispensable, and the object is also an integral part
of the imaging system. Besides, the directly detected images are not our ultimate goal, but the
inputs for calculating statistical features.
In our statistical model, an imaging system includes four essential elements: an object, an
imaging device, noise, and a set of detected images.
2.1. Object
Fundamentally, an object will generate stochastic photons according to quantum theory. Without
loss of generality, we consider a one-dimensional discrete object model, where the number of
photons generated per unit time at position k can be represented by a random variableO(k). The
expectation of O(k) is O(k), and the corresponding variance is σ2
O
(k).
The Mandel Q Parameter [11] defined by Q(k) = σ2
O
(k)/O(k) − 1 can indicate the type of the
object. If Q(k) = 0, it refers to a coherent source that obeys Poissonian statistics. A laser is such
a kind of source which yields random photon spacing. If Q(k) < 0, it refers to sub-Poissonian
photon statistics, which is a photon number distribution for which the variance is less than the
mean. A single atom that emits anti-bunching photons is a typical example. If Q(k) > 0, it
refers to super-Poissonian photon statistics. A thermal light field yields bunched photon spacing,
and the variance is larger than the mean.
Here, we define a new statistic Z , which is equal to the varianceminus the expectation or mean.
For the object region, neglecting its position k, we have ZO = σ
2
O
− O, or equally ZO = OQO .
The Z quantity can also be applied to the image and the noise, and the corresponding definitions
are ZI = σ
2
I
− I = IQI and ZN = σ2N − N = NQN . In Section 3.4, we will see that ZO, ZI and
ZN can be linked by a single imaging formula.
2.2. Imaging Device
An imaging device will redistribute the input photons to the image plane, which is controlled
by a PSF or more generally a modulation kernel, as mentioned in Equation 1 and 2 in Section 1.
Let’s consider a discrete one-dimensional PSF p( j), where j ∈ {−J, . . . , J} is the pixel position.
p( j) is the probability that an input photon from position 0 on the object plane would fall at
position j on the image plane . All p( j) ≥ 0, and ∑ p( j) = 1.
If there are n input photons, and the random variables X( j) indicate the number of photons
recorded on pixel j, then the vector X = {X(−J), . . . , X(J)} follows a multinomial distribution
fm(x, n, p) = fm(x(−J), . . . , x(J), n, p(−J), . . . , p(−J)) = Pr(X(−J) = x(−J), · · · , X(J) = x(J))
whose properties are listed in Table 1 [12]. It is important to show that while n input photons
are independent, their outcomes X( j) are dependent because they must be summed to n.
2.3. Noises
There are several sources of noise in images obtained by CCD or CMOS detectors [13]. The
first one is readout noise, which is generated by the on-chip output amplifier. This noise can be
Table 1. The properties of a multinomial distribution.
Property Description
Trials n > 0 (integer)
Probabilities p( j), j ∈ [−J, J], ∑ p( j) = 1
Variables x( j) ∈ {0, . . . , n}, ∑ x( j) = n
PMF n!
x(−J)!· · ·x(J)! p(−J)x(−J) · · · p(J)x(J)
Mean E(X( j)) = n p( j)
Variance Var(X( j)) = n p( j)(1 − p( j))
Covariance Cov(X( j), X(k)) = −n p( j)p(k), ( j , k)
reduced to a few electrons with the careful choice of operating conditions. The second one is
the dark current, which is caused by thermally generated electrons in the detector and can be
minimized by cooling the detector. The third one is photon shot noise, which is a fundamental
property of the quantum nature of light.
In this paper, we only treat readout noise and dark current as of the local noise, which mainly
originates from detectors and is independent among pixels. The photon shot noise, coming from
the object and the imaging device, is actually a signal.
2.4. Images
A list of images on the same scene with identical parameters, such as gain and exposure time,
etc., provide much more information than just one image and are capable of doing statistics. For
example, the variance of photon numbers on a pixel indicates the fluctuated level. Furthermore,
the covariances between a pair of pixels would uncover the relationship among all pixels in the
detector. One image, on the contrary, is not enough for doing such statistics.
We should appropriately set the parameters like gain and exposure time. Otherwise, some
information will be lost, and statistics will be meaningless. For instance, small gain and
low fluctuation of photon number in a pixel will expunge the statistical properties. If the
multiplication of the gain and variation of the photon number is less than one Analog-Digital
Unit (ADU), then the actual fluctuation in a corresponding digital image will be invisible.
3. Statistical Model
3.1. Joint Probability Mass Function
Random variables can express random trials, and their probability mass function (PMF) in a
discrete situation, or probability density function (PDF) in a continuous case, can adequately
describe the random trials. If an imaging process is considered as a random trial, then this trial
consists of two random sub-trials. First, an object region generates a certain number of photons
at position k; second, the imaging device projects these photons onto the corresponding detector
pixels, which is controlled by the PSF. These two sub-trials are independent of each other, so
the PMF of the imaging process is the product of the PMFs of the sub-trials.
Let random variable O(k) represents a segment of an incoherent discrete extended object at
position k, k ∈ [1,K], with PMF of s(n, k), where n denotes the number of photons generated
in an unit time. s(n, k) has properties that ∑∞n=0 s(n, k) = 1 and ∑∞n=0 n s(n, k) = O(k) where
O(k) is the expectation of O(k). The n photons at position k will be redistributed into the pixels
with positions in [k − J, k + J] of the detector on image plane. Random variables X(k) or
{X(k − J), . . . , X(k + J)} represent the count rates of photons on these pixels.
The joint PMF of O(k) and X(k) is the product of s(n, k) and fm(x(k), n, p), as described by
following expression
(O(k), X(k)) ∼ s(n, k) fm(x(k), n, p). (3)
Let l = k − j, k ∈ [1,K] and j ∈ [−J, J] and we are interested in the statistical relationships
among X(l), O(k) and p( j), which can be deduced theoretically from the joint PMF as listed in
Equation 3 and Table 1.
Here, we pay special attention to the expectation, variance, and covariance of X(l) and connect
them to the relevant statistics of a set of observed images. In this paper, we only treat the scenario
where the source is uncorrelated, which means that the segments of the object are independent
of each other.
3.2. Mean Image
If we calculated the expectation of X(k) and set it equal to the mean of the images at position k,
i.e., E[X(k)] = I(k), we got the first fundamental imaging equation
I(k) =
J∑
j=−J
O(k − j)p( j) + N(k), (4)
whereO(k− j)was the expectation of the flux densityO(k− j) on the object plane, N(k) was the
mean of the noise N(k) on the image plane. Please see Subsection 6.2 in Appendix for detailed
derivation.
We can see that equation 4 is in exactly the same form as equation 1. This relationship is well
understood that if we use a unit exposure time, then the mean of a group of images is equivalent
to normalizing a long-exposure image.
3.3. Variance Image
If we calculated the variance of X(k), and set it equal to the variance of the flux of pixel at
position k, i.e., Var[X(k)] = σ2
I
(k), we got the following equation
σ
2
I (k) =
J∑
j=−J
[
O(k − j)p( j) + ZO(k − j)p( j)2
]
+ σ
2
N (k) (5)
where ZO(l) = O(l)QO(l) = σ2O(l) − O(l), l = k − j is the Z quantity of the object, and
QO(l) = σ2O(l)/O(l) − 1, l = k − j is the Mandel Q parameter of the object at position k − j,
σ
2
N
(k) is the variance of the noise. The detailed derivation was listed in Subsection 6.3 in
Appendix.
A variance image consists of three parts. The first part, since incident photons randomly
distribute on the image plane controlled by the PSF, is the convolution of the expectation of the
object and the PSF, which is entirely consistent with the first part of Equation 4. The second
part is unique, it is the convolution of the Z quantity of the object and the square of the PSF. The
third part is the contribution of the noise.
3.4. Z Image
Subtracting Equation 4 from Equation 5, we get the second fundamental imaging equation
ZI (k) =
J∑
j=−J
ZO(k − j)p( j)2 + ZN (k), (6)
where ZI (k) = I(k)QI (k) = σ2I (k)− I(k) is the Z image, ZO(l) = O(l)QO(l) = σ2O(l)−O(l), l =
k − j is the Z quantity of the object, and ZN (k) = N(k)QN (k) = σ2O(k) −O(k) is the Z quantity
of the noise.
Comparing Equation 6 with Equation 4, we find that the Z quantities of the object, noise,
and image also satisfy the imaging equation in the form of convolution. The only difference is
that the convolution kernel is changed from p( j) to p( j)2. Equation 6 leads to a result that the
total amount of Z of the object after imaging is not conserved and may be reduced because of
0 ≤ p( j) ≤ 1.
The good news is that the resolution of the Z image will increase while reducing the sidelobe
level. For example, for a Gaussian PSF, the resolution of the Z image will increase by a factor
of
√
2. For an imaging device with a circular aperture, the PSF is an Airy function [14], and the
corresponding resolution of the Z image can increase by a factor of 1.39.
3.5. Covariance Image
If we set Cov(X(k), X(l)) as the covariance between X(k) and X(l), and let it equals to the co-
variance of a pair of pixels at positions of k and l on image plane, i.e. CI(k, l) = Cov(X(k), X(l)),
we have the third fundamental imaging equation
CI(k, l) =
J∑
j=−J
ZO(k − j)p( j)p(l − k + j) (7)
where ZO(k − j) is the Z quantity of the object. Please see Subsection 6.4 in Appendix for
detailed derivation.
If ZO(k − j) = ZO is constant around position k, then we have
CI(k, l) = CI(l − k) = ZO
J∑
j=−J
p( j)p(l − k + j). (8)
For an isolated point object at position k, we have
CI(k, l) = CI(l − k) = ZO(k)p(0)p(l − k). (9)
The above two formulas show that after obtaining the covariance image, we can use either a
point source or a locally flat extended source to estimate the PSF of the imaging system, and at
the same time, calculate the corresponding Z value.
A covariance image is not only free from noise but also provides more information about the
object and PSF. In a mean or Z image, each pixel has only one value. In a covariance image,
however, each pixel has a curve (one-dimensional imaging) or an image (two-dimensional
imaging). This curve or image is closely related to the structure of the object as well as the PSF.
4. Simulations
4.1. Description of the Simulations
In the simulations, we use a discrete Gaussian PSF in pixels, with parameter σ’s value of 3.0
pixel, and the full width at half maximum (FWHM) is about 2.3σ = 6.9pix (see the top right
sub-figure in Figure 1 ). The object, with a length of 128 pixels, is divided into two parts, namely
the foreground and the background. The foreground contains a point source, two sets of dual
sources with different spacing, and an extended source; the background is constant (see the red
vertical line in Figure 1). The flux density of the point source at position 64 is 500 counts/sec.
The leftmost dual sources have positions of 21 and 28 respectively, with the spacing of 7 pixels
and the flux density of 250 counts/sec. In the classic convolution image, these dual sources can
be resolved (see the solid black line in Figure 1). The dual sources further to the central point
source have positions of 46pixel and 51pixel, respectively, with the spacing of 5pixel and the
flux density of 300 counts/sec, which is not distinguishable in the convolution image. In the
right half of the area, from 81pixel to 113pixel, there is an extended source. Its flux density is
a sinusoidal structure with an average of 30 counts/sec and an amplitude of 5 counts/sec. The
background has a constant flux density of 10 counts/sec, with MandelQ parameter of QB = 0.2.
The foreground’sQ parameters QF are set up −0.2, 0.0, and 0.2.
The steps to obtain a sample image are as follows: First, if the expectation of the flux density
of the object at position k is O(k), then we perform a Poisson sampling to obtain a sample with
value of s(k), and transform the value of the sample as follows: sa(k) = α(s(k) − O(k)) +O(k),
where α =
√
1 +QO and QO is the Mandel Q parameter of the object. The random variable
sa(k) represents an object region with the expectation of O(k), and the Mandel Q parameter
of QO. Secondly, sa(k) photons redistribute into the pixels with position k − j, j ∈ [−J, J] on
the image plane, controlled by a multinomial distribution associated with the PSF. Such dual
sampling operations are performed on each object region O(k), and the accumulated photons or
signal at pixel k is denoted by S(k). Finally, we add a local noise that is uncorrelated with the
signal and has an expectation of 5 counts/sec (see the blue dash-dotted line in Figure 1 ) and Q
parameter of QN = 0.1.
The statistical results from a list of observed images include the mean image, the variance
image, the Z image that represents the difference between the variance and the mean image,
and the covariance image. We primarily focus on the Z and covariance images. The Z image
can reveal the structures of objects with a non-zero Q parameter and the Q value of the local
noise. The covariance image reflects the correlation between a pair of pixels. After obtaining a
conventional covariance image, we subtract the mean image from its diagonal values or replace
themwith the Z image. The corrected covariance image in this way can reveal more information
about the object and can separate the background of the object from the local noise.
4.2. Results
Figure 2 shows three mean images, as well as the convolution image for comparison. The results
verify the inference in section 3.2 that a mean image approaches the classic convolution image.
The difference between them (see the zoomed-in area in the upper right sub-figure), due to a
limited number of samples, becomes smaller as the number of sample images increases. Also,
the results show that there is no significant difference between mean images, even if the object
and the local noise have different Q parameters.
Figure 3 shows a set of variance images and corresponding Z images. We can see that the
variance and mean images are roughly similar in structure. However, when the Q parameters
of the object and noise take non-zero values, there will be a significant difference between the
variance image and the mean image. The Z image (the upper part of Figure 3), obtained by
subtracting the mean image from the variance image, can reveal the structure of the object and
the characteristics of the noise. As pointed out by Equation 5, the resolution of the Z image is
indeed higher than that of the mean image. For example, the dual-source structure at positions
46 and 51 cannot be resolved in the mean image but can be clearly resolved in the Z image.
Combined with the mean image, the Z image can also be used to calculate the Q parameter of
the object quantitatively. However, in the Z image, the background part of the object is still
coupled with the local noise and cannot be distinguished.
The corrected covariance images, as shown in Figure 4, reveal more information about the
objects. Since the local noise does not correlate with each other, it appears as a thin line on the
diagonal on the covariance image. However, both foreground and background are modulated
by the PSF, which appears as a two-dimensional extended structure on the covariance image.
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Fig. 1. The object, PSF, convolution image, and a sample image of the simulations.
A set of red vertical lines represent the object whose flux corresponds to the left Y-
axis. The PSF is shown in the sub-figure in the upper right corner. A solid black
line represents the classic convolution image, a blue step line represents a randomly
sampled image, and a blue horizontal dashed line displays the local noise level. The
flux of the convolution image, sample image, and noise level correspond to the right
Y-axis.
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Fig. 2. Threemean images each calculated from 1000 sample images. TheQ parameter
of the local noise is QN = 0.1, and the Q parameter of the background in the object
is QB = 0.2. Regarding the Q parameter of the foreground in the object, we set three
different values, i.e., QF is -0.2, 0.0, or 0.2, corresponding to the blue, green, and red
dashed lines in the figure respectively. Also, the convolution image is shown in a solid
black line.
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Fig. 3. A set of variance and Z images. The number of sample images is N=1.0e+6.
TheQ parameters of the local noise and the background in the object areQN = 0.1 and
QB = 0.2 respectively. Regarding the Q parameter of the foreground in the object, we
set three different values, i.e., QF is -0.2, 0.0, or 0.2, corresponding to the blue, green,
and red dashed lines in the figure. The amplitudes of the variance images (bottom)
correspond to the scale of the left Y-axis, and the amplitudes of the Z images (top)
correspond to the scale of the right Y-axis.
Therefore, the structures in a covariance image directly reflect the Z-distribution of the object.
Combined with the mean image in Figure 2, the distribution of Q parameters of the object can
be further uncovered, and thus the physical characteristics of the object can be explored.
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Fig. 4. A set of covariance images. The number of sample images is N = 1.0e + 6.
The Q parameters of the local noise and the background of the object are QN = 0.1
and QB = 0.2 respectively. We selected three different foreground Q parameters: i.e.
QF = −0.2 (Map 1), QF = 0.0 (Map 2) and QF = 0.2(Map 3). We also chose 4 slices
at the positions of 48, 72, 64, and 96 in each covariance image, labeled as A, B, C, and
D and their covariance curves are shown in the corresponding 4 sub-figures.
The corrected covariance image can be used to estimate the Z quantities of the locally
invariable structure in the object and the local noise. First, find a position where the structure
remains constant locally on the covariance image, for example, like the slice C in Figure 4, and
extract the corresponding covariance curve. The central point of the covariance curve is the Z
quantity at that position, represented by Z(k), which may come from either the background of
the object or the local noise. Without this central point, Equation 8 can describe the rest of the
curve related only to the invariable structure. Through fitting, we can estimate the Z quantity
(ZB) of the background. After that, we subtract the ZB from the Z(k) and estimate the Z value
of the noise, i.e., ZN . If the Q parameter or the mean value N of the local noise is known, then
we can calculate the OB and QB of the background at the same time, by combining Equation 4.
The same method can be applied to point sources, such as slice B in Figure 4. Therefore, in
this statistical model, we can directly separate the locally constant background or point sources
of the object from the local noise with the help of the Z image and covariance image, although
they are mixed in the mean image.
5. Discussion
In the previous derivation and simulation, we only considered uncorrelated objects. Although
most physical objects are uncorrelated, there are also cases of correlated or partially correlated
objects. For correlated objects, the fundamental joint probability mass function, shown in
Equation 3, still applies, and Equation 4 describing the mean image is still applicable. However,
the corresponding formulas describing the variance image, the Z image, and the covariance image
need to be re-derived. We can also use numerical simulations to study statistical propertieswhen
imaging correlated objects.
In future work, we will also extend the statistical model to the general modulation imaging
process where the PSF is no longer shift-invariant, as described in Equation 2, to see what kind
of formulas would be suitable for the description. Similarly, numerical simulation will also be
a potent tool to explore the statistical properties of the model.
The intrinsic resolution of the Z image is higher than that of the mean image. If we exploit
the information provided by the covariance image, the resolution of the reconstructed object can
be further improved. How to use Equation 7 for such reconstruction will be one of the main
objectives in the future.
The photon bunching effects only occur when the time resolution is less than the coherence
time, which is usually in the order of picoseconds in the optical band. Therefore, we need
high-speed cameras with a time resolution of picoseconds. Assmann et al. redesigned a streak
camera and used it to measure the high-order photon bunching effects [15]. In addition, a
two-dimensional Electron-Bombarded CCD (EBCCD) [16–18]readout device can be used in a
picosecond electron-optical information system, which will be very useful for statistical imaging
systems.
In radio or microwave band, a receiver can simultaneously record the amplitude and phase
of the electromagnetic field. The received data can be used not only as an interferometer but
also as a radiometer, which will measure the visibility or flux density of an object, respectively.
Lieu [19] pointed out that the photon bunching effect would be used to improve the accuracy of
a radiometer. With the help of the results of this statistical model, imaging systems at the radio
band will provide new methods to estimate and mitigate local noises and interferences and pick
up some rare objects in complex scenes.
In many cases, the intrinsic coherence time of an object is short, maybe at the attoseconds
scale for X-rays objects. However, some astronomical objects, such as pulsars, have coherent
macroscopic variations in the order of milliseconds to seconds, from low radio band to high
γ-ray band. The statistical model proposed in this paper is also applicable to such macroscopic
coherent changes and is used to analyze the Z quantities and Q parameters of the objects as well
as local noises.
Combining the Z image, covariance image, and mean image, we could reconstruct the Z-
distribution and Q-distribution of the object, which are closely related to the physical properties
of the object. Consequently, this statistical model opens a new realm for imaging systems to
explore the physical world.
6. Conclusions
We established a statistical model for imaging systems and obtained three fundamental imaging
formulas. Among them, the first formula is entirely consistent with the classic convolution
equation, while the other two formulas reveal new laws. The Z quantity of the object, image,
and noise can also be linked with an elegant convolution equation. Also, the Z quantity of
the object and the covariance image satisfy the third imaging equation. So, besides the flux
density, the Z quantity of an object is also imageable, which opens a new window for imaging
systems. We believe that the statistical model proposed in this paper is generally applicable,
from low-frequency radio band to high-energy Gamma-ray band, from such as physics, biology
to astronomy.
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Appendix
6.1. Imaging Model
For a pixel k in the image plane, its recorded photons I(k) consists of the signals S(k) come
from the object and the local noise N(k), so
I(k) = S(k) + N(k), (10)
where I(k), S(k) and N(k) are all random variables.
The signals S(k) may come from different areas of the object. Let Xj (k) denote the signal
comes from the object region O(k − j). Altogether, there are 2J + 1 regions that can influence
the pixel k of the image, so the total signals are
S(k) =
J∑
j=−J
Xj (k), (11)
where Xj (k) are random variables and are independent of each other.
The variable Xj (k) is associated with the object region O(k − j) which has a probability mass
function (PMF) of s(n, k − j) , with the expectation of
E[O(k − j)] =
∞∑
n=0
n s(n, k − j) (12)
= O(k − j), (13)
and variance of
Var[O(k − j)] = E[O2(k − j)] − E[O(k − j)]2 (14)
= σ
2
O(k − j), (15)
where
E[O2(k − j)] =
∞∑
n=0
n2s(n, k − j). (16)
The object regionO(k− j) is coupled with a set of random variables {X(k− j + i)}, i ∈ [−J, J]
or {X(k − j − J), . . . , X(k − j + J)} or X(k − j) which represent the photons recorded in pixels
k − j + i and have a PMF of multinomial distribution fm(x(k − j), n, p) [12]. Since we here
only care about the photons in pixel k, therefore i = j and Xj (k) = X(k) for the object region
O(k − j), with the following properties
Em[X(k)] = n p( j) (17)
Varm[X(k)] = n p( j)(1 − p( j)) (18)
Covm[X(k), X(k + l)] = −n p( j)p( j + l), (19)
where j, j + l ∈ [−J, J].
As indicated in Section 3.A in the main article, the random variables O(k − j) and X(k − j)
have a joint PMF of
fjoin(O(k − j), X(k − j)) = s(n, k − j) fm(x(k − j), n, p). (20)
This joint PMF is the core of the imaging model, through which we can obtain the statistical
characteristics of a mean image, a variance image and a covariance image.
6.2. Mean Image
A mean image is the average of a set of images with isochronous exposure. Besides, based on
the joint PMF, we can derive an expression of the expectation image, that is, the expectation
of the observed image. Statistically speaking, the mean image is an estimate of the expectation
image. With the mean image, the structures of the object can be inferred based on the derived
expression.
Firstly, we calculate the expectation of Xj (k) which means the photons from object region
O(k − j) recorded in pixel k,
E[Xj (k)] =
∞∑
n=0
s(n, k − j)Em[X(k)] (21)
=
∞∑
n=0
s(n, k − j)n p( j) (22)
= O(k − j)p( j), (23)
where we set Xj (k) = X(k) for the object region O(k − j). Then, the expectation of the total
photons recorded in pixel k is
E[S(k)] =
J∑
j=−J
E[Xj (k)] =
J∑
j=−J
O(k − j)p( j). (24)
Finally, we obtain the expression of a mean image I(k),
I(k) = E[I(k)] =
J∑
j=−J
O(k − j)p( j) + N(k), (25)
where N(k) is the mean of the noise.
6.3. Variance Image
For a random variable S(k), we have
Var[S(k)] = E[S(k)2] − E[S(k)]2. (26)
Firstly, we calculate the first part of Equation 26,
E[S2(k)] = E[
J∑
j=−J
Xj (k)
J∑
i=−J
Xi(k)] (27)
=
J∑
j=−J
J∑
i=−J
E[Xj (k)Xi(k)] (28)
=
J∑
j=−J
E[X2j (k)] +
J∑
i, j=−J,i,j
E[Xj (k)Xi(k)] (29)
Again, from Equation 29, we can see that the summation was cut into two parts. Part one is
E[X2j (k)] =
∞∑
n=0
s(n, k − j)Em[X2(k)] (30)
=
∞∑
n=0
s(n, k − j)(Varm[X(k)] + Em[X(k)]2) (31)
=
∞∑
n=0
s(n, k − j) (32)
(
n p( j)(1 − p( j)) + n2p( j)2
)
(33)
= O(k − j)p( j)(1 − p( j)) + (34)(
σ
2
O(k − j) + O(k − j)2
)
p( j)2, (35)
where the results in Equation 13, 15, 17, and 18 were used. Next, we calculate part two in
Equation 29. Since Xj (k) and Xi(k), i , j represent the photons come from different object
region O(k − j) and O(k − i), they are independent. Therefore, we have
E[Xj (k)Xi(k)] = E[Xj (k)]E[Xi(k)] (36)
= O(k − j)p( j)O(k − i)p(i). (37)
Then,
E[S2(k)] =
J∑
j=−J
O(k − j)p( j)(1 − p( j)) + (38)
J∑
j=−J
(
σ
2
O(k − j) +O(k − j)2
)
p( j)2 (39)
+
J∑
i, j=−J,i,j
O(k − j)O(k − i)p( j)p(i). (40)
Now, let’s calculate the second part of Equation 26,
E[S(k)]2 =
[
J∑
j=−J
O(k − j)p( j)
]2
(41)
=
J∑
j=−J
O(k − j)2p( j)2 (42)
+
J∑
i, j=−J,i,j
O(k − j)O(k − i)p( j)p(i). (43)
Substituting the results of E[S2(k)] and E[S(k)]2 into Equation 26, we obtain
Var[S(k)] =
J∑
j=−J
O(k − j)p( j)(1 − p( j)) + (44)
J∑
j=−J
σ
2
O(k − j)p( j)2 (45)
=
J∑
j=−J
O(m)p( j) +O(m)QO(m)p( j)2 (46)
=
J∑
j=−J
O(m)p( j) + ZO(m)p( j)2 (47)
(48)
whereQ(m) = σ2
O
(m)/O(m)−1 is theMandelQ parameter of the object, ZO(m) = O(m)QO(m) =
σ
2
O
(m) − O(m) is the Z quantity of the object and m = k − j.
Since the signals and the noise are independent of each other, we finally get the expressions
of a variance image σ2
I
(k)
σ
2
I (k) =
J∑
j=−J
[
O(k − j)p( j) + ZO(k − j)p( j)2
]
+ σ
2
N (k), (49)
where σ2
N
(k) is the variance of the noises.
6.4. Covariance Image
Firstly, we consider the covariance of two signals S(k) and S(l) at pixels k and l respectively.
We have
Cov[S(k), S(l)] = E[S(k)S(l)] − E[S(k)]E[S(l)] (50)
=
J∑
j=−J
J∑
i=−J
[E[Xj (k)Xi(l)] − (51)
E[Xj (k)]E[Xi(l)]] (52)
In the above equations, if k − j , l − j, then Xj (k) and Xi(l) represent the recorded photons
come from different regions of the object, and they are independent of each other. In this case,
the covariance between Xj (k) and Xi(l) is zero.
Consequently, we only need to consider the case where k − j = l − i, i.e. Xj (k) and Xi(l)
represent the photons come from the same source region O(k − j). We have
E[Xj (k)Xi(l)] = E[X(k)X(l)] (53)
=
∞∑
n=0
s(n, k − j)Em[X(k)X(l)] (54)
=
∞∑
n=0
s(n, k − j)[Covm[X(k), X(l)] (55)
+Em[X(k)]Em[X(l)]] (56)
=
∞∑
n=0
s(n, k − j)(−n p( j)p(l − k + j) (57)
+n2p( j)p(l − k + j)) (58)
= (−O(k − j) + σ2O(k − j) + (59)
O(k − j)2)p( j)p(l − k + j), (60)
and
E[Xj (k)]E[Xi(l)] = E[X(k)]E[X(l)] (61)
= O(k − j)2p( j)p(l − k + j). (62)
(63)
Considering the fact that the signals S(k) and noises N(k) are independent of each other, the
covariance between them is zero, so we finally get the expression of a covariance image CI (k, l)
CI (k, l) = CI (I(k), I(l)) (64)
= Cov[S(k), S(l)] (65)
=
J∑
j=−J
(σ2O(k − j) − O(k − j)) (66)
p( j)p(l − k + j) (67)
=
J∑
j=−J
O(m)QO(m)p( j)p(l − m) (68)
=
J∑
j=−J
ZO(m)p( j)p(l − m), (69)
whereQO(m) = σ2O(m)/O(m)−1 is theMandelQ parameter of the object, ZO(m) = O(m)QO(m) =
σ
2
O
(m) − O(m) is the Z quantity of the object and m = k − j.
