We show that the Burgers-type system studied by Foursov,
Introduction
Following Foursov [1] consider a Burgers-type system w t = w xx + 8ww x + (2 − 4α)zz x , z t = (1 − 2α)z xx − 4αzw x + (4 − 8α)wz x − (4 + 8α)w 2 z + (−2 + 4α)z 3 ,
where an α is a real parameter. For α = 0 the system (1) is equivalent [1] to an equation found by Svinolupov [2] while for α = 1 this system is equivalent to the system (4.13) in Olver and Sokolov [3] . Finally, for α = 1/2 a recursion operator for Eq.(1) was found in [1] . Thus, Eq.(1) is known to be integrable for α = 0, 1/2, 1.
For α = 0, 1/2, 1 the system (1) turned out to have [1] six generalized symmetries but no recursion operator or master symmetry was found so far, and hence it was not known whether Eq.(1) is integrable in any reasonable sense and, in particular, whether it admits infinitely many generalized symmetries. In view of the recent results of Sanders and van der Kamp [4] who exhibited several examples of two-component triangular evolution systems that possess only a finite number (greater than one) of local generalized symmetries, it is natural to ask whether Eq.(1) could provide an example of a non-triangular system with finitely many local generalized symmetries.
In the present paper we show that this is not the case: the system (1) has infinitely many commuting local generalized symmetries and, what is more, the system in question is C-integrable, i.e., its general solution can be found. Quite unusual, however, is the fact that these symmetries are generated using a nonlocal two-term recursion relation (8) rather than a recursion operator, see Theorem 3 below for details. Moreover, we believe that it is impossible to construct a recursion operator of a reasonably "usual" form that would reproduce at least a part of the hierarchy from Theorem 3, but no proof of this claim is available so far.
Generation of symmetries via recursion relations turns out to be of considerable interest on its own right. To the best of our knowledge, the first example of this kind has appeared in [5] , see Theorem 2 below for details. However, the recursion relation in question is local (see (10) ) unlike the relation (8) in Theorem 3. Now, if the recursion relation in question involves nonlocalities, as is the case for (8), then proving locality and commutativity of the symmetries generated using this relation may be quite a challenge, as the hitherto known methods for proving locality of hierarchies of symmetries are based upon existence of a hereditary recursion operator or of a master symmetry, see e.g. [7, 8, 9] and references therein. For the particular case of relation (8) we proved locality and commutativity of the symmetries K n using some ad hoc scaling-based arguments, but it would be very interesting to find general, more powerful methods that would not require the existence of scaling symmetry.
Another interesting open problem is achieving a general understanding of the geometrical meaning of commutativity of symmetries in this setting. For the "standard" hierarchies this means vanishing of the Nijenhuis torsion of the recursion operator, but it is by no means clear how one could generalize this to the case of the recursion relations.
C-integrability of the Foursov-Burgers system
The following result is readily verified by a straightforward computation.
Theorem 1 The differential substitution
takes the triangular system
The system (3) is triangular and therefore C-integrable. Indeed, solving (3) amounts to two easy steps. First, solve the homogeneous linear heat equation for v, v t = (1 − 2α)v xx . Second, substitute the solution v of this equation into u t = u xx + (1 − 2α)v 2 and then solve the resulting inhomogeneous heat equation for u. This yields the general solution for (3) . Plugging this general solution into (2) yields a general solution for (1) and thereby ensures C-integrability of the latter. Moreover, upon introducing a new independent variable τ = (1 − 2α)t instead of t in (3) and setting a = 1/(1 − 2α) we obtain the system
studied in detail in [5] .
For α = 1/2 the system (3) decouples and takes the form
i.e., in this case we have a linear homogeneous heat equation for u, and v is simply an arbitrary function of x.
Moreover, the following result shows that the system (4) (and hence (3)) has infinitely many symmetries.
2) The system (4) has infinitely many local generalized symmetries of the form
where
with
Here u i and v i stand for the i th x-derivatives of u and v, u 0 ≡ u, v 0 ≡ v, and D x denotes the total
. . is said to be local if it depends only on a finite number of u i and v i , see e.g. [6, 10] and references therein for further details.
Note that for a = 1 (i.e., α = 0) the recursion operator for (4) was found by Oevel in [12] , so for α = 0 we can find a recursion operator for (1) from the Oevel's recursion operator using Theorem 1.
On the other hand, for α = 1/2 (i.e., a = 0) Foursov [1] found a recursion operator for (1). However, for generic a no recursion operator is known for (4) (and hence for (3)).
2 Infinitely many local generalized symmetries for (1) Using the inverse of the differential substitution (2) we can obtain infinitely many symmetries for (1) with an arbitrary value of α from the symmetries of (2) constructed in Theorem 2. However, it is by no means obvious that all of the so constructed symmetries are local. This requires an independent proof which we defer until the next section. The result we want to prove reads as follows.
Theorem 3 For α = 1/2 the system (1) has infinitely many commuting local generalized symmetries K n generated using the nonlocal two-term recursion relation
starting from
Locality now means that the symmetries K n depend only on w, z and a finite number of their x-derivatives w i and z i (the latter are defined in complete analogy with u i and v i above, in particular, w 0 ≡ w and z 0 ≡ z) and do not involve any integrals, cf. e.g. [6, 10] . The total x-derivative D x now takes the form
Let f ∈ ImD x and f be a polynomial in a finite number of w i and z i with zero free term. In Theorem 3 and below we make a blanket assumption that the result of action of D −1
x on any such f again is a polynomial in a finite number of w i and z i with zero free term, i.e., we always "set the integration constant to zero".
Proof of Theorem 3
The recursion (7) can be rewritten in terms of G i as
and the recursion relation (8) readily follows from (10) and (2). Now we have to show that the symmetries K j generated via the recursion (8) with the initial data (9) are local for all j = 3, 4, . . ., i.e., they involve only w, z and their x-derivatives but do not involve nonlocalities like y = D −1
x (w). To this end we shall use induction on n starting from n = 1. In view of the explicit form of the recursion (8) we only have to show that once
j is local, so to complete the proof of our theorem we only have to show that under the assumptions made we have K 1 j ∈ ImD x . This is done using the following Lemma 1 For any local generalized symmetry K j , j ∈ N, of (1) defined via (8) 
Proof of the lemma. First of all notice that the condition K 1 j ∈ ImD x can be restated as follows:
, where ρ 0 = w is a conserved density for (1) and
Now, as K j is a symmetry of (1) by construction, the quantity
However, for α = 1, 1/2 the quantity ρ 0 is the only nontrivial (i.e., not in ImD x ) local conserved density for (1) . Indeed, by Theorem 5-1 of [11] any nontrivial conserved density for (1) depends only on x, t, w, z, w x , z x , w xx , z xx , and the direct search for all conserved densities of this form proves our claim.
Hence the most general local conserved density for (1) has the form cρ 0 +ρ, whereρ ∈ ImD x and c is a constant. In particular, if K j is local then we have
whereρ j ∈ ImD x and c j are constants. Let us show that if K j is local then c j = 0. Eq. (1) has [1] a scaling symmetry
and it is readily seen that all K j constructed using (8) are S-homogeneous: we have
. ., where L S denotes the Lie derivative with respect to S, see e.g. [7, 8] for details, and [·, ·] is the standard commutator of symmetries:
Hence
On the other hand, we have
where ζ j ∈ ImD x . Therefore, if we act by L S on the left-and right-hand side of (11) and equate the resulting expressions, we obtain jc j ρ 0 + θ j = 0,
where θ j ∈ ImD x . As ρ 0 ∈ ImD x and j = 0 by assumption, (13) can hold only if c j ≡ 0. Hence ρ j =ρ j ∈ ImD x , and the lemma is proved. Now that we have proved the locality of K j for all j ∈ N we can easily prove the commutativity of K j with respect to the bracket (12) 
Moreover, in analogy with the reasonings presented in Chapter 4 of [14] for scalar evolution equations it can be shown that any S-homogeneous 1 x, t-independent local generalized symmetry G of (1) of order j ≥ 1 is of the form
where α j , β j are constants, andG 1 j ,G 2 j are polynomials in w, z, w 1 , z 1 , . . . , w j−1 , z j−1 , and these polynomials have no free terms and no linear terms.
Let L k be the space of S-homogeneous x, t-independent local generalized symmetries of (1) of order no greater than k. By the above, there exists a basis in L k that consists of symmetries of the form (14) for j = 1, 2, . . . , k (note that in principle this basis may contain more than one symmetry of given order j). Clearly, K i ∈ L i and [K i , K j ] ∈ L i+j . But using (12) and (14) we readily see that the commutator [K i , K j ] contains no linear terms, and so this commutator may belong to L i+j only if [K i , K j ] = 0. This completes the proof of Theorem 3.
