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El término dinámica de fluidos relativistas se refiere tanto a los flujos en 
los que el factor de Lorentz, W  (=  (1 — ü2)- ^ ) ) ,  excede la unidad de 
forma apreciable (v es la velocidad del fluido en unidades de la velocidad 
de la luz1) o a aquellos en los que el campo gravitatorio background o el 
generado por la m ateria misma, son tan importantes que su descripción 
debe hacerse en términos de la teoría de la gravitación de Einstein.
1.1 Escenarios físicos y  astrofísicos.
La dinámica de fluidos relativistas tiene un papel im portante en difer­
entes campos de la Física y la Astrofísica, como son la Física de Plasmas, 
la Física Nuclear, la Astrofísica y la Cosmología.
En el terreno de la Física de Plasmas, se han llegado a obtener en el 
laboratorio ondas de choque magnetoacústicas con velocidades de hasta 
4 10® cm /s  (Taussig, 1973).
Ya en el campo de la Física Nuclear, el uso de la dinámica de flu­
idos para describir la colisión de m ateria hadrónica comienza con los 
trabajos de Fermi, de Pomeranchuk y de Landau en los años 50, quienes 
intentaron describir el scattering protón-protón y la consiguiente pro­
ducción de piones usando conceptos estadísticos e hidrodinámicos (ver 
Strottm an, 1989 y las referencias citadas allí). En la actualidad, se 
simulan colisiones entre núcleos pesados usando la dinámica de fluidos 
relativistas sin disipación. La materia nuclear se describe mediante las
xEn todo esta Memoria se han utilizado, salvo que se diga explícitamente otra 
cosa, unidades geometrizadas, para las que G — c — 1.
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ecuaciones de la dinámica de fluidos relativistas y los detalles de las 
interacciones nucleares se incorporan en la ecuación de estado (Clare 
y Strottm an, 1986). La aproximación dada por la dinámica de flui­
dos relativistas que se fundamenta esencialmente en las leyes básicas de 
conservación de la masa, el momento y la energía, parece bastante ade­
cuada si tenemos en cuenta el desconocimiento que existe en tom o a la 
dinámica nuclear. Sin embargo, no resulta evidente a priori la validez 
de los cálculos hidrodinámicos para la descripción de las reacciones de 
iones pesados. Un análisis de las condiciones necesarias indica que sólo 
se verifican de forma parcial. Por ejemplo, el número de partículas in­
volucradas en una colisión entre iones pesados varía entre 100 y 1000, 
por lo que el número de grados de libertad es grande comparado con 1, 
pero relativamente pequeño cuando lo comparamos con un fluido usual.
Es necesaria también la condición de que el tiempo que dura la col­
isión sea suficientemente grande como para que se pueda establecer el 
equilibrio termodinámico local. Esta condición también se verifica de 
forma marginal. Un límite inferior del tiempo de colisión para dos iones 
pesados puede estimarse de forma grosera como el diámetro del núcleo 
dividido por la velocidad de la luz, o sea, unos 5 10“ 23 s. Los nu­
cleones interaccionan intercambiando piones y se necesitan alrededor 
de 5 10” 24 s para que dos nucleones adyacentes intercambien un pión. 
Como este tiempo de interacción es alrededor de una décima del tiempo 
to ta l de la colisión, puede pensarse que se habrá alcanzado un cierto 
nivel de equilibrio local. Esto es particularm ente cierto para colisiones 
centrales de núcleos grandes.
Finalmente, es bastante realista tra ta r los nucleones como partículas 
clásicas en el régimen de energías en que se trabaja. Para nucleones 
relativistas su momento es mayor que 1 G eV 2 y su correspondiente lon­
gitud de onda de De Broglie es 0.4 /m , menor que el radio del nucleón 
y mucho menor que el radio del núcleo.
En las colisiones de núcleos pesados, la  velocidad relativa de los 
núcleos es supersónica. Por tanto, se espera que se produzcan ondas 
de choque (Sobel et al., 1975). Por otro lado, las ondas de choque 
relativistas podrían estar relacionadas con la transición de fase de la
2 Por otro lado, el carácter ultrarrelativista de la colisión entre iones pesados queda 
de manifiesto teniendo en cuenta que para una colisión entre dos núcleos de igual 
masa con energías de 5 G eV/nucí en el sistema de centro de masas, la velocidad 
de los núcleos es de 0.987 en el sistema centro de masas o de 0.99992 en el sistema 
laboratorio.
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m ateria nuclear al plasma de quaxks y gluones (Clare y Strottm an, 1986).
Modelos de fluidos relativistas se han usado también en Cosmología 
para describir la evolución de las perturbaciones en la densidad del medio 
cósmico, en teorías de formación de galaxias (Peebles, 1980).
En Astrofísica, los fluidos relativistas aparecen en escenarios muy 
variados, como pueden ser el colapso estelar de estrellas masivas que 
precede a las explosiones de supernovas de tipo II, o los escenarios 
de acreción sobre objetos compactos en sistemas binarios (las llamadas 
fuentes compactas de rayos X). A nivel extragaláctico, el escenario más 
común lo constituyen las fuentes compactas de radio asociadas a núcleos 
de galaxias activos y los jets  que desarrollan.
En el caso del colapso estelar, se alcanzan velocidades superiores al 
15% de la velocidad de la luz, y por o tra  parte, los efectos de Relatividad 
General son im portantes, habiendo sido señalados por varios autores (ver 
el Capítulo 7 de este Memoria y las referencias citadas allí).
Entre los alrededor de 100 objetos en sistemas binarios que emiten 
en rayos X, existen al menos 3 que poseen jets: Seo X -l, Cyg X-3, 
SS433. En un sistema binario, el material capturado forma alrededor de 
éste un disco de acreción. La fuente primaria de energía es la energía 
gravitacional liberada por la masa acretada, desde la estrella compañera 
hasta la superficie del objeto compacto:
r M x M xLx~~vr
siendo M x  la masa del objeto compacto (en el caso de una estrella de 
neutrones, M x  ~  1.5 Af®) y R x  su radio (de nuevo, en el caso de una 
estrella de neutrones, R x  ~  10 km ). M x  representa la masa acretada 
por la fuente de rayos X procedente de la compañera, que es del orden 
de 10-8 Af®/año, valor típico para la pérdida de masa en una estrella 
gigante roja. Todo ello da un valor para la luminosidad por rayos X de 
la fuente que es del orden de L x  ~  1038 erg /s. En el caso de que el 
objeto central sea un agujero negro en lugar de una estrella de neutrones 
(como es el caso de Cyg X -l o LMC X-3) debe emitirse una cantidad de 
energía por unidad de masa comparable a la anterior antes de que ésta 
cruce el horizonte de sucesos en R s  =  2Mx*
En una fuente ordinaria de rayos X como, por ejemplo, Her X -l, el 
ritmo de acreción es pequeño y la energía puede liberarse en forma de 
rayos X. Sin embargo, para ritmos de acreción suficientemente grandes
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la luminosidad por rayos X supera el llamado límite de Eddington, en el 
que la presión de radiación sobre los electrones libres equilibra la fuerza 
de la gravedad asociada a la m ateria bariónica:
L e m  =  K ! .3 10»  ( * £ )  erg /s
(JT \ M q J
(ver, por ejemplo, Rees, 1984). En la expresión anterior mp es la masa 
del protón y cry, la sección eficaz del scattering Thompson. En estos 
casos, parte de la m ateria acretada es eyectada en un flujo bipolar a lo 
largo del eje de rotación del objeto compacto (ver, por ejemplo, Ogelman, 
1987). Esto es lo que parece que ocurre en las fuentes Seo X -l, Cyg X-3 
y SS433.
En Seo X -l se han observado variaciones en las componentes extensas 
de la fuente entre el 10 — 30% en escalas de tiempo del orden del año. Si 
se supone que estas variaciones son causales, la velocidad del material 
que fluye en el jet debe ser de 0.5 (Geldzahler y Fomalont, 1985).
En el caso de Cyg X-3, la velocidad de expansión del jet alcanza 0.35 
(Spencer y Johnston, 1986).
SS433 es el único objeto galáctico que muestra jets en todas las 
longitudes de onda. Su espectro óptico tiene algunas peculiaridades. 
A parte de las líneas de emisión intensas y anchas pertenecientes a la 
serie de Balmer y al He I en sus longitudes de onda correspondientes, 
dicho espectro contiene líneas en longitudes de onda no familiares. Es­
tas líneas fueron interpretadas más tarde como líneas de Balmer y He 
I, desplazadas por efecto Doppler, de dos haces de plasma relativista, 
dirigidos opuestamente y en precesión, moviéndose con una velocidad de
0.26 (Liebert, et al., 1979).
En los tres casos comentados, el objeto compacto podría ser una 
estrella de neutrones, aunque en el caso de SS433 se especula con la 
posibilidad de que se tra te  de un agujero negro.
Sin embargo, la evidencia observacional más interesante sobre la ex­
istencia de flujos relativistas lo constituyen las fuentes de radio com­
pactas y los jets asociados a núcleos de galaxias activos. En lo referente 
a las fuentes compactas, las variaciones rápidas observadas en la densi­
dad de flujo en radio, interpretadas como nubes en expansión, lleva a 
la asignación de movimientos aparentes superlumínicos (Kellermann y 
Pauliny-Toth, 1981). Existen numerosas fuentes con componentes super- 
lumínicas hasta escalas de 10~2 are sec con velocidades aparentes entre 5
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y 50 veces la velocidad de la luz (entre ellas, por ejemplo, 3C120, 3C273, 
3C279, 3C345; ver la referencia anterior; 3C395, Simón et al., 1988).
La interpretación más extendida de estos movimientos aparentes su- 
perlumínicos está basada en movimientos de conjunto relativistas 3. La 
velocidad transversal aparente, v±, de un objeto que mueve con veloci­
dad real v viene dada por (Ginzburg y Syrovatskii, 1969):
v± =  v sin 9/( 1 — v eos 9),
donde 9 es el ángulo entre el movimiento y la línea visual. Para movimien­
tos relativistas y ángulos 9 pequeños (sin# ~  ^ ), uj. alcanza un valor 
(máximo) de v± = W v, lo que da cuenta de los movimientos aparentes 
superlumínicos. En general, un movimiento con W  ~  10 (v ~  0.995) 
sirve para interpretar adecuadamente dichas velocidades, aunque en al­
gunos casos hay que llegar a factores de Lorentz del orden de W  ~  100 
{v ~  0.9999).
Existe una continuidad entre la fuente compacta de radio, los jets y 
la componente extensa (lóbulos) (Rees, 1984). Como ya se ha comen­
tado, las fuentes compactas superlumínicas indican flujos a  velocidades 
próximas a la de la luz, pero no está claro si todas las radiofuentes 
compactas generan jets relativistas, o si la alta  velocidad persiste a lo 
largo de toda su longitud o si los efectos disipativos irán frenando el 
material. En principio, parece que las fuentes potentes desarrollarían 
jets de elevado número de Mach y baja disipación, manteniendo veloci­
dades próximas a la de la luz durante cientos de kpc, mientras que en 
las fuentes menos luminosas el flujo sería más lento y disipativo.
La simulación numérica de todos los escenarios descritos involucra 
la resolución de las ecuaciones de la hidrodinámica relativista e incluso 
de la magnetohidrodinámica. Así, las simulaciones de jets deberían re­
alizarse resolviendo las ecuaciones de la magnetohidrodinámica en el 
límite de relatividad restringida y simetría axial. En el caso del estudio 
de la acreción sobre objetos compactos (cuyo interés radica, por un lado, 
en que quizá la detección de agujeros negros sólo sea posible mediante 
la determinación de características observacionales distintivas de estos 
objetos en sistemas binarios, y por otro en que dichos fenómenos se en­
cuentran en la base de los procesos de generación de energía en núcleos de 
galaxias activos y jets), se resuelven las ecuaciones de la hidrodinámica
3 Otros mecanismos, como el efecto lente gravitación al, mediante los que se pre­
tende explicar este fenómeno han sido recogidos por Scheuer (1984).
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relativista en simetría esférica o axial en una métrica background4. Por 
último, en escenarios como el colapso estelar y las explosiones de su- 
pemovas de tipo II, en donde el campo gravitatorio generado por la 
m ateria estelar misma es relevante, las ecuaciones de la  hidrodinámica 
relativista se resuelven en paralelo con las de Einstein (hasta el momento 
en simetría esférica o axial).
1.2 R elatividad N um érica y  estud io  de las on­
das gravitacionales.
La resolución de las ecuaciones de la hidrodinámica relativista es un 
ingrediente fundamental de los códigos de Relatividad Numérica, cuyo 
objetivo primordial es la  resolución autoconsistente de las ecuaciones de 
Einstein y la consiguiente construcción de soluciones numéricas.
Hasta 1975, los estudios se restringían a sistemas en simetría esférica 
(May y W hite, 1967; M atsuda y Sato, 1969). En ese año, Smarr (1975), 
calculó la colisión de dos agujeros negros en ausencia de m ateria. Este 
trabajo fue el primero en generar numéricamente un espacio-tiempo 
no estático y no esférico, dando lugar al nacimiento de la Relatividad 
Numérica. Desde entonces, se han abordado diversos problemas que 
podrían ser englobados en: i) la determinación de la estructura final 
del espacio-tiempo tras el colapso estelar (comprobación de la hipótesis 
de la  censura cósmica); ii) las explosiones de supernovas tipo II; iii) la 
estimación de la radiación gravitacional em itida en diferentes procesos; 
iv) Cosmología numérica.
Por otro lado, la próxima puesta en marcha de los detectores de ondas 
gravitacionales basados en interferometría láser (Drever et al., 1985) ha 
relanzado el interés por el cálculo realista de la radiación gravitacional 
procedente de diversas fuentes astrofísicas (colisiones estelares, etapas 
finales de la fusión orbital de estrellas de neutrones, colapso estelar no
4En un flujo de acreción, el despreciar la autogravedad del fluido está justificado, 
ya que, por ejemplo, un agujero negro acretando materia en el límite de Eddington:
3  t e *  =  1.4 10*' ( i í - )  [ j . - 1],
necesita unos 108 años para doblar su masa, lo que significa que en cualquier instante 
la masa del fluido que rodea al agujero sólo representa una pequeña parte de la masa 
de éste.
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esférico,...)5.
En este sentido, el trabajo realizado y que se resume en la presente 
Memoria, se enmarca en una colaboración entre los grupos de Astrofísica 
del Departamento de Física Teórica de la Universidad de Valencia y el 
de Relatividad del Departamento de Física de la Universidad de las Islas 
Baleares, financiado por la CICYT desde 1988, con el objetivo a medio 
y largo plazo de construir un código de Relatividad Numérica capaz 
de describir diversas fuentes de radiación gravitacional, entre ellas el 
colapso estelar no esférico, y en la que Valencia tiene la responsabilidad 
de resolver las ecuaciones de la hidrodinámica relativista. La última 
parte del Capítulo 7 de esta Memoria resume los resultados más recientes 
obtenidos en esta dirección.
1.3 U so de técn icas shock-capturing m oder­
nas.
La resolución de las ecuaciones de la hidrodinámica relativista se ha 
abordado mediante las llamadas técnicas shock-capturing modernas6 (de 
ahora en adelante, TSCM). Para ello nos hemos basado en su carácter 
hiperbólico. La propiedad fundamental de este tipo de técnicas es la 
utilización de soluciones locales del problema de Riemann con el objeto 
de tra ta r consistentemente las ondas de choque.
En el caso de la dinámica de fluidos clásica, el uso de este tipo de 
técnicas en la simulación de procesos astrofísicos se ha generalizado, de­
splazando por completo a las que usaban la viscosidad artificial en la 
descripción de las ondas de choque. En el caso de la dinámica de flui­
dos relativistas, la necesidad de la presente extensión ha sido sugerida 
por diversos especialistas (Hawley, Smarr y Wilson, 1984; Norman y 
Winkler, 1986) y parece imprescindible para el tratam iento preciso de 
flujos ultrarrelativistas (W  > 2). Hasta el momento, dicha extensión no 
se había llevado a cabo debido probablemente a la inercia existente en 
los grupos a cambiar la estructura de los antiguos códigos con viscosi­
5En Schutz (1990) puede encontrarse un resumen reciente de las características de 
los proyectos de detectores de ondas gravitacionales, así como una discusión sobre la 
frecuencia en la observación y la amplitud de la señal para los procesos astrofísicos 
más significativos.
6 Las definiciones precisas de todos los conceptos que aparecen en esta Sección se 
darán en los Capítulos posteriores.
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dad artificial, pero en la actualidad la diferencia en la calidad de los 
resultados obtenidos mediante una y o tra  técnicas es tan grande que las 
TSCM acabarán imponiéndose en los cálculos de dinámica de fluidos 
relativistas. En este punto, el trabajo  aquí expuesto puede considerarse 
pionero.
1.4 P ropósito  del trabajo y  organización de la 
M em oria.
Ya he comentado que el trabajo efectuado se enmarca en el seno de 
una colaboración que tiene como uno de sus principales objetivos el 
desarrollo de un código de Relatividad Numérica multidimensional. En 
este sentido, presento aquí los resultados obtenidos hasta el momento 
correspondientes a la resolución de las ecuaciones de la hidrodinámica 
relativista en una dimensión espacial.
Además, y como resultado fundamental, hemos logrado extender las 
TSCM a la resolución de estas ecuaciones, basándonos en su carácter 
hiperbólico.
Con todo esto, la organización de la presente Memoria es la que sigue. 
En el Capítulo 2 se introduce la teoría de los sistemas hiperbólicos de 
leyes de conservación.
El Capítulo 3 presenta una visión de las técnicas que se usan para 
resolver los sistemas anteriores.En la Introducción de dicho Capítulo se 
plantea la necesidad de desarrollar una teoría de los métodos shock- 
capturing y se explica brevemente la técnica de la viscosidad artificial 
comentando sus limitaciones. A continuación, en las Secciones 2, 3, 4 y 
5 se exponen las bases de lo que podríamos llamar la teoría moderna de 
las técnicas shock-capturing, prestando especial atención a las técnicas 
específicas que se usarán en la obtención de resultados.
El Capítulo 4 está dedicado a  la extensión de estas técnicas a la res­
olución de las ecuaciones de la hidrodinámica relativista. La Sección 1 
presenta, a modo de introducción, la aplicación de estas técnicas a la 
resolución de las ecuaciones de la  dinámica de fluidos clásica en presen­
cia de gravedad y simetría esférica, que se han usado en los cálculos de 
colapso newtoniano que presentamos en la primera parte del Capítulo 
7. En la Sección 2 presentamos un repaso de los códigos en diferencias 
finitas clásicos para la dinámica de fluidos relativistas, basados todos 
ellos en la aplicación de la viscosidad artificial para la  descripción de las
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ondas de choque y definimos la llamada formulación de Wilson, que con­
stituye el fundamento de los códigos en diferencias finitas. En la Sección 
3 presentamos las ecuaciones de la dinámica de fluidos relativistas como 
sistema hiperbólico sentando las bases para la aplicación (a través de lo 
que en esta Memoria hemos llamado nuestra formulación) de las TSCM 
a este sistema de ecuaciones.
Los Capítulos 5, 6 y 7 recogen los resultados obtenidos. En el 
Capítulo 5 se presentan diversas aplicaciones en Relatividad Especial 
y simetría plana: el problema de Sod relativista, la propagación de una 
onda de detonación relativista y la reflexión de una onda de choque. 
Todas ellas involucran la propagación de ondas de choque fuertes y las 
dos últimas la presencia de flujos ultrarrelativistas. En particular, en el 
problema de la reflexión de una onda de choque hemos descrito flujos 
con velocidad v =  0.9999 (usando el método de Marquina (1991)).
El Capítulo 6 contiene diversos resultados en el problema de la 
acreción esférica sobre objetos compactos. En particular, en la últim a 
Sección exponemos los resultados obtenidos en la propagación de ondas 
de choque fuertes en presencia de campos gravitatorios intensos.
Finalmente, el Capítulo 7 está dedicado al colapso estelar. En su 
Introducción, y tras un breve repaso a la teoría del colapso estelar, 
planteamos el interés que puede tener el desarrollo de un código basado 
en las TSCM en la descripción del colapso en Relatividad General. In­
terés que queda de manifiesto en la Sección 3 cuando presentamos las 
diferencias en los resultados obtenidos en la descripción del colapso es­
telar newtoniano mediante una TSCM y otra que usa la viscosidad arti­
ficial. La Sección 4 de este Capítulo recoge los resultados más recientes 
(todavía muy preliminares) obtenidos con dicho código. En particular 




Sistem as hiperbólicos de 
leyes de conservación
2.1 D efiniciones.
Comenzamos este Capítulo introduciendo algunas definiciones básicas.
Sea Q un abierto de &p. Un sistema de ecuaciones en derivadas 
parciales es cuasilineal si puede escribirse en la forma:
f f  + A W g - 0 , 1  <<<*,  (2.1)
en donde
u =  (u1, u2, ..., up)T (2.2)
es una función vector-valuada de x [0,oo[ en íí, y las son d 
matrices p x p  funciones de u.
Si las matrices son constantes, entonces el sistema es lineal.
Un sistema cuasilineal es hiperbólico en la dirección temporal (Courant 
y Hilbert, 1953) si el problema de valores propios:
(A(*>(u)ni -  Al) d  =  0 , (2.3)
(donde n  es un vector unitario arbitrario de í td e I es la matriz identidad) 
tiene p valores propios A ^ reales y el correspondiente conjunto de
1 En lo que sigue, cuando hablemos de los valores propios correspondientes a la ma­
triz de coeñcientes de un sistema hiperbólico, los supondremos ordenados en sentido 
creciente: A ^  < < ... < A ^ .
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vectores propios, d^), forman una base del espacio euclídeo 3ftp. (Si 
además los valores propios son todos distintos, el sistema de ecuaciones 
es estrictamente hiperbólico).
De acuerdo con esta definición, las ecuaciones de la dinámica de flu­
idos newtoniana forman un sistema estrictamente hiperbólico (ver, por 
ejemplo, Richtmyer y Morton, 1967). Además, los valores propios se 
corresponden con las velocidades de propagación de las perturbaciones 
en el fluido (ver, por ejemplo, Zel’dovich y Raizer, 1966).
Por último, un sistema cuasilineal constituye además un sistema de 
leyes de conservación si existen d funciones diferenciabas de u € íí en 
3£p, tales que son sus correspondientes matrices jacobianas:
A<‘> -  S S H .  , 2 . . ,
En términos de estas funciones (denominadas flujos), el sistema (2.1) 
se escribe:
d n  OTW (u) ,
d t d x k ’
de forma que expresa la conservación de las cantidades u: si D  es un do­
minio arbitrario de 3^ y n  =  (n i,r i2 ,...,n d )r , el vector unitario normal 
a dD  en cada punto, a partir de (2.5) se tiene:
í  udx +  í  F^k\u)nkds = 0 (2.6)
dt Jd JdD
(ecuación de balance), que implica que la variación temporal de f  u dx  
en el dominio D  es igual al flujo a través de su frontera, dD.
Las ecuaciones de la  dinámica de fluidos newtoniana, como expresión 
de la conservación de la masa, el momento y la energía, forman un 
sistema de leyes de conservación en el sentido de Lax (1973).
En lo que sigue, nos ceñiremos al estudio de sistemas de ecuaciones en 
derivadas parciales de leyes de conservación estrictamente hiperbólicos.
2.2 Problem a de Cauchy. Soluciones débiles.
Estudiar la  evolución en el tiempo de las cantidades u  consiste en resolver 
el problema de valores iniciales (problema de Cauchy) de encontrar una 
función u : (x ,f)  € R d X [0, oo[— ► u(x , t) € íí, solución de (2.5) y que 
satisfaga la condición inicial:
u (x ,0 ) =  u q (x ), x  € (2.7)
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donde uo : 9^ — ► ü  es una función dada. Lax (1973) ha demostrado 
que este problema tiene como máximo una solución clásica (solución de 
clase C 1 que satisface (2.5), (2.7), punto a punto).
Una característica fundamental de este problema es que, en general
no existen soluciones clásicas del sistema (2.5), (2.7) a partir de un
cierto tiempo (finito), incluso aunque la condición inicial (2.7) sea una 
función suave. Para ilustrar este hecho, consideremos una ley escalar de 
conservación en una única dimensión espacial (p =  d =  1):
dF  n
w +áT = °- (2-8)
con
«(■) =  (2-9)
Escrita la ecuación (2.8) en la forma
du , .d u  /«
T t  +  a(u)T*  =  ° ’ (2‘10)
pone de manifiesto el hecho de que u es constante a lo largo de las
trayectorias x — y(t) que verifican:
~  =  a(u (y(t),t)). (2.11)
Las trayectorias y(t) que satisfacen (2.11), reciben el nombre de curvas 
características (o, simplemente, características) 2 y, como acabamos de 
ver, transportan el valor de u desde el dato inicial. La función a{u) 
recibe el nombre de velocidad de la señal. La constancia de u a lo largo
de las características junto con la condición (2.11), muestran que las
características se propagan con velocidad constante, es decir, que son 
líneas rectas, cuyas pendientes dependen de los datos iniciales.
La Figura (2.1) muestra la solución de la ecuación lineal de trans­
porte
S +fH  <2-12>
en t > 0, pa ja  el dato inicial:
2 Para el caso de un sistema de p leyes de conservación en una dimensión espacial, 
existen p campos característicos, que se deñnen a partir de las expresiones:
^  = A<°(u (»(<),«)), 1 <•<»>,
siendo {A '^^}fs l  los valores propios de la matriz jacobiana del sistema.
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Figura 2.1: Evolución tem poral de la  solución para la  ecuación lineal de 
transporte (2.12), con el dato inicial que aparece en el texto. La solución 
se propaga siguiendo las líneas x =  í+ constan te  (de Street, 1973).
Para esta ecuación, las características vienen dadas por las funciones
y son líneas paralelas. La solución en t > 0, z ( x , t ) y se corresponde con 
el valor z q ( x  -  í), transportado a lo largo de la característica.
Para ecuaciones no lineales, se ve fácilmente que si a(uo(z)) no es 
una función creciente de x,  hay un tiempo í, a partir del cual no existe 
ninguna función tí(x ,í)  con condición inicial uq que resuelva (2.10) en el 
sentido clásico. En efecto, consideremos por ejemplo, la ecuación3:
x — t =  cte. (2.13)
(2.14)
3Esta ecuación describe la propagación de una onda de gravedad en agua poco 
profunda, cuando la elevación de la superficie del agua, z, respecto de la posición de 
equilibrio y sus derivadas permanecen pequeñas.
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t
Figura 2.2: Evolución tem poral de la solución para la ecuación (2.14), 
con el dato inicial que aparece en el texto. Con el paso del tiempo , la 
solución, inicialmente suave, comienza a desarrollar una discontinuidad 
en la región donde se cruzan las características (de Street, 1973).
con una condición inicial apropiada:
, v _  f e ( l  +  eos x), si \x\ < 7T, 0 < £ <  1
2o(z) — <y o si |a;| > 7r.
La Figura (2.2) m uestra cómo las líneas características convergen en una 
cierta región. A partir del instante en el que las características se cruzan, 
la solución deja de ser C 1.
Para perm itir soluciones discontinuas, pues, admitiremos soluciones 
débiles que satisfagan (2.5), (2.7) en el sentido de la teoría de distribu­
ciones, es decir, que verifican:
f  L  ( u - f r + d x d t + L  u (x ’0 M x , 0 ) d x = 0 (2-15)
para cualquier función (p de clase C 1 con soporte compacto en &dx [0, oo[. 
La condición anterior es equivalente a requerir que la solución verifique 
la versión integrada de la ley de conservación (2.5): si D es un dominio
1 6 C a p í t u l o  2
arbitrario de y ]¿i,¿2 [ un intervalo cualquiera de tiempo,
^ j  udxj +  j í  J  F ^ n k d s d t  =  0. (2.16)
Con esto, el conjunto de las soluciones del problema de Cauchy (2.5), 
(2.7) se ha ampliado con aquellas soluciones u que son de clase C 1 a 
trozos4, es decir, que son de clase C l excepto en un número finito de 
hipersuperficies, a través de las cuales presentan discontinuidades de 
salto.
2.3 Caracterización de las soluciones débiles 
adm isibles: ondas de choque y  rarefacciones.
Sea £  una hipersuperficie en el espacio (x ,t)  fuera de la cual la  solución 
débil u  es de clase C 1 y a  través de la cual u  tiene una discontinuidad 
de salto. Denotaremos por r =  ( r i , . . . , r ¿ ,r t )  un vector normal a la 
hipersuperficie en cada punto y por u+ , u_ , los límites de u a cada lado 
de ella:
u±(x , t) =  lim u((x , t) ±  er). (2.17)
Con estas definiciones puede demostrarse el siguiente Teorema (ver, por 
ejemplo, Raviart, 1988) que caracteriza las soluciones débiles:
Sea u x  [0, oo[— ► fi una función C 1 a trozos. Entonces, u  es una 
solución débil de (2.5) si y sólo si se verifican las siguientes condiciones:
1. u  es una solución clásica de (2.5) allí donde es C l .
2. u satisface las condiciones de salto de Rankine-HugoniotI5:
(u + -  u_)r* +  ( F ^ ( u + )  -  F ^ ( u - ) ) r j  =  0, (2.18)
a lo largo de las superficies de discontinuidad.
4Por construcción, una solución clásica de (2.5), (2.7) es también solución débil. 
Inversamente, si una solución débil es de clase C 1, entonces es clásica.
^Llamadas así en honor de los investigadores W.J.M. Rankine (1869) y H. Hugoniot 
(1887) que, en la segunda mitad del siglo pasado, al proponer el carácter continuo 
de la energía a través de las ondas de choque en la dinámica de gases, fueron los 
primeros en caracterizar de forma adecuada las discontinuidades en sistemas de leyes 
de conservación.
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En el caso unidimensional (d =  1), S es una curva que admite la 
parametrización ( f( t) ,f ) , con lo que:
r  =  ( l , - s ) ,  (2.19)
d is =  (2.20)
(velocidad de propagación de la discontinuidad). En este caso, las condi­
ciones de salto de Rankine-Hugoniot (2.18) se escriben:
a[u] =  [F(u)], (2.21)
en donde se han introducido las definiciones:
[u] =  u+ — u_ (2.22)
[F(u)] =  F (u+ ) -  F (u _ ). (2.23)
La consideración de las soluciones débiles plantea el tem a de la falta 
de unicidad para el problema de valores iniciales, lo que implica la necesi­
dad de introducir una condición adicional para determinar la solución 
físicamente relevante, definida como aquella que es límite cuando e -+ 0 
de las soluciones u e de las ecuaciones viscosas:
d u .  3F<*>(ue)
~ d T + d xk = £ A u "  (2.24)
En el caso escalar unidimensional, Oleinik (1959) mostró que las dis­
continuidades de las soluciones físicamente relevantes (discontinuidades 
admisibles) están caracterizadas por las condiciones (condiciones de en­
tropía):
1. Para toda u entre u+ y u_,
F ( u ) - F ( u . ) > s > F ( u ) - F ( u +)
U — U- u -  u+
2. Para 0 < a  <  1,
(a) Si u+ > u_,
F (a u _ +  (1 — gO -^i-) ^  c tF (u -)  +  (1 — a ) F( u +) (2.26)
(la gráfica de F  en el intervalo [u_, u+] está por encima de la 
cuerda que pasa por F (u _ ), F(u+)).
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(b) Si u+ < u_,
F (a u -  +  (1 -  a)u+ ) < a F (u _) +  (1 -  a)F(u+) (2.27)
(la gráfica de F  en el intervalo [u+ ,u_] está por debajo de la 
cuerda que pasa por F (u+ ), F (u_)).
Una discontinuidad que satisface la relación de salto (2.18) y la condición
de entropía (2.25) con las desigualdades estrictas recibe el nombre de
onda de choque (si la condición (2.25) se verifica con los signos de igual­
dad se habla de discontinuidad de contacto).
Para el caso de un flujo estrictamente convexo (definido como, aquel 
que verifica d2F /d u 2 > 0), la condición (2.25) se transforma en:
a(u_) > s > a(u+) (2.28)
(en donde a(u) se ha definido según (2.9)), lo que, además es equivalente 
a:
> u+ (2.29)
y la condición (2.27) se verifica de forma trivial. La relación (2.28) tiene 
una interpretación geométrica: las curvas características a cada lado 
deben converger a la curva de la discontinuidad.
Para sistemas de leyes de conservación, Lax (1973) ha dado la corre­
spondiente caracterización para las soluciones discontinuas admisibles de 
(2.5). Además de verificar las condiciones de Rankine-Hugoniot, (2.18), 
los valores propios, deben verificar el que exista un &, 1 < k < p, tal 
que:
A W (u-) > 8 > AW(u+) (2.30)
A ^- 1)(u_) < 3 < AÍ*+ 1>(u+) (2.31)
Estas desigualdades aseguran que k características convergen a la dis­
continuidad desde la izquierda y que p — k + 1  lo hacen desde la derecha. 
La información transportada por estas p +  1 características, junto con 
las p — 1 relaciones de Rankine-Hugoniot (una vez eliminada la velocidad 
de propagación de la discontinuidad) son suficientes para determinar los 
2 p valores que tom a u a ambos lados de la discontinuidad.
Una discontinuidad a través de la cual se satisface (2.18), (2.30) y
(2.31) recibe el nombre de onda de choque en el campo característico k.
Las relaciones de salto (2.18) caracterizan las discontinuidades ad­
misibles. Una discontinuidad que no verifica dichas condiciones no puede
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propagarse y se descompone en, lo que se llama, una onda de rarefacción. 
Como veremos ahora, esta solución es suave a trozos y autosemejante, 
en el sentido de que su dependencia en las variables x y t se da a través 
de la relación x /t:
u (x jt)  =  v ( x / t ), t > 0. (2.32)
La propiedad de autosemejanza se basa en que la evolución de una dis­
continuidad (lo que más tarde definiremos como problema de Riemann) 
es invariante bajo transformaciones del tipo (x ,í)  —► (aar,aí), a > 0 , 
por lo que la solución debe ser constante a lo largo de las trayectorias 
x / t  =constante.
Una onda de rarefacción es una solución continua de la ley de con­
servación. Por tanto, la función v de (2.32) debe satisfacer la ecuación
diferencial ordinaria:
- í ^ + aW í ) ) ^ i  =  0, (2.33)
con
í  =  f ,  (2.34)
« M í »  =  (2 -35)
Si excluimos los estados constantes correspondientes a dv/d£  =  0, de la 
resolución de (2.33) se tiene que:
a(ü(f)) =  f  (2.36)
y decimos que el estado u+, a la derecha, está conectado con el estado 
u _ por medio de una onda de rarefacción si:
1 .
a(w_) < a(u+), (2.37)
2. existe una función v : [a(u_),a(u+)] — ► solución de (2.36).
Para el caso de un sistema de leyes de conservación (2.1), (2.4) 
también puede definirse el concepto de onda de rarefacción en el campo 
característico k. Aquí, el carácter autosemejante de la solución lleva a 
que:
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en lugar de (2.36), lo que se verifica cuando:
í  =  AW (v({)) (2.39)
^  oc d<*> (2.40)
siendo \ ( k\  uno de los valores y vectores propios, respectivamente, 
del jacobiano del sistema. La ecuación (2.40) tiene una única solución 
que satisface la condición inicial:
v(A(fc)(u_)) =  u _ , (2.41)
que recibe el nombre de onda de rarefacción en el campo característico 
k.
2.4 Problem a de valores iniciales discontinuos 
(Problem a de R iem ann).
Con todo lo que acabamos de ver, la solución del problema de valores 
iniciales discontinuos (problema de Riemann) de encontrar una función 
u : 3£ x [0 , oo [— ► 3? que verifique:
du d F (u ) ,
Ht ~ d x ~  ~  ( )
con F  : — ► 5? de clase C 2 y convexa, con la condición inicial
0si X <  
u+ si X >lí(x ,0 ) =  u0 (x) -  , ^ ^  o
es una onda simple, onda de choque o de rarefacción, dependiendo de 
a (u - )  y a (u+ ):
1 . Si a (u _ ) > a(u+ ), la discontinuidad inicial es admisible y la solución 
es una onda de choque que conecta los estados y u+, de la 
forma:
, I U- si X < síu lx .t)  — < v ' I 1i+ SI X > sí
donde s está dada por la condición de Rankine-Hugoniot:
- I »  » 4 3 )[ti]
(ver Figura (2.3)).










Figura 2.3: Propagación de una discontinuidad inicial admisible, para el 
caso de una ley de conservación escalar con flujo convexo.
2. Si a(u_) < a(u+), la discontinuidad inicial no es admisible y la 
solución de (2.42) es una onda de rarefacción que conecta de forma 
continua los estados y u+ :
t¿_ si x < a(u- ) t
u( x , t ) =  v(x/ t )  si a(u_)f < x < a(u+)t
u+ si x > a(u+)t
donde v(x/ t )  es solución de (2.36) (ver Figura (2.4)).
Con esto hemos conseguido dar una solución explícita del problema 
de Riemann que es autosemejante y puede escribirse en la forma:
u(x, t )  = wR( x / t ; u - , u + )  
donde la función f  — ► w R(£] u _ ,u+)  se define:
w r ( £ ' , u - , u + )  =  u _ ,
si u_ = u+;
wR( Z;u- , u+)  =  
con s =  [F(u)]/[u], si > u+;
(2.44)
(2.45)
si £ < s 
u+ si £ > s
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Figura 2.4: Evolución de una discontinuidad inicial no admisible, para 
el caso de una ley de conservación escalar con flujo convexo.
w r ( £ ] U - , u + )  =  <
■u_ si f  < a( u- )
v ( 0  si a(u_) < f  < a(u+)
u+ si f  > a(u+)
con v (f) solución de (2.36), si u_ < u+6. Para el caso de una ley de 
conservación lineal, toda discontinuidad inicial es admisible, y así, la 
solución para t > 0 de (2.42) es, simplemente:
wR( Z; u . , u+)  = u_ si f  < a u+ si f  > a
siendo a, definida según (2.9), ahora una constante.
Para un sistema de leyes de conservación, Lax (1973) ha demostrado 
que la solución del problema de Riemann con datos iniciales
i  í  U 0 si X  <  0u ( x ,0 ) =  < . _v |  up si x >  0
suficientemente próximos, consiste en p+1 estados constantes uo, u i,...,u p
(siendo p el número de leyes de conservación que componen el sistema)
6 En el caso de una fundón F  más general, que tenga un número finito de puntos de 
inflexión, la solución del problema de Riemann (2.42) se construye con una secuencia 
de ondas de rarefacdón y de choque que enlazan con u_ y u+.
a(uL)t  e(tfc)t
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separados por rarefacciones centradas u ondas de choque (lo que, como 
en el caso escalar, da carácter autosemejante a la solución).
En el caso de un sistema lineal hiperbólico:
d u  du „^  +  A ^  =  0, (2.46)
donde A es una matriz p x p  constante con valores propios reales A ^, la 
diagonalización del sistema mediante una transformación de semejanza:
R - 1 A R  =  A, (2.47)
con
A ij = A (2.48)
permite escribirlo en la forma:
dw  dw
—  + K —  = 0, (2.49)
en donde las w  = R -1 u reciben el nombre de variables características. 
La matriz de la transformación R  esta formada por los vectores propios 
de A  en columnas.
El sistema (2.49) es ahora un sistema de ecuaciones características 
lineales desacopladas, que se resuelven por separado como ecuaciones 
lineales escalares, cuya solución es:
w fl(í;u'ó'). “'p )) =  (  w°¡) 
l  wp
SIi í  <  A «
^ si { >  A «
En las variables originales u, la solución viene dada por:
£ < A<1>u0 SI
W rt(f;uo,Up) =  < Ufe si
> up si
(ver la Figura (2.5)), donde los estados intermedios u* verifican:
o, equivalentemente
k
ujf =  u0 +  ^ 2  A u /^ e ^ ,  (2.50)
i=i
Ufc =  up — ^  (2.51)
t—k+1
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/
— -  a,
dx
— -  om
dx
u„ -  uL
Figura 2.5: Solución analítica para el sistema de leyes de conservación 
lineal (2.46).
Las cantidades A w  = w p—wo se obtienen a partir del sistema algebraico:
p
u p  ~  u o  =  A w ( , ) e ( , ) . ( 2 . 5 2 )
«=i
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T écnicas num éricas de alta  
resolución  m odernas para 
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3.1 Introducción .
Comenzaremos este Capítulo hablando de ecuaciones en derivadas par­
ciales hiperbólicas lineales. Como vimos en el Capítulo anterior, sus 
soluciones sólo presentan discontinuidades si los datos iniciales ya son 
discontinuos, lo que reduce de forma im portante las dificultades de su 
resolución. P ara  ellas existen métodos en diferencias finitas estables y 
bien estudiados, que pueden encontrarse en los libros de texto clásicos 
(Garabedian, 1966; Richtmyer y Morton, 1967). Antes de centramos en 
el estudio de los sistemas genuinamente no lineales, repasaremos algunos 
de estos esquemas.
Sea la ecuación en derivadas parciales hiperbólica:
du du , x
w + “ ^  =  0’ (3-1}
donde a es una constante real. Sea u" la aproximación numérica a la 
solución de (3.1) en xj =  j A x  y t n =  n A t,  siendo A x  el tamaño de la 
celda computacional y A t,  el paso de tiempo.
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El esquema upwind de Courant, Isaacson y Rees (1952), de acuerdo 
con la teoría de características descrita en el Capítulo anterior, usa una 
discretización para la derivada parcial espacial que depende de la di­
rección de propagación de la señal (signo de a). El esquema se escribe 
en la forma:
n + 1 n A  t í  (uj+1 -  UJ )  SÍ a <
u3 uj (uy -  u ^ y )  si a >
Introduciendo la notación:
a+ =  ^ ( a +  la l)5 (3‘2)
a"  =  | ( o -  M ), (3.3)
el esquema puede escribirse de forma compacta como:
« r 1 = u" -  s [a+(*? ■ u" - i } + a ’ ( u "+ i  ■ u?)1, (3-4)
independientemente del signo positivo o negativo de a, o también, us­
ando las relaciones entre a + , o ' ,  a y |a|:
“ " + 1  =  u" ~  + ~  2u> +  ^
Como veremos más adelante, es conveniente trabajar con esquemas 
que pueden escribirse en forma conservativa:
« r 1 =  (3-6)
en donde las cantidades / J+i  reciben el nombre de flujos numéricos. 
Definiendo f J+± como:
f ] + í  =  +  «“ ) -  M («?+i -  «¿ )]> (3-7)
el esquema (3.5) se escribe en la forma conservativa (3.6).
El algoritmo que acabamos de describir puede extenderse a un sis­
tem a hiperbólico lineal:
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donde A es una matriz p x  p constante con valores propios reales. Para 
ello lo transformamos a su forma característica, tal y como se describió 
en la Sección 4 del Capítulo anterior:
dw <9w
ü t  + dx “  ’ 13-9)
siendo A la matriz diagonal formada por los valores propios, A(*), de A.
Ahora, el esquema en forma conservativa (3.6), (3.7) puede aplicarse 
a cada una de las ecuaciones características desacopladas:
r ‘ =  w ? - £ ( 6 J+i - M )  (3.10)w n+1 -
con
I j+ i  =  |[A (w ?+1 +  w?) -  |A|(w"+1 -  w?)], (3.11)
donde los elementos de |A| se definen según:
|A|« =  |AW|Í«. (3.12)
Teniendo en cuenta que A  =  R A R ” 1 y u = R w , en donde R  está 
compuesta por los vectores propios de A  en columna, el algoritmo (3.10), 
(3.11) puede escribirse en función de las variables originales u:
u ¿ + 1  =  " ¿ - £ ( ^ 1 - ^ - 1 ). (3.13)
con el flujo numérico:
F J+i  =  |[A (u ? +1 +  u j) -  |A|(u"+1 -  n j)], (3.14)
|A | =  R |A |R _ l . (3.15)
Además de las técnicas upwind, que usan discretizaciones para la
derivada espacial por la izquierda o por la derecha dependiendo del signo 
de a, existen numerosos esquemas para ecuaciones en derivadas parciales 
que usan discretizaciones centradas (esquemas simétricos). Entre los 
esquemas simétricos de segundo orden, son de destacar:
1 . El método de Crank-Nicholson :
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2. El método de Lax-Wendroff :
A t A / 2
"  2 A Í a(u"+i -  » ? - .)  +  2 ^ “2(«¿+i -  2 »? +  « ? -.)
(3.17)
3. El método de MacCormack :
= «" -  ^ a(u?+i -  “?) (3-18)
u] +1 =  ¿ K  +  «”+ Í ) -  2 ^ a (“ "+i” -  «“- * )  (3-19)
4. El método de Lax-Friedrichs:
„»+» =  u" -  ^ a ( u " +l -  «?_!) +  i ( u " + 1  -  2u" + u ? ^ )  (3.20)
5. El método Leapfrog :
« r l = « i - 1  -  ^ “ ( « " + 1  -  « ? -i)  (3.2i)
La extensión de estos esquemas al caso de sistemas con coeñcientes con­
stantes puede hacerse de una forma similar a como se hizo con el esquema 
upwind.
Como vimos en el Capítulo anterior, las ecuaciones hiperbólicas no 
lineales generan soluciones discontinuas aún partiendo de soluciones ini­
ciales suaves. Esta propiedad está en el origen de alguna de las dificul­
tades técnicas que presenta la  resolución numérica de dichas ecuaciones. 
En efecto, la utilización de técnicas standard de alto orden (>  2) como 
las expuestas más arriba, generalizadas al caso no lineal, conduce a re­
sultados catastróficos cuando aparecen las discontinuidades. La Figura 
(3.1) m uestra un ejemplo de las oscilaciones espúreas que aparecen en 
la resolución de la ecuación de Burgers (1948), sin viscosidad:
con el método de Lax-Wendroff. El dato inicial es una función seno y se 
han tomado condiciones de contorno periódicas. Las líneas sólidas rep­
resentan la solución exacta en dos tiempos diferentes y los círculos las
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  EXACT
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Figura 3.1: Soluciones numéricas de la ecuación de Burgérs usando el 
método de Lax-Wendroff para los tiempos t = 0.2 (arriba) y í = 1.0 
(abajo). De Yee (1989).
soluciones calculadas. Al aparecer la onda de choque, el esquema pro­
duce oscilaciones a través de ella. Las oscilaciones mantienen la misma 
amplitud aunque se refine la malla.
Como el sistema de ecuaciones en derivadas parciales sigue verifi­
cándose fuera de las discontinuidades, una posible metodología es usar 
una técnica en diferencias finitas standard de alto orden en las regiones 
suaves, combinada con una técnica que detecte la posición de las discon­
tinuidades, para hacer uso, a través de ellas, de las condiciones de salto. 
Esta técnica recibe el nombre de shock-tracking.
Alternativamente, se usan las técnicas shock-capturing (TSC), que 
tratan de forma consistente las discontinuidades allí donde aparecen, sin 
tener que hacer un seguimiento explícito de ellas (lo que en casos multi- 
dimensionales o con interacción de discontinuidades, puede hacerse ex­
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cesivamente complicado). Dentro de este tipo de técnicas se encuentran 
las llamadas de alta resolución, que tienen al menos, segundo orden de 
precisión en la parte suave de las soluciones y una buena resolución en 
las discontinuidades.
El método de la viscosidad artificial, introducido originalmente por 
Richtmyer y von Neumann (1950) para el tratam iento de las ondas de 
choque -en el caso de la hidrodinámica newtoniana- pertenece a este tipo 
de técnicas. Cuando un fluido es viscoso, todas las magnitudes varían 
de forma suave a través de la onda de choque, independientemente de 
la intensidad de ésta1. Además, la anchura de la zona de transición 
aparece como proporcional al coeficiente del mecanismo de disipación, 
de forma que en el límite de no viscosidad, los valores de las magnitudes 
a ambos lados de la onda de choque se corresponden con los que verifica­
ban las condiciones de salto de Rankine-Hugoniot. Teniendo en cuenta 
todo esto, Richtmyer y von Neumann introdujeron en las ecuaciones de 
la hidrodinámica newtoniana en una dimensión espacial y coordenadas 
lagrangianas, un término disipativo puramente artificial, q, distinto de 
cero en las regiones con posibilidad de que se forme una onda de choque, 
que acompañaba a la  presión y reducía las oscilaciones permitiendo que 
la transición de la onda de choque ocupara unos cuantos intervalos Ax 
de la variable espacial independientemente de la intensidad de la onda y 
no tuviera efecto alguno en las regiones en las que el flujo es suave. Von 
Neumann y Richtmyer demuestran que una expresión para el término 
de viscosidad que reunía las condiciones anteriores era:
- . / " “ f e » « S < 0 o f c > 0
1 0  en cualquier otro caso
siendo a  =  po(kA x)2^ ,  v la velocidad del fluido, po su densidad y & un 
parám etro constante cuyo valor se ajusta en cada experiencia numérica y 
que controla el número de celdas en las que se disipa la onda de choque.
Sin embargo, como es bien conocido (ver, por ejemplo, Harten, 1984), 
la dificultad inherente a la técnica de la viscosidad artificial es determi­
nar una forma apropiada para el término de la viscosidad, q, que in­
troduzca la disipación ju sta  para reducir las oscilaciones sin causar una 
pérdida excesiva de resolución en la discontinuidad. Ambas condiciones 
son difíciles de conseguir a la vez.
*A diferencia de la conducción de calor que sólo mantiene esta propiedad para 
ondas de choque por debajo de una cierta intensidad (Becker, 1922).
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Los métodos de alta  resolución modernos se basan en otro tipo de 
principios (la resolución aproximada o exacta de problemas de Riemann 
locales) de forma que se previene la aparición de oscilaciones mante­
niendo una buena resolución en las discontinuidades.
3.2 El m étodo original de S. K . G odunov.
En 1959, Godunov (1959) publicó un método aplicable en problemas de 
hidrodinámica en simetría plana con ondas de choque. Está basado en 
las ecuaciones lagrangianas, que, en forma conservativa, se escriben:
du  dF (u )
T t +  e r  = 0> (3-23)
con
u = ( V , v , E f ,  (3.24)
F (“ ) =  (~ v ,p ,v p )T, (3.25)
siendo x  la coordenada lagrangiana, V  el volumen específico, v la  veloci­
dad euleriana del fluido y p  su presión. Por último, E  es la energía total 
específica, que se define a partir de la energía interna específica, £, y la 
cinética, según:
E  =  l o 2 +  £ (3.26)
(ver, por ejemplo, Zel’dovich y Raizer, 1966).
El m étodo de Godunov es conservativo2, lo que implica que los flujos 
de la celda i a  la  celda i + 1  son iguales y opuestos a los flujos respectivos 
de la celda * +  1 a  la * (ver Figura (3.2)), por lo que las cantidades que 
deben conservarse de acuerdo con el sistema de ecuaciones en derivadas 
parciales, lo hacen de forma exacta en el algoritmo en diferencias.
En un método conservativo el valor medio de u  en la celda j , centrada 
en Xj =  j A x ,  y el instante í n + 1  =  (n +  l)A f, u"+1:
u " + 1  =  u ( i , í n+1) ¿ i ,  (3.27)
¿Xx J x . i
2 El interés de que los esquemas sean conservativos radica en el Teorema de Lax y 
Wendroff sobre la convergencia de la solución numérica a una de las soluciones débiles 
del sistema, y se comentará con más detalle en la Sección 4 de este Capítulo.
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Ceil
Figura 3.2: Conservación en dos dimensiones sobre una malla. El flujo 
de la celda C a la celda E es igual y opuesto al flujo de la celda E a la 
C.
se obtiene a partir de la expresión
UJ
* + 1  =  (3'28>
consistente con la versión integrada de la ley de conservación (2.16) en 
la celda computacional [(j  -  i ) A x , ( j  +  x Y en Ia flue
Fj+ i  representa un valor de F (u ) en x;+ i  (=  Xj +  ^p), interfase entre
las celdas j  y j  +  1, promediado temporalmente entre los instantes tn y 
í n+1,
( 3 ' 2 9 )
En el método de Godunov, F n+  ^ =  F (u n+¿ ), con
2 ^"^"2
v í =¿/ñ (3-3°)
De acuerdo con la expresión (3.25) sólo son necesarios los valores
 ^ * TI ^
de v y p para el cálculo de F ¿ . Godunov los obtiene resolviendo un
J + 2
problema de Riemann en cada interfase a partir de las distribuciones, 
supuestas constantes, de v, p, V  y E  en tn en cada celda. Para un tiempo
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suficientemente pequeño de forma que no interaccionen las soluciones de 
problemas de Riemann contiguos, y que es del orden de:
Ax 
2  cs (3.31)
(ca es la velocidad local del sonido), y de acuerdo con lo visto en el 
Capítulo anterior (ver también, por ejemplo, Landau y Lifshitz, 1987), 
se sabe que cada discontinuidad se descompone en tres ondas simples 
(ver Figura (3.3)). Dos de ellas pueden ser ondas de choque o rarefac­
ciones, moviéndose una en el sentido de x crecientes y la o tra  en el 
sentido de x decrecientes. La tercera es una discontinuidad de contacto 
que se sitúa en el lugar de la discontinuidad inicial ( j  +  J)A x  (x es 
la coordenada lagrangiana). En la región comprendida entre las ondas 
que viajan hacia la derecha y hacia la izquierda, v y p  tienen valores 
constantes en espacio y tiempo, mientras que V  y E  presentan saltos a 
través de la  discontinuidad de contacto. Son estos valores constantes de 
v y p los que se consideran para v*' ? y pn ¡  3.J t  j j
La forma de obtener dichos valores constantes, que en lo que queda 
de Sección llamaremos vm y p*, hace uso de las relaciones de Rankine- 
Hugoniot (deducidas para un sistema hiperbólico general en el Capítulo 
anterior) a través de las ondas de choque y del carácter autosemejante 
del flujo en las rarefacciones. Godunov propone una forma de obtener 
dichos valores suponiendo una ecuación de estado de gas ideal.
Si la onda que se mueve hacia la derecha desde el punto x =  (y-f ^ )Ax 
es una onda de choque, el salto en la velocidad del fluido está relacionado 
con el salto en la presión a través de la relación de Rankine-Hugoniot 
que procede de la ecuación del momento:
M+(w* -  u?+1) =  p* -  p ] + l  (3.32)
donde M + es la  masa de fluido que atraviesa la onda de choque por 
unidad de tiempo (Af+ =  donde la función x =  r¡(t) param etriza la
P ú a  tiempos mayores que te, la solución puede no permanecer constante en Xj+x 
debido a la interacción con ondas provenientes de problemas de Riemann vecinos. 
Para evitar esto, exigimos que A t < tc (tc s  tiempo de Courant). La condición 
anterior es la generalización natural de la condición de estabilidad de métodos en 
diferencias finitas de Courant, Friedrichs y Lewy (1928) para el caso escalar lineal.
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rarefaction shock contact  d iscont inu ity
Figura 3.3: Ilustración del método de Godunov. La distribución en 
t =  tn se aproxima por estados constantes a trozos u" separados por 
discontinuidades en las interfases (figura de abajo). La solución en el 
instante de tiempo siguiente t =  ín+1 se obtiene promediando las solu­
ciones de los problemas de Riemann locales definidos por las discon­
tinuidades (figura de arriba).
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posición de la onda de choque) y viene dada por la ecuación:
M + =
( 7  +  1 )p* +  ( 7  -  l)Pj+i
2V71 z v j + 1
(3.33)
(siendo 7  el cociente de los calores específicos del gas a presión y volumen 
constantes), que puede obtenerse a partir de las restantes condiciones 
de Rankine-Hugoniot junto con la ley de estado de gas ideal.
Si la onda simple que se mueve hacia la derecha es una onda de 
rarefacción, entonces, como ya vimos, la región central donde p y v 
tienen valores constantes pm y v* se separa en el plano x — t de la región 
donde tienen valores constantes p !>+ 1  y u"+ 1  por medio de un estado en 
el que todas las magnitudes dependen de x y t a través de la variable
Teniendo en cuenta que
y que
l  = (3-35>
¿  = t| -  <3-36)




A partir de ella puede obtenerse una ecuación formalmente igual a (3.32): 
A/+K - t > " +1) =  (3.38)
para lo que M + se ha definido como
M + =  ¿ t 1 =  í  (3.39)
r ^ d v
(la masa que atraviesa, por unidad de tiempo, la  característica que den­
tro de la región de la rarefacción tiene como pendiente £).
El siguiente paso es obtener una expresión que, al igual que la (3.33), 
perm ita conocer el valor de M + cuando la onda que separa los estados
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donde
<p{z) =  <
* y ( j  +  1) sea una onda de rarefacción. Godunov, haciendo uso de las 
ecuaciones de continuidad y del momento en función de la variable £ 
y del carácter isoentrópico del flujo autosemejante4 junto con la ley de 
estado de gas ideal, obtiene la expresión deseada:
A f+  =  ~  ------------- Pj+i-P*' (3  4 0 )
V 7P"+ l Vi + i  1 "  (P’ / P j + i )  21 ’
Combinando las expresiones (3.33), cuando pm > p"+1, y (3.40), 
cuando pm < p™+ se tiene que:
M + =  t e )  (3 '41)
( 2 ± iz  +  :t51 ) ’ s i z > l
P ara la onda que se mueve hacia la izquierda desde el punto ( j  +  
^)A x, de forma análoga se tiene:
-  M ~(v*  -  vJ) =  p* -  p], (3.42)
donde M ~  viene dada por:
( í '“ >
Eliminando v* de las expresiones (3.32) y (3.42), se obtiene la ecuación 
para pm:
que puede resolverse de forma iterativa5. Una vez obtenido el valor de 
p*, v* se calcula a partir de (3.32) ó (3.42), o, como propone Godunov, 
a partir de:
M +(v* -  v?+l) +  M ~ (vm -  v j)  = P j -  p"+1 - (3.45)
4 Para comprobar este punto, consultar Landau y Lifshitz, 1987, págs. 366-69; o 
el Apéndice de este Trabajo para una prueba en el caso de la dinámica de fluidos 
relativista.
5 Una forma no iterativa de obtener el estado intermedio en un problema de Rie­
mann está descrita en Chorin (1976).
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El método de Godunov que acabamos de describir puede extenderse 
a cualquier sistema hiperbólico (Godunov et a/., 1979; van Leer, 1984). 
Así, el método de Godunov paxa integrar el sistema hiperbólico de leyes 
de conservación:
$u  $ F (u )_  +  _ U  =  0) (3.46)
es un esquema en forma conservativa:
uy+ 1  ~ u? . O - F o K - i . u ? )
A t  +  A i  ’
en el que F g (uJ , u j+1) es el valor del flujo en en la solución exacta 
del problema de valores iniciales con una distribución inicial constante 
a trozos:
u n(a:) =  u" para Xj -  < x  < Xj +  (3.48)
Es decir, si
u (x ,í)  =  w fi( i / í ; u _ , u + ) (3.49)
es la solución (débil) del problema de Riemann que tiene como valores 
iniciales:
{u_ si x < 0  u+ si x > 0 ,
entonces,
F g (u?, u?+ l) =  F[w fi(0; u". u^+1)]. (3.50)
3.3 R esolvedores de R iem ann aproxim ados.
El método de Godunov requiere la solución de problemas de Riemann en 
cada interfase y cada instante de tiempo. Aunque teóricamente dichos 
problemas de Riemann pueden resolverse, en la práctica puede ser muy 
costoso pues involucra la resolución de un sistema algebraico no lineal.
Por otro lado, debido al uso de soluciones promediadas, el esquema de 
Godunov no utiliza toda la información contenida en la solución exacta 
del problema de Riemann. Este hecho sugiere la conveniencia de acudir a 
soluciones aproximadas del problema de Riemann, obtenidas con menor 
coste. Así, si w (x /t;  u_ , u+) es una aproximación a la solución del 
problema de Riemann, se definen los esquemas tipo Godunov (Harten,
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Lax y van Leer, 1983; Einfeldt, 1988) como aquellos en los que u " + 1  se 
obtiene según:
i 1 /*o 1 r^x / 2
ui = J   ^ + —  yo w(xl t \Mj .U Mj)dx,
(3.51)
resolviendo de forma aproximada un problema de Riemann en cada in- 
terfase y cada paso de tiempo. Harten y Lax (1981) demuestran que 
si la solución aproximada, w (a? /t;u _ ,u + ), es consistente con la forma 
integral de la ley de conservación en el sentido de que
i
Ax/2
w(a?/í; u _ ,u + )  =  -r - (u _  +  u+) — A íF +  -f A fF_ (3.52)
— Ax/2 ¿
(F_,+  =  F (u_ ,+ )) y con la forma integral de la condición de entropía, 
el esquema (3.51) tiene forma conservativa. Efectivamente, aplicando la 
forma integral de la ley de conservación (2.16) a la  solución aproximada 
del problema de Riemann en el rectángulo [—^ , 0 ]  x [0,Af], el flujo 
numérico F J+i  a través de la interfase que separa los estados u¿ y Uj+i 
puede obtenerse según:
. j  /O As?
F i+ i  =  F> -  —  J  w (x /A í; Uj, ui+ i)í¿i +  — uy. (3.53)
Análogamente integrando en el rectángulo [ 0 , ^ ]  x  [0, Ai],
l  A x
F i _ j = F J +  — w ( x / A t ; u j - U n j ) d x - — iij. (3.54)
En la presente Sección, nos proponemos explicar uno de los resolve- 
dores más populares (Roe, 1981a; 1981b), que se sitúa en la base de la 
aproximación local por campos característicos, usada de forma general 
para extender a sistemas de leyes de conservación los métodos desarrol­
lados para el caso escalar.
Roe considera soluciones aproximadas del problema (3.46) con condición 
inicial:
\ u
_  SI X < X;
u+ si x  >  a?i+i
T é c n i c a s  N u m é r i c a s  d e  A l t a  R e s o l u c i ó n 3 9
(en donde xt+¿, es la interfase entre dos celdas cualquiera de la malla 
computacional), que son soluciones exactas del problema aproximado:
du. 2 du  t
~ d i+ d x  ~  ’ ( '
con la misma condición inicial, donde A (u _ , u+) es una matriz constante 
relacionada, como ahora veremos, con la matriz jacobiana del sistema 
original, y a la que se exige que cumpla las siguientes condiciones:
1. F _  -  F+ =  Á (u _ ,u + )(u _  -  u + ).
2. A (u _ , u+) tiene valores propios reales y un conjunto completo de 
vectores propios.
3. Á (u ,u )  =  A (u), donde A  es el jacobiano del sistema original.
Una vez construida dicha m atriz, sus valores propios, ÁW, pueden 
considerarse como las velocidades de las características del problema de 
Riemann y la proyección de (u+ — u _ ) sobre sus vectores propios, é(‘), 
de acuerdo con lo expuesto en la Sección 4 del Capítulo anterior, como 
los saltos de las variables características, Aw:
p
u+ — u_ =  ^  A t& ^ é^ . (3.56)
»=i
Combinando esta expresión con la  propiedad 1) para la  matriz A , ten­
emos que
p
F+ -  F _  =  Á (u+ -  U — ) =  £ Á (i)Aiü(<)éW. (3.57)
»=1
El resolvedor aproximado viene dado por la solución exacta del prob­
lema linealizado (3.55), que ya vimos en la últim a Sección del Capítulo 
anterior:
w (f ;u _ ,u + )  =  <
u_ si f
Ufc si f  k =  1 , ...p — 1
k u+ si f ,
y en la que los estados intermedios, u*,, vienen definidos por:
k
ujt =  u_ +  ^ 2  A w ^é^ 'K  (3.58)
»=i
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El flujo numérico asociado puede obtenerse a partir de la  expresión 
(3.53):
A z 1
Ffioe =  F -  +  — u_ -  —  J  w ( f ; u_ , u+)dx, (3.59)
expresión que, teniendo en cuenta (3.58) puede escribirse en la forma:
F  =  F _  +  ÁWAtfMéM (3.60)
V i / Á ( 0 < 0
La suma anterior puede extenderse a los valores positivos de si ten­
emos en cuenta que se verifica:
ÁWAi8w éW =  i  ¿(Á W  -  |XW|)A¿>w é<’'>. (3.61)
V » /Á ( ') < 0  * '=1
Considerando esta expresión y la (3.57), el flujo de Roe puede escribirse, 
definitivamente, como:
Fflo. =  i ( F _  +  F+ -  ¿ |Á W |A iSW éW ). (3.62)
¿  .= 1
El resolvedor de Roe tiene la virtud de que a través de ondas de 
choque da la solución exacta: si u_ y u+ satisfacen las condiciones de 
salto:
F _  — F+ =  s(u_  -  u+) (3.63)
para un cierto escalar ¿, entonces, por la propiedad 1 ), s es un valor pro­
pio de A ; además, una proyección de (u/?— u¿) sobre los vectores propios
de A , debido a 2), lo será sólo sobre el vector propio correspondiente a 
s.
Sin embargo, el resolvedor de Roe viola la condición de entropía 
para el caso de rarefacciones transónicas (ver Roe, 1981b; van Leer, 
1984), convergiendo a soluciones débiles no físicas. Para prevenir este 
hecho, debe añadirse un término de viscosidad que actúa en cada campo 
característico en los puntos en los que el valor propio asociado presenta
un cambio de signo, en el seno de una onda de rarefacción (ver Harten
y Hyman, 1983; Yee, 1989).
Roe (1981b) construye explícitamente la  m atriz A  correspondiente 
al sistema de ecuaciones de la dinámica de gases (ideales). Sin embargo, 
Harten y Lax demuestran que, bajo condiciones muy generales, cualquier 
sistema hiperbólico permite una linealización del tipo propuesto por Roe 
(ver el Teorema 2.1 del trabajo de Harten, Lax y van Leer, 1983).
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3.4 T écnicas shock-capturing y  de alta  resolución  
m odernas para ecuaciones escalares.
critas en form a conservativa, lo que significa que el método tiene la 
forma:
y Wendroff (1960), en el que se demuestra que la solución límite al
forma autom ática, lo que, por lo menos, asegura que la solución límite, 
si existe, es una de las soluciones débiles de la ecuación original.
Sin embargo, como ya se comentó en el Capítulo anterior, las solu­
ciones débiles no son únicas. Una propiedad interesante que satisface 
la solución de entropía de una ley de conservación escalar es que si se 
escogen dos conjuntos iniciales de datos uq y uq tales que:
las respectivas soluciones de entropía u (x ,t)  y v (x ,t)  satisfacen
Las técnicas numéricas para la resolución de ecuaciones hiperbólicas se 
desarrollan primeramente para leyes escalares no lineales:
(3.64)
extendiéndose después formalmente a sistemas. Este hecho se debe a 
que los fundamentos teóricos están demostrados principalmente para el 
caso escalar.
La primera característica que comparten las TSC es la de estar es-
(3.65)
para una cierta función F , flujo numérico, de p +  q +  1 argumentos. 
La im portancia de la forma conservativa radica en el Teorema de Lax
refinar la malla (A x  —► 0 ) de cualquier esquema en diferencias finitas 
en forma conservativa que sea consistente con la ley de conservación6 
satisface las condiciones de salto a través de las discontinuidades de
vo(z) > U q (x ) Vr, (3.66)
v(*»0 > u (x ,t)  V x,t.
Así, un esquema explícito en diferencias finitas en tres puntos
(3.67)
«7+ 1 =< ?(«?_„ u J .u J h )  (3.68)
6F( u, u, u) =  F («), siendo F(u)  la función flujo de la ley de conservación.
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se dice monótono si G  es una función monótona creciente de cada uno 
de sus argumentos. Para una ley de conservación escalar, los esquemas 
monótonos siempre convergen a la solución física (Harten, Hyman y Lax, 
1976), lo que ha hecho a estos esquemas interesantes para el cálculo de 
soluciones discontinuas. El esquema de Godunov (van Leer, 1984) es 
monótono, mientras que el de Roe (van Leer, 1984) no lo es (Harten y 
Hyman, 1983).
Aunque los esquemas monótonos poseen, como hemos visto, propie­
dades adecuadas para el cálculo de soluciones discontinuas, sólo son de 
primer orden (Harten, Hyman y Lax, 1976). Para flujos complicados los 
esquemas monótonos y upwind de primer orden son muy difusivos. Así, 
en los últimos años se ha efectuado un esfuerzo im portante en el desar­
rollo de mejores métodos para tra ta r ondas de choque. Básicamente hay 
dos clases de TSCM apropiadas para el cálculo de soluciones débiles: los 
esquemas TVD ( Total Variation Diminishing, Harten, 1984) y los ENO 
(Essentially Non-Oscillatory, Harten y Osher, 1987). La principal difer­
encia entre los métodos TVD y ENO es que ciertos tipos de esquemas 
ENO mantienen el mismo orden de precisión espacial en los puntos ex­
tremos, mientras que los TVD se reducen a  primer orden en estos puntos. 
Todos los esquemas monótonos y upwind de primer orden son esquemas 
TVD de primer orden. Al contrario que los esquemas monótonos, no 
todos los esquemas TVD son consistentes, automáticam ente, con una 
condición de entropía.
La variación total de una función sobre una malla, {u‘j } j í í_00, se 
define como:
T V (u n)=  f )  (3.69)
j= -o o
El esquema numérico (3.65) para el problema de valores iniciales (3.64) 
se dice que es TVD si
TV (un+1) < T V (u n) (3.70)
El interés de la propiedad TVD se basa, por un lado, en el teorema 
de convergencia (Harten, 1984) que establece que si el esquema (3.65) 
es consistente con la ley de conservación (3.64) y con su desigualdad 
de entropía, si la aproximación numérica tiene variación total estable7, 
entonces el esquema es convergente y su límite es la solución débil única 
de (3.64) que satisface la desigualdad de entropía.
7T V ( u n) uniformemente acotada en espacio y tiempo.
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Por otro lado, dada la ley de conservación escalar (3.64), se sabe que 
la solución es constante a lo largo de las líneas características d x /d t — 
a(u). En consecuencia, si los datos iniciales son suaves, la variación to­
tal en x de la solución permanece constante en el tiempo, mientras las 
líneas características no se crucen. Incluso cuando se forme una onda 
de choque, debido a la convergencia de las características, la solución 
en cada punto (x ,í)  permanece bien definida en términos de una de las 
líneas características que la conectan con los datos iniciales. Como los 
datos iniciales en el dominio de dependencia de la onda de choque se pier­
den en ella, la formación de una onda de choque puede, realmente, hacer 
decrecer la variación to tal en x. Dado que las oscilaciones numéricas 
producirían un aumento en la variación to tal de la solución, las técnicas 
TVD evitan, por construcción la aparición de dicho fenómeno.
Existen varias formas de diseñar esquemas TVD de alto orden (que 
se incluirían ya en el conjunto de las técnicas de alta resolución). Pre­
sentamos aquí dos de los procedimientos más usuales:
1. Esquemas con limitadores de flujo.
2. Esquemas con limitadores de pendiente.
Entre los primeros el más conocido es el esquema de transporte con 
flujo corregido (Flux-Corrected Transporta FCT) de Boris y Book (1973). 
El flujo numérico, F , consta de un flujo numérico de alto orden, F n (u ;j)  
que funciona bien en las regiones suaves y un flujo numérico de orden 
bajo, F£,(tt; j ) ,  (en general correspondiente a un método monótono) que 
se comporta bien cerca de las discontinuidades, de forma que F  se re­
duce a F jj(u \j)  en las regiones suaves y a F i(u ; j)  cerca de las discon­
tinuidades:
F (u ; j)  =  FL(u ; j)  +  $ (u ; ; ) [ f f f (u ; ; )  -  FL(u ;j)]} (3.71)
en donde 4>(u;j) recibe el nombre de limitador de flujo  y tiende a 1 
cuando el flujo es suave y a cero en presencia de discontinuidades.
Sweby (1984) ha  estudiado varios métodos con limitadores de flujo 
y deducido condiciones algebraicas sobre el limitador que garantizan la 
precisión de segundo orden y la condición TVD.
En los esquemas con limitadores de pendiente la idea básica es gen­
eralizar el método de Godunov reemplazando la distribución constante 
a trozos por o tra  de mayor precisión. Así, van Leer (1979) generalizó el
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esquema de Godunov a segundo orden, sustituyendo los valores iniciales 
constantes del problema de Riemann por datos iniciales lineales. La pen­
diente de la reconstrucción lineal se escoge de forma que no aparezcan 
oscilaciones espúreas (enfoque MUSCL, Monotonic Upstream Schemes 





“ ¿ + 1  =  «7 -  T z IM » ? . «7)1 (3.72)
M «?. 1) = J f f í )  + í K + i )  -  l«i+ i  I(«Jh -  «?)]• (3.73)
El enfoque MUSCL sustituye los argumentos ti", u " + 1  del flujo numérico
por u f , u f+11 definidos hasta segundo orden de precisión en la forma:
u f  =  «7 +  a ¡ (x J+i  -  Xj) (3.74)
u f+1 =  u]+1 + <Tj+i(xj+i  -  x j+i). (3.75)
Las pendientes deben escogerse de forma que no produzcan oscila­
ciones en las proximidades de las discontinuidades. Para ello se utilizan 
limitadores de pendiente que reducen a cero el valor de la pendiente cerca 
de las discontinuidades o en los puntos extremos.Uno de los limitadores 
más corrientes es el llamado minmod:
=  T Z m inm od^ul^ i  u ] ^ )  (3.76)A x
con
m inm od(a , b) — <
a si |a| < |6 | y a 6  > 0
b si |6 | < |a| y ab > 0
0  si ab < 0
La Figura (3.4) muestra las pendientes minmod para un conjunto de 
datos.
El enfoque MUSCL extendido a un sistema de leyes de conservación 
ha sido el que hemos utilizado en gran parte de los cálculos relativistas. 
Detalles de su implementación se verán en un Capítulo posterior.
Woodward y Colella (1984), en la elaboración del PPM  (Piecewise 
Parabolic M ethod) retinaron la  idea de van Leer, usando datos iniciales
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Figura 3.4: Reconstrucción lineal a trozos usando pendientes minmod.
ajustados a parábolas en cada celda. El código de Yahil, Johnston y 
Burrows (1985), que, con ligeras modificaciones, hemos utilizado en los 
cálculos de colapso newtoniano, emplea también una reconstrucción de 
los datos hasta precisión parabólica con apropiados limitadores de pen­
diente.
El teorema de convergencia de Harten no necesita que el esquema 
tenga variación total decreciente, sino que basta con que dicha variación 
esté acotada. Ello ha llevado a Shu (1987) a introducir los esquemas 
TVB ( Total Variation Bounded), para los que:
T V { u n) < (3.77)
para un cierto B( u ° ) > 0. Relajando de esta forma la propiedad TVD, 
estos esquemas logran mantener el orden en todos los puntos, incluyendo 
los extremos.
Al contrario que en los esquemas TVD, en los esquemas ENO no se 
requiere que disminuyan los valores en cada extremo local y en cada paso 
de tiempo, sino que se les permite ocasionalmente acentuar un extremo 
local. De hecho, los esquemas ENO parecen verificar:
T F (u n+1) < T V ( u n) +  0 ( A x r), (3.78)
siendo r el orden del método, lo que, además, implicaría el carácter
TVB (Harten, Engquist, Osher y Chakravarthy, 1987). Esta propiedad
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Figura 3.5:  Esquemas conservativos para leyes de conservación
hiperbólicas (de Yee (1989)).
permite a los esquemas ENO mantener el orden incluso en los puntos 
extremos. El carácter no oscilatorio se consigue considerando reconstruc­
ciones polinómicas no oscilatorias a partir de los promedios en las celdas 
para calcular los flujos numéricos (ver Harten y Osher, 1987, donde los 
autores construyen un esquema no oscilatorio de segundo orden).
Siguiendo a Yee (1989), y teniendo en cuenta todo lo anterior, pode­
mos clasificar los esquemas en forma conservativa del siguiente modo (ver 
Figura (3.5)). Sea S t  el conjunto de todos los esquemas conservativos 
existentes de cualquier orden para leyes de conservación hiperbólicas. 
Este conjunto puede dividirse en dos partes, SuP y Se,  donde SuP es 
el conjunto de todos los esquemas upwind de cualquier orden. Además, 
sea S e n o  el conjunto de todos los esquemas esencialmente no oscilato­
rios de cualquier orden; sea S t v d  el conjunto de todos los esquemas con 
variación total decreciente de cualquier orden y sea Sm  el de todos los 
esquemas monótonos. Entonces, Sm  C S t v d  C S e n o  C S t -
Recientemente, Shu y Osher (1988, 1989) han construido esque­
mas ENO usando polinomios interpolantes no oscilatorios para la re­
construcción de los flujos a partir de los valores puntuales en lugar de 
los promedios en las celdas. La misma idea ha sido empleada por Mar- 
quina (1991) en su esquema de tercer orden PHM ( Piecewise Hyperbolic 
Method) en el que la precisión espacial se consigue mediante una recon­
strucción upwind con hipérbolas (que preserva la monoticidad). En los
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extremos, el método puede degenerar hasta O ( A x i )  (debido, precisa­
mente, al carácter monótono de la reconstrucción), por lo que supera 
en dichos puntos a los métodos TVD. La propiedad más interesante 
del PHM radica en su carácter local (los flujos numéricos reconstrui­
dos son función de cuatro variables, mientras que los flujos numéricos 
de la reconstrucción ENO de tercer orden de Shu y Osher, 1989, son 
función de seis variables), lo que se traduce en una mejor resolución 
de las discontinuidades lineales y los puntos angulosos. Como ocurre 
con los esquemas ENO, el carácter TVB del PHM todavía no ha sido 
probado. M arquina (1991) presenta resultados con esta técnica para el 
caso de una ley de conservación escalar en una y dos dimensiones espa­
ciales. Resultados para el sistema de las ecuaciones de la hidrodinámica 
relativista en una dimensión se verán en un Capítulo posterior.
3.5 E xtensión  a sistem as.
Los métodos escalares que acabamos de describir se extienden a sistemas 
de leyes de conservación usando una descomposición aproximada del 
sistema en sus campos característicos (aproximación local por campos 
característicos). E sta  técnica de extensión es una versión generalizada 
del procedimiento sugerido por Roe (1981a). La idea básica es extender 
el esquema escalar al caso de un sistema aplicándolo a cada una de las 
ecuaciones características adecuadamente linealizadas.
Como ya vimos al comienzo de este Capítulo, dado el sistema lineal 
de p leyes de conservación:
du d u  , .
W  +  A ^  =  °, (3.79)
se definen las variables características, w , como:
w  =  R _ 1 u, (3.80)
donde R  es la matriz que tiene los vectores propios de A  en columnas. 
En función de las variables características, el sistema (3.79) se desacopla 
en p  ecuaciones características:
^  +  A ( * ) ^  =  0, * -  1___   (3.81)
(siendo {AW}J= 1  los valores propios de A ), lo que ofrece una forma
natural de extender un esquema escalar a un sistema de ecuaciones con
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coeficientes constantes, aplicándolo escalarmente a cada una de las ecua­
ciones características8.
Para sistemas no lineales (A  =  A (u)), la aplicación del esquema 
escalar va precedida de una linealización del sistema, definiendo en cada 
interfase j  +  J  de la malla computacional una matriz jacobiana constante 
A J+i  =  A (u J+i ) ,  en donde uJ+i  es un promedio de Uj y Uj+i.
En el caso del enfoque MUSCL, el flujo numérico, A, que aparece en
(3.72), con la reconstrucción lineal se aplica a cada campo característico. 
En las variables originales, el flujo numérico tiene la expresión:
h(u¿,uj+1) = i(F (u f) + F(u^+i ) - 2 l ^ + i l A* i+ iéi+i)> (3-82)
1 = 1
análoga a la (3.62) para el flujo de Roe, y en la que los y son
3 ' 2 3' 2
los valores y vectores propios, respectivamente, de AJ+i  y los saltos en 
las variables características A u> ^ a se obtienen a partir de los saltos en 
las variables originales según:
A w ,+i  =  RT^(u^+1 -  u f) . (3.83)
En el caso del PHM, la extensión a sistemas (Marquina et a/., 1991a) 
se ha efectuado de una forma un poco más sofisticada. Los pasos son 
los siguientes:
1 . Obtención de los flujos en las variables características, G  en los 
puntos de la malla numérica:
G , =  R J 'F ,, (3.84)
en donde el subíndice j  en la matriz R  indica que se ha calculado 
en el punto x  =  Xj , y F es el vector de flujos del sistema de 
ecuaciones.
2. Aplicación de la reconstrucción hiperbólica en cada celda y ob­
tención del flujo numérico en las variables características en cada 
interfase, G J+i ,  a partir de las hipérbolas en las celdas j  y j  + 1 , 
en la  dirección upwind.
8Este procedimiento permite, incluso, como propone Roe (1981a), usar esquemas 
escalares diferentes en cada campo característico.
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3. Cálculo de los flujos numéricos en las variables originales:
(3.85)
El superíndice up significa que cada componenete de cada vector 
propio que integra la matriz R  se ha reconstruido a las interfases a 
partir de las correspondientes componentes calculadas en las celdas 
(que ya se conocen del paso 1 anterior), mediante hipérbolas, en 
la dirección upwind (de la misma forma que se hizo en el paso 2  
en el cálculo de los flujos de las variables características).
Es en este último punto en el que la extensión a sistemas del método 
PHM se distingue del resto de métodos: en el cálculo de los flujos 
numéricos en las varibles originales se hace uso de los vectores propios 
reconstruidos de forma upwind en lugar de usar un promedio (de forma 
simétrica), como se ha hecho usualmente.

C apítulo 4
A plicación  a la dinám ica  
de fluidos
En este Capítulo vamos a aplicar las técnicas descritas en el Capítulo 
anterior a las ecuaciones de la dinámica de fluidos. En la primera Sección 
lo haremos para las ecuaciones newtonianas en presencia de gravedad y 
simetría esférica, que hemos resuelto en los cálculos de colapso estelar 
newtoniano.
El resto del Capítulo estará dedicado a la extensión de las TSCM a 
la dinámica de fluidos relativistas.
4.1 D inám ica de fluidos clásica en presencia de 
gravedad y  sim etría esférica.
Las ecuaciones lagrangianas de la dinámica de fluidos pueden escribirse, 
de forma compacta:
du dF(u) , x
T t + ~ d ¿ r  = s (u )- (4-1}
Como variable lagrangiana consideramos m, la masa incluida desde el 
origen. El vector de incógnitas, para el caso unidimensional es el que 
aparece en la Sección 2  del Capítulo 3:
u =  (V ,v , E ) t . (4.2)
El vector de flujos incluye ahora un factor geométrico Qra , cuyo valor 
depende de la simetría del problema {Q =  1 , 2 tt, 47r; a  =  0 , 1 , 2 , para
5 1
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simetría plana, cilindrica o esférica respectivamente):
F  =  Qra( —v,p, vp)T . (4.3)
Por último aparece un término fuente en el que hemos incluido, además, 
la aceleración $  debida a la presencia de un campo de fuerzas externo 
general actuando sobre el sistema:
En lo que sigue, nos centraremos en el caso de simetría esférica (algunos 
tests y aplicaciones en el caso de simetría plana, usando diferentes re- 
solvedores de Riemann pueden encontrarse en M artí et a i ,  1990a o en 
el apéndice del trabajo de Martí, Ibáñez y Miralles, 1990b). Tras una 
sencilla manipulación, el sistema de ecuaciones (4.1) con los correspon­
dientes vectores (4.2), (4.3) y (4.4) puede escribirse en la  forma:
en donde el campo de fuerzas externo es el campo gravitatorio gene­
rado por el propio sistema, y donde E, energía total específica, incluye 
también el término de energía gravitacional:
En nuestros cálculos hemos utilizado una TSCM con limitador de 
pendiente para resolver el sistema de ecuaciones (4.1), con (4.5), (4.6) y 
(4.7). Los ingredientes fundamentales del esquema son:
1 . Reconstrucción de la celda con objeto de obtener representaciones
(4.4)
u =  (V ,rv ,E )T ,




más precisas de las distribuciones de las variables en las celdas. En 
el código utilizado, los valores en las interfases se han reconstruido 
hasta precisión parabólica, a partir de la expresión:
(4.9)
A p l i c a c i ó n  a  l a  d i n á m i c a  d e  f l u i d o s 5 3
(con x =  m 2/3), en donde las pendientes (Tj 'R , verifican:
af ’R =  a f-Ra, + 0 f ’Rbj,  (4.10)
con
a - = ^ “ 7- <4-u >
bi =  (4-12)£,'+1 — X{
r D  r p
Los pesos a  ■' , /?• ’ cumplen con:
a f 'R + f i f 'R = 1, (4.13)
y sólo dependen de la distribución de masas, obteniéndose medi­
ante una función prueba parabólica.
En los puntos extremos y en las proximidades de las discontinui­
dades, los limitadores de pendiente hacen bajar a 1 el orden del 
método, a fin de preservar la monotonicidad.
2. Los flujos numéricos se han calculado según la expresión (3.82). 
En ella intervienen de forma explícita los valores y vectores pro­
pios del jacobiano del sistema, que han debido calcularse usando 
un cierto promedio (en nuestros cálculos, la media aritmética) en
las interfases de las celdas. Las derivadas de la presión, que apare­
cen en el jacobiano, se han calculado en las interfases siguiendo a 
Glaister (1988)1.
3. El avance temporal de los valores medios u j  :
u " =  ¿ r  i ? + * u ( m ’ n d m '  ( 4 -1 4 )
1 mj-h
: En un trabajo anterior, (Martí, Ibáñez y Miralles, 1990c) comparamos, en el 
contexto del colapso estelar y para una ecuación de estado tipo ley y  con 7  =  7 (p), 
el comportamiento de este resolvedor de Riemann con el resolvedor de Riemann de 
Godunov, expuesto en la Sección 3 del Capítulo anterior, aplicando éste último como 
si cada punto del plano presión-densidad estuviera ajustado por un gas ideal con 
exponente adiabático 7 . El comportamiento de los dos resolvedores es muy similar, 
y las únicas diferencias se maniñestan cuando la ecuación de estado se separa mucho 
del gas ideal, apareciendo oscilaciones espúreas con el resolvedor de Godunov.
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se ha efectuado usando una técnica de predicción-corrección stan­
dard, que asegura segundo orden de precisión en la integración 
temporal. Primero se calcula una predicción de las magnitudes u:
" í * 1  =■»? +  ( ^ )  A í> (4-15)
en donde el valor de duj / dt se obtiene según:
A partir de los valores predichos para Uj, se calcula una predicción 
de las derivadas temporales:
d u A 71+1/2
( f ) Am<
pfi+l/ 2   p ti+ l / 2
3 - \ +  s (Ujn+1/2). (4.17)
El paso corrector se efectúa usando un promedio entre las derivadas 
temporales (4.16) y (4.17):
(£)"♦(£) (4.18)
cuyo resultado puede usarse de nuevo como predicción en el cálculo 
de (4.17).
Todos estos ingredientes se han incorporado en un código hidrodi­
námico suministrado por el Dr. M. D. Johnston del Space Telescope 
Science Institute. Detalles del código pueden encontrarse en Yahil, John­
ston y Burrows (1985), o en M artí, Ibáñez y Miralles (1990b).
4.2 Códigos en  diferencias finitas clásicos para 
la dinám ica de fluidos relativ istas.
Las ecuaciones de la dinámica de fluidos relativistas se han deducido 
usualmente por analogía con la dinámica de fluidos newtoniana, identi­
ficando adecuadamente las magnitudes relativistas que representan las 
densidades y flujos de materia, momento y energía (Synge, 1960; Landau 
and Lifshitz, 1987; Misner, Thom e and Wheeler, 1973).
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Supondremos que el fluido está caracterizado por una cuadriveloci- 
dad y un tensor energía-momento . Si po representa la densidad
de masa en reposo medida en un sistema localmente inercia!, una de 
las ecuaciones de la dinámica de fluidos relativista representa la ley de 
conservación local de la masa y se escribe en la forma:
V a(poua) =  0 (4.19)
en donde Va representa las componentes de la correspondiente derivada 
covariante. Las otras ecuaciones representan las leyes de conservación 
local de la energía y el momento y se obtienen a partir de:
V aT a0 =  0 (4.20)
(consecuencia de las identidades de Bianchi).
En lo que sigue, consideraremos un fluido perfecto, para el que el 
tensor energía impulso viene dado por:
=  (p0( l  +  e) +  p ) u V  +  <Tp, (4.21)
en donde g^u es el tensor métrico (de signatura + 2 ) del espacio-tiempo 
definido por la variedad diferenciable de dimensión 4, A i, y e y p, la 
energía interna específica y la presión, respectivamente, en el sistema 
localmente inercial, que están relacionadas entre sí y con la densidad de 
m asa en reposo, po, a través de una ecuación de estado, que, en general, 
escribiremos como:
p = p(po,e). (4.22)
En muchas situaciones puede despreciarse el campo gravitatorio pro­
ducido por el fluido, en comparación con el campo gravitatorio back- 
ground (por ejemplo, en problemas de acreción sobre objetos compactos). 
En estos casos, se habla de dinámica de fluidos prueba relativistas, y 
su movimiento viene descrito exclusivamente por la ecuaciones (4.19) y 
(4.20), junto con la ecuación de estado (4.22). En los casos en los que 
la aproximación anterior no es adecuada, las ecuaciones anteriores se 
complementan con las de Einstein:
(4.23)
a partir de las cuales pueden obtenerse las componentes del tensor 
métrico como funciones de las coordenadas.
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El sistema de ecuaciones formado por (4.19), (4.20), (4.23), con la 
ecuación de estado (4.22), o en su versión de fluidos prueba, ha sido 
resuelto en diferentes contextos astrofísicos, entre los que destacan el 
colapso estelar y la acreción sobre objetos compactos. En lo que queda de 
Sección repasaremos los códigos en diferencias finitas que, históricamente 
se han desarrollado para resolver las ecuaciones anteriores, prestando 
atención a los avances teóricos que han ido introduciendo.
1. E l código  d e  M ay  y  W h ite . El primer código en diferencias 
diseñado para resolver las ecuaciones de la dinámica de fluidos rel­
ativistas fue desarrollado en el área del colapso estelar esférico, 
a mediados de los años sesenta. May y W hite (1966, 1967) de­
sarrollaron un código capaz de describir el colapso esférico de un 
objeto masivo bajo la influencia de su propia gravedad y presión, 
ignorando el transporte de energía, en el marco de la Relatividad
General y con coordenadas comóviles. El elemento de línea venía
descrito por:
ds2 =  —a 2 (m, t) dt2 +  6 2 (m, t) dm 2 +  R 2(m , t) (dff2 +  s in2d d<f>2),
(4.24)
siendo m  la masa en reposo total incluida desde el centro.
El carácter comóvil de las coordenadas perm itía escribir el tensor 
energía-impulso de la materia (considerada como fluido perfecto) 
como:
T \  = T¡ = T¡ = -p ,  (4.25)
7 j  = ( l +  e)po, (4.26)
T* = 0 , A f i ¿ v .  (4.27)
En estas coordenadas, la ecuación de conservación local de la  masa, 
(4.19), se integra fácilmente:
4irpoR2 ’
Las ecuaciones de campo de Einstein, (4.23), y las ecuaciones del 
movimiento, (4.20), se reducían al siguiente sistema en derivadas 
parciales cuasilineal (confrontar con Misner y Sharp, 1964):
(4.28)
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(siendo h la entalpia específica: h =  1 +  e +  p/Po)
g +P| ( ¿ )  = 0, (4.30)
f t  =  - a { 4 * l h R 2 l  +  f  +  ( 4 ' 3 1 )
1 dp0R 2 _  _ d u /d m— ci ^ ) (4.32)PoR2 dt d R / d m ’
en donde se han introducido las definiciones:
«  =  ¿ f ,  ( 4 . 3 3 )
r  =  í f i  <4 -3 4 >
y J rm dR
I 4nR 2po(l +  e)-r— drn (4.35)
o om
(que representa la masa total incluida). El sistema se completa 
añadiendo una ecuación de estado de la forma (4.22).
May y White integraron el sistema anterior de ecuaciones, paja 
varias ecuaciones de estado sencillas, mediante un esquema en 
diferencias finitas. La aparición de oscilaciones numéricas tras la 
onda de choque formada en el proceso del colapso se prevenía intro­
duciendo, junto a la presión, en las ecuaciones relativistas descritas 
anteriormente, un término de viscosidad artificial, Q , (obtenido 
por analogía con el propuesto originalmente por Richtmyer y von 
Neumann), de la forma:
Q =  /  P o ( ^ ) 2^ / T  si f e  > o
1 0  en cualquier otro caso
M atsuda y Sato (1969) usaron el código de May y W hite para 
investigar la evolución hidrodinámica de esferas de gas con masas 
en el rango 1O4 AÍ0  - 1 0 2 0M q, considerando aquellas como una 
mezcla de gas ideal y radiación de cuerpo negro.
Wilson (1971) incorporó al código de May y W hite los efectos 
del transporte de neutrinos resolviendo la ecuación de Boltzmann,
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con el objeto de determinar si la deposición de energía por los 
neutrinos podía provocar la expulsión de la envoltura de estrellas 
masivas durante el proceso del colapso, como sugirieron Colgate y 
White (1966).
Con muy pocas variaciones, este código ha sido usado desde en­
tonces para la resolución de las ecuaciones de la  hidrodinámica 
relativista en simetría esférica y, en particular, ha estado en la 
base de los cálculos de colapso estelar efectuados por nuestro grupo 
(Ibáñez, 1984; Ibáñez y Miralles, 1985; Miralles et a i , 1990; Mi- 
ralles et al., 1991).
2. E l código  d e  S m a rr  y  W ilso n . La descripción lagrangiana es 
generalmente inaplicable en la simulación de flujos (relativistas o 
no) en varias dimensiones espaciales. Por este motivo desde los 
años 70 comenzaron a desarrollarse códigos usando coordenadas 
eulerianas. Como un primer paso, Wilson (1972) diseñó un código 
en coordenadas cilindricas capaz de tra ta r la acreción de m ateria 
sobre un agujero negro en rotación con simetría axial (métrica de 
Kerr), con el objeto de estudiar la formación de ondas de choque y 
emisión de rayos X en la región cercana al agujero negro. La m a­
teria venía descrita por un tensor energía-impulso correspondiente 
a un fluido perfecto.
Tiene interés el que escribamos la forma explícita de las ecuaciones 
del movimiento ya que, sin cambios sustanciales, se m antendrá en 
todos los códigos desarrollados por, la que podríamos denominar, 
Escuela de Wilson ■. En función de una métrica g*v tenemos:
— - ( J > v = i )  +  =  0 , (4.36)
para la conservación del número de banones y en donde se han
introducido las definiciones:
g =  det(gM1/), (4.37)
D m =  p0u° , (4.38)
V*  =  5 -  (4-39)
siendo el cuadrivector velocidad del fluido.
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La conservación del cuadrimomento se escribe:
—— — ( S *  , ^ 1  i  ^ d ( c * y i  / — 1 ^ 1^ d g a(í SgS/3  _  0j - ^ d t { s „ y j g ) + v g ) + d x l t + 2 dxti ( 5 „ )0 -
(4.40)
donde se ha definido la correspondiente densidad como:
S* =  pohu^u0. (4.41)
Por último, la conservación de la energía, E * =  poeu°, se escribe:
j t {E ’ ^ d )  +  ^ ( £ * ^ 7 = ? )  +  = 0. (4.42)
La ecuación de estado que cierra el sistema de ecuaciones (4.36), 
(4.40) y (4.42), en el código de Wilson es una ley 7  (tranformación 
adiabática) en la que la  presión viene dada por:
P =  (7 -  l)Po* (4.43)
siendo 7  una constante.
Para resolver las ecuaciones, Wilson utiliza una técnica upwind 
para tra ta r los términos de transporte2. Las ecuaciones para las 
componentes espaciales de la densidad de cuadrimomento, SJ, se 
integran mediante esta técnica, junto con las ecuaciones de con­
servación de la m asa bariónica y de la energía. Una vez obtenidos 
los nuevos valores de S*, D m y E m en un instante posterior, se 
calcula a partir de la condición ttMuM = - 1 .
La disipación en las ondas de choque se consigue mediante un 
término de viscosidad artificial de la forma:
Q = D m MF)‘*(»■£)' (4.44)
si | f  > 0 y ( ^ < 0 ó ^ < 0 ) y ( m < 0 ó ^ l < 0 )
y cero en cualquier otro caso. En la expresión anterior, r y  z  
representan las correspondientes coordenadas cilindricas.
2 Aquellos que tienen forma de derivada espacial de la densidad correspondiente 
multiplicada por una velocidad.
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El código del que acabamos de hablar permite integrar las ecua­
ciones de la hidrodinámica en un espacio-tiempo dado. Histórica­
mente, el siguiente paso será elaborar códigos que evolucionen a la 
vez las ecuaciones del movimiento de la m ateria y las ecuaciones 
de campo de Einstein.
Teniendo como precedente el estudio de la colisión de dos agujeros 
negros en ausencia de m ateria (Smarr, 1975), mediante la inte­
gración de las ecuaciones del campo gravitatorio en el marco del 
formalismo (3+1) (ver, por ejemplo, York, 1979), Wilson (1979), 
junto con Smarr, elaboran un código numérico para la integración 
de las ecuaciones de Einstein y de la hidrodinámica en el contexto 
del colapso estelar en simetría axial, con el fin de calcular la en­
ergía em itida en forma de radiación gravitacional. Las ecuaciones 
para la parte hidrodinámica aparecen escritas en la Tesis Doctoral 
de Dykema (1980) y, con muy pocos cambios coinciden con las de 
Wilson (1972). De nuevo, la m ateria vendrá descrita por el tensor 
energía-impulso correspondiente a un fluido perfecto. Teniendo en 
cuenta las definiciones
y /^ g  =  0-^/7,
(siendo a  la función lapso y 7 ,-¿ la métrica espacial)
vry n  — —-
"  u° ’ (4.46)
W  =  a  u°, (4.47)
D =  a D m, (4.48)
* ~II (4.49)
c _  c*jfi — (4.50)
las ecuaciones de la  hidrodinámica se escriben:
t ) =  o (4.51)
(4.45)
+ £ > ( s ¡ v ' ^ = - a ^  © + \ % - p ° hu^ )
(4.52)
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| ( £ V 7 ) +  =  - p  ( | ( " V r )  +  £ ¡ ( w v í V t ) )
(4.53)
Estas ecuaciones se resuelven considerando fijas, en cada A¿, las 
magnitudes relacionadas con la geometría. Una vez conocidas D, 
Si y E  se utiliza la condición de normalización, =  —1 , para 
obtener u°. El sistema se cierra con una ecuación de estado de la 
forma p =  p(poye).
Como explica Dykema, los términos de transporte de las ecua­
ciones de la hidrodinámica se diferencian en forma conservativa, 
proponiendo como ecuación modelo en una dimensión:
= 0 (4.54)
(en la discusión que sigue, supondremos que la velocidad, v, es 
una función de x, pero independiente de t). Sea Ax constante, 
^ j  centrado en la celda y en las interfases. Integrando la 
expresión anterior en la celda computacional [x -_ i,x -+i]  x A t, se 
tiene:
( * " + 1  -  *?)A x  =  - ( » i + i * ' +i  -  t V - i f ' - J A t (4.55)
en donde $  representa una media espacial de y una media 
temporal. Los cálculos a primer y segundo orden difieren en el 
valor asignado a En ambos casos la técnica es upwind. A 
primer orden:
,(i) =  í  si >  »
>+i \  si »J+i < 0
(esquema de la celda donante o de Lelevier). Este esquema es muy 
estable pero muy difusivo. Con el objeto de reducir la difusión, 
Wilson introduce unos flujos calculados a segundo orden, haciendo 
intervenir una aproximación lineal a la pendiente de la función #  
en cada interfase. El resultado, como puede verse en algunos tests 
presentados por Hawley, Smarr y Wilson (1984b), es un código
menos estable. A segundo orden, se interpolan linealmente los val­
ores de y se asigna a ^ + i  el valor de $ n en el punto desplazado
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una distancia desde en sentido upwind. Esto es:
=  £ ( * "  +  »"+ i) -  -  * ¿ )  (4-56)
El algoritmo continua con el cálculo de los flujos a primer y segundo 
orden:
(4-57)
en cada interfase y definiendo un flujo efectivo:
Fj+ i  =  AJ+,  f W  +  (1 -  AJ+, ) f < »  , (4.58)
en donde el parám etro A actúa como lim itador de flujo y vale 1 en 
las regiones de gradientes grandes y 0 en las de flujo suave. Con 
estas definiciones, el esquema (4.55) se escribe en forma conserva­
tiva:
*"+1 = * 7  + 1 - W  (4-59)
Los términos fuente se integran según
«7+1 = $" + A ¿5, (4.60)
discretizando de forma simple los operadores diferenciales que apare­
cen en ellos.
Finalmente se incluye el efecto de la viscosidad artificial en las 
ecuaciones, usando una del tipo de von Neumann y Richtmyer, 
que se añade a  la presión en determinados términos, apareciendo 
así:
d S r dQ r 
Ot ~  “  dr ’
(4.61)
OS, OQ* 
dt ~  “  00
(4.62)
II
§1* „ r 0 W V '  O W V • V dr  W 00 ' (4.63)
donde
«- ■ { ”D(T
A r ) 2 si < 0 y « T f
en cualquier otro caso,
A p l i c a c i ó n  a  l a  d i n á m i c a  d e  f l u i d o s 6 3
( _  T^td W V 9 A m 2  • d W V 6 .  n
g* _  J a*A S1 55^ ^  ^
0  en cualquier otro caso.
El código que acabamos de describir no sólo ha sido el origen de 
los desarrollados por la Escuela de Wilson, como después vere­
mos, sino que ha influido decisivamente en todos los códigos de
hidrodinámica relativista. Así, Piran (1980) usó el mismo método
de diferenciación upwind para el tratam iento de los términos de 
transporte en su código numérico para describir sistemas con sime­
tría  cilindrica (los sistemas más simples en los que pueden gener­
arse ondas gravitacionales) en Relatividad General, e introdujo un 
término de viscosidad artificial análogo para el tratam iento de las 
ondas de choque.
Lo mismo ocurre con los códigos desarrollados por el Grupo de 
Kyoto. Entre los años 1979 y 1982, dicho grupo elaboró diver­
sos códigos de Relatividad Numérica con el objeto de estudiar 
el colapso de una estrella masiva en simetría esférica (Nakamura 
et a l ,1980), en simetría axial y sin rotación (Nakamura y Sato, 
1982), y con rotación (Nakamura, 1981), a fin de determ inar qué 
clase de agujero negro se formaba en los diferentes casos. En la 
descripción del colapso con rotación, Nakamura utiliza la repre­
sentación [(2+ l)+ l]  (Maeda et a l,  1980) para las ecuaciones de 
Einstein. La contribución más relevante del grupo de Kyoto a 
la integración de las ecuaciones de la  hidrodinámica relativista la 
constituye, por un lado, el uso de variables con comportamiento 
regular en el centro:
v r






s r =  - ,r
(4.66)
qz
s z = — ,z
(4.67)
y por otro, la discretización de las ecuaciones de Euler y de la 
energía en función de las variables x =  r 2 e y =  z 2, siendo r  y z 
las coordenadas cilindricas originales.
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3. L a E scu e la  d e  W ilson . En ella pueden distinguirse, al menos, 
tres líneas de trabajo:
(a) Cosmología Numérica : Centrella y Wilson (1983, 1984) de­
scriben un método para estudiar la evolución de modelos cos­
mológicos inhomogéneos con simetría plana, mediante la res­
olución de las ecuaciones de Einstein acopladas a las de la 
hidrodinámica.
(b) Colapso Estelar Axisimétrico : desarrollada por Evans (1984, 
1986), constituye la continuación directa de los trabajos de 
Wilson (1979) y Dykema (1980).
(c) Acreción sobre Objetos Compactos : Hawley, Smarr y Wil­
son (1984a, 1984b) desarrollan un código para la descripción 
del movimiento de un fluido en métricas estacionarias con 
simetría axial.
En todos los trabajos citados aquí, la técnica numérica utilizada 
está basada en la descrita en la Sección anterior (el código de Smarr 
y Wilson). Sin embargo, dado que, como también se comentó allí, 
el transporte de Wilson es poco estable, los autores han ido intro­
duciendo otro algoritmo, también de segundo orden, que cumple 
la condición de monotonicidad (transporte monótono). En este al­
goritmo, la precisión de segundo orden se obtiene definiendo unas 
pendientes en cada celda ( reconstrucción lineal) que preservan la 
monotonicidad de la función, con el objeto de evitar las oscilar 
ciones que preceden a los comportamientos inestables, tal y como 
fue descrito en la Sección 4 del Capítulo anterior.
La formulación de Wilson (el código de Smarr y Wilson, junto con 
la prescripción TVD para la reconstrucción) es la única, dentro del con­
junto  de las técnicas en diferencias finitas, mediante la cual se aborda, 
actualmente, la resolución de las ecuaciones de la hidrodinámica rela­
tivista. Los códigos más modernos, como por ejemplo el de Stark y 
Piran (1987), presentan sólo ligeras diferencias sobre lo expuesto aquí.
Sin embargo, dicha formulación plantea serios problemas en deter­
minados contextos. La Figura (4.1) reproduce una gráfica de Norman 
y W inkler (1986) en la que se representa el error relativo de la solución 
numérica, obtenida con la técnica descrita en Centrella y Wilson (1984) 
en el problema de la reflexión de una onda de choque relativista (ver el















Figura 4.1: Resultados obtenidos en el problema de la reflexión de una 
onda de choque relativista, para el error relativo en la determinación del 
contraste de densidades a ambos lados de la onda de choque en función 
del factor de Lorentz del flujo incidente (la gráfica es de Norman y 
Winkler, 1986; los datos son de Centrella y Wilson, 1984).
Capítulo siguiente), frente al factor de Lorentz del gas que incide contra 
la pared. Como puede verse, paja factores de Lorentz W  ~  2 (v ~  0.86) 
los errores se sitúan entre el 5% y el 7% (dependiendo del exponente 
adiabático, 7 del gas), y con una tendencia de crecimiento lineal.
En el artículo citado, Norman y Winkler (1986) demuestran que los 
grandes errores obtenidos con la formulación de Wilson, en el tratamiento 
de flujos relativistas se deben a la forma en que se incorpora el término 
de viscosidad artificial en el código. Como vimos en esta misma Sección, 
Wilson y sus colaboradores añaden la viscosidad artificial, Q,  a la presión 
sólo en algunos términos (el del gradiente de la presión en la fuente de 
la ecuación del momento y el de la divergencia de la velocidad en la 
fuente de la ecuación de la energía) y no en todos, como debería hacerse 
si quisiera considerarse la viscosidad artificial como una viscosidad real, 
tal y como proponen Norman y Winkler (1986, págs. 451-52).  Según 
estos autores las ecuaciones de la hidrodinámica deberían escribirse con­
siderando el tensor energía impulso en la forma
= p0( l  + í  +  (p +  Q)/po)ufiul/ +  (p +  Q)gT¥ (4.68) 
Así, para la métrica de Minkowski =  d i a g ( - 1 ,1 ,1 ,1 ))  y considerando
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la expresión anterior para el tensor energía-impulso, la ecuación del mo­
mento se escribe:
+  Q W 'V ,]  +  ¿ [ ( p o h  + Q )W i Vi V i) + =  0 (4.69)
En la formulación de Wilson, Q se omite en los dos términos en que 
aparece sumando a p o h .
Sin embargo, conviene recordar que Q es, en general, una función no 
lineal de la velocidad, lo que hace que la cantidad Q W 2V ,  que aparece 
en la densidad de momento de la ecuación (4.69) sea una función al­
tam ente no lineal de la  velocidad y sus derivadas. Este hecho, junto 
con la presencia implícita del factor de Lorentz, W , en los términos de 
transporte de las tres ecuaciones, así como de la presión en la entalpia es­
pecífica, hace que las ecuaciones relativistas estén mucho más acopladas 
que sus equivalentes newtonianas. Como consecuencia, Norman y Win­
kler elaboran un código implícito para describir de forma más apropiada 
dicho acoplamiento. El código de Norman y Winkler, al que incorporan 
una malla adaptable, obtiene resultados muy precisos, incluso en el caso 
de flujos ultrarrelativistas (W  ** 1 0 ), en una dimensión, pero debido a 
su complejidad todavía no ha sido extendido al tratam iento de flujos 
multidimensionales.
En lo que queda de Capítulo vamos a detallar la aplicación de las 
TSCM, descritas en el Capítulo anterior, al sistema de ecuaciones de 
la  dinámica de fluidos relativista, explotando su carácter hiperbólico. 
En nuestra formulación (M artí, Ibáñez y Miralles, 1991), desaparece la 
viscosidad artificial y por tanto gran parte de la necesidad de desarrol­
lar un código implícito. El resultado será un código explícito más sen­
cillo, capaz de tra ta r flujos ultrarrelativistas y, en principio, extendible 
a problemas multidimensionales, y cuyos resultados son comparables a 
los obtenidos por Norman y Winkler.
4.3 Las ecuaciones de la dinám ica de fluidos 
relativistas com o sistem a hiperbólico.
Los fenómenos de propagación de ondas en los fluidos relativistas fueron 
estudiados primeramente por Taub (1948).
Lichnerowicz (1955, 1967), con sus trabajos sobre el problema de
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Cauchy para las ecuaciones de Einstein3, sistematizó dichos fenómenos 
de propagación de ondas en la gravitación, apareciendo, en el problema 
general de Cauchy interior en el caso de un fluido perfecto, tres tipos de 
hipersuperficies características. Si la ecuación local que describe dicha 
hipersuperficie es = 0 , los tres tipos de hipersuperficies carac­
terísticas son:
1 . Las tangentes en cada punto al cono de luz asociado a dicho punto, 
que tienen el papel de superficies de onda gravitacionales, y que 
verifican la expresión:
gaí3da p^d(3<p =  0. (4.70)
2. Las tangentes en cada punto a la cuadrivelocidad del fluido en ese 
punto y que son solución de:
uadQ<p =  0. (4.71)
3. Las soluciones de:
[igal3 +  ( 1  -  "tt)uau^]da(pdp(p =  0  (4-72)
c i
(siendo cs la velocidad local del sonido, definida como
(4.73)
' - M
con p, densidad de energía, igual a p — />o(l +  £)), a través de 
las cuales pueden producirse discontinuidades en el gradiente de 
presión y que constituyen la extensión relativista de los frentes de 
onda de la hidrodinámica clásica.
Con la idea de incluir todos estos resultados en el marco de la teoría 
de los sistemas de ecuaciones en derivadas parciales, Friedrichs (1974) 
introdujo una definición covariante de sistema hiperbólico cuasilineal. 
Consideremos en M  el sistema cuasilineal de p ecuaciones en derivadas 
parciales de primer orden para las incógnitas u, que en las coordenadas 
{xM} se escribe como:
A(a)(u)V a u =  s(u ), (4.74)
3Conocido el campo gravitatorio sobre una hipersuperficie E, determinar fuera de
ella el campo gravitatorio que satisface las ecuaciones de Einstein.
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donde las A(a)(u) son matrices p x p y s un vector de &p, función de 
u =  (u 1 , t¿p).
Sea un campo de vectores temporales unitarios en W , un abierto 
conexo de A l. El sistema anterior se dice hiperbólico en la dirección 
temporal definida por £a si se cumplen las siguientes condiciones en W:
1 . det(A (a)£a ) ±  0 .
2. Para cualquier campo de vectores espaciales Qa en W, el problema 
de valores propios:
A(0,)(Co -M fa)d = 0, (4.75)
tiene sólo valores propios reales, p,  y p  vectores propios, d, lineal­
mente independientes.
Cuando los valores propios son todos distintos, el sistema es estricta­
mente hiperbólico. El vector de componentes ((a — p£a) recibe el nombre 
de característica.
Si A l es el espacio tiempo de Minkowski y se escoge £a =  (1 ,0 ,0 ,0 ), 
la  definición anterior se reduce a la  que dimos al comienzo del Capítulo 
2  en coordenadas cartesianas, con — p  como valores propios.
Con todo lo anterior, Añile (1989) demuestra que el sistema cuasilin­
eal formado por las ecuaciones (4.19), (4.20), con la ecuación de estado 
(4.22), que describe la  dinámica de fluidos prueba relativistas, con la 
restricción sobre la ecuación de estado de que cs < 1 , es hiperbólico en 
el sentido de la definición que acabamos de dar.
Si A(a ) representan ahora las matrices de coeficientes del sistema de 
la dinámica de fluidos prueba relativistas, los valores propios, calculados 
según:
det(A (a)?a ) =  0, (4.76)
con qa =  (Ca -  p€a)y son solución de las ecuaciones:
uaqQ =  0, (4.77)
ó
[ g ^  +  ( 1  -  =  0  (4*78)
cs
(confrontar con las expresiones (4.71) y (4.72)). Como consecuencia de 
lo anterior, las características qa son los vectores normales a las hiper­
superficies características.
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En el caso unidimensional y considerando £a =  (> /— <7O(\ 0 ), C“ =
en donde <700 Y 9u  son l°s elementos de una métrica diagonal,
los correspondientes valores propios que se obtienen como solución de 
(4.77) y (4.78) son, respectivamente:
-  fi =  v, (4.79)
en donde v se ha definido como:
v = , / ^ 4 >  (4 -8°)V £00
1 í  vc9
4.4 A plicación de las técnicas de alta  resolución  
m odernas.
Con la idea fundamental de explotar su carácter hiperbólico, vamos a 
trabajar con las ecuaciones de la hidrodinámica relativista tal y como se 
obtienen directamente de las leyes de conservación. Nos restringiremos 
al caso de simetría esférica y consideraremos una métrica diagonal que, 
en las coordenadas adaptadas a la simetría, escribiremos en la forma:
ds2 =  — a 2 (r, t) dt2 +  7  ijdx'dx*, (4.82)
con
7 ijdx 'dxi =  X 2(r,t)  dr2 +  r 2 (dd2 +  s in29d<f>2). (4.83)
Ahora, las ecuaciones de conservación de la masa, expresión (4.19), 
y del momento y la energía, expresión (4.20), se transforman en:
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para lo que se han tenido que introducir las definiciones de densidad de 
masa, momento y energía, respectivamente, como:
D  =  p0W, (4.87)
S  =  p0h W 2v , (4.88)
t = p0h W 2 -  p -  poW, (4.89)
donde todas las magnitudes tienen su significado habitual4 y v se ha 
definido a partir de las componentes del cuadrivector velocidad según:
v = ~~~~q • (4.90)a
Por otro lado, la cantidad W ,  definida como:
W  =  qu°, (4.91)
verifica la relación:
W  = - /= = ? >  (4-92)
V i — v*
por lo que nos referiremos a ella como el factor de Lorentz generalizado.
Comparando las definiciones dadas para las densidades de masa, mo­
mento y energía con las utilizadas en la formulación de Wilson (expre­
siones (4.48), (4.49) y (4.50)) se observa que la definición de densidad 
de masa, D, es la misma en los dos casos, mientras que la de la densidad 
de momento difiere en un factor que involucra cantidades de la  métrica:
S  =  a X S r (4.93)
La diferencia más im portante, sin embargo, se encuentra en la  definición 
de energía: mientras que Wilson utiliza una variable relacionada con la 
densidad de la energía interna, nosotros hemos considerado una cantidad 
directamente relacionada con la densidad de energía to tal (menos la 
masa en reposo),
r  =  a 2T°°  -  p0W. (4.94)
Existen todavía más diferencias entre los dos conjuntos de ecua­
ciones. Los términos fuente a1, s 2 y s3, obedecen a las expresiones:
<«•*>
4 Obsérvese que en la definición de r  se resta la densidad de masa material para 
evitar problemas numéricos en el límite no relativista.
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2 r <91n \Z~fX2 ot f a t d in  y / j  a ,  i m l n a ,  a  d\vi{yf¡¡X)
•  =  - S — J t 1 (S v +p ) - ^ — - ( r + D ) — + - p  f r ,
(4.96)
3 d li íy /y  a d in  a^/y d l n X  d y f j  a dln^ / j
s = - T— d r - x s — f r — - S v — - v - d r  + x D - w -
(4.97)
(en donde 7  =  det(7 ,j)), y, al contrario de lo que ocurre en la formulación 
de Wilson (ver miembros de la derecha de las ecuaciones (4.52) y (4.53)), 
no involucran términos con derivadas de las magnitudes hidrodinámicas 
(jD,5, r, u). La consecuencia más im portante es que mientras la formu­
lación de Wilson rompe el carácter hiperbólico original descrito anteri­
ormente del sistema de ecuaciones, convirtiendo todas las ecuaciones en 
ecuaciones de transporte con la misma velocidad característica, la for­
mulación de las ecuaciones en términos de las variables conservadas D , 
S  y r  y la elección de los términos fuente sin derivadas en las variables 
hidrodinámicas, mantiene dicho carácter hiperbólico, permitiendo el uso 
de esquemas numéricos diseñados expresamente para el tratam iento de 
este tipo de sistemas.
Así pues, vamos a  centramos en la resolución del sistema hiperbólico 
de leyes de conservación en una dimensión espacial:
du  d F (u ) . . (Á . . .
w + ~ ^ i  = s (u )’ (4-98)
con u, vector de incógnitas, igual a:
u  = ( D , S , r f i  (4.99)
el vector de flujos, F , dado por:
F = - { D v , S v  + p , S - D v ) T, (4.100)
A
y las componentes del vector de las fuentes definidas en las expresiones 
(4.95), (4.96) y (4.97).
Para nuestros cálculos necesitaremos conocer la descomposición es-
7 2 C a p í t u l o  4
pectral de la matriz jacobiana, A  =  dT /d n :




W - P s )
r+D +p —vD
! + Pr \r+D+p
pD( 1 -  v2) -  v2 ps( 1 -  v2) +  2v pT( 1 -  r 2) -  v"
V
vjr+p-Dpp) 1 _ D(l-Ps) 
r+D+p r+D+p uD
1 + P r
r+D+p /
en donde se ha tenido en cuenta que v, como función de las variables 
conservadas se escribe en la forma:
v =
r  +  D +  p
(4.101)
La presencia del término y  en la expresión de A  indica su carácter 
independiente respecto de las variables hidrodinámicas. Por último,los 
símbolos pDy ps y  pT denotan las derivadas parciales de p respecto de D, 
S  y r .
Los valores propios de A  se han calculado mediante resolución directa 
de la ecuación característica:
det(A  — AI) =  0,
obteniéndose:
A ^ ’í3) = a v ^ c 9 
X  1 +  vcs




en donde c$ representa, de nuevo, la velocidad local del sonido, deñnida 
según la expresión (4.73). Finalmente, las componentes del vector propio 
(i =  1,2,3), base del subespacio correspondiente a AÍ*), son:
(i) _  (A(‘> - v ) -  v ( X ^ P s - P r )  
(A(*) -  v)h W  — v(pT — p D)
4" =  m
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Llegados a este punto, conviene que nos centremos por un momento 
en el papel que tiene la presión, p, en nuestra formulación. Por un lado, 
en las expresiones de las componentes de los vectores propios aparecen 
las derivadas parciales de la presión respecto a D, S  y r .  La presión 
es, en general, una función de po y £, teniendo definidas, por tanto, las 
parciales pPQ y pe. Pd,V s y Pt deberán calcularse, pues, a partir de p ^  
y pe, usando la transformación de variables (po,£ ,v ) — ► ( D ,S , t ).
Por otro lado, la resolución numérica mediante un esquema en difer­
encias del sistema (4.98) con el vector de variables (4.99), permite cono­
cer en cada instante de tiempo, ¿n, y en cada celda, los valores de las 
variables conservadas D1- , 5"  y rj1, a partir de los cuales se deberán recu­
perar los correspondientes valores de po, £ y v : pg-, V La presencia 
im plícita de la  presión en la transformación (£)", 5 ” , rj1) — ► (p g ^ ,^ , u” ) 
impide la obtención directa de estos últimos valores, siendo necesario re­
currir a técnicas autoconsistentes. En la práctica, hemos construido una 
función algebraica (no lineal) de p, que tiene como parámetros a los val­
ores de las variables conservadas, / ( D ^ S ^ r p i p ) ,  cuyo cero5 , p", es la 
presión real en tn y Xj y a partir del cual y de los valores de las variables 
conservadas pueden obtenerse de forma unívoca los valores de pgj, e1} y 
v usando las expresiones:
En los cálculos relativistas hemos usado dos TSCM, descritas en la 
Sección 4 del Capítulo anterior y extendidos a sistemas como se describió 
en la Sección 5 del mismo Capítulo:
Raphson. Debido a la existencia de un único cero para dicha función y al buen 
comportamiento de su derivada, la convergencia es muy rápida (en general, en menos 








5 Para resolver dicha ecuación hemos usado una técnica iterativa del tipo Newton-
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1. MUSCL, utilizado en todas las aplicaciones presentadas en esta 
Memoria.
2 . PHM, utilizado en las aplicaciones de Relatividad Especial.
De los tres ingredientes fundamentales de que constan las técnicas de 
alta resolución, dos de ellos (la técnica de reconstrucción y el cálculo 
de los flujos numéricos) ya se describieron en el Capítulo anterior. El 
tercero, el avance temporal, en el caso del esquema MUSCL ha sido la 
misma técnica de predicción-corrección expuesta en la Sección 1 de este 
Capítulo. En el caso del PHM, se ha usado un Runge-Kutta de tercer 
orden que preserva la forma conservativa del esquema en cada subpaso 
temporal.
C apítu lo 5
E xperim entos N um éricos  
en R elativ idad  E special
5.1 Las ecuaciones de la dinám ica de fluidos 
en R elatividad  E special y  sim etría  plana.
En ausencia de campo gravitatorio y simetría plana, las ecuaciones rela­
tivistas de conservación de la masa, el momento y la energía, se reducen
dD dD v  
—  +  -5 — = 0 ,dt dx  
d S  d (Sv  4 - p)
d i  + dx
=  0 ,
di- d ( S - D v )  
dt  +  dx
con D,  S  y r  definidas igual que en (4.90), (4.91) y (4.92):
D  = p0W ,
S  =  p0h W 2v, 
t  — pt¡hW2 — p — D.
W  es el factor de Lorentz:
1
W  =
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Las aplicaciones en Relatividad Especial permiten estudiar el com­
portam iento de los términos púramente relativistas. Con este propósito 
hemos resuelto diferentes problemas en este marco. Nos hemos centrado 
en experimentos que involucran la presencia de ondas de choque fuertes 
en todos los regímenes, desde el clásico (W  ~  1 ) al ultrarrelativista 
( W »  1 ).
Los experimentos abordados han sido:
1 . El problema de Sod (1978) relativista.
2. La propagación de una onda de detonación relativista.
3. La reflexión de una onda de choque.
Los problemas 1) y 2) constituyen problemas de valores iniciales discon­
tinuos. Como ya se explicó en el Capítulo 4 al introducir el método de 
Godunov, la  ruptura de una discontinuidad inicial genera dos estados 
intermedios separados entre sí y con los estados iniciales mediante tres 
ondas simples (ver Apéndice): dos de ellas que pueden ser ondas de rar­
efacción o de choque, y una discontinuidad de contacto. La magnitud 
de los saltos, a través de la discontinuidad, de los valores iniciales de las 
variables es la  responsable de la mayor o menor severidad del test. Ello 
se traducirá en valores para el factor de Lorentz -tanto del flujo como 
de la onda de choque- muy superiores a la unidad.
En la Tabla (5.1) se muestran los estados iniciales correspondientes 
a los experimentos 1 ) y 2 ) (los estados iniciales barren el intevalo 0  < 
x  < 1, situándose la discontinuidad en x =  0.5).
5.2 El problem a de Sod relativ ista .
Sod (1978) resolvió este test en su versión newtoniana para comparar 
varios esquemas en diferencias ñnitas. En nuestro caso, hemos resuelto 
la versión relativista, consistente en usar los mismos datos iniciales pero 
describiendo la evolución posterior del sistema mediante las ecuaciones 
de la hidrodinámica relativista. Ello nos perm ite comparar con los re­
sultados obtenidos por Hawley, Smarr y Wilson (1984b) y Norman y 
Winkler (1986).
Los perfiles obtenidos son cualitativamente similares a los newto- 
nianos, siendo destacable el cambio cuantitativo en la velocidad en el
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Tabla 5.1: Condiciones iniciales para el test de Sod relativista (RST) y 
la propagación de una onda de detonación relativista (RBW).
estado tras la onda de choque, que pasa a valer 0.426 (menos de la mi­
tad del valor correspondiente newtoniano), lo que da un valor para el 
factor de Lorentz, W  =  1 .1 . Además las posiciones de la onda de choque, 
la onda de rarefacción y la discontinuidad de contacto se ven retardadas 
en comparación con la solución newtoniana en el mismo tiempo.
Los resultados de este test para la velocidad, la densidad y la presión 
aparecen en las Figuras (5.1), (5.2) y (5.3), respectivamente, y han sido 
obtenidos con el algorimo MUSCL en una malla euleriana de 1 0 0  puntos, 
sin utilizar la reconstrucción. En esta figuras, los puntos numéricos se 
muestran explícitamente sobre la solución analítica (línea continua)1. 
Es destacable la  ausencia de oscilaciones, característica de las técnicas 
TVD.
xEn el Apéndice hemos detallado, por su interés, la obtención de la solución 
analítica.
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Figura 5.1: Perfil de la velocidad en el problema de Sod relativista para 
un tiempo, t, mayor que cero. Los puntos numéricos (cruces) aparecen 
superpuestos a la solución analítica (línea continua).
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Figura 5.2: Perfil de la densidad en el problema de Sod relativista para 
un tiempo, ¿, mayor que cero. Los puntos numéricos (cruces) aparecen 
superpuestos a la solución analítica (línea continua).
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Figura 5.3: Perfil de la presión en el problema de Sod relativista para 
un tiempo, í, mayor que cero. Los puntos numéricos (cruces) aparecen 
superpuestos a la solución analítica (línea continua).
5.3 Propagación de una onda de detonación  
relativista.
Este test, propuesto por Norman y Winkler (1986), involucra una dis­
continuidad inicial en la presión de cinco órdenes de magnitud y contiene 
varias características genuinamente relativistas. El perfil de velocidades 
en la onda de rarefacción no es lineal, como ocurre en el caso de un flujo 
newtoniano en simetría plana, curvándose conforme v se aproxima a la 
velocidad de la luz. La velocidad del gas que ha sufrido el paso de la 
onda de choque alcanza el valor de 0.96 (ver Figura (5.4)), lo que corre­
sponde a un factor de Lorentz W  ~  3.5 en esta región. La mayor parte 
de este gas, se sitúa en una región muy densa y estrecha limitada por la 
onda de choque y la discontinuidad de contacto (ver Figura (5.5)). La 
proximidad de estas dos discontinuidades se debe, en última instancia, a 
la composición de Lorentz de dos velocidades (en este caso la del fluido y 
la del sonido) cercanas a la de la luz. La velocidad de la onda de choque 
es 0.986, lo que corresponde a un factor de Lorentz de W  ~  6.
Las Figuras (5.5) y (5.6), junto con la (5.7) que muestra la presión, 
han sido obtenidas mediante el algoritmo MUSCL con una malla de 400
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puntos numéricos y reconstrucción lineal. Los resultados son similares 
a los obtenidos por Norman y Winkler, si bien ellos obtuvieron una 
resolución espacial muy buena y el valor adecuado de la densidad en 
la capa densa (la onda de detonación), debido, en gran medida, a su 
técnica de malla adaptable2.
Con la idea de ver qué resultados dependen de la formulación de las 
ecuaciones y cuales del algoritmo numérico particular empleado (cuestión 
que nos hemos planteado en Marquina et al., 1991b), hemos repetido el 
test usando la versión extendida a sistemas del PHM (de 3er orden). 
Las gráficas correspondientes a la velocidad, la densidad y la  presión se 
muestran en las Figuras (5.7), (5.8) y (5.9) respectivamente. Aparte de 
que aum enta la aproximación al valor de la densidad en la onda de det­
onación, la onda de choque (ver, por ejemplo, la gráfica de la velocidad) 
tiene un perfil mucho más limpio.
2En la Figura 8 del citado trabajo de Norman y Winkler (1986) puede verse cómo 
el algoritmo de malla adaptable sitúa 140 puntos, de los 400 que constituyen la red, 
en la región de la capa densa.
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Figura 5.4: Perfil de la velocidad en el problema de la propagación de 
una onda de detonación relativista para un tiempo, í, mayor que cero, 
usando el algoritmo MUSCL. Los puntos numéricos (cruces) aparecen 
superpuestos a la solución analítica (linea continua).




Figura 5.5: Perfil de la densidad en el problema de la propagación de 
una onda de detonación relativista para un tiempo, í, mayor que cero, 
usando el algoritmo MUSCL. Los puntos numéricos (cruces) aparecen 
superpuestos a la solución analítica (línea continua).
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Figura 5.6: Perfil de la presión en el problema de la propagación de 
una onda de detonación relativista para un tiempo, í, mayor que cero, 
usando el algoritmo MUSCL. Los puntos numéricos (cruces) aparecen 
superpuestos a la solución analítica (línea continua).















Figura 5.7: Perfil de la velocidad en el problema de la propagación de 
una onda de detonación relativista para un tiempo, í, mayor que cero, 
usando el algoritmo PHM. Los puntos numéricos (círculos) aparecen 
superpuestos a la solución analítica (línea continua).
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Figura 5.8: Perfil de la densidad en el problema de la propagación de 
una onda de detonación relativista para un tiempo, t, mayor que cero, 
usando el algoritmo PHM. Los puntos numéricos (círculos) aparecen 
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Figura 5.9: Perfil de la presión en el problema de la propagación de 
una onda de detonación relativista para un tiempo, í, mayor que cero, 
usando el algoritmo PHM. Los puntos numéricos (círculos) aparecen 
superpuestos a la solución analítica (línea continua).
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Figura 5.10: El impacto de un gas frío contra una pared rígida, a la 
derecha, provoca la formación de una onda de choque junto a la pared, 
que se propaga alejándose de ésta.
5.4 Reflexión de una onda de choque.
El impacto de un gas frió contra una pared rígida provoca la formación 
de una onda de choque junto a la pared, que se propaga alejándose de 
ésta. El gas que atraviesa la onda de choque, se comprime y calienta, 
convirtiendo su momento en energía interna (ver Figura (5.10)).
La condición inicial de este test consiste en un gas de densidad p\ =  1 
y energía interna £\ =  0 , que es lanzado contra una pared con velocidad 
vi. Hemos considerado una ecuación de estado tipo gas ideal, con 7 =  
5/3. El gas tras la onda de choque queda en reposo (V2 =  0).
E11 el límite newtoniano, las condiciones de Rankine-Hugoniot con­
ducen a una relación de compresión entre los estados 1 y 2 que viene 
dada por:
^  =  £ 2  =  1  +  1 , 4 , ( 5 .8 )
P1 7 - 1
mientras que la energía interna específica del gas en el estado 2 es:
$  = | » i  ( <  !)• (5.9)
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Este test pone de manifiesto las diferencias existentes entre la dinámica
newtoniana y la relativista, ya que en este último caso a  y e2 toman los 
valores:
siendo W \ el factor de Lorentz del gas en el estado 1 . Conforme vi tienda 
a la velocidad de la luz, el factor de Lorentz, W \t será mucho mayor que 
1 y, con él, a  y e2.
del flujo incidente, vi, de forma que hemos cubierto todos los regímenes: 
newtoniano, relativista y ultrarrelativista, alcanzando un valor para W\ 
en torno a 23, para las simulaciones efectuadas con el algoritmo MUSCL. 
Las Figuras (5.11) a la (5.20) muestran los valores para la velocidad y 
la presión en un instante de su evolución, cuando la onda de choque ya 
ha sido formada, para los valores de vi =  0.01, 0.4, 0.8, 0.9 y 0.99. Las 
gráficas muestran también la correspondiente solución analítica (línea 
continua). En estos cálculos fue usada una malla euleriana de 100 puntos 
sin el algoritmo de reconstrucción de la celda, con lo que el método 
tiene una precisión espacial de primer orden. En la Tabla (5.2) aparecen 
los errores relativos en el cálculo de la relación de compresión que se 
obtienen con la formulación de Wilson (y que se han tomado del trabajo 
de Centrella y Wilson (1984)) y con nuestra formulación y el algoritmo 
MUSCL, para una muestra de los cálculos efectuados.
En general, la onda de choque se resuelve en dos o tres celdas numéricas 
y no aparecen oscilaciones tras ella. Ahora bien, conforme el flujo se hace 
más relativista, la  resolución en la onda de choque es más pobre, siendo 
necesarios entre ocho y nueve puntos cuando W  »  1 (comparar por 
ejemplo, las Figuras (5.16), (5.18) y (5.20) para la presión).
Finalmente hemos aplicado el algoritmo PHM (con una malla eu­
leriana de 1 0 0  puntos) a la simulación de un flujo ultrarrelativista: 
vi =  0.9999 (W  ~  70). Los resultados mostrados en las Figuras (5.21), 
(5.22) y (5.23) exhiben, de nuevo, una resolución muy buena en la rep­
resentación de la onda de choque e indican que la pérdida de precisión 
conforme W  »  1 que aparecía en los resultados con MUSCL, se debe 
a la técnica particular utilizada y no a las limitaciones de nuestra for­
mulación.
Este test fue usado, en la calibración de su código, por May y W hite
(5.10)
et = W i -  1 , (5.11)
Hemos simulado diferentes casos, variando el valor de la  velocidad
E x p e r i m e n t o s  n u m é r i c o s  e n  R e l a t i v i d a d  E s p e c i a l 8 7
Vi W i &teor (96) £MUSCL(ít) (%)
0 . 0 1 1 . 0 0 4.00 3.1 0 . 0 2
0.40 1.09 4.23 - 0 . 2
0.45 1 . 1 2 4.30 3.3 -
0.75 1.51 5.28 4.1 -
0.80 1.67 5.67 - 0 . 2
0.90 2.29 7.24 5.6 0 . 1
0.99 7.09 19.22 - 0 . 2
Tabla 5.2: Errores relativos medios en el cálculo de la relación de com­
presión con la formulación de Wilson (W) y con nuestra formulación y el 
algoritmo MUSCL, en el problema de la eflexión de una onda de choque.
(1967) (aunque, por tratarse de un código lagrangiano, el test es menos 
severo): encontraron errores relativos del 30% en la estimación de £ 2  
cuando W  ~  100. Más recientemente, además de en Centrella y Wilson 
(1984), aparecen en los trabajos de Hawley, Smarr y Wilson (1984b) (en 
donde se muestran los resultados obtenidos para un flujo incidente con 
factor de Lorentz 2.24) y en Norman y Winkler (1986) (para un flujo 
incidente con factor de Lorentz 10).
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Figura 5.11: Perfil de la velocidad en el problema de la reflexión de 
una onda de choque en un tiempo, t, mayor que cero, obtenido con el 
algoritmo MUSCL. La velocidad del flujo que inicialmente incidía contra 
la pared es tq = 0.01. Los puntos numéricos (cruces) se han superpuesto 
a la solución analítica (línea continua).
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Figura 5.12: Perfil de la presión en el problema de la reflexión de una 
onda de choque en un tiempo, t, mayor que cero, obtenido con el algo­
ritmo MUSCL correspondiente al caso en el que el flujo incidente contra 
la pared tenía una velocidad ui =  0.01. Los puntos numéricos (cruces) 
se han superpuesto a la solución analítica (línea continua).
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Figura 5.13: Perfil de la velocidad en el problema de la reflexión de 
una onda de choque en un tiempo, t, mayor que cero, obtenido con el 
algoritmo MUSCL. La velocidad del flujo que inicialmente incidía contra 
la pared es V\ = 0.40. Los puntos numéricos (cruces) se han superpuesto 
a la solución analítica (línea continua).
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Figura 5.14: Perfil de la presión en el problema de la reflexión de una 
onda de choque en un tiempo, t, mayor que cero, obtenido con el algo­
ritmo MUSCL correspondiente al caso en el que el flujo incidente contra 
la pared tenía una velocidad v\ =  0 .40 . Los puntos numéricos (cruces) 
se han superpuesto a la solución analítica (Enea continua).
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Figura 5.15: Perfil de la velocidad en el problema de la reflexión de 
una onda de choque en un tiempo, t, mayor que cero, obtenido con el 
algoritmo MUSCL. La velocidad del flujo que inicialmente incidía contra 
la pared es v\ =  0.80. Los puntos numéricos (cruces) se han superpuesto 
a la solución analítica (línea continua).
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Figura 5.16: Perfil de la presión en el problema de la reflexión de una 
onda de choque en un tiempo, t, mayor que cero, obtenido con el algo­
ritmo MUSCL correspondiente al caso en el que el flujo incidente contra 
la pared tema una velocidad i>i =  0.80. Los puntos numéricos (cruces) 
se han superpuesto a la solución analítica (línea continua).
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Figura 5.17: Perfil de la velocidad en el problema de la reflexión de 
una onda de choque en un tiempo, t, mayor que cero, obtenido con el 
algoritmo MUSCL. La velocidad del flujo que inicialmente incidía contra 
la pared es v\ = 0.90. Los puntos numéricos (cruces) se han superpuesto 
a la solución analítica (línea continua).
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Figura 5.18: Perfil de la presión en el problema de la reflexión de una 
onda de choque en un tiempo, t, mayor que cero, obtenido con el algo­
ritmo MUSCL correspondiente al caso en el que el flujo incidente contra 
la pared tema una velocidad v\ =  0.90. Los puntos numéricos (cruces) 
se han superpuesto a la solución analítica (línea continua).
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Figura 5.19: Perfil de la velocidad en el problema de la reflexión de 
una onda de choque en un tiempo, t, mayor que cero, obtenido con el 
algoritmo MUSCL. La velocidad del flujo que inicialmente incidía contra 
la pared es tq = 0.99. Los puntos numéricos (cruces) se han superpuesto 
a la solución analítica (línea continua).
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Figura 5.20: Perfil de la presión en el problema de la reflexión de una 
onda de choque en un tiempo, t, mayor que cero, obtenido con el algo­
ritmo MUSCL correspondiente al caso en el que el flujo incidente contra 
la pared tenía una velocidad V\ =  0.99. Los puntos numéricos (cruces) 
se han superpuesto a la solución analítica (línea continua).
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Figura 5.21: Perfil de la velocidad en el problema de la reflexión de 
una onda de choque en un tiempo, t, mayor que cero, obtenido con el 
algoritmo PHM. La velocidad del flujo que inicialmente incidía contra la 
pared es v\ =  0.9999. Los puntos numéricos (cruces) se han superpuesto 
a la solución analítica (línea continua).
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Figura 5.22: Perfil de la presión en el problema de la reflexión de una 
onda de choque en un tiempo, t, mayor que cero, obtenido con el algo­
ritmo PHM correspondiente al caso en el que el flujo incidente contra la 
pared tenía una velocidad v\ =  0.9999. Los puntos numéricos (cruces) 
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Figura 5.23: Perfil de la densidad en el problema de la reflexión de 
una onda de choque en un tiempo, t, mayor que cero, obtenido con 
el algoritmo PHM correspondiente al caso en el que el flujo incidente 
contra la pared tema una velocidad v\ =  0.9999. Los puntos numéricos 
(cruces) se han superpuesto a la solución analítica (línea continua).
C apítulo 6
A creción  esférica sobre  
ob jetos com pactos
6.1 Introducción.
Como ya comentamos en la Introducción de esta Memoria, existen nu­
merosos escenarios astrofísicos que pueden describirse en términos de 
un objeto compacto que acreta materia: fuentes compactas de rayos X, 
discos de acreción supermasivos en núcleos de galaxias activos, ...
En su versión newtoniana y para flujos sin momento angular, el prob­
lema fue analizado por prim era vez por Hoyle y Bondi (1944), quienes 
realizaron cálculos analíticos aproximados, interesándose sobre todo en 
la estimación de ritmos de acreción. Según estos autores, las partículas, 
describiendo órbitas hiperbólicas alrededor del objeto, formaban una 
zona de alta  densidad en la parte de detrás del objeto. En dicha zona, 
la columna de acreción, las colisiones entre las partículas se hacen im­
portantes, destruyendo la componente transversal del momento y de­
jando inalterada la componente radial. Si la velocidad resultante para 
la partícula es menor que la de escape en ese punto, entonces es cap­
turada por el objeto. Según este modelo, el ritmo de acreción viene dado 
por la expresión:
M 2A  =  47TO— Poo, (6.1)
Vuoo
en donde M  es la masa de la fuente del campo que se considera inalterada 
durante todo el proceso de acreción, y p<x> y Voo son la densidad y el 
módulo de la velocidad (uniforme) del fluido en el infinito. El parám etro
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a  varía entre \  y 1 .
En la obtención de la expresión anterior, se ha supuesto que las 
partículas no interaccionaban excepto en el interior de la columna de 
acreción. Esta es la situación, por ejemplo, cuando se considera un 
fluido altamente supersónico, en el que la densidad de energía cinética 
es mucho mayor que la densidad de energía térmica, con lo que las fuerzas 
debidas a la  presión son despreciables.
Si el objeto no se mueve respecto del fluido en el infinito (Bondi,
1952) el flujo es esféricamente simétrico y el gas cae radialmente hacia
el objeto, existiendo una longitud característica correspondiente al radio 
de acreción (el radio de Bondi) dado por:
R b  =  (6 .2 )
coo
donde c*» es la velocidad del sonido en el gas en el infinito, dando lugar 
a un ritm o de acreción:
M 2
A  =  4k X—^ -P oo, (6.3)
coo
donde A es un parám etro adimensional del orden de la unidad depen­
diente del valor del exponente adiabático del gas, y para el que existen 
expresiones analíticas.
Para flujos subsónicos o moderadamente supersónicos, el análisis no 
es tan  simple. En estos casos, la similitud de las ecuaciones (6 .1 ) y (6.3) 
permitió a Bondi (1952) sugerir una fórmula de interpolación aproxi­
mada:
M 2
A = 2* ~ c ' (6'4)
Las primeras simulaciones numéricas del problema de la acreción so­
bre un objeto gravitante en el marco de la dinámica newtoniana fueron 
realizadas por Hunt (1971, 1979), quien las aplicó a la acreción de mate­
ria intergaláctica por parte de nuestra Galaxia. Hunt aborda el problema 
resolviendo las ecuaciones para el movimiento del fluido, a partir de un 
estado inicial uniforme, hasta obtener un estado estacionario. La técnica 
numérica empleada fue el esquema de Lax-Wendroff de dos pasos. El 
tratam iento numérico de las ondas de choque se efectuó primero (Hunt, 
1971) mediante una técnica de shock-fitting y más tarde (Hunt, 1979) 
introduciendo un término de viscosidad artificial. Las conclusiones más
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im portantes de los trabajos de Hunt son: i) la columna de acreción prop­
uesta por Bondi y Hoyle no se forma y ii) para flujos supersónicos (M  < 
2 ; Ad, número de Mach en el infinito) el ritmo de acreción es, al menos, 
dos veces el valor predicho por estos autores (6.4).
Más recientemente Shima et al. (1985) han estudiado también el 
problema en el caso newtoniano. La principal característica de su tra ­
bajo es el empleo de una técnica shock-capturing (la versión en volúmenes 
finitos del método de 2 o orden de Osher; ver Chakravarthy y Osher, 
1983) que evita el uso de la viscosidad artificial para el tratam iento de 
las ondas de choque, motivados por el hecho de que para calcular el flujo 
de forma estable en presencia de ondas de choque fuertes, hay que intro­
ducir una viscosidad numérica excesiva, que causa errores importantes 
incluso en otras regiones del flujo1. En sus cálculos detectan la aparición 
de un cono de acreción, en lugar de la columna de acreción, situado tras 
el objeto en el caso de flujos supersónicos, y cuyo ángulo de apertura 
depende del número de Mach del flujo.
En el caso relativista el estudio del flujo de un fluido en una métrica 
de Kerr motivó el desarrollo del primer código de acreción hidrodinámico 
(Wilson, 1972). En este trabajo se descubrieron, por primera vez, los 
discos de acreción gruesos.
En la actualidad los trabajos de Hawley (Hawley, Smarr y Wilson, 
1984a; Hawley, Smarr y Wilson, 1984b; Hawley, 1986) siguen la línea 
del trabajo  original de Wilson (1972) para la descripción numérica de la 
acreción no esférica sobre un agujero negro, mientras que Petrich et al. 
(1989) abordan la descripción relativista de la acreción sobre un agujero 
negro en movimiento en la que el gas no posee un momento angular neto 
y, por tanto, en una línea similar a la de Hunt.
En este último caso, los cálculos de Petrich et al. (1989) se han 
efectuado usando el código de Stark y Piran (1987) que presenta sólo 
ligeras modificaciones respecto del código usado por Hawley, Smarr y 
Wilson (1984b) (formulación de Wilson).
El nivel actual de desarrollo de nuestra formulación, sin embargo, 
sólo permite el tratam iento de flujos en una dimensión. El resto del 
Capítulo lo vamos a dedicar a la descripción de flujos de acreción esférica
: En este punto es interesante señalar que los resultados de Shima et al. (1985), 
los únicos obtenidos para este problema haciendo uso de un método tipo Godunov, 
son los más precisos en el cálculo del ritmo de acreción para flujos supersónicos, es 
decir, con presencia de ondas de choque, como se desprende de la Fig. 1 del trabajo 
de Petrich et al. (1989).
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en la m étrica generada por un objeto compacto (métrica de Schwarzschild 
exterior). La técnica MUSCL, aplicada a las ecuaciones de la dinámica 
de fluidos relativistas escritas en la forma conservativa (4.101) con u, 
F  dados por (4.102) y (4.103), respectivamente, y las componentes del 
vector de las fuentes, s, dadas por (4.98), (4.99) y (4.100), ha sido la 
utilizada en todas las aplicaciones que presentaremos en este Capítulo.
La malla numérica espacial utilizada, que cubre la región 2.1AÍ < 
r < 20M  (siendo M  la masa del objeto), está compuesta por 50 celdas
de tam año A tj variable, siendo más pequeño en las proximidades del
objeto compacto central. En la práctica, los tamaños de las celdas son 
los elementos de una serie geométrica de razón mayor que la unidad.
Comenzaremos considerando flujos estacionarios para los que exis­
ten soluciones analíticas. Ello nos perm itirá contrastar los resultados 
numéricos obtenidos con nuestro código.Teniendo en cuenta las hipótesis 
de estacionariedad y flujo radial, las ecuaciones de conservación del 
número de bailones y de la energía, que introdujimos en el Capítulo 
4: se convierten en:
~ ( / 0our \ / = ?) =  0, (6.5)
^ ( p Qhuour y /^ g )  =  0 , (6 .6 )
(en donde se ha considerado el fluido como perfecto). En las expresiones 
anteriores, g denota el det(^Ml/), siendo v el tensor métrico en coorde­
nadas esféricas correspondiente a la  m étrica de Schwarzschild exterior, 
en función del cual, el elemento de distancia se escribe:
ds2 =  g d x nu =  — ( l  — dt2 -1-----^jjtfd r2 + r2(d02+ sin 2$d<f>2).
\  T J 1 r
(6.7)
Como la  m étrica es conocida y fija, y ud y v? son cero, el conocimiento 
de la función ur(r) permite obtener po(r) y h(r) (dada la ecuación de 
estado). En general, ur(r) se obtiene a partir de la ecuación de evolución 
del momento (4.85). Sin embargo, aquí la obtendremos como consecuen­
cia de imponer condiciones restrictivas sobre los flujos.
6.2 Flujo geodésico.
Para partículas sin interacción (polvo), la no dependencia de la  m étrica 
con el tiempo implica que u° es una constante del movimiento (ver, por






Figura 6.1: Valores para la función a  = y/goo, correspondiente a la 
métrica de Schwarzschild, en la malla computacional. La coordenada 
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Figura 6.2: Valores para el factor de Lorentz generalizado, W ,  en la 
malla computacional, para la solución estacionaria dada por (6 .10), 
(6.11) con C i =  0.195. En la región interior a r =  5M , W  alcanza 
valores claramente superiores a la unidad.
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ejemplo, Schutz, 1985) y, dado que =  — 1 , uT puede obtenerse como 
función de la constante u° y las funciones métricas:
ur =  (srr ) 2 ( - l  - g 00(u0)2)*. (6 .8 )
En función de u° tenemos, pues, una familia uniparamétrica de solu­
ciones. Una vez fijada u° y conocida ur , usamos la expresión (6.5) para 
calcular />o(r ):
p0ur y /^g  = C i, (6.9)
siendo C \ una constante. En la presente aplicación, consideraremos la
solución marginalmente ligada uq =  —1 , para la cual se verifica:
ur =  M / r ,  (6.10)
P° =  r V 2 A f/r '
En los cálculos hemos usado un valor para C \ =  0.195. Las Figuras 
(6 .1 ) y (6 .2 ) muestran el comportamiento de la componente del tensor 
métrico y/goo y el factor de Lorentz generalizado, W , respectivamente, 
para la solución estacionaria, en las proximidades del agujero negro.
En la aplicación numérica, se parte del vacío en la región de interés 
2 .1 M  < r  < 2 0 .0 Af, imponiéndose en r  =  2 0 M  las condiciones de flujo 
correspondientes a la solución (6 .1 0 ), (6 .1 1 ).
La secuencia de Figuras (6.3), muestra la evolución de la densidad, 
D , en la  malla computacional, superpuesta a la solución estacionaria 
analítica. La solución alcanza el estado estacionario en í =  90AÍ. Por 
último, las Figura (6.4) muestra el valor de la velocidad, u, en t = 90Ai, 
cuando ya se ha alcanzado el estado estacionario.
Los errores de las variables directamente integradas, D, S  y r ,  en 
el momento de alcanzarse la solución estacionaria son menores que el 
2 % en toda la malla, permaneciendo constantes con el transcurso del 
tiempo.
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F igura  6.3: Secuencia de gráficas del valor de D que describen la
evolución h a s ta  el estado  finad estacionario en el problem a de la acreción 
de polvo sobre un agujero negro, cuando se parte del vacío. La linea 
continua m u estra  la  solución estacionaria analítica final.
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Figura 6.4: Velocidad del polvo una vez se ha alcanzado el estado esta­
cionario final, en el problema de la acreción de polvo sobre un agujero 
negro. La línea continua corresponde a la solución analítica.
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6.3 A creción radial de un ñuido perfecto .
La acreción radial estacionaria de un fluido perfecto sobre un objeto 
compacto fue considerada por Michel (1972).
Para un fluido perfecto, las ecuaciones (6.5) y (6 .6 ) se integran, 
dando:
p0ur y /^ g  =  C[, (6 .12)
Pohuour y /^ g  =  C'2 (6.13)
(siendo C[ y C'2 dos constantes). Para una métrica de Schwarzschild, y 
tras una sencilla manipulación, pueden transformarse en:
pourr2 =  C [ , (6-14)
A2( l  -  ^  +  ( O 2) =  ( § [ ) ’ =  CJ- (6-15)
Las soluciones de las ecuaciones (6.14) y (6.15) están caracterizadas
por un punto crítico y sólo las que pasan por él se corresponden con 
material que cae (o que sale) del objeto central con velocidad monótona 
creciente a lo largo de las trayectorias de las partículas. El punto crítico, 
r c, queda determinado a partir de las condiciones (Michel, 1972):
( O 2 =  (6-16)
y
(nT'\2y 2  ---- \_c¿------ fQ
c l - 3 ( t i £ ) 2’ K }
donde V  se ha definido según:
V 2 =  _  1 . (6.18)
a ln  po
Las relaciones (6.16) y (6.17), una vez fijada la ecuación de estado, 
ligan los valores de urc, poc y r c. Dando un valor a rc, a través de (6.16) 
obtenemos el valor de u j, y a través de (6.17) el de poc. Además, en el 
punto crítico deben verificarse las ecuaciones (6.15) y (6.16), por lo que 
se pueden determinar los valores de las constantes C[ y C3 , que fijan la 
solución estacionaria.
Las Figuras (6.5), (6 .6 ) y (6.7) muestran los resultados obtenidos en 
la evolución de la solución analítica estacionaria correspondiente a un
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Figura 6.5: Perfil de la velocidad en el problema de la acreción radial 
estacionaria de un fluido perfecto sobre un agujero negro. Los círculos 
representan los valores calculados en el instante t =  720M . La línea 
continua representa la solución estacionaria inicial.
radio crítico rc = 200M , en donde la densidad vale poc =  7.0 x 10- 4M -2 
(para una ecuación de estado tipo gas ideal, con 7 =  | ) ,  en el interior 
de la malla numérica 2.1M  < r < 20.0M . Las gráficas corresponden 
al instante t =  720M  (aproximadamente 1500¿COur; ¿cour = tiempo de 
Courant).
Los errores en las variables directamente integradas, D, S y r, son 
menores que el 2% en toda la malla numérica y permanecen constantes 
en el tiempo.
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Figura 6 .6: Perfil de la densidad D , en escala logarítmica, en el problema 
de la acreción radial estacionaria de un fluido perfecto sobre un agujero 
negro. Los círculos representan los valores calculados en el instante 
t =  720M . La línea continua representa la solución estacionaria inicial.
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Figura 6.7: Perfil de la presión, en escala logarítmica, en el problema 
de la acreción radial estacionaria de un fluido perfecto sobre un agujero 
negro. Los círculos representan los valores calculados en el instante 
t =  720M .  La línea continua representa la solución estacionaria inicial.
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6.4 A creción esférica con presencia de ondas 
de choque.
Los dos problemas anteriores involucran flujos suaves. Con los resulta­
dos presentados hemos comprobado la estabilidad de la técnica numérica 
empleada en presencia de campos gravitatorios intensos. Modificando 
la condición de contorno en la frontera interna de la malla numérica, 
imponiendo ahora condiciones de contorno de reflexión (similares a las 
empleadas en el test 3 del Capítulo anterior) y situándola en r  =  3M  (lo 
que representa de forma simple la superficie de una estrella de neutrones, 
M n s  — 1.5M©, R n s  — 1 0 km .)  hemos simulado el impacto sobre dicha 
superficie de un gas ideal. Las Figuras (6 .8 ), (6.9) y (6.10) muestran los 
perfiles de la velocidad, la densidad y la presión, respectivamente, en los 
que puede verse la onda de choque que se propaga desde la superficie 
del objeto hacia el exterior. El comportamiento cualitativo guarda una 
cierta similitud con la propagación de la onda de choque en el núcleo 
de las estrellas masivas tras el colapso en el escenario standard de su- 
pemovas de tipo II, aunque en este caso el salto en la velocidad alcanza 
un valor de 0.5. Es remarcable el hecho de que la onda de choque se 
resuelve en 1 ó 2  puntos numéricos.
Aquí, el gas que inicialmente cae sobre el objeto central tiene una 
presión elevada que disminuye la aceleración debida al campo gravitato- 
rio del objeto central. Si el gas que cae es frió (e <C 1; £ =  energía interna 
específica) los términos de presión son despreciables y el gas im pacta con 
velocidad máxima sobre la superficie. Las Figuras (6.11), (6 .1 2 ) y (6.13) 
muestran los perfiles correspondientes a la velocidad, la densidad y la 
presión, respectivamente en el problema de la acreción esférica de un gas 
frió sobre una esfera dura. Los resultados son extremos, alcanzándose 
un salto en la velocidad de 0.7 y 4 órdenes de m agnitud en el salto de 
la  presión.
Los resultados expuestos en este Capítulo aparecen en Ibáñez et al., 
1991.
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Figura 6.8: Evolución del campo de velocidades en el problema de la 
acreción de un gas ideal por una esfera dura. El impacto del gas sobre la 
superficie de dicha esfera (que se sitúa en r  = 3M )  provoca la formación 
de una onda de choque que se propaga hacia el exterior. Las curvas se 
corresponden con los instantes: t =  10M ,  t = 20M ,  t =  40M , t =  60M .









Figura 6.9: Evolución, de la densidad en el problema de la acreción de
un gas ideal por una esfera dura. Las curvas se corresponden con los
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Figura 6.10: Evolución de la presión en el problema de la acreción de
un gas ideal por una esfera dura. Las curvas se corresponden con los
instantes: t = 10M, t =  20M, t -  40M , t =  60M .
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Figura 6.11: Evolución del campo de velocidades en el problema de 
la acreción de un gas ideal frió por una esfera dura. Las curvas se 
corresponden con los instantes: t =  10M ,  t =  20M ,  t =  30M , t =  40M,  
t =  60M.







Figura 6.12: Evolución de la densidad en el problema de la acreción de
un gas ideal fr ió  por una esfera dura. Las curvas se corresponden con
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Figura 6.13: Evolución de la presión en el problema de la acreción de
un gas ideal f r ió  por una esfera dura. Las curvas se corresponden con
los instantes: t  =  10M ,  t = 20M ,  t =  30M ,  t = 40M , t — 60M .
C apítulo 7 
C olapso E stelar
7.1 Introducción
Los modelos teóricos de Supernovas de Tipo II se basan, en que el colapso 
de un núcleo de hierro de una estrella masiva (M  > 9M®) al final 
de su evolución termonuclear, induce la explosión de la supernova y la 
formación de un objeto compacto (estrella de neutrones o agujero negro). 
La fuente de energía es la  energía gravitacional de ligadura de la estrella 
de neutrones que se forma, que es del orden de (ver, por ejemplo, Shapiro 
y Teukolsky, 1983):
< - >
siendo M  y R  la m asa y el radio de la estrella de neutrones, respectiva­
mente.
Las curvas de luz de las Supernovas de Tipo II, pueden obtenerse, 
sin embargo, con energías mucho menores, del orden de 1 0 51 ergs , 
para las capas de material eyectadas. Así, los modelos de Supernovas 
Tipo II tra tan  de encontrar un mecanismo por el cual, una pequeña 
parte de la energía de ligadura emitida durante el colapso se transfiere 
a las capas externas de la estrella, produciendo una violenta explosión 
con velocidades, para la masa expulsada, del orden de 1 0 4 k m /s  y la 
formación de una estrella de neutrones de 1.4 A/®.
De acuerdo con Chandrasekhar (1939), una estrella que se mantiene 
por la presión de degeneración de sus electrones relativistas puede so­
portar su propia gravedad sólo si su masa es menor que una masa crítica
1 1 7
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que, en el límite de tem peratura cero, es:
M ch  =  1.457(2Ve ) 2 (7.2)
( masa de Chandrasekhar), en donde Ye representa la fracción de elec­
trones. Al final de la fase de combustión del Silicio, la estrella ha desar­
rollado un núcleo con elementos del grupo de hierro (núcleo de hierro), 
con una densidad central en torno a pc «  1 0 10 g /c m 3 y una tem­
peratura central, Tc «  ( 8  -  10) 109  K ,  con una fracción de electrones
0.42 < Ye < 0.44. Dicho núcleo excede la m asa de Chandrasekhar debido 
a que (i) la m asa del núcleo de hierro aum enta como resultado de la com­
bustión del Silicio en capa; (ii) las capturas electrónicas sobre protones 
libres reducen el número leptónico y (iii) la presión en el núcleo se re­
duce como consecuencia de la fotodesintegración -proceso endotérmico- 
de los núcleos por fotones energéticos1 (Fowler y Hoyle, 1964). Como 
consecuencia de todos estos factores, el núcleo estelar se convierte en 
inestable y colapsa hasta que se alcanza una densidad central del orden 
de la densidad nuclear de saturación (pn «  2.7 1014 g /c m 3).
Históricamente se han propuesto varios mecanismos para explicar 
el fenómeno de las Supernovas de Tipo II. Colgate y Johnson (1960) 
sugirieron que el colapso del núcleo de hierro se detendría debido al en­
durecimiento de la m ateria nuclear, lo que generaría una onda de choque 
capaz de expulsar las capas externas del núcleo (este mecanismo recibiría 
más tarde el nombre de mecanismo directo, en contraposición al mecan­
ismo retrasado, del que hablaremos después). Unos años más tarde, 
Colgate y W hite (1966) sugirieron un mecanismo alternativo, en el que 
la  transferencia de energía y momento de los neutrinos (producidos en 
las capturas electrónicas) en su interacción con la m ateria menos densa 
de la envoltura, conducía a una expulsión de material (Schwartz, 1967). 
Este mecanismo, estudiado numéricamente por A rnett (1968) y Wilson 
(1971), no dio los resultados esperados debido a la baja  sección eficaz 
de interacción entre los neutrinos y la materia. El descubrimiento de las 
corrientes neutras (Weinberg, 1967) modificó considerablemente el valor 
de dicha sección eficaz. En particular, la  sección eficaz para el scattering 
coherente con núcleos que esta teoría predecía (Freedman, 1974) iba a 
significar un aumento considerable en la opacidad de la  m ateria. Sin 
embargo, cálculos detallados condujeron a un atrapam iento de los neu­
trinos en el núcleo estelar para densidades p ~  3 1011 g /c m 3, con lo
*La energía consumida por cada reacción 5*Fe —► 13 a  +  4 n es de 124.4AfeV.
C o l a p s o  e s t e l a r 1 1 9
que la  luminosidad no era lo suficientemente grande como para expulsar 
m aterial (Mazurek, 1976). Se volvió entonces a pensar en el mecanismo 
puramente hidrodinámico de Colgate y Johnson como responsable de las 
explosiones de Supernovas de Tipo II.
El atrapam iento de los neutrinos durante el proceso de colapso im­
plica la  conservación del número leptónico total, Y¿> durante toda esta 
fase. Este atrapam iento provoca el que se alcance el equilibrio f3 para 
densidades p ~  3 1012 g /cm 3. A partir de este momento, la entropía 
permanece constante y el colapso se desarrolla adiabáticamente hasta 
la formación de la onda de choque (Bethe et al., 1979). El carácter 
adiabático del colapso junto con la baja entropía por nucleón del núcleo 
estelar de hierro inicial, (s »  1 k s )  y la elevada entropía necesaria para 
disociar los núcleos hace que éstos persistan hasta densidades del orden 
de la m ateria nuclear. Como consecuencia, el colapso no es detenido 
por la presión térmica de los nucleones, sino que continúa hasta densi­
dades nucleares2. En toda esta fase, la presión se ve dominada por la 
contribución de los electrones relativistas y el exponente adiabático es 
7  ~  4/3.
Cálculos analíticos (Yahil y Lattimer, 1982) y las simulaciones numé­
ricas han demostrado que la dinámica del colapso del núcleo de hierro 
puede entenderse cualitativamente por medio de soluciones autosimi- 
lares. Yahil y Lattim er han encontrado soluciones autosimilares para 
polítropos con § < 7  < § (que contienen como caso particular la solución 
de colapso homólogo de Goldreich y Weber, 1980, para 7  =  5 ) que no 
son exactamente homologas. En dichas soluciones, el núcleo se divide en 
una parte interna subsónica que colapsa homólogamente (v <x r) y  una 
parte externa que cae supersónicamente, con un número de Mach entre 
2 y 3 y con velocidad próxima a la de caida libre (v oc r ~ 2 ). En estos 
modelos, la  m asa del núcleo homólogo depende del valor del exponente 
adiabático, siendo Af^(7 i)  >  Mh{7 2 ) si 7 1  > 7 2 . En cálculos realistas, 
dicha masa se sitúa entre 0.6M@ y 0.9M@. Cerca de la frontera del 
núcleo homólogo (en la que el módulo de la velocidad de caida alcanza 
su valor máximo) hay un punto sónico donde la velocidad de caida iguala
2 Esta descripción del colapso corresponde al caso en que éste procede de forma 
esféricamente simétrica. Para estrellas masivas en rotación en el umbral del colapso, el 
desarrollo de éste tiene otras características destacando, en particular, el que puede 
detenerse a densidades menores que la densidad de la materia nuclear. Para una 
discusión en profundidad de las características del colapso en rotación ver Müller 
(1991) y las referencias allí citadas.
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la velocidad local del sonido.
Cuando la densidad central en el núcleo excede la densidad de satu­
ración de la materia nuclear, los núcleos se disuelven. A partir de este 
momento, un ligero aumento en la densidad provoca un gran aumento 
en la presión, debido a la actuación de la parte repulsiva de la inter­
acción fuerte. El resultado es que la ecuación de estado se endurece y 
7  aum enta desde un valor por debajo de 4/3 hasta un valor entre 2.5 y 
3. De acuerdo con el teorema del virial, el núcleo puede alcanzar una 
nueva posición de equilibrio si el exponente adiabático promedio, 7  se 
hace mayor que 4/3. El material comienza a pararse desde el centro. 
Las ondas de presión se desplazan hacia el exterior, en radios, y se acu­
mulan cerca del punto sónico, donde comienza a formarse una onda de 
choque. Debido a su inercia, el núcleo homólogo no queda en equilibrio 
sino que se expande tras la onda de choque ( rebote) que ya ha comenzado 
a propagarse hacia el exterior.
La densidad máxima alcanzada durante el rebote puede oscilar entre 
2 ó 3 veces la densidad de saturación para ecuaciones de estado duras y 
1 0  veces, para ecuaciones de estado muy blandas, si se tienen en cuenta 
los efectos de Relatividad General (ver Barón, Cooperstein y Kahana, 
1985a,b).
Las condiciones a ambos lados de la onda de choque verifican las 
relaciones de Rankine-Hugoniot. El salto en velocidades puede alcanzar 
los 1010 cm /á, y el salto en la energía interna los 1019 erg/g  La en­
ergía inicial de la onda de choque es aproximadamente igual a la energía 
cinética del núcleo interno en el momento de la última buena homología 
(Brown a/., 1982). Simulaciones numéricas muestran que dicha energía 
es del orden de:
E [ Í ck *  (4 -  10) 1051 ergs, (7.3)
mucho más de lo que se necesita para explicar la energía observada en 
una explosión de supernova. Sin embargo, en su movimiento hacia el ex­
terior, la onda de choque se ve am ortiguada por la fotodesintegración de 
los núcleos pesados en nucleones libres o partículas a , siendo la pérdida 
de energía del orden de
£ (m j * ( 1 .6 - 1 .8 ) 1 0 51^ ^  (7.4)
(Hillebrandt y Müller, 1981). Así pues, el éxito o fracaso de la onda 
de choque dependerá de un delicado balance entre la energía que tenía
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cuando se formó y la energía perdida hasta alcanzar la superficie del 
núcleo estelar de hierro. En general, existen varios factores que inciden 
crucialmente en el éxito o fracaso de la onda de choque:
1. La diferencia entre la masa del núcleo inicial de hierro y la masa del 
núcleo homólogo: es conveniente para tener una onda de choque 
efectiva, que el núcleo de hierro tenga una masa pequeña y que 
la m asa del núcleo homólogo sea grande, con el fin de que la en­
ergía consumida en fotodisociar sea pequeña3. Motivados por esta 
idea, recientemente se han revisado los cálculos de evolución presu- 
pernova, obteniéndose núcleos de hierro en el umbral del colapso, 
con masas de 1.26M q (Woosley et a i , 1987) y hasta de 1.18A7q 
(Nomoto y Hashimoto, 1988).
2. La incompresibilidad de la materia nuclear: un módulo de incom- 
presibilidad pequeño (ecuación de estado blanda) facilita la ex­
pulsión de material por la onda de choque.
3. Efectos de la Relatividad General: El caso relativista conduce a 
un núcleo homólogo menor, en masa, que el newtoniano, lo que, en 
principio, podría llevar a concluir que la onda de choque, al tener 
que atravesar una mayor cantidad de material, tendrá menos posi­
bilidades de éxito. Sin embargo, al alcanzarse densidades más altas 
(efecto similar al de disminuir el módulo de incompresibilidad) la 
energía de la onda de choque es mayor, lo que puede conducir a 
un balance positivo en cuanto a la efectividad de aquella. Sólo la 
simulación numérica puede ayudar a aclarar este punto.
En relación con el punto 1 anterior, hay que señalar que junto al 
mecanismo directo para explosiones de supernovas Tipo II que acabamos 
de describir, está el mecanismo retrasado, por el cual las estrellas más 
masivas (aquellas que desarrollan un núcleo de hierro mayor) lograrían 
explotar (Wilson, 1985; Colgate, 1989; Wilson, 1989). En estos casos, 
la onda de choque que se habría convertido en una onda de acreción 
estacionaria, es reactivada por los neutrinos procedentes del interior. 
Aunque sólo el 0.1% de la energía de los neutrinos es absorbida, el flujo
3 Nótese que para una pérdida de energía por disociación como la considerada, la 
masa máxima de hierro que la onda de choque puede disociar se sitúa en torno a 
las 0.45 A/©, lo que implica, dado el tamaño característico de los núcleos homólogos 
desarrollados, una masa máxima para el núcleo inicial de hierro de 1.35AÍq , si se 
quieren obtener explosiones efectivas.
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de neutrinos durante unos cientos de milisegundos va acumulando en­
ergía tras la onda de choque, causando el calentamiento del material 
y reactivándola. Las explosiones producidas por este mecanismo son 
menos energéticas (menos de 1 0 51 erg).
Los puntos anteriores 2 y 3 han sido ampliamente estudiados en el 
seno de nuestro grupo (Miralles, 1990; Miralles et al., 1990; Miralles et 
al., 1991) para ecuaciones de estado basadas en fuerzas de Skyrme.
Como ya se dijo en la Introducción de esta Memoria, el motivo fun­
damental por el que estamos interesados en aplicar las técnicas de alta 
resolución modernas a las ecuaciones de la hidrodinámica relativista es 
tra ta r correctamente, desde un punto de vista numérico, las ondas de 
choque. En particular, en el campo del Colapso Estelar queremos indicar 
que la correcta simulación de la onda de choque debe añadirse como uno 
más de los problemas a considerar para la efectividad del mecanismo di­
recto. Para apoyar esta idea, comenzaremos presentando los resultados 
correspondientes al colapso estelar newtoniano obtenidos mediante dos 
técnicas cualitativamente diferentes: el método tipo Godunov descrito 
en la Sección 1 del Capítulo 4 y la  versión newtoniana del código de May 
y W hite, que utiliza la  viscosidad artificial, descrito en la Sección 2 de 
dicho Capítulo.
7.2 M odelo inicial y  ecuación de estado.
El modelo inicial utilizado en nuestros cálculos de colapso es una con­
figuración de enana blanca de Carbono con una densidad central de 
2.5 1010 g /c m 3. Es un modelo de equilibrio para la ecuación de estado 
de Chandrasekhar con correcciones coulombianas, deducida por Salpeter 
y Zapolski (1967), correspondiente al máximo de la curva masa-radio, 
encontrándose, por tanto, en el umbral de la estabilidad (ver Ibáñez, 
1984).
La ecuación de estado que hemos usado es una ley 7 , según la cual, 
la presión viene dada por:
p = ( ' y - l ) p e ,  (7.5)
en donde 7  varía con la densidad de acuerdo con la prescripción de Van 
Riper (1978):
7  =  7 o +  S log(— ), (7.6)
Pb
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con S  =  0 si p < pb (densidad de rebote) y S  > 0 si p > Los 
valores típicos de los parámetros 7 0 , S  y p\¡ son, respectivamente: §, 
1 y 2.7 1014 g /c m 3 (densidad de la materia nuclear), de forma que la 
expresión (7.6) simula el endurecimiento de la ecuación de estado, al 
alcanzar la densidad nuclear, que hasta ese momento venía dominada 
por los electrones relativistas degenerados ( 7  =  | ) .
7.3 Colapso estelar new toniano. Com paración  
con técnicas de viscosidad artificial stan­
dard.
En esta Sección presentamos los resultados correspondientes al colapso 
estelar newtoniano obtenidos con la TSCM descrita en la primera Sección 
del Capítulo 4 (que a lo largo de esta Sección denotaremos por G). 
Además de los tests usuales para el resolvedor del problema de Rie- 
mann (tubos de Riemann), el código ha superado otros más generales 
como son la descripción del colapso del polvo y la detección del 7  crítico 
consistente con el modelo inicial. Presentamos primero los resultados 
obtenidos para dichos tests.
7 .3 .1  C o la p so  d e  p o lv o .
El colapso de una nube de polvo tiene solución analítica. La Tabla (7.1) 
muestra el comportamiento del código G , que mantiene la homología 
durante el colapso, como puede verse a partir de la constancia en el 
tiempo (<  1 %) de la cantidad r3p o la constancia en la masa coordenada 
(<  l% )de la cantidad \  =  r ( m ,í ) / r (m ,0 ).
7 .3 .2  D e te c c ió n  d e l 7 c o n s is te n te  con  el m o d e lo  in ic ia l.
Como queda señalado en el Apéndice B de Ibáñez (1984), el modelo 
inicial que estamos usando tiene un valor crítico para el exponente 
adiabático medio 7 vit  =  1.343. Variando 7 0  en (7.6) hemos llevado 
a cabo simulaciones con el código G  a fin de detectar el valor crítico 
de 7  que separa los modelos que colapsan de aquellos que oscilan. El 
valor crítico de 7  que hemos encontrado de esta forma es: 7 .^“™ = 
1.345 ¥  0.005. La Figura (7.1) muestra una oscilación del modelo inicial 
obtenida para un valor de 7  =  1.345.
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tn( m s ) ta(ms) Pl4 7li Xi n 2 X2
0 0 6.64 x 10"6 518.0 1 3900 1
30 30 8.70 x 10"6 518.2 0.914 3991 0.914
60 61 3.08 x 10~5 517.3 0.599 3985 0.599
80 80 4.30 x 10-3 518.4 0.116 3993 0.116
81.50 81.53 9.11 519.9 9.01 x 10~3 3999 9.01 x 10"3
81.51 81.54 24.6 518.0 6.46 x 10~3 3989 6.46 x 10' 3
Tabla 7.1: Homología del colapso sin presión. p\ \  es la densidad en 
unidades de 1014 g / c m 3.71a =  r ( m A, t ) 3p y Xa = r(rriA,t)/r(mA,0),  
con ttxa =  0.117Mq, 0.872Mq para A =  1,2, respectivamente.
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Figura 7.1: Oscilación del modelo inicial obtenida con el código
hidrodinámico G con la ecuación de estado tipo gas ideal, para 7  =
1.345. El periodo de la oscilación es, aproximadamente, de 0.15 s.
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7 .3 .3  C o m p a ra c ió n  c o n  té c n ic a s  d e  v is c o s id a d  a r t i f ic ia l  
s t a n d a r d .
En esta Sección vamos a comparar los resultados obtenidos en el colapso 
estelar con el método G  y una versión newtoniana del código de May 
y W hite, que usa un término de viscosidad artificial, Q , para tra ta r las 
ondas de choque. Una expresión usual para Q es:
s i | j > 0 y Q = 0 en cualquier otro caso (en lo que sigue, denotaremos 
por Qd el código hidrodinámico que introduce de esta forma el término 
de viscosidad artificial).
Como ya se comentó en el Capítulo 3 al hablar de la técnica de la 
viscosidad artificial, ésta actúa introduciendo disipación en la zona de 
la onda de choque. Ahora bien, la disipación va transformando parte de 
la energía cinética del sistema en energía térmica (entropía), por lo que 
es im portante que el término de viscosidad artificial actúe en el menor 
número de puntos posible y sólo cuando sea estrictamente necesario. En 
particular, hay que intentar que el término Q sea no nulo exclusivamente 
en las proximidades de las ondas de choque. Con esta idea y dado 
que la forma de introducir el término de viscosidad es a través de un 
condicional que tra ta  de caracterizar la presencia de una onda de choque, 
otros autores (Noh, 1987) han sugerido otras formas de implementar el 
término de viscosidad, además de Q p o r  ejemplo, Q =  0 si ^  > 0 . 
En lugar de ella, nosotros hemos usado las siguientes condiciones más 
restrictivas:
1 . Q =  0 s i ^ > 0 o § j < 0  (condición original propuesta por von 
Neumann y Richtmyer). Denotaremos este caso de forma abrevi­
ada por Q v.
2 . Q =  0 s i | | < 0 y también durante la fase de colapso homólogo 
(caso Q/t). Este caso es más fuerte que Q¿ y Q„ en el sentido de 
que contiene al caso Q<¿ y difiere del caso Qv sólo en la envoltura 
supersónica (donde Q es muy pequeña) y a partir de que la onda 
de choque ya se ha formado, pero hace Q =  0 en toda la fase de 
colapso homólogo.
1 2 6 C a p í t u l o  7
3. Q =  0 para las condiciones {Qv U’ Q /J . Obviamente, éste es el 
caso más fuerte y lo denotaremos por Q¿.
Finalmente, el valor escogido para k 2 es 2, lo que hace que la onda de 
choque se difunda en tres o cuatro celdas numéricas. Los dos códigos han 
partido de la misma configuración inicial y evolucionado con la misma 
ecuación de estado. La malla numérica también ha sido la misma y se 
ha construido dividiendo el radio del modelo inicial en 50 zonas iguales. 
La distribución resultante de masas ha constituido la base de nuestros 
cálculos lagrangianos.
Hemos efectuado diferentes simulaciones con los siguientes valores de 
los parám etros que intervienen en la ecuación de estado (7.6): 7 0  =  1.33, 
5  =  1 y pb =  2.17 1014 g /cm 3. Los casos menos restrictivos, Q ¿ y Q v, 
conducen a los mismos resultados:
1. La energía cinética máxima en la fase de caida es =  4.9 1051 
erg.
2. El mínimo absoluto de la velocidad es vmtn =  —0.154.
3. El valor máximo para la densidad central es p™ax =  3.5 1014 g /c m 3.
4. El valor del radio cuando la onda de choque alcanza la superficie 
es Rmin =  315, 305 k m , respectivamente.
5. El valor máximo de la energía cinética de la materia eyectada es 
E ¡& c) = °-7- 1 - 0  1 0 5 1  er3-
6 . El porcentaje de la masa expulsada es 1.7%.
La viscosidad artificial generada en los códigos y Q v tiene una in­
fluencia im portante en el resultado final del colapso, cuando se compara 
con el código G  (cuyas características aparecen en la Tabla (7.2)):
1. Los valores del mínimo absoluto de la velocidad (ver Tabla (7.2) y 
Figuras (7.2) y (7.3)) difieren en un factor 2.
2. La energía cinética de la m ateria eyectada difiere en un factor 6 .
3. El porcentaje de masa difiere en un factor 2.5.
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F ig u ra  7.2: Perfiles de la velocidad en función de la coordenada radial 
(en escala logarítmica y unidades de cm, obtenidos con el código G . El 
número que aparece junto a cada curva establece la secuencia temporal 
dentro del intervalo 92.56 < t (ms) <  96.24.
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Figura 7.3: Perfiles de la velocidad en función de la coordenada radial 
(en escala logarítmica y unidades de cm, obtenidos con el código Q¿.  El 
número que aparece junto arcada curva establece la secuencia temporal 
dentro del intervalo 92.42 < t (ms)  < 102.5.
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Figura 7.4: Detalle de los perfiles de la velocidad en función de la co­
ordenada radial (en escala logarítmica y unidades de cm, obtenidos con 
el código G. El número que aparece junto a cada curva establece la 
secuencia temporal dentro del intervalo 92.56 < t (ms) < 96.24.
Las oscilaciones espúreas en la velocidad no son aparentes en las Fig­
uras, debido a la escala considerada y las Figuras (7.4) y (7.5) muestran 
un detalle.
Los casos Q¿ y Q v tienen la ventaja principal de mostrar una situación 
extrema en la que los efectos de la viscosidad artificial han sido exagera­
dos. Un modo más riguroso de implementar estos métodos en un cálculo 
de colapso debe tener en cuenta el hecho de que en la fase de caida no 
se desarrollan ondas de choque4. En este sentido vamos a considerar los 
casos Q k y Q ,.
Estos dos casos llevan, prácticamente a los mismos resultados. Apare­
cen pequeñas discrepancias en R min =  375, 377 km , respectivamente, y
£r(“ c) = 1-7, 2.0 1051 e r g .
La Tabla (7.2) resume los resultados obtenidos con los códigos hidro­
dinámicos Qh y G. Las principales diferencias aparecen en umtn, 
y Miost. La viscosidad artificial produce valores paja estas cantidades 
menores que los generados por el método G, lo que está motivado, in-
4 Hay que señalar que no siempre se tiene un conocimiento teórico tan grande del 
problema que se intenta abordar.
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F i g u r a  7.5:
l o g r  ( c m  )
D e t a l l e  d e  los p e r f i le s  d e  l a  v e lo c id a d  e n  fu n c ió n  d e  l a  co-
o r d e n a d a  r a d i a l  ( e n  e s c a l a  l o g a r í t m i c a  y  u n i d a d e s  d e  c m ,  o b t e n i d o s  c o n
el c ó d ig o  Q¿. El n ú m e r o  q u e  a p a r e c e  j u n t o  a  c a d a  c u r v a e s ta b l e c e  l a
s e c u e n c ia  t e m p o r a l  d e n t r o  d e l  i n t e r v a l o  9 2 .4 2  < t ( m s )  < 102.5.
H C  E^inf) v min P™?* Rmin(km) Mlost(%)
Qh 10.0 - 0 . 2 2 8  3 .9 5 6  3 7 5  1.71 3.0
G 10.6 - 0 . 2 9 3  3 .6 6 5  391 3 .98 4 .2
T a b l a  7 .2: C o m p a r a c i ó n  d e  d o s  c ó d ig o s  h id r o d i n á m i c o s . Mlogt
p o r c e n t a j e  d e  m a s a  e x p u l s a d a .
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dudablemente, por la mayor disipación introducida por la técnica de la 
viscosidad, que va reduciendo la energía cinética to tal del sistema.
7.4 Colapso estelar relativ ista .
La descripción del colapso estelar en el maxco de la Relatividad General 
exige tanto la resolución de las ecuaciones de la  hidrodinámica relativista 
como de las ecuaciones de Einstein. Las ecuaciones de la hidrodinámica 
ya se introdujeron en el Capítulo 4. El siguiente A partado de esta 
Sección va a estar dedicado a detallar la forma en que se han escrito 
las ecuaciones de Einstein para ser resueltas.
7 .4 .1  L as ecu a c io n es  d e  e v o lu c ió n  d e  E in s te in  co m o  un
s is te m a  d e  le y es  d e  c o n serv a c ió n .
Como ya comentamos en el Capítulo 4, el código de May y W hite fue el 
primer código de hidrodinámica totalm ente relativista. En él se conju­
gaba una descripción particular de las ecuaciones de Einstein en simetría 
esférica (lagrangiana y comóvil) y un esquema en diferencias finitas es­
table, de segundo orden y que hacía uso de la viscosidad artificial para 
el tratam iento de las ondas de choque. Las ventajas de la descripción 
de May y W hite, esto es, su sencillez y su estrecha analogía con el caso 
newtoniano -propiciada por una elección adecuada de variables- han sido 
claves en el éxito y posterior desarrollo de lo que, usualmente, se denom­
ina código de May y White.
Sin embargo, estas ventajas son, a su vez y paradójicamente, los 
principales inconvenientes. La descripción lagrangiana sólo es aplicable 
en problemas unidimensionales y además, la estructura de las ecuaciones 
(sistema de ecuaciones cuasilineal no conservativo) impide la aplicación 
de métodos específicos diseñados para el tratam iento de ondas de choque.
Con la idea de extender los métodos tipo Godunov al caso del sistema 
de las ecuaciones de la dinámica de fluidos en Relatividad General y en 
la perspectiva de desarrollar un código hidrodinámico multidimensional, 
vamos a presentar en este A partado los pasos dados en dicha dirección.
Consideremos la descomposición de la métrica en los objetos: a , /?*, 
7 ij, denominados respectivamente, función lapso, vector desplazamiento 
y m étrica espacial inducida. Con ellos, el elemento de distancia se puede
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escribir:
ds2 =  - a 2dt2 -f U jidx1 + (5%dt){dx^ +  P^dt). (7.8)
El sistema de diez ecuaciones de Einstein v =  en el for­
malismo (3-j-l) puede descomponerse en seis ecuaciones independientes
que corresponde a las ecuaciones con p  =  t, u =  j .  Las restantes cuatro 
ecuaciones proporcionan las ligaduras que deben ser satisfechas por los
poral regular del espacio-tiempo, la congruencia de líneas coorde­
nadas temporales no se hará singular.
2. Sincronización armónica: d ( y / ja ) /d t  =  0 =» a(í,a :t ) =
Esta elección evita las denominadas singularidades de aplastamiento 
(crashing singularities).
La restricción al caso de simetría esférica ha sido escrita explíci­
tam ente por Bona y Massó (1989) como un sistema de primer orden 
de leyes de conservación en estrecha analogía con las ecuaciones de la 
hidrodinámica y en la perspectiva de poder aplicar técnicas numéricas 
diseñadas para ésta.
Obviamente, la forma de escribir las ecuaciones de Einstein (con las 
condiciones coordenadas anteriores) como sistema de leyes de conser­
vación no es única. Aquí presentaré una de ellas. Consideremos:
como elemento de distancia, donde las funciones a, X  e Y  dependen 
de las coordenadas r y  t. Para un fluido perfecto, podemos escribir las 
ecuaciones de evolución como:
de segundo orden para la métrica inducida 7 (sistema de evolución) y
datos iniciales. No hay ecuaciones de evolución para a  y /3\
En lo que sigue, utilizaremos las condiciones coordenadas analizadas 
por Bona y Massó (1988, 1989) y que se resumen en:
1 . Gauge euleriano: ¡3l =  0 , que asegura que para una foliación tem-
ds2 =  —a 2dt2 +  X 2dr2 + Y 2dQ2, (7.9)
- 1  _  
Y 2
( Y ' ^  + — ) = 8w[(Wi ~ l ) p  + Wp)
(7.10)
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a 4
X _ X á  Y  Y ( X _ á  
X  X a  + Y  +  Y ' x  a =  ( 7 . 1 1 )
y las de ligadura (que no contienen derivadas segundas respecto del 
tiempo):
—  -  ——  ( Y " -  y ' —  +  — ^ ( 7  1 2 )
Y 2 Y X 2 [ X  + 2Y [ }
+ w )  =  +
1 / rr y
■(F' -  F — -  y ' ^ )  =  8*— ^ f t iy (X u r ) (7 .1 3 )y a í '  a X '  a
(En donde los símbolos * y ' denotan, respectivamente, la derivadas re­
specto de la coordenada temporal y radial).
Con objeto de escribir este sistema en forma conservativa, procede­
mos de la siguiente forma:
1. Introducimos las definiciones:
(a) Y 2 = r 2Z 2(r,t) ,
(b) a ( t , r ) =  b (r )X Z 2 (condición coordenada);
2 . Manipulamos algebraicamente el sistema anterior eliminando: i) 
Y "  del sistema de evolución, utilizando la primera ligadura; ii) X ,  
X , X ', X  utilizando la condición coordenada; iii) Y  de la segunda 
ecuación de evolución utilizando la primera;
3. Introducimos la masa de Bondi, m:
Y ~  = l  + -  (6ZJy')Jl; (7.14)
y las variables auxiliares:
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r*  =  (7.18)
* = %  (719)
(donde c =  a / X ) .
Con todo ello, obtenemos un sistema cerrado de primer orden que, 
como puede comprobarse, es estrictamente hiperbólico:
^  = c (Z Q ‘ ) (7.20)
^  =  c (-{^(p+r+Z J-p) +  3 $ ) -  8 * | ( i + n )  (7.21)
dQz í  Va X 2 \
=  c í r°rJ +  Q ‘ ( Q ° - 3 Q * )  +  — -  —  ( M p + t + d - p ) +  $ ) J
(7.22)
^  =  c ( r l (Q” -3 Q * ) +  TaQ * +  (g- ^ 3g,)- +  (7.23)
dQ a d ( c V )  _  
dt dr
c ( 2 T a T* +  2 Q ’ ( Q a - 3 Q ’ ) +  2 ? j-  +  4 wX 2( p - 2 t - 2 D - 3 p ) J  (7.24)
+JVcX 2 (4ffQ'|r + 4*(r + Z))(l+7-r*) + $(-l+rr0'- |rr* -ir 2^ )
(7-25)
A/* c X 2 ^47r^ -(l +  7T*) +  4irrQz( p + T + D -p )  +  r '$ (^Q 2- Q a)^
donde V  =  (Ta - A f r X 2j )  y Ai  puede ser 0 ó 1.
El sistema de ecuaciones compuesto por las seis ecuaciones de Ein­
stein y las tres de la hidrodinámica, se han usado para describir el colapso
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en Relatividad General de la configuración tipo enana blanca descrita 
en la Sección 2 .
Gran parte de los resultados presentados en este Capítulo se han 
obtenido utilizando la técnica de separación de operadores de Strang 
(Strang splitting; ver Yee, 1989) en los términos fuente, de forma que las 
incógnitas, u , se integran en el tiempo según:
un+l =  c At/2 ¿ Ai  c Atf2 un ( j ^
en donde es el operador que evoluciona las u  con los términos
fuente y C con los flujos (en este caso con un esquema explícito de Mac- 
Cormack con un término de disipación conservativo TVD) y en donde 
cada operador actúa sobre lo que tiene a su derecha.
7 .4 .2  C o la p so  d e  p o lv o .
Para una configuración inicial homogénea con una masa igual a la de 
la configuración de la enana blanca en el equilibrio, hemos simulado el 
colapso sin presión. Para ello, se ha efectuado un cambio a unas coorde­
nadas comóviles con la materia. La homología se aprecia en la constancia 
de la masa encerrada, que aparece representada en la Figura (7.6) o en 
la de Yp/Yj*  (el equivalente a \  =  r (m >0 / r ( m 5 0), que veíamos en el 
caso newtoniano), que puede calcularse a partir de los datos mostrados 
en la Figura (7.7). El cálculo se detiene cuando la función o 2 tiene un 
valor inferior a 1 0 " 10.
7 .4 .3  E v o lu c ió n  d in á m ica  d e  la  co n fig u ra c ió n  in ic ia l d e  
eq u ilib r io .
En este A partado presentamos algunos resultados obtenidos en el estudio 
de la evolución hidrodinámica del modelo inicial de equilibrio de la enana 
blanca. En la práctica hemos dejado evolucionar dicho modelo inicial con 
el código hidrodinámico, manteniendo como ecuación de estado la misma 
con la que se obtuvo el modelo inicial. En este test hemos mantenido fijo 
el campo gravitatorio inicial y las ecuaciones de la hidrodinámica han 
evolucionado con el esquema MUSCL ya descrito. Las Figuras (7.8) y 
(7.9) muestran la evolución en el perfil de la velocidad. Tras varios miles 
de pasos temporales en los que la configuración se reajusta debido a las 
perturbaciones numéricas que aparecen al hacer evolucionar el modelo 
inicial con un código con precisión diferente de aquél con el que fue
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Figura 7.6: Evolución de la masa encerrada con el tiempo propio para 
tres capas, en el colapso de polvo.
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Figura 7.7: Evolución de Y  (normalizada a su valor en la superficie en 
t =  0) con el tiempo propio, en el colapso de polvo.
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Figura 7.8: Diagrama tridimensional que muestra el perfil del campo 
de velocidades en función de su distancia al centro (medida en km) y  
el tiempo (medido en 5) en el problema de la evolución dinámica de la 
configuración inicial de equilibrio. Los límites superior e inferior de la 
escala de la velocidad muestran los valores máximo y mínimo absolutos 
alcanzados por ésta (en unidades de la velocidad de la luz).
generado, la configuración comienza a oscilar radialmente con el modo 
fundamental. En la Figura (7.9) puede verse con claridad el período de 
las oscilaciones (alrededor de 0.2 s).
La malla numérica utilizada en esta ocasión consta de 100 celdas, 
más pequeñas hacia el centro, distribuidas según una serie geométrica y 
cubriendo el radio de la configuración inicial (1020 km).
Las oscilaciones observadas se limitan a la zona de la envoltura, en 
donde dado el mayor tamaño de las celdas, la precisión va a ser menor. 
Al cabo de un segundo de evolución, en el centro la densidad ha cambiado 
menos de un 6% y la energía interna específica menos de un 2%.
7.4.4 Evolución dinámica hacia una configuración de equi­
librio.
Para realizar este test hemos considerado un modelo de equilibrio de 
enana blanca para la ecuación de estado de Salpeter y Zapolski (1967),
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Figura 7.9: Contornos para la velocidad en función de la distancia al 
centro y el tiempo en el problema de la evolución dinámica de la config­
uración inicial de equilibrio. Las líneas discontinuas representan veloci­
dades negativas y las continuas positivas. Se observan tres oscilaciones 
completas con un período del orden de 0.2 s.
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Figura 7.10: Evolución con el tiempo de la densidad central de un objeto 
con densidad uniforme inicialmente.
con una masa de 1.23Ai®. El criterio estático de estabilidad permite 
identificar este objeto como estable, al menos frente a perturbaciones 
radiales, en el diagrama correspondiente masa-densidad central (ver, por 
ejemplo, Ibáñez, 1983).
A partir de dicho modelo, hemos generado un objeto con el mismo 
radio y la misma masa pero con una distribución de densidad uniforme e 
igual a p =  M / ( ^ x R 3), en donde M  y R  son la masa y el radio, respec­
tivamente, de la configuración original. Dicho objeto tiene un gradiente 
de presión nulo y, en consecuencia, al inyectarlo en el código numérico 
hidrodinámico, inducirá inmediatamente un campo de velocidades. En 
este modelo, la densidad central es menor que la del correspondiente en 
equilibrio para la misma masa, por lo que la tendencia inicial del ob­
jeto es a colapsar. La Figura (7.10) muestra la evolución en el tiempo 
de la densidad central. Durante el primer medio segundo de evolución, 
aumenta dos órdenes de magnitud superando la densidad central del 
modelo de equilibrio al que tiende. A partir de ese momento, el objeto 
comienza a describir oscilaciones estables alrededor de la configuración 
de equilibrio (ver Figura (7.11)), aunque con una cierta tendencia de 
la densidad central a aumentar. La simulación fue parada después de 
tres segundos, tras 105 pasos temporales. La Figura (7.12) representa
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Figura 7.11: Campo de velocidades como función de la distancia al cen­
tro y el tiempo, en el problema de la evolución dinámica hacia una config­
uración de equilibrio. Pueden apreciarse la primera fase de compresión, 
que desarrolla un marcado perfil en V, y tres oscilaciones aldededor de 
la configuración de equilibrio.
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Figura 7.12: Velocidad en la primera capa en el problema de la evolución 
dinámica hacia una configuración de equilibrio.
la velocidad de la primera capa durante ese periodo, siendo destacable 
su oscilación alrededor de cero una vez superada la fase de compresión 
inicial.
En los cálculos hemos utilizado una malla de 50 celdas con espaciado 
geométrico sobre el radio del objeto inicial R =  3500 km.
7.4.5 Colapso estelar relativista.
En este Apartado presentamos los resultados, muy preliminares, obteni­
dos en la simulación del colapso estelar relativista. En la ecuación de es­
tado usada, la presión viene dada por (7.6), con el exponente adiabático 
obedeciendo una expresión similar a la (7.7) pero en la que la discon­
tinuidad en la derivada de 7 en p =  pb se ha eliminado introduciendo una 
transición suave entre las densidades p\ (<  Pb) y P2 (>  pb)• La secuencia 
de Figuras (7.13) muestra un detalle de los perfiles de la velocidad, la 
función a  y la densidad durante la fase de colapso y hasta alcanzar en el 
centro la densidad de saturación de la materia nuclear (2.7 1014 g /c m 3), 
a la que hemos situado pb, para un 70 = 1.30. Durante esta fase, la 
densidad central aumenta cuatro órdenes de magnitud y la velocidad va 
desarrollando el característico perfil en V que se transforma en una onda
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de choque al endurecerse la ecuación de estado. Tras la onda de choque, 
en el instante de su formación (lo que puede corresponder aproximada­
mente a la última de las curvas mostradas como se aprecia en la Figura 
de la velocidad), ha quedado una masa de alrededor de 0 .8 Mq (más 
de la mitad de la masa de la estrella) en una región de unos 1 0 km  de 
radio. Este hecho pone de manifiesto una dificultad inherente a todos 
los códigos hidrodinámicos eulerianos cuando son aplicados a problemas 
que implican cambios importantes de escala como es la pérdida de res­
olución en la parte central que, a su vez, es causa de una pérdida de 
precisión.
Por último, las Figuras (7.14) y (7.15) muestran una secuencia de 
perfiles de la velocidad y la energía interna específica en la fase de rebote. 
Los parámetros de la ecuación de estado con los cuales se han obtenido 
han sido: 7 0  =  1.30, S  =  1, pb =  2 1012 g /c m 3, P2 /P 1 =  10. En las 
Figuras queda de manifiesto la formación de un objeto central estático 
de unos 50 km  de radio. La onda de choque se propaga hasta la superfi­
cie. En la Figura (7.15), correspondiente a la energía interna específica, 
puede verse el aumento de entropía (calentamiento) que experimenta el 
material al atravesar la onda de choque.




























Figura 7.13: Fase de caída en el colapso relativista. Con el tiempo los 
modelos desarrollan perfiles en la velocidad con un mínimo más marcado 
y una densidad central mayor.







Figura 7.14: Perfiles de la velocidad para diferentes modelos en la simu­
lación de la propagación de la onda de choque tras el colapso estelar con 
pb =  2 1012 g /c m 3. El tiempo al que corresponde cada curva aparece 
(en unidades de km) en la Figura (7.13).
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Figura 7.15: Energía interna específica en diferentes instantes en la sim­
ulación de la propagación de la onda de choque tras el colapso estelar con 
Pb =  2 1012 g /cm z . En la leyenda aparece el tiempo al que corresponde 
cada curva (en unidades de km).

C onclusiones y  
perspectivas
La principal aportación del trabajo descrito en la presente Memoria ha 
sido el desarrollo de una formulación para las ecuaciones de la hidro­
dinámica relativista que perm ita el uso de las técnicas shock-capturing 
modernas (TSCM) para su resolución.
Las TSCM se han desarrollado durante la  últim a década y su uso 
se ha extendido a la simulación de diferentes escenarios astrofísicos en 
el marco de la dinámica newtoniana, sustituyendo por completo a las 
técnicas de viscosidad artificial. La primera parte de mi trabajo ha con­
sistido, precisamente, en la puesta a punto de un código hidrodinámico 
newtoniano basado en las TSCM, capaz de describir el colapso estelar 
en simetría esférica. En esa fase se comprobó la eficiencia de diferentes 
resolvedores de Riemamn no sólo en problemas de valores iniciales dis­
continuos (M artí et al., 1990a) sino también en cálculos concretos de 
colapso (M artí, Ibáñez y Miralles, 1990c).
Con dicho código se han efectuado diferentes cálculos de colapso 
estelar de configuraciones tipo enana blanca. En la comparación con 
los resultados obtenidos con un código de viscosidad artificial, con el 
mismo modelo inicial, ecuación de estado y malla numérica, han apare­
cido diferencias en la energética global del proceso: hasta un factor 2 
en la energía cinética máxima de la masa eyectada (M artí, Ibáñez y Mi- 
ralles, 1990b). Este resultado podría ser de gran im portancia en en el 
contexto del mecanismo directo de supernovas de tipo II.
Abordamos más tarde el problema de la aplicación de las TSCM a 
la resolución de las ecuaciones de la hidrodinám ica  relativista (en una 
dimensión espacial). En este punto el trabajo desarrollado por nosotros 
(M artí, Ibáñez y Miralles, 1991) puede considerarse pionero, ya que,
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aunque la idea de extender las TSCM a la resolución de estas ecua­
ciones ha sido propuesta por diversos especialistas (Hawley, Smarr y 
Wilson, 1984b; Norman y Winkler, 1986), aún no ha sido llevada a la 
práctica. Nuestra formulación se basa en la explotación del carácter de 
sistema de leyes de conservación hiperbólico que tienen las ecuaciones 
de la hidrodinámica y, en cierto modo, enlaza con el trabajo teórico, 
recopilado por Añile (1989), sobre la caracterización covariante de sis­
temas hiperbólicos. La extensión de las TSCM se ha efectuado a través 
de la denominada aproximación local por campos característicos y para 
hacerla posible hemos tenido que escribir las ecuaciones en términos de 
las varibles en función de las cuales el sistema exhibe su caácter conser­
vativo.
El código elaborado se ha utilizado para la  descripción de difer­
entes problemas (en una dimensión) en Relatividad Especial con ondas 
de choque, involucrando flujos en todos los regímenes de velocidades: 
newtoniano, relativista y ultrarrelativista. Son destacables los resulta­
dos obtenidos en la descripción de flujos con con un factor de Lorentz 
próximo a 100 (con el método de Marquina, 1991). Los resultados 
obtenidos nos permiten confiar en la viabilidad de nuestra formulación 
como base de un futuro código para la descripción de jets relativistas.
Además, se ha comprobado la estabilidad y el correcto funcionamiento 
del método en la descripción de flujos con presencia de ondas de choque 
en escenarios de acreción esférica sobre objetos compactos.
Todos los resultados anteriones nos han permitido abordar con una 
cierta confianza la descripción del colapso estelar en Relatividad Gen­
eral, en colaboración con los investigadores Dr. C. Bona y J. Massó, del 
grupo de Relatividad del Departamento de Física de la Universidad de 
las Islas Baleares. En este problema, las ecuaciones de la hidrodinámica 
relativista aparecen acopladas a las de Einstein. Los resultados pre­
liminares abarcan varios tests: i)el colapso de polvo, ii) la evolución 
hidrodinámica hacia una configuración de equilibrio de un modelo inicial 
con densidad uniforme, iii) la evolución del modelo original de equilib­
rio, obteniendo oscilaciones. Además, hemos logrado describir la fase de 
caida en el proceso del colapso estelar y la propagación de la onda de 
choque.
Las conclusiones más importantes de todo el trabajo desarrollado 
pueden resumirse de la siguiente forma:
• Hemos encontrado diferencias im portantes en la energética del co-
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lapso newtoniano al comparar los resultados obtenidos mediante 
un código basado en una TSCM y otro basado en una técnica de 
viscosidad artificial, lo que demuestra la im portancia del correcto 
tratam iento de la ondas de choque en la descripción del mecanismo 
directo en supernovas de tipo II.
• Hemos logrado extender las TSCM a la resolución de las ecuaciones 
de la hidrodinámica relativista (en una dimensión) mediante la 
llamada aproximación local por campos característicos.
• Haciendo uso de estas técnicas, hemos logrado describir flujos ul- 
trarrelativistas, alcanzando factores de Lorentz del orden de 100.
• Hemos efectuado diferentes simulaciones de flujos de acreción esférica 
sobre objetos compactos con presencia de ondas de choque.
• Por último, hemos abordado el problema del colapso estelar en 
Relatividad General. Los resultados obtenidos hasta el momento 
nos permiten ser optimistas.
La extensión de las TSCM a las ecuaciones de la hidrodinámica rel­
ativista abre toda una línea de trabajo para el futuro. Dicha extensión 
en combinación con las técnicas de operator splitting para el tratam iento 
de problemas multidimensionales permite abordar la  simulación de difer­
entes escenarios:
• Jets galácticos: muy probablemente parte del trabajo que realizaré 
en los próximos años irá dirigido a la aplicación de este tipo de 
técnicas en la simulación de jets en régimen ultrarrelativista.
• Acreción sobre objetos compactos: Font (1991) ha aplicado las 
TSCM para la  descripción de flujos potenciales de acreción con 
simetría axial, resolviendo una ecuación de ondas lineal (en un 
espacio-tiempo curvo). Las técnicas de splitting exploradas por 
él para el tratam iento muí ti dimensional pueden combinarse con el 
trabajo presentado en esta Memoria, para la elaboración de un 
código capaz de describir procesos de acreción hidrodinámica.
• Colapso estelar no esférico: siguiendo con la colaboración ante­
riormente citada, y una vez concluido el código unidimensional, 
abordaremos el estudio del colapso estelar no esférico. En partic­
ular, se in tentará estimar las características de la señal y ritmo de
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emisión de energía de la radiación gravitacional generada en dicho 
escenario.
En el ámbito de la hidrodinámica newtoniana queda todavía pen­
diente el estudio del colapso de núcleos de estrellas masivas con una 
microñ'sica realista -modelo inicial, ecuación de estado y transporte de 
neutrinos- y las TSCM.
A péndice
Presentamos en este Apéndice la obtención de la solución analítica para 
el problema de Riemann de un fluido relativista (tubo de Riemann). 
Consideremos en t =  0, un fluido perfecto (es decir, con conductividad 
térmica y viscosidad nulas) estático, en dos estados uniformes diferentes, 
separados por una membrana. Supondremos que la discontinuidad ini­
cial se sitúa en aro =  0-5, y que el gas a mayor presión está a la izquierda 
de dicha discontinuidad, ocupando la región 0 < x < 0.5. En t =  0 
se elimina la membrana. La evolución posterior es cualitativamente la 
misma para flujos newtonianos o relativistas. Conforme transcurre el 
tiempo, el estado del gas es autosemejante, dependiendo de la variable 
£ _  y compuesto por cinco regiones. La Figura 1 muestra 
un esquema típico (para las condiciones iniciales expuestas más arriba) 
para el estado del gas en un instante de tiempo posterior a t =  0 junto 
con un diagrama x — t en el que aparece la evolución de las diferentes 
regiones (numeradas de 1 a 5).
La región 1 es el estado que inicialmente se situaba a la  izquierda de 
xq. Su frontera derecha se mueve con velocidad fo (<  0) y se encuentra 
en x \ =  xq +  fot.
La región 2 es una rarefacción. En ella, el fluido se mueve hacia la 
derecha con velocidad v =  V2(0- La densidad y la presión en esta región 
vienen dadas por: po =  po2(f)» P  = P2(0* La frontera derecha se sitúa 
en X2 =  xo -f fot.
Las regiones 3 y 4 son dos estados constantes separados por una 
discontinuidad de contacto en x$ =  xo +  fot. El límite derecho de la 
región 4 lo constituye la onda de choque que se mueve hacia la derecha 
con velocidad fo. Al otro lado de dicha onda se sitúa el estado que había 
inicialmente en x > xo.
Los estados 1 y 5 son los iniciales. Así pues, lo que resta por de­
terminar son los valores de la velocidad, la presión y la  densidad en las
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Figura 0.1: Solución esquemática de un problema de Riemann. El estado 
inicial en t =  0 (figura superior) consiste es dos estados constantes, L y 
R con p i  > p r ,  p q l  > pon, y  v l  = v r  = 0, separados por una membrana 
en xo. El diagrama de espacio-tiempo (figura de abajo) muestra la 
evolución del estado inicialiuna onda de choque (línea continua) y una 
discontinuidad de contacto (línea de trazos) comienzan a moverse hacia 
la derecha, mientras que una onda de rarefacción (abanico de líneas 
continuas) lo hace hacia la izquierda. Así, en t > 0 aparecen cinco 
estados diferentes en el flujo (figura de en medio).
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regiones 3 y 4 (constantes), las funciones v2(f), PsCO y  <lue ^e"
scriben el flujo en la región de la rarefacción y las velocidades con que 
se mueven los puntos que separan las diferentes regiones: f i ,  f 2, £ 3  y £4 - 
Las condiciones de Rankine-Hugoniot, que se verifican a través de 
la discontinuidad de contacto y a través de la onda de choque, aportan 
seis relaciones que pueden utilizarse para eliminar seis variables. El 
resto de relaciones, como ahora veremos, provienen de la condición de 
flujo autosemejante en la región de la rarefacción y las condiciones de 
continuidad en el flujo en el punto que separa la rarefacción del estado 
constante a su derecha.
Las ecuaciones, en coordenadas cartesianas y simetría plana, que 
gobiernan el movimiento de un fluido perfecto relativista se reducen a:
«  +  ^  =  0, (0.1)
d p o h W ' v  t d f p o h W ' v '  +  p )  „
d t +  dx  ~ u’ ¿)
d jpphW2 -  p) +  dpohW 2v =  Q 
dt dx
(en donde todas las magnitudes tienen la definición usual). La últim a 
ecuación expresa la conservación de la energía o, haciendo uso de la 
prim era ley de la Termodinámica, la conservación de la entropía es­
pecífica, s :
d¿ da f .T t  +  v -  =  0, (0.4)
tratándose por tanto  de un fluido adiabático.
Imponiendo el carácter autosemejante para el flujo, todas las vari­
ables que describen el fluido dependerán exclusivamente de f . Teniendo 
en cuenta que:
J L - L ±  (n ^
d x t d £ '
Í . - - S - Í  rnin
dt  1 d£'   ^ ^
las ecuaciones anteriores se escriben:
( t > - í ) ^  +  ( l - t > f ) / . ° ^ 2^  =  0 , (0.7)
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(„ _  i ) W 2v ^  +  [2W 2(v -  «  +  í]W 2P o h ^  +  ^  =  O, (0.8)
(„ _  O W 2^  +  [2 ^ (1 , -  ()v  + l]W 2p o h ^  +  = o. (0.9)
Eliminando de (0.8) y (0.9) el término en el sistema anterior se 
escribe:
(V -  f ) ^  +  (1 -  vO poW 2^  =  0, (0.10)
( v - ( ) W 2poh ^  + ( l - v í ) ^  = 0. (0.11)
Como en el caso newtoniano, el flujo autosimilar es isentrópico1,
lo que permite encontrar una relación entre las cantidades ^  y 
Efectivamente, dado que la velocidad del sonido en un fluido relativista 
se define, como ya vimos, según:
(0.12)
para un fluido como el que estamos considerando, se cumplirá que:
dP _ j dP r m n
T i ~  C*df ’ ((U 3)
Además, haciendo uso de la primera ley de la Termodinámica, se tiene 
que:
< » - u >
lo que permite reescribir la expresión (0.13) en la forma:
dp _  .2  l dpo 1 ex-  -  c ,h — . (0.15)
Haciendo uso de esta expresión, el sistema formado por las ecuaciones 
(0.10) y (0.11), puede escribirse ahora:
( . v - i ) ^ -  + a - v i ) p o W ^  = 0, (0.16)
*La expresión (0.4), para la conservación de la entropía, en términos de la variable 
autosemejante £, puede escribirse en la forma:
( » - « £ =  0,
lo que implica el carácter isentrópico del flujo, dado que, en general,
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( t , - í ) /,o^ 2^  + ( l - v í ) c ^  = 0, (0.17)
que tiene solución distinta de la trivial (estados constantes) cuando:
( v - Ü p o W ^ i l - v t f c l p o W 2, (0.18)
lo que es equivalente a:
e. =  ± f f ¿ .  (0.19)
Despejando f  se tiene:
í  =  ” *** (0.20)l í w ,
(confrontar con Mathews, 1971). En el caso que estamos considerando, 
la rarefacción se desarrolla junto a una región (la 1) en la que el fluido 
está en reposo (vi =  0) y se desplaza hacia la izquierda, por tanto, la 
velocidad con que se mueve el punto que separa las regiones 1 y 2, que 
puede obtenerse a partir de (0.20), será:
Él =  - c , l  (0.21)
(en donde ya se ha escogido el signo adecuado para la solución). 
Sustituyendo esta expresión para f  (0.16) se tiene que:
c‘^ + P o W 2^  = 0, (0.22)
o, equivalentemente,
W 2dv =  dpo (0.23)
Po
(el signo — refleja el hecho de que en la rarefacción, la velocidad del 
fluido aum enta en el sentido de x crecientes, mientras que la densidad 
disminuye).
Para un fluido isentrópico, la velocidad del sonido puede escribirse 
como función exclusiva de />o, por lo que la expresión anterior es inte­
grable:
1 . 1 +  v ln
1 -  v
v c.
=  -  /  — dp0 (0.24)
t»i J P i  P o
(en donde los límites inferiores de integración se han escogido como los 
valores de v y po en la región contigua 1, desde donde se desarrolla la 
rarefacción).
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Para un fluido capaz de experimentar sólo transformaciones adiabá­
ticas, se verifica que:
P = K p¡ (0.25)
(transformación politrópica con 7  igual al cociente de los calores es­
pecíficos a presión y volumen constantes y K  una constante), y la ve­
locidad del sonido se calcula según:
a partir del cual se desarrolla el flujo autosemejante).
La sustitución de la expresión anterior en la integral (0.24) lleva a 
que:
Una vez efectuada la integral, la  velocidad del sonido puede expresarse 
en función de v en la forma:
(confrontar con Liang, 1977).
La resolución del sistema algebraico formado por las expresiones 
(0.19) y (0.29) permite determinar los valores de v (y ca) en función 
de x y t, en la zona de la rarefacción (región 2). La expresión (0.27) 
da el perfil de la densidad y la ecuación de estado, una vez conocida la 
densidad, el de la presión.
c2 =  7 P (7  ~  1)
* P o ( 7 - l )  +  7 P ‘
(0.26)
Teniendo en cuenta las dos últimas expresiones, dos estados arbitrar­
ios del gas quedan relacionados a través de:
(0.27)
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Por último, las tres condiciones restantes las aporta el carácter con­
tinuo del flujo en el otro extremo de la región de la rarefacción:
P(&) = P3, (0.30)
/Potó) =  P031 (0.31)
v(&) =  v3. (0.32)
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