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Abstract
Inferring new facts from existing knowledge graphs (KG) with explainable reason-
ing processes is a significant problem and has received much attention recently.
However, few studies have focused on relation types unseen in the original KG,
given only one or a few instances for training. To bridge this gap, we propose
CogKR for one-shot KG reasoning. The one-shot relational learning problem is
tackled through two modules: the summary module summarizes the underlying
relationship of the given instances, based on which the reasoning module infers
the correct answers. Motivated by the dual process theory in cognitive science,
in the reasoning module, a cognitive graph is built by iteratively coordinating re-
trieval (System 1, collecting relevant evidence intuitively) and reasoning (System
2, conducting relational reasoning over collected information). The structural in-
formation offered by the cognitive graph enables our model to aggregate pieces of
evidence from multiple reasoning paths and explain the reasoning process graphi-
cally. Experiments show that CogKR substantially outperforms previous state-of-
the-art models on one-shot KG reasoning benchmarks, with relative improvements
of 24.3%-29.7% on MRR1.
1 Introduction
A typical knowledge graph (KG) is far from completion due to the arbitrary complex relations,
making it essential to enhance the ability to infer new facts from the existing relations [5, 34, 39, 6]
for downstream tasks, e.g., question answering [23], dialogue system [43], and relation extraction
[37]. Most previous studies focus on completing facts of existing relation types in KG. However,
as the existing relation types in a KG are always limited, the ability to infer the facts of an unseen
relation is critical but not well studied. Large amounts of training instances of that relation are
required for traditional KG completion approaches.
The remedy to discover facts for new relations in a data-efficient way could be related to one-shot
learning, which has been proposed in the image classification task [17], trying to recognize objects
in a new class given only one or a few instances of that class. Similarly, one-shot relational learning
for KG, which aims to uncover facts of a new relation given only one training instance, has been
proposed recently by Xiong et al. [40]. Nevertheless, one-shot learning relies heavily on strong prior
knowledge learned from previous classes, as the training set for a single class becomes minimal.
The form of prior knowledge represents the inductive bias of the learning algorithm. The success
achieved for one-shot learning in image data stems from the design of multi-level feature extraction
architectures inspired by the human visual perception system. On the contrary, KG reasoning, whose
1The source code is available at https://github.com/THUDM/CogKR
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underlying data is relational and discrete, is known to be related to the cognitive system [4], since
human cognition also works with strong prior knowledge that our world consists of objects and
relations [31].
A proper inductive bias of inferring facts for new relations, we believe, could be found in the cog-
nitive system of human beings. As suggested in the dual process theory [29], the reasoning system
of human beings consists of two distinct processes, one to retrieve relevant information via an im-
plicit and unconscious system (System 1) and the other to reason over the collected information via
an explicit, conscious and controllable reasoning process (System 2). Compared with the case for
image perception, training a relational inference system that learns the underlying reasoning process
of human beings could be a better choice for learning new relations. The method by Xiong et al.
[40] can be viewed as a System 1 only approach, which learns an implicit matching metric between
entity pairs based on KG embeddings [5]. It focuses too much on the similarity, rather than the
relationship, leading to incorrect facts. Similar conclusions can be found in reading comprehension
tasks that require reasoning over the discrete input data [13]. This misjudgment ratio will inevitably
rise as the reasoning complexity increases due to the lack of System 2. System 2 requires explicit
reasoning capacity, which has been studied in the field of KG reasoning methods [6, 39, 7, 19].
Most methods use random walk [16, 21] or path-finding policy learned by RL [39, 7] to obtain paths
connecting two entities and infer the relationship from the paths with neural networks. However,
despite that they are not studied in one-shot relational learning, the expressiveness of a single path
is limited, compared to a subgraph which keeps the clues complete to reason.
In this paper, we propose Cognitive KG Reasoning (CogKR), in which a summary module and a
reasoning module work together to address the one-shot KG reasoning problem. In the summary
module, the knowledge about the entities in the training instance is collected, and their underlying
relation is represented as a continuous vector. Then in the reasoning module, new facts of the
relation are inferred based on the relation vector and the KG. Specifically, we design a new method
to reason out the missing tail entity of a relation given the head entity, under the inspiration of the
dual process theory [29] in cognitive science. At each step, query-relevant entities and relations
are retrieved from the neighborhood and organized as a cognitive graph [9], which resembles the
capacity-limited working memory [1]. Then relational reasoning is conducted over the graph to
update the nodes’ representations. The above process is iterated until all relevant evidence is found.
Then the final answer is predicted based on the reasoning results.
2 Problem Formulation
A knowledge graph G is represented as a set of triples {(h, r, t)} ⊆ E ×R×E . Each triple consists
of a relation r ∈ R and two entities h, t ∈ E , which denotes a directed edge of type r from h to
t. On the KG, the one-shot KG reasoning problem can be formalized as: given a few entity pairs
{(h(k)rˆ , t(k)rˆ )}mk=1 of an unseen relation type rˆ, we would like to predict the tail entity tˆ of a missing
triple (hˆ, rˆ, ?). In this paper, we mainly focus on the case when only one pair (hrˆ, trˆ) is given, i.e.
m = 1. However, our method can also be extended to few-shot cases by existing few-shot learning
methods [35, 30]. We define the probability pθ(·|hˆ, (hr, tr)) over the entity set E as the probability
of entities to be the correct answer given the support pair (hr, tr) of relation r and query head entity
hˆ. θ are the parameters of our model and represent the apriori learned from the existing facts. The
training objective should maximize pθ(tˆ|hˆ, (hr, tr)) given the ground truth tˆ:
max
θ
Er∈R
[
E(hˆ,tˆ)∈Dr,(hr,tr)∈Dr
[
pθ(tˆ|hˆ, (hr, tr))
]]
(1)
where Dr = {(h, t)|(h, r, t) ∈ G} is the set of entity pairs for relation r.
3 Approach
In this section, we describe the proposed model for the one-shot KG reasoning, the training al-
gorithm, and the complexity analysis. Our framework for the one-shot problem consists of two
modules. The first module is called Summary Module, which maps an entity pair (hr, tr) to a con-
tinuous representation ωhr,tr of their underlying relation. Given only one training instance for the
query relation, the mapping learned by the neural network can generalize better than direct opti-
mization. The second stage is called Reasoning Module, which, given the representation ωhr,tr and
2
Sports team
GM
&RPSHWHV
,Q6WDWH
Neighbor
Aggregate
Representation 
Output
System 2
System 1
Query Relation:  Automobile Maker In Country
Jaguar
UK
Summary 
Module
,Q6WDWH
Ford
Michigan
USA Pistons
Reasoning 
Module
Contain_inv
Current
State
Figure 1: Overview of the CogKR framework. The summary module generates the vector for the
underlying relationship between the support pair (Jaguar, UK). The reasoning module builds the
cognitive graph on the right. When updating the hidden representation of Michigan in System 2,
representations of its ingoing edges are aggregated and combined with its entity embedding. Then
in System 1, the outgoing edge Contains_inv of Michagan, which leads to the correct answer USA,
is added to the graph.
a head entity hˆ, predicts the correct tail entity tˆ. Similar to the reasoning process of humans, the
reasoning module combines implicit retrieval and explicit reasoning, by expanding and reasoning
over the cognitive graph iteratively. The overview of the whole framework is shown in Figure 1.
3.1 Summary Module
In the summary module, we collect information about the entities in the given instance and summa-
rize the relationship between them. Previous works [39, 7] demonstrated that the relationship of two
entities could be inferred from paths connecting them. However, the number of paths connecting
two entities can increase exponentially as the path length increases. With only one pair given, the
search space cannot be effectively reduced with the prior knowledge [39]. Therefore, we apply a
neural network to infer the entity pair’s relationship from their vector representations, which are
generated by a graph neural network (GNN). Given an entity e, GNN generates the entity vector ωe
from the entity’s embedding and its neighbor set:
ωe = σ(Wsve + bs +Wc · 1|Ne|
∑
(rk,ek)∈Ne
[vr,ve]), (2)
where Ws,Wc ∈ Rd×d, bs ∈ Rd are parameters and Ne = {(rk, ek)|(e, rk, ek) ∈ G} is the
set of outgoing edges of entity e in G. The entity and relation embeddings ve and vr can be
pre-trained with existing KG embedding methods. Given the vector representations of an en-
tity pair (hr, tr), ωhr and ωtr , we can get the representation of their underlying relation as
ωhr,tr = σ(Wo[ωhr ,ωtr ] + bo), whereWo ∈ R2d×d, bo ∈ Rd are parameters.
3.2 Reasoning Module
Cognitive Graph Inspired by the reasoning process of humans, the reasoning module consists of
two iterative processes, retrieving information from KG (System 1) and reasoning over collected
information (System 2). We use a unique structure, called cognitive graph, to store both retrieved
information and reasoning results. A cognitive graph is a subgraph of G, with hidden representa-
tions for its nodes. The hidden representations stand for the understandings of all the entities in
G. Formally, G = (V,E,X), where V ⊆ E , E ⊆ G, and X ∈ R|V |×d is the matrix of hidden
representations. The hidden representation of node e is denoted as X[e]. In the beginning, G only
contains the query entity hˆ, which is marked as unexplored. The advantages of the cognitive graph
against previous path-based reasoning methods are two-fold. On the one hand, the graph structure
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Algorithm 1 One-shot Multi-hop KG Reasoning Algorithm
Input: Entity pair (hr, tr); Query entity hˆ; KG G
1: ωhr,tr ← S(hr, tr)
2: V ← {hˆ}, E ← ∅, F ← {hˆ}
3: X[hˆ]← σ(W4vhˆ + b4)
4: repeat
5: Pop an entity e from F
6: Build the action set A for e
7: Sample actions a from multinomial distribution over A
8: for r′, e′ in a do
9: E ← E ∪ {(e, r′, e′)}
10: if e′ /∈ V and |V | < λ then
11: V ← V ∪ {e′}, F ← F ∪ {e′}
12: end if
13: Update hidden representationsX[e′] with Equations (4) and (5)
14: end for
15: until F = ∅
16: return argmaxe∈V f(X[e],ωhr,tr )
allows more flexible information flow. On the other hand, the search for correct answers can be
more efficient when organized as a graph instead of paths.
System 1 To retrieve relevant evidence from G, at each step i, we select an unexplored node ei
from the subgraph, expand G with part of ei’s outgoing edges, and mark ei as explored. Given the
current entity ei, the set of possible actions Ai consists of the outgoing edges of ei in G. Concretely,
Ai = {(r, e)|(ei, r, e) ∈ G}. Following [7], we augment G with the reversed links (t, r−1, h) and
cut the maximum number of outgoing edges of an entity by a threshold η. To give the agent the
option of not expanding from ei, we add a particular action that represents no action. The actions ai
are sampled from a multinomial distribution Mult(n,pi). n is a hyperparameter that represents the
action budget, and pi is the probability over Ai, predicted as:.
pi = softmax
(
σ(A′iW1) · σ(W2[X[ei],ωh,t])
)
(3)
where W1 ∈ R3d×d,W2 ∈ Rd×2d are parameters and Ai ∈ R|Ai|×3d is the candidate matrix
which stacks the concatenated embeddings of all actions in Ai. The embedding of an outgoing edge
(r, e) is the concatenation of the entity’s embedding ve, the relation’s embedding vr, and the entity’s
hidden representationX[e] (filled with 0 if e does not belong to G). Notably, the embedding of "no
action" is a trainable vector of length 3d. Edges selected in ai are added to E. Nodes that are related
to selected edges but not belong to G are added to V and marked as unexplored. To limit the size of
G, after |V | reaches the predefined maximum node number λ, we will not add new nodes.
System 2 In this paper, we apply deep learning to conduct relational reasoning, which has shown
better generalization capacity than rule-based reasoning for KG [21, 6]. After each graph expansion
step, the hidden representations of related nodes are updated based on their neighbors in G. For a
node e, the updating formula of hidden representationX[e] is:
∆e =
1
|Ee|
∑
(rk,ek)∈Ee
W3[vrk ,X[ek]] (4)
X[e] = σ(W4ve + ∆e + b4) (5)
where W3 ∈ Rd×2d,W4 ∈ Rd×d, b4 ∈ Rd are parameters and Ee = {(r′, e′)|(e′, r′, e) ∈ E}
is the set of ingoing edges for entity e in G. This formula can be considered as a variant of GNN
[4]: the representation of a node is computed as a combination of its own information and the
aggregation of its neighbors’ information. However, unlike traditional GNNs, where the current
layer of representations is computed from the previous layer(s), all the representations are in the
same layer but computed sequentially. It can also be considered as an extension to Path-RNN [25],
augmented with the ability to aggregate the information from multiple paths for intermediate nodes.
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After all the nodes in G are marked as explored, we terminate the reasoning process and predict
nodes’ probability to be the correct answer based on their hidden representations:
f(X[e],ωhr,tr ) = Wp[X[e],ωhr,tr ] (6)
q(e|G, (hr, tr)) = exp(f(X[e],ωhr,tr ))∑
e′∈G
exp(f(X[e′],ωhr,tr ))
, e ∈ G (7)
where Wp ∈ Rd×2d are parameters. The complete algorithm is presented in Algorithm 1. In the
algorithm, a queue F is used to store the unexplored nodes.
3.3 Optimization
Based on previous subsections, we can write the probability in Equation (1) as2 :
p(tˆ|hˆ, (hr, tr)) = EG∼pi(hˆ,(hr,tr))
[
I(tˆ ∈ G)q(tˆ|G, (hr, tr))
]
(8)
where pi(hˆ, (hr, tr)) is the stochastic policy to build G in the previous subsection. We divide the
optimization of this probability into two parts, to optimize pi(hˆ, (hr, tr)) and q(tˆ|G, (hr, tr)) sepa-
rately. Directly optimizing pi(hˆ, (hr, tr)) requires back-propagating through random samples, which
is intractable. Instead, we model the graph building with reinforcement learning. The terminal re-
ward is r(G) = I(tˆ ∈ G)q(tˆ|G, (hr, tr)). The latter part in r(G) is dependent on θ, and in practice,
we found it causes severe instability during training, so we finally leave this term out by setting
r(G) = I(tˆ ∈ G). We employ the REINFORCE algorithm[38], to update θ with the stochastic
gradient ∇θgraph = r(G)∇θ log piθ(G). To optimize q(tˆ|G, (hr, tr)) is to maximize the predicted
probability of the correct answer in G. We employ the cross-entropy loss and update θ with as
∇θpredict = I(tˆ ∈ G)∇θlog q(tˆ|G, (hr, tr)). During training, the gradient is added together, and
we use stochastic gradient descent to approximate the gradient descent on the full dataset.
3.4 Complexity Analysis
To complete a query (hˆ, r, ?), embedding-based methods need to enumerate the whole entity set,
so it takes O(|E|) time for every query. For a large KG containing millions of entities combined
with complex score functions, this can be highly computationally expensive. CogKR, on the other
hand, utilizes the local structure of KG to reduce the time complexity. As for System 1, each node
in G is explored only once. The graph expansion step is conducted O(|V |) times and each time we
compute scores for at most η outgoing edges. Therefore it takes O(η|V |) time to complete graph
expansion. Similarly the representation update in System 2 takes at most O(η|E|) time. Finally, for
prediction, we compute scores for nodes in V , which takesO(|V |) time. As we have |E| = O(|V |2)
and in practice |V | ≤ λ, which is a predefined constant, CogKR takes the constant time that does
not depend on the entity number, and can more easily scale up to large KGs.
4 Experiment
4.1 Experiment Setting
Datasets We use the NELL-One and Wiki-One datasets released by [40] for one-shot relational
learning for evaluation. Both datasets are based on real-world KGs (NELL [22] and Wikidata [36])
and created with a similar process: relations with less than 500 but more than 50 triples are selected
as one-shot tasks and the background KGs are built with facts of other relations. The dataset statistics
are shown in the appendix. Note that the Wiki-One dataset is an order of magnitude larger than any
other benchmark datasets in terms of the number of entities and relations. In practice, we found
that the Wiki-One dataset suffers from sparsity and non-connectivity in the backend KG. To better
evaluate the reasoning ability, we remove 41.3% evaluation facts whose entity pairs’ distances are
no less than 5 in Wiki-One. We also analyze the influence of entity pairs’ distances in Section 4.3.
The reason for not using standard benchmarks for KG completion, such as FB15k-237 [33] and
2We leave out θ in the subscripts for simplicity.
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Table 1: One-shot KG reasoning results for NELL and Wikidata.
NELL-One Wiki-One
Model H@1 H@5 H@10 MRR H@1 H@5 H@10 MRR
TransE 4.4 (0.1) 14.9 (1.1) 29.6 (0.5) 11.1 (2.5) 2.5 4.3 5.2 3.5
ComplEx 9.4 (0.6) 19.4 (0.3) 23.9 (1.4) 14.1 (0.6) 4.0 9.2 12.1 6.9
DistMult 12.3 (0.8) 23.1 (2.6) 26.9 (2.9) 16.3 (1.6) 1.9 7.0 10.1 4.8
ConvE 10.5 (2.4) 23.0 (4.7) 30.6 (4.6) 17.0 (2.7) — — — —
TuckER 14.2 (0.6) 22.5 (0.2) 29.5 (0.6) 19.4 (0.6) — — — —
MultiHopKG 14.9 (1.7) 27.0 (3.9) 31.2 (3.8) 20.6 (2.4) — — — —
GMatching 13.3 (0.9) 22.6 (1.4) 29.6 (1.5) 18.3 (1.0) 17.0 26.9 33.6 22.2
CogKR-onlyR 18.9 (0.1) 27.1 (0.4) 29.8 (0.7) 22.7 (0.4) 18.5 21.5 23.3 20.0
CogKR 20.5 (0.5) 31.4 (1.1) 35.3 (0.9) 25.6 (0.4) 24.9 33.4 36.6 28.8
WN18RR [8] is that these datasets are subsets of the real-world KGs and do not contain enough
relation types to train and evaluate one-shot learning algorithms.
Baselines We compare CogKR with various state-of-the-art models using HITS@1,5,10 and mean
reciprocal rank(MRR), which are standard metrics for KB completion tasks. For embedding based
models, we compare with TransE [5], DistMult [41], ComplEx [34], ConvE [8], and TuckER [3].
For reasoning based models, we compare with MultiHopKG [18], which outperforms MINERVA
[7]. We also compare with GMatching [40], which is designed for one-shot KG completion and
achieves impressive improvements over embedding based methods.
More details about the experiment settings can be found in the appendix.
4.2 Performance
Table 1 reports the one-shot KG completion performance on NELL-One and Wiki-One datasets.
Considering the relatively small scale of NELL-One, we run each method three times and report the
mean and the standard deviation. ConvE, TuckER, and MultihopKG did not scale to the Wiki-One,
which contains millions of entities, so their results on Wiki-One are not included.
On both datasets, CogKR outperforms previous works in all selected metrics. The improvements
are particularly substantial in terms of Hits@1 and MRR. The improvements are 5.6% and 5.0%
on NELL-One, and 7.9% and 6.6% on Wiki-One. We also note that GMatching, although designed
for one-shot relational learning, cannot perform better than embedding-based methods on the small
dataset. With similar one-shot learning settings, our method can beat their method with large mar-
gins. Compared with the reasoning-based method, our method also achieves relative improvements
of 23.8% on MRR. On the large dataset Wiki-One, we find that embedding-based methods cannot
work well. Their performance is far below those of GMatching and CogKR.
4.3 Quantitative analysis
Ablation Study We conduct an ablation study to analyze the contributions of different components
in CogKR. To understand the contributions of the summary module and the novel reasoning method
with the cognitive graph, we create a baseline, CogKR-onlyR, which uses the same reasoning mod-
ule as CogKR but without the summary module. We can see that compared with MultihopKG, which
uses a path-based reasoning method, CogKR-onlyR can perform better on Hits@1 and MRR while
achieving comparable results on Hits@5 and Hits@10, which proves the superior reasoning capacity
of the proposed reasoning method. The complete model CogKR can outperform the reasoning-only
module, showing the contribution of the summary module.
Strengths and Weaknesses We analyze the strengths and weaknesses of CogKR compared with
traditional methods on Wiki-One. We note that System 2 in CogKR only gives scores for entities
that are found by System 1. To validate that System 2 based on the cognitive graph provides better
reasoning ability than embedding-based methods, we compare the performance scores for ranking
entities in the built cognitive graphs against GMatching in Figure 2a. We observe that CogKR can
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Figure 2: Performance analysis of CogKR on Wiki-One.
Table 2: Inference time of CogKR and GMatching for different candidate numbers.
Candidate truncated (5,000) full (4,838,244)
Model CogKR GMatching CogKR GMatching
Time (sec / sample) 5.7× 10−2 4.6× 10−2 5.7× 10−2 4.2× 10
make a more accurate prediction for entities in cognitive graphs than GMatching. Comparing the
scores with those in Table 1, however, we can also find 60.9% error of HITS@1 comes from the cases
that the correct answer is not found by System 1. The observation shows that a significant direction
for improving CogKR is to increase the retrieval ability of System 1. In Figure 2b, we show the
HITS@5 against GMatching, categorized by the shortest path lengths from the query entity to the
correct answer. We observe that CogKR outperforms the baseline significantly in samples whose
shortest path lengths are 1, 2, or 3 steps. Given only one training instance, longer reasoning chains
will be highly uncertain. However, GMatching can perform quite well in finding answers that are
more than four steps away or even do not have paths at all. The reason might be they match the query
entity and candidates with GNN, which can reduce the candidate space by entities’ local patterns
(e.x, shared relation edges for entities in training pairs and test pairs). However, from the point of
logic, there is not sufficient evidence to reason the relationship of entities that are not connected in
KG. If we do care about such entity pairs, the remedy is simple that we can ensemble an embedding-
based method to solve the unreachable cases.
Running Time To validate CogKR’s advantage on time complexity over baselines, we compare
the inference time of CogKR and GMatching3. We report the running time with truncated candidate
sets and full entity sets in Table 2. We can see that when the candidate number is limited to 5000,
the running time of GMatching is comparable to that of CogKR. However, when the candidate
number is not limited, the running time of GMatching increases proportionally with the number of
candidates, while the running time of CogKR remains the same. We make more discussion about
the time complexity in the appendix.
4.4 Qualitative analysis
We show how CogKR can provide explainable reasoning graphs in the experiments in Figure 3.
These reasoning graphs are generated by selecting the subgraphs between query entities and final
answers in cognitive graphs. The reasoning graph in Figure 3a is a path from the head entity to the
tail entity. However, the circle between "Botswana" and "President of Botswana" strengthens the
reasoning process. Figure 3b illustrates that multiple paths can boost the robustness of the answer.
Figure 3c is an elaborate reasoning graph that contains various paths, triangles, and circles, which
cannot be entirely modeled by path-based methods. CogKR utilizes the interacted information in
such complex graphs to predict correct answers with more confidence.
3Both models are implemented in PyTorch and tested on a single RTX 2080.
7
Botswana
Mokgweetsi 
Masisi
Relation Head of State
President of 
Botswana
Office held by 
head of government
Applies to 
jurisdiction
officeholder
(a) Path
Serenity: Firefly 
Class 03-K64
Serenityverse
Firefly media 
franchise
Serenity: Those 
Left Behind
part of
described inhas part
described in
Relation: Stated in
(b) Triangle
Associated
Culture
Sumerian 
Religion
Relation Worshipped by
Babylonian 
Religion Babylonia
Igigi (goddness) Amurru
Part of
Associated
Culture
Associated 
Culture
Associated 
Culture
Associated 
Culture
Associated 
Culture Part of
Ki (goddness)
(c) Graph
Figure 3: Case Study: different forms of reasoning graphs in the experiments. Capsules denote
query entities, eclipses denote final answers, and rectangles denote intermediate nodes.
5 Related Work
Knowledge Graph Embedding Embedding methods represent entities as continuous vectors, and
various score functions are defined for a tuple (h, r, t), such as vector difference [5, 20], vector prod-
uct [41, 34], convolution [8, 2], and tensor operation [3, 32]. Although these embedding approaches
have achieved impressive results on several KG completion benchmarks, they have been shown to
suffer from cascading errors when modeling multi-hop relations [6, 12], which are indispensable for
more complex reasoning tasks. Also, these methods all operate on latent space, and their predictions
are not interpretable.
Knowledge Graph Reasoning Many works [39, 7, 28, 6] have proposed approaches that explicitly
model multi-step paths for KG reasoning. The Path-Ranking Algorithm (PRA) uses a random walk
with restart mechanism to obtain paths. Chain-of-Reasoning [21] and Compositional Reasoning
[25] take multi-hop paths found by PRA as input and aim to infer its relation. Two recent works,
DeepPath [39] and MINERVA [7], use RL-based approaches to explore KG and find better reasoning
paths. Later works extend MINERVA with reward reshaping [18] or Monte Carlo Tree Search
[28] respectively. Chen et al. [6] propose to unify path-finding and path-reasoning with variational
inference. Our proposed model bases reasoning on subgraphs rather than paths, which can better
capture the interaction of different paths. Another line of work is IRN [27] and NeuralLP [42], which
learn first-order logical rules for KG reasoning with neural controller systems with external memory.
However, these models often contain computationally expensive operations such as accessing the
entire KG.
Few-shot Learning One-shot learning [35, 30, 10, 26] aims to complete the learning tasks with
only a few training instances, such as image classification[17] or machine translation[11], which
often require a large amount of data for traditional algorithms. This is often achieved by learning
on a range of tasks. Previous work on one-shot learning can be divided into two groups: the met-
ric methods [15, 35, 30] that learn a similarity metric between new instances and instances in the
training set, and the parameter methods [10, 26, 24] that directly predict or update parameters of
the model according to the training data. Recently one-shot learning has been successfully applied
in KG completion [40], by learning a similarity metric with a single-layer graph convolutional net-
work [14]. However, their method still belongs to embedding-based methods and lacks multi-hop
reasoning and interpretability. Also, their model requires forward pass through the neural network
for every candidate, which is computationally expensive or even intractable for large-scale KGs.
6 Conclusion
We present a new framework CogKR to tackle one-shot KG reasoning problem at scale. The one-
shot relational learning problem is solved with the combination of two modules, the summary mod-
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ule to summarize the underlying relationship of the given support pair and the reasoning module
to find the correct answer based on the summary. Under the inspiration of the dual process the-
ory in cognitive science, we organize the reasoning process with a cognitive graph, achieving more
powerful reasoning ability than previous path-based methods. Experimental results demonstrate the
superiority of our framework. We also find that our method suffers from the non-connectivity of
KGs. Therefore, in future work, we intend to improve the System 1 by allowing expanding uncon-
nected nodes.
References
[1] Alan Baddeley. Working memory. Science, 255(5044):556–559, 1992.
[2] Ivana Balazevic, Carl Allen, and Timothy M. Hospedales. Hypernetwork knowledge graph
embeddings. CoRR, abs/1808.07018, 2018.
[3] Ivana Balazevic, Carl Allen, and Timothy M. Hospedales. Tucker: Tensor factorization for
knowledge graph completion. CoRR, abs/1901.09590, 2019. URL http://arxiv.org/abs/
1901.09590.
[4] Peter W Battaglia, Jessica B Hamrick, Victor Bapst, Alvaro Sanchez-Gonzalez, Vinicius Zam-
baldi, Mateusz Malinowski, Andrea Tacchetti, David Raposo, Adam Santoro, Ryan Faulkner,
et al. Relational inductive biases, deep learning, and graph networks. arXiv preprint
arXiv:1806.01261, 2018.
[5] Antoine Bordes, Nicolas Usunier, Alberto Garcia-Duran, Jason Weston, and Oksana
Yakhnenko. Translating embeddings for modeling multi-relational data. In NIPS, pages 2787–
2795. 2013.
[6] Wenhu Chen, Wenhan Xiong, Xifeng Yan, and William Yang Wang. Variational knowledge
graph reasoning. In NAACL-HLT, pages 1823–1832, 2018.
[7] Rajarshi Das, Shehzaad Dhuliawala, Manzil Zaheer, Luke Vilnis, Ishan Durugkar, Akshay
Krishnamurthy, Alex Smola, and Andrew McCallum. Go for a walk and arrive at the answer:
Reasoning over paths in knowledge bases using reinforcement learning. In ICLR, 2018.
[8] Tim Dettmers, Pasquale Minervini, Pontus Stenetorp, and Sebastian Riedel. Convolutional 2d
knowledge graph embeddings. In AAAI, pages 1811–1818, 2018.
[9] Ming Ding, Chang Zhou, Qibin Chen, Hongxia Yang, and Jie Tang. Cognitive graph for multi-
hop reading comprehension at scale. arXiv preprint arXiv:1905.05460, 2019.
[10] Chelsea Finn, Pieter Abbeel, and Sergey Levine. Model-agnostic meta-learning for fast adap-
tation of deep networks. In ICML, pages 1126–1135, 2017.
[11] Jiatao Gu, Yong Wang, Yun Chen, Victor O. K. Li, and Kyunghyun Cho. Meta-learning for
low-resource neural machine translation. In EMNLP, pages 3622–3631, 2018.
[12] Kelvin Guu, John Miller, and Percy Liang. Traversing knowledge graphs in vector space. In
EMNLP, pages 318–327, 2015.
[13] Robin Jia and Percy Liang. Adversarial examples for evaluating reading comprehension sys-
tems. In EMNLP, pages 2021–2031, 2017.
[14] Thomas N. Kipf and Max Welling. Semi-supervised classification with graph convolutional
networks. In ICLR, 2017.
[15] Gregory Koch, Richard Zemel, and Ruslan Salakhutdinov. Siamese neural networks for one-
shot image recognition. In ICML Deep Learning Workshop, volume 2, 2015.
[16] Ni Lao, Tom M. Mitchell, and William W. Cohen. Random walk inference and learning in A
large scale knowledge base. In EMNLP 2011, pages 529–539, 2011.
[17] Fei-Fei Li, Robert Fergus, and Pietro Perona. One-shot learning of object categories. IEEE
PAML, 28(4):594–611, 2006.
9
[18] Xi Victoria Lin, Richard Socher, and Caiming Xiong. Multi-hop knowledge graph reasoning
with reward shaping. In EMNLP, pages 3243–3253, 2018.
[19] Xi Victoria Lin, Richard Socher, and Caiming Xiong. Multi-hop knowledge graph reasoning
with reward shaping. In EMNLP, pages 3243–3253, 2018.
[20] Yankai Lin, Zhiyuan Liu, Maosong Sun, Yang Liu, and Xuan Zhu. Learning entity and relation
embeddings for knowledge graph completion. In AAAI, pages 2181–2187, 2015.
[21] Andrew McCallum, Arvind Neelakantan, Rajarshi Das, and David Belanger. Chains of reason-
ing over entities, relations, and text using recurrent neural networks. In EACL, pages 132–141,
2017.
[22] T. Mitchell, W. Cohen, E. Hruschka, P. Talukdar, J. Betteridge, A. Carlson, B. Dalvi, M. Gard-
ner, B. Kisiel, J. Krishnamurthy, N. Lao, K. Mazaitis, T. Mohamed, N. Nakashole, E. Platan-
ios, A. Ritter, M. Samadi, B. Settles, R. Wang, D. Wijaya, A. Gupta, X. Chen, A. Saparov,
M. Greaves, and J. Welling. Never-ending learning. In AAAI, 2015.
[23] Salman Mohammed, Peng Shi, and Jimmy Lin. Strong baselines for simple question answering
over knowledge graphs with and without neural networks. In NAACL-HLT, pages 291–296,
2018.
[24] Tsendsuren Munkhdalai and Hong Yu. Meta networks. In ICML, pages 2554–2563, 2017.
[25] Arvind Neelakantan, Benjamin Roth, and Andrew McCallum. Compositional vector space
models for knowledge base inference. In AAAI Spring Symposia, 2015.
[26] Sachin Ravi and Hugo Larochelle. Optimization as a model for few-shot learning. In ICLR,
volume 2, page 6, 2017.
[27] Yelong Shen, Po-Sen Huang, Ming-Wei Chang, and Jianfeng Gao. Modeling large-scale struc-
tured relationships with shared memory for knowledge base completion. In Rep4NLP@ACL,
pages 57–68, 2017.
[28] Yelong Shen, Jianshu Chen, Po-Sen Huang, Yuqing Guo, and Jianfeng Gao. M-walk: Learning
to walk over graphs using monte carlo tree search. In NIPS, pages 6786–6797. 2018.
[29] Steven A. Sloman. The empirical case for two systems of reasoning. Psychological Bulletin,
119:3–22, 1996.
[30] Jake Snell, Kevin Swersky, and Richard S. Zemel. Prototypical networks for few-shot learning.
In NIPS, pages 4080–4090, 2017.
[31] Elizabeth S Spelke and Katherine D Kinzler. Core knowledge. Developmental science, 10(1):
89–96, 2007.
[32] Zhiqing Sun, Zhi-Hong Deng, Jian-Yun Nie, and Jian Tang. Rotate: Knowledge graph embed-
ding by relational rotation in complex space. In ICLR, 2019.
[33] Kristina Toutanova, Danqi Chen, Patrick Pantel, Hoifung Poon, Pallavi Choudhury, and
Michael Gamon. Representing text for joint embedding of text and knowledge bases. In
EMNLP, pages 1499–1509, 2015.
[34] Théo Trouillon, Christopher R. Dance, Éric Gaussier, Johannes Welbl, Sebastian Riedel, and
Guillaume Bouchard. Knowledge graph completion via complex tensor factorization. JMLR,
18:130:1–130:38, 2017.
[35] Oriol Vinyals, Charles Blundell, Tim Lillicrap, Koray Kavukcuoglu, and Daan Wierstra.
Matching networks for one shot learning. In NIPS, pages 3630–3638, 2016.
[36] Denny Vrandecic and Markus Krötzsch. Wikidata: a free collaborative knowledgebase. Com-
mun. ACM, 57(10):78–85, 2014.
10
[37] Guanying Wang, Wen Zhang, Ruoxu Wang, Yalin Zhou, Xi Chen, Wei Zhang, Hai Zhu, and
Huajun Chen. Label-free distant supervision for relation extraction via knowledge graph em-
bedding. In EMNLP, pages 2246–2255, 2018.
[38] Ronald J. Williams. Simple statistical gradient-following algorithms for connectionist rein-
forcement learning. Machine Learning, 8:229–256, 1992.
[39] Wenhan Xiong, Thien Hoang, and William Yang Wang. Deeppath: A reinforcement learning
method for knowledge graph reasoning. In EMNLP, pages 564–573, 2017.
[40] Wenhan Xiong, Mo Yu, Shiyu Chang, Xiaoxiao Guo, and William Yang Wang. One-shot
relational learning for knowledge graphs. In EMNLP, pages 1980–1990, 2018.
[41] Bishan Yang, Wen-tau Yih, Xiaodong He, Jianfeng Gao, and Li Deng. Embedding entities and
relations for learning and inference in knowledge bases. 2015.
[42] Fan Yang, Zhilin Yang, and William W. Cohen. Differentiable learning of logical rules for
knowledge base reasoning. In NIPS, pages 2316–2325, 2017.
[43] Tom Young, Erik Cambria, Iti Chaturvedi, Hao Zhou, Subham Biswas, and Minlie Huang.
Augmenting end-to-end dialogue systems with commonsense knowledge. In AAAI, pages
4970–4977, 2018.
11
Appendices
A Algorithm Implementation Details
For the proposed CogKR, we set the dimensions of both entity embeddings and relation embeddings
to 100 on NELL-One and 50 on Wiki-One. The dimension of hidden representations is set to 100
in both datasets. The maximum degree limit η is set to 256 and the maximum node number λ is
set to 128. The action budget n is set to 5. We use the ADAM optimization algorithm for model
training with learning rate 0.00001 for entity and relation embeddings and 0.0001 for all the other
parameters. We also add L2 regularization with weight decay 0.0001. The batch size is 32 on both
datasets. We use the MRR on validation set as the standard for early-stop policy. On both datasets,
we use pretrained embeddings generated by DistMult [41].
The model is implemented with PyTorch 1.14. The source code is also provided in the supplementary
material. We run all the experiments on a single Linux server with 8 NVIDIA RTX 2080.
B Experiment Details
B.1 Datasets
Table 3: Statistics of datasets used in experiments.
Dataset #entities #relations # Triples # Tasks (Train/Valid/Test)
NELL-One 68,545 358 181,109 67 (51/5/11)
Wiki-One 4,838,244 822 5,859,240 183 (133/16/34)
We use the NELL-One and Wiki-One datasets released by Xiong et al. [40] for evaluation5. The
dataset statistics are shown in Table 3. Both datasets are created with a similar process: relations
with less than 500 but more than 50 triples are selected as one-shot tasks and randomly divided into
training, validation, and testing relations. The background KGs are built with facts of other relations.
In practice, we found that the Wiki-One dataset suffers from sparsity and non-connectivity in the
backend KG. In the test set, 15.8% of the entity pairs are not connected at all and the distances of
other 25.5% pairs are no less than 5. For these 41.3% pairs, we don not have any reasonable paths
to infer their relations. To better evaluate the model’s reasoning ability, we remove the evaluation
facts whose entity pairs’ distances are equal to or more than 5 in Wiki-One.
B.2 Baselines
Implementation For TransE, ComplEx and DistMult, we use the implementation6 released by
Sun et al. [32]. For ConvE and MultihopKG, we use the implementation7 released by Lin et al. [18].
For TuckER [3], we use the implementation released by the author8. For GMatching, we use the
implementation and pretrained embeddings released by the author9.
Hyperparameter For all the embedding-based methods, the embedding dim is set to 100 on
NELL-One and 50 on Wiki-One, which is consistent with the settings of our method and GMatch-
ing. For MultihopKG, we use pretrained embeddings generated by ConvE, which achieves best
results in their experiment.
4https://pytorch.org/
5https://github.com/xwhan/One-shot-Relational-Learning
6https://github.com/DeepGraphLearning/KnowledgeGraphEmbedding
7https://github.com/salesforce/MultiHopKG
8https://github.com/ibalazevic/TuckER
9https://github.com/xwhan/One-shot-Relational-Learning
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Table 4: Results on Wiki-One(not filtered).
Model Hits@1 Hits@5 Hits@10 MRR
GMatching(Best) 12.0 27.1 33.6 20.0
CogKR 14.6 19.4 21.3 16.8
Setting For all the embedding-based methods and MultihopKG, we use the triples of background
relations, all the triples of the training relations, and the ont-shot training triples of validation/test
relations for training. For GMatching, we follow the one-shot learning setting described in their
paper. Note that unlike GMatching, our method does not need a separate set of training relations
except the relations in the background KG. Therefore we simply merge the training relations into
the background KG.
Performance Considering the relatively small scale of NELL-One, we run each method three
times and report the mean and stddev. On Wiki-One, we only run each method once since the scale
of the dataset is quite large and the margins among different methods are quite significant. For
TransE, ComplEx and DistMult on Wiki-One, our experiment gives much worse results than those
reported in Xiong et al. [40], so we quote their results in the paper.
C Additional Experiments
We provide the experimental results against GMatching in the original Wiki-One dataset in Table 4.
We observe that on this dataset our model achieves the highest Hits@1 score while shows weaker
performance compared to GMatching in terms of Hits@5, 10 and MRR.
The difference comes from the unreachable cases filtered in our dataset, which are unfriendly for
path-based solutions. This will also harm the performance of most embedding-based methods. The
GMatching method, however, is less influenced by the non-connectivity because the graph convo-
lutional network for query pair matching can reduce the candidate space by entities’ local patterns
(e.x, shared relation edges in training pairs and test pairs). This can also explain why GMatching
can beat our model on Hits@10 but not on Hits@1. The ability to predict the true tail entities that
are not directly connected with the head entity, although possibly crucial for KG completion, is
beyond the scope of the paper. From the point of logic, there are not sufficient evidences to rea-
son the relationship of entities that are not connected in the KG. If we do care about such entity
pairs, the remedy, however, is simple that we can ensemble an embedding based method to solve the
unreachable cases.
D Further Discussion
D.1 Time Complexity
In Xiong et al. [40], they argue that the candidate set for a query relation can be constructed using
the entity type constraint, which makes their relatively complex matching model feasible for large
datasets like Wiki-One. However, from their released code we can find two obvious difficulties for
doing so. Firstly, it’s not always possible to construct the entity type constraint. For some datasets,
like FB15k-237 [33], the information of entity types is missing. And to cover all the possible entity
types for a relation, we have to enumerate all the facts, including the evaluation ones. Secondly,
even if we build such constraint, the candidate set can still be very large, or even equal to the entity
set. For example, on Wiki-One, they have to truncate the candidate sets to 5000 for some relations.
Therefore, the time complexity is significant for applying KG completion algorithms on large-scale
KGs.
13
