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ABSTRACT
This dissertation involves L1 adaptive control development and analysis in the
presence of quantization and system delays, addressing quantized uncertain sys-
tems and delayed uncertain systems.
We discuss three cases of control of quantized systems: the state feedback con-
trol for systems with input quantization, state feedback control for systems with
both input and state quantization, and output feedback control for systems with
input quantization. Some of the theoretical results are later applied to a buck-
converter. The quantization schemes considered are introduced, detailed perfor-
mance analysis and simulation/application results for different cases are included,
and detailed proofs are given in an appendix.
We discuss control design and performance results for adaptive control of un-
certain systems with internal delays. The results are subsequently applied to con-
trol of the drilling bit in a rotary steerable system, where the spatial delays come
from the difference of equipment positions.
Based on L1 adaptive control theory for classical nonlinear systems in Hov-
akimyan and Cao (2010), we further develop the control for quantized and delayed
systems. For each case we develop control design according to the available state
information, analyze the performance of the closed-loop system, and demonstrate
the results in simulations and applications.
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CHAPTER 1
INTRODUCTION
“Faith is taking the first step even when you don’t see the whole stair-
case.” –Martin Luther King, Jr.
This dissertation considers two types of uncertain systems: quantized systems
and delayed systems.
Quantized systems have gained increasing notice and coverage for their role in
modeling hardware and communication limitations. Real world systems are usu-
ally described by continuous-value continuous-time models. The variables used
in the models take values in finite-dimensional Euclidean spaces. However, the
values can be obtained only with finite precision. Quantization is a mapping from
a larger set (such as a finite-dimensional Euclidean space) to a smaller set of finite
or countably many symbols. It describes both hardware and software limitations.
For instance, for hardware, it can describe the imprecise measurement, where only
finite digits can be read from a meter, or the constrained control, where only se-
lected values of control are allowed. A motivating application in this dissertation
uses quantization to model the A/D and D/A conversion errors in an electric cir-
cuit system. In communication systems, quantization provides an approximation
to a continuous-value variable, and thus reduces the transmission bits for a single
value from infinite to finite.
A variety of different types of quantized systems have been studied in recent
years. Stabilization of LTI systems is covered in [1–4], supervisory control of
quantized uncertain systems is considered in [5, 6], with applications in [7], the
limitations of performance in adaptive dynamical systems are addressed in [8].
We consider two types of quantization in this dissertation. In [2, 9], the problem
of stabilizing an unstable LTI system has been studied. The logarithmic quantizer
has been shown to be the coarsest quantizer to stabilize the system. The idea of
logarithmic quantizer is to maintain a small relative error. So it gets finer around
the origin and coarser away from the origin. In [4], the problem of state esti-
mation has been considered. Using information theoretic criteria, such as mono-
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tonic boundedness of entropy of the estimation error, it has been shown that the
uniform quantization is the one that achieves the minimum rate. The variety of
hysteresis quantization is first introduced in cellular neural networks by [10–12],
and is shown to help improve the Lyapunov stability of the cellular neural net-
works (CNN). Later, [13] shows that the switching frequency between two adja-
cent quantization intervals is locally finite, which is useful to reduce the chattering
phenomenon.
Delayed system study in this dissertation is motivated by the control of a rotary
steerable system. The spatial delays in the system come from the modeling of
distance displacements of the equipment. On the drill pipes stabilizers or force
actuators are placed at a certain distance to the drilling bit to displace the bit
and change the angle of the drilling direction while measurement-while-drilling
tools are equipped to send directional data back to the surface without disturb-
ing drilling operations. In a rotary steerable system the actual drilling trajectory
depends on a variety of factors, such as assembly configuration and dimensions,
lithology, dip, bit type, hole curvature, magnitude of inclination, bit weight, and
rotary speed, and is difficult to predict [14]. The dynamic vibration response of
the drillstring as a mechanical structure has been studied in many works [15–18].
Due to the imprecision in modeling and measurement, the controller design that
is robust and handles large parametric uncertainty becomes an important aspect in
the directional drilling technology.
To deal with the uncertainty in the aforementioned two types of systems, we
use an adaptive controller to estimate the uncertainty and adjust the control ac-
cording to the estimate. We refer to the L1 adaptive controller due to its ability
of incorporating system structures as well as fast adaptation with guaranteed ro-
bustness (bounded away from zero time-delay margin) [19, 20]. The L1 adaptive
controller runs a state predictor in parallel with the plant, decoupled from the
control laws, which together with proper filtering makes the incorporation of dif-
ferent system constraints, such as quantization, delays, and saturation, possible
when other model-inversion type of control is inapplicable. Meanwhile, the L1
adaptive controller uses a fast estimation scheme, which leads to uniform guar-
anteed performance in both transient state and steady state [20, 21]. Moreover,
it is proved to have a time-delay margin, bounded away from zero [19]. The fast
adaptation and guaranteed robustness make it especially suitable for environments
rich in measurement noise and disturbances.
The dissertation is organized as follows. Chapter 2 introduces two different
2
types of quantization: uniform and logarithmic, as well as their variations with
hysteresis, which are used later in Chapters 3, 4, and 5. Chapter 3 analyzes state
feedback control of input-quantized systems; Chapter 4 analyzes state feedback
control of state-quantized systems; and Chapter 5 analyzes output feedback con-
trol of input-quantized systems. Chapter 6 discusses adaptive control of uncertain
delayed systems. Finally, the concluding remarks of Chapter 7 and two appen-
dices conclude the thesis.
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CHAPTER 2
QUANTIZATION
“I do not pretend to start with precise questions. I do not think you
can start with anything precise. You have to achieve such precision
as you can, as you go along.” –Bertrand Russell
This chapter introduces the quantization schemes used in this dissertation. Two
typical quantization schemes are considered in the control problems formulated in
later chapters: uniform and logarithmic quantization. Motivated by the possible
frequent switching and chattering phenomenon in quantized systems, the variety
of hysteresis quantization for both uniform and logarithmic types are also intro-
duced.
Widely used in compressing data and modeling imprecision problems, a quan-
tization function Q : X ! Xq maps a continuous range of values into a set of
countably many or finite elements. Though quantization can be done on both fi-
nite and infinite dimensional spaces, we consider a quantization function on Rn.
For each subset of X  Rn, the quantization function outputs a single element in
Xq  Rn.
When a time varying signal is quantized, we consider the quantization of the
signal value x(t) at time t. At each time t, the input x(t) 2 X and the output
xq(t) 2 Xq of the quantizer satisfy xq(t) = Q(x(t)).
2.1 Uniform quantization
In uniform quantization, the outputs of the quantization function are equispaced.
The elements in the space are represented with equal resolution.
We start with the scalar case of classical uniform quantization. Let Qunif() be
the quantization function. If the input signal is x(t) 2 R, the quantization function
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xq(t) = Qunif(x(t)) is defined by
xq(t) = Qunif(x(t)) =
8>><>>:
xi; i  x(t) < i+1;
0;  0 < x(t) < 0;
  xi;  i+1 < x(t)   i;
(2.1)
where 0 = 12 l, l > 0,  0 < x0 < 0, i+1 = i + l, and i 2 I. A uniform
quantization function is shown in Figure 2.1. The quantization error in this case
Partition of the input space Isolated quantization output 
ݔଵ ǥ ݔ௜ାଵ ൌ ݔ௜ ൅ ݈ ݔଶ ǥ ߙଵ ߙ௜ାଵ ൌ ߙ௜ ൅ ݈ ߙଶ 
Figure 2.1: Uniform quantization function.
is bounded by
jxq   xj  1
2
l: (2.2)
In the vector case, for a vector x = [x1; x2; : : : ; xn] 2 Rn, we apply the quanti-
zation function defined above elementwise. This way the quantization error bound
carries to the vector case. Let the quantization interval lengths be lj , j = 1; : : : ; n.
Then l = maxj=1;:::;n lj .
2.2 Logarithmic quantization
The logarithmic quantization is developed with the concept of minimal attention
control, where the values around the equilibrium get higher resolution than the
values far away from the equilibrium.
Similarly, we first introduce the scalar case logarithmic quantization. LetQlog()
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be the quantization function. If the input signal is x(t), the quantization density is
, and the parameters for the quantization intervals are 0 and x0, the quantization
function is defined by [22]
xq(t) = Qlog(x(t)) =
8>><>>:
xi; i  x(t) < i+1;
0; x(t) = 0;
  xi;  i+1  x(t) <  i;
(2.3)
where 0 > 0, 0 <  < 1, x0 = 21+0, i+1 =
1

i, xi+1 = 1xi, i 2 I.
The concept of minimal attention control refers to the case in which the values
around the equilibrium get higher resolution than the values far away from the
equilibrium. The logarithmic quantization function Qlog is shown in Figure 2.2.
Partition of the input space Isolated quantization output 
ݔ௜ ߩିଵݔ௜ ǥ ߩݔ௜ ǥ ߙ௜ ߩିଵߙ௜ ǥ ߩߙ௜ ǥߩଶߙ௜ 
Figure 2.2: Logarithmic quantization function.
Let M1 , xii =
x0
0
= 2
1+
and M2 , xii+1 = 
x0
0
= M1. We know from the
definition in (2.3) that the quantization output follows the sector bound [9]
M2jxj  jxqj M1jxj: (2.4)
Let the quantization error be defined by xqe(t) = x(t)  xq(t). It is bounded by
(1 M2)jxj  jxq   xj  (M1   1)jxj;
jxq   xj  xjxj;  , 1  
1 + 
: (2.5)
Remark 1 Note that  is also a constant representing the coarseness of the quan-
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tization in addition to . The variables  and  have one-to-one correspondence.
Thus, the logarithmic quantization can also be defined by specifying  instead of
. When the quantization is finer,  increases,  decreases, and when the quantizer
is coarser,  decreases,  increases, 0 <  < 1, 0 <  < 1.
The quantization error bound carries to the vector case x(t) 2 Rn. For each
entry, assign a logarithmic quantizer as described above. Let the constants be j ,
j = 1; : : : ; n. Then  = maxj=1;:::;n j .
2.3 Hysteresis uniform quantization
In quantized systems, quantization introduces nonlinearity and discontinuity into
the system, which can lead to undesirable switching and chattering phenomena.
Hysteresis quantization is one scheme that has a memory of the past input signal
and uses the signal history to avoid this phenomenon. Two typical quantization
schemes are considered in the control problems formulated in later chapters: uni-
form and logarithmic hysteresis quantization. This section starts with the first one
and the next section considers the second one.
The multi-level hysteresis quantization function is first introduced in cellular
neuron networks by [10–12], and is shown to help improve the Lyapunov stability
of the cellular neural networks. The discontinuity of quantized systems and the
reduction of chattering phenomena with hysteresis quantization are later analyzed
in [13].
The hysteresis uniform quantization is defined by a multi-valued mapQhunif(x)
as follows:
Qhunif(x) =
8>><>>:
xi; i   h  x < i+1 + h;
0;  0   h  x < 0 + h;
  xi;  i+1   h  x <  i + h;
(2.6)
where 0 < ph < 50% is the hysteresis percentage, h = phl is the hysteresis width
constant, and d , l + 2h is the quantization interval length.
The evolution of xq(t) , Qhunif(x(t)) is described as follows. At t = 0,
xq(0) = Qunif(x(0)), where Qunif() is the uniform quantization function defined
7
A B C D
EF
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EF
Figure 2.3: Hysteresis uniform quantization function.
in (2.1). Let xq(t) , Qhunif(x(t)) and x+q , lims!t+ Qhunif(x(s)).
x+q =
8>>>>><>>>>>:
xq(t) + l; x  xq(t) + 1
2
l + h;
xq(t)  l; x  xq(t)  1
2
l   h;
xq(t); xq(t)  1
2
l   h < x < xq(t) + 1
2
l + h:
The quantization error in this case is bounded by
jxq   xj  1
2
d: (2.7)
In vector case, the quantized vector is obtained by applying the scalar quantiza-
tion function defined above elementwise. The quantization error bound carries to
the vector case. Let the quantization interval lengths be dxj , j = 1; : : : ; n. Then
dx = maxj=1;:::;n dxj .
Remark 2 The hysteresis quantization scheme is shown to reduce the chattering
phenomenon. The hysteresis characteristics ensure that for the given time inter-
vals the solution of the quantized system has finite switching times. [13].
Remark 3 Hysteresis characteristics prevent the quantized signal from infinitely
switching at the discontinuity points, at the price of requiring more quantization
levels to maintain the same error bound.
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The quantization error in the hysteresis case has an additive term h. Compare
it with the classical uniform quantization, and let the quantization interval length
for the classical case be lc, and the length for the hysteresis case be dh = lh+2h.
To achieve the same upper bound of the quantization error, we need lc = dh; lh =
lc   2h. The hysteresis quantization needs a higher resolution. If the quantized
signal is then coded and sent, the size of the source alphabet in the hysteresis case
is increased to lc
lc 2h times of the classical one. For example, in [13], h =
1
4
lc, the
size of source alphabet is doubled.
2.4 Hysteresis logarithmic quantization
The hysteresis logarithmic quantization is defined by a multi-valued mapQh log(x),
as follows:
Qh log(x) =
8>><>>:
xi; i   hi  x < i+1 + hi+1;
0;  0   h0  x < 0 + h0;
  xi;  i+1   hi+1  x <  i + hi;
(2.8)
where 0 < ph < 1 is the hysteresis percentage, h0 = ph0, and hi+1 = 1hi.
A B C D
EF
A B C D
EF
Figure 2.4: Hysteresis logarithmic quantization function.
The evolution of xq(t) , Qh log(x(t)) is described as follows. At t = 0,
xq(0) = Qlog(x(0)), where Qlog() is the standard logarithmic quantization func-
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tion defined in (2.3). Let xq(t) , Qh log(x(t)) and x+q , lims!t+ Qh log(x(s)).
x+q =
8>>>>><>>>>>:
1

xq(t); x  1 + 
2

1 + ph
1  


xq(t);
xq(t); x  1 + 
2

1  ph1  


xq(t);
xq(t); otherwise:
The quantization error in this case is bounded by
jxq   xj  ejxj; e = + ph(1 + )
  ph(1  ) : (2.9)
In the vector case, the quantized vector is obtained by applying the scalar
quantization function defined above elementwise. This way the quantization er-
ror bound carries to the vector case. Let the quantization constants be ej , j =
1; : : : ; n. Then e = maxj=1;:::;n ej .
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CHAPTER 3
STATE FEEDBACK CONTROL FOR
INPUT-QUANTIZED SYSTEMS
“Imperfect action is better than perfect inaction.” –Harry Truman
In this chapter, we consider input-quantized uncertain systems, their control
design and performance evaluation problems. Due to the discontinuity introduced
by quantization, the ODE that describe the system dynamics have discontinuous
right-hand sides. The notions of solutions for this type of ODEs and the existence
of classical solutions are worth discussing. The first part of this chapter discusses
the solution of the input-quantized systems. Then the control problems are dealt
with in two cases for systems with matched and unmatched uncertainties.
An input-quantized system is shown in Figure 3.1. The development proceeds
as follows. The existence of a solution is motivated by a scalar linear example, and
generalizes to a certain type of linear/nonlinear interconnected system. Then SISO
linear uncertain systems with matched uncertainties are considered. Next, general
nonlinear systems with unmatched uncertainties are considered. The controller
uses the state feedback of the plant and generates the control signal u(t) for the
quantization block, and the quantization block generates uq(t) and provides it to
the plant.
-uq(t) P
x(t)
C
uq(t)6
Q
Figure 3.1: System with quantized input
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3.1 Existence of solutions
We start with an example showing that when quantization is added to the loop, the
existence of solution cannot be addressed by classical results.
Example 1 Consider the linear system
_x(t) = x(t) + u(t);
which can be stabilized by the linear feedback control u(t) =  2x(t).
Consider the same linear system with the same control, and let the control loop
be closed by quantization
_x(t) =x(t) +Qunif(u(t))
=x(t) Qunif(2x(t)): (3.1)
Let the right hand side be f(x) , x(t)   Qunif(2x(t)), and the constants used in
quantization function be 0 = 12 l. If the system starts from the discontinuity point
xo =
1
4
l, there does not exist a Carathe´odory solution.
Suppose there is a Carathe´odory solution. Assume the solution leaves xo in
the direction of increasing x. Then f(t; x+o ) , limx&xo f(t; x) =  34 l < 0. In
another case, assume the solution leaves xo in the direction of decreasing x. Then
f(t; x o ) , limx%xo f(t; x) = 14 l > 0. In the third case, assume the solution stays
at xo. Then f(t; xo) =  34 l 6= 0. Thus in all possible cases the solution violates
(3.1), and there does not exist a Carathe´odory solution.
After the example showing possible existence problem of the classical solutions
to input-quantized systems, we introduce several solution notions for the differen-
tial equation
_x = f(t; x); x(0) = xo; (3.2)
where x(t) 2 Rn and the function f : R  Rn ! Rn is assumed to be piecewise
continuous in t.
Before the definitions, we introduce the following notations. Let JT , [0; T )
be a time interval of length T ; B(xo) , fx : kx   xok < g be the open ball of
radius  at xo; S be the closure of a set S; and cvxS be the convex hull of the set
S.
Definition 1 ([23]) A function (t) : JT ! Rn is a Carathe´odory solution of
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(3.2), if x(0) = xo, x(t) is absolutely continuous on each compact subinterval of
JT , and
_(t) = f(t; (t))
is satisfied almost everywhere on JT .
The existence and uniqueness of classical solutions follows from the Lipschitz
continuity of the right hand side and is provided by the Picard-Lindelo¨f Theorem
[24, 25]. However, when the right-hand side of (3.2) is not continuous in x, this
standard result is no longer applicable and the classical definition of the solution
is insufficient. A more general definition is introduced by A. F. Filippov [26, 27].
Next, we first introduce a more general definition of solutions to ODEs, with
which a more general class of ODEs with discontinuous right-hand sides have so-
lutions, and then show that a certain type of input-quantized systems have Filippov
solutions that coincide with Carathe´odory solutions.
Definition 2 ([23]) A function (t) : JT ! Rn is a Filippov solution of (3.2), if
x(0) = xo, x(t) is absolutely continuous on each compact subinterval of JT , and
_(t) 2 F [f(t; (t))]
is satisfied a.e. on [0; T ), where
F [f(t; x)] = \>0 \N :(N)=0 cvxf(t; B(x) N);
where  is the Lebesgue measure.
Consider a partially quantized interconnected system with the structure given
by
_x = f(x; s); (3.3)
where the state consists of two parts x 2 Rn, s 2 Rm, and the dynamics take the
following form
x =
"
x
s
#
; f =
"
fx(x;Q(s))
fs(x; s)
#
;
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where fx : Rn+m ! Rn, fs : Rn+m ! Rm are Lipschitz continuous functions
and Q : Rm ! Rm is a quantization function. The x-dynamics depend on the
quantized state s, while the s-dynamics depend on the states directly.
The discontinuities happen on the switching surface  ki , fx : ki(x) ,
sk   ki = 0g. When x approaches some point x = [x i]> on the hyperplane
sk = ki, let the function f(x; s) have limiting values
f(x; s1; : : : ; sk 1; +ki; sk+1; : : : ; sm) , f(x; s i; +ki) , lim
x!x
s&ki
f(x; s);
f(x; s1; : : : ; sk 1;  ki; sk+1; : : : ; sm) , f(x; s i;  ki) , lim
x!x
s%ki
f(x; s):
The switching surface  i has a normal vectorrki. Note that
hrki;f(x; s i; +ki)i = f(x; i) = hrki;f(x; s i;  ki)i
The vectors f(x; +i ) and f(x
;  i ) lie on one side of the switching surface.
The dynamic behavior on the surface is referred to as regular switching motion
and the solution passes from one side of the plane to the other [27, 28].
Similar arguments hold for other switching surfaces. Then there exists a Carathe´odory
solution, which is equivalent to the Fillipov solution [23, 27, 28].
Remark 4 Let s be the state of the controller; fs(x; s) = Acs + Bc(x) be a
linear function on a state-dependent signal (x); and the quadruple (Ac; Bc; I; 0)
be a state-space model of a low-pass filter. The dynamics in (3.3) become:
_x =f(x;Q(s))
_s =Acs+Bc(x):
It is a closed-loop system with filtered and quantized input. According to the
previous discussion, there exists a Carathe´odory solution.
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3.2 Input-quantized systems with matched
uncertainties
In the following four sections, we consider the system with linear matched uncer-
tainties as follows:
_x(t) =Amx(t) + b
  >x(t) + uq(t) ;
y(t) =c>x(t) ; x(0) = x0 ;
uq(t) =Q(uq(t)) ; (3.4)
whereAm is a known nnHurwitz matrix, b; c 2 Rn are known constant vectors,
 2 Rn is an unknown constant vector, x(t) 2 Rn is the system state vector
(measured), y(t) 2 R is the regulated output, u(t) is the designed control signal,
and Q() is the quantization function.
Assumption 1 The unknown parameter  belongs to a given compact convex set
B,  2 B: Let 1max , max2B kk1.
The objective is to design an adaptive controller that would compensate for the
uncertainties in the system and ensure analytically quantifiable uniform transient
and steady-state performance bounds in the presence of input quantization.
3.3 Control design
In this section we present the L1 adaptive controller for the system in (3.4). The
L1 adaptive controller consists of a state predictor, an adaptive law and a control
law. For the linearly parameterized system in (3.4), we consider the following
state predictor:
_^x(t) =Amx^(t) + b

 ^>(t)x(t) + uq(t)

y^(t) =c>x^(t) ; x^(0) = x0 ; (3.5)
where x^(t) 2 Rn, y^(t) 2 R are the state and the output of the state predictor and
^(t) 2 Rn is an estimate of the parameter . The projection-type adaptive law for
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^(t) is given by
_^
(t) =  Proj(^(t); x(t)~x>(t)Pb); ^(0) = ^0; (3.6)
where ~x(t) , x^(t)   x(t) is the prediction error,   > 0 is the adaptation rate,
Proj(; ) denotes the projection operator (Definition 3 [29]), which ensures that
^(t) 2 B for all t  0, and P = P> > 0 solves the algebraic Lyapunov equation
A>mP + PAm =  Q for some symmetric Q > 0.
The control signal is defined by
u(s) = C(s) (^(s) + kgr(s)) ; (3.7)
where kg , 1=(c>H(0)), H(s) , (sI Am) 1b, ^(t) , ^>(t)x(t), while C(s) is
a BIBO stable and strictly proper transfer function with DC gain C(0) = 1, and
its state-space realization assumes zero initialization. Let
G(s) , H(s)(C(s)  1) : (3.8)
The L1 adaptive controller consists of (3.5), (3.6) and (3.7), with C(s) verifying
the following upper bound for the L1 norm of G(s)
 , kG(s)kL11max < 1: (3.9)
3.4 Performance analysis
We first introduce the reference system and analyze its stability, and then show
that the input and the output signals of the closed-loop system track those of the
reference system with uniform transient and steady-state performance bounds.
3.4.1 Stability of reference system
Consider the reference system
_xref(t) =Amxref(t) + b
  >xref(t) + uref(t)
yref(t) =c
>xref(t) ; xref(0) = x0 ; (3.10)
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with the following reference controller:
uref(s) = C(s)
 
>xref(s) + kgr(s)

: (3.11)
We notice that in the absence of C(s) this reference controller reduces to the
nominal controller of model reference adaptive control architecture (MRAC), by
perfectly canceling the uncertainties. Since in the presence of C(s) it only par-
tially cancels the uncertainties, we need first to prove that this reference system is
stable.
Substituting (3.11) into (3.10), we have
xref(s) = H(s)kgC(s)r(s) +G(s)
>xref(s) + (sI  Am) 1x0 ;
xref(s) = (I G(s)>) 1[H(s)C(s)kgr(s) + (sI  Am) 1x0]: (3.12)
Lemma 1 ([21]) If the condition in (3.9) holds, then (I   G(s)>) 1 and (I 
G(s)>) 1G(s) are BIBO stable.
Then (3.12) leads to the following bound on xref(t):
kxrefkL1 kgk(I G(s)>) 1H(s)C(s)kL1krkL1
+ k(I G(s)>) 1kL1k(sI  Am) 1x0kL1 : (3.13)
Since uref(s) = C(s)
 
>xref(s) + kgr(s)

, we have
kurefkL1  kC(s)>kL1kxrefkL1 + kgkrkL1 : (3.14)
3.4.2 Prediction error
Let ~x(t) , x^(t)   x(t), and ~(t) , ^(t)   . From (3.4) and (3.5), we have the
prediction error dynamics
_~x(t) = Am~x(t)  b~>(t)x(t) ; ~x(0) = 0 : (3.15)
Lemma 2 ( [21]) For the system in (3.4) and the controller defined by (3.7), we
have the following uniform bound
k~xkL1 
s
2max
min(P ) 
; 2max, 4 max
2B
kk22; 8t  0;
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and asymptotic convergence
lim
t!1
~x(t) = 0:
3.4.3 Tracking error
First we introduce several notations. Let ex(t) = x(t)   xref(t), eu(t) = uq(t)  
uref(t), uqe(t) = uq(t)  u(t).
Since (Am; b) is controllable, andH(s) is strictly proper and stable, there exists
co 2 Rn such that c>o H(s) is minimum phase with relative degree one (by Lemma
4 in [21]).
Lemma 3 Consider the system in (3.4) and the controller in (3.7). We have
kexkL1k(I G(s)>) 1[G(s)>+(C(s) 1)I]kL1k~xkL1
+
 I G(s)> 1H(s)uqe


L1
; (3.16)
keukL1
C(s) 1
c>o H(s)
c>o

L1
k~xkL1 + kC(s)>kL1kexkL1 + kuqekL1 :
(3.17)
Proof. See Appendix B.1.
3.4.4 Uniform quantization
As introduced in Section 2.1, the error introduced by a uniform quantization func-
tion is bounded by a constant. Together with the analysis in Lemma 3, we have
the following theorem.
Theorem 1 For the system in (3.4) with uniform quantization as defined in Sec-
tion 2.1 and the controller in (3.7), we have
kexkL1  xu; keukL1  uu ; (3.18)
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where
xu =
1
2
l
 I G(s)> 1H(s)
L1
+ k(I G(s)>) 1[G(s)> + (C(s)  1)I]kL1
s
2max
min(P ) 
;
uu =
C(s) 1
c>o H(s)
c>o

L1
s
2max
min(P ) 
+ kC(s)>kL1xu +
1
2
l :
Proof. By substituting (2.2) into (3.16) in Lemma 3, we have kexkL1  xu.
Since xu is uniform over all  2 (0;1), we have kexkL1  xu.
Similarly, we substitute (3.18) and (2.2) into (3.17) in Lemma 3 to get keukL1 
uu. Since the right hand side is uniform over all  2 (0;1), we have the first
bound in (3.18). 
Remark 5 From Theorem 1, we note that the error bound Bunif has two terms.
The first term can be made arbitrarily small by increasing the adaptation rate  .
The second one decreases as the interval length l decreases, i.e., as the quantizer
gets finer. As l goes to zero, the second term goes to zero, and the error bound
reduces to the case without quantization [20, 21].
Remark 6 In (3.18),
C(s) 1c>o H(s)c>o L1 needs to be bounded for eu(t) to be
bounded. This is ensured by the strictly proper low pass filter C(s). In the
case when C(s) = 1, which corresponds to the MRAC,
C(s) 1c>o H(s)c>o L1 is
unbounded, since c>o H(s) in the denominator is strictly proper. In this case, we
have uu ! 1, implying that one cannot obtain a similar uniform bound for the
control signal of MRAC.
For the logarithmic quantization, C(s) is also crucial for the same arguments.
Remark 7 We notice that the matrix Am in (3.4) is Hurwitz. The presented so-
lution in this paper can be generalized to any matrix A, as long as (A; b) is con-
trollable. There are two methods to analyze this new system. On one hand, since
(A; b) is controllable, there exists k 2 Rn, such that Am = A + bk>. Then, one
can introduce new = k + , and the system will assume the same form as in
(3.4). On the other hand, one can design unew(t) = u(t) + k>x(t) and proceed
with similar derivations. The linear part k>x(t) will not affect the performance
bounds for uniform quantization, but will add additional conditions and change
the bounds for logarithmic quantization.
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Remark 8 From (3.14) and (3.18), we know both kurefkL1 and keukL1 are bounded.
Further,
kukL1 kurefkL1 + keukL1  ur + uu ;
ur =kC(s)>kL1xr + kgkrkL1 ;
xr =kgk(I G(s)>) 1H(s)C(s)kL1krkL1
+ k(I G(s)>) 1kL1k(sI  Am) 1x0kL1 :
We know the range of the control u(t), and the number of quantization intervals
we may use. Hence, using this uniform quantization, the required number of bits
for a control signal is
nuni = log

1
l
(ur + uu)

:
3.4.5 Logarithmic quantization
For the system with logarithmic quantization, we have the following performance
bounds.
Theorem 2 For the system in (3.4) with logarithmic quantizer and the controller
in (3.7), when
 <
1(I G(s)>) 1H(s)
L1
kC(s)kL11max
;
we have
kexkL1 xl ; (3.19)
xl =
1
1 
(I G(s)>) 1H(s)
L1
kC(s)kL11max
k  I G(s)> 1 [G(s)> + (C(s)  1)I]kL1q 2maxmin(P ) 
+(I G(s)>) 1H(s)kL1kC(s)kL1(1maxxr + kgkrkL1)

;
xr =kgk(I G(s)>) 1H(s)C(s)kL1krkL1
+ k(I G(s)>) 1kL1k(sI  Am) 1x0kL1 ;
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and
keukL1 
C(s) 1
c>o H(s)
c>o

L1
s
2max
min(P ) 
+ 1maxkC(s)kL1xr +kC(s)kL1kgkrkL1
+
 kC(s)>kL1 +1maxkC(s)kL1xl : (3.20)
Proof. See Appendix B.2.
Remark 9 In Theorem 2, for any fixed , the first term of xl decreases as the
adaptation rate   increases. Also, xl decreases as decreases, i.e., as the quan-
tizer gets finer. Since the terms multiplying  are constants, then as  goes to
zero, the error bound xl reduces to the one in [21]. The same arguments hold for
the control bound keukL1 .
Remark 10 In the absence of quantization, one can prove that the L1 adaptive
controller ensures also asymptotic tracking of constant r(t) ( [21], Theorem 2
and Lemma 6). Since the obtained performance bounds are decoupled into two
terms, one of which is identical to the bounds in [21] and the other is linear
in the quantization parameter, then as the quantizer gets finer, one recovers the
asymptotic properties of the L1 adaptive controller.
3.5 Simulation
Consider the system in (3.4) with
Am =
"
0 1
 1  1:4
#
; b =
"
0
1
#
; c =
"
1
0
#
; x0 =
"
1
1
#
;  =
"
4
 4:5
#
;
(3.21)
and let B = f1 2 [ 10; 10]; 2 2 [ 10; 10]g, which gives 1max = 20. Letting
the low pass filter be C(s) = !
s+!
, we plot  = kG(s)kL11max with respect
to ! in Figure 3.2. Notice that for ! > 30, we have  < 1. The L1 adaptive
controller is designed with C(s) = 160
s+160
, which leads to  = 0:1725 < 1, and
let the adaptation rate be   = 105. We now show the performance of L1 adaptive
controller for both kinds of quantizers under different reference signals without
any retuning of the controller.
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Figure 3.2:  with respect to ! and constant 1.
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Figure 3.3: y(t) and u(t) for uniform quantizer with l = 0:1 and step references
r(t) = 2 ; 5 ; 10.
Figure 3.3 shows the performance of system output y(t) and input uq(t) for
uniform quantizer with quantization interval l = 0:1 and step references r =
2 ; 5 ; 10. We note that it leads to scaled control inputs and system outputs for
scaled reference inputs. Increasing the quantization interval to l = 1, with the
same scaled step references, the performance degradation is shown in Figure 3.4.
We can see that the coarse quantizer results in high frequency oscillation in
the control input uq(t) and in the tracking error y(t), but the system still has the
scaled characteristics typical for L1 adaptive controller. This type of performance
degradation is expected from the performance bounds. Figure 3.5 shows that with
the same coarse uniform quantizer (l = 1), but with sinusoidal reference signal
r(t) = 20 sin(0:2t), the tracking performance is reasonably good, and there is no
high frequency oscillation in the control input.
Figures 3.6-3.8 show similar phenomena for the logarithmic quantizer without
any retuning of the L1 controller. The quantization constants for the 3 cases are
 = 0:005,  = 0:01 and  = 0:01, respectively.
We finally notice that we do not redesign or retune the L1 controller in these
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Figure 3.4: y(t) and u(t) for uniform quantizer with l = 1 and step references
r(t) = 2 ; 5 ; 10.
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Figure 3.5: y(t) and u(t) for uniform quantizer with l = 1 and sinusoidal refer-
ences r(t) = 20 sin(0:2t).
simulations, from one reference input to another, or from one quantizer to the
other.
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Figure 3.6: y(t) and u(t) for logarithmic quantizer with  = 0:005 and step
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Figure 3.7: y(t) and u(t) for logarithmic quantizer with  = 0:01 and step refer-
ences r(t) = 2 ; 5 ; 10.
3.6 Input-quantized systems with unmatched
uncertainties
In Sections 3.6-3.9, we consider a general input-quantized nonlinear uncertain
system, without any matched assumptions on the uncertainty. We recall the system
diagram shown in Figure 3.1 in the beginning of this chapter, the L1 adaptive
controller uses state feedback to generate u(t). The quantized output is uq(t),
which controls the plant.
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Figure 3.8: y(t) and u(t) for logarithmic quantizer with  = 0:01 and sinusoidal
references r(t) = 20 sin(0:2t).
Let the system dynamics be described by
_x(t) = Amx(t) +Bm!uq(t) + f(x(t); z(t); t) ; x(0) = x0 ;
_xz(t) = g (xz(t); x(t); t) ; xz(0) = xz0 ; (3.22)
y(t) = Cx(t) ; z(t) = go (xz(t); t) ; uq(t) = Q(u(t)) ;
where x(t) 2 Rn is the system state vector (measured); uq(t) 2 Rm (n  m) is
the quantized control signal; y(t) 2 Rm is the regulated output; Am is a known
Hurwitz n n matrix; Bm 2 Rnm and C 2 Rmn are known constant matrices;
! 2 Rmm is the unknown high-frequency gain matrix; z(t) and xz(t) are the
output and the state vector of internal unmodeled dynamics; f() go(), and g()
are unknown nonlinear functions, Lipschitz continuous in x, z, xz, continuous in
t; u(t) is the designed control signal, and Q() is the quantization function. The
initial condition x0 is assumed to be inside a known set, i.e., kx0k1  0 with
known 0 > 0.
We can rewrite the system in (3.22) as
_x(t) =Amx(t) +Bm (!uq(t) + f1(x(t); z(t); t)) +Bumf2(x(t); z(t); t) ;
_xz(t) =g (xz(t); x(t); t) ; x(0) = x0 ; xz(0) = xz0 ; (3.23)
y(t) =Cx(t) ; z(t) = go (xz(t); t) ; uq(t) = Q(u(t)) ;
where Bum 2 Rn(n m) is a constant matrix such that
B>mBum = 0; rank([Bm Bum ]) = n;
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and f1(), f2(), are unknown nonlinear functions, such that"
f1(x(t); z(t); t)
f2(x(t); z(t); t)
#
=
h
Bm Bum
i 1
f(x(t); z(t); t) :
Here f1() represents the matched part of the uncertainties, whereas Bumf2()
represents the unmatched part (cross-coupling dynamics).
As in the case without quantization [20, 30], we introduce the following as-
sumptions. Let X(t) = [x>(t) z>(t)].
Assumption 2 (Uniform boundedness of fi(0; t)) There existsB10 > 0 andB20 >
0, such that the following bound holds uniformly in t: kfi(0; t)k  Bi0; i = 1; 2:
Assumption 3 (Semiglobal uniform boundedness of partial derivatives) For i =
1; 2, and any  > 0, there exist dfxi() and dfti() > 0 such that, for any
kX(t)k1 < , the partial derivatives of fi(X; t) are piecewise continuous and
bounded: @fi(X; t)@X

1
 dfxi();
@fi(X; t)@t

1
 dfti();
where the first norm is the induced infinity norm of a matrix, while the second is
the infinity norm of a vector.
Remark 11 Assumptions 2 and 3 are fairly mild assumptions on the system dy-
namics and can be verified for sufficiently broad classes of systems. These as-
sumptions are related to the nature of proofs of L1 adaptive control architecture
and are not due to the quantization schemes. In [30], where an alternative piece-
wise constant adaptive law is considered for the same L1 architecture, Assump-
tion 3 is relaxed. Consequently, the proofs of quantization with those adaptive
laws will also use less restrictive assumptions.
Assumption 4 (Conservative knowledge of the high-frequency gain matrix) The
high-frequency gain matrix ! is assumed to be an unknown (nonsingular) strictly
row-diagonally dominant matrix with sgn(!ii) known. Also, we assume that there
exists a known compact set 
, such that ! 2 
  Rmm.
Assumption 5 (Stability of internal dynamics) 1 The xz-dynamics are BIBO sta-
ble both with respect to initial condition xz0 and input x(), i.e. there exist Lz,
Bz > 0 such that for all t  0, kztkL1  Lz kxtkL1 +Bz:
1Note that this assumption applies to time-varying xz-dynamics as well.
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Assumption 6 (Stability of matched transmission zeros) The transmission zeros
of the transfer matrixHm(s) = C(sI Am) 1Bm from the quantized control input
uq(t) to the output of the system y(t) lie in the open left-half plane.
Given a piecewise continuous, bounded reference signal r(t), the control ob-
jective is to design an adaptive state feedback controller for the quantized sys-
tem to ensure that y(t) tracks the output response ym(t) of the following sys-
tem M(s) , C (sI  Am) 1BmKg(s); both in transient and steady-state, where
Kg(s) is a feedforward prefilter.
Conventional design methods from multivariable control theory can be used to
design the prefilter Kg(s) to achieve desired decoupling properties. As an exam-
ple, if one chooses Kg(s) as the constant matrix Kg =  (CA 1m Bm) 1, then the
diagonal elements of the desired transfer matrix M(s) = C(sIn   Am) 1BmKg
have DC gain equal to one, while the off-diagonal elements have zero DC gain.
3.7 Control design
In this section we present the L1 adaptive controller. We first introduce some
notation the that will be used in the definition of the controller and the ensuing
analysis.
3.7.1 Notation
For any  > 0, let
Li ,


dfxi() ;  , maxf + x ; Lz( + x) +Bzg ; (3.24)
where x > 0 is an arbitrary, small constant.
Let Hxm(s) , (sIn   Am) 1Bm, Hxum(s) , (sIn   Am) 1Bum , Hm(s) ,
CHxm(s) = C(sIn   Am) 1Bm, Hum(s) , CHxum(s) = C(sIn   Am) 1Bum .
The design of L1 adaptive controller involves a strictly proper m m transfer
matrix D(s) and a matrix gain K 2 Rmm, which lead to a strictly proper stable
transfer matrix
C(s) , !K (Im +D(s)!K) 1D(s) (3.25)
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with DC gainC(0) = Im. The choice ofD(s) needs to ensure also thatC(s)H 1m (s)
is a proper stable transfer matrix. For a particular class of systems, a possible
choice for D(s) might be D(s) = 1
s
Im, which yields a strictly proper C(s) of the
form C(s) = !K (sIm + !K) 1 ; with the condition that the choice of K must
ensure that  !K is Hurwitz.
For proofs of stability and performance bounds, the choices ofD(s) andK also
need to ensure that there exists xr > 0, such that
kGm(s)kL1 + kGum(s)kL1`0
 xr   kHxm(s)C(s)Kg(s)kL1 krkL1   ks(sI  Am)
 1kL1 0
L1xrxr +B0
; (3.26)
whereGm(s) , Hxm(s)(Im C(s)),Gum(s) , (In Hxm(s)C(s)H 1m (s)C)Hxum(s),
`0 , L2xr=L1xr , B0 , maxfB10; B20`0 g, L1xr and L2xr were defined in (4.27),
and Kg(s) is the proper stable feedforward prefilter.
For the analysis results in the following sections to hold, the inequality in (3.26)
is only a sufficient condition and is required only for the real !. However, since !
is unknown, (3.26) cannot be used to guide the filter design. More conservatively,
we can make the choices of D(s) and K to ensure that for all ! 2 
 there exists
a constant xr > 0, such that (3.26) holds.
The selection of D(s) and K determines the bandwidth and the structure of
the low-pass filter C(s). To satisfy the condition, the bandwidth of C(s) should
be large enough to make the left-hand-side small. When the bandwidth is large,
C(s) ! Im, kGm(s)kL1 and kGum(s)kL1 get small. (The existence of xr and
the impact of the unmatched uncertainty are further discussed in Remark 16.)
The filter design should also ensure that the high-frequency oscillation is rejected
and the control signals stay within the actuator bandwidth limit. Further, C(s)
affects the system performance, such as the transient performance bounds and
the time-delay margin. Thus the design can be done by solving a multi-objective
optimization problem [31–33]. See references [34–36] for related optimization
problems, such as L1 norm minimization.
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Define the constants
ur ,
! 1C(s)H 1m (s)Hum(s)L1  L2xrxr +B20 (3.27)
+
! 1C(s)L1(L1xrxr+B10) +! 1C(s)Kg(s)L1krkL1 ;
cue = kHxm(s)!kL1 + kHxm(s)C(s)kL1 2!1max ;
cxe =
Hxm(s)C(s)H 1m (s)CL1 ; (3.28)
where !1max = max!2
 k!k1. Define the functions
cde(a; b) = kGm(s)kL1a+kGum(s)kL1 b; (3.29)
ceu(a; b) =
! 1C(s)L1a+! 1C(s)H 1m (s)Hum(s)L1 b:
3.7.2 L1 adaptive controller
Next, we introduce the three elements: the state predictor, the adaptive law and
the control law for this system.
State predictor: We consider the following state predictor
_^x(t) =Amx^(t) +Bm(!^(t)uq(t) + ^1(t) kxtkL1+ ^1(t))
+Bum(^2(t) kxtkL1+ ^2(t)); x^(0) = x0; (3.30)
where !^(t) 2 Rmm, ^1(t) 2 Rm, ^1(t) 2 Rm, ^2(t) 2 Rn m, and ^2(t) 2 Rn m
are the adaptive estimates.
Adaptive laws: The adaptation laws for !^(t), ^1(t), ^1(t), ^2(t), and ^2(t) are
defined as
_^!(t) =  Proj(!^(t); (~x>(t)PBm)>u>q (t));
_^
1(t) =  Proj(^1(t); (~x>(t)PBm)>kxtkL1);
_^
2(t) =  Proj(^2(t); (~x>(t)PBum)>kxtkL1);
_^1(t) =  Proj(^1(t); (~x>(t)PBm)>); (3.31)
_^2(t) =  Proj(^2(t); (~x>(t)PBum)>);
where !^(0) = !^0, ^i(0) = ^i0 , ^i(0) = ^i0 , i = 1; 2; ~x(t) = x^(t)  x(t);   2 R+
is the adaptation gain; P = P> > 0 is the solution to the algebraic Lyapunov
equationA>mP+PAm =  Q,Q = Q> > 0; and the projection operator Proj(; )
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is given in Definition 3 in the Appendix. The projection operator ensures that
!^(t) 2 
, k^i(t)k1  bi , k^i(t)k1  bi , i = 1; 2, for all t > 0, where bi and
bi depend on the bounds of x in different cases, to be defined in (3.36).
Control law: We first design the control signal u(t), given by
u(t) =  K(t) ; (s) = D(s)^(s) ; (3.32)
where ^(s) is the Laplace transform of the signal
^(t) = !^(t)u(t) + ^1(t) + ^2m(t)  rg(t) ; (3.33)
with rg(s) = Kg(s)r(s), ^2m(s) = H 1m (s)Hum(s)^2(s), and ^1(t) and ^2(t) are
defined by ^i(t) = ^i(t) kxtkL1 + ^i(t); i = 1; 2:
3.8 Performance analysis
3.8.1 Closed-loop reference system
Let the closed-loop reference system be given as:
_xref(t) =Amxref(t) +Bm(!uref(t) + f1(xref(t); z(t); t))
+Bumf2(xref(t); z(t); t); xref(0) = x0
uref(s) =  ! 1C(s)
 
1ref(s) +H
 1
m (s)Hum(s)2ref(s) Kg(s)r(s)

yref(t) =Cxref(t) ; (3.34)
where 1ref(s) and 2ref(s) are the Laplace transforms of the signals iref(t) =
fi(xref(t); z(t); t), i = 1; 2.
Lemma 4 ([30]) For the closed-loop reference system in (3.34), subject to theL1-
norm condition (3.26), if kx0k1 < 0 and kztkL1  Lz(kxref tkL1 + x) + Bz;
then
kxref tkL1 < xr ; kuref tkL1 < ur ;
where xr and ur were defined in (3.26) and (3.27), respectively.
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Remark 12 The closed-loop reference system in (3.34) can be written as
yref(s) =Hm(s)
 
Im   C(s)

1ref(s)
+
 
Im  Hm(s)C(s)H 1m (s)

Hum(s)2ref(s)
+ C(sI  Am) 1BmC(s)Kg(s)r(s):
In the limiting case when C(s)! Im, the first two terms go to zero, and yref(s)!
M(s)r(s), which is the ideal response ym(s) = M(s)r(s) specified in the control
objective in Section 3.6.
3.8.2 Equivalent linear time-varying system
In this subsection we show that the nonlinear system with unmodeled dynamics
in (3.23) can be transformed into a linear system with unknown time-varying pa-
rameters and time-varying disturbances.
Lemma 5 ([20]) For the system in (3.23), if
kxtkL1  x ; kutkL1  u ; (3.35)
then for all  2 [0; t], there exist differentiable functions
1() 2 Rm; 1() 2 Rm; 2() 2 Rn m; 2() 2 Rn m
such that
ki()k1 < bi(xr); k _i()k1 < di(xr);
ki()k1 < bi(xr); k _i()k1 < di(xr);
fi(x(); z(); ) = i()kxkL1 + i(); i = 1; 2;
where bi and bi are given by
bi(xr) , Lix ; bi(xr) , LixBz +Bi0 + i; i = 1; 2; (3.36)
and i > 0, i = 1; 2, are arbitrary small numbers.
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If the bounds in (3.35) hold, then Lemma 5 implies that the system in (3.23)
can be rewritten over  2 [0; t] as
_x() =Amx() +Bm
 
!uq() + 1() kxkL1+ 1()

+Bum
 
2() kxkL1+ 2()

;
y() =Cx() ; x(0) = x0 ; (3.37)
where 1(), 1(), 2(), and 2() are unknown bounded time-varying signals
with bounded derivatives.
3.8.3 Prediction error
Let m(xr) and ~i(t) be defined as
m(xr) ,4

max
!2

tr(!>!) + (2b1 + 
2
b1
)m+ (2b2 + 
2
b2
)(n m)) (3.38)
+ 4
max(P )
min(Q)
((b1d1 + b1d1)m+ (b2d2 + b2d2)(n m)

;
~i(t) =^i(t)  i(t); i(t) = fi(x(t); z(t); t); i = 1; 2: (3.39)
Also, let ~!(t) = !^(t)   !, ~i(t) = ^i(t)   i(t), ~i(t) = ^i(t)   i(t), i =
1; 2: Using the notations above, the following error dynamics can be derived from
(3.37) and (3.30)
_~x(t) = Am~x(t) +Bm (~!(t)uq(t) + ~1(t)) +Bum~2(t); (3.40)
where ~x(0) = 0. Next we show that given 0 > 0, if the adaptation gain   is lower
bounded by
  >
m(xr)
min(P )20
; (3.41)
and the projection is confined to the following bounds
!^(t) 2 
; k^i(t)k1  bi ; k^i(t)k1  bi ; i = 1; 2; (3.42)
then the prediction error ~x(t) between the state of the system and the predictor
can be systematically reduced both in transient and steady-state by increasing the
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adaptation gain. The following lemma summarizes this result.
Lemma 6 ([20,30]) Let the adaptation gain be lower bounded as in (3.41), and
the projection be confined to the bounds in (3.42). Given the system in (3.23) and
the L1 adaptive controller defined by (3.30)-(3.32) subject to (3.26), if
kxtkL1  x ; kutkL1  u ;
then we have
k~xtkL1 < 0;
where 0 was introduced in (3.41).
The proof is similar to that of Lemma 3 in [30] and is omitted.
3.8.4 Logarithmic quantization
Given the constant , we introduce a few more notations. Let xlog be defined as
xlog , xr + x : (3.43)
Also define the following constants
xlog ,xolog + xqlog + ; (3.44)
xolog ,
cxe +
cuek! 1C(s)H 1m (s)CkL1
1 2!1maxk! 1C(s)kL1
1  cde(L1xr ; L2xr ) 
cueceu(L1xr ;L2xr )
1 2!1maxk! 1C(s)kL1
0;
xqlog ,
cue
1 2!1maxk! 1C(s)kL1
1  cde(L1xr ; L2xr ) 
cueceu(L1xr ;L2xr )
1 2!1maxk! 1C(s)kL1
ur ;
where  < x is a small positive constant, cxe and cue were defined in (3.28),
cde(a; b) and ceu(a; b) were defined in (3.29), and 0 and  are sufficiently small
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so that xlog = xolog + xqlog +   x. Similarly, let
ulog ,ur + ulog ; (3.45)
ulog ,
(1 + )ceu(L1xr ; L2ur )
1  2!1max k! 1C(s)kL1
xlog +
(1 + ) k! 1C(s)H 1m (s)CkL1
1  2!1max k! 1C(s)kL1
0
+
1 + 2!1max k! 1C(s)kL1
1  2!1max k! 1C(s)kL1
ur : (3.46)
Theorem 3 Let the adaptive gain be lower bounded as in (3.41) and the pro-
jection be confined to the bounds in (3.42). Given the closed-loop system with
logarithmic quantization (2.3) and the L1 adaptive controller defined via (3.30)-
(3.32), subject to the L1-norm condition in (3.26), and the closed-loop reference
system in (3.34), if kx0k1  xr ; then we have the performance bounds
kxkL1  xlog ; kuqkL1  ulog ; kxrefkL1  xr ; (3.47)
kurefkL1  ur ; k~xkL1 < 0; kx  xrefkL1 < xlog ;
kuq   urefkL1 < ulog ; ky   yrefkL1 < kCk1 xlog ;
where xlog and ulog were defined in (3.44) and (3.46), respectively.
Proof. See Appendix B.3.
Remark 13 The performance bounds for the state signal in (3.47) have two parts
(as seen in (3.44)). One of them has a factor 0, which can be systematically
reduced by increasing the adaptation rate. The other one has a factor , which
is the quantization parameter for the logarithmic quantizer. When  goes to zero
and there is no quantization, this term vanishes and the bounds reduce to the ones
in Theorem 1 of [30], as to be expected.
Remark 14 The unmatched uncertainty f2(x(t); z(t); t) adds several terms to
both the numerator and the denominator of the performance bound. The bounds
xlog and ulog of the tracking error in Theorem 3 are given in (3.44) and (3.46).
From (3.44), (3.46), and the notations in (3.28) and (3.29) we can see that the un-
matched uncertainties contribute to the terms with Hum(s) and Gum(s). If there
is no unmatched uncertainty in the system, i.e. f2(x(t); z(t); t) = 0, Bum = 0,
we will have degenerated results. First, the condition in (3.26) will be reduced
to Equation (3) in [37]. Second, the performance bounds will be reduced to
xlog = xolog + xqlog + , where
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xolog =
cxe +
cuek! 1C(s)H 1m (s)CkL1
1 2!1maxk! 1C(s)kL1
1  kGm(s)kL1 L1xr  
cuek! 1C(s)kL1L1xr
1 2!1maxk! 1C(s)kL1
0;
xqlog =
cue
1 2!1maxk! 1C(s)kL1
1 kGm(s)kL1 L1xr 
cuek! 1C(s)kL1L1xr
1 2!1maxk! 1C(s)kL1
ur ;
ulog =
(1 + ) k! 1C(s)kL1 L1xr
1  2!1max k! 1C(s)kL1
xlog +
(1 + ) k! 1C(s)H 1m (s)CkL1
1  2!1max k! 1C(s)kL1
0
+
1 + 2!1max k! 1C(s)kL1
1  2!1max k! 1C(s)kL1
ur :
Further, if the input signal is not quantized, ! 0, the limiting xlog and ulog
agree with the previous result in Theorem 1 in [37].
Remark 15 The nonlinearities, unmodeled dynamics and unmatched uncertain-
ties add complexity to the condition for selecting the low-pass filter as well as to
the performance bounds. A simple version of the L1 adaptive controller for SISO
quantized linear uncertain systems is analyzed in [38]. As stated in the previous
remark, the condition in (3.26) will be reduced to Equation (3) in [37]. If we
further reduce the nonlinear function f(x(t);z(t);t) to a linear term >x(t), fol-
lowing a limiting argument (Remark 1 in [37]) we will recover the condition (6)
in [38]. For the performance bounds, in the absence of nonlinearities, unmod-
eled dynamics and unmatched uncertainties, the terms with ~!(t), z(t), Hum(s)
disappear, and we can obtain the results of Theorems 1 and 2 in [38].
Remark 16 To obtain the result in Theorem 3, the selection of C(s) should sat-
isfy the condition in (3.26). Without the unmatched uncertainty, Gum(s) = 0,
this condition can always be satisfied by increasing the bandwidth of C(s). When
C(s) ! I, kGm(s)kL1 ! 0. However, in the presence of unmatched uncertainty,
the existence of xr is not obvious. We can see that when the unmatched uncer-
tainty is small, i.e., either kGum(s)kL1 or the Lipschitz constant L2xr are small,
the left-hand-side is small, and a xr can be determined. When the unmatched un-
certainty is large, for the same xr , the possible 0 need to be smaller. This shows
the impact of the unmatched uncertainty on the stability of the reference system
and the performance bounds. The constant xr characterizes a positive invariant
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set of the closed-loop reference system. If the unmatched uncertainty increases,
the positive invariant set shrinks, which agrees with intuition.
3.8.5 Uniform quantization
As shown in Section 2.1, the error introduced by uniform quantization is bounded
by half of the quantization interval length. Given the quantization interval length
l, we introduce a few more notations. Let xunif be defined as
xunif , xr + x : (3.48)
xunif , xounif + xqunif + ; (3.49)
xounif ,
cxe
1  cde(L1xr ; L2xr )
0; xqunif ,
1
2
cue
1  cde(L1xr ; L2xr )l
;
where  < x is a small positive constant, cxe and cue are defined in (3.28),
cde(a; b) is defined in (3.29), 0 and  are sufficiently small, so that xunif =
xounif + xqunif +   x.
Similarly, let
uunif ,ur + uunif ; (3.50)
uunif,ceu(L1xr ; L2ur )xunif +
! 1C(s)H 1m (s)CL1 0
+(1+ 2!1max
! 1C(s)L1)12 l: (3.51)
We have the following theorem.
Theorem 4 Let the adaptation gain be lower bounded as in (3.41) and the pro-
jection be confined to the bounds in (3.42). Given the closed-loop system with uni-
form quantization (2.1) and the L1 adaptive controller defined by (3.30)-(3.32),
subject to theL1-norm condition in (3.26), and the closed-loop reference system in
(3.34), if kx0k1  xr ; then we have the performance bounds
kxrefkL1  xr ; kurefkL1  ur ; kxkL1  xunif ; (3.52)
kuqkL1  uunif ; k~xkL1 < 0 ; kx  xrefkL1 < xunif ;
kuq   urefkL1 < uunif ; ky   yrefkL1 < kCk1 xunif ;
where xunif and uunif were defined in (3.49) and (3.51), respectively.
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Proof. See Appendix B.4.
Remark 17 The performance bounds in (3.52) are decoupled into two terms, one
of which depends linearly upon l, representing the quantization interval length for
the uniform quantizer, and the other is independent of the quantizer’s parameters.
When l decreases to zero and there is no quantization, the corresponding term
vanishes, and the performance bounds reduce to the ones in Theorem 1 in [30],
as to be expected.
Remark 18 As discussed in Section 3.8, xr characterizes the positive invariant
sets for the state of the closed-loop reference system, while xlog and xunif char-
acterize the positive invariant sets for the state of the closed-loop adaptive system
with logarithmic and uniform quantization, respectively. We notice that, since x
can be set to be arbitrarily small, xlog and xunif can approximate xr arbitrarily
closely in both cases.
3.8.6 Performance bounds in the case of nonzero trajectory
initialization error
In previous subsections we analyzed the performance bounds, assuming the pre-
dictor can be initialized perfectly using the initial condition. While in state feed-
back this is ideally true, the initialization process can be affected by hardware
noise and latencies. This section analyzes the effect of non-zero trajectory initial-
ization errors on the performance bounds.
To streamline the subsequent analysis, we consider a simplified version of
(3.22), limiting it to SISO systems with matched uncertainty, constant unknown
parameter and uniform quantization, i.e.
_x(t) = Amx(t) + b(!uq(t) + 
>x(t) + (t)) ; x(0) = x0 ;
y(t) = c>x(t) ; uq(t) = Qunif(u(t)) ; (3.53)
where ! 2 R is an unknown constant, b; c 2 Rn are known constant vectors,
 2 Rn is an unknown constant vector, and (t) 2 R is the unknown disturbance.
Let ! 2 [!l; !u],  2  , j(t)j  b, j _(t)j  d, 8t  0:
We consider the following state predictor:
_^x(t)=Amx^(t)+b(!^(t)uq(t)+ ^
>(t)x(t)+ ^(t)); x^(0)=x^0; (3.54)
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where x^0 6= x0 in general.
The adaptive laws in this case are
_^!(t) = Proj(!^(t); ~x>(t)Pbuq(t));
_^
(t) = Proj(^(t); x(t)~x>(t)Pb);
_^(t) = Proj(^(t); ~x>(t)Pb):
The controller takes the form
u(s) =  kD(s)(^(s)  kgr(s)); (3.55)
where ^(s) is the Laplace transform of ^(t), ^(t) = !^(t)u(t) + ^>(t)x(t) + ^(t);
kg =  1=(c>A 1m b), and D(s) and k are introduced in (3.25) and (3.32).
Lemma 7 ([39]) For the system in (3.53) and the L1 adaptive controller with the
predictor in (3.54), the prediction error is upper bounded by k~x(t)k  (t), 8
t  0; where
(t) ,
s 
V (0)  n
 

e t
min(P )
+
s
n
min(P ) 
;  , min(Q)
max(P )
;
n , 4max
2
kk22 + 42b + (!u   !l)2 +
4bd

;
with V (t) being the Lyapunov function
V (~x(t); ~(t); ~!(t); ~(t)) =~x>(t)P ~x(t) +   1~>(t)~(t) +   1~!2(t) +   1~2(t) ;
P = P> > 0, Q = Q> > 0, ~x(t) being defined in Section 3.7.2, and ~(t) =
^(t)  , ~!(t) = !^(t)  !, ~(t) = ^(t)  (t).
The proof is similar to the one in [39] and is thus omitted.
For an m input n output stable proper transfer function F (s) with impulse re-
sponse f(t), let
	F (t) = max
i=1; ;n
vuut mX
j=1
f 2ij(t) ; (3.56)
where fij(t) is the ith row jth column of the impulse response matrix of F (s).
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Lemma 8 ([39]) Consider an m input n output stable proper transfer function
F (s), and let p(s) = F (s)q(s). If kq(t)k  (t), then kp(t)k1  	F (t)  (t),
where  is the convolution operation.
Theorem 5 Given the system in (3.53) and the L1 adaptive controller with the
predictor in (3.54), the following bounds hold for all t  0
kx(t)  xref(t)k1 (t) ; (3.57)
kuq(t) uref(t)k1	H4(t)(t)+	H5(t)((t)+k~xin(t)k)
+ 	H6(t)(!u  !l)
1
2
l +
1
2
l; (3.58)
where ~xin(t) is the inverse Laplace transform of ~xin(s), 	Hi is defined in (3.56),
and
~xin(s) = (sI  Am) 1(x^0   x0) ;
(t) = 	H1(t)  ((t) + k~xin(t)k) + 	H2(t)  (!u   !l)
1
2
l +	H3(t)  j!j
1
2
l ;
H1(s) = (I G(s)>) 1C(s) ; H2(s) = H1(s)H(s) ;
G(s) = H(s)(1  C(s)) ; H(s) = (sI  Am) 1b ;
H3(s) = (I G(s)>) 1H(s) ; H4(s) =  C(s)
>
!
;
H5(s) =
C(s)
!
1
c>o H(s)
c>o ; H6(s) = H5(s)H(s) :
Proof. See Appendix B.5.
3.9 Simulation
Consider the system
_x(t) =Amx(t) +Bm!uq(t) + f(x(t); z(t); t) ;
y(t) =Cx(t) ; uq(t) = Q(u(t)) ; x(0) = [0 0 0]
>;
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where
Am =
264  1 0 00 0 1
0  1  1:8
375 ; Bm =
264 1 00 0
1 1
375 ; (3.59)
C =
"
1 0 0
0 1 0
#
; ! =
"
1  0:2
 0:2 1:1
#
; (3.60)
while ! 2 R22 is assumed to be within the convex set

 = f!j! = !>; !11 2 [1; 1:3]; !12 2 [ 0:2; 0:1]; !22 2 [1; 1:3]g:
The (unknown) nonlinear function f is given by
f(x; z; t) =
264 0:033x
>x+ 0:1 tanh(1
2
x1)x1 + 0:1z
2
 0:015x23   0:01(1  e 0:3t) + 0:05z
 0:1x3 cos(t) + 0:1z2
375 :
The internal unmodeled dynamics are given by
_xz1(t) =xz2(t)
_xz2(t) =  0:3 sin xz1(t)  0:7xz2(t) ;
z(t) =0:25 (xz1(t)  xz2(t)) + zu(t)
zu(s) =
 s+ 1
s2
0:12
+ 0:8s
0:1
+ 1
h
1
5
  1
10
1
5
i
x(s) ;
where [xz1(0) xz2(0)] = [ 0:1 0:1], Lz = 0:8465, Bz = 0:05.
In the implementation of the L1 controller, we set Q = I3,
  = 104; D(s)=
1
s( s
25
+ 1)( s
70
+ 1)( s
2
402
+ 1:8s
40
+ 1)
I2;
K=
"
8 0
0 8
#
; Kg(s)Kg= (CA 1m Bm) 1=
"
1 0
 1 1
#
:
From this selection of D(s) andK we can compute the norms in (3.26):
max
!2

fkGm(s)kL1 + kGum(s)kL1`0g = 0:7125;
40
max
!2

fkHxm(s)C(s)Kg(s)kL1 krkL1g = 0:3188;
and ks(sI  Am) 1kL1 = 2:1004. There exists xr = 1, such that 8! 2 

kGm(s)kL1 + kGum(s)kL1 `0  0:7125
<
xr   0:3188  ks(sI  Am) 1kL1 0
L1xrxr +B0
(= 0:7534)
<
xr   kHxm(s)C(s)Kg(s)kL1 krkL1   ks(sI  Am) 1kL1 0
L1xrxr +B0
;
where xr = 1:3, 0 = 0:01, L1x = 0:8661, L2x = 0:0533, B10 = 0:01,
B20 = 0. This verifies that the selected D(s) and K ensure that the L1 norm
condition in (3.26) holds.
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Figure 3.9: y(t), ym(t) and r(t) for step references r(t) = [0:3u(t) 0:6u(t 7)+
0:3u(t  14) 0:3u(t  10)  0:6u(t  17)+ 0:6(t  24)]> with uniform quantizer,
l = 0:05.
The projection bounds can be chosen conservatively as
^1(t) 2 [ 0:8661; 0:8661]1m ; ^1(t) 2 [ 5; 5]1m ;
^2(t) 2 [ 0:0533; 0:0533]1(n m); ^2(t) 2 [ 5; 5]1(n m);
!^11(t); !^22(t) 2 [0:25; 3] ; !^12(t); !^21(t) 2 [ 0:2; 0:2] ;
where 1r 2 Rr represents the vector with all elements being 1. With this design,
the closed-loop performance is shown in Figure 3.9. The L1 controller drives the
closed-loop system response close to the desired system response ym(t), as stated
in the control objective.
Now consider another plant, where f is the following (unknown) nonlinear
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function:
f(x; z; t)=Ax(t)+
264
1
3
x>x+ tanh(1
2
x1)x1 + z
1
2
sech(x2)x2 15x23 12(1 e 0:3t)+12z
 x3 cos(t) + z2
375;
A =
264 0:2  0:2  0:30:1  0:4 0:3
 0:1 0  0:9
375 :
The internal unmodeled dynamics are given by
_xz1(t) =xz2(t)
_xz2(t) =  xz1(t) + 0:8
 
1  x2z1(t)

xz2(t) ;
z(t) =0:1 (xz1(t)  xz2(t)) + zu(t)
zu(s) =
 s+ 1
s2
0:12
+ 0:8s
0:1
+ 1
h
1  2 1
i
x(s) ;
with [xz1(0) xz2(0)] = [xz10 xz20 ].
We choose conservatively L1x = L2x = 40 and B10 = B20 = 5, and let the
other parameters be defined as in the previous case. The projection bounds can be
chosen as
^1(t) 2 [ 40; 40]1m ; ^1(t) 2 [ 5; 5]1m;
^2(t) 2 [ 40; 40]1(n m) ; ^2(t) 2 [ 5; 5]1(n m);
!^11(t); !^22(t) 2 [0:25; 3] ; !^12(t); !^21(t) 2 [ 0:2; 0:2];
where 1r 2 Rr is the vector with all elements being 1.
The next two figures show the system performance with logarithmic quantiza-
tion.
Plots in Figure 3.10 show the cases where the reference signal is the sum of step
functions. In both cases, the reference signal has different amplitudes in different
channels, and the system output tracks the desired signal. When the quantization
is coarse, the tracking error is larger. When the quantization is sufficiently dense,
the tracking error is reduced and is close to the case without quantization.
Figure 3.11 shows the performance of L1 adaptive controller in the presence
of unmodeled dynamics and unmatched uncertainties. We compare the case using
42
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Figure 3.10: y(t), ym(t) and r(t) for step references r(t) = [u(t)   2u(t   7) +
u(t 14) u(t 10) 2u(t 17)+u(t 24)]> with logarithmic quantizer,  = 0:99
and  = 0:95, respectively.
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Figure 3.11: Performance of L1 controller with logarithmic quantization ( =
0:99) and step reference.
theL1 adaptive controller (solid line) with the case without the compensation term
(^2m(t) in (3.33)) for the unmatched uncertainty in the control law (dashed line).
Without this term, the system output significantly deviates from the ideal response
to the step reference. This demonstrates the significance of the compensation
term.
These figures also show the tracking of different steps. For different amplitudes
of steps, the controller provides scaled control signals and scaled system outputs,
per (3.47), consistently with the properties of L1 adaptive control theory.
Figure 3.12 shows the system response to sinusoidal reference signals. For
uniform quantization, the results are similar, as shown in Figure 3.13.
Further, we vary the unmodeled dynamics and the nonlinear function f. For
instance, in Figure 3.14, we show the simulation results with the following param-
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(a)  = 0:99
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(b)  = 0:9
Figure 3.12: y(t), ym(t) and r(t) for sinusoidal references r(t) =
[0:5 sin(
3
t) 0:2 + 0:8 cos(
6
t)]> and logarithmic quantizer.
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Figure 3.13: y(t), ym(t) and r(t) for uniform quantizer (l = 0:05), with step
references and sinusoidal references, respectively.
eters:
A =
264 0:1  0:4 0:5 0:5 0:5 0
 0:2 0:3 0:5
375 ; ! = " 0:8  0:1
0:1 0:8
#
;
where the internal unmodeled dynamics are given by
_xz1(t) =10 (xz2(t)  xz1(t))
_xz2(t) =xz1(t) (28  xz3(t))  xz2(t)
_xz3(t) =xz1(t)xz2(t)  83xz3(t)
z(t) = 1
300
(xz1(t) + xz2(t) + xz3(t)) : (3.61)
Similar to Figure 3.11, where we consider the case without the compensation
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Figure 3.14: Performance of L1 controller with uniform quantizer (l = 0:05) and
step reference.
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Figure 3.15: y(t), ym(t) and r(t) for uniform quantizer where l = 0:05, with the
nonlinear function f1 and f2, respectively.
for the unmatched uncertainty (dashed line). In this case of uncertainties, the
system becomes unstable.
In the two plots in Figure 3.15, the nonlinear function f(x; z; t) in the model
is replaced respectively by
f1(x; z; t) = Ax(t) +
264 tanh(x1)x1sech(x2)x2
 x3 cos(12t) + z2
375 ;
f2(x; z; t) = Ax(t) +
264 x
3
3
z2 + z
sin x1 cos(x
2
2)
375 ;
while all other parameters are the same as in Figure 3.10.
Figures 3.14 and 3.15 show the cases with different internal unmodeled dynam-
ics and nonlinear functions. The L1 adaptive controller ensures that the system
output tracks the desired signal closely and smoothly. We note that in all these
45
cases we have not redesigned or retuned the L1 adaptive controller.
3.10 Control and communication synthesis
In this chapter, we have seen input-quantized uncertain systems, the L1 adaptive
controller for quantized systems, and the closed-loop system performance. As
shown in Sections 3.4 and 3.8, two critical parameters govern the performance
bounds: one is the adaptation rate  , while the other is the quantization density.
With the explicit performance bounds in mind, given the dynamics of a plant and
required error envelope, the performance analysis will in turn guide the design
of adaptation rate and quantization density. Thus, the controller parameter and
coding schemes are determined.
For example, consider the system in (3.4) with parameters in (3.21) and uniform
quantization with interval length l. The closed-loop performance bounds are given
by
kexkL1  xu; keukL1  uu;
where
xu =
1
2
l
 I G(s)> 1H(s)
L1
+ k(I G(s)>) 1[G(s)> + (C(s)  1)I]kL1
s
2max
min(P ) 
;
uu =
C(s) 1
c>o H(s)
c>o

L1
s
2max
min(P ) 
+ kC(s)>kL1xu +
1
2
l :
Compute the L1 norms of the transfer functions: I G(s)> 1H(s)
L1
= 1:0777;
k(I G(s)>) 1[G(s)> + (C(s)  1)I]kL1 = 1:1299;C(s) 1
c>o H(s)
c>o

L1
= 320:9;
kC(s)>kL1 = 8:5:
Thus, if the closed-loop system state and control are required to stay within 1,
46
2 around the reference system state and control, respectively, the adaptation
rate   and the quantization interval length l need to satisfy
0:5389l +
47:4338p
 
 1; 5:0803l + 1:38 10
 4
p
 
 2:
We can visualize the performance with respect to the parameters in Figure
3.16a. For example, if the requirement for the state tracking error is 1 = 1,
we see that the parameters selection should be within the upper left corner inside
the contour of value 1. One conservative selection could be l = 0:5,   = 5 103,
and by Theorem 1 the corresponding quantization and control are guaranteed to
lead the closed-loop system to satisfy the performance requirement.
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Figure 3.16: Performance dependence on adaptation rate and input quantization.
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CHAPTER 4
STATE FEEDBACK CONTROL FOR
STATE-QUANTIZED SYSTEMS
“Knowledge of the self is the mother of all knowledge.” –Khalil Gibran
This chapter studies uncertain systems with both state and input quantization.
One scenario is a networked control system, where the plant and the controller
are connected through a communication network, as shown in Figure 4.1. Specif-
ically, we analyze the quantization effect of the system. To communicate over the
network, the state is quantized and sent over the network to the controller. At the
other end, the generated control is preprocessed, quantized, and sent to control the
plant.
Adaptive Law
Plant
Preprocessor
Quantization
State Predictor
Control Law
Controller
Quantization
Communication Network
Figure 4.1: Quantized system with L1 adaptive controller.
For the plant dynamics, we consider two cases, the first part in this chapter is
devoted to linear systems with matched uncertainties, while the second half is on
more general nonlinear systems with unmatched uncertainties.
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4.1 State-quantized systems with matched
uncertainties
The first part of this chapter comprised of this and next three sections considers
the plant dynamics given by
_x(t) =Amx(t) + b
  >x(t) + uq(t) ; x(0) = x0 ;
y(t) =c>x(t) ;
xq(t) =Qx(x(t)) ; uq(t) = Qu(uqin(t)) ; (4.1)
whereAm is a known nnHurwitz matrix, b; c 2 Rn are known constant vectors,
 2 Rn is an unknown constant vector, x(t) 2 Rn is the system state vector
(measured), y(t) 2 R is the regulated output, uqin(t) is the designed control signal,
andQx() andQu() are the quantization functions for state and input respectively.
Assumption 7 The unknown parameter  belongs to a given compact convex set
B,  2 B: Let 1max , max2B kk1.
The objective is to design an adaptive controller that would compensate for the
uncertainties in the system and ensure analytically quantifiable uniform transient
and steady-state performance bounds in the presence of both input and state quan-
tization.
4.2 Control design
In this section we present the L1 adaptive controller for the system in (4.1). In
this case, the state predictor, the adaptive law and the control law make use of
only quantized-states instead of the real values. The state predictor is adjusted to
incorporate the quantization and maintain a structure similar to that of the plant.
We consider the following state predictor:
_^x(t) =Amx^(t) + b( ^>(t)xq(t) + uq(t))
y^(t) =c>x^(t) ; x^(0) = x0 ; (4.2)
where x^(t) 2 Rn, y^(t) 2 R are the state and the output of the state predictor and
^(t) 2 Rn is an estimate of the parameter . The projection-type adaptive law for
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^(t) is given by
_^
(t) =  Proj(^(t); xq(t)~x
>
q (t)Pb); ^(0) = ^0; (4.3)
where ~xq(t) , x^(t)   xq(t) is the error between prediction and quantized state,
  > 0 is the adaptation rate, Proj(; ) denotes the projection operator (Definition
3), which ensures that ^(t) 2 B for all t  0, and P = P> > 0 solves the
algebraic Lyapunov equation A>mP + PAm =  Q for some symmetric Q > 0.
The control signal is defined by
u(s) = C(s) (^q(s) + kgr(s)) ; uqin(t) = f(u(t)); (4.4)
where kg , 1=(c>H(0)), H(s) , (sI  Am) 1b, ^q(t) , ^>(t)xq(t), uqin(t) is a
modified control signal, and the function f is selected according to an appropriate
quantization method, while C(s) is a BIBO stable and strictly proper transfer
function with DC gain C(0) = 1, and its state-space realization assumes zero
initialization. Let
G(s) , H(s)(C(s)  1) : (4.5)
The L1 adaptive controller consists of (4.2) - (4.4), with C(s) verifying the fol-
lowing upper bound for the L1 norm of G(s)
 , kG(s)kL11max < 1: (4.6)
4.3 Performance analysis
4.3.1 Stability of reference system
In order to compare the closed-loop system performance, we use the reference
system introduced in (3.10) and (3.11), whose stability is established in Lemma
12.
By Lemma 12, the two transfer functions (I G(s)>) 1 and (I G(s)>) 1G(s)
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are BIBO stable. Let
xr , kgk(I G(s)>) 1H(s)C(s)kL1krkL1
+ k(I G(s)>) 1kL1k(sI  Am) 1x0kL1 ;
ur , kC(s)>kL1xr + kgkrkL1 ;
and the bounds in (3.13) and (3.14) can be written as
kxrefkL1  xr ; kurefkL1  ur ; (4.7)
4.3.2 Prediction error
Let ~x(t) , x^(t)   x(t), and ~(t) , ^(t)   . From (4.1) and (4.2), we have the
prediction error dynamics
_~x(t) = Am~x(t) + b
 
>x(t)  ^>(t)xq(t)

; ~x(0) = 0 : (4.8)
Consider the Lyapunov function
V (t) = ~x>(t)P ~x(t) + ~(t)>  1~(t);
where P and   are defined in (4.3). Take the derivative of V (t) and substitute
(4.8) into _V (t) to get
_V (t) =~x(t)>A>mP ~x(t) + ~x(t)
>PAm~x(t)
  2~x(t)>Pb~(t)>xq(t)  2~x(t)>Pb>xqe(t) + 2~>  1 _~ ;
Note that
~x(t) = x^(t)  x(t) = x^(t)  xq(t) + xq(t)  x(t) = ~xq(t) + xqe(t);
where xqe(t) = xq(t) x(t) is the quantization error of the system state and ~xq(t)
is defined in (4.3). Then the derivative of V (t) can be written as
_V (t) =~x(t)>A>mP ~x(t) + ~x(t)
>PAm~x(t)  2~xq(t)>Pb~(t)>xq(t)
+ 2~>  1 _~   2xqe(t)>Pb~(t)>xq(t)  2~x(t)>Pb>xqe(t) :
51
The design of adaptive law in (4.3) ensures that
_V (t)   ~x(t)>Q~x(t)  2xqe(t)>Pb~(t)>xq(t)  2~x(t)>Pb>xqe(t) ; (4.9)
where 1max is defined in Assumption 9, ~1max , maxa2B .
Following the Lyapunov analysis and the bounds on the quantization errors we
have the following lemma.
Lemma 9 For the system in (4.1) and the controller defined by (4.4), if kxtkL1 
x and the state quantization is the hysteresis quantization with quantization in-
terval length dx, we have the following bound
k~xtkL1  max
(s
2max
min(P ) 
; c~xhu(dx; x)
)
; (4.10)
c~xhu(dx; x) ,
kPbk21maxdx +
p
chu(dx; x)
2min(Q)
; (4.11)
chu(dx; x) , (kPbk21maxdx)2 + 4min(Q)dxkPbk1~1max

x +
1
2
dx

;
(4.12)
where 1max is given in Assumption 9, 2max , 4maxa2B kk22.
4.3.3 Performance bounds
Let the error signals be defined by
ex(t) = x(t)  xref(t) ; eu(t) = uq(t)  uref(t) : (4.13)
Let xhu > 0 be an arbitrary positive number, and let
xhu = xr + xhu ; (4.14)
xhu = xohu + xqhu +  ; (4.15)
xohu = k(I G(s)>) 1[G(s)>+(C(s)  1)I+ I]kL1
max
nq
2max
min(P ) 
; c~xhu(dx; xhu)
o
;
xqhu =
1
2
k(I G(s)>) 1H(s)kL1du ;
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where  > 0 is a small positive number, c~xhu(dx; xhu) is defined in (4.11), and dx
and du are the quantization interval lengths of the hysteresis quantization on x and
u, respectively. If   is sufficiently large, and dx and du are sufficiently small, such
that xhu = xohu + xqhu +  < xhu, the error ex(t) is strictly upper bounded by
kex0tkL1 < xhu < xhu :
Similarly, let
uhu = ur + uhu ; (4.16)
where
uhu = kC(s)>kL1xhu +
C(s) 1
c>o H(s)
c>o

L1max
nr
2max
min(P ) 
; c~xhu(dx; xhu)
o
:
(4.17)
Theorem 6 Consider the system in (4.1) and the controller in (4.4). In the case of
hysteresis quantization, if the quantization interval lengths are dx and du for the
state and the input, respectively, then the tracking errors are upper bounded by
kx  xrefkL1  xhu ; ku  urefkL1  uhu ; (4.18)
kxkL1  xhu; kukL1  uhu ;
where xhu, xhu, uhu, uhu are given by (4.14), (4.15), (4.16) and (4.17).
Proof. See Appendix B.6.
4.4 Simulation
Consider the system in (4.1) with
Am =
"
0 1
 1  1:4
#
; b =
"
0
1
#
; c =
"
1
0
#
; x0 =
"
1
1
#
;  =
"
4
 4:5
#
;
and let B = f1 2 [ 10; 10]; 2 2 [ 10; 10]g, which gives 1max = 20. Let
C(s) = !
s+!
, where ! = 50, and let the adaptation rate be   = 106.
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We now show the performance of L1 adaptive controller with hysteresis quan-
tization under different reference signals without any retuning of the controller.
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Figure 4.2: y(t) and u(t) with step references r(t) = 2.
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Figure 4.3: y(t) and u(t) with dx = 0:01, du = 0:02 and step references r(t) =
2 ; 5 ; 10.
First, we see that with hysteresis quantization for both state and input signals
the system output y(t) tracks the reference signal r(t). Figure 4.2a shows the
output of the system with uniform quantization, tracking a step reference signal.
In both cases, the designedL1 controller leads to desired performance in the whole
time span, as guaranteed by the uniform transient performance bounds derived in
Section 4.3.
Second, the comparison of Figures 4.2a and 4.2b shows the effect of quantiza-
tion density on the system performance. In Figure 4.2a, a small tracking error is
visible between y(t) and r(t). In the latter case in Figure 4.2b, where the quan-
tization interval lengths are reduced to 1
10
of the former values, the quantization
becomes finer. The output y(t) almost coincides with r(t). This shows that the
performance bound decreases as the quantization density increases.
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Next, we show the scaled response of the closed-loop system to different ref-
erence signals. Figures 4.3a and 4.3b show the performance of the system output
y(t) and the input u(t) in the case of uniform quantization with quantization inter-
vals dx = 0:01, du = 0:02 and step references r = 2 ; 5 ; 10. We note that it leads
to scaled control inputs and system outputs for scaled reference inputs.
We finally notice that we do not redesign or retune the L1 controller in these
simulations, from one reference input to another, or from one quantizer to the
other.
4.5 State-quantized systems with unmatched
uncertainties
In this and the next three sections, we consider the system dynamics described by:
_x(t) = Amx(t) +Bm!uq(t) + f(x(t); z(t); t) ; x(0) = x0 ; (4.19a)
_xz(t) = g (xz(t); x(t); t) ; xz(0) = xz0 ; (4.19b)
z(t) = go (xz(t); t) ; (4.19c)
y(t) = Cx(t) ; (4.19d)
uq(t) = Qu(u(t)) ; (4.19e)
xq(t) = Qx(x(t)) (4.19f)
where x(t) 2 Rn is the system state vector; uq(t) 2 Rm (n  m) is the quan-
tized control signal; y(t) 2 Rm is the regulated output; Am is a known Hurwitz
n  n matrix; Bm 2 Rnm and C 2 Rmn are known constant matrices, with
rank(Bm) = m; ! 2 Rmm is the unknown high-frequency gain matrix; z(t) and
xz(t) are the output and the state vector of internal unmodeled dynamics, defined
in (4.19b) and (4.19c), respectively; f() go(), and g() are unknown nonlinear
functions, Lipschitz continuous in x, z, xz, respectively, and continuous in t; u(t)
is the designed control signal; xq is the quantized state used by the controller as
feedback signal; and Qu() and Qx() are the input and state quantization func-
tions, respectively (Quantization schemes introduced in Section 2.3 and Section
2.4.). The initial condition x0 is assumed to be inside a known set, specifically
kx0k1  0 with known 0 > 0.
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State equation (4.19a) can be rewritten as
_x(t) =Amx(t) +Bm (!uq(t) + f1(x(t); z(t); t)) +Bumf2(x(t); z(t); t) ;
x(0) =x0 ; (4.20)
where Bum 2 Rn(n m) is a constant matrix such that
B>mBum = 0; rank([Bm Bum ]) = n;
and f1(), f2() are unknown nonlinear functions such that"
f1(x(t); z(t); t)
f2(x(t); z(t); t)
#
=
h
Bm Bum
i 1
f(x(t); z(t); t) :
Here f1() represents the matched part of the uncertain function f(), whereas
Bumf2() represents the unmatched part (cross-coupling dynamics).
Assume that Assumptions 2-6 hold. Given a piecewise continuous, bounded
reference signal r(t), the control objective is to design an adaptive state feedback
controller for the quantized system to ensure that y(t) tracks the output response
ym(t) of the following system:
M(s) , C (sI  Am) 1BmKg(s);
both in transient and steady-state, where Kg(s) is a feedforward prefilter.
4.6 Control design
State predictor: We consider the following state predictor
_^x(t) =Amx^(t) +Bm(!^(t)uq(t) + ^1(t)kxqtkL1 + ^1(t))
+Bum(^2(t)kxqtkL1 + ^2(t)); x^(0) = x0; (4.21)
where !^(t) 2 Rmm, ^1(t) 2 Rm, ^1(t) 2 Rm, ^2(t) 2 Rn m, and ^2(t) 2 Rn m
are the adaptive estimates.
Adaptive laws: The adaptation laws for !^(t), ^1(t), ^1(t), ^2(t), and ^2(t) are
defined as
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_^!(t) =  Proj(!^(t); (~x>q (t)PBm)>u>q (t));
_^
1(t) =  Proj(^1(t); (~x>q (t)PBm)>kxqtkL1);
_^
2(t) =  Proj(^2(t); (~x>q (t)PBum)>kxqtkL1);
_^1(t) =  Proj(^1(t); (~x>q (t)PBm)>); (4.22)
_^2(t) =  Proj(^2(t); (~x>(t)PBum)>);
where !^(0) = !^0, ^i(0) = ^i0 , ^i(0) = ^i0 , i = 1; 2; ~xq(t) = x^(t) xq(t);   2 R+
is the adaptation gain; P = P> > 0 is the solution to the algebraic Lyapunov
equationA>mP+PAm =  Q,Q = Q> > 0; and the projection operator Proj(; )
is given in Definition 3 in the Appendix. The projection operator ensures that
!^(t) 2 
, k^i(t)k1  bi , k^i(t)k1  bi , i = 1; 2, for all t > 0, where bi and
bi depend on the bounds of x in different cases (defined in (3.36)).
Control law: We first design the control signal u(t), and the input for the
quantization uqin(t) is designed according to different types of quantizers. The
control law is generated by
u(t) =  KD(s)^q(s) ; (4.23)
where ^q(s) is the Laplace transform of the signal
^q(t) = !^(t)u(t) + ^1q(t) + ^2mq(t)  rg(t) ; (4.24)
with rg(s) = Kg(s)r(s), ^2mq(s) = H 1m (s)Hum(s)^2q(s), the transfer functions
are defined by Hxm(s) , (sIn   Am) 1Bm, Hxum(s) , (sIn   Am) 1Bum ,
Hm(s) , CHxm(s) = C(sIn   Am) 1Bm, Hum(s) , CHxum(s) = C(sIn  
Am)
 1Bum , and ^1q(t) and ^2q(t) are defined by
^iq(t) = ^i(t)kxqtkL1 + ^i(t); i = 1; 2:
The design of the control law (4.23) involves a strictly proper m m transfer
matrix D(s) and a matrix gain K 2 Rmm, which lead to a strictly proper stable
transfer matrix
C(s) , !K (Im +D(s)!K) 1D(s) (4.25)
with DC gainC(0) = Im. The choice ofD(s) needs to ensure also thatC(s)H 1m (s)
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is a proper stable transfer matrix. For a particular class of systems, a possible
choice for D(s) might be D(s) = 1
s
Im, which yields a strictly proper C(s) of the
form C(s) = !K (sIm + !K) 1 ; with the condition that the choice of K must
ensure that  !K is Hurwitz.
For proofs of stability and performance bounds, the choices ofD(s) andK also
need to ensure that there exists xr > 0, such that
kGm(s)kL1 + kGum(s)kL1`0
 xr   kHxm(s)C(s)Kg(s)kL1krkL1   ks(sI  Am)
 1kL10
L1xrxr +B0
; (4.26)
where
Gm(s) , Hxm(s)(Im  C(s)); Gum(s) , (In  Hxm(s)C(s)H 1m (s)C)Hxum(s);
`0 , L2xr=L1xr , B0 , maxfB10; B20`0 g, Kg(s) is the proper stable feedforward
prefilter, L1xr and L2xr are defined by
Li ,


dfxi(); 8 > 0;  , maxf + x; Lz( + x) +Bzg ; (4.27)
and x > 0 is an arbitrary, small constant.
For the analysis results in the following section to hold, the inequality in (4.26)
is only a sufficient condition and is required only for the real !. However, since !
is unknown, (4.26) cannot be used to guide the filter design. More conservatively,
we can make the choices of D(s) and K to ensure that for all ! 2 
 there exists
a constant xr > 0, such that (4.26) holds.
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4.7 Performance analysis
4.7.1 Prediction error
We see that if the bounds in (3.35) hold, then Lemma 5 implies that the system in
(4.20) can be rewritten over  2 [0; t] as
_x() =Amx() +Bm (!uq() + 1()kxkL1 + 1())
+Bum (2()kxkL1 + 2()) ;
y() =Cx() ; x(0) = x0 ; (4.28)
where 1(), 1(), 2(), and 2() are unknown bounded time-varying signals
with bounded derivatives. Let the prediction error be ~x(t) , x^(t)   x(t). The
prediction error dynamics can be obtained by comparing (4.28) and (4.21)
_~x(t) =Am~x(t) +Bm

~!(t)uq(t) + ^1(t)kxqtkL1   1(t)kxtkL1 + ~1(t)

+Bum

^2(t)kxqtkL1   2(t)kxtkL1 + ~2(t)

; ~x(0) = 0: (4.29)
Lemma 10 Given the system in (4.20) and the L1 adaptive controller defined by
(4.21), (4.22), and (4.23) subject to the L1-norm condition in (4.26), if the state
quantization is of uniform type with interval length dx, and the state and input are
bounded by
kxtkL1  x; kutkL1  u; (4.30)
then we have
k~xtkL1 
s
hu(dx; )
min(P )
;
where hu(dx; ) is defined by
hu(dx; ) ,
4
 
 
!F max +m
2
b1
+m2b1 + (n m)2b2 + (n m)2b2

+ max(P )~x
2
hu(dx; ); (4.31)
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~xhu(dx; ) =
c1(dx) +
q
c21(dx) + 4min(Q)
 
c2(dx) +
c3
 

2min(Q)
:
c1(dx) =
 
mkPBmk2b1 + (n m)kPBumk2b2

dx;
c2(dx) =m~!1maxkPBmk1dx(1
2
du + u)
+ 2 (mkPBmk1b1 + (n m)kPBumk1b2) (x +
1
2
dx)dx
+ 2 (mkPBmk1b1 + (n m)kPBumk1b2) dx;
c3 =4 (mb1d1 +mb1d1 + (n m)b2d2 + (n m)b2d2) :
Proof. See Section B.7 in Appendix B.
Remark 19 Note that in the definition of hu(dx; ) in (4.31), c1(dx) is a linear
function of dx, c2(dx) is a monotonically increasing function of dx, and c3 is a
constant dependent on system parameters. Hence, hu(dx; ) is monotonically
increasing in dx, and monotonically decreasing in  , limdx!0; !1 hu(dx; ) = 0.
We see that one can improve the state quantization or increase the adaptation rate
to systematically decrease the prediction error.
Lemma 11 Given the system in (4.20) and the L1 adaptive controller defined by
(4.21), (4.22), and (4.23), subject to the L1-norm condition in (4.26), if the state
and input quantization is of logarithmic type with density and hysteresis factor
qx, phx, qu, phu, respectively, and the state and input are bounded by
kxtkL1  x; kutkL1  u; (4.32)
then we have
k~xtkL1 
s
hl(ex; eu; )
min(P )
;
60
where hl(ex; eu; ) is defined by
hl(ex; eu; ) ,
4
 
 
!F max +m
2
b1
+m2b1 + (n m)2b2 + (n m)2b2

+ max(P )~x
2
hl(ex; eu; )
ex =
qx + phx(1 + qx)
qx   phx(1  qx) ; eu =
qu + phu(1 + qu)
qu   phu(1  qu) ;
~xhl(ex; eu; ) =
c4(ex) +
q
c24(ex) + 4min(Q)
 
c5(ex; eu; x) +
c3
 

2min(Q)
;
c4(ex) = 2 (mb1kPBmk2 + (n m)b2kPBumk2) exx;
c5(ex; eu; x) = 2mkPBmk1~!1maxexx(1 + eu)u + 4mkPBmk1b1ex(1 + ex)2x
+ 4mkPBmk1b1exx + 4(n m)kPBmk1b2ex(1 + ex)2x
+ 4(n m)kPBmk1b2exx:
Proof. The proof is similar to Lemma 10 and is thus omitted. 
Remark 20 The prediction error bound in Lemma 11 involves the quantity hl
(ex; eu; ), where c4(ex) and c5(ex; eu; x) are monotonically increasing func-
tions of ex, and c6 is a constant determined by system parameters. Hence, hl(ex;
eu; ) is monotonically increasing in ex, and monotonically decreasing in  ,
lim
ex!0; !1
hl(ex; eu; ) = 0:
Thus the prediction error can be systematically reduced by improving the state
quantization or increasing the adaptation rate.
4.7.2 Transient and steady-state performance
For analyzing the closed-loop performance, we consider the theoretical reference
system with full knowledge of the uncertainties introduced in (3.34) in Section
3.8.1. The stability of the reference system is established in Lemma 4.
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Hysteresis uniform quantization
We have seen that the reference system is BIBO stable. Now we show that using
the L1 adaptive control, the response of the closed-loop system is close to that
of the reference system, and the state and input signals can be bounded by some
constants defined as
xhu , xr + xhu ; (4.33)
xhu , xohu + xqhu + ; (4.34)
xohu ,
kHxm(s)C(s)H 1m (s)CkL1
1  kGm(s)kL1L1xr   kGum(s)kL1L2xr
0hu ;
xqhu ,
kHxm(s)!kL1 + kHxm(s)C(s)kL1 ~!1max
1  kGm(s)kL1L1xr   kGum(s)kL1L2xr
1
2
du;
where xhu is an arbitrary, small positive constant, and 0hu , du and  are small
positive constants such that xhu < xhu . Let
uhu ,ur + uhu ; (4.35)
uhu ,
 k! 1C(s)kL1L1xr + k! 1C(s)H 1m (s)Hum(s)kL1L2xr  xhu
+ k! 1C(s)H 1m (s)CkL10hu + k! 1C(s)kL1 ~!1max
1
2
du: (4.36)
The performance results are summarized in the following theorem.
Theorem 7 Consider the closed-loop system with uniform quantization (2.6) and
the L1 adaptive controller defined by (4.21)-(4.23), subject to the L1-norm condi-
tion in (4.26). If the adaptation rate   and the quantization interval length dx are
selected such that
q
hu(dx; )
min(P )
< 0hu , and the initial condition kx0k1  xr , then
we have the performance bounds
kxrefkL1  xr ; kurefkL1  ur ; kxkL1  xhu ; (4.37)
kukL1  uhu ; k~xkL1 < 0hu ; kx  xrefkL1 < xhu ;
ku  urefkL1 < uhu ; ky   yrefkL1 < kCk1xhu ;
where xhu and uhu were defined in (4.33) and (4.35) respectively.
Proof. See Section B.8 in Appendix B.
Remark 21 Recall that the prediction error bound
q
hu(dx; )
min(P )
can be systemati-
cally reduced by improving the state quantization (reducing the quantization in-
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terval length dx) or increasing the adaptation rate, as stated by Remark 19, and
limdx!0; !1 hu(dx; ) = 0. Thus for any 0hu > 0, there always exists dx > 0,
  > 0, such that
q
hu(dx; )
min(P )
< 0hu .
Remark 22 The performance bounds in (4.37) consist of two terms, one of which
depends linearly upon du, representing the quantization interval length for the
uniform input quantization, while the other is determined by the state quantiza-
tion parameter dx and the adaptation rate  . In the limiting case, when dx goes to
zero, the closed-loop system reduces to the input quantization case, and the per-
formance bounds reduce to the ones in [40]. When dx and du decrease to zero and
there is no quantization, the corresponding term vanishes, and the performance
bounds reduce to the classical ones in Theorem 1 in [20], as to be expected.
Hysteresis logarithmic quantization
In the case of hysteresis logarithmic quantization, similarly, we show that the
response of the closed-loop system with the L1 adaptive control is close to that
of the reference system, and the state and input signals can be bounded by the
following constants
xhl , xr + xhl ; (4.38)
xhl , xohl + xqhl + ; (4.39)
xohl ,
cep(eu)0hl
1  kGm(s)kL1L1xr   kGum(s)kL1L2xr   cex(eu)eu
xqhl ,
ceu(eu)ureu
1  kGm(s)kL1L1xr   kGum(s)kL1L2xr   cex(eu)eu
;
where xhl is an arbitrary, small positive constant, and 0hl , eu and  are small
positive constants such that xhl < xhl . Let
uhl ,ur + uhl ; (4.40)
uhl ,cdx(eu)xhl +
k! 1C(s)H 1m (s)CkL1
1  k! 1C(s)kL1 ~!1maxeu
0hl
+
k! 1C(s)kL1 ~!1max
1  k! 1C(s)kL1 ~!1maxeu
ureu; (4.41)
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and the coefficients are given by
cex(eu) , cedcdx(eu);
ced , (kHxm(s)!kL1 + kHxm(s)C(s)kL1 ~!1max) ;
cdx(eu) ,
k! 1C(s)kL1L1xr + k! 1C(s)H 1m (s)Hum(s)kL1L2xr
1  k! 1C(s)kL1 ~!1maxeu
cep(eu) , kHxm(s)C(s)H 1m (s)CkL1 + cep2eu;
cep2(eu) , ced
k! 1C(s)H 1m (s)CkL1
1  k! 1C(s)kL1 ~!1maxeu
;
ceu(eu) ,
ced
1  k! 1C(s)kL1 ~!1maxeu
:
The performance results are summarized in the following theorem.
Theorem 8 Consider the closed-loop system with hysteresis logarithmic quan-
tization, and the L1 adaptive controller defined by (4.21)-(4.23), subject to the
L1-norm condition in (4.26). If the adaptation rate   and the quantization den-
sity ex are selected such that
q
hl(ex;eu; )
min(P )
< 0hl , and the initial condition
kx0k1  xr , then we have the performance bounds
kxrefkL1  xr ; kurefkL1  ur ; kxkL1  xhl ; (4.42)
kuqkL1  uhl ; k~xkL1 < 0hl ; kx  xrefkL1 < xhl ;
kuq   urefkL1 < uhl ; ky   yrefkL1 < kCk1xhl ;
where xhl and uhl were defined in (4.39) and (4.41) respectively.
Proof. See Section B.9 in Appendix B.
Remark 23 As introduced in Sections 4.6 and 3.8.1, xr characterizes the pos-
itive invariant sets for the state of the closed-loop reference system, while xhu
and xhl characterize the positive invariant sets for the state of the closed-loop
adaptive system with uniform and logarithmic quantization, respectively. We no-
tice that, since xhu and xhl can be set to be arbitrarily small, xhu and xhl can
approximate xr arbitrarily closely in both cases.
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4.8 Simulations
Consider the system
_x(t) =Amx(t) +Bm!uq(t) + f(x(t); z(t); t) ;
y(t) =Cx(t) ; uq(t) = Qhunif(u(t)) ; x(0) = [0 0 0]
>;
where
Am =
264  1 0 00 0 1
0  1  1:8
375 ; Bm =
264 1 00 0
1 1
375 ; (4.43)
C =
"
1 0 0
0 1 0
#
; ! =
"
1  0:2
 0:2 1:1
#
; (4.44)
while ! 2 R22 is assumed to be within the convex set 
 = f!j! = !>; !11 2
[1; 1:3]; !12 2 [ 0:2; 0:1]; !22 2 [1; 1:3]g: The (unknown) nonlinear function f
is given by
f(x; z; t) =
264 0:033x
>x+ 0:1 tanh(1
2
x1)x1 + 0:1z
2
 0:015x23   0:01(1  e 0:3t) + 0:05z
 0:1x3 cos(t) + 0:1z2
375 :
The internal unmodeled dynamics are given by
_xz1(t) =xz2(t)
_xz2(t) =  0:3 sin xz1(t)  0:7xz2(t) ;
z(t) =0:25 (xz1(t)  xz2(t)) + zu(t)
zu(s) =
 s+ 1
s2
0:12
+ 0:8s
0:1
+ 1
h
1
5
  1
10
1
5
i
x(s) ;
where [xz1(0) xz2(0)] = [ 0:1 0:1], Lz = 0:8465, Bz = 0:05.
In the implementation of the L1 controller, we set Q = I3,
  = 104; D(s)=
1
s( s
25
+ 1)( s
70
+ 1)( s
2
402
+ 1:8s
40
+ 1)
I2;
K=
"
8 0
0 8
#
; Kg(s)Kg= (CA 1m Bm) 1=
"
1 0
 1 1
#
:
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The projection bounds can be chosen conservatively as
^1(t) 2 [ 0:8661; 0:8661]1m ; ^1(t) 2 [ 5; 5]1m ;
^2(t) 2 [ 0:0533; 0:0533]1(n m); ^2(t) 2 [ 5; 5]1(n m);
!^11(t); !^22(t) 2 [0:25; 3] ; !^12(t); !^21(t) 2 [ 0:2; 0:2] ;
where 1r 2 Rr represents the vector with all elements being 1.
First we show that in the presence of nonlinearity and quantization, the L1
adaptive controller drives the closed-loop system response to follow the reference
system response yref(t), as shown in Figure 4.4 and 4.5. These figures also show
the scaled response of the closed-loop system to scaled reference steps. For differ-
ent amplitudes of steps, the controller provides scaled control signals and scaled
system outputs, which is consistent with the properties of L1 adaptive control the-
ory ( [20]).
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Figure 4.4: Output and control signals for step references with uniform quantiza-
tion, du = 0:1, dx = 0:05.
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Figure 4.5: Output and control signals for step references with uniform quantiza-
tion, du = 0:1, dx = 0:05.
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Second we show the quantization effect in the closed-loop system. As shown
in Figures 4.4 and 4.6, the system output tracks the reference signal in both cases.
When the quantization is coarser, the tracking error is larger. In Figure 4.6, the
quantization effect is obvious while the system maintains acceptable performance.
When the quantization is sufficiently dense, the quantization effect in the perfor-
mance (Remark 22) tracking error is smaller. In Figure 4.6, the deviation is almost
invisible and the system response is close to the case without quantization.
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Figure 4.6: Output and control signals for step references with uniform quantiza-
tion, du = 0:2, dx = 0:05.
Further we see that the effects of state and control quantization schemes on
the system performance have ‘waterbed-like’ effect. To maintain required perfor-
mance for a system with both state and control quantization, if one quantization
gets coarser, the other one has to be finer, and vice versa. From Figure 4.4 to
Figure 4.6, the deviation gets more obvious as the input quantization interval en-
larges. When the state quantization is improved, the performance is retained as
in Figure 4.7. Recall that the performance bounds in Theorem 7 are determined
by dx, du and  , and better performance can be achieved by either improving the
state or the input quantization.
Figure 4.8 shows the system performance with logarithmic quantization.
In conclusion, we see that in different cases the L1 adaptive controller ensures
that the system output tracks the reference signal closely and smoothly. We note
that in all these cases we have not redesigned or retuned theL1 adaptive controller.
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Figure 4.7: Output and control signals for step references with uniform quantiza-
tion, du = 0:2, dx = 0:01.
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Figure 4.8: Output and control signals for sinusoidal references with logarithmic
quantization, u = 0:95, x = 0:99.
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CHAPTER 5
OUTPUT FEEDBACK CONTROL FOR
INPUT-QUANTIZED SYSTEMS
“There is an objective reality out there, but we view it through the
spectacles of our beliefs, attitudes, and values.” –David G. Myers
In this chapter, we consider input-quantized uncertain systems, their control
design and performance evaluation problems. Different from the previous two
chapters, the system states are not available. It is shown that the controller uses
the measured output information to estimate and compensate the uncertainties.
The closed-loop performance is guaranteed in the presence of input quantization.
At the end of the chapter, we present an application to a buck converter.
An input-quantized system is shown in Figure 5.1. The controller uses the out-
put feedback of the plant and generates the control signal u(t) for the quantization
block, and the quantization block generates uq(t) and provides it to the plant.
-uq(t) P
y(t)
C
uq(t)6
Q
Figure 5.1: System with quantized input.
5.1 Output feedback uncertain systems
Consider the following output feedback system:
y(s) =A(s)(uq(s) + d(s)); y(0) = 0; (5.1)
uq(t) =Q(uad(t));
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where uq(t) 2 R is the quantized control, y(t) 2 R is the system output, A(s) is
a strictly proper unknown transfer function, uad(t) is the designed control based
on output y(t), d(s) is the Laplace transform of the time-varying uncertainties
and disturbances d(t) = f(t; y(t)), while f is an unknown map, subject to the
following assumption.
Assumption 8 There exist constants L > 0 and L0 > 0, such that the inequalities
jf(t; y1)  f(t; y2)j  Ljy1   y2j; jf(t; y)j  Ljyj+ L0
hold uniformly in t  0.
We can rewrite the system as
y(s) =M(s)(uq(s) + (s)); y(0) = 0;
(s) ,(A(s) M(s))uq(s) + A(s)d(s)
M(s)
: (5.2)
In the case of hysteresis uniform quantization, the error can be bounded by a
constant
u(t) , uq(t)  uad(t); kukL1 
1
2
du; (5.3)
where du is the length of the quantization interval.
5.2 Control design
In this design for the output feedback case, the selection of C(s) and M(s) need
to ensure that H(s) is stable, and the following L1-norm condition
kG(s)kL1L < 1 (5.4)
holds, where
G(s) ,H(s)(1  C(s));
H(s) , A(s)M(s)
C(s)A(s) + (1  C(s))M(s) :
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We consider the following output predictor
_^x(t) =Amx^(t) + bmuq(t) + ^(t) ;
y^(t) =c>mx^(t) ; x^(0) = x0 ; (5.5)
where ^(t) 2 Rn is the vector of adaptive parameters.
Letting ~y(t) = y^(t)  y(t), the estimate ^(t) is updated by the following adap-
tation law
^(t) =^(iT ); t 2 [iT; (i+ 1)T )
^(iT ) =   1(T )(iT ) ; i = 0; 1; 2;    ; (5.6)
with (T ) and (iT ) defined by
(T ) =
Z T
0
eAm
 1(T )d ;
(iT ) =eAm
 1T11~y(iT ) ; i = 0; 1; 2;    :
 =
"
c>m
D
p
P
#
;
where P is the solution to the Lyapunov equation A>mP + PAm =  Q, for some
Q > 0, D is an (n  1) n matrix such that
D(c>m(
p
P ) 1)> = 0 ;
and  1 exists.
The control signal is defined as follows:
uad(s) = C(s)r(s)  C(s)
c>m(sI  Am) 1bm
c>m(sI  Am) 1^(s) ; (5.7)
where C(s) is a strictly proper low-pass filter with DC gain C(0) = 1.
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5.3 Performance analysis
5.3.1 Closed-loop reference system
Consider the following closed-loop reference system:
yref(s) =M(s)(uref(s) + ref(s))
uref(s) =C(s)(r(s)  ref(s)); (5.8)
where
ref(s) =
(A(s) M(s))uref(s) + A(s)dref(s)
M(s)
; (5.9)
dref(t) =f(t; yref(t)):
Lemma 12 If C(s) and M(s) verify the L1 condition in (5.4), the closed-loop
reference system in (5.8) is bounded input bounded output (BIBO) stable:
kyrefkL1  r ,
kH(s)C(s)kL1krkL1 + kG(s)kL1L0
1  kG(s)kL1L
:
5.3.2 Transient and steady-state performance
Let
 =kH1(s)kL1krkL1 + kH0(s)kL1(Lr + L0)
+
H1(s)
C(s)

L1
+ kH0(s)kL1
kH(s)kL1
1  kG(s)kL1L
L
1
2
du
+
H1(s)
M(s)

L1
+ kH0(s)kL1
kC(s)H(s)
M(s)
kL1
1  kG(s)kL1L
L

0;
where 0 > 0 is an arbitrary constant. Since H1(s) is BIBO stable and strictly
proper, kH1(s)=M(s)kL1 is finite and, hence,  is a bounded.
Let 1(t) 2 R and 2(t) 2 Rn 1 be the first and the 2-to-n elements of the row
vector 11eAm
 1t, i.e.
[1(t) 
>
2 (t)] = 11e
Am 1t;
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and introduce the functions
3(t) =
Z t
0
j1>1 eAm
 1(t ) 1(Ts)eAm
 1Ts11jd;
4(t) =
Z t
0
j1>1 eAm
 1(t )bmjd;
1(Ts) , max
t2[0;Ts]
j1(t)j; 2(Ts) , max
t2[0;Ts]
k2(t)k;
3(Ts) , max
t2[0;Ts]
3(t); 4(Ts) , max
t2[0;Ts]
4(t);
 , max( >P 1)

2k >Pbmk
min( >Q 1)
2
;
&(Ts) , k2(Ts)k
r

max(P2)
+ (Ts);
(Ts) ,
Z T
0
j1>1 eAm
 1(Ts )bmjd;
(Ts) ,
Z T
0
eAm
 1(Ts )d:
0(Ts) ,1(Ts)&(Ts) + 2(Ts)
r

max(P2)
+ 3(Ts)&(Ts) + 4(Ts); (5.10)
H0(s) =
A(s)
C(s)A(s) + (1  C(s))M(s) ; H1(s) =
(A(s) M(s))C(s)
C(s)A(s) + (1  C(s))M(s)
H2(s) =
C(s)A(s)
C(s)A(s) + (1  C(s))M(s) ; H3(s) =  
M(s)C(s)
C(s)A(s) + (1  C(s))M(s) ;
H(s) =
A(s)M(s)
C(s)A(s) + (1  C(s))M(s) : (5.11)
Lemma 13 Let 0(Ts) be defined as in (5.10). Then,
lim
Ts!0
0(Ts) = 0:
Lemma 14 Consider the system in (5.1) and the output predictor in (5.5). If Ts is
chosen such that 0(Ts) < 0, then we have k~ykL1  0.
Theorem 9 Consider the system in (5.1) and the L1 adaptive controller in (5.5),
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(5.6), and (5.7). Given 0, if Ts is chosen such that 0(Ts) < 0, then we have:
ky   yrefkL1 y; kuq   urefkL1  u; (5.12)
where 0(Ts) is the bound on the prediction error, dependent on the sample time
Ts, and
y =
kH2(s)kL1
1  kG(s)kL1L
0 +
kH(s)kL1
1  kG(s)kL1L
1
2
du
u =LkH2(s)kL1x + k
H3(s)
M(s)
kL10 + k
H3(s)
C(s)
kL1
1
2
du:
Proof. See Appendix B.10.
5.4 Application to a bulk converter
5.4.1 Circuit Diagram
The buck converter converts an unregulated DC voltage source to a regulated DC
voltage source, and then supply energy to a variable load. The system consists of
an inductor L, a capacitor C, and a switching cell, as shown in Figure 5.2.
24V
L
RL
RC
C
Ro Cyclic load
FW Diode
g
SD
Figure 5.2: Buck converter system.
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5.4.2 Polytopic model
The state-space averaged model of the buck converter is described by the follow-
ing pair of equations:
_x(t) =
(
Aonx(t) +Bonvs(t); s = ON;
Aox(t) +Bovs(t); s = OFF:
(5.13)
The average linear system model is given by ( [41]):
_x(t) = (dAon + d
0Ao)x(t) +Bonvu(t); (5.14)
where d is the active fraction of the total time in a period, x(t) is the state vector,
vu(t) is the input, the matricesAon andBon are the state-space description matrices
when the switch is on, and the matrix Ao and Bo are the state-space description
matrices when the switch is off. The state vector and the state-space matrices are
given by
x(t) =
"
iL(t)
vC(t)
#
; Aon = Ao =
"
0 1
L
1
C
  1
RC
#
; Bon =
"
Vs
L
0
#
; Bo =
"
0
0
#
:
5.4.3 Modulation (PWM)
The buck converter is controlled by a fixed-frequency PWM. A control signal is
first generated by an adaptive controller, and then converted to a binary signal
vu(t). Limited by the frequency of the PWM, the control signal is assumed to
have finite resolution, which are modeled by quantization.
5.4.4 Simulation
Using the model in 5.4.2, we rewrite the buck converter by a nominal system
(Ap; Bp; c
>
p ; 0) with some uncertainty:
_x(t) =Apx(t) +Bp(vu(t) + d(t)); x(0) = 0;
y(t) =c>p x(t);
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where Ap = Aon=Ao , Bp = Bo , and cp = [01]
>. Then it can be written in the
form of (5.1) as
y(s) = (sI  Ap) 1Bp(vu(s) + d(s)); y(0) = 0:
We use the output feedback adaptive controller introduced in Section 5.2 to
control the supply voltage of the buck converter. Consider the case where the con-
verter load R = 25
, the inductance L = 200H, whose equivalent series resis-
tance RL = 1m
, the capacitance C = 200F, whose equivalent series resistance
RC = 1m
.
Figures 5.3 and 5.4 show the cases of equivalent constant current load and
equivalent cyclic-varying load. We see that in the first case the steady-state output
voltage stays at the assigned 12V level with no visible variations. In the second
case, where the load varies by 100% periodically, the buck converter supplies a
steady output voltage within 3% envelope. Thus in both cases of constant and
varying loads the converter provides steady output voltage supply for the loads.
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Figure 5.3: Output voltage, load, and inductor current in the case of constant load.
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Figure 5.4: Output voltage, load, and inductor current in the case of cyclic varying
load.
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CHAPTER 6
STATE FEEDBACK CONTROL FOR
SYSTEMS WITH INTERNAL DELAYS
“The only reason for time is so that everything doesn’t happen at
once.” –Albert Einstein
This chapter considers control of uncertain linear systems with internal delays
and disturbances, and explores the application ofL1 adaptive controller for the tra-
jectory control problem in directional drilling systems. In the application, the Ex-
plicit Force, Finitely Sharp, Zero Mass (EFFSZM) model is used for the steering
system, in which spatial delays, modeling inaccuracies, parametric uncertainties,
and noise are considered. The L1 adaptive controller ensures that the centerline
of the borehole follows a path planned according to a priori available geologic
conditions and local residential information.
6.1 Uncertain systems with internal delays
Consider a system with internal delays given by
_x(m) = Amx(m) + b0
 
!u(m) + 0(m)
>x(m) + 1(m)>x(m  1)
+ 2(m)
>x(m  2) + (m)

; x(m) = 0 8m 2 [ 2; 0] ; (6.1)
y(m) = c>0 x(m) ;
where Am is an n  n Hurwitz matrix by choice, b0; c0 2 Rn are known con-
stant vectors, (Am; b0) is controllable, ! is an unknown constant with known sign,
0(m); 1(m); 2(m) 2 Rn are unknown vectors, 1; 2 2 R+(1 < 2) are known
internal delays, (m) 2 R models the input disturbance, x(m) 2 Rn is the sys-
tem state vector (measured), u(m) 2 Rm is the control input, and y(m) 2 R is the
regulated output.
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Assumption 9 The unknown parameters 0(m), 1(m), 2(m) belong to given
compact convex sets 0, 1, 2, respectively,
0(m) 2 0; 1(m) 2 1; 2(m) 2 2; 8m  0:
Let max 0 , max20 kk1, max 1 , max21 kk1, max 2 , max22 kk1.
The input disturbance (m) is upper bounded by
j(m)j   ; 8m  0 ;
where  2 R+ is a known conservative bound.
Assumption 10 Let 0(m), 1(m), 2(m) and (m) be continuously differen-
tiable with uniformly bounded derivatives
k _0(m)k  d0 ; k _1(m)k  d1 ;
k _2(m)k  d2 ; j _(m)j  d :
Assumption 11 Let ! 2 
0 = [!l; !u], where 0 < !l < !u are given lower and
upper bounds on !.
In the following sections, we design an adaptive controller that would compen-
sate for the uncertainties in the system and drive the system output to track the
output of a stable reference system.
6.2 Control design
In this section we present the L1 adaptive controller for the system in (6.1). The
state predictor, adaptive law and control law are introduced as follows.
We consider the following state predictor:
_^x(m) =Amx^(m) + b0
 
!^(m)u(m) + ^0(m)
>x(m) + ^1(m)>x(m  1)
+ ^2(m)
>x(m  2) + ^(m)

; x^(m) = 0 8m 2 [ 2; 0] ; (6.2)
y^(m) =c>0 x^(m) ;
where x^(m) 2 Rn, y^(m) 2 R are the state and the output of the state predictor,
!^ 2 R, ^0(m); ^1(m); ^2(m) 2 Rn, ^(m) 2 R are estimates of the unknown
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parameters !, 0(m), 1(m), 2(m), and (m), respectively. The projection-type
adaptive laws for the estimates are given by
_^
0(m) = Proj(^0(m); ~x>(m)Pb0x(m)); ^0(0) = ^00;
_^
1(m) = Proj(^1(m); ~x>(m)Pb0x(m  1)); ^1(0) = ^10;
_^
2(m) = Proj(^2(m); ~x>(m)Pb0x(m  2)); ^0(0) = ^20;
_^(m) = Proj(^(m); ~x>(m)Pb0); ^(0) = ^0;
_^!(m) = Proj(!^(m); ~x>(m)Pb0u(m)); !^(0) = !^0; (6.3)
where ~x(m) , x^(m)   x(m),   > 0 is the adaptation rate, P = P> > 0 solves
the algebraic Lyapunov equationA>mP+PAm =  Q for some symmetricQ > 0,
and Proj(; ) denotes the projection operator (Definition 3 in Appendix A). In the
implementation of the projection operator, we use the compact sets 
, 0, 1,
2, and [ ;].
The control signal is defined by
u(s) =  kD(s) (^(s)  kgr(s)) ; (6.4)
where kg ,   1c>0 A 1m b0 , r(s) and ^(s) are the Laplace transforms of r(m) and
^(m) , !^(m)u(m)+ ^>0 (m)x(m)+ ^>1 (m)x(m 1)+ ^>2 (m)x(m 2)+ ^(m),
k > 0 is the feedback gain, and D(s) is a strictly proper transfer function leading
to a strictly proper stable
C(s) , !kD(s)
1 + !kD(s)
(6.5)
with DC gain C(0) = 1. One simple choice is D(s) = 1
s
, which yields a first
order strictly proper C(s) of the following form:
C(s) =
!k
s+ !k
:
The L1 adaptive controller consists of (6.2), (6.3) and (6.4), subject to the fol-
lowing L1 norm condition
kG(s)kL1(max 0 + max 1 + max 2) < 1 ; (6.6)
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where
H(s) , (sI  Am) 1b0 ; G(s) , H(s)(C(s)  1) : (6.7)
6.3 Performance analysis
6.3.1 Stability of the reference system
Consider the reference system
_xref(m) =Amxref(m) + b0
 
!uref(m) + 0(m)
>xref(m) + 1(m)>xref(m  1)
+ 2(m)
>xref(m  2) + (m)

; xref(m) = 0 8m 2 [ 2; 0] ;
yref(m) =c
>
0 xref(m) ; (6.8)
and the reference controller
uref(s) =
C(s)
!
   ref(s) + kgr(s) ; (6.9)
where ref(s) is the Laplace transform of
ref(m) , >0 (m)xref(m) + >1 (m)xref(m  1) + >2 (m)xref(m  2) + (m):
Lemma 15 If the condition in (6.6) holds, then the reference system in (6.8) and
(6.9) is BIBO stable with respect to r(m).
Proof. See Appendix B.11.
6.3.2 Prediction error
As defined in (6.3), ~x(t) = x^(t) x(t) is the error between the state of the system
and the state of the predictor. From (6.1) and (6.2), we have the prediction error
dynamics
_~x(m) =Am~x(m) + b0
 
~!(m)u(m) + ~0(m)
>x(m) + ~1(m)>x(m  1)
+ ~2(m)
>x(m  2) + ~(m)

; ~x(m) = 0 8m 2 [ 2; 0] ; (6.10)
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where ~0(m) , ^0(m) 0(m), ~1(m) , ^1(m) 1(m), ~2(m) , ^2(m) 2(m),
~(m) , ^(m)  (m), and ~!(m) , !^(m)  !. Let
~(m) ,~!(m)u(m) + ~0(m)>x(m) + ~1(m)>x(m  1)
+ ~2(m)
>x(m  2) + ~(m) : (6.11)
Then the prediction error dynamics in (6.10) can be written as
~x(s) = H(s)~(s) : (6.12)
Lemma 16 For the system in (6.1) and the controller defined by (6.4), we have
the following bound
k~xkL1 
s
m
min(P ) 
; (6.13)
where
m ,4
2X
i=0
max
i2i
kk22 + 42 + (!u   !l)2 + 4
max(P )
min(Q)
(dmax
2
kk+ d) ;
and min() is the smallest eigenvalue of a matrix.
The proof is similar to the one in [20] and is thus omitted.
6.3.3 Performance bounds
Theorem 10 Consider the system in (6.1) and the controller in (6.2), (6.3) and
(6.4). If the L1-norm condition in (6.6) holds, then the errors are upper bounded
by
kx  xrefkL1  x ; ku  urefkL1  u ; (6.14)
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where x and u are given by
x ,
kC(s)kL1
1  kG(s)kL1
 
max 0 + max 1 + max 2
s m
min(P ) 
;
u ,
C(s)!

L1
 
max 0 + max 1 + max 2

x +
 C(s)!c>o H(s)c>o

L1
s
m
min(P ) 
:
Proof. See Appendix B.12.
6.4 Application to a rotary steerable system
6.4.1 Rotary steerable system
Directional drilling systems utilize drill pipes suspended within the borehole. The
drill pipes connect with the drill rig at the surface, which rotates and applies
weight on the bit. On the drill pipes stabilizers or force actuators are placed at
a certain distance from the drilling bit to displace the bit and change the angle
of the drilling direction while measurement-while-drilling tools are equipped to
send directional data back to the surface without disturbing drilling operations.
In a rotary steerable system the actual drilling trajectory depends on a variety of
factors, such as assembly configuration and dimensions, lithology, dip, bit type,
hole curvature, magnitude of inclination, bit weight, and rotary speed.
The directionally steered drilling system models the relationship between the
centerline of the drilling hole and the actuator stimuli. By the geometry and the
action of the actuators, the bit force can be computed, and approximate models
can be derived. In this paper, we use the EFFSZM (Explicit Force, Finitely Sharp,
Zero Mass) model given in [15], where the directional drilling system is assumed
to have a force actuator on the lower collar; the bit is assumed to be finitely sharp;
and the pipe work is assumed to be infinitely stiff with zero mass.
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The system dynamics in the EFFSZM case is given by
dH(m)
dm
=

1 + Cf
b
  Cf
d

H(m) +
1 + Cf
b
(V (m) H(m  b))
+
Cf
d
H(m  d) + b  a
b WOB Kanis
Fpad(m) ; (6.15)
	(m) =
dH(m)
dm
;
where Cf =

c b
Kanis
  d b
d c
Kflex
WOB

d
b(d c) ; m is the distance drilled along the direc-
tion of drilling;H(m) is the lateral displacement of the borehole; a is the distance
between the force actuator and the bit; b is the distance between the lower sta-
bilizer and the bit; c is the relative position of the flex-joint to the bit; d is the
position of the upper stabilizer to the bit; V (m) is the actuator displacement at the
lower stabilizer; WOB (Weight on Bit) is the applied drilling load; Kanis is the
ratio of rates of penetration along and across the bit; Kflex is the angular spring
rate of the flex joint; Fpad(m) is the force actuator output; and 	(m) is the mea-
sured angle of borehole-propagation with respect to the m-axis. The structure of
the drilling system is shown in Figure 6.1.
Figure 6.1: Flex-hinge directional drilling system [15].
Note that in the system described in (6.15), the independent variable is the
drilled distancem instead of time t.
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The model can also be written in transfer function form as
H(s) =
1+Cf
b
V (s) + b a
bWOBKanis
Fpad(s)
s+
Cf
d
(1  e sd)  1+Cf
b
(1  e sb)
;
	(s) =sH(s) :
Open-loop Performance
For different parameter settings, the response of the aforementioned system to the
same input varies. In the drilling process in different rock layers, some parameters
determined by the actuator and stabilizer positions and spring rates are known,
such as a, b, c, d,Kflex, while some others such asWOB andKanis are unknown,
and may take different values in a compact set.
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Figure 6.2: Open-loop performance for different parameter values.
Figure 6.2 shows the response of the open-loop system to a constant force
Fpad(m)  8:896103 N. The applied drilling load and the rate ratio areWOB =
1:5 104 N, Kanis = 5 andWOB = 1 104 N, Kanis = 1 for Figures 6.2a and
6.2b, respectively, and detailed settings for other parameters are introduced in
Subsection 6.4.2. In the first case, the system is marginally stable. The response
is almost a ramp, i.e. the step response of an integrator. In the second case, the
output diverges, and the system is unstable.
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Model transformation
Specifically in the EFFSZM model, x(m) , 	(m), u(m) , _Fpad(m), Am < 0 is
a designed scalar, and
b0 = 1; c0 = 1; 1 = b; 2 = d;
0 =

1 + Cf
b
  Cf
d

  Am; 1 =  1 + Cf
b
; 2 =
Cf
d
;
! =
b  a
b WOB Kanis
; (m) =
1 + Cf
b
_V (m):
Remark 24 Note that for EFFSZM model the following property holds:
Am + 0 + 1 + 2 = 0:
The transfer function of the system in (6.1) can be written as
x(s) =
b0!
Am + 0 + 1e 1s + 2e 2s
 
u(s) + (s)

:
Thus, s = 0 is one of the infinitely many poles of the transfer function. The system
can be at most marginally stable. This is in accordance with the open-loop cases
shown in the previous subsection.
6.4.2 Test case
In this section, we discuss simulation results of a test case of a rotary steerable
system. The test case is a fictitious one, but representative of controlling the angle
at which a directional steering system drills with respect to the hole propagation
direction. We assume that the borehole motion takes place only in the vertical
plane. For simplicity of analysis we shall assume that the case is valid for 20
degree angles with respect to the horizontal, so that the small-angle approximation
holds and the approximated EFFSZM model can be used.
For simplicity we assume that there are no delays in measuring 	(m), or in
sending down the new steering commands. The steering control commands pro-
duce the actuator force Fpad(m) that pushes against the borehole wall.
The control objective is to servo 	(m) to a user defined angle (assume that
the system starts from 0 degrees). We assume that the driller wants to change
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Figure 6.3: Closed-loop system with Kanis = 5 andWOB = 1:5 104.
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Figure 6.4: Closed-loop system (open-loop unstable) withKanis = 1 andWOB =
1 104.
inclination in 1 degree random steps every 90 ft drilled.
The geometrical and structural parameters used in the EFFSZM model are
fixed. The values are given by
a = 0:305m; b = 0:953m; c = 1:407m; d = 2m; Kflex = 8:577 105N m/rad:
The uncertain parameters WOB and Kanis have the following range of variation
WOB 2 [104; 1:6 105]N, Kanis 2 [1; 100].
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Figure 6.5: Closed-loop system with Kanis = 5 andWOB = 8:8964 104.
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We use the L1 adaptive controller with the following parameters:
Am =  0:5 ;   = 108 ; k = 104 ;
Cf 2 [ 252:8380; 11:1425] ; 0 = [ 49:7445; 1:8306] ;
1 = [3:0249; 75:1083] ; 2 = [ 25:2838; 1:1142] ;

 2 [5:6815 10 8; 9:0904 10 5] :
The result of Theorem 10 ensures that L1 adaptive controller drives the system
output close to the output of the stable reference system. It deals with internal
delays and slow-varying uncertain parameters in the system. In this test case,
there are further restrictions such as the actuator force limit.
We show the angle of drilling direction 	(m) and the actuator force Fpad(m)
for three different cases.
1. Kanis = 5 andWOB = 1:5 104. Figure 6.3 shows the inclination angle 	
and the control input Fpad after saturation. The angle tracks the command
perfectly with a “growing distance” of about 10 ft, and the control signal
changes smoothly.
2. Kanis = 1 and WOB = 104. Under this set of parameters, the closed-loop
system response is similar to the above case.
3. Kanis = 5 and WOB = 8:8964  104. The angle and the control signal are
shown in Figure 6.5.
Recall that the open-loop performance of the first two cases is shown in Subsec-
tion 6.4.1. In the first case the open-loop system performed similar to a marginally
stable system and in the second case the open-loop system is unstable. Now, as
shown in Figures 6.3, 6.4, and 6.5, the closed-loop system responds to a step
command uniformly in all cases.
Further, we present results for the case where the two uncertain parameters
Kanis andWOB are “distance”-varying, representing the condition changes, when
the bit penetrates different rock layers, as in Figure 6.6. Note that in all cases
the design of the adaptive controller is fixed (there is no retuning), and the con-
troller adjusts to the new parameter settings and ensures that the closed-loop sys-
tem maintains the desired output response.
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Figure 6.6: Closed-loop system with Kanis varies every 80 ft between 1 and 100
andWOB varies every 50 ft between 104 and 1:6 105 N.
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CHAPTER 7
CONCLUSION
“Learn from yesterday, live for today, hope for tomorrow. The impor-
tant thing is not to stop questioning.” –Albert Einstein
In this dissertation, we have considered the reference tracking control problem
for quantized uncertain systems and delayed uncertain systems. Different vari-
ations of the L1 adaptive controller have been developed to address this control
problem in the presence of quantization and system delays. The closed-loop sys-
tem performance has been analyzed and the simulations/applications using the
theoretical results have been shown.
The first part, comprising Chapters 2-5, is devoted to quantized uncertain sys-
tems. The quantization schemes considered are the typical uniform and logarith-
mic quantizations. To avoid possible chattering phenomena, hysteresis is intro-
duced in the quantization function. The uncertainties considered include both lin-
ear and nonlinear, matched and unmatched uncertainties. In general, in all cases
the designed controllers have been shown to drive the system output close to that
of the reference system. The performance bounds are governed by the adaptation
rate and the quantization density. Specifically, in the case of state feedback con-
trol of input-quantized systems, the performance bounds are decoupled into two
terms, one determined by the adaptation rate and the other by the input quantiza-
tion scheme. In the case of systems with both input and state quantizations, while
the performance bounds are determined by adaptation and quantization as well,
the quantization part depends on input and state quantization. The influence of
the two quantization schemes on the performance has a “water-bed” like effect.
In the case of output feedback systems, the performance bounds depend on the
sampling time, which in a piecewise constant adaptation law reflects how fast the
estimates adapt, as well as quantization. Simulations and an application to a buck
converter have been used to demonstrate the theoretical results.
The second part, comprising Chapter 6, has considered systems with inter-
nal delays. The controller has been shown to compensate the uncertainties and
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achieve close tracking of the reference system in the presence of internal delays.
This study has been applied to control of the drilling bit in a rotary steerable sys-
tem, where the spatial delays come from the difference of equipment positions.
Different scenarios of significant weight on bit change, time-varying load and
stabilizer vibration during drilling process, and limited control action over every
period are tested. In all scenarios of this application, the drilling process has been
shown to follow the pre-determined well path closely and smoothly without any
retuning of the controller.
Future work will consider decentralized systems or stochastic systems with
additive noise (Brownian motion). In networked control systems, quantization
is closely related to coding and information theory. For transmissions of large
amounts of data packages, it is natural to use stochastic models. Besides, many
real systems are intrinsically random, such as the reproduction process of cells,
the human decision and behavior in large groups, and various biochemical events
like binding and unbinding of RNA polymerase to a gene promoter. In stochastic
systems, how to model unknown but deterministic uncertainties and unpredictable
stochastic uncertainties and how to control stochastic systems and evaluate perfor-
mance in a statistical sense are questions to study. A similar idea of uncertainty
compensation could be used in the stochastic control problem. With current es-
timation tools of stochastic process such as Kalman filter or particle filter, and
control tools of deterministic systems such as L1 adaptive control, the combina-
tion could be a future direction in which to go. Other practical applications, such
as power systems, are also relevant and interesting future topics.
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APPENDIX A
PROJECTION OPERATOR
Definition 3 ([29]) Given a convex compact set with a smooth boundary given by

c , f^ 2 Rnjh(^)  cg, 0  c  1, where h : Rn ! R is the following smooth
convex function h(^) = (+1)^
>^ 2max
2max
; with max being the norm bound imposed
on the vector ^, and  > 0 being the projection tolerance bound, the projection
operator Proj(^; y) [29] is defined as
Proj(^; y),
8><>:
y if h(^) < 0;
y if h(^)  0 andrh>y  0;
y   rhkrhkh rhkrhk ; yih(^) if h(^)  0 andrh>y > 0:
Property 1 ([29]) The projection operator Proj(^; y) does not alter y, if ^ be-
longs to the set 
0 , f^ 2 Rnjh(^)  0g. In the set f^ 2 Rnj0  h(^)  1g,
if rh>y > 0, the Proj(^; y) operator subtracts a vector normal to the boundary

h(^) , f 2 Rnjh() = h()g, so that we get a smooth transformation from the
original vector field y to an inward or tangent vector field for 
1.
Property 2 ([29]) Given the vectors y 2 Rn,  2 
0  
1  Rn, and  2 
1,
we have (^   )>(Proj(^; y)  y)  0:
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APPENDIX B
PROOFS
B.1 Proof of Lemma 3
First, ex(t) = x(t)  xref (t) = x^(t)  ~x(t)  xref (t).
On the one hand, from (3.5) it follows that
x^(s) = H(s)^(s) +H(s)uq(s) + (sI  Am) 1x0
= H(s)^(s)+H(s)u(s) H(s)uqe(s)+(sI  Am) 1x0;
where ^(t) = ^>(t)x(t) is defined in Section 3.3. By (3.7), we further write
x^(s) =G(s)^(s) +H(s)C(s)kgr(s) H(s)uqe(s) + (sI  Am) 1x0: (B.1)
Note that
^(t) =^>(t)x(t) = >x(t) + ~>(t)x(t)
=>x^(t)  >~x(t) + ~>(t)x(t): (B.2)
Substitute (B.2) into (B.1) to obtain
x^(s) =(I G(s)>) 1H(s)C(s)kgr(s)
+ (I G(s)>) 1[ G(s)>   (C(s)  1)I]~x(s)
+ (I G(s)>) 1H(s)uqe(s) + (I G(s)>) 1(sI  Am) 1x0:
On the other hand, in (3.12) we have
xref (s) =(I G(s)>) 1[H(s)C(s)kgr(s) + (sI  Am) 1x0]:
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Subtracting xref (s) from x(s) gives
ex(s) =(I G(s)>) 1[ G(s)>   (C(s)  1)I]~x(s)
+ (I G(s)>) 1H(s)uqe(s):
Thus, Lemma 1 in [21] (which follows the definition of L1 norm) gives
kexkL1k(I G(s)>) 1[G(s)>+(C(s)  1)I]kL1k~xkL1
+ k((I G(s)>) 1H(s)uqe)kL1 :
Now we examine the error between the quantized control signal and the desired
reference control signal
eu(t) = uq(t)  uref (t) = (u(t)  uref (t)) + uqe(t): (B.3)
By (3.7) and (3.11), we have
u(s)  uref (s) = C(s)~(s)  C(s)>(x(s)  xref (s));
where ~(t) = ~>(t)x(t). Since (Am; b) is controllable, andH(s) is strictly proper
and stable, there exists co 2 Rn such that c>o H(s) is minimum phase with relative
degree one (by Lemma 4 in [21]). Then
u(s)  uref (s) =C(s)c
>
o H(s)~(s)
c>o H(s)
+ C(s)>ex(s)
=C(s)
1
c>o H(s)
c>o ~x(s) + C(s)
>ex(s) :
Since C(s) is BIBO stable and strictly proper, the complete system C(s) 1
c>o H(s)
is proper and BIBO stable, which implies that its L1 norm is bounded. Hence,
k(u  uref )kL1 
C(s) 1
c>o H(s)
c>o

L1
k~xkL1 + kC(s)>kL1kexkL1 :
By (B.3), we have
keukL1 k(u  uref )kL1 + kuqekL1 ;
which leads to the bound in (3.17). 
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B.2 Proof of Theorem 2
Following Lemma 3 and Equation (2.5), we have
kexkL1k(I G(s)>) 1[G(s)>+(C(s)  1)I]kL1k~xkL1
+ k(I G(s)>) 1H(s)kL1kukL1 : (B.4)
For the last term, note that u(s) = C(s)(^(s) + kgr(s)), and
kukL1 kC(s)kL1k(^ + kgr)kL1
kC(s)kL1k^kL1 + kC(s)kL1kgkrkL1 ; (B.5)
where ^(t) =  ^>(t)x(t) =  ^>(t)e(t)  ^>(t)xref (t),
k^kL1  1maxkexkL1 + 1maxkxrefkL1 : (B.6)
Substitute (B.5) and (B.6) into (B.4) to get
kexkL1 k(I G(s)>) 1[G(s)> + (C(s)  1)I]kL1k~xkL1
+ k(I G(s)>) 1H(s)kL1kC(s)kL11maxkexkL1
+ k(I G(s)>) 1H(s)kL1kC(s)kL11maxkxrefkL1
+ k(I G(s)>) 1H(s)kL1kC(s)kL1kgkrkL1 :
Thus kexkL1  Bxlog: Since Bxlog is uniform over all  2 (0;1), kexkL1 
Bxlog:
Similarly, we substitute (2.5) into (3.17) in Lemma 3 to get
keukL1 
C(s) 1
c>o H(s)
c>o

L1
k~xkL1 + kC(s)>kL1kexkL1 +kukL1 :
Substituting (B.5) and (B.6) into the above inequality gives
keukL1 
C(s) 1
c>o H(s)
c>o

L1
k~xkL1
+ kC(s)>kL1kexkL1 +kC(s)kL11maxkexkL1
+kC(s)kL11maxkxrefkL1 +kC(s)kL1kgkrkL1 ;
which implies keukL1  Bulog. Since the bound is uniform for all  2 (0;1),
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we have the inequality in (3.20). 
B.3 Proof of Theorem 3
(By contradiction)
Assume that the bounds in (3.47) do not hold. Then, since
kx(0)  xref(0)k1 = 0 < xlog ; ku(0)  uref(0)k1 = 0 < ulog ;
and x(t), xref(t), u(t), and uref(t) are continuous, there exists t0 such that either
kx(t0)  xref(t0)k1 = xlog ; or ku(t0)  uref(t0)k1 = ulog ; (B.7)
while kx()  xref()k1 < xlog ; ku()  uref()k1 < ulog ; 8 2 [0; t0); which
implies that
k(x  xref)t0kL1  xlog ; k(u  uref)t0kL1  ulog : (B.8)
It follows from Assumption 5 that
kzt0kL1  Lz
 kxref t0kL1 + xlog+Bz : (B.9)
Then, Lemma 12 implies that
kxref t0kL1  xr ; kuref t0kL1  ur : (B.10)
Using the definitions of xlog and ulog in (3.43) and (3.45), together with the
bounds in (B.8) and (B.10), we have kxt0kL1  xr+ xlog  xlog , kut0kL1 
ur+ ulog  ulog : Hence, if one chooses the adaptive gain according to (3.41)
and the projection is confined to the bounds in (3.42), Lemma 6 implies that
k~xt0kL1 < 0 : (B.11)
Next, let ~(t) = ~!(t)u(t) + ~1(t) + ~2m(t), where ~2m(t) is the signal with
Laplace transform ~2m(s) = H 1m (s)Hum(s)~2(s), and ~1(t) and ~2(t) were de-
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fined in (3.39). It follows from (3.32) that
(s) =D(s)
 
!u(s) + 1(s) +H
 1
m (s)Hum(s)2(s) Kg(s)r(s) + ~(s)

;
where 1(s), 2(s), and ~(s) are the Laplace transforms of the signals 1(t), 2(t)
(defined in (3.39)), and ~(t), respectively. Consequently
(s) = (Im +D(s)!K) 1D(s)
 
1(s)
+H 1m (s)Hum(s)2(s) Kg(s)r(s) + ~(s)

;
which leads to
u(s) = K (Im +D(s)!K) 1D(s)
 
1(s)
+H 1m (s)Hum(s)2(s) Kg(s)r(s) + ~(s)

: (B.12)
Using the definition of C(s) in (3.25), one can write
!u(s) =  C(s) 1(s) +H 1m (s)Hum(s)2(s) Kg(s)r(s) + ~(s):
The input quantization error is given by uqe(t) = uq(t)   u(t): The system in
(3.22) consequently takes the form
x(s) =Gm(s)1(s) +Gum(s)2(s) Hxm(s)C(s)~(s) (B.13)
+Hxm(s)!uqe(s) +Hxm(s)C(s)Kg(s)r(s) + r0(s):
Next, let e(t) , x(t)  xref(t). From (3.34) and (B.13) we have
e(s) =Gm(s) (1(s)  1ref(s)) +Gum(s) (2(s)  2ref(s))
+Hxm(s)!uqe(s) Hxm(s)C(s)~(s) ; e(0) = 0 :
Moreover, it follows from the error dynamics in (3.40) that
H 1m (s)C~x(s) =~u(s)+ ~1(s)+H
 1
m (s)Hum(s)~2(s)+ ~uq(s)
=~(s) + ~uq(s) ;
where ~u(s) is the Laplace transform of ~u(t) = ~!(t)u(t), and ~uq(s) is the
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Laplace transform of ~uq(t) = ~!(t)uqe(t). The two equations above lead to
e(s) =Gm(s) (1(s)  1ref(s)) +Gum(s) (2(s)  2ref(s))
 Hxm(s)C(s)H 1m (s)C~x(s) +Hxm(s)!uqe(s) +Hxm(s)C(s)~uq(s):
Therefore, we have
ket0kL1 kGm(s)kL1 k(1   1ref)t0kL1 + kGum(s)kL1 k(2   2ref)t0kL1
+
Hxm(s)C(s)H 1m (s)CL1 k~xt0kL1 + kHxm(s)!kL1 uqet0L1
+ kHxm(s)C(s)kL1
~uqt0L1 : (B.14)
For the first two terms, substituting (B.10) in (B.9) one obtains
kzt0kL1  Lz
 
xr + xlog

+Bz;
and hence
kXt0kL1  max

xr + xlog ; Lz(xr + xlog) +Bz
	  xr ;
kXref t0kL1  max

xr ; Lz(xr + xlog) +Bz
	  xr :
Assumption 3 implies that, for i = 1; 2, we have
k(i   iref)t0kL1 dfxi(xr) k(X  Xref)t0kL1
=dfxi(xr) k(x  xref)t0kL1 : (B.15)
For the last term, we have
~uqt0L1  2!1max uqet0L1 ; where !1max is de-
fined in (3.28). Then, from (B.14) we have
ket0kL1 kGm(s)kL1 dfx1(xr) ket0kL1 + kGum(s)kL1 dfx2(xr) ket0kL1
+
Hxm(s)C(s)H 1m (s)CL1 k~xt0kL1 + kHxm(s)!kL1 uqet0L1
+ kHxm(s)C(s)kL1 2!1max
uqet0L1 : (B.16)
The quantization error of the logarithmic quantizer is bounded by
uqet0L1   kut0kL1 : (B.17)
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To bound kut0kL1 in the above inequality, note that
kut0kL1 
ureft0L1 + k(u  uref)t0kL1 ; (B.18)
where
ureft0L1  ur by Lemma 12. From (B.12) and (3.34), u(t) uref(t) can
be bounded as follows:
k(u  uref)t0kL1 
! 1C(s)L1 k(1   1ref)t0kL1
+
! 1C(s)H 1m (s)Hum(s)L1 k(2   2ref)t0kL1
+
! 1C(s)H 1m (s)CL1k~xt0kL1 + ! 1C(s)L1 ~uqt0L1 ;
and the bound in (B.15) leads to
k(u  uref)t0kL1 
! 1C(s)L1 dfx1(xr) ket0kL1 (B.19)
+
! 1C(s)H 1m (s)Hum(s)L1 dfx2(xr) ket0kL1
+
! 1C(s)H 1m (s)CL1 k~xt0kL1 + 2!1max ! 1C(s)L1 kuqekL1 :
Substitute (B.18) and (B.19) into (B.17) to get
uqet0L1  ur1  2!1max k! 1C(s)kL1 +  k!
 1C(s)H 1m (s)CkL1
1  2!1max k! 1C(s)kL1
k~xt0kL1
+

  k! 1C(s)kL1 dfx1(xr) + k! 1C(s)H 1m (s)Hum(s)kL1 dfx2(xr)
1  2!1max k! 1C(s)kL1
ket0kL1 ;
(B.20)
which together with (B.16) lead to the upper bound
ket0kL1  xolog + xqlog < xlog ; (B.21)
where xolog , xqlog , and xlog were defined in (3.44).
For the tracking error of the control signal, we have
(uq   uref)t0L1 =(uq   u+ u  uref)t0L1 uqet0L1 + k(u  uref)t0kL1 :
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From (B.19) and (B.20), we have
k(uq   uref)t0kL1  ceu(L1xr ; L2ur )(xlog   )
+
! 1C(s)H 1m (s)CL1 k~xt0kL1 + (1 + 2!1max ! 1C(s)L1) kuqekL1
 1 + 2!1max k!
 1C(s)kL1
1  2!1max k! 1C(s)kL1
ur +
(1 + ) k! 1C(s)H 1m (s)CkL1
1  2!1max k! 1C(s)kL1
0
+
(1 + )ceu(L1xr ; L2ur )
1  2!1max k! 1C(s)kL1
(xlog   ) < ulog ;
where xlog and ulog were defined in (3.44) and (3.46).
Thus, the inequality above and (B.21) contradict the assumption in (B.7) that
the tracking error hits xlog or ulog . So the error is upper bounded and (3.47)
holds.
B.4 Proof of Theorem 4
This proof is similar to the proof of Theorem 3.
From (B.16), we have
ket0kL1 kGm(s)kL1 dfx1(xr) ket0kL1 + kGum(s)kL1 dfx2(xr) ket0kL1
+
Hxm(s)C(s)H 1m (s)CL1 k~xt0kL1 + kHxm(s)!kL1 uqet0L1
+ kHxm(s)C(s)kL1 2!1max
uqet0L1 : (B.22)
Substitute (B.11) and (2.2) into (B.22):
ket0kL1 kGm(s)kL1 dfx1(xr) ket0kL1 + kGum(s)kL1 dfx2(xr) ket0kL1
+ kHxm(s)!kL1
1
2
l +
Hxm(s)C(s)H 1m (s)CL1 0
+ kHxm(s)C(s)kL1 !1maxl:
Using the notation in (3.29), we have
ket0kL1  cde(dfx1(xr); dfx2(xr)) ket0kL1+cxe0+cue
1
2
l
 cde(L1xr ; L2xr ) ket0kL1 + cxe0 + cue
1
2
l;
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which implies
ket0kL1 
cxe0 + cue
1
2
l
1  cde(L1xr ; L2xr )
 xounif + xqunif < xunif :
On the other hand, we have
(uq   uref)t0L1 = (uq   u+ u  uref)t0L1  uqet0L1 + k(u  uref)t0kL1 :
From (B.19), we have
(uq   uref)t0L1  ceu(L1xr ; L2ur )(xunif   )
+
! 1C(s)H 1m (s)CL1 k~xt0kL1 + (1 + 2!1max ! 1C(s)L1) kuqekL1
 ceu(L1xr ; L2ur )(xunif   ) +
! 1C(s)H 1m (s)CL1 0
+ (1 + 2!1max
! 1C(s)L1)12 l
< uunif ;
where xunif and uunif were defined in (3.49) and (3.51).
B.5 Proof of Theorem 5
Similar to previous definitions, let ~(t) , ~!(t)u(t)+ ~>(t)x(t)+ ~(t): It follows
from (3.55) and (3.25) that
u(s) =
C(s)
!
( >x(s)  (s) + kgr(s)  ~(s)) : (B.23)
From (3.53), the closed-loop system is
x(s) = H(s)
 
C(s)kgr(s)  (C(s)  1)(>x(s) + (s))
  C(s)~(s) + !uqe(s)

+ xin(s) ;
where uqe(t) is the input quantization error.
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In the case with constant , the reference system is given by
xref(s)=H(s)
 
C(s)kgr(s) (C(s) 1)(>xref(s)+(s))

+xin(s);
uref(s) =
C(s)
!
  >xref(s)  (s) + kgr(s) : (B.24)
Recall that e(t) = x(t)  xref(t). We get
e(s) =H(s)
 
(1  C(s))>e(s)  C(s)~(s) + !uqe(s)

= H1(s)H(s)~(s) H2(s)!uqe(s) :
It follows from (3.53) and (3.54) that
~x(s) = H(s)~(s) +H(s)~uq(s) + ~xin(s) ; ~uq(t) = ~!(t)uqe(t) ;
and consequently
e(s) =  H1(s)(~x(s)  ~xin(s)) +H1(s)H(s)~uq(s) H3(s)!uqe(s):
Using the upper bound from Lemma 7, we have
k~x(t)  ~xin(t)k  k~x(t)k+ k~xin(t)k  (t) + k~xin(t)k ;
which together with (2.2) and Lemma 8 lead to the upper bound in (3.57).
Notice that from (B.23) and (B.24) it follows that
uq(s)  uref(s) = u(s)  uref(s) + uqe(s)
=  C(s)
>
!
e(s)  C(s)
!
~(s) + uqe(s)
=  C(s)
>
!
e(s)  C(s)
!
1
c>o H(s)
c>o H(s)~(s) + uqe(s)
=H4(s)e(s) H5(s)(~x(s) ~xin(s))+H5(s)H(s)~uq(s)+uqe(s):
From this equality, Lemma 8 leads to the bound in (3.58).
Last but not least, the above bounds in both (3.57) and (3.58) are derived using
a conservative estimate k~x(t)   ~xin(t)k  k~x(t)k + k~xin(t)k, which leads to
conservative upper bound of k~x(t)   ~xin(t)k. In fact, ~x(t) and ~xin(t) tend to
cancel each other in certain cases, leading to very small transient deviation.
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B.6 Proof of Theorem 6
(By contradiction) Assume the bounds in (4.18) do not hold. Since
kex(0)k1 = 0 < xhu; keu(0)k1 = 0 < uhu;
and x(t), xref(t), u(t), and uref(t) are continuous, there exists t0 such that ex()
and eu() are within the bounds for  < t0:
kex()k1 < xhu; keu()k1 < uhu; 8 2 [0; t0);
and hit the bound at t0, i.e.
either kex(t0)k1 = xhu; or keu(t0)k1 = uhu: (B.25)
When t  t0, kex(t)k1  xhu, we have kext0kL1  xhu, kxt0kL1 < xhu, and
the inequality (4.10) in Lemma 9 holds. To use the upper bound on ~x(t), ex(t) can
be written as ex(t) = x(t)  xref(t) = x^(t)  xref(t)  ~x(t):
On one hand, from (4.2), x^(s) is given by
x^(s) =  H(s)^q(s) +H(s)u(s) +H(s)uqe(s) + (sI  Am) 1x0;
where ^q(t) = ^>(t)xq(t) is defined in (4.4). By the control law in (4.4) and the
definition of ~x(t), we further write
x^(s) =G(s)>x^(s) G(s)>~x(s) +H(s)(C(s)  1)~q(s)
+H(s)C(s)kgr(s) +H(s)uqe(s) + (sI  Am) 1x0; (B.26)
where
~q(t) , ^q(t)  >x(t) = ^>(t)xq(t)  >x(t):
For the third term, note that the prediction error dynamics, given by (4.8), can be
further written as
~x(s) = H(s)(>x(s)  ^q(s)) =  H(s)~q(s) : (B.27)
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Substitute (B.27) into (B.26) to obtain
x^(s) =G(s)>x^(s) G(s)>~x(s)  (C(s)  1)In~x(s)
+H(s)C(s)kgr(s) +H(s)uqe(s) + (sI  Am) 1x0;
x^(s) =(I G(s)>) 1[ G(s)>   (C(s)  1)I]~x(s)
+ (I G(s)>) 1H(s)uqe(s) + (I G(s)>) 1H(s)C(s)kgr(s)
+ (I G(s)>) 1(sI  Am) 1x0:
On the other hand, note that xref(s) is given in (3.12). Subtracting xref(s) from
x(s) gives
ex(s) =(I G(s)>) 1[ G(s)>   (C(s)  1)I]~x(s)  ~x(s)
+ (I G(s)>) 1H(s)uqe(s) ;
kext0kL1 k(I G(s)>) 1H(s)kL1kuqet0kL1 (B.28)
+ k(I G(s)>) 1[G(s)> + (C(s)  1)I+ I]kL1k~xt0kL1 :
In the case of hysteresis quantization, the input quantization error is bounded
by the constant 1
2
du. Thus, ex(t) is bounded by
kext0kL1 k(I G(s)>) 1H(s)kL1
1
2
du
+ k(I G(s)>) 1[G(s)>+(C(s)  1)I+ I]kL1k~xt0kL1 :
By Lemma 9, the bound can be written as
kext0kL1  xohu + xqhu < xhu :
Now we examine the error between the control signal u(t) and the desired ref-
erence control signal uref(t). By (4.4) and (3.11), we have
eu(s) = C(s)~q(s) + C(s)
>(x(s)  xref(s));
where ~q(t) is defined in (B.26). Since (Am; b) is controllable, andH(s) is strictly
proper and stable, there exists co 2 Rn such that c>o H(s) is minimum phase with
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relative degree one (by Lemma 4 in [21]). Then
eu(s) = C(s)
c>o H(s)~q(s)
c>o H(s)
+ C(s)>ex(s)
= C(s) 1
c>o H(s)
c>o ~x(s) + C(s)
>ex(s) :
Since C(s) is BIBO stable and strictly proper, the system C(s) 1
c>o H(s)
is proper
and BIBO stable, which implies that its L1 norm is bounded. Hence,
keut0kL1 
C(s) 1
c>o H(s)
c>o

L1k~xkL1 + kC(s)
>kL1kext0kL1 : (B.29)
If   is sufficiently large, x and u are sufficiently small, such that xhu =
xohu + xqhu +  < xhu, the error ex(t) in (B.28) is strictly upper bounded by
kex0tkL1  xohu + xqhu < xhu < xhu ; (B.30)
where xhu is defined in (4.14). Similarly, the error eu(t) in (B.29) is strictly upper
bounded by
keu0tkL1 < uhu ; (B.31)
where uhu is defined in (4.16).
The strict inequalities (B.30) and (B.31) contradict the assumption in (B.25).
Thus the assumption does not hold and the proof is complete.
B.7 Proof of Lemma 10
If the system state and input signals are bounded for  2 [0; t) as in (4.32), by
Lemma 5, the nonlinear system can be rewritten as in (4.28), and further the pre-
diction error dynamics are obtained in (4.29).
Consider the Lyapunov function candidate
V (~x(); ~!(); ~i(); ~i()) =~x
>()P ~x()
+
1
 
 
tr(~!>()~!()) +
2X
i=1

~>i ()~i() + ~
>
i ()~i()
!
;
where ~!(t) = !^(t)  !, ~i(t) = ^i(t)  i(t), ~i(t) = ^i(t)  i(t), i = 1; 2: The
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time derivative can be bounded by
_V () = ~x>()PAm~x() + ~x>()A>mP ~x()
+ 2~x>()PBm

~!()uq() + ^1()kxqtkL1   1()kxtkL1 + ~1()

+ 2~x>()PBum

^2()kxqtkL1   2()kxtkL1 + ~2()

+
2
 
 
tr(~!>() _~!()) +
2X
i=1

~>i ()
_~i() + ~
>
i () _~i()
!
  min(Q)k~x()k22 + 2mk~!()k1kPBmk1kxqe()k1kuq()k1 (B.32)
+ 2mk~x()k2kPBmk2k1()k1(kxqkL1   kxkL1)
+ 2mkxqe()k1kPBmk1k~1()k1kxq()k1 + 2mkxqe()k1kPBmk1k~1()k1
+ 2(n m)k~x()k2kPBumk2k2()k1(kxqkL1   kxkL1)
+ 2(n m)kxqe()k1kPBumk1k~2()k1kxq()k1
+ 2(n m)kxqe()k1kPBumk1k~2()k1
+
2
 
 
mk~1()k1k _1()k1 +mk~1()k1k _1()k1
+ (n m)k~2()k1k _2()k1 + (n m)k~2()k1k _2()k1

;
where xqe() , xq()   x(), and the inequality is from the projection-based
adaptive law. Substitute the state quantization error bound (2.7) into (B.32) to get
_V ()   min(Q)k~x()k22 +
 
mkPBmk2b1 + (n m)kPBumk2b2

dxk~x()k2
+m~!1maxkPBmk1dx(1
2
du + u) (B.33)
+ 2 (mkPBmk1b1 + (n m)kPBumk1b2) (x +
1
2
dx)dx
+ 2 (mkPBmk1b1 + (n m)kPBumk1b2) dx
+
4
 
(mb1d1 +mb1d1 + (n m)b2d2 + (n m)b2d2) ;
where ~!1max = max!1;!22
 k!1   !2k1. For this Lyapunov function candidate,
note that on the one hand, at  = 0,
V (0)  4
 
 
!F max +m
2
b1
+m2b1 + (n m)2b2 + (n m)2b2
  hu(dx; );
where !F max , max!2
 tr(!>!). On the other hand, for all  2 [0; t), the
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projection operator ensures that
!^() 2 
; k^i()k1  bi ; k^i()k1  bi ; i = 1; 2;
and therefore
max
2[0;t1]
 
tr(~!>()~!()) +
2X
i=1

~>i ()~i() + ~
>
i ()~i()
!
 4  !F max +m2b1 +m2b1 + (n m)2b2 + (n m)2b2 : (B.34)
Then if for any  > 0, V () > hu(dx; ), it follows from the definition of the
Lyapunov function and (B.34) that
~x>()P ~x()  max(P )~x2hu(dx; ); k~x()k22  ~x2hu(dx; ): (B.35)
Then the inequality in (B.35) and (B.33) lead to _V () < 0:Thus, V () < hu(dx; )
for all  2 [0; t). Hence,
min(P )k~x()k22  ~x>()P ~x()  V (); k~x()k1  k~x()k2 
s
hu(dx; )
min(P )
:
Since the inequality holds uniformly for all  2 [0; t), k~xtkL1 <
q
hu(dx; )
min(P )
.
B.8 Proof of Theorem 7
(By contradiction)
Assume that the bounds in (4.37) do not hold. Then, since kx(0) xref(0)k1 =
0 < xhu , ku(0)   uref(0)k1 = 0 < uhu , and x(t), xref(t), u(t), and uref(t) are
continuous, there exists t0 such that either
kx(t0)  xref(t0)k1 = xhu ; or ku(t0)  uref(t0)k1 = uhu ; (B.36)
while
kx()  xref()k1 < xhu ; ku()  uref()k1 < uhu ; 8 2 [0; t0);
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which implies that
k(x  xref)t0kL1  xhu ; k(u  uref)t0kL1  uhu : (B.37)
It follows from Assumption 5 that
kzt0k  Lz
 kxreft0kL1 + xhu+Bz:
Then, Lemma 4 implies that
kxreft0kL1  xr ; kureft0kL1  ur :
Using the definitions of xhu and uhu in (4.33) and (4.35), together with the
bounds in (B.37), we have kxt0kL1  xr +xhu  xhu , kut0kL1  ur +uhu 
uhu :Hence, if one chooses the adaptive rate   and the quantization interval length
dx such that
q
hu(dx; )
min(P )
< 0hu , Lemma 10 implies that
k~xt0kL1 
s
hu(dx; )
min(P )
< 0hu : (B.38)
Comparing the closed-loop system in (4.28) and the reference system in (3.34),
we have
_ex(t) =Amex(t) +Bm[!(uq(t)  uref(t)) + (1(t)  1ref(t))]
+Bum(2(t)  2ref(t)); ex(0) = 0: (B.39)
Taking Laplace transform of both sides leads to
ex(s) =Hxm(s)!(uq(s)  uref(s)) +Hxm(s)(1(s)  1ref(s))
+Hxum(s)(2(s)  2ref(s)); (B.40)
where ex(t) , x(t)   xref(t), i(t) , fi(x(t); z(t); t), i = 1; 2, and iref(t) is
defined in (3.34).
Consider the first term
!(uq(t)  uref(t)) = !uqe(t) + !(u(t)  uref(t)); (B.41)
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where uqe(t) , uq(t)  u(t). It follows from (3.32) that
u(s) = KD(s) !u(s) + 1(s) +H 1m (s)Hum(s)2(s) Kg(s)r(s) + ~q(s);
(B.42)
where 1(s), and 2(s) are the Laplace transforms of the signals 1(t) and 2(t)
(defined in (B.40)), respectively; ~q(s) is the the Laplace transform of ~q(t);
~q(t) = ~!(t)u(t)+ ~1q(t)+ ~2mq(t); ~1q(t) = ^1q(t)  1(t); ~2mq(t) is the signal
with Laplace transform ~2mq(s) = H 1m (s)Hum(s)(^2q(s) 2(s)). Consequently
u(s) =  (Im +KD(s)!) 1KD(s)

1(s) +H
 1
m (s)Hum(s)2(s)
 Kg(s)r(s) + ~q(s)

:
Using the definition of C(s) in (4.25), one can write
!u(s) =  C(s) 1(s) +H 1m (s)Hum(s)2(s) Kg(s)r(s) + ~q(s):
Compared with the reference control in (3.34)
!uref(s) =  C(s)
 
1ref(s) +H
 1
m (s)Hum(s)2ref(s) Kg(s)r(s)

;
we obtain
! (u(s)  uref(s)) =  C(s)

(1(s)  1ref(s))
+H 1m (s)Hum(s)(2(s)  2ref(s)) + ~q(s)

: (B.43)
Note that by the definition of ~q(t) in (B.42), the predictor error dynamics in (4.29)
can be rewritten as
~x(s) = Hxm(s)(~!uq + ^1q(s)  1(s)) +Hxum(s)(^2q(s)  2(s));
H 1m (s)C~x(s) = ~!uq + (^1q(s)  1(s)) +H 1m (s)Hum(s)(^2q(s)  2(s));
and ~q(t) can be rewritten as
~q(s) =~uq(s) +H
 1
m (s)C~x(s); (B.44)
where ~uq(t) , ~!(t)(u(t)   uq(t)). Substituting (B.41), (B.43) and (B.44) into
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(B.40), we have
ex(s) =Gm(s)(1(s)  1ref(s)) +Gum(s)(2(s)  2ref(s))
+Hxm(s)!uqe(t) Hxm(s)C(s)~uq(s) Hxm(s)C(s)H 1m (s)C~x(s);
where Gm(s) and Gum(s) are defined in (4.26). Hence, the error signal is upper
bounded by
kextkL1 kGm(s)kL1L1xrkextkL1 + kGum(s)kL1L2xrkextkL1
+ kHxm(s)C(s)H 1m (s)CkL1k~xtkL1
+ (kHxm(s)!kL1 + kHxm(s)C(s)kL1 ~!1max)kuqetkL1 ; (B.45)
where ~!1max is defined in (B.33).
For the control signal, note that
kutkL1  keutkL1 + kureftkL1 ; (B.46)
where eu(t) = u(t) uref(t). Following (B.43) and (B.44), eu(s) can be rewritten
as
(u(s)  uref(s)) =  ! 1C(s)(1(s)  1ref(s))
  ! 1C(s)H 1m (s)Hum(s)(2(s)  2ref(s))
  ! 1C(s)~uq(s)  ! 1C(s)H 1m (s)C~x(s);
keutkL1 k! 1C(s)kL1L1xrkextkL1
+ k! 1C(s)H 1m (s)Hum(s)kL1L2xrkextkL1 (B.47)
+ k! 1C(s)H 1m (s)CkL1k~xtkL1 + k! 1C(s)kL1 ~!1maxkuqetkL1 :
Substituting the prediction error bound in (B.38) and the quantization bound in
(2.7), we see that
k(x  xref)t0k1  xohu + xqhu < xhu; k(u  uref)t0k1 < uhu;
which contradicts (B.36). Thus, the assumption does not hold and k(x xref)t0k1
and k(u  uref)t0k1 are bounded by (4.37).
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B.9 Proof of Theorem 8
(By contradiction)
Similar to the proof of Theorem 8, assume that the bounds in (4.42) do not hold.
Similar analysis carries till (B.47). Substituting (B.46) into (B.47), we obtain
(1  k! 1C(s)kL1 ~!1maxeu)kutkL1
(k! 1C(s)kL1L1xr + k! 1C(s)H 1m (s)Hum(s)kL1L2xr )kextkL1
+ k! 1C(s)H 1m (s)CkL1k~xtkL1 + kureftkL1 ;
kutkL1 
k! 1C(s)kL1L1xr + k! 1C(s)H 1m (s)Hum(s)kL1L2xr
1  k! 1C(s)kL1 ~!1maxeu
kextkL1
+
k! 1C(s)H 1m (s)CkL1
1  k! 1C(s)kL1 ~!1maxeu
k~xtkL1 +
1
1  k! 1C(s)kL1 ~!1maxeu
kureftkL1 :
(B.48)
Substituting the inequality (B.48) back to (B.45), we have
kextkL1 
cep(eu)k~xtkL1 + ceu(eu)kureftkL1eu
1  kGm(s)kL1L1xr   kGum(s)kL1L2xr   cex(eu)eu
< xhl :
(B.49)
For the control signal, substituting (B.48) into (B.47), the error signal can be up-
per bounded by keutkL1 < uhl , which together with the inequality in (B.49)
contradicts the assumption. Thus the assumption does not hold and the state and
control signals can be upper bounded as in (4.42).
B.10 Proof of Theorem 9
Let
~(s) , C(s)
c>m(sI  Am) 1bm
c>m(sI  Am) 1^(s)  C(s)(s):
It follows from (5.7) that
uq(s) = C(s)r(s)  C(s)(s) + ~(s) + u(s); (B.50)
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and the system in (5.1) consequently takes the form:
y(s) = M(s)

C(s)r(s) + (1  C(s))(s)  ~(s)

: (B.51)
Substituting (B.50) into (5.2), it follows from the definition of H(s), H0(s) and
H1(s) that
(s) = H1(s)r(s) +
H1(s)
C(s)
(u(s)  ~(s)) +H0(s)d(s):
Thus, (B.51) becomes
y(s) =H0(s)M(s)(1  C(s))d(s)
+M(s)
 
C(s) + (1  C(s))H1(s)

r(s) +
u(s)  ~(s)
C(s)

:
It can be verified from (5.11) that
M(s)(C(s) +H1(s)(1  C(s))) = H(s)C(s);
H0(s)M(s) = H(s);
and hence
y(s) =H(s)C(s)r(s) +H(s)u(s) H(s)~(s) +H(s)(1  C(s))d(s):
For the closed-loop reference system, it can be derived from (5.8) and (5.9) that
yref(s) = H(s)C(s)r(s) +H(s)(1  C(s))dref(s):
The difference leads to the error signal
e(s) ,y(s)  yref(s)
=H(s)(1  C(s))(d(s)  dref(s)) +H(s)u(s) H(s)~(s); (B.52)
where dref(s) is defined in (5.9). The first term is upper bounded by Assumption
8 and the second term is upper bounded by (5.3). The third term can be written
in terms of the estimation error. Note that the output predictor dynamics can be
112
written as
y^(s) = M(s)u(s) + c>m(sI  Am) 1^(s):
Together with (5.2), the estimation error can be written as
~y(s) =c>m(sI  Am) 1^(s) M(s)(s)
=
M(s)
C(s)
C(s)
M(s)
c>m(sI  Am) 1^(s) 
M(s)
C(s)
C(s)(s)
=
M(s)
C(s)
~(s):
Thus,
H(s)~(s) =
C(s)H(s)
M(s)
M(s)
C(s)
~(s):
Substituting it back into (B.52), the error is upper bounded by
ketkL1 LkH(s)(1  C(s))kL1ketkL1 + kH(s)kL1du + k
C(s)H(s)
M(s)
kL1k~ytkL1 :
Applying Lemma 16 gives the uniform upper bound in the first inequality of
(5.12).
Compare (B.50) and (5.8) to obtain
uq(s)  uref(s) = C(s)A(s)(d(s)  dref(s)) M(s)~(s) +M(s)u(s)
C(s)A(s) + (1  C(s))M(s)
= H2(s)(d(s)  dref(s))  H3(s)
M(s)
~y(s) +
H3(s)
C(s)
u(s):
Similar to the analysis of the output signal, use Assumption 8, Lemma 16 and
(5.3) to obtain
k(uq   uref)tkL1 LkH2(s)kL1x + k
H3(s)
M(s)
kL10 + k
H3(s)
C(s)
kL1
1
2
du:
Since it holds uniformly for all t > 0, u   uref is uniformly bounded as in the
second inequality of (5.12).
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B.11 Proof of Lemma 15
Given (6.9) and (6.8), the closed-loop reference system is
xref(s) = G(s)ref(s) +H(s)C(s)kgr(s) ; (B.53)
where H(s) and G(s) are defined in (6.7). Then from the properties of the L1
norm we have
kxrefkL1kG(s)kL1krefkL1+kH(s)C(s)kgkL1krkL1: (B.54)
Note that
krefkL1 max 0kxrefkL1 + max 1kxref 1kL1 + max 2kxref 2kL1 + kkL1
 max 0 + max 1 + max 2kxrefkL1 + kkL1 : (B.55)
Substituting (B.55) into (B.54) one obtains
kxrefkL1kG(s)kL1
 
max 0 + max 1 + max 2
kxrefkL1
+kG(s)kL1kkL1 + kH(s)C(s)kgkL1krkL1 :
If the design of k andD(s) satisfies the condition in (6.6), kxrefkL1 is uniformly
bounded for all  > 0:
kxrefkL1 
kG(s)kL1kkL1 + kH(s)C(s)kgkL1krkL1
1  kG(s)kL1
 
max 0 + max 1 + max 2
 :
Hence, the closed-loop reference system is BIBO stable.
B.12 Proof of Theorem 10
Let ex(m) , x(m)  xref(m), and
(m) ,0(m)>x(m) + 1(m)>x(m  1) + 2(m)>x(m  2) + (m) :
(B.56)
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By the definitions of (m) and ~(m) in (B.56) and (6.11), we can rewrite the
control law in (6.4) as
u(s) =  kD(s)(!u(s) + (s)  kgr(s) + ~(s)) :
Consequently
u(s) =   kD(s)
1 + k!D(s)
((s)  kgr(s) + ~(s)) :
By the definition of C(s) in (6.5), we obtain
u(s) =  C(s)
!
((s)  kgr(s) + ~(s)) : (B.57)
Substituting (B.57) into (6.1), the closed-loop system can be rewritten as
x(s) = G(s)(s) +H(s)C(s)kgr(s) H(s)C(s)~(s) ;
where H(s) and G(s) are defined in (6.7). Recall that the closed-loop reference
system is given in (B.53). Then,
ex(s) =G(s)e(s) H(s)C(s)~(s)
=G(s)e(s)  C(s)~x(s) ;
where the second equality follows (6.12), and
e(m) ,ref(m)  (m)
=0(m)
>ex(m) + 1(m)>ex(m  1) + 2(m)>ex(m  2) :
By the definition of the L1 norm, we have
kekL1  kG(s)kL1kekL1 + kC(s)kL1k~xkL1 :
For kekL1 in the first term, Assumption 9 implies
kekL1 max 0kexkL1 + max 1kex 1kL1 + max 2kex 2kL1
 max 0 + max 1 + max 2kexkL1 : (B.58)
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Hence, the error ex(m) is upper bounded by
kekL1 kG(s)kL1
 
max 0 + max 1 + max 2
kexkL1 + kC(s)kL1k~xkL1 :
If the condition in (6.6) holds, we have
kexkL1
kC(s)kL1
1 kG(s)kL1
 
max 0 +max 1 +max 2
k~xkL1 :
The above inequality together with Lemma 16 leads to
kex kL1
kC(s)kL1
1 kG(s)kL1
 
max 0 +max 1 +max 2
s m
min(P ) 
;
which holds uniformly for all   0. Thus, the first inequality in (6.14) holds.
For the second bound in (6.14), subtract (6.9) from (B.57) to obtain
u(s)  uref(s) =  C(s)
!
e(s)  C(s)
!
~(s) :
For the first term, kekL1 is upper bounded as in (B.58). For the second term,
since (Am; b0) is controllable, and H(s) is strictly proper and stable, there exists
co 2 Rn such that c>o H(s) is minimum phase with relative degree one (by Lemma
4 in [21]). This allows for the following representation
 C(s)
!
~(s) =  C(s)
!
1
c>o H(s)
c>o ~x(s) :
Since C(s) is strictly proper and stable, the system C(s)
c>o H(s)
c>o is at least proper and
stable. Thus, the error in the control signal can be bounded by
ku  urefkL1 
C(s)!

L1
 
max 0 + max 1 + max 2
kexkL1
+
 C(s)!c>o H(s)c>o

L1
k~xkL1 :
Finally, Lemma 16 and the first bound in (6.14) lead to the second bound.
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