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Abstrat: In this work we want to explore potentialities and deienies ofSparse Grid tehniques oupled with Polynomial Chaos for multi dimensional(up to fteen) stohasti problems. We used the sparse grid tehnique to om-pute the multi dimensional integrals needed to evaluate the oeients of thepolynomial expansion. Aim of this work is to ompare several Sparse Grid teh-niques in terms of omputational ost and auray with respet to Monte Carloreferene solution. We onsidered two problems: an algebrai funtion widelyused in literature to test stohasti numerial methods, namely g-funtion, withpoor regularity properties and a stohasti numerial simulation of a monodi-mensional ompressible nozzle, where geometry and operating onditions arefuntions of random variables. After a detailed study on error omputationsand on the inuene of the probability density funtion, we investigated thepossibility of reduing the number of random variables by means of ANOVAanalysis.Key-words: Polynomial Chaos, Sparse Grid, Unertainty Quantiation
Couplage de tehniques de grilles reuses ave laméthode du Chaos PolynomialRésumé : Dans e rapport, les potentialités et les problèmes des tehniques degrilles reuses ouplées ave la méthode de Chaos Polynomial ont été analyséespour des problèmes stohastiques multidimensionnelles (jusqu'à 15 paramètres).Les tehniques des grilles reuses ont été utilisées pour aluler les intégralesmultidimensionnelles, néessaires au alul des oeients du développementpolynomiale. Le but de es travaux est de omparer des diérentes tehniquesde grilles reuses en terme de oût de alul et préision par rapport à la solutionde référene alulée ave la méthode Monte Carlo. Nous avons onsidéré deuxproblèmes : i) une fontion algébrique très utilisée dans la littérature pour testerles méthodes numériques stohastiques, appelé g-fontion, qui se aratérise pardes faibles propriétés de régularité, et ii) la simulation numérique stohastiqued'une tuyère unidimensionnelle ompressible, où la géométrie et les onditionsopérationnelles sont des fontions des variables aléatoires. Après avoir alulél'erreur et l'inuene des fontions de densité de probabilité, on a prise en omptela possibilité de réduire le nombre de variables aléatoires à travers une analyseANOVA.Mots-lés : Chaos Polynomial, grilles reuses, quantiation de l'inertitude
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Sparse grid tehniques and Polynomial Chaos 61 IntrodutionThe objetive of numerial simulations is to predit physial events and providea better understanding of engineering devies. In the last deades strong eortwas devoted to the development of aurate numerial algorithms on parallelarhitetures. An open question onerns how to quantify the ondene levelof numerial simulations by onsidering that the physial system is aeted byseveral soures of unertainty. To establish the quality of a numerial simula-tion Veriation & Validation have been introdued [1℄. Veriation aims toquantify the errors assoiated to the numerial resolution of the given systemof equations, while Validation aims to identify whether system of equation is aorret representation of physis. Unertainties in Computational Fluid Dynam-is are due to an inomplete knowledge of physis (epistemi) or measurement(aleatory) errors, so inorporating unertainties in simulation is mandatory inorder to have a preditive numerial simulation.1.1 UQ - state of the artUQ formulations an be: intrusive or non-intrusive. They are intrinsially dier-ent beause in the intrusive approah the numerial method must be modiedto aount for unertainties; on the ontrary in the non-intrusive frameworkthe solver ode is used as a blak box, only the responses in a determinateset of points (in the stohastial spae) are required. In this work only thenon-intrusive strategy was explored.A short overview on the state of the art for the unertainty quantiationtehniques is now presented. The most ommon used method is the Monte Carlo(MC) sampling. In this method independent realizations of random inputs basedon their probability distribution are generated. Upon solving the deterministirealizations of the problem, one ollets an ensemble of solutions. From thisensemble of deterministi solutions it is possible to ompute all the statistialinformation. The MC is very straightforward to apply and it requires only re-alizations of deterministi ode. The onvergene is relatively slow (≈ 1/√Nwhere N is the number of realizations) and a high number of solutions is re-quired. Tehniques have been developed to aelerate the onvergene of theMC, eg. Latin hyperube (LHS), quasi-MC (QMC), however additional restri-tions are posed and their appliability is often limited. In this work the MonteCarlo method used is based on a quasi-MC strategy. Reentely a method alledgeneralized Polynomial Chaos (gPC) has been developed as a generalization ofthe lassial polynomial haos theory [2℄. In this method the stohasti solutionis expressed as orthogonal polynomials of the input random parameters anddierent types of polynomials an be hosen to ahieve the better onvergene.It is a spetral representation in a random spae and it exhibits a fast onver-gene when the solution depends smoothly on the random parameters. In thiswork we foused on the gPC method so a omplete desription of the methodis furnished in the next setion. Another strategy is the so-alled StohastiColloation method. This method is non-intrusive and, dierently from gPC,uses a interpolation Lagrangian basis instead of the polynomial basis (see [3℄and [4℄ for more details). A variant of this method, alled Probabilisti Collo-ation [5℄, that involves a haos version of Lagrangian interpolation has beenproposed in the last years. More reently an eort in analyzing problems withRR n° 7579
Sparse grid tehniques and Polynomial Chaos 7a higher number of unertainties led to adaptive methodologies to takle in aneient manner the high dimensionality. We an quote Blatman and Sudret[6℄, Witteveen et al. [7℄, the multi-element method of Foo and Karniadakis [8℄,Ma and Zabaras [9℄ and Agarwall [10℄.In this work all the results presented were obtained by the NISP librarydeveloped in the OPUS projet (see also [11℄ for some details).The report is organized as follows. In setion 2 the mathematial bak-ground of the problem is furnished. In setion 3 the Polynomial Chaos isdesribed with an emphasis on the integration problem 3.3 and 3.4. TheANOVA tehnique is briey realled in 4. Numerial results are furnished insetion 5 for the g-funtion and in setion 6 for the nozzle problem. Someresults on the possibility of a random variables redution are presented in 7.Conlusions and future perspetive work are disussed in setion 8.Part ITheoretial framework2 Problem settingConsider the following problem for an output of interest u(x, t, ξ(ω)):
L(x, t, ξ(ω);u(x, t, ξ(ω))) = S(x, t, ξ(ω)), (1)where the operator L an be either an algebrai or a dierential operator (in thisase we need appropriate initial and boundary onditions). The operator L andthe soure term S are dened on the domain D × T × Ξ, where x ∈ D ⊂ Rnd ,with nd ∈ {1, 2, 3}, and t ∈ T are the spatial and temporal dimensions. Ran-domness is introdued in (1) and its initial and boundary onditions in term of dseond order random parameters ξ(ω) = {ξ1(ω1), . . . , ξd(ωd)} ∈ Ξ with param-eter spae Ξ ⊂ Rd. The symbol ω = {ω1, . . . , ωd} ∈ Ω ⊂ R denotes realizationsin a omplete probability spae (Ω,F , P ). Here Ω is the set of outomes, F ⊂ 2Ωis the σ-algebra of events and P : F → [0, 1] is a probability measure. In ourase the random variables ω are by denition standard uniformly U(0, 1) orGaussian N (µ = 0, σ = 1) distributed. Random parameters ξ(ω) an have anyarbitrary probability density funtion p(ξ(ω)), in this way p(ξ(ω)) > 0 for all
ξ(ω) ∈ Ξ and p(ξ(ω)) = 0 for all ξ(ω) /∈ Ξ; we an now drop the argument ω forbrevity. The probability density funtion p(ξ(ω)) is dened as a joint probabil-ity density funtion from the independent probability funtion of eah variable:
p(ξ(ω)) =
∏d
i=1 pi(ξi). This assumption allows to an independent polynomialrepresentation for every diretion in the probabilisti spae with the possibilityto reover the multidimensional representation by tensorization. In the presentwork the test ases, presented in part II, are algebrai, steady equations and, ifwe drop the spatial argument x for simpliity, we an write
L(ξ;u(ξ)) = 0 (2)then the aim is to nd the statistial moments of the solution u(ξ).RR n° 7579
Sparse grid tehniques and Polynomial Chaos 83 PC expansion tehniqueIn this setion the Polynomial Chaos tehnique is presented in the frameworkof a non intrusive approah. This tehnique onsists in several steps. First asampling method is hosen to generate a disrete parameter spae ξi ∈ Ξ̄ ⊂ Ξwith i = 1, . . . , N in whih the model equation (2) is evaluated by a determin-isti ode determining a set of solution ui = u(ξi). Finally it is neessary toreonstrut the variable u(ξ) as a polynomial expansion (see later) in whih theoeients are omputed evaluating d-dimensional integrals with an opportunequadrature tehniques in whih the ui values are needed.3.1 Generalized Polynomial ChaosThe original work of Wiener ([12℄), in whih the homogeneous haos theorywas developed using only Hermite polynomials, has been extended by Askeyand Wilson [2℄. In this work they obtained the orret set of polynomials whihprovide an optimal basis for dierent (ontinuous) probability distribution types.The optimal basis seletion derives from the orthogonality of these polynomials,with respet to weighting funtions that orrespond to the probability densityfuntions in standard form (the density funtions and weighting funtions diersfor a normalization fator).In the framework of the Generalized Polynomial Chaos we an employ theorthogonal basis reported in the Askey sheme to approximate the funtionalform between eah random inputs and the stohasti response. The haos ex-pansion reads






















ai1i2i3B3(ξi1 , ξi2 , ξi3 ) + · · ·





βkΨk(ξ) (4)where we have a one-to-one orrespondene between the ouples ai − βk and




u(ξ)2p(ξ)dξ <∞.The knowledge of the βk allows to fully haraterize the output randomvariable. Eah polynomial Ψ(ξ) of total degree no is a multivariate polynomialRR n° 7579





ψmi(ξi). (5)An example of multivariate polynomials of degrees up to seond, in the bidi-mensional spae, is reported in the Appendix A.3.2 Expansion trunationWhen we deal with a pratial problem we have to trunate the innite expan-sion (4), so we an write




βkΨk(ξ) +OT , (6)where OT is a trunation error. If the polynomial haos expansion inludes aomplete basis of polynomials up to the xed total order no and we deal with a
d-dimensional spae, the number of terms Ntot in the expansion (6) is




















f(ξ)g(ξ)p(ξ)dξ, (8)the determination of the PC oeients of the output expansion redues to theevaluation of Ntot d-dimensional integrals
Ik = βk〈ΨkΨk〉 =
∫
Ωd
u(ξ)Ψk(ξ)p(ξ)dξ, (9)that it is all but an easy task to do in an eient manner, see 3.3 to see howto takle it. By the way, thanks to the tensorization harater of the Ψk, theexat evaluation of 〈Ψk,Ψk〉 is immediate:







Sparse grid tehniques and Polynomial Chaos 10and, at this point, the stohasti solution u(ξ) is reonstruted as ũ(ξ). We annow ompute the statistial moments of interest: the expeted value µ(u)



















βkΨk(ξ)p(ξ)dξ = β0and the variane σ2(u)
σ2(u) ≈ σ2(ũ) =
∫
Ωd




































uiΨk(ξi)wi +OI , (10)in whih the evaluation of the integrand funtion in a nite set of points (ξi) inthe d-dimensional spae, multiplied by weights (wi) should be realized. Thesevalues depend on the method hosen for the quadrature (w̃i) and, of ourse, onthe joint probability distribution p(ξ) assoiated at the stohasti variables. OIrepresents an integration error.In this work we are dealing with three dierent tehniques for the numerialquadrature: Monte Carlo sampling - it generates a random distribution ξi of N pointsin the d-dimensional spae. The weight w̃i assoiated to every point ξiis simply 1/N . This method is robust and onverges for every funtionin L2 with a onvergent rate independent of the dimension d, but theonvergene rate 1/√N is very slow; Full tensorization - starting from a monodimensional quadrature tehniquein whih a sequene of nodes ξrj and weights wrj where r = 1, . . . , d, j =
1, . . . , Nr and Nr is the number of nodes in the rth diretion is generated.RR n° 7579
Sparse grid tehniques and Polynomial Chaos 11These sequenes of points are then tensorized to ll the d-dimensionalspae: N = ∏dr=1Nr, ξi = ξ1hi1 ⊗ · · · ⊗ ξdhid and w̃i = w1hi1 ⊗ · · · ⊗ wdhidwhere we employ a matrix∗ H = {hij} ∈ RN×d. This method beomesinfeasible for high dimensional problems; Smolyak's algorithm [13, 14℄ has been proposed to redue the numerialost of the full tensorization. It is presented in the following setion.3.4 Smolyak's algorithmSmolyak's ubature tehnique is based on partial tensorization of one-dimensionalquadrature formulas [13℄. We onsider a sequene of one-dimensional quadra-ture formulas involving a number of points nl orresponding to a level l. Thenumber of points nl grows with l. We dene a lassial quadrature formula inthe one-dimensional ase
∫
Ω








i). (11)Setting Ql0f = 0, we dene also a dierene quadrature formula as
∆1k≥1f
def
= (Q1k −Q1k−1)f with Q10f = 0. (12)Using a multi-index k = (k1, . . . , kd), the d-dimensional dierene formula isobtained by a tensor produt of one-dimensional dierene quadrature formulas
∆kf
def
= (∆1k1 ⊗ · · · ⊗∆1kd)f. (13)Now we have all the omponents to assemble the d-dimensional Smolyak'squadrature formula of a level l:
∫
Ωd





∆kf, (14)where l ∈ N, k ∈ Nd and |k| def= ∑di=1 ki.In the Appendix C we reported an example with all the required operationsto ompute the sparse grid (nodes and weights) in the bidimensional (d = 2) asewith levels up to seond for a Clenshaw-Curtis univariate quadrature formula.All the quadrature rules used in this work are sequenes of roots of polyno-mials. We used the following kind of polynomials: Legendre and Hermite forthe full tensorization, respetively for uniform or Gaussian distributed uner-tainties; Clenshaw-Curtis, Fejer and Legendre for the Smolyak algorithm. TheClenshaw-Curtis rule was used also for the simple olloation and for the Petrasalgorithm. The Petras algorithm is based on the Smolyak ones, but it allowsa more eient use of the omputational resoures [15℄. The Clenshaw-Curtisand Fejer (seond kind) are nested very similar rules (they were proposed byFejer in the 1933 before the work of Clenshaw and Curtis in the 1960) and arebased on the extrema points of the rst kind polynomials of Chebyshev. The
∗We shall say, more properly, it is a tiling of multi indies vetors.RR n° 7579
Sparse grid tehniques and Polynomial Chaos 12Fejer quadrature rule uses only internal extrema of the polynomials, i.e. theweights of the endpoints are zero. It is also possible to employ a monodimen-sional trapezoidal rule as starting point to onstrut a multidimensional grid bythe Smolyak algorithm. In this ase, at every inrease of the level, the monodi-mensional domain is disretized by a resolution double with respet the previousone. See the Appendix D for the analytial expression of the polynomials used.3.5 Interation between trunation and integration errorIn the previous setions Polynomial Chaos expansion and the multi dimensionalintegration in order to ompute PC oeients have been introdued. An a-urate estimation of statistial properties is dependent on two soures of error:related to trunation error of the PC OT and OI related to the integrationon every oeient βk. The only way to redue the trunation error is to in-rease the total degree of the expansion no, while inreasing the level l of thequadrature in the Smolyak algorithm allows to redue the integration error.†Unfortunately, due to the non-polynomial behavior of the integrand funtion,it is impossible to quantify eah error ontribution with an a priori estimate.In an ideal situation one should inrease the level of the polynomial expansionwhen the level of the Sparse Grid quadrature is high enough to ensure that theintegration error is negligible respet to the trunation ones. A detailed investi-gation of the interation between the trunation error and the integration ones,in the ontext of the Sobol's sensitivities indies, an be found in [11℄.In the present work dierent Sparse Grid tehniques with inreasing levelsare oupled with Polynomial Chaos expansions of inreasing degrees. This in-vestigation aimed to identify, if it exists, the good hoie between polynomialexpansion and quadrature level. Numerial results for the g-funtion and nozzleow are reported in the seond part of this paper (II).4 ANOVA representation and dimensional deom-positionIn this setion we want to introdue briey the ANOVA tehnique (4.1) anda possible dimensional redution strategy (4.2) based on this dimensional de-omposition.






















,with N , the total number of quadrature points, whih grows with the level of the Sparse Gridtensorization.
RR n° 7579









φi,j(ξj)), (15)where fi and φi,j are one-dimensional ontinuous funtions dened on R with





fiξi. (16)We an see the ANOVA deomposition, well known in statistis (see [19℄),as a multivariate generalization of (16). The ANOVA deomposition of a d-dimensional funtion is













fj1,j2,j3(ξj1 , ξj2 , ξj3 ) + · · ·+ fj1,...,jd(ξj1 , . . . , ξj3),
(17)or, in a more ompat form







fj1,...,js(ξj1 , . . . , ξjs). (18)This form ontains a xed number of terms (2d) and it is alled ANOVA if
∫ 1
0
fj1,...,jsdξk = 0 for all k = j1, . . . , js. (19)
RR n° 7579















dξi − fj1 − fj2 − f0











f2j1,...,jsdξ. (20)From this deomposition is possible to dene the global sensitivity index
Sj1,...,js = σ
2(fj1,...,js)/σ








TSIi ≥ 1.4.2 Dimensional redution strategy based on ANOVABased on the ANOVA deomposition of a funtion it is possible to evaluate thedistribution of the overall variane respet to the ANOVA omponents, and ifa threshold is xed (e.g. 95% of the total variane), a trunation dimension isobtained. The trunation dimension is the eetive dimensionality assoiatedto the problem (of ourse it an depend on the hosen threshold).The problem loses its original dimensionality (d) and it an be replaed withits approximation of dimension (d−n), where n is the number of the not signi-ative dimensions. The dimensional redution, based on the ANOVA analysis,allows to takle the high dimensionality in the UQ ontext. The strategy weused in the following setions an be resumed as follows: performing ANOVA analysis on the original system (dimension d);RR n° 7579
Sparse grid tehniques and Polynomial Chaos 15 xing a threshold level on the variane, the number of unimportant di-mensions (n) is obtained; the original model is redued from dimension d to d − n (for all the di-mensions dropped the mean values is employed); a standard stohastial approah an be now performed on the reduedmodel.
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. (21)We introdued the randomness by modeling the independent variables (ξi) asstohasti variables uniform distributed on the domain of interest:
ξi ∼ U [0, 1] for i = 1, . . . , d. This funtion is non-smooth and non-monotonous.A plot of the g-funtion in two variable is reported in gure 1.This funtion is a hallenging test both for the PC expansion, due to thepresene of the absolute value whih prevents the spetral onvergene of theexpansion, and for the ubature formula, due to the non-smooth behavior. Forall the dimensions (d) the mean of the funtion µ(g(ξ)) = 1, while the varianehas an analytial desription, funtion of the dimension d hosen:








) (22)The oeients ai an be used to speied the role of the orresponding vari-ables, the more oeient is lose to zero (by the way, in our ase, the rstoeient is exatly zero), the more orrespondent variable is important. Not-ing that ai dereasing linearly with i, it is easy to see that growing up with thedimension d only less important variables are added.We onsider ve 5.1, ten 5.2 and fteen 5.3 dimensions problems. Inthis ase statisti omputations onsist in omputing the mean and varianeof the funtion with the quadrature rules presented in 3.4 and identifying theminimum number of simulation that allows to reah a ertain order of exatnessRR n° 7579




























,where the referene solution is the exat ones (µref = 1 and Eq.22).
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fejer + deg 1
fejer + deg 2
fejer + deg 3
fejer + deg 4
CC + deg 1
CC + deg 2
CC + deg 3
CC + deg 4Figure 2: Mean values for the g-funtion (d = 5)In the following we reported the table 1 with the magnitude of the error(23) for the ve dimensional problem. We hoose to indiate with the symbol
2 when a simulation has not performed, i.e. too high or too low number ofpoints, and with the symbol 4 when an order of magnitude of the error has notobserved, but the simulation has been performed, i.e. the method do not reahthis auray.If we onsider both the mean and the variane, Monte Carlo seems to be themost eient method. All the strategies employed more simulations to reahthe same auray of the Monte Carlo, exepted the Fejer rule oupled with apolynomial expansion of degree four for the variane.
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fejer + deg 1
fejer + deg 2
fejer + deg 3
fejer + deg 4
CC + deg 1
CC + deg 2
CC + deg 3












fejer + deg 1
fejer + deg 2
fejer + deg 3
fejer + deg 4
CC + deg 1
CC + deg 2
CC + deg 3
CC + deg 4Figure 4: Variane (zoom) values for the g-funtion (d = 5)RR n° 7579
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MeanMethod E-01 E-02 E-03 E-04 E-05MC 10 80 960 9040 55020Full 32 7776 4 4 4Petras 11 3343 4 4 4Fejer + PC 1 11 5503 4 4 4Fejer + PC 2 11 5503 4 4 4Fejer + PC 3 11 5503 4 4 4Fejer + PC 4 11 5503 4 4 4CC + PC 1 11 19313 4 4 4CC + PC 2 11 19313 4 4 4CC + PC 3 11 19313 4 4 4CC + PC 4 11 19313 4 4 4VarianeMethod E-01 E-02 E-03 E-04 E-05MC 10 440 7010 4 4Full 243 3125 4 4 4Petras 51 6223 4 4 4Fejer + PC 1 4 4 4 4 4Fejer + PC 2 11 4 4 4 4Fejer + PC 3 11 4 4 4 4Fejer + PC 4 11 351 4 4 4CC + PC 1 4 4 4 4 4CC + PC 2 11 4 4 4 4CC + PC 3 11 4 4 4 4CC + PC 4 11 19313 4 4 4Table 1: Error magnitude for g-funtion with ve unertainties. The symbol
2 indiates when a simulation has not performed and the symbol 4 when anorder of magnitude of the error has not observed.
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fejer + deg 1
fejer + deg 2
fejer + deg 3
fejer + deg 4
CC + nisp deg 1
CC + nisp deg 2
CC + nisp deg 3
CC + nisp deg 4Figure 5: Mean values for the g-funtion (d = 10)In the ase of ten dimensions all the methods tested, inluded the MonteCarlo ones, are less preditive with respet to the ve unertainty ase. All themethods reahed a maximum auray of 10% with respet to Monte Carlo,exept for the Fejer rule oupled with a polynomial expansion of degree fourthat reahed 0.1%. This auray is ahieved with an inreasing, with respetto the Monte Carlo, of a fator nine for the number of simulations.
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fejer + deg 1
fejer + deg 2
fejer + deg 3
fejer + deg 4
CC + nisp deg 1
CC + nisp deg 2
CC + nisp deg 3












fejer + deg 1
fejer + deg 2
fejer + deg 3
fejer + deg 4
CC + nisp deg 1
CC + nisp deg 2
CC + nisp deg 3
CC + nisp deg 4Figure 7: Variane (zoom) values for the g-funtion (d = 10)RR n° 7579
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MeanMethod E-01 E-02 E-03 E-04 E-05MC 10 90 1290 16800 4Full 1024 4 4 4 4Petras 21 4 4 4 4Fejer + PC 1 21 4 4 4 4Fejer + PC 2 21 4 4 4 4Fejer + PC 3 21 4 4 4 4Fejer + PC 4 21 4 4 4 4CC + PC 1 21 4 4 4 4CC + PC 2 21 4 4 4 4CC + PC 3 21 4 4 4 4CC + PC 4 21 4 4 4 4MeanMethod E-01 E-02 E-03 E-04 E-05MC 10 540 8420 4 4Full 59049 4 4 4 4Petras 4 4 4 4 4Fejer + PC 1 4 4 4 4 4Fejer + PC 2 21 4 4 4 4Fejer + PC 3 21 4 4 4 4Fejer + PC 4 21 4 77505 4 4CC + PC 1 4 4 4 4 4CC + PC 2 21 4 4 4 4CC + PC 3 21 4 4 4 4CC + PC 4 4 4 4 4 4Table 2: Error magnitude for g-funtion with ten unertainties. The symbol 2indiates when a simulation has not performed and the symbol 4 when an orderof magnitude of the error has not observed.
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fejer + deg 1
fejer + deg 2
fejer + deg 3
fejer + deg 4
CC + nisp deg 1
CC + nisp deg 2
CC + nisp deg 3
CC + nisp deg 4Figure 8: Mean values for the g-funtion (d = 15)The ase of fteen unertainties is the more diult ase tested in this work.Qualitatively the performanes of all the methods are equal to the previousases, but for all the methodologies there is a derease in performanes. Weneed more simulations for the same auray of the previous ases. The MonteCarlo is always the best method.
‡Note that the level two need 315 = 14 348 907 deterministi runs.RR n° 7579
















fejer + deg 1
fejer + deg 2
fejer + deg 3
fejer + deg 4
CC + nisp deg 1
CC + nisp deg 2
CC + nisp deg 3












fejer + deg 1
fejer + deg 2
fejer + deg 3
fejer + deg 4
CC + nisp deg 1
CC + nisp deg 2
CC + nisp deg 3
CC + nisp deg 4Figure 10: Variane (zoom) for the g-funtion (d = 15)RR n° 7579
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MeanMethod E-01 E-02 E-03 E-04 E-05MC 10 150 2000 28990 4Full 4 4 4 4 4Petras 31 4 4 4 4Fejer + PC 1 31 4 4 4 4Fejer + PC 2 31 4 4 4 4Fejer + PC 3 31 4 4 4 4Fejer + PC 4 31 4 4 4 4CC + PC 1 31 4 4 4 4CC + PC 2 31 4 4 4 4CC + PC 3 31 4 4 4 4CC + PC 4 31 4 4 4 4VarianeMethod E-01 E-02 E-03 E-04 E-05MC 10 600 4 4 4Full 4 4 4 4 4Petras 451 4 4 4 4Fejer + PC 1 4 4 4 4 4Fejer + PC 2 31 4 4 4 4Fejer + PC 3 31 4 4 4 4Fejer + PC 4 31 4 4 4 4CC + PC 1 4 4 4 4 4CC + PC 2 31 4 4 4 4CC + PC 3 31 4 4 4 4CC + PC 4 31 40001 4 4 4Table 3: Error magnitude for g-funtion with fteen unertainties. The symbol
2 indiates when a simulation has not performed and the symbol 4 when anorder of magnitude of the error has not observed.
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Figure 11: p/p0 along the nozzle in a ow ondition.Uniform GaussianVariable Min Max Mean Devstd
γ 1.39 1.41 1.4 7.0E-3
pes/p0 0.80145 0.85145 0.82645 4.1323E-3
Ae/At 1.485 1.515 1.5 7.5E-3
α 0 0.01 0.005 2.5E-5
β 0.475 0.525 0.5 2.5E-3Table 4: Values for the nozzle ow in the ve unertainties aseRR n° 7579
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hniques and Polynomial Chaos 28Uniform GaussianVariable Min Max Mean Devstd
γ 1.39 1.41 1.4 7.0E-3
pes/p0 0.80145 0.85145 0.82645 4.1323E-3
Ae/At 1.485 1.515 1.5 7.5E-3
α 0.00475 0.00525 0.005 2.5E-5
β 0.475 0.525 0.5 2.5E-3
α1 -0.00525 -0.00475 -0.005 2.5E-5
α2 -0.05 0.05 0 0.005
α3 -0.05 0.05 0 0.005
α4 -0.05 0.05 0 0.005
































Figure 12: Bidimensional funtion for the shok position in the nozzle problem6.1 Nozzle ow with ve unertainties6.1.1 Unertainties with uniform distributionWe report here the results of the nozzle problem with ve unertainties witha uniform probability density funtion. The mean, a zoom on the interestdomain, the variane and a zoom on it are reported in gure 13, 14, 15, and16 respetively. The referene solution is the Monte Carlo ones (200000 runs)RR n° 7579









MC - N = 200000
Monte Carlo
Full
Legendre (deg = l - 1)
Petras
CC + deg 1
CC + deg 2
CC + deg 3
CC + deg 4
Figure 13: Mean for the nozzle problem with ve uniform unertaintiesIn the following the error on the mean and on the variane is shown in thease of ve uniform distributed (table 6).All the methods perform better than their ounterpart used on the g-funtion,but, in analogy with the g-funtion ase, no ombination between Sparse gridand Polynomial Chaos seem to be eient and aurate as the Monte Carlomethod. However the ombination of the Clenshaw-Curtis quadrature and alow degree expansion for the Polynomial Chaos shows to be more eient thanMC to reah an auray up to 0.1% for the mean and 1% for the variane.
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0.498 MC - N = 200000
Monte Carlo
Full
Legendre (deg = l - 1)
Petras
CC + deg 1
CC + deg 2
CC + deg 3
CC + deg 4









MC - N = 200000
Monte Carlo
Full
Legendre (deg = l - 1)
Petras
CC + deg 1
CC + deg 2
CC + deg 3
CC + deg 4
Figure 15: Variane for the nozzle problem with ve uniform unertaintiesRR n° 7579












MC - N = 200000
Monte Carlo
Full
Legendre (deg = l - 1)
Petras
CC + deg 1
CC + deg 2
CC + deg 3
CC + deg 4
Figure 16: Variane (zoom) for the nozzle problem with ve uniform unertain-ties MeanMethod E-01 E-02 E-03 E-04 E-05MC 2 10 20 260 1420Full 2 2 2 32 3125Legendre 11 4 4 4 4Petras 2 2 11 4 4CC + PC 1 2 2 21 4 4CC + PC 2 2 2 21 4 4CC + PC 3 2 2 21 4 4CC + PC 4 2 2 21 4 4VarianeMethod E-01 E-02 E-03 E-04 E-05MC 10 100 860 9010 71940Full 2 2 32 4 4Legendre 4 4 4 4 4Petras 11 4 4 4 4CC + PC 1 2 21 4 4 4CC + PC 2 2 21 4 4 4CC + PC 3 61 2443 4 4 4CC + PC 4 61 19313 51713 2 2Table 6: Error magnitude for the nozzle ow with ve uniform unertainties.The symbol 2 indiates when a simulation has not performed and the symbol
4 when an order of magnitude of the error has not observed.RR n° 7579













MC - N = 200000
Monte Carlo
full
nisp CC + deg 2
nisp CC + deg 3
nisp CC + deg 4
nisp CC + deg 2 (uni)
nisp CC + deg 3 (uni)




fejer + deg 2 (uni)
fejer + deg 3 (uni)
fejer + deg 4 (uni)Figure 17: Mean for the nozzle problem with ve Gaussian unertaintiesAll the methods fail to be ompetitive with Monte Carlo in auray andeieny and they performed worst than the same dimensional uniform ase.
RR n° 7579









MC - N = 200000
Monte Carlo
full
nisp CC + deg 2
nisp CC + deg 3
nisp CC + deg 4
nisp CC + deg 2 (uni)
nisp CC + deg 3 (uni)




fejer + deg 2 (uni)
fejer + deg 3 (uni)
fejer + deg 4 (uni)











MC - N = 200000
Monte Carlo
full
nisp CC + deg 2
nisp CC + deg 3
nisp CC + deg 4
nisp CC + deg 2 (uni)
nisp CC + deg 3 (uni)




fejer + deg 2 (uni)
fejer + deg 3 (uni)
fejer + deg 4 (uni)
Figure 19: Variane (zoom) for the nozzle problem with ve Gaussian uner-taintiesRR n° 7579
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MeanMethod E-01 E-02 E-03 E-04 E-05MC 2 2 10 50 5110Full 2 2 2 243 4CC + PC 2 2 11 4 4 4CC + PC 3 2 11 4 4 4CC + PC 4 2 11 4 4 4CC + PC 2 (uni) 2 2 11 19313 4CC + PC 3 (uni) 2 2 11 19313 4CC + PC 4 (uni) 2 2 11 19313 4Petras 2 2 2 11 4Petras (uni) 2 2 11 4 4Colloation (CC) 2 2 11 4 4Fejer + PC 2 (uni) 2 2 11 4 4Fejer + PC 3 (uni) 2 2 11 4 4Fejer + PC 4 (uni) 2 2 11 4 4VarianeMethod E-01 E-02 E-03 E-04 E-05MC 10 80 3350 4 4Full 2 243 4 4 4CC + PC 2 4 4 4 4 4CC + PC 3 4 4 4 4 4CC + PC 4 4 4 4 4 4CC + PC 2 (uni) 241 51713 2 2 2CC + PC 3 (uni) 801 4 4 4 4CC + PC 4 (uni) 801 4 4 4 4Petras 4 4 4 4 4Petras (uni) 4 4 4 4 4Colloation (CC) 801 51713 4 4 4Fejer + PC 2 (uni) 11 4 4 4 4Fejer + PC 3 (uni) 5503 61183 4 4 4Fejer + PC 4 (uni) 5503 61183 4 4 4Table 7: Error magnitude for the nozzle ow with ve Gaussian unertainties.The symbol 2 indiates when a simulation has not performed and the symbol
4 when an order of magnitude of the error has not observed.
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MC - N = 200000
Monte Carlo
full
legendre (deg = l-1)
petras
KPL3 + deg 2
KPL3 + deg 3
legendre + deg 2
legendre + deg 3
CC + deg 1
CC + deg 2
CC + deg 3
CC + deg 4
trap + deg 2
trap + deg 3
trap + deg 4
fejer + deg 2
Figure 20: Mean for the nozzle problem with ten uniform unertaintiesThis ase appears more diult than the previous one due to the higherdimension. The Monte Carlo performs always better than the other methodsand the Petras, Legendre and trapezoidal rule failed to reah an auray of
10%, with respet to Monte Carlo, in all the range of simulations performed.
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0.515 MC - N = 200000
Monte Carlo
full
legendre (deg = l-1)
petras
KPL3 + deg 2
KPL3 + deg 3
legendre + deg 2
legendre + deg 3
CC + deg 1
CC + deg 2
CC + deg 3
CC + deg 4
trap + deg 2
trap + deg 3
trap + deg 4
fejer + deg 2










MC - N = 200000
Monte Carlo
full
legendre (deg = l-1)
petras
KPL3 + deg 2
KPL3 + deg 3
legendre + deg 2
legendre + deg 3
CC + deg 1
CC + deg 2
CC + deg 3
CC + deg 4
trap + deg 2
trap + deg 3
trap + deg 4
fejer + deg 2
Figure 22: Variane for the nozzle problem with ten uniform unertaintiesRR n° 7579
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MeanMethod E-01 E-02 E-03 E-04 E-05 E-06MC 2 10 20 100 2110 35960Full 2 2 2 59049 2 2Leg (l = no + 1) 231 4 4 4 4 4Petras 201 4 4 4 4 4KPL3 + PC 2 2 21 4 4 4 4KPL3 + PC 3 2 21 4 4 4 4Leg + PC 2 21 4 4 4 4 4Leg + PC 3 21 4 4 4 4 4CC + PC 1 2 2 21 171425 2 2CC + PC 2 2 2 21 171425 2 2CC + PC 3 2 2 21 171425 2 2CC + PC 4 2 2 21 171425 2 2Trap + PC 2 2 21 13441 4 4 4Trap+ PC 3 2 21 13441 4 4 4Trap+ PC 4 2 21 13441 4 4 4Fejer + PC 2 2 21 4 4 4 4VarianeMethod E-01 E-02 E-03 E-04 E-05 E-06MC 10 60 230 7510 4 4Full 2 2 59049 2 2 4Leg (l = no + 1) 4 4 4 4 4 4Petras 4 4 4 4 4 4KPL3 + PC 2 21 4 4 4 4 4KPL3 + PC 3 4 4 4 4 4 4Leg + PC 2 4 4 4 4 4 4Leg + PC 3 4 4 4 4 4 4CC + PC 1 2 21 4 4 4 4CC + PC 2 21 41625 4 4 4 4CC + PC 3 221 4 4 4 4 4CC + PC 4 4 4 4 4 4 4Trap + PC 2 4 4 4 4 4 4Trap + PC 3 4 4 4 4 4 4Trap + PC 4 4 4 4 4 4 4Fejer + PC 2 4 4 4 4 4 4Table 8: Error magnitude for the nozzle ow with ten uniform unertainties.The symbol 2 indiates when a simulation has not performed and the symbol
4 when an order of magnitude of the error has not observed.
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MC - N = 200000
Monte Carlo
full
CC + deg 1 (uni)
CC + deg 2 (uni)
CC + deg 3 (uni)
CC + deg 4 (uni)
petras
trap + deg 2 (uni)
trap + deg 3 (uni)
trap + deg 4 (uni)
Figure 23: Mean for the nozzle problem with ten Gaussian unertaintiesIn this ase the general trend is the same of the uniform ones, but it showsto be more diult. Petras and trapezoidal rule failed to ahieve an auray of
10% and the same ourred also for the Clenshaw-Curtis oupled with an highpolynomial degree (three or four).
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MC - N = 200000
Monte Carlo
full
CC + deg 1 (uni)
CC + deg 2 (uni)
CC + deg 3 (uni)
CC + deg 4 (uni)
petras
trap + deg 2 (uni)
trap + deg 3 (uni)
trap + deg 4 (uni)
Figure 24: Variane for the nozzle problem with ten Gaussian unertaintiesMeanMethod E-01 E-02 E-03 E-04 E-05 E-06MC 2 2 10 50 5870 4Full 2 2 2 2 2 59049CC + PC 1 (uni) 2 2 21 4 4 4CC + PC 2 (uni) 2 2 21 4 4 4CC + PC 3 (uni) 2 2 21 4 4 4CC + PC 4 (uni) 2 2 21 4 4 4Petras 2 2 201 60225 4 4Trap + PC 2 (uni) 2 2 21 77505 2 2Trap + PC 3 (uni) 2 2 21 77505 2 2Trap + PC 4 (uni) 2 2 21 77505 2 2VarianeMethod E-01 E-02 E-03 E-04 E-05 E-06MC 10 60 3350 70640 4 4Full 2 59049 2 2 2 4CC + PC 1 (uni) 1581 171425 2 2 2 4CC + PC 2 (uni) 1581 4 4 4 4 4CC + PC 3 (uni) 4 4 4 4 4 4CC + PC 4 (uni) 4 4 4 4 4 4Petras 4 4 4 4 4 4Trap + PC 2 (uni) 4 4 4 4 4 4Trap + PC 3 (uni) 4 4 4 4 4 4Trap + PC 4 (uni) 4 4 4 4 4 4Table 9: Error magnitude for the nozzle ow with ten gaussian unertainties.The symbol 2 indiates when a simulation has not performed and the symbol
4 when an order of magnitude of the error has not observed.RR n° 7579








. (25)(26)We analyzed the ase of the g-funtion in (7.1) and the nozzle ow (7.2)in the ase of uniform distributed variables.7.1 g-funtionHere we exploit the analytial behavior of the g-funtion to ompute statistisfrom the dimensional redued model without perform omputations on it. Theg-funtion was built with terms losing their importane when the dimensioninrease, so a dimensional redution an be obtained drop the last terms. Weonsider a d-dimensional g-funtion and we neglet the last n terms, i.e. thestohasti dimension is redued and the terms dropped are substituted with theirmean value (always 0.5 in this ase). We make a substitution of the funtion
























.These relations, with (22), allow to ompute trivially also the error made eval-uating the mean and the variane on g̃ instead of g. In table 10 we reportthe error on the mean and variane orresponding to a threshold on the totalvariane (%σ2) negleting the last n unertainties of the original d-dimensionalproblem. The table 10 onsider a possible dimension redution of the threeases analyzed in (5): ve, ten and fteen uniform distributed unertainties.In onlusion the dimension redution, based on the ANOVA analysis, seemsto be a non aurate tehnique for the g-funtion.7.2 Nozzle owIn this setion we want to present some results on the dimensional redution ofthe model based on the ANOVA analysis, for the nozzle ow problem.RR n° 7579
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d n %σ2 errµ errσ25 2 80 0.60 0.8710 6 82 0.82 0.9715 10 73 0.87 0.99Table 10: Error on the mean and variane after ANOVA based redution forthe g-funtion.As in the ase of the g-funtion, presented in the previous setion, we per-formed an ANOVA analysis on the omplete problem to quantify the ontri-bution of eah unertainties to the total variane. This preliminary analysisallows to evaluate the possibility of a dimensional redution on the stohastispae. We analyzed the two ases of ve and ten unertainties with uniformdistribution.The ANOVA analysis shows that a large amount of the total variane islinked to the unertainty on the pressure ratio (pes/p0). For the ve uner-tainties problem the total ontribution is more than 98% onsidering only theunertainties on the pressure ratio, while for the ten unertainties ase it is 96%.This analysis seems to justify a model redution of four and nine unertaintiesrespetively for the ve and ten unertainties ase.For the nozzle problem ow the analytial values for the mean and varianeare unknown, however we an perform a Monte Carlo simulation on the reduedase to estimate an 'exat' value for the redued problem. In this manner weare able to quantify the error assoiated to the presribed variane ontributionlinked to the seletion of only one unertainty (on the pressure ratio pes/p0).The table 11 resume all the results obtained. The error for the mean (errµ)and variane (errσ2 ) is omputed as reported in 24.
d n %σ2 errµ errσ25 4 98 -1.84E-04 0.01410 9 96 3.40E-04 0.039Table 11: Error on the mean and variane after ANOVA based redution forthe nozzle problemDierently from the g-funtion ase, analyzing the nozzle ow the stohastiredution seems to be a promising strategy. We report the results (table 12)obtained performing a Polynomial Chaos analysis, with a full tensorization, onthe ow problem with only one unertainty. These results are been omparedwith their ounterparts reported in the tables 6 and 8.In this ase the stohasti dimension redution based on a preliminary ANOVAanalysis shows omfortable results, in fat if one wants to evaluate the varianewith an auray of the 1%, in the worst ase he an obtain a redution of thenumber of simulation of a fator 15. For an error of magnitude 0.1%, a fatorof 10 in the number of numerial simulations, is ahieved for the mean.
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Five unertainties MeanMethod E-01 E-02 E-03 E-04 E-05 E-06MC 2 10 20 260 1420 4Full (redued) 2 2 2 62 4 4VarianeMethod E-01 E-02 E-03 E-04 E-05 E-06MC 10 100 860 9010 71940 4Full (redued) 2 2 4 4 4 4Ten unertainties MeanMethod E-01 E-02 E-03 E-04 E-05 E-06MC 2 10 20 100 2110 35960Full (redued) 2 2 2 84 4 4VarianeMethod E-01 E-02 E-03 E-04 E-05 E-06MC 10 60 230 7510 4 4Full (redued) 4 4 4 4 4 4Table 12: Error magnitude for the nozzle ow after ANOVA based redution.The symbol 2 indiates when a simulation has not performed and the symbol
4 when an order of magnitude of the error has not observed.
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Sparse grid tehniques and Polynomial Chaos 438 ConlusionsIn this work we explored potentialities and deienies of the oupling betweenPolynomial Chaos and Sparse Grid. We analyzed two dierent problem: theg-funtion, and the lassial stohasti ompressible ow in a de-Laval nozzle.We explored several kind on Sparse Grid quadrature and we ompared allthe results with the Monte Carlo method. No ombination of Sparse Grid andPolynomial Chaos shows omparable results, with Monte Carlo ones, in term ofauray and eieny, i.e. an higher number of simulations is always requiredto reah a xed magnitude of error. The omputation of the variane has beenmore diult than mean to ompute, the g-funtion resulted to be more diultto analyze respet to the nozzle ow problem.The possibility of a redution of the stohastial dimension of the problemwas also explored. A preliminary analytial analysis on the g-funtion showedthat the redution for this kind of funtion is useless. For the nozzle ow prob-lem an estimate of the error, made using the dimensional redued model, wasperformed using the Monte Carlo values of the omplete and redued problem.This results showed that for this kind of problem this strategy is eient andallows to a good estimate for the statistial moments of the omplete model.A full tensorization with a Polynomial Chaos expansion has been used on thestohastial dimension redued model and it has been showed that, in the worstase (nozzle ow), a redution of a fator 10 is ahieved on the number of sim-ulations required.9 A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Sparse grid tehniques and Polynomial Chaos 46Part IIIAppendixA Polynomial basis and trunated expansionIn this Appendix we want to show how to alulate the polynomial trunatedexpansion (Eq. 6), for a two-dimensional problem (d = 2), for a xed totalpolynomial expansion order. For the example Hermite basis (see table 13 andgure (25)) is hosen§.





















Figure 25: First ve Hermite polynomials.
§We hoose the so alled probabilists' Hermite polynomials basis.
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Sparse grid tehniques and Polynomial Chaos 47Total order no = 0First we ompute the number of terms required:











βkΨk(ξ) = β0Ψ0(ξ).Now we need to ompute only Ψ0(ξ) and remember the equation (5) that reads
Ψk(ξ) =
∏no
i=1 ψmki (ξi) we only need to identify the admissible set of multiindexes m ∈ Rd: |m| = ∑di=1mi ≤ no. In this ase the only admissible set is
m = (0, 0):
Ψ0(ξ) = ψ0(ξ1)ψ0(ξ2) = 1.The total order expansion of degree zero is: u(ξ) = β0.Total order no = 1In this ase we need Ntot = 3. The total order expansion will be
u(ξ) = β0Ψ0(ξ) + β1Ψ1(ξ) + β2Ψ2(ξ).We must ompute only Ψ1 and Ψ2. The admissible set of multi indexes m is
{(0, 0)(1, 0)(0, 1)}. So we an alulate:
Ψ1(ξ) = ψ1(ξ1)ψ0(ξ2) = ξ1
Ψ2(ξ) = ψ0(ξ1)ψ1(ξ2) = ξ2The polynomial trunated expansion is: u(ξ) = β0 + β1ξ1 + β2ξ2.Total order no = 2The total number of terms is Ntot = 6. The admissible set of multi indexes
m is {(0, 0)(1, 0)(0, 1)(1, 1)(2, 0)(0, 2)}. The rst three polynomials are alreadyomputed, we have to alulate only Ψk with k = 3, . . . , 5. So we an write:
Ψ3(ξ) = ψ1(ξ1)ψ1(ξ2) = ξ1ξ2
Ψ4(ξ) = ψ2(ξ1)ψ0(ξ2) = ξ
2
1 − 1
Ψ5(ξ) = ψ0(ξ1)ψ2(ξ2) = ξ
2
2 − 1The expansion trunated at the degree no = 2 is:
u(ξ) = β0 + β1ξ1 + β2ξ2 + β3(ξ1ξ2) + β4(ξ
2
1 − 1) + β5(ξ22 − 1).RR n° 7579



























pi(ξi) and Ωd = Ω1 × · · · ×Ωd it follows learly the previous identity.
2) σ2(f) = µ(f2)− (µ(f))2Proof.
σ2(f) =
∫
(f(x)− µ(f))2 p(x)dx =
∫
(


























































β2k〈Ψ2k(ξ)〉where the orthogonality property between polynomial has been employed.RR n° 7579
Sparse grid tehniques and Polynomial Chaos 49C Smolyak's algorithm exempleIn this setion we present an appliation, with all the omputations needed, ofthe Smolyak algorithm for a bidimensional spae. We present the alulation ofthe sparse grid (nodes and weigth) up to seond level for a univariate Clenshaw-Curtis quadrature formula.The univariate Clenshaw-Curtis formula is reported in the table (14).l nl ξli wli1 1 1/2 12 3 0 1/61/2 2/31 1/6Table 14: Univariate Clenshaw-Curtis formula








f (28)and k ∈ N2. Now we have to selet the admissible set of k remember that
|k| =∑2i=1 ki. We have the admissible set:
k = {(0, 0)(0, 1)(1, 0)(0, 2)(2, 0)(1, 1)} ,but remember that ∆10f = 0, we an eliminate all the set in whih at least oneof the terms is zero. In this way the admissible set redues to
k = {(1, 1)} .The equation (28) beomes
Q21f = ∆(1,1)f = (∆
1
1 ⊗∆11)f. (29)Remember the equations (12 and 11) it is possible to write
∆11f = Q
1












)and we an derive the sparse grid for the level one based on a Clenshaw-Curtis quadrature formula, in the probabilisti referene spae, of oordinates
(1/2, 1/2) with unitary weight. In the gure (26) this grid is reported.RR n° 7579







1/2Figure 26: Sparse grid level 1.




∆kf. (31)We have to add at the previous set for the level one this set:
k = {(1, 2)(2, 1)(3, 0)(0, 3)} ,and if we exlude the element in whih at least one omponent is zero we obtain:
k = {(1, 2)(2, 1)} . (32)Of ourse this set need to be added to the previous one (of the level one).The approximation for the integral that we have to ompute an be write as






2 ⊗∆11)fso we have to ompute only the term ∆12 (the term ∆11 is already omputed forthe level one ase). Using the equation (12)
∆12f = (Q
1





















































































































































































































Figure 27: Sparse grid level 2.
ξ1 ξ2 w
2
i1/2 0 1/61/2 1/2 1/31/2 1 1/60 1/2 1/61 1/2 1/6Table 15: Seond level bidimensional sparse grid (Cleanshaw-Curtiss)RR n° 7579
Sparse grid tehniques and Polynomial Chaos 52As example we report in the gure 28 the evolution of the number of thesimulations N with respet to the stohasti dimension d for a full tensorizationof total degree no = 3, and for the Sparse Grid employing a Clenshaw-Curtisand a trapezoidal rule with a level l = no+1. The number of simulation requiredwith the Petras routine is also shown.
d
N











Figure 28: Total number of simulation with respet to the stohasti dimension
RR n° 7579






















Tn+1 = 2xTn(x)− Tn−1(x)
RR n° 7579
Sparse grid tehniques and Polynomial Chaos 54E Geometry desription of the nozzleWe report here the equations used for the geometrial desription of the nozzle.The nozzle employed is a de Laval ones. In both ase, ve or ten unertainties,the desription of the onvergent part is the same; the divergent part is dierentaording to the indiations given in the following. In the gure (29) the meanprole of the nozzle is reported. Note that the referene geometry is the samefor the two ase.Five unertainties
yc = 1 + 0.75x
2
yd = 1 + αx+ βx
2 + γdx
3 with γd = Ae/At − 1− α− βTen unertainties
yc = 1 + 0.75x
2








γd = Ae/At − 1− α− β − α1 − α2 − α3 − α4 − α5
x
y




Figure 29: Mean geometry of the nozzle
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