Abstract -Approximations to a solution and its derivatives of a boundary value problem of an nth order linear Fredholm integro-differential equation with weakly singular or other nonsmooth kernels have been determined. These approximations are piecewise polynomial functions on special graded grids. To find them, a fully discrete version of the Galerkin method has been constructed. This version is based on a discrete inner product concept and some suitable product integration techniques. Optimal global convergence estimates have been derived and a collection of numerical results of a test problem is given.
Introduction
In the present paper we study the convergence behaviour of a fully discrete version of the Galerkin method for the numerical solution of initial or boundary value problems of the form where n ∈ N = {1, 2, . . .}, 0 n 0 n − 1, α ij , β ij ∈ R = (−∞, ∞) (i = 0, 1, . . . , n − 1; j = 1, . . . , n) and a i , f : Here diag = {(t, s) ∈ R 2 , t = s}. Moreover, we assume that g i (t, s) (i = 0, 1, . . . , n 0 ) may have a weak singularity at t = s and the integration of g i (t, s)ϕ(s) with respect to the variable s can be carried out analytically (exactly) for any polynomial ϕ(s) (see Sections 2 and 4 for a more precise formulation of the corresponding assumptions).
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We use a reformulation of problem (1.1),(1.2) based on introducing a new unknown function v = u (n) . If from all solutions of the linear homogeneous differential equation u (n) = 0 only u = 0 satisfies the conditions (1.2), then the nonhomogeneous equation Since the general solution of the equation u (n) (t) = 0 is an arbitary polynomial of degree n − 1, the Green function G(t, s) for (1.3),(1.2) can be expressed for both t < s and t > s as a polynomial at most of degree n − 1 with respect to t and s. Moreover, ∂ i G(t, s)/∂t i , i = 0, . . . , n − 2, the derivatives of G(t, s) with respect to t up to the order n − 2, are continuous on the square [0, b] × [0, b]. Also ∂ n−1 G(t, s)/∂t n−1 is bounded in this square, but it has a discontinuity at t = s. From this it follows that the operators J i , i = 0, . . . , n − 1, defined by (1.6), are linear and compact as operators from
Using u (n) = v and (1.5), problem (1.1),(1.2) may be rewritten as a linear operator equation of the second kind with respect to v:
where
For the solution of equation (1.7) the Galerkin method can be used. With this method (see, e.g., [12] ), we choose a sequence of finite dimensional subspaces X N ⊂ C[0, b], N ∈ N. Let X N have a basis {ϕ 1 , . . . , ϕ N }. We seek an approximation v N ∈ X N for v, the solution of equation (1.7) , in the form
and require that
This leads to determining the coefficients {c 1 , . . . , c N } as the solution of the linear system
In order to solve this system it is necessary to find the integrals (ϕ j , ϕ i ), (T ϕ j , ϕ i ) and (f, ϕ i ), i, j = 1, . . . , N. Usually they cannot be evaluated analytically. In particular, almost always (T ϕ j , ϕ i ) (i, j = 1, . . . , N) must be calculated numerically using suitable quadrature formulas. The problem is complicated by the fact that the functions g i (t, s) (i = 0, . . . , n 0 ) may be unbounded at t = s. Moreover, since the kernels g i (t, s)K i (t, s) (i = 0, . . . , n 0 ) of equation (1.1) may have a weak singularity at t = s, the derivatives of the solution u of problem (1.1),(1.2) of order greater than n are typically unbounded near the boundary of the interval (0, b) (see Lemma 2.1 below). Therefore, in order to obtain a high-order fully discrete Galerkin method for solving problem (1.1),(1.2), one must take into account, in some way, the singular behaviour ot the kernels g i K i (i = 0, . . . , n 0 ) and the exact solution u of (1.1), (1.2) .
In the present paper we introduce, as in [13, 14] , a special graded grid reflecting the possible singular behaviour of the exact solution of (1.1),(1.2). Following [14] , we use a discretized version of the standard inner product of the space L 2 (0, b) by dividing [0, b] into subintervals and substituting on each subinterval the integral with a sum on the basis of the fixed quadrature rule. Moreover, we also discretize the integrals in equation (1.1) by quadrature formulas based on the product integration (see, e.g., [1, 4, 16] ). So we obtain a fully discrete method for the numerical solution of (1.1),(1.2). We treat this method as a self-dependent method and investigate its convergence independently of the existing results about the Galerkin method. Note that our method is different from that in [7] [8] [9] 14] . In these works the integral in the expression of the inner product of L 2 (0, b) is replaced by a finite sum but the convergence results established there are derived under the assumption that the integrals occuring in the corresponding method can be evaluated analytically.
Note also that in [15] a discrete version of the collocation method for the numerical solution of problem (1.1),(1.2) has been studied. This method has nearly the same cost as the method considered in the present paper. The main advantage of the fully discrete Galerkin method over the discrete collocation method is that in the first case we find an approximation to the derivative u (n) of the solution u of (1.1),(1.2) as a continuous spline, but in the second case usually as a discontinuous spline. Therefore, for the calculation of approximate solutions with the same accuracy in the case of the fully discrete Galerkin method it is necessary to solve smaller resulting systems of algebraic equations as in the case of the discrete collocation method.
We refer yet to [1] [2] [3] 5, 6, 17] where various discrete Galerkin methods for solving Fredholm integral equations of the second kind are constructed. The idea of our method is close to those in [1, 3] .
The remainder of the paper is arranged as follows. In Section 2, we present the result about the smootness of the solution of problem (1.1), (1.2) . In Section 3, we introduce some results about piecewise polynomial approximation of functions with singularities. In Section 4, we construct a fully discrete algorithm for the numerical solution of (1.1), (1.2) and study the convergence of this method. The main results of the paper are formulated by Theorem 4.1. In Section 5, the obtained results are verified by some numerical examples.
Smoothness of the solution
In order to formulate a smoothness result about the solution of (1.1),(1.2), we introduce two sets of functions C m,ν (0, b) and W m,ν (∆), with
For given m ∈ N and −∞ < ν < 1, by C m,ν (0, b) we denote the set of continuous functions u : [0, b] → R which are m times continuously differentiable in (0, b) and such that for all t ∈ (0, b) and i = 1, . . . , m the following estimate holds:
Here c = c(u) is a positive constant and
is the distance from t ∈ (0, b) to the boundary of the interval (0, b).
, with m ∈ N, −∞ < ν < 1, consists of all m times continuously differentiable functions g : ∆ → R satisfying for all (t, s) ∈ ∆ and all non-negative integers i and j such that i + j m the condition
The most important examples of g are g(t, s) = log |t − s| and g(t, s) = |t − s| −ν where 0 < ν < 1. These functions belong respectively to W m,0 (∆) and W m,ν (∆) for arbitary m ∈ N.
From [13] we get the following result for the existence and regularity of the solution of problem (1.1), (1.2).
Moreover, assume that problem (1.1), (1.2) with f = 0 has only the trivial solution u = 0 and from all solutions of the equation u (n) (t) = 0 only u = 0 satisfies conditions (1.2).
Then problem (1.1), (1.2) possesses a unique solution u ∈ C m+n,ν−n (0, b) and for its derivatives
Piecewise polynomial approximations
We will seek the approximate solution of problem (1.1),(1.2) in the form of a piecewise polynomial function on a nonuniform grid reflecting the singular behaviour of the exact solution. For N ∈ N, let
be a partition (a graded grid) of the interval [0, b] with the grid points 
Here
is the restriction of v on the subinterval [t j−1 , t j ] and π m−1 denotes the set of polynomials of a degree not exceeding m − 1. For a given integer M 2, let
be a basic quadrature rule with weights w k > 0 , k = 1, . . . , M, and nodes
Using w k , η k (k = 1, . . . , M) and the grid points (3.1), we introduce a discrete inner product (·, ·) N , setting
where h j = t j − t j−1 > 0 and
m (Π N ), see [10] . We can regard it as an approxmation to the standard inner product of the space L 2 (0, b). Further, for any N ∈ N the discrete inner product (3.4) induces a discrete orthogonal projection operator P N :
m (Π N ) defined by the following conditions:
In the sequel, for given Banach spaces X and Y we denote by L(X, Y ) the Banach space of linear bounded operators A : X → Y with the norm A L(X,Y ) = sup { Au Y : u ∈ X, u X 1}. From [10, 14] we get the following results. 
with a constant c which is independent of N.
Lemma 3.2. Let the conditions of Lemma 3.1 be fulfilled and let the nodes (3.5) with grid points (3.1) and parameters (3.3) be used. If v ∈ C m,ν (0, b), m 2, −∞ < ν < 1, then the following estimates hold:
Here c is a positive constant which is independent of N and
(3.10)
Remark 3.1. The assertions of Lemmas 3.1 and 3.2 hold also in the case of some nonsymmetric quadrature rules (see [10, 14] ). However, we have restricted ourself only to the symmetric case since in applications usually the symmetric quadrature rules (for example, Gauss or Simpson rules) are used.
In order to give an explicit exposition for a spline from S 2N(m − 1) ). In order to discretize equation (1.1) we introduce also an interpolation operator Q N :
Note that elements of S 
where 0 ξ 1 < . . . < ξ m 1 1 is a fixed system of parameters which does not depend on j and N. Using (3.13) we define the coordinate functions ψ pq ∈ S (−1) 
Thus, for every N ∈ N the formula (3.15) defines an interpolation operator Q N :
. This operator has the following properties (see [13, 18] ). Lemma 3.3. Let the interpolation nodes (3.13) with grid points (3.1) and parameters
with a positive constant c which is independent of N.
, and let the interpolation nodes (3.13) with grid points (3.1) and parameters 0 ξ 1 < . . . < ξ m 1 1 be used. Then the following estimates hold:
Here c is a positive constant which is independent of N and E N and Θ N are defined by (3.9) and (3.10), respectively.
Fully discrete Galerkin method
Returning now to the problem of constructing an effective method for solving equation (1.7) we replace (1.7) by a sequence of equations
Here (cf. (1.8))
where Q N is applied to the product K i (t, s)v(s) as a function of s. With the help of (3.15) we obtain
We assume that the last integrals can be evaluated analytically. Further, we look for an approximation v N to the solution v of equation (1.7) in S
m (Π N ) with m, N ∈ N, m 2. We determine v N as follows:
Method (4.4) can be presented equivalently in the following form: find v N such that 5) with P N , defined by (3.6). We will call this method the fully discrete Galerkin method for solving (1.1), (1.2) (cf. [1] ).
Seeking the solution of (4.5) in the form
m (Π N ), determined by (3.11), we obtain from (4.4) a system of linear algebraic equations with respect to the coefficients c p = v N (x p ):
Having determined the approximation v N for v = u (n) , we determine the approximation u 
where J i is defined by (1.6). Now let v N be the solution of equation (4.5). Then it is an approximation for u (n) . In general, for u (n) a better approximation than v N is an iterated approximation of the form (see [1] 9) with T N , defined by the formula (4.2). From (4.5) and (4.9) we obtain that P NvN = v N . Substituting v N = P NvN into (4.9), we see thatv N satisfies the equation
The convergence behaviour of the fully discrete Galerkin method can be characterized by the following theorem. 
3) the family of operators {P N : N ∈ N} is defined by (3.6) with a discrete inner product of form (3.4) for M m 2 corresponding to the symmetric quadrature approximation (3.2) which, with appropriate weights w k > 0 (k = 1, . . . , M), is exact for all polynomials g of degree q 0 − 1; 4) the family of operators {Q N : N ∈ N} is defined by formula (3.15) where nodes (3.13) with grid points (3.1) and parameters 0 ξ 1 < . . . < ξ m 1 1 are used, and the quadrature approximation 
Here c is a positive constant not depending on N, u (0) = u is the exact solution of problem (1.1), (1.2),
and J j , E N , Θ N andv N are defined by (1.6), (3.9), (3.10) and (4.9), respectively.
Note that for sufficiently large N and ν = 0 we have
The proof of Theorem 4.1 will be based on the following Lemmas 4.1-4.3.
Lemma 4.1. Assume that of all solutions of the equation u (n) = 0 only u = 0 satisfies the conditions (1.2). Then J i , i ∈ {0, . . . , n − 1} defined by (1.6) is linear and compact as an operator from
This Lemma was proved in [13] . Using Lemma 3.2 and the ideas of the proof of Lemma 4.2 in [14] , we obtain the following result.
Lemma 4.2. Let the conditions of Lemma 3.1 be fulfilled and let v ∈ C q i ,ν (0, b), where −∞ < ν < 1 and q i = m + min{m, n − i} with m, n ∈ N, i ∈ {0, . . . , n − 1}. Moreover, assume that of all polynomials u of degree n − 1 only u = 0 satisfies conditions (1.2) and the symmetric quadrature approximation (3.2) is exact for all polynomials g of degree q i − 1.
Then
where c is a positive constant not depending on N and J i , P N , E N and Θ N and are defined by (1.6), (3.6), (3.9) and (3.10), respectively. Revising the proof of Lemma 5.2 in [15] , we can see that the following result is valid.
Lemma 4.3. Assume that z ∈ C m 1 +1,ν 1 (0, b) and g ∈ W 1,ν (∆) where m 1 ∈ N, −∞ < ν 1 < 1, −∞ < ν < 1. Let the interpolation operator Q N be determined by (3.15) and let the nodes (3.13) with grid points (3.1) and parameters 0 ξ 1 < . . . < ξ m 1 1 be used. Furthermore, let the quadrature approximation (4.11) be exact for all polynomials g of degree m 1 .
Then for any N ∈ N,
where c is a positive constant not depending on N and E N , Θ N and τ N are defined by (3.9), (3.10) and (4.15), respectively.
Proof of Theorem 4.1. Because of assumptions 1) and 2) it follows from Lemma 2.1 that equation (1.7) possesses a unique solution 
From (1.9) and (4.3) we obtain that
Due to Lemma 4.1, we have
) and m 1 q 0 yields that for any t ∈ [0, b] and i = 0, . . . , n 0 we have
Using Lemma 4.3 we obtain from (4.18) and (4.19) for any v ∈ C q 0 ,ν (0, b) that 
On the basis of (4.21) we obtain from this
Using (4.2), (4.3) and Lemma 3.3 we get 
This together with (3.7), (4.14), (4.16) and Lemmas 3.1 and 4.1 yields estimates (4.12) and (4.13).
Numerical experiments
Let us consider the following boundary value problem:
The forcing function f is selected so that
is the exact solution. Actually, this is a problem of the form (1.1), (1.2), where n = 2,
It is easy to check that g 0 ∈ W m,ν (∆) and f ∈ C m,ν (0, 1) with ν = 1/2 and arbitrary m ∈ N. Problem (5.1), (5.2) is solved numerically by the fully discrete Galerkin method (4.4) in the case that M = m = 2. The approximation v N ∈ S 
3 (Π N ) to u (1) = u ′ are found by formula (1.6) where b = 1 and
In Tables 5.1 
where i = 0, 1, 2 and
with the grid points {t j }, defined by formula (3.1) for b = 1. Tables 5.1 and 5 .2 also present the ratios ̺
N , i = 0, 1, 2, characterizing the observed convergence rate. Table 5 .1 shows the dependence of the convergence rate on the grid parameter r, when m 1 = 2 and the Gaussian parameters ξ 1 = (3 − √ 3)/6, ξ 2 = 1 − ξ 1 are used. In this case, we obtain from Theorem 4.1 for sufficiently large N the following error estimates: max(ε To the convergence rate ε To the convergence rate ε Tables 5.1 and 5 .2 show that the theoretical error estimates of Theorem 4.1 in general express well enough the actual convergence rate of the proposed algorithms. We see also that the actual convergence rate of J 1 v N to u ′ in some cases (see, e.g., ε
(1) N for r = 2) is faster than indicated by the theoretical error estimate (4.12). On the other hand, in findng u (2) N =v N for r = 3 a numerical instability is observed (see the value of ε (2) 32 by r = 3 in Table 5 .2). This effect is thoroughly discussed in [11] . We conclude noting that nearly the same convergence rates as in Table 5 .2 will take place when instead of the parameters ξ 1 = 0, ξ 2 = 1/2 and ξ 3 = 1 of the Simpson rule the Gaussian parameters ξ 1 = (5 − √ 15)/10, ξ 2 = 1/2, ξ 3 = 1 − ξ 1 are used. Although the Gaussian quadrature rule with 3 nodes is exact for all polynomials of degree 5, we do not obtain more precise approximations than by using the Simpson rule which is exact for polynomials of degree 3 only. The results obtained in the case of the Gaussian parameters nearly concided with those in Table 5 .2. Thus, a stronger requirement on the exactness of formula (4.11) for fixed m 1 does not improve the convergence rate of the proposed method.
