Abstract-The communication network process is running behind the myths of cloud computing to ensure the quality service. The cloud services attempted to provide the maximum quality, secured and optimum services to maintaining all the resource optimization however the communication system on the cloud faces many challenges to ensure the service architecture. The cloud integration process, the remote devices are attempted provide the quality service observing the approach of the client requirement. The observation, acceptance and service offerings are care by different applications. In the cloud architecture, the device fault tare attempted and rectified as SaaS. This paper focuses the study case of automatic fault detection and correction by recommending remote patch service on the cloud architecture as SaaS. It addresses the architecture of the SaaS on the private cloud and identify the fault using protocol and attempted to resolve the issues via providing SaaS as a tool. The cast study and the obtained results along with the protocols described as part of this paper.
I. INTRODUCTION
The cloud services used to provide an instant and dynamic computing environment to the user with all the demanded series from the remotely accessible approach. The National Institute of Standards (NIST) definition of cloud computing that follows is the accepted standard: "Cloud computing is a model for enabling ubiquitous, convenient, on demand network access to a shared pool of configurable computing resources (e.g., networks, servers, storage, applications, and services) that can be rapidly provisioned and released with minimal management effort or service provider interaction." [10] .It means in plain terms is the ability for end users to utilize parts of bulk resources and that these resources can be acquired quickly and easily. The cloud service attempted to ensure Ondemand self-service with Broad network access of in Rapid elasticity and Measured service.
II. SCOPE
This research aimed to observe the remotely accessed cloud service devices and its functions using protocols. The device faults are identified and its corresponding solutions are automatically formulates and available solution as part of the cloud service to the users as a Software as a Service to ensure the quality and optimum cloud service to the users. It will increase the service quality and business enhancement in the data service and network performance.
A. Cloud services
The cloud behavior On-demand self-service has ability for an end user to sign up and receive services without the long delays that have characterized traditional IT. The Broad network access has ability to access the service via standard platforms (desktop, laptop, mobile etc).The resource pooling specifies the computing resources are pooled across multiple customers. Rapid elasticity intended for the capability can scale to cope with demand peaks. The Measured service ensures billing metered and delivered as a utility service.
The essential characteristics of cloud computing distinguish it from timesharing and other forms of networking. Cloud computing still requires standardized access via a network. The remaining characteristics, ondemand self-service, rapid elasticity, and measured service convert computing into a utility. Therefore, cloud computing delivers services (or eservices) rather than products, where software and computing are provided through measurable service over a network or the Internet. The user requests computing as needed. The requests may vary from small to very large at any point in time and are charged in much the same way as electricity usage. Resource pooling in this case means that the cloud provider's resources may have many occupants at one (i.e. serve multiple tenants) using the same hardware and software. Occupants should not be aware of one another nor do they know about the physical architecture or location of computing systems.
The service models describe the distribution of responsibility between user and vendor. In the IaaS model, the vendor provides access to a pool of hardware and optionally an operating system. The user is responsible for buying or building, installing, and managing their own software applications. In the PaaS model the vendor is responsible for setup and management of all hardware and the operating system. In the case that is our focus, SaaS, the user has no control over the software, operating system, or hardware. The user simply purchases time and space on an established software application. The greater the vendor responsibility the fewer the technical demands on the user [10] [7] . It provides available, accessible and functional responsibilities to the service providers.
B. Software as a Service (SaaS) Model
The Software as a Service (SaaS) model implies the use of various applications in rent.The essence of the model is that the customer does not buy the software, but pays for the service, which it provides. The customer does not install software on the servers, but uses capacities of the developer, needing only to pay for the service, cloud server maintenance and consultation services. As a result, with SaaS customer gets access to the necessary application on a cloud server of the developer ,which allows saving money and quickly introducing the software to the business.
Currently SaaS considered an alternative to the standard scheme of software installation on the customer's equipment (standard delivery model). In SaaS, All these responsibilities are passed on to SaaS Providers (cloud computing providers), the customer will only need to use the functions of the cloud app making regular payments for access to the collaboration system and accompanying services.In SaaS model the customer receives not the software, but only that functions which it provides (as a web service). SaaS collaboration systems do not require long adjustment, or especially difficult adaptation to requirements of the customer and expensive consulting services.the SaaS model provides universal access to the necessary application from any place where there is Internet. The majority of cloud computing companies (SaaS providers) undertake to grant almost constant access to the service. SaaS model provides automatic updating of software without any additional expenses for the customer and the possibility to change the volume of the functional at any time [3] . The design and implementation of SaaS support to multi-tenant on the web.
C. Virtualization in the cloud leverages SaaS
The difference between a simple web application and a cloud-enabled SaaS application encompasses two of the biggest capacity utilization features in IT today namely Multi-tenancy and Virtualization of hardware. While the major source of application efficiency comes from multitenancy of the application architecture, the secondary leverage for efficiency comes from virtualization of hardware. A cloud does a better job of leveraging the value by increasing utilization percentages from a given amount of hardware by employing virtualization technology to reduce the unused capacity that results when an ordinary data center physical machine approach is used.
In addition the cloud offers the potential to re-allocate the hardware dynamically to the application based on its need for resources. This elasticity, which can be over a short term (minutes) or a long term (months), helps to decouple the decisions about hardware from one single application and spread them out over a large number of applications, smoothing out the variances and making the investment in hardware more predictable and manageable.
Here the responsibility of the functional specification and the performance of the hardware is belongs to the service providers. There are functional and operation disputes occur at the time of service utilization especially on the accessibility and implementation of the usage of devices across the cloud. To overcome the issue the study attempted to observe the virtual hardware on the cloud using protocols and provided the solution as part of SaaS.
D. Role of Protocol in Cloud Network Communication
Architecture The Cloud infrastructure is composed by several data centers spread worldwide and organized in a federation. The members of the federation are interconnected by longdistance expensive WAN links with high aggregate bandwidth demands, while the links that internally connect its components typically have less stringent requirements. The communication demands intra-data center and interdata center are very different, both in terms of latency and bandwidth required to provide a reliable service, and in the need of timeliness of information available across the federated infrastructure. In a smaller scope, this can be also observed in the architecture of a single data center, as collections of nodes are also grouped in a federated manner.
The increasing aggregate bandwidth demand could be alleviated, but not solved, by using a fat tree network layout [4] , where leaf nodes are grouped in a way to mitigate the load imposed on the individual network devices, while at the same time providing transparent load balancing and failover capabilities among those devices.
Reliable Multicast is an important building block in distributed systems, as it offers a strong abstraction to a set of processes that need to communicate reliably. The overlay is a fundamental concept to Reliable Multicast as it abstracts the details of the underlying network by building a virtual network on top of it, which can be seen as a graph that represents the 'who knows who' relationship among nodes.
To construct those overlays two main approaches exist: structured and unstructured protocols. The former is frugal in resource consumption of both nodes and links, but is highly sensitive to churn. This is because the overlay is built as a spanning tree that takes into account optimization metrics such as latency or bandwidth that is built beforehand and thus can take advantage of nodes and links with higher capacity.
However, due to this pre-building, upon failures the tree must be rebuilt, precluding the dissemination while this process takes place. As such, in highly dynamic environments where the churn rate is considerable, the cost of constantly rebuilding the tree may become unbearable. Furthermore, nodes closer to the root of the tree handle most of the load of the dissemination thus impairing scalability. On the other hand, in the unstructured approach links are established more or less randomly among the nodes, without any efficiency criteria.. Thus, to ensure that all nodes are reachable, links need to be established with enough redundancy, which has a significant impact on the overlay. First, as the overlay is redundant each node receives multiple copies of a given message through its different neighbors due to the existence of multiple implicit dissemination trees. While this is undesirable from an efficient resource usage point of view, it yields strong properties: reliability, resilience and scalability. The first two come naturally from to the inherent redundancy in the establishment of links: as there are multiple dissemination paths available, failure does not impair the successful delivery of a given message as it will be routed by some other path. Furthermore, as there is no implicit structure on the overlay the churn effect is mitigated as there is no need to global coordination or rebuilding of the overlay.
By requiring each node to know only a small subset of neighbors the load imposed on each one in the maintenance of the overlay and in the dissemination is minimized, which allows those protocols to scale considerably.
The key overlay properties, according to [8] are:  Connectivity, that indicates node reachability and attests the robustness of the overlay;  Average Path Length, that is the average number of hops separating any two nodes and is related to the overlay diameter;  Degree Distribution, which is the number of neighbors of each node, and measures a node reachability and its contribution to the connectivity; and  Clustering Coefficient, is related to robustness and redundancy which measures the closeness of neighbor relations The mechanism used to construct the overlay in the unstructured approach is known as the Peer Sampling Service [8] , and several works before have focused on building such a service in a fully decentralized fashion [2, 4, 9, 5, 11, 1] . With the abstraction provided by the Peer Sampling Service, peers wishing to disseminate messages, simply consult the service to obtain a subset of known neighbors, and forward those messages to them. The following section discusses the proposed architecture for SaaS sampling service and the STP is observed as an initial data transfer between the clients and VM instances.
III. THE PROPOSED SAAS ARCHITECTURE
The cloud architecture comprises VLANs and the advanced Ubuntu enterprise cloud components that run on eucalyptus software. The model derived for observing the STP behavior across the cloud infrastructure.
The following sections describe the components of the architecture shown in the Fig 1. The Node Controller (NC), A Ubuntu Enterprise Cloud(UEC) node is a Virtual Terminal aided server capable of running Kernal based Virtual Machine(KVM) as the hypervisor. UEC automatically installs KVM when the user elects to install the UEC node. The VMs running on the hypervisor and controlled by UEC are called instances.
Node Controller (NC), The basic functions of NC is to collect data related to the resource availability and utilization on the node and reporting the data to Cluster Controller and Instance life cycle management.
Node Controller runs on each node and controls the life cycle of instances running on the node. The NC interacts with the OS and the hypervisor running on the node on one side and the Cluster Controller (CC) on the other side. NC queries the Operating System running on the node to discover the node's physical resources the number of cores, the size of memory, the available disk space and also to learn about the state of VM instances running on the node and propagates this data up to the CC.
Cluster Controller (CC) is to receive requests from CLC(Cloud Controller) to deploy instances, decide which NCs to use for deploying the instances on, to control the virtual network available to the instances and to collect information about the NCs registered with it and report it,CC manages one or more Node Controllers and deploys/manages instances on them. CC also manages the networking for the instances running on the Nodes. CC communicates with Cloud Controller (CLC) on one side and NCs on the other side.
The Cloud Controller (CLC), it Monitors the availability of resources on various components of the cloud infrastructure, including hypervisor nodes that are used to provision the instances and the cluster controllers that manage the hypervisor nodes. Also CLC is the front end to the entire cloud infrastructure.
CLC provides web services interface to the client tools on one side and interacts with the rest of the components of the Eucalyptus infrastructure on the other side. CLC also provides a web interface to users for managing certain aspects of the UEC infrastructure. It does resource arbitration deciding which clusters will be used for provisioning the instances [14] Storage Controller (SC), it provides persistent block storage for use by the instances. The functions are mainly the creation of persistent EBS devices and providing the block storage over AoE or iSCSI protocol to the instances.
Walrus Storage Controller (WS3), WS3 provides a persistent simple storage service using REST and SOAP APIs compatible with S3 APIs.The major functions are Storing the machine images and Storing snapshots using S3 API [14] Multilayer Switches Layer-3 VLAN, it divide switches logically into required functions and allows STP runs to avoid logical loops. The Layer -3 switch interfaces avoid router to a switch to perform inter-VLAN routing. The Catalyst 3950 series switch supports inter-VLAN routing by integrating the routing and multilayer series switch [15] .
Altogether the forthcoming section discusses the STP protocol that is used to observe the result between the nodes.
A. Spanning Tree Protocol
Spanning Tree Protocol (STP) was developed before switches were created in order to deal with an issue that occurred with networks that were implementing network bridges. STP serves two purposes: First, it prevents problems caused by loops on a network. Second, when redundant loops are planned on a network, STP deals with remediation of network changes or failures.
The Spanning Tree Protocol (STP) is a network protocol that ensures a loop-free topology for any bridged Ethernet local area network. STP solves the performance issue in the network by allowing a network design to include standby links to provide automatic backup paths if an active link fails, without the danger of bridge loops, or the need for manual enabling/disabling of these backup links.
The Spanning Tree Protocols used for the analysis purposes are listed below in detail and the configuration method in each analysis also stated in order to understand the performance in such network. The following is the adopted configuration and the environment
IV. ENVIRONMENT
The core topology designed and configured for the experiment using the real time high end cisco devices, such as the Multi-layer Switch C3750 with IOS SoftwareC3750-IPBASE-M, Version 12. These devices are interconnected using UTP CAT-6 CABLES. The PuTTY is used for consoling the router and switches via management interfaces. PuTTY is a free and open source terminal emulator application which can act as a client for the SSH, Telnet, rlogin, and raw TCP computing protocols and as a serial console client for the cisco router and switches .
V. OBSERVATIONS AND EVALUATION
Initially the multilayer is configured with PVST, MST and RPVST at time each mode. The observation is done on each time the STP mode is configured differently. The mixed STP mode strategy used separately for all the multilayer switches in which switches are used PVST, RPVST and MST vice versa. The performance of all the modes are observed and details of each transaction using FTP is studied. Based on the performance of each STP mode the best STP mode is suggested to use for a particular network.
Per-VLAN Spanning Tree Protocol (PVST), it maintains a spanning-tree instance for each VLAN configured in the network. It uses ISL trunking protocol that allows a VLAN trunk to be forwarding for some VLANs while blocking for other VLANs. Because PVST treats each VLAN as a separate network, it can load balance traffic at Layer 2 by forwarding some VLANs on one trunk and other VLANs on another trunk without causing a loop. For PVST, Cisco developed a number of proprietary extensions to the original IEEE 802.1D STP, such as BackboneFast, UplinkFast, and PortFast.
Multiple STP (MSTP), it enables multiple VLANs to be mapped to the same spanning-tree instance, reducing the number of instances needed to support a large number of VLANs. MSTP was inspired by the Cisco-proprietary Multiple Instances STP (MISTP) and is an advancement of STP and RSTP. It was introduced in IEEE 802.1s as amendment to 802.1Q, 1998 edition. Standard IEEE 802.1Q-2003 now includes MSTP. MSTP provides for multiple forwarding paths for data traffic and enables load balancing. [13] .Rapid Per-VLAN Spanning Tree (R-PVST): It is Cisco's proprietary protocol that combines the functionalities of RSTP and PVST. It is based on a per VLAN instance that creates a tree for each VLAN [12] .
The STP protocol is observed over the above specified network to detect the efficiency of detection of path and transfer are shown in the TABLE 1. From the observed protocol analysis the following results are obtained. Based on the on the observation, PVST permits less number of looping with the minimum request and the minimum time. The time is increased because of the seach of the path as well as increase of the loop while transfer the data.
Figure 2. STP Protocols Comparison Graph
The above Figure 2 shows the performance of the protocol for the path detection and data tranfer of the simmilar size of data.Though all the protcols are having thee same maximum capapcity for the transfer , the Per-VLAN Spanning Tree Protocol (PVST) performance is appreciated.
While evaluating the performance of the data transfer with difference machine the looping status is observed. The TABLE II depicts the loop detected in the PVST with the minimum number of packets observations. Therefore the PVST is monitored the network in close level including all the path determinations and data transfer. shows the number of transactions in each STP mode with regard to time duration between the first requests and to the last response as the FTP completes 100 mb transactions. The result inclined as PVST is marking with less number of packet transactions and less time taken to complete the FTP data transfer. The no of packets taken to process in each STP modes were more than 100 thousand packets as whireshark tool observed.
Certain VLAN configurations result in conditions where it is practicable for frames to be relayed from one VLAN to another by a malicious party influencing frame tags or address tables at the switch level. And also there are other threats such as flood attack , VLAN hopping occur under any circumstances due to unwanted VTP advertisement. This study suggests some basic and effective Layer -2 VLAN securities mechanism which allows the network runs away from vulnerabilities .The STP protocol analysis shows the performance of the device functionalities while the performance is not up the mark or with the standards, the corrupting detection process as well as selective log script of the device is evaluated.
VI. DISCUSSION OF THE PROTOCOL ANALYSIS
This study finds that PVST is the best in STP in terms of performance protocol. Performance as per the evaluation of different parameters No of packet transaction, Time duration, No of loops, FTP loops, Data transfer size in bytes, percentage of data transfer size in bytes, PVST was found that to be the best. The fault during the file transaction indicates that the required patches to be introduced in the future to rectify the loops. This research work evaluates the performance of set cloud SaaS and also this paper emphasis the use of other perspective in terms of SaaS QoS using different multimedia files and device utilizations.
VII. CONCLUSION
This paper attempted to detect the data transfer fault on the connected cloud device and provide the corresponding Solution from SaaS. The fault detection process carried out through the observation of STP protocols. The protocol performances are discussed as part of the paper. The cloud service and the detection process help to identify the device and provide corresponding patch file to resolve the issue SaaS QoS in the future. This paper reached till the level of detection of loops as well as time delay on the data transfer. The further recommendation on work process the automatic call and the patch service to the fault devices on the cloud service providers to provide the assured and effective service to the cloud users. Additionally the implementation of VLAN performance and security evaluation can be done at Layer-3 switches. For the enhancement of Security, this research can be extended to study and suggest with VACL, Private VLAN, and DHCP Snooping at Layer -2 VLAN. The preventions of MAC Flooding Attack, ARP Attacks, Multicast Brute Force Attack and Random Frame Stress Attack, DoS attack suggest the aptness to be exercised at Layer -3 VLAN. This leads to detection of faults across the cloud device functions.
