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Abstract 
 
Climate change is having important and widespread effects on global biodiversity. Species’ 
geographic distributions are shifting as populations become extinct in the warmest parts of their 
range, and expand into cooler parts of their range that are becoming climatically suitable. 
Developing a holistic understanding of how climate affects ecological processes will improve our 
capacity to anticipate and ameliorate the impacts of climate change on biodiversity. In this thesis, I 
study the silver-spotted skipper butterfly Hesperia comma at its expanding upper latitude range 
margin in the UK to investigate the ecological effects of climate change. I examine how fine-scale 
variation in microclimate influences the spatiotemporal dynamics of range expansion and habitat 
use, and provide empirical tests of the extent to which different conservation actions can facilitate 
range shifts. I also develop a framework for analysing the predictive performance of species 
distribution forecasts under climate change. My principle findings are: (1) range expansions are 
vulnerable to setbacks, with patterns of local extinction related to spatial patterns of microclimate 
variation; (2) conservation actions at both local and landscape scales can enhance colonisation and 
population survival in range expansions; (3) current protected area networks combined with active 
conservation measures can offer effective means to facilitate range shifts; (4) fine-scale and short-
term variation in climate interacts with microclimates generated by vegetation to drive changes in 
habitat use; and (5) current methods to assess range shift projections result in information loss, and 
predictions would be improved by the uptake of alternative performance metrics. These findings 
show how fine-scale variation in microclimate alters responses to climate change, but provide 
encouragement that existing conservation policy and practice, despite being originally designed to 
protect pre-existing populations, may transfer well to facilitate range shifts under global warming.  
  
- 3 - 
 
Contents 
Abstract ................................................................................................................................................... 2 
Contents .................................................................................................................................................. 3 
Acknowledgements ................................................................................................................................. 9 
Author’s declaration ............................................................................................................................. 11 
Chapter 1: General introduction ........................................................................................................... 13 
1.1. Rationale .................................................................................................................................... 13 
1.2. Ecological responses to climate change .................................................................................... 13 
1.3. The importance of climate change ecology ............................................................................... 17 
1.4. Challenges for conservation under climate change ................................................................... 19 
1.5. Predicting the impacts of climate change on species’ distributions .......................................... 22 
1.6. Microclimate matters: the impact of spatial resolution ............................................................ 23 
1.7. The silver-spotted skipper butterfly: a model system for conservation under climate change 25 
1.8. Aims and structure of thesis ...................................................................................................... 27 
1.9. References ................................................................................................................................. 29 
Chapter 2: Local and Landscape Management of an Expanding Range Margin under Climate Change
 .............................................................................................................................................................. 45 
2.1. Summary .................................................................................................................................... 45 
2.2. Introduction ............................................................................................................................... 46 
- 4 - 
 
2.3. Methods ..................................................................................................................................... 49 
2.3.1. Study system ....................................................................................................................... 49 
2.3.2. Survey methods .................................................................................................................. 50 
2.3.3. Variable collation ................................................................................................................ 51 
2.3.4. Analyses .............................................................................................................................. 52 
2.4. Results ........................................................................................................................................ 55 
2.5. Discussion ................................................................................................................................... 57 
2.5.1. Determinants of extinction and colonisation ..................................................................... 57 
2.5.2. Implications for managing a range expansion .................................................................... 60 
2.6. Conclusion .................................................................................................................................. 62 
2.7. References ................................................................................................................................. 63 
Chapter 3: Active conservation enhances metapopulation expansion under climate change ............ 77 
3.1. Summary .................................................................................................................................... 77 
3.2. Introduction ............................................................................................................................... 77 
3.3. Methods ..................................................................................................................................... 79 
3.4. Results ........................................................................................................................................ 81 
3.5. Discussion ................................................................................................................................... 83 
3.6. References ................................................................................................................................. 85 
- 5 - 
 
Appendix to Chapter 3 .......................................................................................................................... 92 
3A.1. Null model structure ................................................................................................................ 92 
3A.1.1. Colonisation ...................................................................................................................... 92 
3A.1.2. Survival.............................................................................................................................. 92 
3A.2. Mixed models to test for spatial autocorrelation effects ........................................................ 93 
3A.3. Detail on method for predicting colonisation and survival probabilities ................................ 93 
3A.4. Comparison of original and mixed model results .................................................................... 94 
3A.4.1. Colonisation ...................................................................................................................... 94 
3A.4.2. Survival.............................................................................................................................. 94 
3A.5. Relationships between management categories and variables in null models ...................... 95 
3A.5.1. Colonisation data .............................................................................................................. 95 
3A.5.2. Survival data ..................................................................................................................... 96 
Appendix 3 Tables ............................................................................................................................. 97 
Appendix 3 Figures .......................................................................................................................... 100 
Chapter 4: Climate drives changing microhabitat associations in a butterfly .................................... 102 
4.1. Summary .................................................................................................................................. 102 
4.2. Introduction ............................................................................................................................. 102 
4.3. Methods ................................................................................................................................... 105 
- 6 - 
 
4.3.1. Study species ..................................................................................................................... 105 
4.3.2. Sampling design ................................................................................................................ 106 
4.3.3. Variables ............................................................................................................................ 107 
4.3.4. Model-fitting ..................................................................................................................... 108 
4.3.5. Statistical tests .................................................................................................................. 110 
4.3.6. Model predictions ............................................................................................................. 110 
4.4. Results ...................................................................................................................................... 111 
4.5. Discussion ................................................................................................................................. 112 
4.6. References ............................................................................................................................... 116 
Appendix to Chapter 4 ........................................................................................................................ 128 
4A.1. Model selection tables including host plant-temperature interaction ................................. 128 
Appendix 4 Figures .......................................................................................................................... 130 
Chapter 5: Prevalence, thresholds, and the performance of presence-absence models .................. 134 
5.1. Summary .................................................................................................................................. 134 
5.2. Introduction ............................................................................................................................. 135 
5.3. Conceptual framework and literature review ......................................................................... 137 
5.3.1. Conceptual framework ..................................................................................................... 137 
5.3.2. Literature review ............................................................................................................... 139 
- 7 - 
 
5.4. Discrimination and the importance of prevalence .................................................................. 140 
5.5. The disadvantages of “threshold-dependent” metrics ............................................................ 143 
5.6. Simulated conservation example ............................................................................................. 144 
5.7. Discussion and recommendations ........................................................................................... 147 
5.8. References ............................................................................................................................... 150 
Appendix to Chapter 5 ........................................................................................................................ 164 
5A.1. Literature review methods .................................................................................................... 164 
5A.2. Description of performance metrics...................................................................................... 166 
5A.2.1. Additional notation ......................................................................................................... 166 
5A.2.2. Description of performance metrics ............................................................................... 166 
5A.2.3. Skill scores ....................................................................................................................... 166 
5A.3. Analytical demonstrations ..................................................................................................... 171 
5A.3.1. Proof that AUC is equivalent to TSS for binary models .................................................. 171 
5A.3.2. Proof that binary (confusion matrix) performance measures are improper ................. 171 
5A.4. Investigation of prevalence bias ............................................................................................ 174 
5A.5. Additional information on simulation methods .................................................................... 176 
5A.6. Demonstration of likelihood performance metrics ............................................................... 178 
Chapter 6: General discussion ............................................................................................................ 180 
- 8 - 
 
6.1. Summary .................................................................................................................................. 180 
6.2. Chapter 2: patch-scale management prevents setbacks in range expansion ......................... 180 
6.3. Chapter 3: current conservation practice can effectively facilitate range expansions............ 184 
6.4. Chapter 4: habitat associations shift as climate changes in space and time ........................... 185 
6.5. Chapter 5: a framework for metrics of species distribution model performance ................... 188 
6.6. Conclusion ................................................................................................................................ 190 
6.7. References ............................................................................................................................... 191 
 
 
  
- 9 - 
 
Acknowledgements 
I have received help and support from a great many people over the course of my PhD – more than a 
few paragraphs of thanks here can possibly cover. I will try and remember as much as I can, but 
there are bound to be omissions, so if you are missed out, please don’t feel like I didn’t appreciate 
your help! 
My supervisor, Rob Wilson, has been a continual source of advice and encouragement throughout 
my PhD: enthusiastic about new ideas, patient when things don’t go as planned, and supportive in 
everything I have done. Whenever I had a thought or a question about anything from writing a paper 
to applying for grants and jobs, I had the luxury of knowing that I could send Rob an email and 
expect a considered and helpful reply within hours. I will also take away fond memories of our 
research meetings, which often started out as brief discussion about something-or-other around 
lunchtime and ended up continuing in the pub because it was dark and everyone else had gone 
home.  
Often present at those meetings was Jon Bennie, my unofficial second supervisor. To say that Jon 
has been generous with his time in helping me during my PhD is a huge understatement, and I dread 
to think how many hours he has spent writing replies to my emails or patiently explaining how to do 
something in ArcMap. Whether discussing ideas over a coffee in the Athenaeum or driving around in 
his camper van looking for silver-spotted skipper eggs, working with Jon has been a fantastic way to 
learn ecology, and always great fun. 
Jenny Hodgson has been central to my scientific development and a constant inspiration to me 
during my research. Jenny invested considerable time in helping me to develop my statistical skillset 
and improve the clarity of my work, and there isn’t an analysis in this thesis which hasn’t benefitted 
from her input. I have also learned a great deal from the advice of Chris Thomas, who infallibly 
- 10 - 
 
identified the key missing ingredients from a manuscript, usually within about 30 seconds of reading 
it. My future research career will owe much to Jenny and Chris, and working with them has been 
both a privilege and a pleasure.  
Thanks to Shane Richards for many interesting discussions about the testing of ecological 
predictions, and for imbuing me with a wealth of pragmatic statistical advice. I have also greatly 
enjoyed talking to Ilya Maclean about all things ecological, from microclimates to species-area 
curves. Karen Anderson has provided me with great deal of helpful advice on paper writing and 
spatial analyses, particularly on my first manuscript. I thank Owen Lewis for the time and effort he 
invested in my undergraduate research project and scientific development at Oxford, which gave me 
a fantastic experience of ecological research and encouraged me to begin a PhD.  
To the students and staff at Tremough, thank you for providing an exciting and enjoyable 
environment in which to work, and for many fun days and evenings out. Thanks also to the students 
and staff in the Department of Biology at York for making me feel welcome and at home up North. I 
greatly appreciate the efforts of all those who assisted on the 2000 and 2009 silver-spotted skipper 
distribution surveys, especially Crispin Holloway, whose enthusiasm knew no bounds even when it 
was so overcast there was not a butterfly to be seen. Likewise, Bonnie McBride, Tracy Gray, Alice 
Daish, Michelle Bullock, Robyn Clark and Anna Rogers were all a great help in the field and assisted 
with the tedious business of data entry.  
Last but by no means least, thanks to my friends, family (especially Lynn, Robert, and Jessica 
Lawson), and Victoria Davis for your constant support throughout my education, and for the 
countless hours of fun and enjoyment which helped me to remember that there are other things 
outside of ecology. 
Callum, January 2013. 
- 11 - 
 
Author’s declaration 
 
This thesis involved collaboration with Rob Wilson (RJW), Jon Bennie (JJB), Jenny Hodgson (JAH), 
Chris Thomas (CDT), and Shane Richards (SAR). Additional assistance with data collection and 
collation was provided by Zoe Davies (ZD), Bonnie McBride (BM), Michelle Bullock (MB), and Crispin 
Holloway (CH), as well as the field assistants on the 2000 and 2009 Hesperia comma UK distribution 
surveys.  
Chapter 1: General introduction 
The writing of this chapter was supervised by RJW.  
Chapter 2: Local and landscape management of an expanding range margin under climate change 
This chapter employs data collected during the 2000 and 2009 Hesperia comma UK distribution 
surveys (supervised by RJW, CDT, and JJB). JJB assisted with digitisation of habitat patches. RJW, JJB, 
CDT, and JAH supervised the work. This chapter has been published in the Journal of Applied 
Ecology.  
Chapter 3: Active conservation enhances metapopulation expansion under climate change 
This chapter employs data collected during the 2000 and 2009 Hesperia comma UK distribution 
surveys (supervised by RJW, CDT, and JJB). JJB assisted with digitisation of habitat patches. RJW, JJB, 
CDT, and JAH supervised the work. This chapter is currently under review at Conservation Letters. 
Chapter 4: Climate drives changing microhabitat associations in a butterfly 
This chapter employs a physiologically-based microclimate model, the R code for which was 
originally conceived and written by JJB. RJW, JJB, CDT, and JAH supervised the work. The egg-laying 
data from the “Old Plantation” site in Surrey in years prior to 2010 was collected by ZD, CDT, RJW, 
- 12 - 
 
and BM. RJW, JJB, MB and CH assisted with the collection and collation of egg-laying data in 2010. 
Material from this chapter has been submitted for publication in the Journal of Animal Ecology. 
Chapter 5: Prevalence, thresholds, and the performance of presence-absence models 
The work in this chapter was supervised by RJW, JAH, and SAR. This chapter is currently under 
review at Methods in Ecology and Evolution.  
 Chapter 6: General discussion 
The writing of this chapter was supervised by RJW.   
- 13 - 
 
 
Chapter 1: General introduction 
 
1.1. Rationale 
Climate change is having important and widespread effects on global patterns of biodiversity 
(Parmesan 2006, Cahill et al. 2013). Species’ geographic distributions are shifting as populations 
become at extinct in the warmest parts of their range, and expand into cooler parts of their range 
that are becoming climatically suitable (Wilson et al. 2005, Chen et al. 2011). Developing our 
understanding and prediction of species’ responses to climate change will help to advance ecological 
theory and guide conservation management. In this thesis, I examine the ecological impacts of 
climate change on the silver-spotted skipper butterfly Hesperia comma at its expanding range 
margin in Britain. Using fine-scale data on the habitat associations and distribution dynamics of H. 
comma, I examine the role of microclimate in ecological responses to climate change, and assess the 
effectiveness of conservation measures for facilitating range expansions. In addition, I develop a 
framework for assessing the predictive performance of species distribution models under climate 
change.  
1.2. Ecological responses to climate change 
There is overwhelming evidence that global temperatures are rising, and that anthropogenic 
increases in atmospheric concentrations of greenhouse gases are the cause (Stott et al. 2000, 
Hansen et al. 2012). In broad terms, climate change signifies a tendency towards hotter and drier 
conditions, but its realised impact on weather varies considerably amongst regions (Stott et al. 
2000). Moreover, although temperatures are becoming hotter on average, many climates are 
characterised by substantial inter-annual fluctuations in temperature, such that over short (decadal) 
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timescales, differences in temperature between years dwarf the long-term warming trend (Fig. 1.1). 
Evidence from global climate change models and empirical observations suggests that global 
warming will also increase inter-annual variability in climate, in which the differences between “hot” 
and “cool” years  will become accentuated and extreme events such as droughts or storms will occur 
more frequently (Easterling et al. 2000, Boyce et al. 2006). Global warming thus encompasses 
manifold impacts on climate, with the salient outcome being that without abrupt and concerted 
efforts to mitigate greenhouse gas production, climates experienced in the future will increasingly 
depart from those experienced in the recent past.  
Climate has long been known to influence the physiology and geographic distributions of organisms. 
The idea that abiotic variables such as temperature can limit the conditions under which organisms 
are able to grow and reproduce laid the foundations for the concept of the “ecological niche” and 
catalysed the development of early ecological theory (Grinnell 1917, Soberón and Nakamura 2009, 
Peterson et al. 2011, McInerny and Etienne 2012). Thermal physiology has since developed into an 
important sub-discipline of ecology, in which vital rates such as the fecundity or survival of 
individuals are quantified under a range of temperatures, enabling thermal optima and tolerance 
ranges to be estimated (Bryant et al. 2002, Angilletta 2009, Buckley and Kingsolver 2012). 
Physiological traits determine rates of population growth at locations with a given climate, affecting 
population persistence rates and ultimately species’ geographic distributions (Buckley et al. 2010). 
The influence of climate on species’ geographic ranges is evident in latitudinal gradients in species 
diversity; in the early 1800s, Alexander von Humboldt observed that more species were found 
towards the equator (Von Humboldt 1808, Erwin 2009), and later Carl Bergmann recognised that 
climate gradients were linked to species’ traits (specifically, body size) at geographic scales 
(Bergmann 1847, Gaston 2000, Gardner et al. 2011). Climate thus forms a major axis along which 
ecological communities are assembled.  
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Because climate forms an important ecological constraint, climate change is resulting in widespread 
and multi-faceted changes to ecological communities (Parmesan and Yohe 2003, Root et al. 2003, 
Chen et al. 2011, Maclean and Wilson 2011). The ecological impacts of climate change can be 
understood at many different levels, from changes in metabolic processes within an individual 
organism (Angilletta 2009) to changes in biodiversity at continental scales (Thomas et al. 2004, 
Araújo and Rahbek 2006, Peterson et al. 2011). Nonetheless, abundance – the number of organisms 
belonging to a given group in a given area – traditionally forms the common currency of ecology 
(Begon et al. 1996), and the ecological impacts of climate change can be usefully conceptualised as 
changes in abundance through space and time. 
Changes in spatial abundance distributions are amongst the most widely-cited impacts of climate 
change, and form a central theme of this thesis. For example, suppose that the growth rate of 
populations of a given species is dependent on temperature. At the warmest parts of its geographic 
distribution (“trailing margins” under current global warming, usually found nearer the equator and 
at lower elevations), rising temperatures would be expected to decrease population growth and 
survival rates, such that the species will occupy those locations less frequently. Conversely, at the 
coolest parts of its range (“leading margins”, usually found nearer the poles and at higher 
elevations), population survival rates are expected to increase, such that the species will occupy 
those locations more frequently. Thus, the expectation under climate change is that species’ 
distributions will shift towards warmer locations, predominantly polewards and upwards in elevation 
(Thomas et al. 2004, but see VanDerWal et al. 2012). There is now overwhelming evidence for 
climate-driven range shifts from across a wide variety of taxa (Konvicka et al. 2003, Wilson et al. 
2005, Hickling et al. 2006, Chen et al. 2011, Tingley et al. 2012), with species becoming locally extinct 
from the warmest parts of their distributions (Hampe and Petit 2005) and colonising habitats which 
were previously too cool to occupy (Thomas et al. 2001, Chen et al. 2011).   
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Climate change is also driving changes in temporal abundance patterns. Many species use 
temperature, or related variables such as the timing of winter frost, as cues for behaviours (e.g. 
spawning: Phillimore et al. 2010, hibernation: Lane et al. 2012) or physiological processes (e.g. 
emergence from pupation: Weiss et al. 1988, budburst: Bennie et al. 2010, emergence from eggs: 
Bonebrake et al. 2010). If the timing of those cues changes, the timing of biological life-history 
events, known as phenology, may also change, with potential impacts on seasonal patterns of 
abundance (Hodgson et al. 2011, Lane et al. 2012). Phenological changes have been documented 
extensively, but are not investigated in this thesis; useful discussion can be found in Parmesan 
(2006) and Körner & Basler (2010).  
The ecological impacts of climate change (whether spatial or temporal) are not restricted solely to 
direct impacts on the physiology, demography or distribution of individual species.  Ecological 
communities are characterised by complex networks of interactions between species, such that a 
change in abundance of one species can have important impacts on the abundance of others (May 
2001). Theoretically, climate change could alter food-web structure by altering both relative 
abundances or per-capita interaction strengths (Wells and O'Hara 2012). For example, the arrival of 
warm-adapted equatorial species could place competitive pressure on species inhabiting mid-range 
latitudes (Norberg et al. 2012); conversely, shifts in the geographic distribution of important food 
resources, such as insect host plants, could doom populations to extinction (Parmesan 2006). 
Changes to the phenology of one species, such as the flowering time of a plant, could force 
mutualistic species such as insect pollinators to alter their phenology in a compensatory manner 
(Weiss et al. 1988, Memmott et al. 2007, Cahill et al. 2013). This thesis will focus on the direct 
impacts of climate change on a single species, but empirical explorations of the indirect impacts of 
climate change represent an important topic for future research.   
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Species may respond to climate change through plastic and/or evolutionary processes. In plastic 
responses, species’ relationships with climate variables remain constant, but their phenotypic traits, 
habitat associations, distributions, or phenology changes in response to the shifting patterns of 
climate variables (sometimes referred to as "niche tracking" or "climate sorting"; Visser 2008, La 
Sorte and Jetz 2012, Norberg et al. 2012). In evolutionary responses, species adapt to climate change 
in situ, altering their relationships with climate variables (Parmesan 2006, Schiffers et al. 2013). In 
reality, species’ responses are likely to involve a combination of both ecological and evolutionary 
responses to climate change, with the potential for interaction to create eco-evolutionary dynamics 
(Ozgul et al. 2009, Burton et al. 2010, Kubisch et al. 2010, Ozgul et al. 2010, Kubisch and Poethke 
2011, Norberg et al. 2012). Although responses to global warming will thus be influenced by 
evolutionary processes, I do not explicitly consider eco-evolutionary dynamics in this thesis, instead 
choosing to focus largely on ecological responses to climate change.   
1.3. The importance of climate change ecology 
Why study ecological responses to climate change? One of the primary reasons is that we can learn 
much about the fundamental ecological process underlying such responses. Climate change 
represents a global experiment which we can use to develop and test ecological theory (Thomas 
2010). Climate change allows us to examine gradients in climate through time as well as space (see 
“Ecological responses to climate change”), providing an additional axis along which we can measure 
the ecological impacts of climate. By inducing biological responses to climate in a way that 
eliminates alternative explanations (e.g. resulting from spatial gradients in other important 
environmental variables that are correlated with climate), global warming provides extra 
information on how climate structures ecological communities, helping to tease apart ecological and 
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evolutionary processes (e.g. Hodgson et al. 2011). By studying ecological responses to climate 
change, we can thus improve our understanding of species’ relationships with climate.  
There is, nonetheless, a more pressing reason for studying climate change: it threatens species with 
decline and extinction (Thomas et al. 2004, Maclean and Wilson 2011, Cahill et al. 2013). There has 
occasionally been confusion about why climate change represents a threat to biodiversity, especially 
given that many paleoecological studies indicate that species have apparently tolerated changes in 
temperature of approximately equal magnitude to those predicted by global climate models (Willis 
and MacDonald 2011). However, there are two reasons why the threat to biodiversity from 
contemporary climate change may be greater than during previous glaciation cycles.  
First, the rate of global warming is much faster than previously experienced (e.g. an order of 
magnitude faster than during the previous deglaciation period; Malcolm et al. 2002). It is unknown 
whether dispersal rates are sufficient to allow species’ distributions to track such rapidly shifting 
zones of suitable climate, or whether evolutionary adaptation will be sufficiently fast to allow 
species to persist in situ (Willis and MacDonald 2011, Norberg et al. 2012). This is particularly an 
issue for species inhabiting relatively flat landscapes, where the velocity of climate shifts (in metres 
per year) will be especially fast (Loarie et al. 2009).  
Second, human activity has degraded and fragmented natural habitats (Fahrig et al. 2011), reducing 
population sizes and increasing distances between suitable habitats. Habitat destruction could 
interact negatively and synergistically with climate change, creating an “anthropogenic cocktail” 
which slows rates of range expansion and ultimately increases extinction rates under global warming 
(Travis 2003, Thomas et al. 2004, Lindenmayer et al. 2010). Empirical evidence from observed range 
shifts suggests that species’ abilities to track climate change are being hindered by habitat 
availability (Hill et al. 1999, Parmesan et al. 1999, Warren et al. 2001). Habitat loss and 
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fragmentation are likely to accentuate threats to populations at species’ trailing margins 
(Lindenmayer et al. 2010, Larsen 2012). Thus, a key objective of ecological studies and biodiversity 
conservation in the coming decades will be to quantify and mitigate threats to species posed by 
climate change (Gillson et al. 2012, Pettorelli 2012). 
Ecological research can inform biodiversity conservation under climate change in two ways: by 
increasing our understanding of which conservation measures are likely to be most effective under a 
given set of circumstances; and by providing accurate forecasts of spatial and temporal changes in 
abundance or occupancy which allow the realised impacts of climate change to be anticipated. This 
thesis aims to contribute towards both of these goals. I now briefly review the issues facing 
conservation practitioners and policy makers under climate change, before moving on to a short 
discussion of the challenges in predicting climate-driven changes in species’ distributions. Finally, I 
introduce a central issue in this thesis, the importance of spatial resolution in climate change 
studies, and discuss how studying fine-scale variation in climate – known as microclimate – can 
inform both the understanding and prediction of responses to climate change. 
1.4. Challenges for conservation under climate change 
Climate change necessitates a reappraisal of existing conservation policy in several ways. Principal 
among the decisions that biodiversity conservation must now address is the extent to which 
investments should be made in combating the additional threat of increasingly unsuitable climatic 
conditions at species’ trailing range margins, versus improving species’ capacities to colonise new 
habitats that are becoming climatically suitable at their leading range margins. Aiming to maintain 
species’ current geographic distributions remains a tenable proposition in the near future, but as the 
magnitude of warming increases, there will be growing pressure to forgo the traditional approach of 
conserving ecological communities in their current state, and adopt a more pragmatic strategy of 
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facilitating range shifts (Lawler 2009, Thomas 2011). This thesis aims to develop understanding of 
methods to help species expand their leading margins, with the hope that complementary studies 
will investigate how to preserve populations at species’ trailing margins (Hampe and Petit 2005, 
Wilson et al. 2005).  
Species might fail to colonise habitats that become climatically suitable for a combination of two 
reasons: (a) their habitats are fragmented and “patchy”, such that there may be large distances 
between occupied habitat patches and suitable but uncolonised patches (Hanski 1998), and (b) their 
dispersal abilities are limited, such that they may be unlikely to traverse the distances between 
habitat patches within a given time frame (Warren et al. 2001, Hill et al. 2002). Finding solutions to 
the combined issues of habitat fragmentation and dispersal limitation represents the key to 
successfully enhancing range expansions (Crooks and Sanjayan 2006, Lawler 2009). In practice, the 
proposed solutions have been many and varied (Heller and Zavaleta 2009), and, broadly speaking, 
have been characterised by two parallel debates.  
The first debate considers whether range shifts are best facilitated by (a) targeting existing habitat 
patches, to ensure the survival of existing populations, increase population sizes, and, ultimately, the 
number of emigrating individuals able to colonise new habitat  (Clark et al. 2001, Hodgson et al. 
2009), or (b) creating new habitats that “link up” existing habitat networks, making it easier for 
individuals to disperse between patches and expand their distributions (Crooks and Sanjayan 2006, 
Hannah et al. 2007, Krosby et al. 2010, Hodgson et al. 2012). Confusingly, option (b) is often referred 
to under the umbrella term of “increasing connectivity” (Crooks and Sanjayan 2006, Krosby et al. 
2010), despite the fact that in metapopulation theory, connectivity refers to any means of increasing 
the colonisation of a given patch, and thus encompasses both options (a) and (b) (Hanski 1998, 
Hodgson et al. 2009). In general, increasing colonisation success by creating corridors or stepping 
stones of new habitat (Lovejoy and Hannah 2005, Crooks and Sanjayan 2006), or by directly 
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translocating individuals (Richardson et al. 2009, Thomas 2011), has emerged as the most widely-
favoured means to increase connectivity and facilitate range shifts. However, this focus could divert 
attention away from more traditional approaches of increasing the size or quality of existing 
habitats, which are often advocated for the protection of populations at species’ trailing margins, 
but frequently omitted from discussions of range expansion management (Pearce-Higgins et al. 
2011, Oliver et al. 2012). Ideas for adapting conservation to climate change have until now been 
largely academic, with few detailed empirical studies of range shifts available to inform and test 
proposed actions (Heller and Zavaleta 2009). Chapter 2 tests the effectiveness of many of these 
conservation actions for facilitating range expansions. 
The second (related) debate considers the extent to which pre-existing conservation policy and 
practice should be restructured to facilitate range shifts (Gaston et al. 2006, Hannah et al. 2007). The 
fear is that climate change renders existing networks of protected areas and management policies 
“out of date”, because the original objective for which they were designed - to protect existing 
ecological communities in their current locations – is different to the role they must now play for 
newly-colonising species (Harris et al. 2006, Thomas 2011). This has prompted a number of 
theoretical and simulation studies testing the effectiveness of current protected area networks 
against new, adaptive conservation plans, in which protection and management effort shifts in 
anticipation of ecological responses to climate change (Lovejoy and Hannah 2005, Hannah et al. 
2007, Araujo et al. 2011). However, the increased flexibility in these more adaptive conservation 
plans is likely to present considerable logistical and practical challenges (e.g. the difficulty of 
periodically buying and selling land regularly but cost-effectively), and may come at substantial cost 
to conservation resources. The first step should therefore be to use empirical data to assess the 
adequacy of current conservation measures for facilitating range shifts; this is the objective of 
Chapter 3.  
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1.5. Predicting the impacts of climate change on species’ distributions 
The effectiveness with which we conserve species under climate change may critically depend on 
our ability to anticipate their responses (Elith and Leathwick 2009, Peterson et al. 2011). The use of 
species distribution models (SDMs) to predict spatial patterns of species occurrence under future 
climate scenarios can potentially provide estimates of extinction risk from climate change, helping to 
prioritise the protection of those species which face the greatest threat (or, conversely, to save 
conservation resources which would otherwise be wasted on species which are doomed to 
extinction; Lawler 2009, Thomas et al. 2011). Moreover, with spatially explicit models of distribution 
change, the effectiveness of alternative conservation measures can be explored through simulations 
(Lovejoy and Hannah 2005, Hodgson et al. 2011).  
Approaches towards species distribution modelling are many and varied (Peterson et al. 2011), but 
fall into two broad categories: correlative models, in which occupancy patterns are predicted on the 
basis of statistical associations with climate variables (Araújo and Peterson 2012); and process-based 
(or mechanistic) models, in which climate variables are used to parameterise relationships with 
biological meaning (e.g. activity patterns or fecundity; Buckley et al. 2010, Dormann et al. 2012). At 
present, correlative models are employed much more frequently than process-based models, 
perhaps because of the wide availability of automated modelling packages (e.g. BIOMOD: Thuiller 
2003, MaxENT: Royle et al. 2012) and environmental layers from geographic information systems 
(e.g. satellite data).  
The relative ease with which correlative SDMs can be fitted, coupled with their evident application 
to climate change predictions, has catalysed the growth of the SDM field to the point where one 
might reasonably argue that predictive species distribution modelling now forms one of the primary 
sub-disciplines of ecology. However, this presents an important challenge: how can we assess which 
- 23 - 
 
models provide the most reliable occurrence predictions, in order to refine and improve modelling 
efforts? Clearly, the way in which we assess predictive accuracy is important, because it will define 
which SDMs are applied to climate change conservation problems, and ultimately, the success of the 
solutions developed. The challenge of testing SDM predictions is the subject of Chapter 5.   
1.6. Microclimate matters: the impact of spatial resolution 
As in many areas of ecology, the conclusions from climate change ecology studies are often 
dependent on the spatial scale examined. Spatial scale can be broken down into two components: 
extent (the total area under study) and resolution (the size of the spatial units studied, also known as 
“grain”; Wiens 1989). Ideally, the spatial resolution of the study matches the resolution at which the 
study organism(s) perceives the environment, and hence the resolution at which the ecological 
processes of interest occur (Dutilleul and Legendre 1993, Wiens and Bachelet 2010). Typically, 
however, there is a trade-off between the spatial extent and spatial resolutions that can be studied 
(Wiens 1989). For example, collecting very fine-resolution data on the distribution of a species 
(reducing the size of the grid cells or quadrats) usually entails a greater collecting effort (there are 
more grid cells or quadrats in an area of a given size). Moreover, environmental data from 
geographic information systems or field surveys is of a fixed resolution, which often restricts the 
spatial resolution of modelling even if fine-scale patterns of abundance have been surveyed. Finally, 
records of species presence from historical records (e.g. museum collections) or as reported by the 
general public tend to have a maximum precision, such that the exact location of the record cannot 
be determined (Araujo and New 2007). For all these reasons, the data used to drive species 
distribution models tends to be of a resolution of 5km or more (sometimes much coarser, e.g. 50-
100 km; Peterson et al. 2011).  
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Previous studies have argued that high spatial resolution may not be important for discerning 
species’ relationships with climate (and consequently, predicting responses to climate change) 
because the majority of variation in climate occurs at coarse spatial scales (Pearson and Dawson 
2003). In fact, however, fine-resolution patterns of topography and vegetation can generate ground-
level differences in temperature equalling those observed across hundreds of kilometres at coarser 
scales (Bennie et al. 2008, Suggitt et al. 2011). These “microclimates” are averaged away by coarse-
resolution species distribution models, but have biologically important consequences for organisms.    
At the level of individuals, microclimates can affect behavioural decision-making and, potentially, 
patterns of habitat use. Moving amongst microclimates allows individuals to obtain body 
temperatures that are closer to their optimal requirements, increasing the efficiency of 
thermoregulation (Blouin-Demers and Weatherhead 2001, Angilletta 2009, Dubois et al. 2009), and 
providing conditions that are more suitable for processes such as egg maturation (Schofield et al. 
2009) or egg-laying (Davies et al. 2006). Whether a given microhabitat-generated microclimate 
provides adequate thermal conditions depends on its temperature relative to the ambient, with the 
corollary that climate change could alter patterns of microhabitat use (Roy and Thomas 2003, 
Prinzing 2005, Davies et al. 2006). This possibility is the subject of investigation in Chapter 4.  
By providing heterogeneity in temperature (and other climate variables) at fine spatial scales, 
microclimates can also have an important influence on species’ responses to climate change. For 
example, microclimates that are cooler than ambient temperatures could allow species to survive 
warming temperatures at their trailing margins, providing “refugia” from climate change (Rowe 
2007, Ashcroft 2010). Conversely, by providing unusually warm temperatures at species’ leading 
margins, microclimates can accelerate rates of range expansion (Thomas et al. 2001, Wilson et al. 
2010). These findings suggest that habitat management could potentially exploit microclimatic 
variation to deliver biodiversity conservation goals by providing heterogeneous microhabitats and 
- 25 - 
 
ensuring that some parts of the landscape will cater to the thermal requirements of all species of 
conservation concern (Opdam and Wascher 2004, Hodgson et al. 2009). Consequently, advancing 
our understanding of microclimate use and its impacts on species’ distributional dynamics 
represents an important priority for climate change ecology, and one that this thesis aims to 
contribute towards.  
1.7. The silver-spotted skipper butterfly: a model system for conservation under climate 
change 
The previous section has highlighted how detailed, fine-resolution data on species’ responses to 
climate change could help to guide ecological theory and conservation policy. Evidently, however, it 
is not possible to study all species to this level of detail. The solution is to select a small number of 
species to act as model systems, from which detailed information can be gathered and generalisable 
conclusions drawn. The model system studied in this thesis is the silver-spotted skipper butterfly 
(Hesperia comma; Fig. 1.2). There are a number of factors that make H. comma an excellent species 
with which to study the ecological impacts of climate change. 
First, the habitat requirements of H. comma are well-known, allowing habitat to be clearly and easily 
defined. The primary requirement for H. comma populations is the availability of the host plant, 
sheep’s fescue grass Festuca ovina, growing in heavily-grazed patches of unimproved calcareous 
grassland (Thomas et al. 1986). Eggs are laid almost exclusively on F. ovina plants in turf <10cm tall 
(Thomas et al. 1986), and calcareous grassland containing such host plants serves to delineate 
potentially suitable H. comma habitat throughout this thesis.  
Second, H. comma is characterised by many of the traits that are thought to increase species’ 
vulnerability to climate change. In Britain, where the studies presented in this thesis take place, the 
distribution of H. comma habitat is fragmented across the landscape due to the spatial distribution 
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of chalk geology, agricultural improvement, and grazing pressure by wild and farmed mammals (e.g. 
rabbits, livestock; Thomas et al. 1986). Because the habitat requirements of H. comma are highly 
specialised, populations cannot persist outside of these patches. Studies of the dispersal behaviour 
(Hill et al. 1996) and of large-scale distributional change (Thomas and Jones 1993, Davies et al. 2005) 
of H. comma have provided detailed information on its dispersal abilities, showing that individuals 
rarely disperse >300m (Hill et al. 1996) and that the majority of patches colonised over a nine-
generation (nine-year) period are ≤2km from a source population (although longer-distance 
colonisation events of up to 30km do occasionally occur within this period; Davies et al. 2005). The 
combination of fragmented habitats and limited dispersal abilities means that H. comma exists as a 
“metapopulation” in Britain, being composed of spatially separated populations linked by occasional 
dispersal events (Hanski 1998). Indeed, studies on H. comma have been instrumental in developing 
and testing metapopulation theory (Thomas and Jones 1993, Hanski and Thomas 1994, Hill et al. 
1996b, Thomas and Hanski 1997). The factors that identify H. comma as a metapopulation – 
specialised habitat requirements, fragmented habitats, and limited dispersal - are precisely those 
that are thought to increase extinction risk under climate change (Parmesan et al. 1999, Warren et 
al. 2001, Travis 2003, Thomas et al. 2010).  
Third, detailed, fine-resolution information on the distribution of H. comma habitat and populations 
in Britain is available. There have been four major surveys of the British distribution of H. comma, in 
which individual patches have been mapped and the occupancy of each patch recorded using 
surveys for eggs and/or adult butterflies (Thomas et al. 1986, Thomas and Jones 1993, Davies et al. 
2005). These surveys have been conducted at nine-year (nine-generation) intervals, with the most 
recent survey prior to the data presented in this thesis (from 2009) taking place in 2000 (results of 
individual surveys reported in the following papers: Thomas et al. 1986, Thomas and Jones 1993, 
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Davies et al. 2005). The survey data provide unusually fine-resolution information on both 
distribution and metapopulation dynamics. 
Fourth, and perhaps most importantly, the physiology and distribution of H. comma is strongly 
limited by climate. H. comma has a circumpolar distribution, extending as far north as Scandinavia 
(Forister et al. 2004). In Britain, the northern range limit of H. comma is strongly limited by climate, 
and based on its habitat associations and summer activity patterns, it is believed to be more limited 
by temperature than any other British butterfly (Thomas and Lewington 2010). A study of female H. 
comma showed that egg-laying rates increase with temperature, and that eggs are predominantly 
laid in warm microsites next to patches of bare ground, depending on the ambient temperature 
(Davies et al. 2006). Adult activity rates also increase with temperature, with a greater proportion of 
time spent in flying and courtship behaviour at higher ambient temperatures (Bennie et al., in prep). 
In recent decades, warming summer temperatures in Britain (Fig. 1.1) have facilitated a rapid range 
expansion, and between 1982 and 2000 the number of recorded H. comma populations in Britain 
increased by more than threefold. Furthermore, the warm microclimates generated by south-facing 
slopes have played an important role in this range expansion, being more likely to support the 
establishment of new H. comma populations than cooler north-facing slopes (Thomas et al. 2001). 
Phenological changes have also been documented, with adults emerging earlier in warmer summers 
(Wilson et al. 2007). All these factors indicate that H. comma is directly limited by temperature.  
1.8. Aims and structure of thesis 
The overarching objective of this thesis is to advance current understanding of ecological responses 
to climate change, using the silver-spotted skipper as a model system. My hope is that the work will 
both develop ecological theory and contribute to conservation practice.  
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Chapters 2 and 3 provide empirical tests of the effectiveness of different conservation measures in 
facilitating climate-driven range expansions. Using data collected from a new survey of the British 
distribution of H. comma in 2009, these chapters examine the range expansion of H. comma 
between 2000 and 2009, analysing correlates of patch colonisation, population survival, and 
population density.  Chapter 2 investigates how the differences in microclimate generated by slope 
and aspect can affect the process of range expansion. Chapter 2 also examines the relative roles of 
local management actions, such as increasing patch size or quality, and landscape-scale actions, such 
as increasing connectivity, in facilitating range expansions. Chapter 3 tests the extent to which 
current networks of protected areas can enhance range expansions, and investigates how protection 
status and active conservation interact to affect colonisation and population survival rates.  
Chapter 4 explores how differences in macro- and microclimate can influence patterns of 
microhabitat use among populations. Using fine-scale surveys of egg locations from north- and 
south-facing sites across the UK, this chapter quantifies changes in microhabitat use across the range 
margin of H. comma, and tests whether microhabitat use varies predictably among populations 
according to the temperatures they experience.  
Chapter 5 considers a more general problem in climate change ecology: how to measure the 
performance of species distribution models (SDMs). This chapter reviews current methods of SDM 
performance assessment, and develops a conceptual framework to assess the relative merits of 
different performance metrics, with the objective of improving the prediction of species’ 
distributions under climate change.  
Finally, Chapter 6 discusses the implications of the research presented in Chapters 2-5 for climate 
change ecology and conservation, and suggests potential avenues for future research.  
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Figure 1.1: Mean daily summer temperatures in Britain from 1960 to 2010 (Perry and Hollis 2005). 
Over the past 50 years, average summer temperatures have risen by approximately 0.58°C (dashed 
line). However, the magnitude of the long-term warming trend is dwarfed by inter-annual variation 
in temperature (filled circles, solid line). 
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Figure 1.2: The silver spotted skipper, Hesperia comma. Photo credit: Zoe Davies. 
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Chapter 2: Local and Landscape Management of an  
Expanding Range Margin under Climate Change 
 
2.1. Summary 
There is a pressing need to understand how to facilitate species’ range shifts under climate change. 
However, few empirical studies are available to inform decision-making, particularly at fine spatial 
and temporal resolutions. We present a case study of a thermally-constrained habitat specialist, the 
silver-spotted skipper butterfly Hesperia comma, at its expanding range margin in south-eastern 
Britain. Using data from 724 habitat patches over a 9-year interval (2000-2009), we examined local 
and landscape determinants of colonisation, survival, and population density. We then predicted 
probabilities of colonisation and survival for habitat patches under the observed 1982 and 2009 
distributions to investigate how the factors limiting range expansions change through space and 
time. Between 2000 and 2009, H. comma continued to expand its range in Britain, but the 67 
recorded colonisation events were offset by 48 local extinctions. Extinctions were strongly linked to 
climate, occurring predominantly in cooler regions and on shaded north-facing slopes. Population 
density and probability of survival were closely related to conditions within a site, whereas 
probability of colonisation was largely determined by functional connectivity. Survival probability 
was also influenced by connectivity, suggesting that immigration helped to support extinction-prone 
populations (a “rescue effect”). Patch occupancy beyond the range margin was primarily constrained 
by colonisation, but close to the expanding front, population survival became the key limiting factor. 
This pattern was conserved during range expansion, altering management priorities at individual 
sites. Previous studies on facilitating range shifts have stressed the need to increase landscape-scale 
connectivity to remove constraints on colonisation, and our data substantiate this advice. However, 
we show that enhancing population survival can also help to facilitate range expansions, because 
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populations at leading range edges face high extinction risk. Population survival can be directly 
improved through local management actions, such as enlarging patch size and increasing habitat 
quality, or indirectly by improving connectivity. Thus, local management can secure vulnerable 
populations at the range edge and provide larger and more stable migrant sources for future 
expansion, and deserves consideration when facilitating range shifts under climate change.  
2.2. Introduction 
Climate is one of the primary determinants of species’ distributions, both directly through impacts 
on physiology and indirectly through its influence on interacting organisms (Parmesan & Yohe 2003; 
Hickling et al. 2006; Thomas 2010). As climates advance polewards and uphill under global warming 
(Loarie et al. 2009), the suitability of species’ current habitats will change (Thomas et al. 2004; 
Araujo, Thuiller & Pearson 2006). This presents potential risks for species at their upper thermal 
limits, and potential benefits for species at their lower thermal limits, generating needs and 
opportunities for conservation (Hulme 2005; Thomas et al. 2010). Consequently, adapting 
management to climate change has become a priority (Hulme 2005; Mitchell et al. 2007).  
Broadly, there are two potential courses of action for conserving climate-sensitive species: improve 
species’ abilities to cope with climate change in habitats within the existing range that are becoming 
less climatically favourable, and shepherd species toward uncolonised habitats that are becoming 
climatically suitable (Heller & Zavaleta 2009; Lawler 2009; Thomas et al. 2010). As global 
temperatures continue to rise (Brohan et al. 2006) there will be a shift in emphasis from preserving 
species’ current distributions toward the need to facilitate range shifts (Galatowitsch, Frelich & 
Phillips-Mao 2009). However, since other factors aside from climate constrain species occurrence, 
the fragmented distribution of suitable habitats can impair range shifts, particularly for species with 
highly specialised habitat requirements (Warren et al. 2001).  
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In fragmented habitats, the dual issues are how species survive as existing local populations within 
fragments (or “habitat patches”), and how they spread (colonise) from patch to patch across the 
landscape, as they expand their distributions (Hanski 1999). Current thinking on managing range 
expansions centres on increasing the number of colonisation events by boosting dispersal among 
habitat fragments (i.e. increasing connectivity or, more controversially, assisted colonisation; Heller 
& Zavaleta 2009, McLachlan, Hellmann & Schwartz 2007; Hoegh-Guldberg et al. 2008; Richardson et 
al. 2009). Commonly, coordinated landscape-scale schemes are proposed in which per capita 
dispersal success is enhanced through increased habitat aggregation, corridor creation or improved 
matrix permeability (Lovejoy & Hannah 2005; Manning, Gibbons & Lindenmayer 2009; Krosby et al. 
2010). However, connectivity may also be improved by augmenting the number of dispersing 
individuals through measures that increase the number or size of extant populations (Hodgson et al. 
2009).  
Despite the potential benefits of region-wide conservation planning, in reality much of landscape 
structure emerges from the semi-independent actions of many different practitioners and 
landowners in separate habitat patches (Heller & Zavaleta 2009). Such site-specific or local 
management is thought to increase population size by improving the areal extent or quality 
(maximum population density) of a given habitat patch (Hodgson et al. 2009). Since larger 
populations are known to be more resistant to extinction (Hanski 1999), local management is often 
prescribed to build resistance to climate change at trailing range margins to preserve species’ 
current distributions (Pearce-Higgins et al. 2011). In contrast, local management is rarely considered 
in discussions on facilitating range shifts, perhaps because many species distribution models assume 
that only dispersal limitation prevents species from occupying habitats that are predicted to become 
climatically suitable (Huntley et al. 2010). However, on short timescales, inter-annual fluctuations in 
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climate dwarf the long term trend (Opdam & Wascher 2004), such that newly founded populations 
at the range edge may require protection. 
In practical terms, the key issue is which management strategies to employ under different 
circumstances (Hoegh-Guldberg et al. 2008). Unfortunately, the existing literature on facilitating 
range shifts remains largely theoretical, with few empirical studies to guide management, especially 
at a spatial resolution fine enough to examine local-level impacts (Heller & Zavaleta 2009). This has 
left current advice lacking specificity (Heller & Zavaleta 2009), making it difficult for practitioners to 
determine the most appropriate actions for particular species or landscapes. Studies on species with 
specialised habitat requirements are particularly important in this context, since specialist species 
are likely to have greater difficulty tracking climate change due to the comparative scarcity of 
habitable land area (Warren et al. 2001; Wilson, Davies & Thomas 2010).  
Here, we present a case study of a temperature-sensitive species (the silver-spotted skipper 
butterfly, Hesperia comma) with specialised habitat requirements, at its leading range margin in 
south-eastern Britain. Using data collected across 724 patches at a nine-year interval, we identify 
local and landscape determinants of population establishment, density, and survival. This empirical 
evidence is used to draw inferences about the following questions:  
1. Does local management (increasing the areal extent or quality of occupied habitat) have 
a role to play at expanding margins? 
2. Does landscape management (increasing the connectivity of habitat patches) help to 
facilitate range expansions? 
3. How do the chances of colonisation and survival, and hence local management 
priorities, change in space across an expanding range margin and in time as a species 
expands? 
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Our results confirm the importance of landscape-scale connectivity in managing range shifts, but 
additionally show that improving survival through local management represents a key strategy at 
expanding range margins.  
2.3. Methods 
2.3.1. Study system 
The silver-spotted skipper butterfly Hesperia comma is a habitat specialist: in Britain, it is confined to 
calcareous grassland, laying eggs on a single host plant species, sheep’s fescue grass Festuca ovina 
(Thomas et al. 1986). Only short tufts (<10 cm) of F. ovina are selected for oviposition, restricting the 
butterfly to sites with intermediate to high levels of grazing (Thomas et al. 1986). In H. comma, both 
fecundity and egg-laying microhabitat availability are temperature-dependent: females show 
increased egg-laying rates at higher temperatures, and select warm microclimates, next to patches 
of bare ground, for oviposition (Davies et al. 2006). 
H. comma reaches its northern range limit in Britain, where historically, populations have been 
confined to hotter south-facing slopes (Thomas et al. 1986). However, over the past 30 years, 
warming summer temperatures have broadened the range of microhabitats suitable for egg-laying 
(Davies et al. 2006) and permitted the colonisation of cooler north-facing habitats (Thomas et al. 
2001). This, together with more widespread grazing from rabbits and livestock (Thomas & Jones 
1993), has increased the availability of suitable breeding habitat, catalysing a range expansion from 
fewer than 70 populations in 1982 to over 250 by 2000 (Davies et al. 2005; Wilson, Davies & Thomas 
2010). However, the fragmented distribution of these habitat patches and the species’ limited 
dispersal abilities (Hill, Thomas & Lewis 1996) have constrained the rate of this expansion (Wilson, 
Davies & Thomas 2009, 2010). 
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2.3.2. Survey methods 
In 2009, we conducted the fourth UK national survey of H. comma’s distribution (for previous 
surveys in 1982, 1991 and 2000 see Thomas et al. 1986; Thomas & Jones 1993; Davies et al. 2005). 
Since H. comma is univoltine, this represents nine generations since the previous survey (Davies et 
al. 2005). The search was restricted to five main habitat networks in south-east England (in the 
counties of Kent, Sussex, Surrey, Hampshire, and the Chiltern hills), which encompass the majority of 
H. comma populations in Britain (Davies et al. 2005). As in previous surveys, suitable habitat patches 
were defined as any unimproved chalk grassland containing more than an estimated 5% cover of F. 
ovina plants  less than 10 cm tall, and neighbouring patches were defined as separate if their nearest 
perimeter points were divided by at least 25 m of unsuitable grassland, or a woodland or scrub 
barrier. All habitat patches meeting these criteria within a 30 km radius of known populations were 
surveyed; this radius is considered sufficient to detect all new populations since it exceeds the 
maximum recorded colonisation distance over an 18 year period (1982-2000; Davies et al. 2005), 
and because the species was not recorded between 2001 and 2008 more than 13 km from 
populations known in 2000 by the British “Butterflies for the New Millennium” recording scheme (R. 
Fox, pers. comm.).  
Once located, the perimeter of each patch was mapped using a handheld Global Positioning System 
(GPS; accuracy <±10 m), and later digitised using ArcMap software (ESRI 2009). Habitat 
characteristics that could affect H. comma occupancy were recorded, including the total area of the 
patch in hectares, the percentage cover of bare ground and vegetation <10 cm tall, and proportional 
host plant cover in vegetation <10 cm (Table 2.1). Patches were then searched for the presence of H. 
comma, based either on observation of adults or timed egg searches.  
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i≠j 
For patches visited in favourable weather during the flight period, adult densities were estimated 
using transect walks (Pollard & Yates 1993). Using weekly H. comma counts from UK Butterfly 
Monitoring Scheme (BMS) transects, we calculated the proportion of peak abundance on the day 
each transect was walked. We then divided observed abundance on survey transects by proportion 
of regional peak to estimate peak density at each site, setting a minimum proportion of 20% to avoid 
excessively large density adjustments.  
2.3.3. Variable collation 
The area of each patch (ha) was calculated using digitised patch perimeters in ArcGIS. By multiplying 
patch area by proportion of the patch with vegetation <10 cm tall, an estimate of effective breeding 
area was obtained (Table 2.1).  
To assess landscape-scale gradients in macroclimate during the adult flight season, we calculated the 
mean August daily maximum temperature for each site for two separate periods (1982-1991 and 
2000-2009), using the UKCP09 5 km resolution gridded observation data set from the UK 
Meteorological Office (Perry & Hollis 2005). To assess patch-scale differences in microclimate, we 
calculated incoming solar radiation as a function of aspect and slope: we applied the “hillshade” 
function to a 5 m resolution digital terrain model in ArcMap (Intermap Technologies 2007; vertical 
accuracy ±60 cm), using solar azimuth of 180° and altitude 60° (equivalent to the maximum solar 
radiation in South-eastern UK during mid-August), and extracted the median solar index for each 
patch using the spatial analyst tool (ESRI 2009).  
As a measure of potential immigration into each patch, we calculated functional connectivity using 
Hanski’s connectivity index: 
Si = ∑pj exp(-αdij)Ajb 
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Where i is the focal patch and j all other patches, which have area Aj and are separated from i by 
distance dij (Hanski 1999). Here, Aj is effective area <10cm (ha) of patch j, and dij edge-to-edge 
distances between patches i and j (km), both based on 2009 data. α (a negative exponential 
dispersal kernel) and b (a scaling function for patch emigration) are estimated from a previous study 
(Wilson, Davies & Thomas 2010). In the original formulation, pj denotes the presence or absence of 
the butterfly at site j, and is here used in two different ways.  “Direct connectivity” calculates 
connectivity to occupied patches (pj=1), discounting unoccupied patches (pj=0). “Indirect 
connectivity” calculates connectivity to unoccupied patches, weighting those patches by their direct 
connectivity scores (i.e. taking area of patch j as AjSj). Therefore while direct connectivity is a 
measure of the probability of colonisation in a single dispersal event from currently occupied 
patches, indirect connectivity is a measure of the probability of colonisation in two dispersal events 
using currently unoccupied habitat as a “stepping stone”. Both connectivity measures were 
calculated for occupancy patterns in three years: 1982, 2000, and 2009.   
2.3.4. Analyses 
Analyses were conducted in two stages. First, we examined whether establishment, survival and 
density of H. comma populations from 2000-2009 could be explained by local and regional factors 
(Table 2.1). Second, we used the best models to predict the probabilities of survival and colonisation 
across all patches for two time periods (1982-1991 and 2000-2009). All models were fitted using 
generalised linear modelling (Crawley 2007) in R 2.12.2 (R Development Core Team 2011).  
Survival models considered existing populations in 2000, with a binary response of “survival” or 
“extinction” by 2009; colonisation models considered unoccupied patches in 2000, with the 
response as “colonised” or “uncolonised”. In addition to presence information from the 2009 survey, 
colonisation analyses included temporary colonisations based on additional information from 
- 53 - 
 
surveys conducted by the authors in 2001 and 2002, and records from 2001-2008 from Butterfly 
Conservation, the organisation which coordinates the UK butterfly distribution monitoring scheme. 
We considered the butterfly as absent from any site not surveyed in 2000 that was more than 5 km 
from an occupied patch. Population density analyses focussed on density data from the 2009 survey.   
We assumed a binomial error distribution for survival and colonisation models. Population density 
models assumed a Tweedie error distribution, a compound poisson-gamma distribution family 
suited to analysing positive continuous data with exact zeroes; parameters were estimated using the 
“tweedie” package (Dunn 2010). 
Explanatory factors included local and landscape variables (Table 2.1). Local variables comprised 
solar index and habitat characteristics (Table 2.1; see also Survey methods). A squared bare ground 
term was included since intermediate levels of bare ground are likely to be optimal for this species. 
We used habitat data gathered in 2000 in survival analyses, but since these data were not available 
for all unoccupied patches in 2000, we used 2009 habitat data in colonisation analyses. Landscape 
variables included macroclimate, and direct and indirect connectivity (Table 2.1). 
Population density analyses considered only local variables from 2009 and macroclimate (Table 2.1). 
Density analyses used proportion of turf <10 cm instead of effective area <10cm, because the former 
investigates how density increases with breeding habitat independently of patch size. An additional 
variable, “age”, was also included, which indicated whether a population was present in 2000 
(“old”), or had been founded after 2000 (“young”).  
Data were checked for spatial autocorrelation (Beale et al. 2010) using Mantel tests with the “vegan” 
package (Oksanen et al. 2011). There was no evidence that population density estimates were 
spatially correlated (r=-0.043, P>0.05). We expected some spatial autocorrelation in survival and 
colonisation data due to dispersal between neighbouring patches, as explicitly modelled by 
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connectivity terms. Therefore, to test for autocorrelation over and above that accounted for by 
these covariates, we conducted mantel tests of the residuals from models including solely the two 
connectivity measures. Although there was no significant autocorrelation in colonisation model 
residuals (r=-0.0080, P>0.05), there was some sign of autocorrelation remaining in survival residuals 
(r=0.24, P<0.01). Consequently, we fitted mixed models including a random effect of “grid square”, 
classifying patches into spatial blocks of (a) 5 km and (b) 10 km squares, using the “lme4” package 
(Bates & Maechler 2010). However, top model sets were similar and effect sizes were within 
standard error bounds of those in the original models, indicating that spatial autocorrelation was not 
seriously affecting model parameters.  
For each response variable, we fitted all possible combinations of linear terms, with no interactions, 
and used the Akaike Information Criterion, adjusted for small sample size (AICc; Burnham & 
Anderson 2002) to rank models. To obtain our best model sets, we selected models that were within 
six AICc units of the top-ranked model (Richards 2005), excluding models with simpler, higher-
ranking nested variants (Richards 2008). This procedure guards against the selection of over-
parameterised models whilst maintaining a high probability of selecting the true best model 
(Richards 2008). 
To further explore which variables best explained survival and colonisation, and to examine how 
variance was partitioned among them, we conducted hierarchical partitioning (Mac Nally 2002), 
implemented with the “hier.part” package (Mac Nally & Walsh 2004). Hierarchical partitioning 
investigates the average change in fit (here, log-likelihood) between equivalent models with and 
without a given variable X, to assess the explanatory power of X independently of other terms (Ix). By 
randomising the dataset 1000 times and recalculating Ix, we estimated the probability of obtaining a 
value of Ix equal to or greater than that observed by chance, allowing us to assign statistical 
significance to the explanatory power of each variable (Mac Nally 2002). In addition, the average 
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effect of other variables on the explanatory power of X (“joint” effects, JX) can be calculated; their 
direction indicates whether other variables are acting additively (positive), increasing the variation 
explained by X, or suppressively (negative), sharing variation with X (Mac Nally & Walsh 2004). 
Following model selection, we applied our best model sets to predict the probabilities of 
colonisation and survival across the metapopulations. Predictions were based on distribution data 
from either 1982 or 2009; in both cases, local variables (Table 2.1) were based on 2009 data since 
habitat information was not available for all patches in 1982. We used model-averaging (Burnham & 
Anderson 2002) implemented by the “AICcmodavg” package (Mazerolle 2010) to obtain a single 
predicted survival and colonisation probability for each patch. Doing so incorporates model selection 
uncertainty whilst weighting the influence of each model by the strength of its supporting evidence 
(Burnham & Anderson 2002).  
To identify how survival and colonisation limitations varied across the British distribution of H. 
comma, we classified each patch into one of four categories, based on whether they were primarily 
limited by survival, colonisation, both (“marginal” habitat), or neither (“supported” habitat).  
2.4. Results 
Between 2000 and 2009, 67 new patches were colonised, 168 populations survived, whilst 48 
populations suffered local extinctions (Fig. 2.1). In addition, records from the intervening years 
detected 29 temporary colonisations that subsequently became extinct before 2009, giving a 
minimum of 96 colonisations and 77 local extinction events (Fig. 2.1).   
Population survival was closely associated with climatic factors, being more likely in warmer regions 
and on south-facing slopes (macroclimate: Z=5.03, P<0.0001; solar index: Z=3.13, P<0.0001; Fig. 
2.2a; Table 2.2a). Solar index did not influence chances of colonisation (Z=-0.26, P>0.05; Fig. 2.2b). 
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The relationship between macroclimate and colonisation was equivocal: although hierarchical 
partitioning indicated a significant relationship (Z=2.75, P<0.01; Fig. 2.2b), the direction of this effect 
varied, much of its explanatory power was shared with other variables (large “joint” effect, Fig. 
2.2b), and macroclimate did not appear in any of the top-fitting colonisation models (Table 2.2b). 
Survival was also closely linked to local management variables (Fig. 2.2a; Table 2.2a).  There was 
strong evidence for an effect of patch area (Z=3.81, P<0.001), with populations in larger patches 
more likely to survive (Table 2.2a). Survival was also more likely in higher quality patches with 
increased host plant availability (Z=2.31, P<0.05).  The top-ranked survival models supported a 
squared relationship with bare ground (Table 2.2a), indicating highest survival at sites with 
intermediate (around 15%) bare ground cover. 
Colonisation was also more likely for patches with greater host plant cover and an intermediate 
proportion of bare ground (Host plant cover: Z= 8.65, P<0.0001; Bare ground: Z=1.80, P<0.05; Fig. 
2.2b, Table 2.2b), with around 22% bare ground as the predicted optimum. However, the areal 
extent of a patch did not affect its chance of colonisation (Z=-0.38, P>0.05; Fig. 2.2b). 
Survival and colonisation increased with direct connectivity to occupied sites (Survival: Z=16.05, 
P<0.0001; Colonisation: Z=26.75, P<0.0001; Fig. 2.2). Indirect connectivity improved colonisation 
chances (Z=55.14, P<0.0001; Table 2.2b), but had little impact on survival of pre-existing populations 
(Z=0.17, P>0.05; Fig. 2.2a). The high correlation between direct and indirect connectivity means that 
they share explanatory power (large “joint” effect, Fig. 2.2b). 
We obtained density estimates for 142 populations. Population density models corresponded well 
with survival analyses: density was highest at south-facing sites with high proportions of short 
vegetation (<10 cm), F. ovina, and bare ground (Table 2.2c). Density was lower in more recently 
established populations (Table 2.2c).  
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To illustrate spatial and temporal variation in factors limiting the persistence and expansion of H. 
comma, Fig. 2.3b displays model predictions for (a) 1982-1991 and (b) 2000-2009 for the Sussex 
network. Close to the expanding front are clusters of “survival-limited” sites which have a high 
chance of colonisation, but a low probability of supporting a population in the long term. Further 
beyond the leading edge, there are scattered “colonisation-limited” patches, which are relatively 
unlikely to be colonised over a nine-year period, but, if colonised, have a high chance of supporting 
H. comma populations due to their large size and/or high quality. With the expansion of H. comma, 
many formerly isolated patches now have closer sources of migrants available and hence improved 
chances of colonisation and/or survival (“supported” patches, Fig. 2.3). 
2.5. Discussion 
The empirical evidence base to inform management of species’ range shifts is currently lacking 
(Heller & Zavaleta 2009). Here we present a case study of a thermally constrained habitat specialist, 
the silver-spotted skipper butterfly Hesperia comma, which is expanding its northern range limit in 
Britain under rising temperatures (Brohan et al. 2006). The results allow us to draw conclusions 
regarding the roles of local- and landscape-scale processes in adapting conservation management to 
climate change.  
2.5.1. Determinants of extinction and colonisation 
Although H. comma continued to expand its distribution in Britain between 2000 and 2009, there 
were also a number of setbacks, with 48 local extinctions offsetting the 67 recorded colonisation 
events. Populations in habitats of lower climatic suitability – in cooler regions and on north-facing 
slopes - were most likely to suffer extinction. Two non-mutually exclusive explanations are that (a) 
populations in less suitable climates were smaller (Hanski 1999) or (b) the dynamics of populations 
at the range edge showed greater fluctuations with weather (Thomas, Moss & Pollard 1994; Opdam 
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& Wascher 2004). Although we cannot examine inter-annual variability in population size based on 
the data presented here, we found that population densities were smaller in both cooler 
microclimates and in more recently founded populations. Thus, although warming temperatures 
permitted expansion into habitat that was previously too cool (Thomas et al. 2001) the vulnerability 
of these new populations remained higher than those in core habitats.  
Several previous studies have suggested that range edge populations may face heightened 
extinction risk in comparison with those in core habitats. Indirect evidence is provided by analyses of 
population density across species’ ranges: in many but not all cases it has been shown that 
population densities decline towards range margins (Sagarin & Gaines 2002).  A few studies have 
also gathered direct evidence that extinction risk increases in climatically marginal habitats at 
leading margins. For example, a study on ringlet butterflies Aphantopus hyperantus indicated a 
retraction to core (partially shaded) habitats following a period of drought (Sutcliffe et al. 1997), 
whilst Mehlman (1997) found that populations of three North American passerine bird species were 
more likely to go extinct at sites which experienced more severe winters or were closer to the range 
edge. Our study shows that populations in marginal habitats remain vulnerable when a species is 
expanding its distribution under increasingly favourable climates. 
Since population survival, and not just establishment, limits range expansions under climate change, 
species’ range shifts could be enhanced through management to improve population persistence. 
Local measures such as increasing patch area have been proposed as an option for building 
resistance to climate change at contracting margins (Pearce-Higgins et al. 2011), but are rarely 
considered in the context of expanding margins. We found that site-scale factors promoted the 
survival of populations at the expanding front. Survival was higher in larger patches, either because 
larger patches support larger populations (Hanski 1999), or perhaps because larger patches capture 
greater environmental heterogeneity which buffers populations against climatic variability (Opdam 
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& Wascher 2004; Oliver et al. 2010). Moreover, survival was also improved in higher quality patches 
(those with higher host plant availability and optimal bare ground cover). These results indicate that 
local management can be important for securing species’ footholds in habitats at the range edge, 
and thus to help facilitate range expansions.  
In contrast to population survival, the chance of a patch being colonised was not strongly related to 
local management, although we did find evidence that higher host plant availability increased 
colonisation chances. Instead, there was an overriding positive effect on colonisation probability of 
direct and indirect connectivity. The latter indicates that well-connected networks of habitat , even if 
initially unoccupied, can facilitate “stepping stone” colonisations, either within generations 
(connected habitat patches are used as migration routes), or between generations (unoccupied 
patches are colonised and serve as migrant sources in subsequent years), or both (Lawler 2009). This 
provides empirical evidence, in the context of an expanding range margin, that beliefs about 
connectivity enhancing range expansions are well-founded (see also Melles et al. 2011).  
Population survival was also improved by increased connectivity, indicating a possible role for rescue 
effects (Hanski 1999), or re-colonisations within the 9 year survey interval. We found little evidence 
that indirect connectivity influenced survival, perhaps because most patches colonised between 
2000 and 2009 were too remote from most pre-existing populations to provide rescue effects. Few 
discussions on managing range shifts have explicitly considered how increasing connectivity could 
improve persistence of populations at the expanding front. Our data, using a fine enough spatial 
resolution to identify individual patches and populations, and a temporal resolution of nine 
generations, show that increased connectivity enhances both colonisation and survival.  
Since both patch area and proximity are incorporated in our connectivity terms, the results do not 
allow us to differentiate among measures that increase per capita dispersal success (e.g. corridors or 
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matrix management; Lovejoy & Hannah 2005; Krosby et al. 2010) and measures that augment the 
number of migrants by increasing the number or size of extant populations (Hodgson et al. 2009). 
However, since our results show that both population density and persistence, and hence migrant 
numbers, increased with patch size and quality (Table 2.2a and c), it follows - assuming a causal 
relationship between these variables - that local management also increases landscape-scale 
connectivity. Thus, management to improve patch size or quality brings both direct local and indirect 
regional benefits (Hodgson et al. 2009).  
2.5.2. Implications for managing a range expansion 
Current management recommendations for H. comma focus on local management, with measures 
increasing the effective size of habitat patches through scrub removal, and grazing to control sward 
height and bare ground availability (Barnett & Warren 1995; Davies et al. 2005). Landscape-scale 
management of connectivity is less straightforward to achieve, potentially involving coordinated 
management among several landowners, although voluntary agri-environment schemes such as 
Environmental Stewardship have successfully improved connectivity for some taxa (Donald & Evans 
2006). Local prioritisation of management strategies will depend on the current chances of 
colonisation by and survival of H. comma (Table 2.3).   
Applying our models to predict colonisation and survival across the British distribution of H. comma 
for 2009-2018 showed that colonisation and survival are differentially limiting across the species’ 
range margin, due to among-patch differences in size and quality (influenced by local management) 
and connectivity to existing populations (influenced by landscape management and the species’ 
current distribution; Fig. 2.3b). Because connectivity (direct and indirect) is the primary determinant 
of colonisation probability, colonisation becomes increasingly limiting as distance beyond the 
expanding front increases (Davies et al. 2005), whereas survival is strongly influenced by local factors 
- 61 - 
 
and is therefore less constrained by proximity to H. comma’s current distribution. Practically, this 
means that whilst survival limitation can be remedied through site-specific actions (Table 2.3; 
survival-limited and marginal patches, Fig. 2.3b), there is less that local management can do to 
directly encourage colonisation of a patch. Nonetheless, knowing the chance of colonisation can 
usefully inform site-scale management decisions (Table 2.3). For large, south-facing, but isolated 
patches (colonisation-limited patches, Fig. 2.3) artificial introductions might be considered, since 
their success rate is likely to be high (McLachlan, Hellmann & Schwartz 2007; Hoegh-Guldberg et al. 
2008; Richardson et al. 2009). Alternatively, since managers must balance decisions for many species 
with different requirements and distributions, local management for species that are currently 
unlikely to reach a site may represent a low priority.  
However, as species expand their distributions, connectivity to extant populations, and hence local 
management priorities, can change rapidly. With the proliferation of H. comma across Sussex, 
owners of previously isolated sites may consider management for H. comma of higher importance 
now that colonisation chances have improved, whilst formerly survival-limited patches on the 
periphery of the H. comma distribution are now well-supported by rescue effects, making local 
management to improve population survival less of a necessity (Fig. 2.3). This rapid and widespread 
shift in priorities suggests that, if management is to be conducted on an independent, site-by-site 
basis, regular monitoring of species shifting distributions (Lepetz et al. 2009) and flexible decision-
making (Lovejoy & Hannah 2005) will be required to maximise efficiency. However, there are two 
reasons why coordinated landscape-scale management might prove preferable to independent local 
management. First, retrospective adjustments of policy might be too slow for species with 
particularly dynamic patterns of population turnover or rapid rates of spread. If so, predictive 
modelling (Hannah et al. 2007, Huntley et al. 2010) could help management to keep pace with 
species’ shifting distributions. Second, connectivity will only increase if habitat availability provides 
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the opportunity to expand, such as in the Sussex network here. Where habitat patches are more 
isolated, such as in Hampshire (Fig. 2.1), colonisation may remain limiting pending increased habitat 
connectivity, artificial introductions, or rare long-distance colonisation events (McLachlan, Hellmann 
& Schwartz 2007). 
The simple models employed here are not intended to provide an exact blueprint for management, 
since they assume that correlations observed between environmental variables and population 
survival or colonisation are causal, and assess limiting factors for each site based on a single point in 
time, ignoring the complex interplay among changes in management practices, occupancy patterns, 
and connectivity. Nonetheless, Figure 3 demonstrates how, for H. comma at least, survival is the 
primary limiting factor close to the leading edge, and remains so as the distribution shifts, potentially 
slowing the rate of expansion. Our results provide encouragement that local management can help 
to alleviate survival limitation at an expanding front and provide larger and more stable platforms 
for future expansion. 
2.6. Conclusion 
Range shifts under climate change are not a continuous march toward pastures new, but a dynamic 
process resulting from an imbalance in extinction and colonisation events. Consequently, founding 
new populations at the leading edge is only the first step towards a range expansion, because 
populations at the range edge face heightened extinction risk. Since colonisation rates may be high 
close to species’ current distributions, survival can become the primary factor limiting expansion at 
the range edge. There are thus two complementary strategies for facilitating species’ range shifts: 
encourage colonisation of unoccupied habitat through landscape management for connectivity 
and/or assisted colonisation; and support populations by increasing patch size or quality, or 
providing nearby migrant sources, wherever new footholds are established. Since local management 
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can increase both population persistence and connectivity, it represents an important strategy for 
facilitating range shifts under climate change.  
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Variable 
name 
Symbol Description Spatial 
Scale 
Analyses 
Area <10cm AR Effective area (ha) of turf <10 cm tall  Local S, C 
Host plant 
cover 
HO Proportional coverage (%) of Festuca 
ovina in turf <10 cm 
Local S, C, P 
Bare ground 
cover 
BG Proportional coverage (%) of bare 
ground in patch 
Local S, C, P 
Solar index IN Incident solar radiation at midday in 
mid-August 
Local S, C, P 
Macroclimate MC Mean August maximum temperature 
over nine-year period 
Local S, C, P 
Direct 
connectivity 
CD Connectivity to occupied sites Landscape S, C 
Indirect 
connectivity 
CI Connectivity to initially unoccupied 
sites, weighted by connectivity to 
occupied sites 
Landscape S, C 
<10cm cover TE Proportional coverage (%) of turf <10 
cm tall in patch 
Local P 
Population 
age 
AGE Categorical variable indicating whether 
population was founded after 2000 
(“young”) or prior to 2000 (“old”) 
Local P 
Table 2.1: Explanatory variables and the analyses they are used in (S=Survival, C=Colonisation, 
P=Population density) 
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Rank K ΔAICc %LL Formula 
(a) Survival (n=214) 
1 7 0.00 0.25 + AR + IN + CD + MC + BG – BG2  
2 7 2.84 0.24 + AR + IN + CD + BG - BG2 - CI 
3 6 2.92 0.23 + AR + IN + CD + BG - BG2  
4 6 3.20 0.23 + AR + IN + CD + MC + HO  
5 5 4.26 0.21 + AR + IN + CD + MC  
(b) Colonisation (n=510) 
1 4 0.00 0.27 + CD + CI + HO  
2 5 2.72 0.27 + CD + CI + BG - BG2  
3 3 3.94 0.26 + CD + CI 
(c) Population Density (n=142) 
1 6 0.00 0.04 + AGE + IN + TE + HO  
2 5 0.35 0.04 + AGE + IN + TE  
3 5 1.05 0.03 + AGE + IN + HO  
4 4 
1.59 
0.03 + AGE + TE  
5 5 2.02 0.03 + AGE + IN + BG  
6 4 2.83 0.03 + AGE + IN  
7 4 3.20 0.03 + AGE + HO  
8 4 3.84 0.03 + AGE + BG  
9 3 4.53 0.02 + AGE 
Table 2.2: Top-ranking models for (a) survival, (b) colonisation and (c) population density analyses. 
K=number of parameters; ΔAICc=difference in AICc between current and best model; %LL = Percent 
change in log-likelihood from null model; Formula indicates which terms were included in the model 
(Table 2.1) and the direction of their coefficients (+/-). 
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Category Colonisation 
Probability 
Survival 
Probability 
Recommended management actions 
Supported  High   
(>50%) 
High 
(>50%) 
 Continue existing management 
 Monitor for changes and adapt 
management if necessary 
Colonisation-limited Low    
(<50%) 
High 
(>50%) 
 Increase connectivity  of surrounding 
habitat through matrix softening  or 
creation of corridors / stepping stones 
 Increase patch quality through grazing 
management  
 Assisted colonisations where viable 
 Await further spread 
Survival-limited High    
(>50%) 
Low   
(<50%) 
 Increase patch size through habitat 
restoration (e.g. scrub removal) 
 Increase patch quality through grazing 
Marginal Low    
(<50%) 
Low   
(<50%) 
 Low priority 
 May become more important as species 
spreads  
Table 2.3: Site classification scheme and management recommendations       
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Figure 2.1: Maps of recorded changes in H. comma site occupancy between 2000 and 2009 across 
south-eastern Britain, with chalk geology shown in white.  
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Figure 2.2: Independent (black) and joint (grey) contributions of explanatory variables (Table 2.1) in (a) survival and (b) colonisation models, based on hierarchical 
partitioning analyses and expressed as mean percent change in log-likelihood. Asterisks indicate significance of independent effects (P<0.05, 0.01, 0.001 and 
0.0001 denoted by one, two, three and four asterisks respectively).  
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Figure 2.3: Map of patches in Sussex network, classified according to predicted probabilities of 
colonisation and survival for (a) 1982-1991 and (b) 2000-2009. H. comma occupancy in the first year 
is indicated by filled (present) and open (absent) circles. 
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Chapter 3: Active conservation enhances  
metapopulation expansion under climate change 
 
3.1. Summary 
There is a need to adapt biodiversity conservation to climate change, but little empirical evidence for 
how to do so. Existing networks of protected areas (PAs) have been preferentially colonised during 
species’ range expansions, but this could be due to their original habitat quality and/or to ongoing 
management activity. Here, we examine how PA status and active conservation management have 
influenced the range expansion of a butterfly Hesperia comma through fragmented landscapes. PAs 
under active conservation management were over three times more likely to be colonised than 
unprotected, unmanaged sites of the same basic vegetation type. Conservation action increased the 
survival rate of existing populations inside or outside of PAs. We conclude that PAs facilitate range 
expansions by preventing habitat degradation and encouraging active conservation that improves 
habitat quality, and that conservation interventions on non-designated sites also have a role to play 
in adapting conservation to climate change.  
3.2. Introduction 
Species are responding to climate change by shifting their geographic distributions (Chen et al. 
2011), but range expansions may be retarded or prevented by a lack of habitats available to colonise 
(Warren et al. 2001, Hill et al. 2002). Conservation strategies to preserve biodiversity in the face of 
global warming may aim to secure the survival of extant populations whilst helping species to 
colonise new habitats and expand their distributions (Lawler 2009; Chapter 2). Existing conservation 
programs could assist species’ range shifts through a combination of statutory protection to prevent 
damage to habitats, and active conservation to enhance habitat quality and encourage colonisation 
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(Warren 1993, Nicholson et al. 2012). However, a key question is whether static networks of 
protected areas (PAs), established to safeguard ecological assemblages in situ, offer sufficient 
protection for range-shifting species, or whether more flexible, reactive approaches to conservation 
must be adopted (Gaston et al. 2006, Hannah et al. 2007, Thomas et al. 2012).  
The evidence base for PA effectiveness under climate change comes largely from theoretical studies 
(Gaston et al. 2008, Thomas et al. 2012). Typically, range shift forecasts derived from species 
distribution models are coupled with maps of existing PA networks to assess which species will be 
protected under future climates (Hannah et al. 2007, Hole et al. 2009). These studies have generally 
predicted that climate change will drive species outside of their protected habitats, suggesting that 
failure to modify existing conservation measures will result in widespread biodiversity loss (Hannah 
et al. 2007, Coetzee et al. 2009, Araújo et al. 2011, D’Amen et al. 2011, Zimbres et al. 2012; but see 
Hole et al. 2009). However, this conclusion rests on several assumptions. First, predictive approaches 
implicitly rely on accurate forecasts of species’ range shifts, which cannot be verified without 
empirical data (Pearce and Ferrier 2000). Second, populations inside PAs are assumed to survive, but 
PA designation may be ineffective without management to maintain or improve habitat quality 
(Gaston et al. 2008, Nicholson et al. 2012). Third, populations outside of PAs are assumed to suffer 
extinction, ignoring the role of conservation actions in habitats lacking statutory protection (Araújo 
et al. 2011). There is thus a need for empirical research that assesses the extent to which (a) PA 
designation and (b) active conservation can facilitate range shifts. 
Recent empirical work (Thomas et al. 2012) suggests that PAs are preferentially colonised during 
species’ range expansions. However, this study did not dissect the relative roles of PAs and active 
conservation (Thomas et al. 2012). The increased colonisation of PAs could thus reflect (a) direct 
benefits of reduced habitat destruction, (b) indirect benefits, if PA designation encourages 
conservation interventions which maintain or improve habitat quality, and/or (c) that PAs act as a 
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label for “high quality” sites that would have been colonised anyway, in which case further 
legislation will be of limited effect. Examining the relative contributions of PAs and active 
conservation would help to explain why PAs are colonised more frequently than non-PAs, and assess 
the extent to which conservation actions outside of PAs can facilitate range expansions. 
Here, we analyse the impacts of existing conservation approaches on the dynamics of an exemplar 
species, the silver-spotted skipper butterfly Hesperia comma, during a period of climate-driven range 
expansion. We quantify the effects of PAs and active conservation on the colonisation and survival of 
H. comma populations at a nine-year interval, across a network of 615 habitat patches. The results 
show that PAs facilitate range shifts both by preventing habitat destruction and by promoting 
conservation interventions that improve habitat quality, and that conservation interventions on non-
designated sites also have a role to play in adapting conservation to climate change. 
3.3. Methods 
Our study species, Hesperia comma, has specialised habitat requirements: eggs are laid exclusively 
on sheep’s fescue grass Festuca ovina, limiting populations to heavily-grazed patches of unimproved 
calcareous grassland in which the host plant grows (Chapter 2). The distribution of habitats available 
to this species is patchy across the landscape: first because of the locations of chalk geology, second 
because of widespread agricultural improvement and abandonment, and third because of 
heterogeneous grazing pressure (Warren 1993). At its northern range limit in Britain, thermal 
constraints on egg-laying and activity restrict H. comma to sites with sufficiently warm ground 
surface temperatures (Davies et al. 2006). In recent decades, rising summer temperatures in Britain 
have allowed H. comma to occupy cooler north-facing slopes, catalysing a range expansion (Thomas 
et al. 2001a; Chapter 2). 
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We comprehensively surveyed the distribution of H. comma in Britain in two years: 2000 and 2009. 
Habitat patches were defined as calcareous grassland with short (<10cm) sward containing F. ovina. 
Surveys encompassed the vast majority (c. 95%) of H. comma populations in Britain, mapped using 
handheld Global Positioning Systems (accuracy <±10m). In each patch, we used timed searches for 
adults and/or eggs to establish presence of H. comma (Chapter 2).   
We classified each patch according to its protection status and its ongoing management. In the UK, 
protection of habitat against damaging activities is largely realised through designating Sites of 
Special Scientific interest (SSSIs). SSSIs represent the basic level of site-based nature conservation 
legislation in the UK, and require the owners and occupiers of designated land to consult the official 
conservation body and obtain consent to carry out certain potentially damaging activities (Gaston et 
al. 2006). We classified patches that overlapped with SSSIs as protected, and those that did not as 
unprotected.  
Conservation management of chalk grassland in the UK is realised through appropriate levels of 
grazing by livestock, which increases species richness by reducing competitive exclusion (Maalouf et 
al. 2012). We classified the management of habitat patches into three categories. Patches in which 
the primary purpose of the land was to promote biodiversity were classified as under primary 
management, which included land owned by: Natural England, the official nature conservation body 
in England; local authorities; or non-governmental conservation organisations (e.g. the National 
Trust, County Wildlife Trusts). Patches managed by private landowners as part of voluntary “agri-
environment schemes” (AES), in which payments are offered for management that benefits nature 
conservation, were classified as under voluntary management. Two such schemes, Environmentally 
Sensitive Areas (ESA) and Countryside Stewardship Schemes (CSS) ran during the majority of the 
period of this study. We defined unmanaged areas as habitats which fell outside either of the two 
previous categories but which nevertheless fulfil the habitat requirements of our focal species (chalk 
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grassland containing Sheep’s fescue grass Festuca ovina growing in short turf). We calculated SSSI, 
CSA, and ESA status using the rgeos library in R (R Development Core Team 2011, Bivand and Rundel 
2012) and shapefiles available from Natural England (2010). 
We tested the effects of management on (a) colonisation, by 2009, of patches that were not 
occupied by H. comma in 2000 and (b) population survival, in 2009, of patches that were occupied in 
2000. Colonisation and survival probabilities were modelled using generalised linear models in R (R 
Development Core Team 2011), assuming a Bernoulli error structure. To assess the effects of PAs 
and conservation interventions whilst controlling for other determinants of colonisation and 
survival, we used the top-fitting models from a previous analysis (Chapter 2) as null models, to which 
terms were subsequently added (the previous analysis included patch area, connectivity, vegetation 
characteristics and climate variables; see Appendix 3A.1). Protection was modelled as a factor with 
two levels: protected and unprotected. Management was modelled as a factor with up to three 
levels (Table 3.1). Models were competed based on the corrected version of Akaike’s information 
criterion (AICc; Richards 2008) using the AICcmodavg R package (Mazerolle 2012), and excluding 
models that ranked below their simpler nested variants (Richards 2008). We also fitted mixed 
models with spatial autocorrelation effects, but this did not change any of the important 
conclusions, so is only reported in the Appendix (methods: 3A.2; results: 3A.4).  
3.4. Results 
Of the 510 habitat patches that were unoccupied by H. comma in 2000, 105 were colonised between 
2000 and 2009. Of the 214 H. comma pre-existing populations recorded in 2000, 168 remained in 
2009 (46 habitat patches no longer held populations, despite generally suitable habitats remaining). 
Across all sites, habitat patches in PAs were more likely to be part of primary conservation schemes 
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than patches outside of PAs (Fig. 3.1; chi-squared test of association: χ22=139.6, p<0.00001), 
suggesting that PA designation encouraged active conservation management. 
Patches under primary management were more likely to be colonised than voluntarily managed or 
unmanaged sites (Fig. 3.1a; all top-ranked colonisation models included a positive effect of primary 
management, Table 3.2a). Moreover, protection status interacted with primary management, such 
that primary management produced a greater increase in colonisation probability in PAs than in 
unprotected sites (primary * protection model ranks 5.8 AICc units above next best model, Table 
3.2a). Overall, PAs under primary management were over three times more likely to be colonised 
than unmanaged, unprotected sites (Table 3.2a; Fig. 3.1a).  
The best colonisation models did not distinguish between voluntary and unmanaged sites (Table 
3.2a), even though the raw data indicate that a higher proportion of sites in voluntary management 
were colonised (Fig. 3.1a). Examination of habitat variables (Appendix 3A.5) showed that voluntarily 
managed sites tended to be situated in higher-connectivity landscapes compared to unmanaged 
sites, suggesting that the more frequent colonisation of voluntarily managed sites can be explained 
by their location rather than direct benefits of management.  
We found reasonable evidence that primary management improved the survival of H. comma 
populations (Fig. 3.1b; primary + protection model ranks 2.3 AICc units above protection model, and 
primary model ranks 5.1 units above null model, Table 3.2b). The raw data indicated that population 
survival was more likely on voluntarily managed sites than unmanaged sites (Fig. 3.1b), but this 
difference was not statistically meaningful once other determinants of patch occupancy were 
controlled for (Table 3.2b). As in the colonisation analyses, the higher survival of populations in 
voluntarily managed sites (Fig. 3.1b) could be explained by their location and habitat attributes, 
rather than management effects: sites under voluntary management were larger than unmanaged 
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sites, and tended to be found in more well-connected habitat networks (Appendix 3A.5). Similarly, 
the higher survival of populations in PAs than in non-PAs (Fig. 3.1b) appears to be a byproduct of 
landscape context and climate (Table 3.2b; Appendix 3A.5), and may be exaggerated by spatial 
autocorrelation effects (Appendix 3A.4).  
3.5. Discussion 
Our analysis of the metapopulation dynamics of H. comma provides empirical evidence that pre-
existing conservation measures can provide effective means to facilitate range expansions, even 
when not specifically established to deal with climate change impacts. The results show that PA 
designation greatly increased colonisation rates of unoccupied habitat, despite being designed to 
protect species over pre-existing, implicitly static distributions (Gaston et al. 2006, Thomas et al. 
2012). By examining the range expansion of H. comma at the level of individual populations, we also 
demonstrated why PAs increased colonisation chances:  first, because PAs directly protected key 
habitat patches from destruction, and second, because their designation encouraged active 
conservation actions (in our system, realised through management, e.g. appropriate grazing levels; 
Warren 1993, Maalouf et al. 2012) that promoted habitat quality (Fig. 3.1). Thus, our findings 
encourage the idea that existing PAs can continue to form an important component of biodiversity 
conservation under climate change.  
The ability of PAs to protect biodiversity may be critically dependent on how they are managed 
(Gaston et al. 2008, Nicholson et al. 2012). In our study, conservation interventions were integral to 
the success with which PAs facilitated the range expansion of H. comma; the combination of 
statutory protection and active conservation generated a three-fold increase in colonisation rates, 
but the benefits of protection and primary conservation were diminished when employed in 
isolation (Fig. 3.1a). Moreover, our analysis of the survival of H. comma populations indicates that 
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active conservation interventions can help to preserve vulnerable range-edge populations outside of 
PAs, consolidating gains made during periods of expansion (Fig. 3.1b). Complementing PA 
designation with appropriate habitat management activities both inside and outside of reserves is 
thus likely to be key to efficient range shift management.   
Analysing the establishment and survival of populations in individual habitat patches provided a 
level of control not achievable in previous assessments of PA effectiveness under climate change 
(Araújo et al. 2011, Thomas et al. 2012). We only studied potentially suitable H. comma habitats of 
the same vegetation and geology type, such that our analyses did not represent unfair comparisons 
between PAs and elements of the wider landscape which could not have been colonised. Moreover, 
the impacts of conservation actions could be quantified whilst controlling for the effects of other 
environmental variables influencing habitat patch occupancy, which allows two strong conclusions. 
First, PAs and “primary” management (where conservation is the primary aim) have positive effects 
over and above the habitat quality attributes influencing site designation. Second, voluntary agri-
environmental conservation schemes have at best weak effects on the range expansion rates of H. 
comma; raw colonisation and population survival rates suggest apparent benefits of voluntary 
management (Fig. 3.1), but detailed examination shows that these benefits are likely to be a 
byproduct of the high quality and connectivity of sites selected for management (Table 3.2, 
Appendix 3A.5). We therefore remain cautious about the success with which voluntary agri-
environment schemes can facilitate range shifts.  
Modelling studies have predicted that climate change will force many species to shift their 
distributions outside of PA networks (Coetzee et al. 2009, Araújo et al. 2011, D’Amen et al. 2011, 
Zimbres et al. 2012), suggesting a need to adopt more dynamic designation approaches (Hannah et 
al. 2007). Methods to plan PA networks that will enable range shifting have been proposed (Phillips 
et al. 2008, Hodgson et al. 2011), but these have yet to be tested empirically. Changing ownership or 
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legal status, changing habitat (e.g. restoring from agricultural land) and changing management 
regimes all have associated costs and uncertainties. Although all of these will probably be needed to 
some extent under climate change, it is vital to have empirical indications of what can be achieved 
with existing measures. For H. comma we have shown that existing PAs can facilitate species’ range 
expansions if habitat quality is maintained through conservation interventions, and that traditional 
management practices can protect populations established outside of PAs. If these results hold true 
for other species, we would expect current conservation measures to be an integral and cost-
efficient part of any strategy to preserve biodiversity under climate change.  
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Variable name Management category 
primary voluntary unmanaged 
primary 1 2 2 
voluntary 2 1 2 
unmanaged 2 2 1 
management 1 2 3 
Table 3.1: Management groupings used in statistical models. Factors with different codings were 
generated, comprising either: two levels, in which one management category was distinguished from 
the others (primary, voluntary or unmanaged groupings); or three levels, one for each management 
type (the management grouping).   
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    Predicted colonisation or survival probability (%) 
    protected unprotected 
Variables in model K δAICc LL primary  voluntary unmanaged primary voluntary unmanaged 
(a) colonisation          
primary * protection 7 0.0 -172.2 28.2 5.1 5.1 9.3 8.3 8.3 
primary 5 5.8 -177.2 23.2 7.5 7.5 23.2 7.5 7.5 
(b) survival          
primary + protection 9 0.0 -78.7 91.7 81.8 81.8 83.2 67.0 67.0 
primary 8 0.6 -80.1 90.7 77.2 77.2 90.7 77.2 77.2 
protection 8 2.3 -80.9 88.7 88.7 88.7 73.7 73.7 73.7 
voluntary  8 4.7 -82.1 88.2 75.9 88.2 88.2 75.9 88.2 
unmanaged 8 4.8 -82.2 87.8 87.8 78.1 87.8 87.8 78.1 
null 7 5.1 -83.4 86.1 86.1 86.1 86.1 86.1 86.1 
Table 3.2: Top-ranking models for colonisation (a) and population survival (b) in H. comma habitat patches. K=number of parameters; δAICc = difference in 
AICc between model and top model; LL=log-likelihood. Only models with δAICc ≤6 are shown. The (*) symbol indicates a statistical interaction. Note that all 
models, including the "null" model, include patch attributes found to be statistically important in a previous study (Appendix 3A.1). The six right-hand 
columns show predicted probabilities of colonisation (a) or survival (b) for a habitat patch with average attributes (Appendix 3A.3). 
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Figure 3.1: Effects of protection status and management on (a) the proportion of empty patches 
which were colonised and (b) the proportion of populations to survive between 2000 and 2009. Bars 
indicate raw proportions unadjusted for other habitat patch attributes. “n” indicates the sample size 
for each category.  
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Appendix to Chapter 3 
3A.1. Null model structure 
We used the top-fitting models from a previous study (Chapter 2) as “null models” for the 
colonisation and survival of Hesperia comma populations in this study. Terms indicating 
management and protection status were subsequently added to assess their effects over and above 
those explained by other variables. The structures of the null models are given below; further 
explanation of variables can be found in Chapter 2. 
3A.1.1. Colonisation 
     (  )                      
            (  ) 
Where    indicates the probability of colonising patch  ,      indicates the “direct connectivity” of 
patch   to patches that were occupied in 2000, and     indicates the “indirect connectivity” of patch 
I, reflecting the availability of suitable but uncolonised habitat surrounding the patch (see Chapter 
2), and   indicates the proportion of the patch that was covered by the host plant Festuca ovina. 
   is a binary variable indicating whether patch   was colonised between 2000 and 2009.  
3A.1.2. Survival 
     (  )                                       
  
            (  ) 
Where    indicates the probability of survival in patch  ,     indicates the “direct connectivity” of 
patch   to patches that were occupied in 2000,    indicates the areal extent of the patch,    
indicates the solar index of the patch (a combination of aspect and slope),  indicates the 
“macroclimate” of the patch (mean daily August maximum temperature from 2000-2009), and    
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indicates the proportion of the patch that was bare ground.    is a binary variable indicating whether 
the population in patch   remained present in 2009. 
3A.2. Mixed models to test for spatial autocorrelation effects 
To assess the extent to which our results were robust to spatial autocorrelation effects, we repeated 
our analyses using generalised linear mixed models. Instead of a single intercept for all sites (  in the 
equations above), we fitted a random intercept which grouped patches within (a) 5 km and (b) 10 
km squares, using the lme4 package in R (Bates et al. 2011, R Development Core Team 2011). To 
calculate patch groups, we constructed R code (R Development Core Team 2011) which 
superimposed a grid of either 5 km or 10 km resolution across the British Isles, with the origin 
(southwest corner with spatial coordinates [0,0]) taken to be the origin of the UK Ordnance Survey 
National Grid. We then classified patches into grid square groups based on whether they were 
within the same grid square. As such, the fixed intercept   was replaced with a random intercept: 
         (     
 ) 
Where    is the intercept for patches in grid cell group  ,    is the mean probability of colonisation 
or survival across all patches, and   
  represents the variance in the probability of colonisation or 
survival among grid cells. Results for mixed model analyses are compared with the main analyses in 
Appendix 3A.4.  
3A.3. Detail on method for predicting colonisation and survival probabilities 
Table 3.2 (main text) displays predicted colonisation and survival probabilities for a patch in each of 
the management categories. Because our models also incorporated effects of other patch attributes 
(e.g. patch size and connectivity; Chapter 2), we needed to choose values for these variables to 
produce colonisation and survival predictions for an “average” patch. We chose to use the mean 
values based on all patches used in each analysis (colonisation and survival). The values of these 
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variables are given in Tables 3A.1 and 3A.2. Note that only variables which entered models (see 
section 3A.1) are given. 
3A.4. Comparison of original and mixed model results 
3A.4.1. Colonisation 
Table 3A.3 displays model selection tables for colonisation models with and without spatial 
autocorrelation effects. The rank order of the best models and the direction of predictions remain 
consistent whether or not a random intercept is used, indicating that the findings of this analysis are 
robust to spatial autocorrelation.  
3A.4.2. Survival 
Table 3A.4 displays model selection tables for colonisation models with and without spatial 
autocorrelation effects. The finding that primary management improves the probability of survival 
remains consistent whether or not the effects of spatial autocorrelation are considered (Table 3A.4). 
However, the evidence that populations were more likely to survive in protected patches weakens 
once spatial autocorrelation is accounted for, such that the effects of protection status on survival 
may have been exaggerated by spatial autocorrelation effects.   
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3A.5. Relationships between management categories and variables in null models 
Some management categories were associated with improvements in colonisation and survival 
probabilities (Fig. 3.1, main text), but had apparently little benefit once important environmental 
variables were controlled for (Table 3.1, main text; see section S1 of this supplementary material for 
environmental variables included in models). To further explore why this might be, we investigated 
whether management or protection designation was associated with the environmental variables 
included in our null models. In Figures 3A.1 and 3A.2, we plot the distributions of environmental 
variables for patches used in (a) the colonisation analysis (3A.1) and (b) the survival analysis (3A.2). 
In the following paragraphs, we briefly discuss differences in environmental variables among 
protection and management categories.  
3A.5.1. Colonisation data 
Amongst sites that were unoccupied by H. comma in 2000, patches that were close to existing H. 
comma populations (i.e. patches that had higher direct connectivity) and were in more well-
connected networks of habitat (i.e. had higher indirect connectivity; see Chapter 2) tended to be 
under primary management by conservation bodies, rather than voluntarily managed under agri-
environment schemes or unmanaged. Our models therefore suggest that primary management 
greatly improved colonisation chances of patches over and above the benefits of their higher 
connectivity (Table 3.1a, main text).   
Voluntarily managed sites tended to have higher indirect connectivity than unmanaged sites, which 
might explain why we found little evidence for positive effects of voluntary management on 
colonisation once the effects of connectivity had been accounted for.  
There was no overall tendency for protected sites to have higher connectivity (direct or indirect) or 
host plant cover than unprotected sites, supporting our conclusion that protected areas improved 
colonisation independently of these variables (Table 3.1a, main text).   
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3A.5.2. Survival data 
Amongst habitat patches occupied by H. comma in 2000, voluntarily managed sites tended to be 
larger and in more well-connected habitat networks (higher indirect connectivity) than either 
managed or unmanaged sites. Thus, patch size and connectivity variables may have played a role in 
influencing land managers’ decisions to “opt-in” to agri-environment schemes (AES), and could 
explain why we found no positive effect of AES once these variables had been accounted for (Table 
3.1b, main text).  
On average, sites with higher direct connectivity were more likely to be protected as Sites of Special 
Scientific Interest (SSSIs). This reflects the fact that the 2000 distribution of H. comma was 
concentrated around protected areas. Protected sites also tended to be found in warmer regions of 
Britain (i.e. with higher mean August maximum temperatures). Both of these variables may have 
exaggerated the impacts of protected areas on population survival between 2000 and 2009 (Fig. 
3.1b, main text), explaining why we found only relatively weak evidence that protection enhanced 
population survival (Table 3.1b, main text) despite survival in protected areas being higher than in 
unprotected areas (Fig. 3.1b, main text).  
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Appendix 3 Tables 
Variable Value 
Direct connectivity 2.0 
Indirect connectivity 4.9 
Host plant cover (%) 16 
Table 3A.1: values of other environmental variables in colonisation models that were used to predict 
colonisation probabilities for habitat patches in different management and protection categories.  
Variable Value 
Direct connectivity 12 
Areal extent of patch (ha) 2.3 
Solar index 230 
Macroclimate (mean daily maximum 
temperature during August) 
22 
Bare ground cover (%) 9.4 
Table 3A.2: values of other environmental variables in survival models that were used to predict 
survival probabilities for habitat patches in different management and protection categories.  
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Predicted colonisation probability (%) 
    
protected unprotected 
Variables in model K δAICc LL primary voluntary unmanaged primary voluntary unmanaged 
(a) fixed intercept 
         primary * protection 7 0.0 -172.2 28.2 5.1 5.1 9.3 8.3 8.3 
primary 5 5.8 -177.2 23.2 7.5 7.5 23.2 7.5 7.5 
(b) 5km  
        primary * protection 8 0.0 -159.4 20.5 2.5 2.5 5.3 4.0 4.0 
primary 6 2.9 -162.9 15.9 3.5 3.5 15.9 3.5 3.5 
(c) 10km  
       primary * protection 8 0.0 -158.1 23.0 2.6 2.6 7.1 5.4 5.4 
 
primary 6 4.6 -162.4 18.5 4.5 4.5 18.5 4.5 4.5 
 
Table 3A.3: Comparison of colonisation models with (a) fixed intercept, (b) a random intercept among 5km squares, and (c) a random intercept among 10km 
squares. K=number of parameters; δAICc = difference in AICc between model and top model; LL=log-likelihood. The six right-hand columns show the 
predicted probabilities of colonisation for an “average” patch in each of the different management categories, assuming mean values for other patch 
attributes. Only models with δAICc ≤6 are shown; models with AICc scores lower than the AICc scores of simpler (nested) models have been excluded. 
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Predicted survival probability (%) 
    
protected unprotected 
Variables in model K δAICc LL primary voluntary unmanaged primary voluntary unmanaged 
(a) fixed intercept 
         primary + protection 9 0.0 -78.7 91.7 81.8 81.8 83.2 67.0 67.0 
primary 8 0.6 -80.1 90.7 77.2 77.2 90.7 77.2 77.2 
protection 8 2.3 -80.9 88.7 88.7 88.7 73.7 73.7 73.7 
voluntary 8 4.7 -82.1 88.2 75.9 88.2 88.2 75.9 88.2 
management 8 4.8 -82.2 87.8 87.8 78.1 87.8 87.8 78.1 
null 7 5.1 -83.4 86.1 86.1 86.1 86.1 86.1 86.1 
(b) 5km  
        primary 9 0.0 -77.7 94.3 81.3 81.3 94.3 81.3 81.3 
voluntary 9 4.2 -79.8 92.1 79.5 92.1 92.1 79.5 92.1 
protection 9 4.4 -79.8 90.9 90.9 90.9 80.0 80.0 80.0 
management 9 4.7 -80.0 91.4 91.4 82.4 91.4 91.4 82.4 
null 8 4.8 -81.1 90.1 90.1 90.1 90.1 90.1 90.1 
(c) 10km  
       primary 9 0.0 -78.8 92.9 80.5 80.5 92.9 80.5 80.5 
 
management 9 3.9 -80.7 90.5 90.5 81.7 90.5 90.5 81.7 
 
null 8 4.0 -81.9 88.9 88.9 88.9 88.9 88.9 88.9 
 
Table 3A.4: Comparison of survival models with (a) fixed intercept, (b) a random intercept among 5km squares, and (c) a random intercept among 10km 
squares. K=number of parameters; δAICc = difference in AICc between model and top model; LL=log-likelihood. The six right-hand columns show the 
predicted probabilities of survival for an “average” patch in each of the different management categories, assuming mean values for other patch attributes. 
Only models with δAICc ≤6 are shown; models with AICc scores lower than the AICc scores of simpler (nested) models have been excluded.
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Appendix 3 Figures 
 
Figure 3A.1: Boxplots showing values of environmental variables for sites in colonisation analyses 
(i.e. for patches that were unoccupied in 2000) in each of the different protection and management 
categories.  
  
- 101 - 
 
Figure 3A.2: Boxplots showing values of environmental variables for sites in survival analyses (i.e. for 
patches that were occupied in 2000) in each of the different protection and management categories. 
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Chapter 4: Climate drives changing  
microhabitat associations in a butterfly 
 
4.1. Summary 
The concept of habitat is central to our understanding of species’ ecology. Ecological studies at 
broad spatial scales typically assume that responses to environmental variables remain constant 
within a species, but behavioural studies suggest that species’ habitat use could change with both 
habitat availability and with background environmental conditions such as climate. We examined 
the selection of egg-laying microhabitats by populations of a thermally-constrained butterfly, the 
skipper Hesperia comma, across 16 different sites and at a single site in 5 different years. We 
combined resource selection and microclimate modelling to quantify functional responses to 
temperature and habitat availability. At sites with higher estimated vegetation surface 
temperatures, H. comma showed reduced association with the warm microhabitats generated by 
bare ground, demonstrating a temperature-driven functional response in habitat associations. 
Furthermore, association with bare ground and the host plant Festuca ovina weakened in sites with 
higher bare ground and host plant availability. Changes in microhabitat association in time were 
consistent with those in space, but only when both temperature and habitat availability effects were 
considered simultaneously. These results highlight the importance of interactions between climate 
and habitat in resource selection, and demonstrate the need to integrate dynamic habitat 
requirements into projections of species’ responses to climate change.  
4.2. Introduction 
The concept of “habitat” underpins our understanding of species’ ecological requirements and our 
capacity to predict their responses to climate and habitat change (Johnson 1980, Beyer et al. 2010). 
However, ecologists working at different spatial scales often view habitat in different ways. In 
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biogeographical studies and conservation biology, habitat requirements are typically viewed as 
species-level attributes, implicitly assuming that habitat associations will remain constant within 
species (Oliver et al. 2009, Peterson et al. 2011). In behavioural ecology, in contrast, habitat 
associations are viewed as a consequence of individual-level decisions, the outcome of which may 
vary with both the internal state of the animal and external conditions (Mysterud and Ims 1998, 
McLoughlin et al. 2010). Under this more dynamic view of habitat, expectations derived from 
patterns of habitat association observed in one context may not predict habitat associations in other 
places or times (McLoughlin et al. 2010, Matthiopoulos et al. 2011).  
In practice, species’ habitat associations are generally assessed by comparing the environmental 
conditions in locations at which the species is present to those at which it is absent, parameterising a 
model which predicts a probability of presence under a range of possible environments (Johnson 
1980, Beyer et al. 2010, McLoughlin et al. 2010). When adopting a species-level approach to habitat 
characterisation, each species’ association with a particular habitat or climate variable is often 
described independently of other variables (McLoughlin et al. 2010, Matthiopoulos et al. 2011). 
However, there are important reasons why the relationship between habitat and probability of 
presence may change under new scenarios.  
First, observed patterns of habitat use depend not only on an animal’s preference for a given habitat 
type, but also on the alternative choices it has available (Singer 2000, Beyer et al. 2010). For 
example, a species may be strongly associated with a particular resource when it is rare, but show 
apparently reduced “selection” for the resource when it is common, even if the underlying 
behavioural processes remain the same (Mysterud and Ims 1998, Godvik et al. 2009, Moreau et al. 
2012). This results in a non-linear change in resource association with resource availability known as 
a functional response in habitat selection (Mysterud and Ims 1998, Matthiopoulos et al. 2011). 
Second, habitat preference itself may change as external conditions alter an individual’s  
requirements or change the perceived value of a given habitat (Johnson 1980). For example, 
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preference for a certain habitat type may change with habitat configuration (Gillies and St Clair 
2010) and disturbance levels  (Hebblewhite and Merrill 2008, DeCesare et al. 2012, Moreau et al. 
2012). Furthermore, it is thought that climate may alter habitat preferences (Singer and Thomas 
1996, Morris and Dupuch 2012). Vegetation structure and topography create local microclimates 
(Suggitt et al. 2011), the thermal suitability of which may vary according to the prevailing climate of 
the time or region. Behavioural studies on single populations have shown that microclimates may 
influence the distribution of individuals (Shreeve 1986, Prinzing 2005), and have linked changes in 
weather to changes in habitat selection choices (Davies et al. 2006, Dubois et al. 2009, Schofield et 
al. 2009). Studies on population-level habitat associations have demonstrated shifts into cooler 
microhabitats at hotter times (Roy and Thomas 2003, Davies et al. 2006) or places (Adolph 1990, 
Burton 2006, Merrill et al. 2008, Ashton et al. 2009; but see Navas 1996). At a larger scale, Oliver et 
al. (2009) found that species’ habitat requirements became narrower towards their climatic range 
boundaries. As such, species may show climate-driven functional responses in habitat selection, 
generating an interaction between climate and habitat requirements.  
There has been a growing appreciation of the importance of functional responses in habitat 
selection (McLoughlin et al. 2010), with developments in mixed effects modelling providing the 
necessary tools to integrate changing habitat associations with resource availability (Hebblewhite 
and Merrill 2008, Duchesne et al. 2010, Matthiopoulos et al. 2011). However, due to constraints on 
data collection time or resources, studying habitat associations at fine spatial resolutions usually 
entails restricting the spatial extent of a study. Consequently, evidence for climate-driven habitat 
selection generally comes either from behavioural studies of individuals within a single population 
(e.g. Dubois et al. 2009, Schofield et al. 2009), or comparisons of habitat associations between a pair 
of populations or time points (Roy and Thomas 2003, Davies et al. 2006). Although valuable, the 
habitat associations observed in these studies are conditional on the specific populations and 
environments studied (Beyer et al. 2010, Matthiopoulos et al. 2011), limiting inference to a narrow 
range of scenarios. Moreover, because effects of habitat availability are rarely accounted for, it is 
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difficult to separate effects of climate and habitat availability on resource selection. Consequently, 
whilst the potential importance of climate-driven functional responses in habitat selection has been 
widely acknowledged (McLoughlin et al. 2010), few convincing, empirically-quantified examples 
exist.  
Here, we quantify the egg-laying microhabitat associations of a thermally-constrained butterfly, the 
skipper Hesperia comma (Hesperiidae), under changing conditions of climate and habitat availability. 
Using data collected from 16 different sites and at a single site in 5 different years, we investigate 
changes in population-level egg-laying site selection. We find that microhabitat associations change 
with both climate and microhabitat availability, emphasising the need to consider functional 
responses in the prediction and management of species’ responses to climate change.  
4.3. Methods 
4.3.1. Study species 
Our study took place in Britain, where H. comma reaches the northern limit of its range. The British 
distribution of H. comma is strongly constrained by both habitat and temperature. Female H. comma 
adults lay eggs on a single host plant species, sheep’s fescue grass Festuca ovina, which is found in 
heavily-grazed fragments of calcareous grassland (Thomas et al. 1986). In adult H. comma, both 
activity levels and egg-laying rates increase with ambient temperature (Davies et al. 2006). Because 
of the thermal requirements for egg-laying and/or thermal impacts on egg development, eggs are 
generally laid on host plants next to patches of bare ground, which heat up more than the 
surrounding vegetation in direct sunlight (Thomas et al. 1986, Davies et al. 2006).  
Between 1982 and 2009, warming summer temperatures and increased availability of short-sward 
grassland have facilitated a range expansion of H. comma in Britain, from fewer than 70 populations 
in 1982 to over 300 populations by 2009 (Thomas et al. 1986; Chapter 2). The dynamics of range 
expansion have been linked to microclimates generated by topography, with warmer south-facing 
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slopes more likely to be colonised (Thomas et al. 2001) and populations on cooler north-facing 
slopes more likely to suffer extinction (Chapter 2). Furthermore, within a single site, a comparison of 
the microhabitats selected for egg-laying between two time periods (1982 and 2001/2002) indicated 
that H. comma showed a weakened association with bare ground cover in the second (warmer) 
period (Davies et al. 2006), consistent with a climate-driven functional response in habitat selection. 
However, Davies et al. (2006) only tested habitat associations in two years at a single site, without 
accounting for changes in habitat availability. 
4.3.2. Sampling design 
We sampled the selection of sites for egg-laying by H. comma through both space and time. For the 
spatial analysis, sampling was conducted across 16 sites at which H. comma was known to be 
present (Fig. 4.1a and b) in 2010. Sites were chosen to represent a range of aspects across a 
geographical extent that encompassed most of the existing H. comma populations in Britain (Fig. 
4.1a and b; Chapter 2). For the temporal analysis, one of the sites (Old Plantation Banks in Surrey: 
black square symbol, Fig. 4.1b) was sampled in five separate years (1982, 2001, 2002, 2009 and 
2010); we hereafter refer to this site as “the temporal site”. The data from the first three of these 
years were taken from previous studies on H. comma (Thomas et al. 1986, Davies et al. 2006). All 
sampling took place between 26 August and 30 September at the end of the H. comma flight season, 
at which point the vast majority of eggs for that year would have been laid (H. comma is univoltine 
in the UK, and overwinters as an egg; Thomas et al. 1986). 
At each site, we sampled 25 × 25cm quadrats for the presence of H. comma eggs (Fig. 4.1c and d). 
Because egg densities were low, we combined presence-only and random sampling, necessary to 
reduce the sample size needed to obtain a sufficient number of presences for model-fitting (i.e. we 
adopted a case-control design in which controls were sampled for presences or absences; Manly et 
al. 2002).  In presence-only sampling, we ran transects in which we searched for eggs across a 1m 
search zone, and took quadrats wherever eggs were found. On “random” transects, we took 
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stratified samples of five quadrats, each 1m apart, at regular intervals (usually 20m; Fig 1d). At the 
temporal site, only random quadrats were taken to maintain consistency with previous work 
(Thomas et al. 1986a, Davies et al. 2006b). All presence-only quadrats contained eggs, but some 
quadrats on random quadrats also contained eggs, and were counted as presences. Therefore, we 
have two types of quadrat at each site: with and without eggs (present and absent). The number of 
presence-only and random quadrats taken varied among sites: the mean numbers of presences and 
absences sampled at each site were 26 (standard deviation=13) and 79 (standard deviation=51), 
respectively.  
4.3.3. Variables 
In each quadrat, we recorded: (1) whether or not eggs were present; (2) the percentage cover of 
bare ground; and (3) the percentage cover of the host plant, F. ovina (Table 4.1).  We also calculated 
three “site-level” variables: vegetation surface temperature, which was calculated using a 
microclimate model (see below); and two habitat availability variables, mean percentage bare 
ground cover and mean percentage host plant cover across each site, calculated based on data from 
random quadrats (following Matthiopoulos et al. 2011). Each of these site-level variables was 
calculated separately for each year studied, so that changes in climate and habitat availability 
through time were incorporated into the analyses (Table 4.1).  
Site-level temperatures were modelled using an empirically validated 5 × 5m resolution model of 
grassland surface microclimate (Bennie et al. 2008). The model combines information on 
topography, radiation balance, and wind speed to estimate the number of hours in which sward 
temperatures exceed 25°C (the thermal threshold for egg-laying; Davies et al. 2006b). Modelled 
temperatures therefore reflect the combined effects of regional climate (Fig. 4.1b) and 
microclimates generated by topography, with south-facing slopes being warmer than north-facing 
slopes (Fig. 4.1c). We digitised the sampled sites as polygons in ArcMap 9.3 (ESRI 2009; Fig. 1c) and, 
using hourly climate data from the UK MET office (Perry and Hollis 2005) and a 5 x 5m resolution 
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Digital Elevation Model (Intermap Technologies 2011) as inputs, calculated the mean hours 
exceeding 25°C for each polygon in 2010, and additionally for the temporal site polygon in 1982, 
2001, 2002, and 2009. Therefore, although we modelled thermal microclimate at a 5 × 5m 
resolution, the temperature values used in the analysis were spatially averaged across each habitat 
patch to give a measure of site-level temperature.  
4.3.4. Model-fitting 
We modelled egg-laying (probability of presence of an egg in a quadrat) using logistic generalised 
linear mixed models (Manly et al. 2002, Bolker 2008, Matthiopoulos 2011). The full model consisted 
of the following processes: 
 A site-specific intercept, modelled as a random factor, which allowed us to account for 
variability in the proportion of presences sampled among different sites. 
 Quadrat-level main effects of percent bare ground and percent host plant cover. 
 Site-level main effects of temperature (hours >25°C) and habitat availability (mean bare 
ground and mean host plant cover). 
 Interactions between quadrat-level variables and site-level habitat availability (mean bare 
ground and mean host plant cover), allowing us to investigate whether amount of bare 
ground and/or host plant cover selected depended on the availability of bare ground or host 
plant across the whole site. 
 An interaction between bare ground and temperature, allowing us to investigate whether 
amount of bare ground selected depended on the temperature of the site. We had no a 
priori reason for expecting an interaction between host plant cover and temperature, and 
consequently we do not include this interaction in the models presented here. However, 
Appendix 4A.1 presents additional results demonstrating that there was no statistical 
support for this interaction.  
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The full model was therefore: 
     (   )                
    ̅     ̅      
       ̅        ̅ 
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         (     
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             (   ) 
Where y is a binary variable indicating the presence or absence of an egg, p indicates the probability 
of presence, i indexes the quadrat, j indexes the site, b is the percent bare ground in quadrat i, and h 
is the percent F. ovina in quadrat i (Table 4.1). Tj is the modelled vegetation surface temperature for 
site j,  ̅  is the mean bare ground cover across the whole of site j, and  ̅  is the mean host plant 
cover across the whole of site j (Table 4.1). We therefore modelled egg-laying site selection at the 
population level, assuming that all sampled locations within a site are equally accessible to 
individuals (Hill et al. 1996).  
Note that the proportion of quadrats that contained presences at each site was determined by the 
number of presence-only and random quadrats taken at each site; consequently, as in the majority 
of studies on resource selection functions, our models estimate relative rather than absolute 
probabilities of presence (Manly et al. 2002). This means that the site-level main effects of climate 
and habitat availability (coefficients β3-5) are not meaningful in themselves; their purpose is to allow 
their interaction with bare ground and host plant associations to be quantified.    
Models were fitted to three datasets. We began by analysing spatial and temporal trends in egg-
laying separately: we fitted models to (1) the spatial dataset, which comprised of all sites in 2010, 
and to (2) the temporal dataset, which incorporated data from the temporal site from five different 
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years, excluding other sites. Then, to assess the combined evidence for habitat availability and 
temperature effects on egg-laying, we fitted the same models to (3) the combined dataset, which 
included all sites in 2010 and all five years from the temporal site. Where temporal data was 
included, each site/year combination was in effect treated as a separate site within the model, so 
that j indexed each site/year combination. Since in the combined dataset we fit the same 
coefficients to describe variation in egg-laying in both space and time, we make the assumption that 
egg-laying changes in a similar way through space and time. 
4.3.5. Statistical tests 
To test hypotheses about egg associations, models were fitted using the lmer function in the lme4 
package (Bates et al. 2011), assuming a binomial error structure. We assessed the empirical support 
for each model using Akaike’s Information Criterion (AIC; Burnham and Anderson 2002b). Using each 
of the three datasets (see Model-fitting), we competed seven different models, representing seven 
different hypotheses about the processes driving egg-laying locations. The models were as follows: 
full included all terms specified above; inthabitat included interactions between habitat availability 
and both bare ground and host plant cover, but no interaction with temperature; intbare included 
only interactions between habitat availability and bare ground cover; inthost included only 
interactions between habitat availability and host plant cover; temp included an interaction between 
site-level temperature and bare ground cover, but no interactions with habitat availability; main 
modelled a constant response to bare ground and host plant cover across all sites, with no 
interactions; and null included only a random intercept, with no response to bare ground or host 
plant cover. Full model specifications are illustrated in Table 4.2.  
4.3.6. Model predictions 
Following model selection, we parameterised the best model using a Bayesian approach in the 
software WinBUGS, via the R2WinBUGS package (Sturtz et al. 2005). This allowed us to better 
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incorporate uncertainty in our predictions, estimating credible intervals without making assumptions 
such as asymptotically large sample size (Clark 2007, Kery and Schaub 2011). We ran 3 chains of 
50000 draws, with a thinning rate of 25 and a burn-in of 10000 (Kery and Schaub 2011).  
4.4. Results 
We sampled 2093 quadrats in total, of which 516 contained eggs (presences) and 1577 represented 
absences. The spatial analysis incorporated 1317 quadrats (338 presences and 979 absences), while 
the temporal analysis incorporated 988 quadrats (195 presences and 793 absences). Note that the 
quadrats from the temporal site in 2010 were used in both spatial and temporal analyses.  
The spatial dataset offered strong support for the full model (Table 4.2a; δAIC between full model 
and next best model = 7.31). The coefficients of this full model (Fig. 4A.1) corroborate several 
hypotheses about egg locations. First, the positive main effects of bare ground and host plant cover 
confirm that egg locations were positively associated with high bare ground and host plant cover 
(Thomas et al. 1986a). Second, the negative interaction between bare ground cover and site-level 
temperature demonstrates that eggs were most strongly associated with bare ground in relatively 
cool sites (Fig. 4.2a). Third, the interactions of quadrat-level effects of bare ground cover and host 
plant cover with site-level habitat variables show that habitat associations depended on habitat 
availability.  The effect of bare ground decreased as the availability of bare ground increased, such 
that butterflies disproportionately selected quadrats with high levels of bare ground only in sites 
where bare ground was relatively rare (Fig 2b). There was also an indication that the effect of bare 
ground increased in sites with increased host plant availability, but there was very high uncertainty 
associated with this conclusion (Fig 2c). The effect of host plant cover on egg presence weakened 
with increasing availability of both bare ground and host plants across the site (Fig 2d-e). Thus, in 
general, the apparent association between eggs and high bare ground or host plant cover was 
reduced as these resources became more common across the site.  
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The results from the temporal analysis were less clear-cut (Table 4.2b): differences in fit between 
models based on the temporal data were difficult to resolve, perhaps because only 5 scenarios 
(years) were sampled in comparison with the 16 scenarios (sites) for the spatial analysis.  Though 
there was an indication of an interaction between bare ground association and site-level 
temperature (Table 4.2b), this interaction appeared much weaker than the interaction between bare 
ground association and temperature evident from the spatial data (Fig. 4.2a, triangle symbols; Fig. 
4A.1). The most probable reason for this discrepancy is that the amount of bare ground at the 
temporal study site was the highest out of all our study sites (Fig. 4.2b), meaning that the association 
with bare ground appeared weaker due to its wider availability (Mysterud and Ims 1998, Godvik et 
al. 2009).  
Nonetheless, the direction and magnitude of the model coefficients in the temporal analysis were 
consistent with those derived from the spatial dataset (Fig. 4A.1), and when both the spatial and 
temporal datasets were combined and analysed together, we found very strong support for the full 
model (Table 4.2c; δAIC between full model and next best model = 33.85). Posterior distributions for 
coefficients for the full model, based on the combined dataset, are given in Fig. 4A.2, whilst 
predictions and data for each site-year combination are shown in Fig. 4A.3. The fact that spatial and 
temporal datasets may be accommodated within the same model does not imply that egg 
associations vary in identical ways through time and space, but suggests that habitat associations 
may at least be determined by the same processes.     
4.5. Discussion 
Our ability to assess species’ habitat requirements underlies both our understanding of their ecology 
and our capacity to predict their responses to climate and habitat change (Beyer et al. 2010). 
Typically, patterns of habitat association are assumed to be conserved in other places or times, but 
recent work has demonstrated that habitat associations may change non-linearly with variables such 
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as resource availability (Mysterud and Ims 1998, Godvik et al. 2009) and disturbance levels 
(Hebblewhite and Merrill 2008, DeCesare et al. 2012, Moreau et al. 2012), producing a functional 
response in habitat associations. Here, using the skipper butterfly Hesperia comma as a case study, 
we examined changes in population-level habitat associations with both climate and habitat 
availability. We found that H. comma populations in hotter regions and slopes were less likely to lay 
eggs next to warm microhabitats provided by bare ground (Fig. 4.2a). Furthermore, we found that H. 
comma eggs were less likely to be associated with microsites of high bare ground (Fig. 4.2b-c), or 
with high host plant cover (Fig 2d-e), in sites with increased availability of these resources. These 
results quantify a climate-driven functional response in habitat association, showing that habitat 
associations may change with temperature through both space and time. They also demonstrate 
that climate and habitat availability may act simultaneously to drive changes in habitat associations 
(Fig. 4.2).  
Relatively few studies have investigated the effects of climate on habitat associations (Oliver et al. 
2009, Suggitt et al. 2012). Nonetheless, behavioural studies on individuals have shown that 
temperature can influence microhabitat selection decisions (Davies et al. 2006, Dubois et al. 2009, 
Schofield et al. 2009), whilst population-level habitat associations have been found to differ between 
times or places with different climates (Adolph 1990, Roy and Thomas 2003, Davies et al. 2006, 
Ashton et al. 2009, Oliver et al. 2009, Suggitt et al. 2012). However, behavioural studies are generally 
restricted to a single population, limiting their generality to other places or times (Beyer et al. 2010, 
Matthiopoulos et al. 2011), whilst in population-level studies, usually only a pair of times or locations 
are compared (e.g. Roy and Thomas 2003, Davies et al. 2006, Oliver et al. 2009). Consequently, 
quantified functional responses to climate have remained elusive. Our approach draws on recent 
developments in resource selection modelling (Hebblewhite and Merrill 2008, Matthiopoulos et al. 
2011), adopting a mechanistic, predictive approach to model dynamic habitat associations based on 
16 different sites with a range of climates. 
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The changing habitat associations of H. comma populations under different temperatures (Fig. 4.2) 
reflect the variable importance of microclimates created by bare ground (Suggitt et al. 2011). In H. 
comma, the preference for a certain temperature may remain unchanged, but the preference for 
the hotter microhabitats decreases as ambient temperatures rise (Davies et al. 2006). In the coolest 
habitats experienced at the range margin, the realised distribution of H. comma eggs is most 
strongly associated with the hot microhabitats provided by bare ground, but becomes less strongly 
associated with bare ground in warmer sites and years. As a result, the range of habitats available 
for egg-laying would be expected to broaden towards the centre of H. comma’s range and as 
summer temperatures rise due to global warming (Davies et al. 2006, Oliver et al. 2009), potentially 
enhancing population survival or accelerating range expansion rates (Thomas et al. 2001, Wilson et 
al. 2010, Pateman et al. 2012).  
Fine-scale and short-term variation in temperature are increasingly being recognised as important 
determinants of species’ distributions (Gillingham et al. 2012; Chapter 2), but need to be 
incorporated explicitly into population-level habitat association models (Thomas et al. 1999, Kearney 
et al. 2009, 2010). Our study employed fine-scale (5m resolution) models of grassland surface 
temperature that included thermal effects of topography, such that modelled temperatures closely 
matched those actually experienced by H. comma populations (Fig. 4.1c). In our study system, the 
variation in temperature among slopes and between years is considerably greater than the yearly 
warming trend (J. Bennie, unpublished data). Thus, our results indicate that temperature may drive 
considerable differences in habitat associations among neighbouring populations, and in the same 
population among different years, requiring highly plastic habitat definitions to be adopted.  
The decreased association with both bare ground and the host plant F. ovina with increasing 
availability (Fig. 4.2b-e) is consistent with previous habitat association studies (Mysterud and Ims 
1998, Godvik et al. 2009). This supports the idea that selection of a given habitat rarely occurs 
independently from the alternative habitat choices available, despite the fact that the probability of 
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presence is often modelled independently in each cell or event (Beyer et al. 2010, Matthiopoulos et 
al. 2011). For example, each H. comma female lays a limited number of eggs during her lifetime, 
which means that rather than judging each microsite independently, she might be expected to 
assess a range of microhabitats and lay in the “best” microhabitats she finds (either by active choice 
or through varying motivation during sequential encounters; Courtney and Forsberg 1988, Mackay 
and Singer 2008). Consequently, a given microsite with high bare ground may be more attractive 
when bare ground is limited than when it is widely available, and its probability of containing an egg 
will decrease with increasing bare ground availability. This effect is analogous to the increased 
likelihood that an isolated host plant individual may receive more eggs (Courtney and Forsberg 1988, 
Mackay and Singer 2008), or that an isolated individual animal may experience a higher risk of 
predation than one within a herd (Connell 2003).  
If too few scenarios (sites and/or years) are studied, the effects of habitat availability and climate on 
habitat selection cannot be separated, potentially masking or yielding spurious responses to climate. 
Similarly, changes in habitat associations due to unmeasured variables may be attributed to climate 
effects. A case in point is provided by the temporal analysis in this study. Taken in isolation, the 
temporal data revealed an apparently weak functional response to climate that was difficult to 
separate from changes in habitat amongst years (Fig. 4.2a). However, once combined with inference 
from the spatial dataset, the relatively weak response to climate could be explained by habitat 
availability effects: specifically, the high bare ground availability at the temporal study site (Fig. 
4.2b). This demonstrates that studying multiple populations and habitat availability scenarios, as 
here, is a crucial step towards general conclusions about habitat associations (Beyer et al. 2010). 
Climate-driven functional responses in habitat selection could have important practical implications 
for both conservation management and prediction of species’ responses to climate change. If 
species’ microhabitat requirements change with climate, region-specific management schemes and 
adaptable long-term plans will form important components of management policy (Lawler 2009). 
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However, given the short-term and fine-scale changes in habitat association highlighted in this study, 
providing microclimatic heterogeneity is likely to be a key step towards maximising species’ 
persistence and expansion opportunities under climate change (Opdam and Wascher 2004, Oliver et 
al. 2009). For H. comma, grazing to maintain patches of bare ground at each site will ensure that 
suitable microhabitats remain available in cool years, which is of particular importance at the edge 
of the range and on cooler north-facing slopes. Conversely, failure to provide sufficiently cool 
microhabitats produced by a longer sward height could be detrimental in hot years and on south-
facing slopes, especially as August temperatures rise. In short, dynamic and flexible management 
plans will support species’ shifting habitat requirements under climate change.  
Integrating functional responses in habitat selection with species distribution models could provide 
new insights and improved predictions of species’ responses to both climate and habitat change. At 
present, most studies assume that species’ requirements can be characterised by a single model that 
applies to all places and times (Oliver et al. 2009, Peterson et al. 2011). However, our study has 
shown that species’ habitat relationships may change when models are extrapolated to new 
conditions. Although this cautions against over-reliance on “single-response” projections, 
quantitative and predictive approaches such as that taken here could be incorporated into current 
modelling approaches and anticipate changes in habitat selection. Thus, this simple step of including 
interactions between climate and habitat variables (Mysterud and Ims 1998, Oliver et al. 2009, 
Matthiopoulos et al. 2011) could help to reconcile the different views of habitat and enhance our 
understanding of species’ responses to climate change.  
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Name Symbol Description 
Bare ground cover     Percentage bare ground cover in quadrat i at site j 
Host plant cover     Percentage cover of host plant Festuca ovina in quadrat i at site j 
Temperature    Mean hours above 25°C in site j 
Bare ground availability  ̅  Mean percentage cover of bare ground at site j 
Host plant availability  ̅  Mean percentage cover of host plant Festuca ovina at site j 
Table 4.1: Glossary of variables used in the study.  
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Dataset Model Terms K AIC δAIC AICWt 
 
 
main effects interactions 
   quadrat site-level bare ground host plant temperature     
           ̅   ̅         ̅      ̅      ̅      ̅            
(a) Spatial full + + + + + + + + + + 12 1178.90 0.00 0.97 
 inthabitat + + + +  + + + +  10 1186.21 7.31 0.03 
 intbare + + +   + +    8 1205.83 26.93 0.00 
 inthost + +  +    + +  8 1226.81 47.92 0.00 
 temp + +   +     + 6 1269.12 90.23 0.00 
 main + +         4 1278.87 99.97 0.00 
 null           2 1463.40 284.50 0.00 
(b) Temporal* temp + + + + +     + 6 947.16 0.00 0.43 
 main + +         4 948.04 0.88 0.28 
 inthost + +  +    + +  8 949.57 2.42 0.13 
 inthabitat + + + +  + + + +  10 950.53 3.37 0.08 
 intbare + + +   + +    8 950.82 3.66 0.07 
 full + + + + + + + + + + 12 954.01 6.85 0.01 
 null           2 956.16 9.00 0.00 
(c) Combined* full + + + + + + + + + + 12 2002.30 0.00 1.00 
 inthabitat + + + +  + + + +  10 2036.15 33.85 0.00 
 inthost + +  +    + +  8 2075.20 72.90 0.00 
 intbare + + +   + +    8 2104.12 101.81 0.00 
 temp + +   +     + 6 2143.24 140.94 0.00 
 main + +         4 2155.00 152.69 0.00 
 null           2 2292.76 290.46 0.00 
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Table 4.2: Empirical support for different models based on (a) the spatial dataset, sampled in 2010; 
(b) the temporal dataset, sampled at a single site in five different years; and (c) the combined 
evidence from both spatial and temporal datasets (assuming responses in space are equivalent to 
those in time). All fitted models are shown, with names matching descriptions in the Methods 
section. Constituent terms are indicated by filled circles (●), with empty circles (○) indicating terms 
that were not included; see Table 4.1 for term descriptions. K=number of parameters; AIC=Akaike’s 
Information Criteria Score; δAIC=difference in AIC between current and highest-ranked model; 
AICWt =AIC weights. *Year is modelled as equivalent to site in the temporal and combined models.
- 126 - 
 
Figure 4.1: Study sampling design. Sites were chosen to span the extent of H. comma’s distribution 
in Britain (a). We surveyed populations from a range of large-scale climates (b; black circles indicate 
surveyed areas; black square indicates “temporal” site at which sampling took place in five different 
years) with mean August maximum daily temperatures generally cooler in the north-western and 
coastal areas (lighter grid squares indicate warmer temperatures, based on mean daily maximum 
temperature in 2010 for each 5km square). We also chose populations from a range of aspects, to 
include topographic variation in temperature; panel c shows two populations sampled from a warm 
south-easterly facing slope and a cooler north-westerly facing slope (lighter greys indicate warmer 
microclimates). These topography-generated microclimate effects were incorporated in our models 
of vegetation surface temperatures (see Methods). Within each site (d), we sampled quadrats 
containing H. comma eggs using a transect-based search method (solid squares), and randomly 
across the site using stratified sampling (open squares; see Methods). Within each quadrat, we 
recorded the percentage cover of bare ground and the host plant F. ovina.  
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Figure 4.2: Coefficients indicating the association of H. comma eggs with bare ground (a-c) and the 
host plant F. ovina (d-e), in sites with different temperatures (a), bare ground availability (b,d) and 
host plant availability (c,e). Coefficients are based on the full model parameterised on the combined 
dataset. The median (marginal) prediction across all sites is shown as a dashed line, 95% credible 
intervals are shown as dots, whilst grey lines show random draws from the joint posterior 
distribution. Site-specific (conditional) predictions are shown as for the spatial dataset, sampled in 
2010 (circles) and the temporal dataset, sampled at a single site in five separate years (triangles), 
along with 95% credible intervals (error bars). Note that the temporal site features in both spatial 
and temporal datasets (joint circle and triangle symbol).  
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Appendix to Chapter 4 
4A.1. Model selection tables including host plant-temperature interaction 
We used the combined dataset to test whether host plant cover had different effects on egg-laying 
at different temperatures. We fitted two models additional to those in the main text: 
 hfull contained all terms present in the full model, plus an interaction between host plant 
cover and temperature. This tests the hypothesis that the strength of association with host 
plant cover changes with site-level temperature.  
 htemp is the equivalent of the temp model, except with an interaction between host plant 
cover and temperature instead of the interaction between bare ground cover and 
temperature. This tests the hypothesis that the effect of host plant cover varies with 
temperature but there are no other interactions with habitat availability or temperature.  
We compared these models to the other models given in the main text, based on AIC. The results 
are shown on the following page, with the additional models highlighted in red:  
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Dataset Model Terms K AIC δAIC AICWt 
 
 
main effects interactions 
   quadrat site-level bare ground host plant temperature     
           ̅   ̅         ̅      ̅      ̅      ̅                  
Combined full + + + + + + + + + +  12 2002.30 0.00 1.00 
 hfull + + + + + + + + + + + 13 2003.83 1.53 0.32 
 intboth + + + +  + + + +   10 2036.15 33.85 0.00 
 inthost + +  +    + +   8 2075.20 72.90 0.00 
 intbare + + +   + +     8 2104.12 101.81 0.00 
 temp + +   +     +  6 2143.24 140.94 0.00 
 htemp + +   +      + 6 2146.71 144.41 0.00 
 main + +          4 2155.00 152.69 0.00 
 null            2 2292.76 290.46 0.00 
Table 4A.1: Model selection table for oviposition analysis including interactions between host plant cover in the quadrat and the temperature (modelled 
microclimate) of the site. 
Including the interaction between temperature and host plant cover worsened the fit of the full model. Moreover, the model containing only an interaction 
between host plant cover and temperature ranked below all other models except the null and the main effects only model. Thus, there was little support 
for the hypothesis that the effects of host plant cover on egg-laying differed at different temperatures.  
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Appendix 4 Figures 
 
Figure 4A.1: Comparison of parameter estimates from the full model based on the spatial, temporal, 
and combined datasets. Bars show maximum likelihood estimates, whilst error bars show 95% 
confidence intervals.  
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Figure 4A.2: Histograms showing posterior distributions of parameters from MCMC draws. The red 
line highlights the parameter value of zero, whilst the blue box shows the 95% credible interval for 
each parameter 
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Figure 4A.3: Predictions and data for each of the 20 site/year combinations in the study (labelled A-
T), from the full model based on the combined dataset. Surveys at the temporal site are indicated by 
years instead of site names. Sites/years are ordered by temperature, from the least to the most hours 
above 25°C; the temperatures for each site are shown in the barplot at the top of the figure. The 
mean percentage cover of bare ground and mean percentage host plant cover at each site is shown 
in the letters scatterplot. Probability of presence predictions range from 0 (white) to 1 (red). Quadrats 
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in which eggs were present are shown with filled circles, and quadrats in which no eggs were present 
are shown as open circles. The axes on the individual plots indicate quadrat-level bare ground and 
host plant cover.  
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Chapter 5: Prevalence, thresholds, and the  
performance of presence-absence models 
 
5.1. Summary 
The use of species distribution models (SDMs) to understand and predict species’ distributions 
necessitates tests of fit to empirical data. General guidelines for measuring SDM performance 
remain limited, but there is wide agreement that the values of performance metrics should be 
independent of the proportion of locations that were occupied (known as prevalence), and that 
continuous predictions can be transformed into binary predictions for “threshold-dependent” 
performance assessment. We developed a conceptual framework for classifying SDM performance 
metrics, based on (a) whether the metric measured the numerical accuracy of predictions 
(calibration), or only their ability to separate presences from absences (discrimination), and (b) 
whether binary or continuous predictions were involved in the calculation of the metric. Using this 
framework, we reviewed 100 SDM studies to assess current trends in performance assessment. We 
then used a combination of analytical approaches and illustrative examples to investigate (a) the 
effects of factoring out prevalence from performance metrics, and (b) the effects of using binary 
metrics to evaluate SDM performance. Factoring out prevalence from performance metrics prevents 
assessment of model calibration, meaning that only the discrimination ability of predictions can be 
assessed. This result applies to both continuous and binary predictions. Probabilistic predictions can 
be assessed using binary (“threshold-dependent”) performance metrics without applying thresholds 
to transform the predictions. However, binary metrics reward binary predictions more highly than 
probabilistic predictions, often favouring models with reduced discriminatory power, poorly 
calibrated expectations, and misleading uncertainty. Prevalence-independent metrics can be used to 
measure qualitative ranking ability, but their inability to measure calibration makes them unsuitable 
for measuring performance when the numerical values of predictions are important. The use of 
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binary (“threshold-dependent”) metrics to assess SDM performance can lead to misleading 
conclusions and predictions, and continuous metrics should be used instead wherever possible. We 
recommend likelihood-based metrics such as Akaike’s information criterion (AIC) for assessing model 
calibration.  
5.2. Introduction  
Species distribution models (SDMs) are useful tools for understanding species’ habitat requirements 
and for predicting their distributions in different places or times (Peterson et al. 2011). Measuring 
how well model predictions reproduce observed species distributions is integral to inferences 
derived from SDMs. Predictive performance may be assessed to (a) test which environmental 
variables have an important influence on the distribution of a species; (b) find the model (parameter 
set or modelling method) that best predicts a species’ distribution; (c) assess the reliability of 
predictions; or (d) suggest areas for model improvement (model criticism; Guisan and Zimmermann 
2000, Bolker 2008, Peterson et al. 2011). Typically, performance is summarised into a single number 
which scores how well predictions from the model match an observed dataset of occupied 
(presences) and unoccupied (absences) locations. However, the definition of a “good match” 
between model and data depends on the objectives of the study, and there are a wealth of SDM 
performance metrics available (Liu et al. 2011). 
With SDMs increasingly applied to predict ecological and evolutionary responses to climate and 
habitat change (Peterson et al. 2011), there has been an accompanying rise in empirical and 
theoretical studies investigating the strengths and weaknesses of different performance metrics (e.g. 
McPherson et al. 2004, Allouche et al. 2006, Lobo et al. 2008, Foody 2011). However, following two 
important reviews of SDM performance measures (Pearce and Ferrier 2000, Vaughan and Ormerod 
2005), research has largely focussed on the merits of individual metrics, with less emphasis on 
developing a conceptual underpinning for their classification. Consequently, there are few general 
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concepts for measuring SDM performance, with much uncertainty over which metrics are best for a 
given application (Elith and Leathwick 2009, Peterson et al. 2011).  
Two general practices in SDM performance assessment are examined in this study. First, there have 
been concerns that the proportion of presences in a dataset, known as prevalence (Royle et al. 
2012), alters the values of performance metrics (McPherson et al. 2004, Allouche et al. 2006, Foody 
2011). Prevalence differs among datasets due to differences in rarity among species, and because 
species occupy a smaller proportion of locations when surveyed at higher spatial resolutions (Kunin 
1998). Prevalence has been shown to affect the scores of many performance metrics, an effect 
viewed as a statistical artefact (Pearce and Ferrier 2000, Vaughan and Ormerod 2005, Allouche et al. 
2006, Lobo et al. 2008). Consequently, the application of performance metrics that eliminate the 
effects of prevalence has been widely advocated (Allouche et al. 2006, Lobo et al. 2008).  
Second, the application of “threshold-dependent” performance metrics has been encouraged (Liu et 
al. 2005, Lobo et al. 2008, Bean et al. 2011). Threshold-dependent metrics require binary rather than 
continuous predictions. Model predictions are often probabilistic (non-binary), and are converted 
into binary predictions by selecting a threshold value above which predictions are classed as present, 
and below which predictions are classified as absent (Liu et al. 2005). Threshold selection 
complicates SDM performance measurement, because changing the threshold value changes 
predicted presences into absences or vice-versa (Bean et al. 2011), potentially altering performance 
scores and conclusions (e.g. Nenzén and Araújo 2011). As such, there exists a substantial literature 
on threshold selection methods (Liu et al. 2005, Lobo et al. 2008). The necessity of threshold-
dependent metrics has been questioned in some quarters (Vaughan and Ormerod 2005), but the 
additional step of threshold selection makes threshold-dependent and threshold-independent 
metrics difficult to compare (Liu et al. 2011).  
In this study, we aim to refine both the theoretical underpinning and practical guidelines for SDM 
performance assessment. We develop a conceptual framework for SDM performance metrics, and 
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apply this framework to review their applications in 100 recent studies. We then show that (a) 
prevalence forms a necessary component of performance assessment in quantitative applications of 
SDMs, and (b) that “threshold-dependent” metrics can be used to assess probabilistic predictions 
without applying thresholds, but that using threshold-dependent metrics can lead to misleading 
conclusions and predictions. We address situations where absence data are available; presence-only 
evaluation methods are discussed elsewhere (Hirzel et al. 2006, Phillips and Elith 2010). We focus on 
SDM evaluation, but our conclusions apply to binary modelling in general.  
5.3. Conceptual framework and literature review 
5.3.1. Conceptual framework 
We begin by developing a conceptual framework for classifying SDM performance metrics, drawing 
on work from Murphy and Winkler (1987, introduced to ecology by Pearce and Ferrier 2000). 
Presence-absence models are based on observations of species presence or absence (     ) at 
spatial locations (grid cells, study sites, etc.; hereafter “cells”)        . Each presence-absence 
observation    is associated with environmental conditions   . SDMs use species’ associations with 
environmental variables (the relationship between   and  ) to parameterise a function  ( ) which 
describes the predicted probability of an individual of the species being present in each cell 
          (Fig. 5.1a; notation summarised in Table 5.1).  
SDM performance is assessed by measuring the extent to which the predictions   provide 
information about the data  , using the prediction-observation pairs or joint distribution (   ) (Fig. 
5.1b,c; Murphy and Winkler 1987). Different components of SDM performance can be extracted 
from the joint distribution. The number of presences and absences over the dataset as a whole 
defines the marginal distribution    ( ), which indicates the prevalence or spatially-averaged 
probability of occurrence  ̅     (   ) (Fig. 5.1d; Royle et al. 2012). The marginal distribution 
   ( ) reveals how often each prediction was made (Fig. 5.1e,f; Murphy and Winkler 1987). The 
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conditional distributions (   ) indicate the predictions for occupied cells    (     ) and the 
predictions for unoccupied cells    (     ) (Fig. 5.1g,f); comparing these distributions allows the 
discrimination ability of the predictions to be assessed (Pearce and Ferrier 2000, Vaughan and 
Ormerod 2005, Wilks 2011). Discrimination measures the ability to tell presences and absences 
apart based on model predictions. In a discriminating model, higher prediction values are associated 
with presences, and lower values with absences: the distributions of    (     ) and    (     ) 
are easily separated (Fig. 5.1g,f). Crucially, when assessing discrimination ability, the absolute values 
of the predictions are unimportant; the model needs only to rank presences higher than absences. 
Discrimination can be contrasted with calibration, which measures the numerical match between 
the predicted and observed probabilities of occurrence. For example, if a species is present in 60 out 
of 100 cells in a given environment, then a perfectly-calibrated model will predict a probability of 
presence of 60% in that environment (Murphy and Winkler 1987, Vaughan and Ormerod 2005). It 
follows that a discriminating model is not necessarily well-calibrated, because the value of the 
predictions may be misleading despite their rank order being largely correct (Pearce and Ferrier 
2000). We classify performance metrics by whether they measure calibration or discrimination 
ability (Fig. 5.1, b,c vs. g,h). We show later that transitioning from a calibration to a discrimination 
metric involves mathematically factoring out prevalence.  
The second axis along which we divide SDM metrics is according to whether they are restricted to 
binary predictions (Fig. 5.1, b,e,g vs. c,f,h). In practice, binary predictions  ̂ are usually obtained by 
applying a threshold   to the probabilities of presence  : 
 ̂  {
          
           
 
…where   indexes the cell. Given binary predictions  ̂ and observations  , a confusion matrix 
(contingency table) can be assembled (Fig. 5.1c), from which “threshold-dependent” metrics are 
calculated (Liu et al. 2005, Peterson et al. 2011).  We show later that confusion matrices can be 
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calculated directly from continuous predictions   without applying a threshold transformation; 
consequently, we henceforth refer to “threshold-dependent” metrics as binary metrics, and 
“threshold-independent” metrics as continuous metrics. In essence, binary metrics incorporate a 
confusion matrix, whereas continuous metrics do not.  
Previous studies have assumed that binary metrics measure discrimination ability (Pearce and 
Ferrier 2000, Vaughan and Ormerod 2005, Liu et al. 2011) or have found them difficult to reconcile 
with the concepts of calibration and discrimination (Peterson et al. 2011). However, we show that 
binary metrics share the same conceptual foundation as continuous metrics, and can measure both 
calibration and discrimination. The confusion matrix represents the joint distribution of prediction-
observations pairs ( ̂  ) (Fig. 5.1c). The prevalence  ̅ remains the same (the data are unchanged), 
but the predictions  ̂ are now either one or zero. As with continuous predictions, the conditional 
distributions    ( ̂  ) can be calculated, allowing discrimination ability to be assessed (Fig. 5.1h). For 
any given observation, a single binary prediction   ̂  will always be perfectly calibrated ( ̂    ; cells 
a and d of the confusion matrix) or entirely mis-calibrated (  ̂       ; cells b and c of the 
confusion matrix) (Vaughan and Ormerod 2005). However, the overall calibration of binary 
predictions may be measured as the match between predicted proportion of occupied cells 
   ( ̂   )  and the observed proportion of occupied cells    (   )  (i.e. the prevalence  ̅ ). 
Consequently, two binary models may be equally effective at separating presences and absences 
(have equal discrimination ability), yet differ in how well they predict the species’ frequency of 
occurrence (have different calibration). This distinction between discrimination and calibration in 
binary metrics is emphasised with an example later in this paper (see “Discrimination and the 
importance of prevalence”).  
5.3.2. Literature review 
To assess current trends in SDM performance assessment, we systematically reviewed 100 SDM 
studies that employed single-number measures of performance (Appendix 5A.1). We classified each 
- 140 - 
performance metric used into one of the four categories identified by our framework. The most 
common metrics are categorised in Table 5.2, and definitions and formulae for specific metrics are 
given in Appendix 5A.2. 
Across all studies, continuous discrimination metrics were more widely used than calibration metrics 
(Fig. 5.2a). Continuous discrimination metrics were by far the most widely-employed type due to the 
widespread application of the Area Under the Curve (AUC; Appendix 5A.2; see also Yackulic et al. 
2012), but continuous calibration metrics were less frequently employed than either type of binary 
metric (Fig. 5.2a). When we examined whether the type of performance metric employed depended 
on the purpose of the application, we found the importance of explanatory variables was most 
commonly assessed using calibration metrics, but that binary and continuous discrimination metrics 
were most commonly used to select the best models for prediction and quantify predictive 
performance (Fig. 5.2b). However, in the following sections, we highlight the advantages of using 
continuous calibration metrics more frequently than at present, in all of the above applications.  
5.4. Discrimination and the importance of prevalence 
In ecological studies there has been virtually universal agreement that metrics of SDM performance 
should remain unaffected by changes in prevalence  ̅ (Pearce and Ferrier 2000, Vaughan and 
Ormerod 2005, Allouche et al. 2006), and metrics such as AUC, the True Skill Statistic (TSS), 
Sensitivity and Specificity (Appendix 5A.2) have been recommended because of their insensitivity to 
prevalence (McPherson et al. 2004, Allouche et al. 2006, Lobo et al. 2008). However, here we show 
that factoring out prevalence from SDM performance inevitably precludes assessment of model 
calibration, meaning that only discrimination ability can be measured.  
Conceptually, the consequences of mathematically factoring out for prevalence   (   ) can be 
illustrated using Murphy and Winkler’s likelihood-base rate factorisation (1987): 
  (   )    (   )   ( ) 
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This equation shows that factoring out prevalence   (   ) from the joint distribution    (   ) 
leaves the conditional distributions   (   ). These conditional distributions indicate the predictions 
given for cells that contained presences    (     )  and for cells that contained absences 
   (     ), and are used to calculate discrimination ability (Fig. 5.1g; Murphy and Winkler 1987, 
Pearce and Ferrier 2000, Wilks 2011). However, the likelihood-base rate factorisation also shows 
that once prevalence is factored out, the joint distribution    (   ) cannot be recovered; the data   
no longer indicate absolute occurrence probabilities, but only relative occurrence probabilities, so 
the numerical match between   and   (calibration; Fig. 5.1b) cannot be assessed.  
The importance of prevalence in model calibration is illustrated by the following example. Figure 5.3 
displays three different predictive models for an observed dataset; each model is described by a 
logistic equation with a different intercept value, which results in different prevalence predictions 
(Fig. 5.3a; Royle et al. 2012). The model with intermediate prevalence is the best-calibrated of the 
three models: predicted and observed occurrence probabilities are tightly aligned (Fig. 5.3b). 
However, if prevalence is factored out, all models place the data in the same rank order (all the 
functions are monotonic in  ), and have the same discrimination ability (Fig. 5.3c). Consequently, a 
prevalence-independent metric would assign all three models the same performance value (e.g. 
here, AUC=0.76), despite evident differences in calibration.  
Our conceptual framework can be used to demonstrate the effects of factoring out prevalence from 
binary performance metrics. The confusion matrix    ( ̂  ) is also subject to the likelihood-base rate 
factorisation: 
  ( ̂  )    ( ̂  )   ( ) 
The conditional distributions    ( ̂  )  are widely used to assess SDM performance through 
sensitivity    ( ̂       ), which measures the chance of making a presence prediction given that 
the species was present (left-most bar, Fig. 5.1h), and specificity    ( ̂       ), which measures 
the chance of making an absence prediction given that the species was absent (right-most bar, Fig. 
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5.1h; Appendix 5A.2). Another widely-used binary metric, the True Skill Statistic (TSS), is calculated 
from sensitivity and specificity (Appendix 5A.2; Allouche et al. 2006). Because sensitivity, specificity, 
and TSS are all based on    ( ̂  ), they are unaffected by prevalence (the relative frequencies of   
are factored out). Thus, under our conceptual framework, it is expected that prevalence-
independent binary metrics assess the same aspects of model performance as continuous 
prevalence-independent metrics such as AUC; we confirm this expectation by proving that 
     (       ) when predictions are binary (Appendix 5A.3).  
We use an example to show that knowledge of prevalence is required to assess calibration using 
binary metrics. Consider a set of binary predictions  ̂ that always correctly predict an absence when 
the species is absent (specificity=1), but have a 40% chance of mistakenly predicting an absence 
when the species is present (sensitivity=0.6). The probability of a correct prediction depends on 
whether the species is present or absent in each cell: if it is absent, a correct prediction is certain, 
but if it is present, a mistake is likely. Consequently, the more common the species is across the 
landscape (the higher the prevalence), the higher the probability that any given cell will contain a 
presence, and the less likely it is that any given prediction will be correct (Fig. 5.4a). Calibration - the 
match between the predicted and observed proportion of presences in the dataset - decreases with 
prevalence (Fig. 5.4b), but sensitivity, specificity, and TSS scores remain constant. Failure to consider 
prevalence in this scenario is an example of a common statistical misconception known as the base 
rate fallacy (Gigerenzer 2003, Bolker 2008).   
Previous studies have argued that prevalence-dependent metrics should be avoided because their 
values vary systematically with prevalence (McPherson et al. 2004, Allouche et al. 2006), making 
performance difficult to compare across datasets (McPherson et al. 2004, Vaughan and Ormerod 
2005). However, in Appendix 5A.4, we show that this conclusion rests on the unjustified assumption 
that calibration will not change with prevalence, and in our discussion, we argue that performance 
metrics are not easily comparable among datasets, whether or not they factor out prevalence.  Thus, 
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the key conclusion from this section is that prevalence-independent metrics cannot measure model 
calibration, meaning that prevalence must be considered when SDMs are used to make quantitative 
predictions such as occupancy patterns. 
5.5. The disadvantages of “threshold-dependent” metrics 
Having demonstrated that prevalence distinguishes discrimination and calibration metrics (our first 
classification axis, moving down Fig. 5.1 and Table 5.2), we now compare continuous and binary 
performance metrics (our second classification axis, moving across Fig. 5.1 and Table 5.2). The need 
to select a threshold has meant that binary and continuous metrics have typically been treated as 
separate and incomparable ways of measuring SDM performance (Liu et al. 2011, Peterson et al. 
2011b). Here, we use a new method to show that the confusion matrix can be calculated directly 
from probabilistic predictions, allowing binary performance metrics to be used without applying a 
threshold transformation.  
The method involves re-writing each cell of the confusion matrix (Table 5.2a) as a probabilistic 
function of the continuous predictions   and observations   (Table 5.2b). This probabilistic 
confusion matrix can be used to calculate any binary metric for a vector of predictions      . If 
predictions are binary (   ̂), the usual (whole-number) confusion matrix results; if predictions are 
probabilistic (   ̂), each prediction-observation pair is “split” between two cells of the confusion 
matrix, with a presence predicted with probability   , and absence predicted with probability     .  
The probabilistic confusion matrix brings several advantages. First, it makes the threshold selection 
process redundant. Second, it further strengthens the conceptual unification between binary and 
continuous metrics developed in this paper. For example, it can be used to show that the mean 
absolute prediction error (a continuous metric) equals one minus the overall accuracy (a binary 
calibration metric), despite the fact that these two metrics were previously considered to be distinct 
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and incomparable measure of performance (Liu et al. 2011; Appendix 5A.3). Third, it enables a direct 
comparison of binary and continuous metrics, using them to estimate the same parameters.  
We use the probabilistic confusion matrix to demonstrate analytically that any metric that can be 
formulated as a confusion matrix is always maximised by binary (rather than probabilistic) 
predictions (Appendix 5A.3). This means that even if the true probability of species presence    is 
known to be between 0 and 1, binary metrics such as Cohen’s Kappa or TSS will be maximised by 
predictions of 0 or 1, such that it necessary to select the wrong parameters and make false 
predictions (     ) to achieve high performance. In the statistical literature, such measures are 
known as improper scoring rules (Roulston and Smith 2002, Wilks 2011). In short, we have shown 
that binary metrics can be used to evaluate the performance of probabilistic predictions, but that 
they always favour binary predictions.   
Binary predictions carry two drawbacks. First, binary predictions will have reduced discriminatory 
ability when there are more than two different underlying probabilities of occurrence, because 
gradients of suitability cannot be accommodated within two ranks of predictions ( ̂   , ). Second, 
binary predictions will be poorly calibrated when underlying occurrence probabilities lie between 0 
or 1; as such, the proportion of occupied cells in each environment will be over- or under-estimated, 
accentuating or masking differences between environments, and predictions will be made with false 
certainty, because the species will be predicted to be either always present or always absent in each 
environment (Clark 2007). Thus, models selected using binary performance metrics will often have 
both reduced discrimination and calibration; and, conversely, poorly discriminating, poorly 
calibrated models may achieve misleadingly high performance scores.  
5.6. Simulated conservation example 
We use a simple simulation to illustrate the advantages of continuous calibration metrics over 
continuous discrimination and binary calibration metrics in an applied context. We imagine a species 
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whose true probability of presence   in cell   can be described by a logistic function of a single 
environmental covariate  : 
     (  )         
We chose the “true” parameters     and       , and simulated a training distribution of 100 
grid cells based on a landscape with varying values of   (see Appendix 5A.5). We then calculated the 
performance of different parameter combinations and selected the best model using three different 
performance metrics: log-likelihood (a continuous calibration metric; hereafter “likelihood”), AUC (a 
continuous discrimination metric), and kappa (a binary metric; Table 5.2; see Appendix 5A.2 for 
performance metric formulae).  
We used the same values of   and   to simulate a second occupancy distribution in a new 
geographical area. Predictions from the three best models were then used to design a conservation 
strategy for this new area, without knowledge of which cells were occupied. Each cell could be either 
be protected at a cost or left unprotected at no cost. Populations present in protected cells survived, 
and populations in unprotected cells became extinct. Predictions were used to calculate the optimal 
conservation strategy under three cost scenarios (Appendix 5A.5). In scenario 1, all cells had equal 
costs, and conservation resources were available to protect all occupied cells (n=47). In scenario 2, 
all cells had equal costs, but resources were only sufficient to protect a subset of occupied cells 
(n=10). In scenario 3, different cells had different costs, such that the number of cells that could be 
protected depended on which cells were selected for protection; here, the “conservation value” of 
each cell was a function of both its predicted probability of containing the species and its protection 
cost relative to other cells. 
Maximum likelihood gave a reasonable estimate of the underlying parameters (Fig. 5.5a). AUC 
correctly identified a positive relationship between species presence   and the environmental 
covariate   (models with positive   received higher scores than models with negative  , Fig. 5.5c). 
However, all models with positive   had the same rank order of predictions and thus the same AUC 
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score (AUC=0.77; Fig. 5.5c), such that a best parameter set was not identifiable (Fig. 5.5f). Kappa 
selected incorrect values of   and  , predicting that the species would switch from total absence to 
constant presence at an   value of around -2 (Fig. 5.5b, e; note that predictions are restricted from 
being truly binary by the logistic function). 
When conservation resources matched the number of occupied cells, the three performance metrics 
selected models that resulted in equally successful conservation strategies (Fig. 5.5j). AUC correctly 
ranked sites in terms of suitability (valuing cells with high   above cells with low  ), allowing 
effective prioritisation of cells, but quantitative occupancy predictions could not be made without 
identifiable parameter estimates, thereby precluding estimation of the number of populations saved 
(Fig. 5.5j). The Kappa-selected model conserved as many populations as the log-likelihood and AUC 
models, because resources were sufficient to protect all predicted populations, such that there was 
no need to discriminate among cells with predicted presences (Fig. 5.5j). However, the poor 
calibration of the Kappa-selected model resulted in overestimation of expected probabilities of 
presence, such that the number of populations conserved was overestimated and the uncertainty in 
the expected number of populations saved was misleadingly low. Under the likelihood-based 
strategy, in contrast, the expected number of populations saved closely matched the actual number 
saved, and the actual number saved lay within estimated uncertainty bounds (Fig. 5.5j).   
When conservation resources were insufficient to protect all occupied cells, Kappa lacked the ability 
to correctly prioritise sites, because all presences were ranked equally (   ) despite differences in 
suitability. Models selected by maximum likelihood and AUC continued to perform well under this 
scenario, because the relative suitability of cells remained the same. However, when the cost of 
protection differed among sites (Fig. 5.5l), the scenario changed from a simple ranking problem to a 
quantitative task, requiring occupancy predictions to calculate optimal resource allocation efficiency. 
Because a best parameter set could not be identified using AUC, quantitative predictions could not 
be supplied, precluding the design of a conservation strategy.  In contrast, both likelihood and Kappa 
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were able to assess model calibration and devise conservation strategies under this quantitative 
scenario.   
Despite its simplicity, this example demonstrates the importance of both discrimination and 
calibration in SDM assessment. Measuring discrimination ability was sufficient to devise a rank-
based conservation strategy, but calibration assessment was necessary for estimates of conservation 
success. Choosing predictive models using a binary performance metric instead of a continuous 
metric reduced the number of populations saved (due to poor discrimination ability) and produced 
conservation success estimates that were misleadingly high and misleadingly certain (due to poor 
calibration).  
5.7. Discussion and recommendations 
Assessing model performance is a necessary step towards useful and predictive species distribution 
models (Guisan and Zimmermann 2000, Peterson et al. 2011). In this paper, we developed a unified 
conceptual framework for classifying performance metrics and identifying the circumstances under 
which they should be employed (Elith and Leathwick 2009). We applied this framework to address 
two core issues relating to measurement of SDM performance.   
First, we demonstrated that prevalence constitutes a crucial component of the goodness-of-fit 
between model and data. This conclusion is contrary to prevailing views in the SDM literature, in 
which prevalence-independence has been regarded as a desirable property of performance metrics 
(Vaughan and Ormerod 2005, Allouche et al. 2006, Lobo et al. 2008). However, we showed that 
factoring out prevalence results in a metric that only measures discrimination (the ability to rank 
presences above absences), and is unable to measure calibration (the ability to correctly predict the 
number of occupied cells). Further, we demonstrated that the inability of prevalence-independent 
metrics to assess calibration applies both to continuous metrics such as AUC and binary metrics such 
as TSS, sensitivity, and specificity.  
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Second, we united binary (“threshold-dependent”) and continuous (“threshold-independent”) 
metrics, showing that binary metrics can be calculated directly from probabilistic predictions, 
without applying threshold transformations. By removing the need to select a threshold, we showed 
that binary metrics favour binary predictions (     ) over probabilistic predictions (      ), 
even when the true, underlying probability of occurrence is known to lie between 0 and 1. 
Consequently, using binary metrics to compete SDMs will often result in predictions with reduced 
discriminatory power, poorly-calibrated expectations, and misleading uncertainty.  
The choice of performance metric can have important practical consequences, as illustrated by our 
simple simulation in which we showed that using a more appropriate performance metric 
(specifically, log-likelihood) in SDM model selection ultimately increased the efficiency of a 
biodiversity conservation application. Combined with a literature review of 100 SDM studies (Fig. 
5.2), our findings suggest that overly-frequent use of discrimination and binary performance metrics 
may be leading to substantial information loss during the evaluation of SDM predictions, reducing 
both their discrimination and calibration.  We therefore suggest two practical steps which would 
help to improve assessment of SDM performance. 
Our first recommendation is that when SDM predictions are applied quantitatively, prevalence-
dependent performance metrics should be employed. Predictions of absolute probabilities of 
occurrence - such as estimates of range size or local extinction risk - should be accompanied by an 
assessment of numerical accuracy (calibration), but prevalence-independent performance metrics 
such as AUC are not suitable for this purpose, because they measure only the ability of predictions to 
rank presences above absences (discrimination ability; Pearce and Ferrier 2000, Vaughan and 
Ormerod 2005). Nonetheless, our literature review showed that of those SDM studies that 
employed model predictions quantitatively, 64% assessed solely discrimination ability, without 
considering calibration. We therefore encourage the wider uptake of calibration performance 
metrics in SDM. 
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Our second recommendation is to use continuous (threshold-independent) instead of binary 
(threshold-dependent) metrics wherever possible. Given the concerted effort to develop 
sophisticated and predictive SDMs (Elith and Leathwick 2009, Peterson et al. 2011), there seems 
little reason to assess performance using binary metrics that will frequently reduce the 
discrimination and calibration of predictions. The principal arguments in favour of binary metrics are 
that (1) many SDM procedures produce binary predictions, and (2) binary predictions are necessary 
for conservation planning (Allouche et al. 2006, Lobo et al. 2008). However, of the 100 of the studies 
we reviewed, only one study was restricted to binary predictions by software, whilst only two 
studies required binary predictions for use with conservation algorithms. Moreover, probabilistic 
predictions facilitate more efficient conservation strategies than binary predictions (Moilanen and 
Cabeza 2005). We thus urge that continuous metrics be used in place of binary metrics wherever 
possible.  
We feel that likelihood functions offer excellent options for assessing the calibration of SDMs, in 
view of the strong body of statistical theory on their application and their familiarity to ecologists 
(Clark 2007, Bolker 2008). In Appendix 5A.6, we show that given a set of predictions   and a test 
dataset  , it is straightforward to calculate log-likelihoods, information criteria such as Akaike’s 
information criterion, and likelihood-based R-squared values (see also Nakagawa and Schielzeth 
2012). In a recent simulation study (Warren and Seifert 2011), AIC was found to be superior to AUC 
at uncovering the relationships underlying species distributions - a result we interpret as further 
evidence for the importance of measuring calibration (AIC measures calibration, but AUC does not).  
It is, however, essential to be aware of the limitations of performance metrics, and based on our 
literature review, two important issues are worthy of note. First, SDM performance is conditional on 
the test dataset, irrespective of which type of metric (discrimination or calibration) is used (see also 
Yackulic et al. 2012). Consequently, the absolute values of performance cannot easily be compared 
among datasets, as occurred in 31% of studies we reviewed. Likelihood metrics such as AIC are 
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instructive in this regard because only their relative values are compared, based on a single dataset; 
their absolute values are not meaningful (Bolker 2008, Nakagawa and Schielzeth 2012). The wish to 
compare model performance among species or regions has fuelled a search for metrics that are 
independent of data properties; yet, there are often trade-offs between factoring out data 
properties and preserving the information required to test predictions, as we have shown for 
prevalence. Performance metrics are thus best employed to compare different predictions based on 
the same data: there is no universal grading for SDM performance.  
Second, graphical methods can convey more information about performance than single numbers 
(Wilks 2011, Yackulic et al. 2012). For example, calibration plots such as those in Figures 5.1b and 
5.3b can indicate overfitting or bias (see Pearce & Ferrier 2000, Wilks 2011), yet were used in just 2% 
of the studies we surveyed. Moreover, whilst geographical maps of predictions are widely employed 
(75% of studies), plots of predictions against data in environmental space (Fig. 5.1a, Fig. 5.3a, Fig. 
5.5d-f) are rarely included (6% of studies), despite being potentially more informative about both 
model fit and the biological explanations behind species’ responses to environmental variables 
(Yackulic et al. 2012). Finally, providing confidence intervals on predictions (including on predictive 
maps) can allow the reliability of predictions to be gauged far more effectively than when only the 
mean prediction is provided (Clark 2007, Bolker 2008). These techniques, coupled with the wider 
application of continuous calibration metrics, will lead to improved understanding and prediction 
from species distribution models. 
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Symbol Description 
  Index indicating grid cell (location) 
  Number of cells in dataset 
  Vector of values of an environmental variable determining species presence 
  Vector of model-predicted probabilities of presence  
  Binary vector indicating the observed presence (1) or absence (0) of species 
 ̅ Mean predicted probability of presence for dataset 
 ̅ Prevalence (mean probability of presence in dataset) 
  Threshold for conversion of continuous predictions into binary predictions 
 ̂ Vector of binary predictions of species presence (1) or absence (0)  
  Number of presences correctly predicted as present 
  Number of absences incorrectly predicted as present 
  Number of presences incorrectly predicted as absent 
  Number of absences correctly predicted as absent 
  Vector of “true” underlying probability of presence values used to simulate data in the 
conservation scenario  
Table 5.1: Glossary of notation used in this paper. 
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 Continuous Binary 
 
Calibration  
 
 
Mean Squared Error (MSE)  
Root Mean Squared Error (RMSE) 
Likelihood or Deviance 
Akaike’s Information Criterion (AIC) 
Bayesian Information Criterion (BIC) 
R-squared (standard or likelihood-based) 
 
 
Overall accuracy 
Cohen’s Kappa 
 
 
Discrimination  
 
 
Area Under the Curve (AUC) 
Pearson’s correlation 
Spearman’s correlation 
 
Sensitivity  
Specificity 
True Skill Statistic (TSS) 
 
Table 5.2: Classification scheme for performance metrics with examples. See Appendix 5A.2 for 
definitions of specific performance metrics.  
- 156 - 
(a) Traditional confusion matrix  
 Observed ( )  
Present (   ) Absent (   )  
Predicted ( ̂) Present ( ̂   ) True presence ( ) False presence ( )  Mean prediction  
= 
    
 
  Absent ( ̂   ) False absence ( ) True absence ( )  
  Prevalence =  
    
 
                  
  
(b) Probabilistic confusion matrix  
 Observed ( )  
  Present (   ) Absent (   )  
Predicted ( ) Present (   ) 
  ∑  (         ) 
 
   
 ∑    
 
   
 
  ∑  (         ) 
 
   
 ∑  (    )
 
   
 
 
Absent (   ) 
  ∑  (         ) 
 
   
 ∑(    )  
 
   
 
 
  ∑  (         ) 
 
   
 ∑(    )(    )
 
   
 
 
 
Table 5.3: Traditional (a) and probabilistic (b) confusion matrices. The probabilistic confusion matrix allows “threshold-dependent” metrics to be used with 
probabilistic predictions ( ), and reverts to the traditional confusion matrix when binary predictions ( ̂) are used. The probabilistic confusion matrix removes 
the need to select thresholds and unifies continuous and binary performance metrics.  
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Figure 5.1: A conceptual framework for performance metrics. A dataset   of presences (red) and 
absences (blue), collected over different environments  , is compared to predicted probabilities of 
presence   or binary presence-absence predictions  ̂ (a). The calibration (numerical accuracy) of the 
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predictions can be assessed using the joint distribution of predictions and observations (b,c; solid line 
indicates a smoothed relationship between predictions and observations, dotted line indicates a 1:1 
relationship representing “perfect” calibration). Marginal distributions can also be calculated 
showing how commonly each prediction was made (marginal distribution of the predictions: e,f) and 
how frequently the species was present in the dataset as a whole (marginal distribution of the data, 
also known as prevalence: d). If prevalence is factored out of the joint distribution, the conditional 
distributions of predictions for presence and absence observations (g, h) can be compared to assess 
the discrimination ability of the predictions, but not their calibration.  
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Figure 5.2: Use frequency of different performance metrics based on a literature survey of 100 SDM 
studies and using classifications derived from the conceptual framework (Figure 5.1, Table 5.2). Panel 
(a) shows overall frequency of use per study; panel (b) shows which metrics were used most 
frequently for particular applications (Explain=to test hypotheses on environmental determinants of 
species presence; Compete=to compete different models to find out which was best for prediction; 
Quantify=to summarise the performance of a single model; see Appendix 5A.1).  
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Figure 5.3: Model parameterisation example demonstrating the importance of prevalence for the 
calibration of continuous predictions. The performance of three models, each with different 
prevalence predictions (intercept values) is assessed based on a dataset of presences and absences 
(a). The intermediate grey predictions are well-calibrated because the predicted probabilities of 
presence are a good match to the observed probabilities of presence, but the light and dark grey 
predictions are poorly-calibrated and over- and under-predict species prevalence, respectively (b: 
solid lines represent smoothed relationships between predictions   and observations  ; dotted line 
represents 1:1 line indicating “perfect” calibration). However, all three models place the observations 
in the same rank order of occurrence probabilities, and consequently have the same discrimination 
ability (c); their performance is equivalent once prevalence has been factored out.  
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Figure 5.4: Model prediction example demonstrating the importance of prevalence  ̅  in the 
calibration of binary predictions  ̂. The predictions in this example have constant discrimination 
ability, such that absences are always correctly predicted as absent (specificity=1), and presences are 
mistakenly predicted as absences 40% of the time (sensitivity=0.6; TSS=0.6). Panel (a) shows how the 
calibration of the predictions, measured as overall accuracy, changes with prevalence; (b) shows how 
the average predicted probability of presence  ̅̂ (solid line) relates to prevalence  ̅ (dotted line). At 
low prevalence, most observations are absences, and the model is well-calibrated: the predicted 
prevalence is a good match to the observed prevalence. However, as prevalence increases, presences 
become more common and the chance of making a false presence prediction increases, leading to a 
decrease in calibration.  
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Figure 5.5: Application of performance metrics to a simple conservation scenario. Predictive models 
were parameterised on a training dataset using three performance metrics: log-likelihood, Kappa 
and the Area Under the Curve (AUC). Panels a-c show performance scores of different parameter sets 
(values of   and  ) based on each metric, and d-f display best-fitting models. Panels g-i show the 
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predictions of each best model when applied to an “unseen” geographic distribution, simulated from 
the same parameter values as the training dataset (simulated presences shown as dots; cell colours 
represent either probability of presence estimates [g,h] or rank suitability scores [i]). Panels j-l show 
the estimated (red bars) and actual (yellow bars) number of populations saved using conservation 
strategies designed by each of the three best models, under three different scenarios: equal cell costs 
with conservation funds sufficient to protect all populations (j); equal cell costs with conservation 
funds insufficient to protect all populations (k); and different cell costs (l). Error bars indicate 95% 
confidence intervals around predicted number of populations saved; asterisks indicate that the 
success of the strategy could not be estimated (expected bars) or implemented (actual bars).  
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Appendix to Chapter 5 
5A.1. Literature review methods 
We conducted an ISI web of knowledge search for papers published between January 2011 and May 
2012. We searched using the keywords "species distribution model*" in ecology and evolution 
journals with a 2010 impact factor ≥ 3. This included the following journals: AM NAT, ANNU REV 
ECOL EVOL S, BIOL CONSERV, BIOL INVASIONS, BIOL LETTERS, CONSERV BIOL, DIVERS DISTRIB, 
ECOGRAPHY, ECOL APPL, ECOL LETT, ECOL MONOGR, ECOLOGY, FRONT ECOL ENVIRON, FUNCT 
ECOL, GLOBAL CHANGE BIOL, GLOBAL ECOL BIOGEOGR, J ANIM ECOL, J APPL ECOL, J BIOGEOGR, J 
ECOL, LANDSCAPE ECOL, MOL ECOL, OECOLOGIA, OIKOS, P ROY SOC B-BIOL SCI, PLOS BIOL, PLOS 
ONE, TRENDS ECOL EVOL, WILDLIFE MONOGR.  
We only selected papers that reported the results of single-number measures of SDM performance. 
We only reported measures that tested goodness-of-fit between a predicted and an observed or 
simulated distribution. Where studies included multiple analyses of different datasets (3 studies), we 
separately noted down the performance metrics used.  
We classified each study by the type of data used in each analysis, according to one of the following 
categories: presence-absence, presence-psuedoabsence, presence-background, presence-only, 
abundance (numeric or ordinal categorical), or percentage cover. We excluded presence-only, 
abundance and percentage cover studies from all subsequent analyses. This left 100 studies and 103 
analyses remaining.  
For each analysis, we recorded the following: 
 The performance metrics used (maximum = 6 per study). 
 Whether the study made comparisons of the absolute values of performance metrics among 
datasets. 
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 Whether the study used a calibration plot (plot of predicted values on x-axis against 
observations on y-axis). 
 Whether the study presented predictions and/or data in the form of maps. 
 Whether the study presented plots of predictions and/or data in environmental space. 
 Whether the study subsequently used the tested model for quantitative inference or 
prediction. 
We also categorised the primary application of each performance metric into one of the following 
groups: 
 Explanation: used to test hypotheses on environmental determinants of presence/absence. 
 Quantification: used to summarise the goodness-of-fit of a single model to a dataset. 
 Competition: used to compete different models (parameter combinations or modelling 
method) to find out which was best for prediction.  
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5A.2. Description of performance metrics 
5A.2.1. Additional notation 
To display formulas for the following performance metrics, it is necessary to introduce notation 
additional to that in Table 5.1 in the main paper.  
Symbol Description 
    Vector of predictions given for cells that contained presences 
    Vector of predictions given for cells that contained absences 
    Number of cells to contain presences 
    Number of cells to contain absences  
 ̅   Mean prediction given for cells that were presences 
 ̅   Mean prediction given for cells that were presences 
   Standard deviation of all predictions  
   Vector containing ordinal ranks of predictions 
 ̅   Mean rank of predictions given for cells that were presences 
 ̅   Mean rank of predictions given for cells that were absences 
Table 5A.1: Additional notation for metric calculation. Primary notation is described in Table 5.1 in 
the main text.   
5A.2.2. Description of performance metrics 
Table 5A.2 (see following page) provides descriptions and formulae from the most commonly-used 
performance metrics identified by our literature review. Figure 5A.1 displays the frequency of use of 
these performance metrics in the SDM literature. Other performance metrics not encountered in 
our literature search are reviewed in Liu et al. (2011) and Wilks (2011).  
5A.2.3. Skill scores 
We include here a brief discussion of the concept of skill, which is useful both for understanding the 
mechanics of performance metrics (Tables 5A.2 and 5A.3), and for explaining the findings of 
simulation studies (5A.4). Skill scores are performance metrics that involve a comparison of the 
performance of the predictions    to the predictions of a null model       (Wilks 2011). Skill scores 
place model performance on a scale that lies between 0, in which performance is equal to the null 
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model, and 1, in which performance is equal to a “perfect” model       whose predictions match 
the observed data   exactly: 
      
 ( )   (     )
 (     )   (     )
 
Here,  indicates another metric used to calculate the performance of the predictions; this could be 
any “basic” performance metric (i.e. any metric that is not itself a skill score; Table 5A.2). Often, 
either the mean prediction ( ̅) or prevalence of the dataset ( ̅) is used as the null model, such that 
       ̅ or        ̅ for all observations. However, the choice of the null model is subjective and 
others may be used (Beale et al. 2008, Wilks 2011, Beale and Lennon 2012, Hijmans 2012). The skill 
scores that will be most familiar to ecologists are R-squared (based on variance or likelihood; UCLA 
2012), Cohen’s Kappa, and the True Skill Statistic (definitions and formulae given in Table 5A.3). 
Although skill scores can give a useful “ball park” indication of how well the model is predicting the 
data in comparison to the chosen null model, it is important to realise that the absolute value of any 
skill metric depends on both the choice of null model and the properties of the data. Consequently, 
using a skill metric does not resolve the issues of comparing performance among datasets (see main 
text).  
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Metric Name Description  Formula Calibration Binary 
Sensitivity  Proportion of occupied cells correctly predicted 
to be occupied (true positive rate) 
 
   
 No Yes 
Specificity Proportion of unoccupied cells correctly 
predicted to be unoccupied (true negative rate) 
 
   
 
No Yes 
Area under the curve of the receiver 
operating characteristic (AUC of 
ROC) 
 
Also known as Concordance Index 
(c-index) 
Proportion of presence-absence pairs that are 
ranked in the correct order 
∑ ∑  (         )  
      
 
 
 (       )  {
             
              
           
 
No No 
Point biserial correlation coefficient  Pearson’s correlation coefficient between 
predictions and binary data  
 ̅    ̅  
  
√
      
  
 
No  No 
Rank biserial correlation coefficient Spearman’s correlation coefficient between 
predictions and binary data 
 ( ̅    ̅  )
 
 
No No 
Overall accuracy Proportion of predictions that were correct    
 
 
Yes Yes 
Mean squared error (MSE) Mean squared difference between the 
predictions and the observations 
 
 
∑(     )
 
 
 
Yes No 
Root mean squared error (RMSE) Square root transformation of MSE √    Yes No 
Log-likelihood Log transformation of the likelihood of observing 
the data, given the predictions 
See “demonstration of likelihood 
performance metrics”, Appendix 
5A.6. 
Yes No 
Deviance Mathematically convenient transformation of 
likelihood 
Yes No 
Akaike’s information criterion (AIC) Deviance with model complexity penalty Yes No 
Bayesian information criterion (BIC) Deviance with model complexity penalty Yes No 
Table 5A.2: definitions of common performance metrics; see Table 5A.1 for explanation of notation additional to that in the main paper.   
- 169 - 
Name Basic metric  Null model Calibration Binary 
Cohen’s Kappa Accuracy Mean prediction  ̅ Yes Yes 
True Skill Statistic* Accuracy Mean prediction  ̅ (numerator) 
Prevalence  ̅ (denominator) 
No Yes 
R-squared Mean squared 
error 
Mean prediction  ̅ Yes No 
McFadden’s  
R-squared 
Likelihood Mean prediction  ̅ Yes No 
Table 5A.3: definitions of common skill scores. See Table 5A.2 for definitions of “basic” performance 
metrics used in the calculation of skill scores. Definitions of other likelihood-based R-squared metrics 
can be found online (UCLA 2012). *Note that TSS can also be calculated as                 
             . 
 
Figure 5A.1: Most frequently used metrics across (a) all studies and (b) evaluations using true 
presence-absence data. Key to metric names: auc=area under the curve; se=sensitivity; sp=specificity; 
kappa=Cohen’s kappa; aic=Akaike’s information criterion; bic=the Bayesian information criterion; 
acc=overall accuracy; corP=Pearson’s correlation (point biserial correlation); pseudoR2=any 
likelihood-based R2; other=any other metric. To produce this figure, we have grouped metrics that 
have identical or near-identical mathematical formulae; for example, we have grouped overall 
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accuracy with mean absolute prediction error, since these two metrics are effectively the same (see 
Appendix 5A.3). Full descriptions of metrics are given in Tables 5A.1 and 5A.2.  
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5A.3. Analytical demonstrations 
5A.3.1. Proof that AUC is equivalent to TSS for binary models 
Assuming that all predictions (and observations) are binary, let: 
  = proportion of prediction-observation pairs that were true positives ( ̂       ) 
  = proportion of prediction-observation pairs that were false positives ( ̂       ) 
  = proportion of prediction-observation pairs that were false negatives ( ̂       ) 
  = proportion of prediction-observation pairs that were true negatives ( ̂       ) 
AUC is the proportion of presence-absence pairs that were ranked in the correct order. For each 
pair, there are three possible ranking outcomes: 
1. Presence correctly ranked above absence (frequency   ) 
2. Presence ranked equally with absence (frequency        ) 
3. Absence ranked above presence (frequency   ) 
The relative frequency of presence-absence pairs is (     )(     ). Since equal ranks (ties) are 
“half-right”, receiving a score of 0.5, the frequency of correct ranking (AUC) is therefore: 
    
   
 
 
(     )
(   )(   )
 
 (       )  
     
(   )(   )
     
5A.3.2. Proof that binary (confusion matrix) performance measures are improper 
We consider a single environment in which a species is present with probability . A prediction is 
made that the species will be present with probability  . We assume that a large number of samples 
are taken from this distribution, and a measure of performance  (   ) calculated.  
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All confusion matrix performance functions   aim to maximise the proportion of cells that were 
either: 
 Correctly predicted presences, with frequency       
 Correctly predicted absences, with frequency   (   )(   ) 
If the performance metric only rewards correct predictions of one type (either   or  ), performance 
will be maximised by: 
 Predicting every cell as present in the case of rewards for  . 
 Predicting every cell as absent in the case of rewards for  . 
For example, sensitivity (the proportion of presences that were correctly predicted as present) is 
maximised by predicting every cell as present, whilst sensitivity (the proportion of presences that 
were correctly predicted as present) is maximised by predicting every cell as absent.  
If the metric rewards both correctly predicted presences   and correctly predicted absences  , the 
performance function   will be monotonic in both    and (   )(   ). Since       and 
     , it follows that  (   ) is convex in  . Thus, the expected value of  (   ) is maximised 
by either     or    , depending the value of  and the relative rewards for   and  .  
For example, for overall accuracy (Table 5A.2): 
 (   )     (   )(   ) 
                          
                (    )      
As such, overall accuracy is maximised by: 
  {
         
         
 
…with  (   ) equal for any value of   in the special case of     .  
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Thus, for any underlying probability of presence , binary predictions (    or    ) receive 
higher or equal performance scores than predictions which match the true probability of presence 
(   ). 
This proof holds for a single probability of presence value (e.g. in a single environment). However, 
because confusion matrix methods are calculated using a summation over all cells, it extends to any 
number of probabilities (environments).  
The finding that binary metrics are maximised by binary predictions applies not only to metrics that 
traditionally use a confusion matrix, but also to any “threshold-independent” method that can 
formulated as a confusion matrix. For example, the mean absolute prediction error (MAPE) is 
ostensibly a threshold-independent method (Liu, White & Newell 2011): 
     
∑        
 
   
 
 
However, it can also be written:  
       
∑       
 
   (    )(    ) 
 
 
   
   
 
                                 
As a consequence, mean absolute prediction error (a continuous metric) is also an improper scoring 
rule.  
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5A.4. Investigation of prevalence bias  
The idea that prevalence-dependent metrics increase or decrease systematically with prevalence 
stems from simulation studies that showed an apparently unimodal relationship between Kappa and 
prevalence, in which Kappa scores are always higher for datasets with intermediate prevalence 
(McPherson et al. 2004, Allouche et al. 2006). However, we argue below that this finding is based on 
a questionable assumption.    
The unimodal relationship between Kappa and prevalence occurs due to a combination of two 
reasons. First, the calculation of Kappa involves comparing the performance of the predictions   to 
those of a null model, which uses the mean prediction  ̅ for all observations (see above). Second, the 
performance of the null model changes with prevalence, due to the uncertainty inherent in 
presence-absence models. A Bernoulli or “single coin-flip” distribution is used for the stochastic part 
of a presence-absence model, because each cell always contains either a presence or an absence 
(Clark 2007, Bolker 2008). In contrast to models with normally distributed error, the variance of the 
Bernoulli distribution changes with the value of the underlying probability : variance is highest 
when presence and absence are equally likely ( =0.5), and lowest at extreme (high or low) 
probabilities of presence (Fig. 5A.2). For example, if a species is always present ( =1), we can predict 
the outcome with certainty; but when =0.5, even a perfectly calibrated model will be “half-wrong” 
(incidentally, this explains why R-squared values for presence-absence models are often 
disappointingly low). Thus, it is genuinely easier to predict the outcome of any single 
presence/absence event at extreme probabilities of presence.  
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Figure 5A.2: The relationship between the underlying probability of presence and the variance 
among presence-absence observations, assuming a Bernoulli sampling distribution.  
This same unimodal relationship (Fig. 5A.2) dictates the performance of a null model in a dataset 
with a given prevalence; for example, the null prediction performs poorly when the dataset consists 
of 50% presences and 50% absences  ( ̅     ), but delivers a perfect forecast for datasets consisting 
entirely of presences or absences ( ̅    or  ̅   ). 
Because Kappa is calculated by referencing the performance of the predictions   to the performance 
of a null model  ̅, and the null model achieves a higher performance for datasets with extreme 
prevalence (as  ̅    or  ̅   ), a set of predictions with a given predictive performance (overall 
accuracy) will be credited with lower Kappa score (McPherson, Jetz & Rogers 2004; Allouche, Tsoar 
& Kadmon 2006). However, this conclusion rests on the assumption that the predictions   perform 
no better on datasets with extreme prevalence. This might be considered unlikely because, as 
already explained, predicting the outcome of any given rare or common event (with low or high 
probability) is genuinely easier than predicting the outcome of an intermediate probability event, 
such that we would expect that calibration of the tested model to improve for datasets with more 
extreme prevalence values. Put simply, if the data become easier to predict by chance, but the 
model fails to improve, it deserves a lower skill score.  
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5A.5. Additional information on simulation methods 
This section describes in more detail the methods for our simulation example (Figure 5.5, main text). 
As stated in the main text, we simulated the distribution of a species whose true probability of 
presence  in cell   can be described by a logistic function of a single environmental covariate  : 
     (   )         
             (  ) 
We simulated environmental variable ( ) values for a training landscape with 100 cells. We created a 
gradient in   values: we first choose a mean   value for each of the ten rows (evenly dispersed along 
the interval [-10,10]), and then simulated an   value for each cell from a normal distribution with 
mean defined by the row mean, and standard deviation of 2. These parameters were chosen 
arbitrarily, with the intention of creating a distribution of environments with a range of different 
probabilities of presence.  
Once this initial “training” landscape had been simulated, we generated a species distribution using 
the logistic function above and the rbinom function in R (R Development Core Team 2011). To 
parameterise the best model under each performance metric, we wrote functions to calculate the 
performance of a given parameter set for each metric, and used R’s optim function (Bolker 2008) to 
locate the parameter set that maximised each performance function.  
Next, we simulated a new, “test” environment following the same procedure above, for which a 
conservation strategy needed to be designed. We assigned a protection cost to each of the 100 cells, 
using two different cost scenarios: (a) each cell had a unit cost of 1, such that all cells had the same 
costs; (b) each cell had cost simulated from a uniform distribution in the range [0,2], such that cells 
had different costs. We also varied the resources available for protection, and consequently, the 
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number of cells that could be protected. The combination of these factors gave us the three 
scenarios explored in the paper (Table 5A.3).  
Scenario Relative protection costs Resources available 
1 Equal (1) Exactly equal to number of occupied cells (47) 
2 Equal (1) Limited (10) 
3 Different (simulated from 
uniform distribution [0,2]) 
Exactly equal to number of occupied cells (47) 
Table 5A.4: protection cost scenarios for which conservation strategies needed to be designed. 
Using the   values of the test environment as inputs, we calculated the probability of presence in 
each cell using model parameters selected by each metric. We calculated a “protection efficiency” 
by dividing the expected probabilities of presence by the associated cost for each cell. We then used 
a simple ranking algorithm to allocate resources to cells: we selected the combination of cells which 
gave the highest total protection efficiency, given the available resources for protection.  
We calculated the expected number of populations saved as ∑      , where j indexes the protected 
cells. We also calculated the 95% confidence intervals around this expectation, based on the 
probabilistic uncertainty of the predictions for protected cells, using    ( )  ∑   (    )   , 
where     denotes the variance of the expected value (Fig. 5.5j-l, main text). For simplicity, we 
ignored other sources of uncertainty, including that in parameter estimation (i.e. we focused on 
variability from the Bernoulli process, not in it; Clark 2007). 
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5A.6. Demonstration of likelihood performance metrics 
We feel that likelihood-based performance metrics, as proper scoring rules, continue to offer one of 
the most useful ways to evaluate SDM calibration. Below, we provide formulae and R code for those 
wishing to use likelihood-based metrics to assess the performance of SDMs.   
The log-likelihood of observing a presence-absence dataset   given a set of predictions   is simple to 
calculate, assuming independence among observations: 
      ∑    (     (    )(    ))
 
 
loglikP <- sum( log( p*y + (1-p)*(1-y) ) ) 
To quantify the performance of an given model with log-likelihood    relative to a null model with 
log-likelihood      ̅, a likelihood-based R-squared value (skill score; see above) can be used 
(McFadden 1973, Guisan and Zimmermann 2000, UCLA 2012): 
   
             ̅
        ̅
 
loglikN <- sum( log( mean(p)*y + (1-mean(p))*(1-y) ) ) 
rsq <- (loglikP-loglikN)/(1-loglikN)  
Further examples of likelihood-based R-squared metrics are provided online (UCLA 2012). It is 
important to remember that likelihood-based R-squared values, as with all performance metrics, 
cannot easily compared among datasets.  
For competing models and testing hypotheses, information criteria such as Akaike’s information 
criterion (AIC) or the Bayesian Information Criterion (BIC) can be calculated (Burnham and Anderson 
2002b, Bolker 2008):  
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                   ( ) 
aic <- -2*loglikP + 2k 
bic <- -2*loglikP + k*log( length(p) ) 
Here,   indicates the total number of observations (grid cells), and   indicates the estimated number 
of parameters, so that more complex models receive penalised AIC and BIC scores. Both of these 
performance metrics multiply the log-likelihood by -2 to obtain        , a quantity known as the 
deviance of the model.  
  
- 180 - 
 
Chapter 6: General discussion 
 
6.1. Summary 
Global warming provides both an opportunity and an imperative to develop understanding of 
species’ responses to climate change.  This thesis has presented studies on a temperature-limited 
habitat specialist species, the silver-spotted skipper butterfly Hesperia comma, at its expanding 
range margin in Britain. Fine-resolution surveys of changes to the distribution and habitat 
associations of H. comma have demonstrated the way in which microclimate can generate patterns 
of local population extinction during range expansions (Chapter 2) and alter patterns in habitat use 
in times and places with different climates (Chapter 4). The findings have also provided empirical 
evidence for the ways in which range expansions can be facilitated through conservation 
management at different spatial scales (Chapter 2) both inside and outside of protected area 
networks (Chapter 3). In addition, I have developed a framework for measuring the performance of 
presence-absence models, which are widely applied to predict changes in species’ distributions in 
response to climate change (Chapter 5). The principal roles of this work have therefore been to 
develop a fine-scale understanding of how to facilitate range expansions under climate change, and 
to improve the ways in which climate change predictions are modelled and assessed. I now discuss 
the findings and implications of individual chapters, as well as questions that they raise for future 
research in climate change ecology.   
6.2. Chapter 2: patch-scale management prevents setbacks in range expansion 
Chapter 2 used the range expansion of H. comma in Britain as a case study to improve 
understanding of the dynamics and management of climate-driven range shifts. Two findings in 
particular stand out as important for conservation under climate change. 
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First, I found lower population densities and higher rates of population extinctions on cooler north-
facing slopes, demonstrating how microclimates alter the spatial pattern of range expansion. 
Metapopulations persist as a balance between extinction and colonisation events, and the delay 
between the stochastic extinction of a population and recolonisation of the patch means that some 
habitat patches are unoccupied even when suitable (Hanski 1998). It is expected that the process of 
range expansion should be similarly dynamic, occurring in fits and starts as new colonies are 
repeatedly established and extinguished (Hill et al. 2008, Walther 2009, Early and Sax 2011). 
Climate-driven range expansions could be especially dynamic, because short-term variability in 
climate among years is likely to drive fluctuations in population size, accentuating extinction risk in 
unfavourable years and generating waves of colonisation in favourable years (Drake 2005, Boyce et 
al. 2006). The results from Chapter 2 conform to this dynamic view of range expansion (see also 
Thomas et al. 2001b), and illustrate that the spatial pattern of extinctions is closely related to the 
distribution of microclimates, an effect that would have been missed by coarser-resolution 
distribution surveys (Wiens and Bachelet 2010, Peterson et al. 2011). The link between microclimate 
and local extinction means that range shifts may be realised as a semi-contiguous “rising tide” of 
periodical colonisations and extinctions within a narrow expanding front of relatively homogenous 
habitats, or conversely, as repeated “in-filling” of cooler microclimate pockets within a broader 
distribution of heterogeneous habitats, depending on whether microclimates are organised into 
continuous bands or are patchy across the landscape. Indeed, changes to the UK distribution of H. 
comma illustrate that continuous expansions and in-filling may occur within the same range 
expansion: the continuous range expansion along largely north-facing escarpments in Sussex stands 
in contrast to the mosaics of expansion and retraction observed in the Chilterns, where the 
topography is more heterogeneous (Chapter 2).   
Second, Chapter 2 illustrates that management to protect populations may play an important role in 
facilitating range shifts. The idea of managing habitat to secure populations at the range edge 
challenges current ideas on facilitating range expansions, which have been largely focussed on 
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increasing the colonisation of new habitat (Crooks and Sanjayan 2006, Pearce-Higgins et al. 2011; 
but see Hodgson et al. 2009, Oliver et al. 2012). The emphasis on increasing colonisation, rather than 
population survival, probably predominates for two reasons: (a) most studies of range-shifts have 
been at coarse spatial resolutions (Pearson and Dawson 2003, Peterson et al. 2011), such that local 
extinctions may often go unnoticed (particularly if the pattern of microclimates is heterogeneous; 
see above); and (b) the idea of protecting populations in habitat that is becoming increasingly 
suitable may seem somewhat counter-intuitive. However, in the context of a dynamic range 
expansion, it is important both to enhance colonisation rates and maintain populations once 
colonisation has occurred, to preserve the gains made and provide larger and closer sources of 
dispersing individuals for further expansion (Chapter 2; Hodgson et al. 2009). Chapter 2 shows that 
increased population survival can be achieved through increasing the size or quality of individual 
habitat patches (Chapter 2), an encouraging result for regions in which purchasing land to create 
new habitats is costly or otherwise difficult to achieve.  
In addition to demonstrating the roles of microclimates and patch-scale management in range 
expansion, Chapter 2 also illustrates the importance of connectivity for facilitating range shifts. The 
idea that increasing the number, size, or proximity of source populations can enhance colonisation 
rates is well-established in metapopulation theory (Hanski 1998) and has been widely advocated as a 
way of promoting climate-driven range shifts in fragmented habitats (Crooks and Sanjayan 2006, 
Hannah et al. 2007, Krosby et al. 2010). The finding that connectivity enhances both colonisation and 
population survival rates is thus unlikely to come as a great surprise to many conservation biologists. 
However, Chapter 2 provides rare empirical evidence for the benefits of connectivity in the context 
of a range expansion, demonstrating that theory developed for metapopulations in static habitats 
(Hanski 1998) transfers well to more dynamic situations. Moreover, the strong effect of “indirect 
connectivity” highlights the importance of multiple “stepping-stone” colonisations, opening the 
possibility of managing landscapes well in advance of the expanding range margin to facilitate runs 
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of colonisation events (Krosby et al. 2010). These findings will inform and contribute to the evidence 
base for conservation under climate change.  
The findings of Chapter 2 suggest several productive directions that future research might take. 
Given the importance of microclimate in range expansions revealed by Chapter 2, it would be 
interesting to conduct analytical and/or simulation studies of the ways in which microclimate 
impacts the dynamics of range expansion. In particular, it would be useful to examine the way in 
which the microclimate structure of the landscape (the frequency and magnitude of climatic 
fluctuations through space) interacts with patterns of temporal variability in climate (the frequency 
and magnitude of climatic fluctuations through time) to determine the responses of species’ 
distributions to climate change. This work would be especially relevant given that temporal 
variability in climate (Easterling et al. 2000, Boyce et al. 2006) and temporal autocorrelations in 
climate (van de Pol et al. 2011) may alter under global warming.  
From a more applied perspective, an important priority for future research is to establish the relative 
merits of competing ways to increase connectivity. Chapter 2 highlights that connectivity can be 
enhanced by increasing the number of dispersing individuals (by increasing the number or size of 
extant populations), as well as by increasing the per capita dispersal success (e.g. through corridor 
creation). However, there has been relatively little exploration of which of these methods is likely to 
be more effective in terms of delivering greater benefits for range-expanding species under different 
scenarios. As hinted in Chapter 2, I suspect that an analysis incorporating realistic costs of these 
competing measures may find that increasing abundance and population persistence could, under 
many circumstances, be a more efficient way to facilitate range expansions in comparison with 
other, more commonly discussed methods such as the creation of habitat corridors. Quantitative 
tests of the extent to which increasing abundance can help to facilitate range shifts would thus be 
welcome.  
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6.3. Chapter 3: current conservation practice can effectively facilitate range expansions 
Using the models of colonisation and population survival developed in Chapter 2 as a starting point, 
Chapter 3 conducted an empirical analysis of the combined effects of protected areas and active 
conservation management on the range expansion of H. comma. As in Chapter 2, this analysis 
represents an empirical test of applied conservation management under climate change. However, 
Chapter 3 examined the extent to which existing conservation plans, originally designed to protect 
remnant populations of threatened species with relatively static ranges, can facilitate range shifts.  
The results of Chapter 3 suggest that pre-existing conservation plans offer effective means to help 
species to shift through fragmented habitats and track their suitable climate space. This result is 
somewhat contrary to theoretical and modelling studies which have suggested that protected area 
networks will be rendered inadequate by climate change (Lovejoy and Hannah 2005, Hannah et al. 
2007, Araujo et al. 2011). However, it supports and develops the results of empirical work which 
found that protected areas can effectively facilitate range expansions (Thomas et al. 2012). The 
major advance delivered by Chapter 3 is an explanation of why protected areas are colonised more 
frequently than unprotected areas: rather than merely preventing important habitats from being 
degraded, protected areas encourage active conservation management to improve and maintain 
habitat quality, and it is the combined effects of protection and active conservation that increase 
colonisation chances. The results of Chapter 3 thus offer encouragement that existing conservation 
practice will not become outdated under climate change, but rather, will form an important 
contribution to overcoming the combined threats of habitat fragmentation and global warming 
(Travis 2003).  
An obvious but important expansion to Chapter 3 is to conduct similarly fine-resolution analyses of 
protected area effectiveness for a wider variety of range-shifting species. Studying distribution 
change at a spatial resolution sufficiently high to identify individual populations is necessary to 
quantify the effects of management decisions at the level of individual patches, which often 
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constitute the principal level at which conservation decisions are made (especially in the UK; Chapter 
3). Moreover, with detailed information on patch attributes, it becomes more feasible to identify the 
causal impacts of management and ensure that protection status is not simply a “label” for high-
quality patches that would have been colonised anyway (Chapter 3).  However, obtaining data with 
this level of detail, and over a length of time sufficient to observe the dynamics of range shifts, is no 
easy challenge.  
Comparisons of current protected areas with more flexible methods of reserve network design 
(Lovejoy and Hannah 2005, Hannah et al. 2007) are closely related to questions about the best ways 
to increase connectivity (see previous section). Consequently, there is some overlap between the 
directions for future research suggested by Chapters 2 and 3. For example, many simulation studies 
comparing current and proposed methods of protected area network designation would benefit 
from incorporating realistic costs of buying and selling land. It is fairly unsurprising that reserve 
networks which adapt to range shift patterns are predicted to be more effective at facilitating 
colonisation than those which stay static (Hannah et al. 2007), but the costs and logistical challenges 
of implementing flexible or adaptive strategies could be much higher than those associated with 
maintaining static networks (Cabeza and Moilanen 2001, Carroll et al. 2009). Given that Chapter 3 
suggests static protected area networks could provide effective means to facilitate range shifts, 
there is a need to demonstrate that more flexible networks would deliver benefits over and above 
current conservation policy, in a cost-effective manner.   
6.4. Chapter 4: habitat associations shift as climate changes in space and time 
Chapter 4 examined the distribution of H. comma at a yet finer spatial resolution than in Chapters 2 
and 3, surveying the locations of individuals (at the egg life stage), and relating these distributions to 
patterns of microhabitat. By surveying the egg-laying microhabitat associations of H. comma at 
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different sites and years of varying climates, I quantified the relationship between microhabitat use 
and (micro)climate.  
The finding that patterns of microclimate use vary predictably with larger-scale variation in 
temperature supports a more nuanced treatment of habitat associations in the context of climate 
change. There is a tendency in climate change ecology to view responses to climate and habitat 
separately, assuming that they have distinct and divisible impacts on species’ distributions. This view 
is formalised in species distribution modelling, in which habitat and climate almost always enter 
presence/absence models as additive, rather than interacting terms (Araujo and Guisan 2006, 
Peterson et al. 2011). The results of Chapter 4 challenge this view, suggesting that, due to the 
influence of habitat (specifically, vegetation height) on microclimate, the definition of “suitable 
habitat” is likely to vary from place-to-place and from year-to-year. An especially striking implication 
of Chapter 4 is that microhabitat associations could vary on very fine spatial scales (between 102 and 
103 m for H. comma) due to differences in microclimate, such as those generated by north- and 
south-facing slopes. Thus, Chapter 4 illustrates a hierarchical and interactive relationship between 
climate, habitat, and the locations of individuals.  
An evident corollary of Chapter 4 is that the predictive power and biological relevance of species 
distribution models could be improved by the inclusion of interaction terms between habitat and 
climate variables. This recommendation would be most usefully implemented with process-based 
models (Buckley et al. 2010, Dormann et al. 2012), in which a sound biological understanding of the 
species being modelled is a necessary prerequisite. Including interactions in more exploratory or 
correlative models might be less advisable, especially in situations where many climate and habitat 
variables are included, because the number of possible interactions would quickly become large, 
leading to overparameterised models (Warren and Seifert 2011, Wenger and Olden 2011). Although 
it may thus be difficult to specify interactions between habitat and climate variables a priori for 
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many species, simply being aware that such interactions may occur could lead to improved 
predictions and hypothesis generation from species distribution models.  
The changing patterns of microhabitat use documented in Chapter 4 provide further evidence for 
the importance of habitat heterogeneity under a variable climate (Opdam and Wascher 2004, 
Hodgson et al. 2009, Oliver et al. 2010). Developing understanding of microclimatic heterogeneity, 
including how and when it might be delivered by conservation management, represents a top 
priority for climate change ecology. Progress towards this goal will begin with developing a more 
solid conceptual basis for the term “microclimate heterogeneity”. Habitat heterogeneity actually 
represents two components: the number of different habitat types, and the frequency with which 
they appear across a landscape (i.e. their "grain size"; Fahrig et al. 2011). Microclimate 
heterogeneity could be similarly understood as the number of different microclimates (i.e. the 
absolute variation in climate generated), in combination with the frequency with which they appear 
in the landscape (which can also be thought of as the frequency of climate fluctuations in space). 
When posed in this way, it becomes clear that investigating the impacts of microclimatic variation on 
habitat use is very closely related to the issue of how microclimatic variation at larger scales (for 
example, as generated by topographic variation) affects range expansions (see discussion of Chapter 
2), with the key difference being that habitat use is usually studied at the individual level, whilst 
range expansion is usually studied at the population level. I would therefore welcome simulation 
studies that explored the way in which microclimatic heterogeneity interacts with temporal 
fluctuations in climate to influence population persistence.  
Finally, Chapter 4 raises a more general question for habitat use studies: how should habitat 
associations be modelled? Traditionally, and in Chapter 4, habitat use is modelled as the probability 
that an individual is present at a given location. This has led to misinterpretations of habitat use 
models, because the strength of association with a particular resource (bare ground and the host 
plant F. ovina in Chapter 4) varies with its availability (Beyer and Schultz 2010, Matthiopoulos et al. 
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2011). In Chapter 4, the effects of habitat availability were accounted for, but many previous studies 
have not been aware of this problem (e.g. Roy and Thomas 2003, Davies et al. 2006, Merrill et al. 
2008). In my view, part of the difficulty arises from the counter-intuitive nature of the modelling 
approach: the question of interest usually relates to the probability that an environment is selected, 
given a set of available environments, rather than the probability that an individual is present at a 
given location (in which case the assumption of independence among locations is invalid). I suggest 
that habitat use studies might benefit from a more process-based approach, in which parameters 
relate directly to habitat selection decisions, rather than the resulting distribution of individuals 
across different locations.  
6.5. Chapter 5: a framework for metrics of species distribution model performance 
After the applied case studies of Chapters 2-4, Chapter 5 addressed a more theoretical question in 
climate change ecology: how to measure the match between predicted and observed species 
distributions. In some ways there is no “right” answer to this question, since the desired attributes of 
range shift predictions will depend on their objectives and applications. However, based on my 
literature review of species distribution modelling (SDM) studies, and the conceptual framework I 
developed, it is clear that SDM predictions are not being adequately assessed for the purposes to 
which they are applied. Chapter 5 showed that the key weaknesses of current studies are (a) the 
numerical accuracy of predictions is not considered, such that only their ability to place locations in 
rank order of relative suitability is assessed; and (b) the performance metrics used often produce 
binary (“present or absent”) predictions, which produce misleading conclusions when the presence 
or absence of the species in question is not certain. Given the extremely widespread application of 
SDMs to forecast species responses to climate change, appropriate validation of predictions is of 
paramount importance for developing reliable conclusions (Guisan and Zimmermann 2000, Peterson 
et al. 2011). My hope is therefore that this work will improve the accuracy of SDM predictions under 
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climate change by encouraging researchers to use more informative performance metrics, such as 
Akaike’s Information Criterion (Burnham and Anderson 2002).  
Accounting for spatial autocorrelation represents an important next step for SDM performance 
evaluation. Spatial autocorrelation is ubiquitous in species’ distributions, because dispersal between 
neighbouring locations couples patterns of occupancy at those locations (Dormann 2007, Beale et al. 
2008b, Beale et al. 2010). For example, if a metapopulation model is used to predict colonisation or 
extinction in two neighbouring patches, the colonisation or extinction of one patch will alter the 
chance of colonisation of another (Hanski 1998), these patches do not provide entirely independent 
tests of model fit. Some efforts have already been made to account for spatial autocorrelation in 
SDM performance assessment. For example, spatial autocorrelation functions can be used as null 
models to which the performance of an alternative model can be compared (Beale et al. 2008, 
Hijmans 2012). I would argue that explicit incorporation of autocorrelation into the performance of 
any given model – for example, by specifying the non-independence in likelihood functions – might 
offer an alternative assessment method that is not contingent on the choice of null model. 
Nonetheless, the conclusions of this method will still be dependent on the spatial autocorrelation 
structure assumed. This emphasises one of the most important messages from Chapter 5: SDM 
performance is relative, not absolute. It makes little sense to compare performance among datasets, 
and, contrary to current practice, there is no particular value of performance at which predictive 
power can be said to be “good”. Moving away from this “holy grail” of absolute performance values 
will promote more informative assessments of SDM predictive ability (Chapter 5).  
One of the most concerning issues for climate-based SDM predictions is that the uncertainty of 
predictions is often ignored, or only given cursory consideration (Chapter 5). It is not widely 
appreciated that the uncertainty of predictions, as well as their mean or best-parameter estimates, 
is contingent on the assumptions of the SDM. It is common in climate change ecology papers to find 
mean predictions for a far-distant future climate scenario (e.g. 2080) that are unaccompanied by any 
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estimate of uncertainty, or acknowledgement that assumptions on which the model has been 
parameterised may not be robust to such long-term projections (Peterson et al. 2011, Araújo and 
Peterson 2012). When biologically-justified, process-based models have been constructed, it has 
frequently become evident that patterns of population spread are extremely difficult to forecast 
accurately, even a few generations in advance (Clark et al. 2001, Clark et al. 2003). In my view, the 
inherent uncertainty in range shifts limits the value of long-term SDM predictions to revealing semi-
qualitative patterns, such as demonstrating that climate change could potentially result in severe 
increases in extinction risk (Thomas et al. 2004). Even in an ideal situation in which a species’ 
relationship with climate is known exactly, long-term predictions are unlikely to provide precise 
forecasts of detailed quantitative patterns, such as the fine-scale spatial distribution of populations 
(Chapters 2-3). Thus, rather than merely searching for the “best” way to predict species’ 
distributions, I would argue that furthering our understanding of the limitations of SDM forecasts 
represents an imperative for climate change ecology.  
6.6. Conclusion 
Developing a holistic understanding of how climate affects ecological processes will improve our 
capacity to anticipate and ameliorate the impacts of climate change on biodiversity. Using the silver-
spotted skipper butterfly Hesperia comma as a model system, this thesis has examined the 
ecological effects of climate at a range of spatial scales, ranging from the distribution of individuals 
among microhabitats (Chapter 4), to the distribution of populations across a landscape (Chapters 2-
3). This work has revealed the important influence of microclimate on the spatiotemporal dynamics 
of range expansion (Chapters 2-3) and habitat use (Chapters 4), provided empirical tests of the 
efficacy of conservation actions in facilitating range shifts (Chapters 2-3), and developed 
understanding of how to assess species distribution forecasts under climate change (Chapter 5). 
These findings have illustrated the complex relationship between species’ distributions and climate, 
showing that global warming can generate varied and multifaceted changes in species’ geographic 
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distributions (Chapter 2) and alter their relationships with habitat (Chapter 4). Nonetheless, whilst 
precise and accurate fine-scale predictions of distribution change may not always be possible 
(Chapter 5), the analyses in Chapters 2 and 3 of this thesis offer encouragement that ecological 
theory and traditional biodiversity conservation approaches, originally developed for relatively static 
distributions, may transfer well to facilitate range shifts under climate change.  
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