We consider a pickup and delivery vehicle routing problem commonly encountered in real-world logistics operations. The problem involves a set of practical complications that have received little attention in the vehicle routing literature. In this problem, there are multiple carriers and multiple vehicle types available to cover a set of pickup and delivery orders, each of which has multiple pickup time windows and multiple delivery time windows. Orders and carrier/vehicle types must satisfy a set of compatibility constraints that specify which orders cannot be covered by which carrier/vehicle types and which orders cannot be shipped together. Order loading and unloading sequence must satisfy the nested precedence constraint that requires that an order cannot be unloaded until all the orders loaded into the truck later than this order are unloaded. Each vehicle trip must satisfy the driver's work rules prescribed by the Department of Transportation which specify legal working hours of a driver. The cost of a trip is determined by several factors including a fixed charge, total mileage, total waiting time, and total layover time of the driver.
We propose column generation based solution approaches to this complex problem. The problem PPDP is formulated as a set partitioning type formulation containing an exponential number of columns. We apply the standard column generation procedure to solve the linear relaxation of this set partitioning type formulation in which the resulting master problem is a linear program and solved very efficiently by an LP solver, while the resulting subproblems are computationally intractable and solved by fast heuristics. An integer solution is obtained by using an IP solver to solve a restricted version of the original set partitioning type formulation that only contains the columns generated in solving the linear relaxation. The approaches are evaluated based on lower bounds obtained by solving the linear relaxation to optimality by using an exact dynamic programming algorithm to solve the subproblems exactly. It is shown that the approaches are capable of generating near-optimal solutions quickly for randomly generated instances with up to 200 orders. For larger randomly generated instances with up to 500 orders, it is shown that computational times required by these approaches are acceptable.
Introduction
Vehicle routing plays a central role in logistics management. A wide variety of vehicle routing problems have been studied in the literature. Different vehicle routing problems address different practical situations but focus on a common problem -the efficient use of a fleet of vehicles that must pick up and/or deliver customer orders. The problem requires one to specify which customers should be covered by each vehicle and at what times so as to minimize total cost subject to a variety of constraints. There are three models that have been studied most widely in the literature. The most basic model is often referred as the capacitated vehicle routing problem (CVRP) which assumes that all the vehicles are homogeneous with the same capacity and located initially at the same depot and customers have no specific service time windows (i.e.
can be covered at any time). A more complicated model is called the vehicle routing problem with time windows (VRPTW) which is an extension of CVRP where customers have time windows within which they must be covered. The most general model is called the pickup and delivery problem (PDP) where a customer order consists of two parts: a pickup at one location and a delivery at another location.
In the past four decades, a tremendous amount of research results on these models have been published. Recent books and survey papers include, among others, Laporte (1992) , Desrosiers et al. (1995) , Fisher (1995) , Savelsbergh and Sol (1995) , Powell et al. (1995), Bramel and Simchi-Levi (1997) , and Crainic and Laporte (1998) . The existing vehicle routing models are useful for various practical applications. However, many important practical issues have not been addressed in these models, as pointed out by Bodin (1990) , "In my opinion, many of the problems described in the literature oversimplify the ones that occur in practice ...", and by Fisher (1995) , "Real vehicle routing problems usually include complications beyond the basic model ...".
In this paper, we consider a practical pickup and delivery problem (PPDP) that is frequently encountered in the real-world logistics operations of client firms of Manugistics, Inc.
The problem involves a set of practical complications that are commonly seen in practice but have received little attention in the vehicle routing literature. In this problem, there are multiple carriers and multiple vehicle types available to cover a set of pickup and delivery orders, each of which has multiple pickup time windows and multiple delivery time windows. Orders and carrier/vehicle types must satisfy a set of compatibility constraints that specify which orders cannot be covered by which carrier/vehicle types and which orders cannot be shipped together.
Order loading and unloading sequences must satisfy the nested precedence constraint that requires that an order cannot be unloaded until all the orders loaded into the truck later than this order are unloaded. Each vehicle trip must satisfy the driver's rules prescribed by the Department of Transportation (DOT) which specify legal working hours of a driver. The cost of a trip is determined by several factors including a fixed charge, total mileage, total waiting time, and total layover time of the driver. The problem is to determine how many vehicles with each vehicle type from each carrier to use, and construct a feasible trip for each vehicle to be used so that all the orders are shipped at a minimum cost.
Most of the complications involved in the problem PPDP such as multiple time windows, compatibility constraints, nested precedence constraints, DOT rules, and complex cost structures have not been addressed in the vehicle routing literature. In all existing models, CVRP, VRPTW, and PDP, each customer has at most one pickup time window and/or one delivery time window, there is no nested precedence constraint for loading and unloading, and the cost of a trip is determined by at most two factors: a fixed charge and total mileage. Furthermore, no existing model has incorporated DOT rules explicitly. Therefore, the problem PPDP to be solved in this paper is more general and more complex than any existing model. The remainder of this paper is organized as follows. In Section 2, we formally describe the problem PPDP and the associated complications. In Section 3, we propose solution approaches that integrate fast heuristics into the optimization framework of the column generation method. The problem PPDP is formulated as a set partitioning type formulation containing an exponential number of columns. We apply the standard column generation procedure to solve the linear relaxation of this set partitioning type formulation in which the resulting master problem is a linear program which can be solved efficiently by any LP solver while the resulting subproblems are computationally intractable. We propose two fast heuristics to solve the subproblems. An integer solution is obtained by using an IP solver to solve a restricted version of the original set partitioning type formulation that only contains the columns generated in solving the linear relaxation. In Section 4, we show how to get a lower bound of the objective value of the problem PPDP by solving the subproblems involved in the column generation procedure by an exact dynamic programming algorithm. In Section 5, a computational experiment is conducted to evaluate the performance of the approaches developed in Section 3. It is shown that the approaches are capable of generating near-optimal solutions quickly for randomly generated instances with up to 200 orders. For larger instances with up to 500 orders, it is shown that computational times required by these approaches are reasonable.
Finally, we conclude the paper in Section 6.
Problem Description
The problem PPDP can be precisely described as follows. A shipper has a set of N orders at what times, and is feasible with respect to all the constraints described below, including multiple time windows, DOT rules, compatibility constraints, and nested precedence constraints.
The way the cost of a given trip is calculated is also described below.
(i) Multiple Time Windows
Since a location (e.g. plant, warehouse, retail store) has specific working periods, e.g.
9AM to 5PM, Monday through Friday, the pickup or delivery of an order at a location can only take place during its working periods. In addition, an order itself may be associated with specific time intervals within which the shipper wants to have it picked up or delivered. 
-, for i = 1, ..., n j -1
(ii) DOT Rules
The U.S. Department of Transportation has specific rules for drivers of commercial carriers to follow when making a trip. The rules imposes the following three limits on a trip:
(a) The maximum driving time allowed is 10 hours, i.e. after 10 hours of driving on the load, the driver must take a layover of at least 8 hours before he/she can continue the trip. Thus a feasible trip may contain a number of layovers.
(b) The maximum working time allowed is 15 hours, i.e. after the driver has worked (including driving, waiting, and loading/unloading) for 15 hours, the driver must take a layover of at least 8 hours before he/she can continue the trip.
(c) The maximum trip time allowed is 144 hours (i.e. 6 days), i.e. the trip must be completed after 144 hours since the first pickup.
(iii) Compatibility Constraints
Certain compatibility constraints must be satisfied in real-world distribution operations due to physical restrictions and commercial reasons. Here we consider the following two types of compatibility constraints. 
(iv) Nested Precedence Constraints
In order to avoid possible insurance liability and lawsuit due to possible order damage caused by loading/unloading, shippers often impose the restriction that an order cannot be unloaded first and then loaded again for the convenience of unloading other orders. This means that an order once picked up cannot be delivered until all the orders picked up later than it are delivered. This implies that the sequence of deliveries must be in the reverse sequence of pickups.
(v) Cost Structure
In the problem PPDP, it is assumed that a trip by a vehicle starts at the location of the first pickup and ends at the location of the last delivery. Thus the cost of a trip is the total cost incurred from the time of the first pickup to the time of the last delivery. Furthermore, most existing models only consider two cost components: a fixed charge and a variable cost based on total mileage. In practice, waiting time due to time window constraints and layover time due to DOT rules are often a significant portion of the total time of a trip, and are normally incorporated into the total cost of a trip. The cost structure (v) described above is used by many commercial carriers in practice.
It should be noted that due to the complex cost structure and all the constraints involved, the problem PPDP is much more challenging than most existing models. To illustrate this, we compare the problem PPDP to existing models on two aspects as follows.
(a) In most existing models, the cost for traveling directly from one location i to another location j is often fixed as a constant which is normally a function of the mileage between i and j and is independent of the times when these locations are visited. However, in the PPDP problem, besides the mileage between i and j, this cost also depends on the status of the vehicle (e.g. how many hours the vehicle has spent on driving, working, etc.) at the time when location i is visited, and the specific times when i and j are visited. The vehicle status will determine necessary layovers from traveling from i to j due to DOT rules, and the times when i and j are visited will determine waiting times needed due to possible time windows at i and j.
(b) In most existing models, once we decide which orders to be covered in a trip and which route to be used, the optimal schedule (i.e. timing) of the trip can be determined easily by simply letting the vehicle start as early as possible. However, in the PPDP problem, due to the complex cost structure, DOT rules, and multiple time windows involved, it is not necessarily optimal to start a vehicle as early as possible. We conjecture that this trip scheduling problem alone in PPDP is already NP-hard.
There is no doubt that our problem PPDP is very difficult to solve. In fact, even simpler vehicle routing models are already among the most difficult class of combinatorial optimization problems to solve. For example, the VRPTW problems with wide time windows still remain a very difficult challenge. Current fastest algorithms can find optimal solutions for VRPTW instances with tight time windows with up to 100 customers (Fisher et al. 1997 , Desrochers et al. 1992 . Problems with wide time windows and a larger size are still considered computationally challenging if optimal solutions are expected.
Solution Approaches
Many solution methods have appeared for vehicle routing problems: simple heuristics, local search heuristics, and optimization methods. In general, heuristics can solve problems with larger scales in less computation times than optimization methods. For example, the recent progress in metaheuristics such as tabu search, simulated annealing, and genetic algorithms (Gendreau et al. 1997 , Golden et al. 1998 can solve vehicle routing problems with wide time windows with nearly 500 customers. However, as pointed out by Fisher (1995) , heuristics usually lack robustness and their performance is very much problem dependent. Fisher states that "It's not uncommon that a heuristic developed for a particular geographic region of a company's operation will perform poorly in another region served by the same company". Then he continues to state that "My own prediction is that optimization algorithms offer the best promise for achieving robustness".
Given the enormous complexity of the problem PPDP, it is not realistic to apply pure optimization methods. Instead, we focus on algorithms that can not only be as robust as optimization methods but also are capable of finding good solutions within acceptable computation time. We develop hybrid approaches that integrate fast heuristics into the optimization framework of the column generation method (e.g. Barnhart et al. 1998 , Wolsey 1998 ). The column generation framework is used to achieve robustness over different parameter scenarios of the problem, and the fast heuristics are used to speed up the computation.
Column generation based approaches have been proven successful in solving vehicle routing problems (e.g. Desrochers et al. 1992, Savelsbergh and Sol 1998) and other combinatorial optimization problems such as, among others, airline crew scheduling (Hoffman and Padberg 1993) , cutting stock problems (Vance et al. 1994) , graph coloring (Mehrotra and Trick 1996) , and machine scheduling (Chen and Powell 1999 ).
This section is organized as follows. The general framework of our solution approaches is described in Section 3.1. In this framework, the problem PPDP is formulated as a set partitioning type formulation which contains an exponential number of columns and is not practical to solve it directly. We first solve its linear relaxation by the standard column generation procedure, and then get an integer solution for a restricted version of the original set partitioning type formulation that only contains the columns generated in solving the linear relaxation. In Sections 3.2 and 3.3, we propose two fast heuristics for solving the subproblems resulted from the column generation procedure in solving the linear relaxation of the set partitioning type problem.
The General Framework
To formulate the problem PPDP mathematically, we define the parameters S kh , S, f s , and e sj , and binary integer variables x s as follows: is the set of all feasible single-vehicle trips
The PPDP problem can be formulated as the following set partitioning type problem:
In this formulation, the objective (1) is to minimize the total cost of covering the orders.
Constraint (2) ensures that each order is covered. Constraint (3) represents that there are a total of V kh vehicles available with vehicle type h and carrier k .
We note that the real-world complications involved in the PPDP problem (i.e. multiple time windows, DOT rules, compatibility constraints, nested precedence constraints) are not explicitly shown in [SP] . Instead, all these complications are imbedded in the columns of the formulation, which correspond to single-vehicle trips. The advantage of this is that all the complexity can be handled locally at the level of individual vehicles.
Since the number of columns in [SP] is equal to the number of feasible single-vehicle trips, i.e. |S|, which is exponentially large, it is impractical to solve this formulation directly.
Instead, we solve a restricted version of this problem, denoted as [SP'], which only contains a small subset of columns. This subset of columns are generated by solving the linear relaxation of
[SP], denoted as [LSP] , using the standard column generation procedure designed for large-scale linear programs by Dantzig and Wolfe (1960) . In summary, the following is the framework of our approaches.
General Approach:
Step 1: Solve the linear relaxation [LSP] by the column generation procedure. Let S' denote the set of all the columns (i.e. feasible trips) generated in this procedure, where S'⊂ S.
Step 2 
Column Generation for Solving [LSP]:
Step 1: Generate an initial set of columns. Set up an initial restricted master problem of [LSP] with the initial set of columns.
Step 2: Solve the current master problem. Get the optimal dual variable values. Let π j and σ kh be the dual variable values corresponding to index j of the constraint (2), and index kh of the constraint (3) in [SP] . Then the reduced cost of a column x s corresponding to trip s∈S kh is given by the following formula:
Subproblem kh, which corresponds to carrier k∈d and vehicle type h∈G, is the problem of finding a single-vehicle trip s∈S kh for a vehicle with carrier k and vehicle type h such that its reduced cost r s is minimum.
Step 3: Solve the subproblem for each carrier k∈d and vehicle type h∈G. If no trip s∈S is found with a negative reduced cost, stop; the problem [LSP] is solved already. Otherwise, add the columns corresponding to the trips generated with most negative reduced cost to the master problem, go to Step 2.
The master problem involved in the above procedure is a linear program and solved by the LP solver of CPLEX. However, since the subproblems contain all the complications of the PPDP problem and are NP-hard, it is unlikely that any exact solution algorithm is capable of solving these subproblems of a large size efficiently. We will propose two fast heuristics called MERGE and TWO-PHASE respectively to solve these subproblems in Sections 3.2 and 3.3.
We will also describe how the initial set of columns are generated there. Note that the solution of
[LSP] obtained in the above procedure by applying these heuristics may not be optimal.
Heuristic MERGE
In the column generation procedure for [LSP] described in Section 3.1, the purpose of solving the subproblems in Step 3 is to check if there are trips with a negative reduced cost that have not been generated. So, solving the subproblems amounts to finding new trips with a negative reduced cost. The basic idea of this heuristic is to generate new trips with a negative reduced cost by merging existing trips. In each iteration of the column generation procedure, once we solve the current master problem in Step 2, we generate new trips by merging pairs of existing trips corresponding to the basic variables of the solution of the current master problem (i.e. the columns in the basis). Once a pre-specified number of new trips with a negative reduced cost are generated, then we stop and add these columns to the master problem and go back to
Step 2 to start the next iteration.
We are motivated by the following observation that a new trip generated by merging two existing trips in the basis is very likely to have a negative reduced cost. Consider two trips in the basis of the solution of the current master problem, u and v, corresponding to the same carrier k and same vehicle type h, i.e. u, v∈S kh . Since they are in the basis, their reduced costs are both 0,
Now we merge these two trips u and v into one trip w to be covered by vehicle type h and carrier k such that w contains all the orders in u and v. If the trips u and v contain distinct orders, then the reduced cost of w is
If the merging is done appropriately, it is very likely that the cost of the merged trip w will be less than the total cost of the two separate trips u and v, i.e. f w < f u + f v . It is easy to see that σ kh is always non-positive. Thus it is very likely that r w <0.
Before we describe the heuristic, we need to define the following notation. Let = {s(1), The following is the general procedure of this heuristic which is used to generate a prespecified number of new trips with a negative reduced cost after a master problem is solved in the column generation procedure for [LSP] .
MERGE:
Step 0: Let the set of new trips already generated be C = ∅.
Step 1: Pick two trips s(u) and s(v) from the set such that (i) they have not been merged so far,
Step 2 Step 3: (v) . If the new trip has a negative reduced cost, then let C = C ∪{τ 2 }.
Step 4: If the number of trips in C has already reached a pre-specified number, stop. Otherwise, go to Step 1.
In the heuristic, every two trips in the basis are tried for merging until a sufficient number of new trips with a negative reduced cost are generated. Since the number of rows in [LSP] is N+KH, there are at most N+KH trips in the basis and at most (N+KH)(N+KH-1)/2 pairs of trips are tried for merging. The subroutine GENERATE to be described in the following is to find a trip with a negative reduced cost that covers all the orders in R by a specific carrier and vehicle type.
In order to generate a trip for the orders in R, one needs to specify a sequence for visiting the pickup and delivery locations of the orders involved and a time for visiting each location.
The procedure GENERATE consists of two parts: (i) routing -to find a sequence for visiting the pickup and delivery locations of the orders in R, (ii) scheduling -to determine when to visit each location once the visiting sequence is fixed. In this procedure, we will search O(|R| 2 )
possible sequences, and for each sequence we will find a near-optimal schedule through another subroutine SCHEDULE. Without loss of generality, we assume that there are g orders in R (i.e. g = |R|) which are indexed as 1, 2, ..., g, and are to be covered by carrier k and vehicle type h.
Recall that in Section 2 we denote the pickup and delivery location of an order j by j + and j -respectively. We use the same notation here.
GENERATE:
Step 0: Set up an initial sequence ρ for covering the orders in R in which the nested precedence constraints, the order/order compatibility constraints, and the vehicle capacity constraint are satisfied. Let the best sequence generated so far be η = ρ, and the best feasible trip generated so far be τ = ∅.
Step 1: Loop over j from 1 to g. For each j, do the following (i) Remove order j (both j + and j -) from η.
(ii) Insert order j (both j + and j -) back in η. Try every possible insertion such that the resulting sequence satisfies the nested precedence constraints and order/order compatibility constraints.
For each resulting sequence θ, if it is feasible with respect to the capacity constraint of the vehicle, then find a schedule by calling the subroutine SCHEDULE.
(iii) Let ξ denote the best feasible trip generated in (ii). If ξ ≠ ∅, let τ = ξ, and η be the sequence of ξ. Increase j by 1 and repeat (i), (ii) and (iii).
Step 2: Repeat Step 1 for a pre-specified number of times. Return the best feasible trip generated so far τ to MERGE.
SCHEDULE:
Step 0: Based on the time windows of the first location visited in the sequence θ, get the earliest and latest possible times, t e and t l , at which this location can be visited. Let ∆ be a time period of 30 minutes. Let I = (t l -t e )/∆.
Step 1: Loop over i from 0 to I. For each i, schedule θ by visiting the first location at time t e +i∆.
Once this time is fixed, the schedule for the entire trip can be determined uniquely by following the DOT rules. If the trip is feasible, the cost of the trip can be determined as well. The feasible schedule with the lowest cost is returned from this subroutine to GENERATE.
We note that, in
Step 0 of the procedure GENERATE, there are many ways to set up an initial sequence ρ for covering orders in R = O s(u) ∪O s (v) . We find that the following way works well and is thus implemented in our computational experiment. Initially, let ρ = s(u). Then we expand ρ by inserting one order from O s(v) at a time until all orders in O s (v) are inserted in ρ. For each order j∈O s(v) , j + and j -are inserted in arbitrary positions in ρ such that the nested precedence constraints, the order/order compatibility constraints, and the vehicle capacity constraint are satisfied. If this fails to find an initial sequence ρ which satisfies the nested precedence constraints, the order/order compatibility constraints, and the vehicle capacity constraint, then we simply terminate GENERATE, and try another pair of trips to merge in MERGE.
In part (ii) of Step 1 of the procedure GENERATE, there can be at most O(g 2 ) possible ways for inserting order j back in η that satisfy the nested precedence constraints. sequences are examined in Step 1 of GENERATE. The time required by the subroutine SCHEDULE for finding a schedule for a given sequence depends on the time windows of the first location in the sequence. In general, the difference between the latest and earliest times at which a location can be visited varies from 20 to 30 hours. Since it is sufficiently precise to treat 30 minutes as one time unit in practice, we thus assume that each time unit in this paper corresponds to 30 minutes. This means that about 40 to 60 possible schedules are examined for each sequence in the subroutine SCHEDULE.
In order to make the column generation procedure for [LSP] work well in conjunction with heuristic MERGE, we implement two algorithmic tactics as follows. The first tactic we use is that we generate a set of trips that cover only one order as the initial columns in the initial master problem. With such initial trips, new trips with more orders will be generated by the heuristic through merging trips with fewer orders in the course of the column generation procedure. The second tactic we use is that every several (e.g. 10) iterations of the column generation procedure for [LSP], we try to generate some new trips by simply reassign a compatible vehicle type and a carrier to each existing trip in the basis. Since different carriers and vehicles may have different cost rates, a trip generated this way may have a different reduced cost than the original trip. If it has a negative reduced cost, then it is added to the master problem. This tactic is used as a remedy to the following possible inadequacy in the MERGE heuristic. In this heuristic, whenever two trips are merged into a new single trip, to save computational time, only the vehicle types and carriers involved in the two original trips are considered for the new trip.
Heuristic TWO-PHASE
The basic idea of this heuristic is to generate new trips with a negative reduced cost by modifying existing trips with a zero reduced cost. In each iteration of the column generation procedure described in Section 3.1, once the current master problem is solved, each trip in the basis has a zero reduced cost. If such a trip is modified appropriately, it is likely to get new trips with a negative reduced cost. Given a trip from the basis of the current master problem, the heuristic modifies it in two phases. In the first phase, some orders which are not covered by the trip are selected based on some rule and inserted into the trip. In the second phase, some orders in the trip generated in the first phase are selected based on a similar rule and deleted from the trip. The rule used to select an order for insertion or deletion is a greedy strategy based on the cost for inserting or deleting the order and the dual variable value of the order.
The details of the heuristic are described in the following. The notation used here follows the one defined in Section 3.2.
TWO-PHASE:
Step 1: Pick a trip s(u) from the set of the B trips in the basis of the current master problem = {s(1), s(2), ..., s(B)}. Relax the capacity of the vehicle that covers trip s(u) to 1.5Q h(u) , and relax the DOT rule on the maximum trip time such that the maximum trip time allowed is 1.5×144 = 216 hours. Let s = s(u).
Step Step 3 Step 4: If the number of trips in C has already reached a pre-specified number, stop. Otherwise, go to Step 1.
In order to make the column generation procedure for [LSP] work well in conjunction with heuristic TWO-PHASE, the two algorithmic tactics described in the end of Section 3.2 are also implemented here.
Getting a Lower Bound
In this section, we propose a dynamic programming algorithm for solving the subproblems to optimality. The objective value of [LSP] obtained by applying this DP algorithm to the subproblems is thus a lower bound of the PPDP problem. This lower bound will be used in Section 5 to evaluate the performance of the approaches developed in Section 3.
Recall that there are a total of KH subproblems, one for each combination of carrier k and vehicle type h, for k = 1, 2, ..., K and h = 1, 2, ..., H. Subproblem kh is to find a single-vehicle trip s∈S kh for a vehicle with carrier k and vehicle type h such that the reduced cost of the trip r s given by Eq. (5) is minimum. For a given subproblem, Subproblem kh, if there are single-vehicle trips for carrier k and vehicle type h with a negative reduced cost, the DP algorithm is capable of finding a set of such trips; otherwise, the DP algorithm is capable of verifying that there are no such trips.
The DP algorithm is a labeling-based algorithm generalized from the well-known Dijkstra's algorithm for the shortest path problem. In the Dijkstra's algorithm, one-dimensional labels are used and each node keeps exactly one label throughout the procedure, where a label represents the distance of the shortest path found so far from the origin to the corresponding node of the label. In our DP algorithm, we use multi-dimensional labels, each representing the status of an underlying trip that includes all necessary factors that distinguish this trip from other trips, and each node is associated with a set of labels, each of which is not dominated by any of the other labels. The framework of our algorithm is similar to the DP algorithm used by Desrochers and Soumis (1988) for solving the shortest path problem with time windows (SPPTW) and the DP algorithm used by Dumas et al. (1991) for their subproblems resulted in a column generation approach for a pickup and delivery problem. Major operations involved in each iteration of our algorithm and the existing ones include:
(i) Finding a permanent label, which selects an existing label that will not be dominated by any labels to be generated in later iterations;
(ii) Scanning a label, which tries to extend the trip corresponding to the label to include one more node;
(iii) Eliminating labels, which is to eliminate the labels of a node that are dominated by a label of the node.
However, due to the complex structure of the PPDP problem, our subproblems are more general than the SPPTW problem and the subproblems studied by Dumas et al. (1991) . Thus our DP algorithm involves higher-dimensional labels, and more complex algorithmic details. In the following, we first define labels used in our algorithm in Section 4.1 and then present the algorithm in Section 4.2.
Definition of label (T, RD, RW, RT, SE, RC)
For ease of presentation, we assume that we are trying to solve a particular subproblem, We assume that there is an arc between every pair of nodes in O .
In the algorithm, a set of labels will be generated for each node of the network. A label of a node j∈O corresponds to a partial trip where node j is visited last, and is a six-dimensional vector (T, RD, RW, RT, SE, RC) representing the status of the trip. Each component of a label is described as follows:
(i) T -It denotes that the partial trip corresponding to the label is going to leave node j at time T.
This means that the associated operation at node j, either a pickup if j∈O + or a delivery if j∈O -, is completed at time T.
(ii) RD, RW and RT -By DOT rules, a driver must take a layover of 8 hours if he/she has driven continuously for 10 hours, or has worked continuously for 15 hours. The components RD and RW represent respectively the remaining driving time and remaining working time of the driver before he/she has to take a layover based on the schedule of the partial trip corresponding to the label. The component RT represents the remaining trip time, i.e. after at most RT units of time the partial trip corresponding to the label must terminate. 
The DP Algorithm
Before presenting the algorithm, we first define a dominance relation between labels.
This dominance relation will be used in the algorithm to eliminate some labels without losing optimality.
two distinct labels of a node j∈O. We say that L 1 dominates L 2 if they satisfy the following two conditions:
(ii) RT 1 ≥ RT 2 and RC 1 ≤ RC 2 , and at least one of these two inequalities is strict.
Given two labels of a node L 1 and L 2 , if L 1 dominates L 2 , then L 2 can be deleted without affecting the optimality. The reason is as follows. Let Γ i , for i = 1, 2, be the set of all the feasible trips extended from the partial trip corresponding to label L i . It can be seen that for any trip s 2 ∈Γ 2 , there is a trip s 1 ∈Γ 1 such that the reduced cost of s 1 is no more than that of s 2 . This means that it is not necessary to consider the trips in Γ 2 in order to find a trip with a minimum reduced cost. Thus, in the algorithm, for each node, we only keep distinct labels that are not dominated by any other label of the node.
We note that, due to the complex constraints such as DOT rules and nested precedence, it is unlikely that there exists a dominance relation stronger than the one stated here. Given two
, no dominance relation between these labels can be drawn in general.
Dynamic Programming Algorithm:
Step0: (Initialization) For each pickup node j + ∈O + , create a set of initial labels n j+ , one corresponding to each possible departure time at node j, as follows: 
Let the set of new trips already generated be C = ∅.
Step 1: (Finding a Permanent Label)
Let n be the set of all the existing labels of all the nodes. Pick a label L = (T, RD, RW, RT, SE, RC) with the smallest T value from n. Let the node corresponding to this label be node j∈O and the order corresponding to node j be order k∈ (i.e. j = k + if j is a pickup node, or j = k -if j is a delivery node).
Step 2:
To scan label L, there are two cases to consider as follows:
Case ( Case (ii): If SE is not empty, let g be the last order in SE, i.e SE = (ρ, g) for some sequence ρ which could be empty. Let Ω be the set of candidate orders that can be picked up next without violating the vehicle capacity constraint and the compatibility constraints, i.e.
Execute both Steps 2.1 and 2.2.
Step 2 from label L will not be feasible. In this case, delete label L and all the labels originated from L from n j , and go to Step 1.
Step 2 Step 3: Let n = n \ {L}. If n = ∅, then stop. Otherwise go to Step 1.
In this algorithm, in the worst case, each possible label will be scanned, and scanning a label requires a computational time proportional to the total number of labels. Thus, in the worst case, the algorithm could take as much as O(Z 2 ) time, where Z denotes the maximum possible number of labels the problem could have. As can be seen, due to the high dimension of labels and the fact that there could involve a very large number of possible sequences associated with the component "SE" in a label, Z could be very large even in small-scale problems. Thus it is not practical to use this algorithm to solve problems in practice, and this algorithm is designed in this paper only for testing purpose. It is used in the next section to evaluate the performance of the heuristics proposed in Section 3.
Computational Results
Our algorithms are coded in C language and tested on a PC with a Pentium III 450Mhz
processor. We use the LP solver of CPLEX (Version 6.5) to solve linear programs involved in each iteration of the column generation, and the IP solver of CPLEX to solve the restricted set partitioning type problem [SP'] in the end of the column generation.
Configuration of Test Problems
Since the PDP problem we study in this paper is motivated by real-world situations, the configuration of test problems needs to capture major characteristics commonly encountered in
practice. Test problems we use are thus mainly based on the real data obtained from several client firms of Manugistics. Due to commercial confidentiality, we are not allowed to report the real data sets here. For this reason, we do not use the real data directly. Instead, we generate random data sets that have a structure similar to the real data. Our data sets are generated as follows. All the parameters generated, if fractional, are rounded to closest integers.
(a) Numbers of orders
Two classes of problems are tested: (i) medium problems where the number of orders N varies from 50 to 200; (ii) large problems where the number of orders N ranges from 300 to 500.
(b) Locations
For each order, the pickup and delivery locations are uniformly distributed in a square, which may have one of the following sizes: 800 by 800 miles, 1200 by 1200 miles, and 1600 by 1600 miles.
(c) Time windows
For each order j, the number of pickup time windows m j , and number of delivery time windows n j , are drawn independently and uniformly from {1, 2, 3, 4}. In all the test problems we use, each unit of time corresponds to 30 minutes in reality, and the time horizon is 288 time units (i.e. 6 days, as allowed by DOT rules as the maximum trip time In the most practical problems we have seen, a shipper typically has alliance relations with several carriers and hence there are always a sufficient number of vehicles available for the shipper to use. In such situations, r is small (close to 1) and Constraint (3) is loose. The reason we also consider the cases with relatively large r (r = 2, 3) is that our computational tests show that problems with a larger r tend to be more difficult. We want our test problems to reflect a wider set of situations than those we have seen in practice.
(e) Cost rates
Each carrier k has different cost rates for each vehicle type h, and they are randomly generated in the following way:
(i) Fixed cost F kh is uniformly drawn from [180, 270] (ii) Mileage rates α kh are uniformly distributed in [1, 1.5]
(iii) Waiting cost β kh and layover cost γ kh are both generated uniformly from [8, 12] (f) Vehicles' capacities and orders' weights For each vehicle type h, the capacity Q h is generated uniformly from [4000, 6000]. For each problem, a capacity-weight ratio ω is picked uniformly from [4, 13] , and the weight w j of each order j is drawn uniformly from the interval [4000/ω, 6000/ω].
(g) Compatibility
Each vehicle type h has a random set h of compatible orders, and each order j also has a random set j of compatible orders. For each vehicle type h and order j, we assume that the probability that they are compatible is 0.95. Similarly, for each pair of orders i and j, we assume that the probability that they are compatible is 0.95.
Computational Results
For many medium problems (with no more than 200 orders), we are able to get lower bounds by applying the dynamic programming algorithm of Section 4 to the subproblems.
Hence, for these problems, we evaluate our heuristics MERGE and TWO-PHASE against the lower bounds. However, for large problems (with 300 or more orders), the dynamic programming algorithm would require an excessively large amount of memory and CPU time, which is beyond the capability of our computer facility. Hence, for large problems, no lower bounds are available, and we only compare the two heuristics against each other.
Among all the parameters of a test problem, we found that the computational time needed by every algorithm tested mainly depends on the number of orders and the size of the geographical square in which the pickup and delivery locations are distributed. Therefore, we report test results mainly based on these two factors.
The results for medium problems are shown in Table 1 , where the first column represents the number of orders in a test problem, and the second column the size of the geographical square. For each combination of "number of orders" and "square size" (i.e. each row in Table 1 ), 20 instances are randomly generated following the configuration described in Section 5.1. For each test problem, we get the lower bound Z(DP) by applying the dynamic programming algorithm to subproblems, and the objective values from heuristics MERGE and TWO-PHASE. Table 2 are based on the following definition of relative gap: % 100 ) PHASE TWO (
As in the test corresponding to Table 1 , for each combination of "number of orders" and "square size" in Table 2 , 20 instances are randomly generated following the configuration described in Section 5.1. The results in each row of Table 2 are based on the corresponding 20 test problems.
Based on the results in Tables 1 and 2 , we can make the following conclusions.
(i) Both heuristics MERGE and TWO-PHASE spend more time on problems with more orders and a smaller geographical region. Hence, it may be concluded that problems with more orders and a smaller geographical region are in general more difficult to solve. This is probably because in problems with more orders and a smaller geographical region, orders are located more closely and hence there are more feasible trips that can be generated, which makes it more time consuming in the column generation procedure.
(ii) Both the performance of MERGE and that of TWO-PHASE are satisfactory and stable over all the test problems for that we are able to get a lower bound. As shown in Table 1 , most problems are solved by both heuristics within 5% of optimality gap. The maximum gap by MERGE is less than 10%, while that by TWO-PHASE is within 7%. Since their performance is quite stable over different sizes of medium problems, it is likely that these heuristics will perform equally well for large problems.
(iii) Both MERGE and TWO-PHASE are capable of solving problems with up to 500 orders within reasonable computational time. For most test problems, MERGE is faster than TWO-PHASE, while the latter generates better solutions.
Conclusions
In this paper, we have presented a pickup and delivery problem which involves a set of practical issues such as multiple time windows, heterogeneous vehicle types, DOT rules, nested precedence constraints, and compatibility constraints. These issues are commonly seen in realworld logistics operations, but have received little attention in the literature. We have designed hybrid approaches that combine the well-known column generation methodology with fast heuristics for the subproblems resulted in the column generation procedure. Based on test problems generated randomly following real-world problem characteristics, our heuristics MERGE and TWO-PHASE are shown to be capable of finding near-optimal solutions quickly for problems with up to 200 orders. Furthermore, it is shown that our algorithms can handle problems with up to 500 orders within acceptable computational time. 
