This paper presents new simulation results for the power deposition from the electron cloud in the beam screen of the Large Hadron Collider (LHC). We pay particular attention to the sensitivity of the results to certain low-energy parameters of the secondary electron (SE) emission. Most of these parameters, which constitute an input to the simulation program, are extracted from recent measurements at CERN and SLAC.
INTRODUCTION.
In the LHC, the synchrotron radiation will lead to a large number of photoelectrons from the beam screen wall. These photoelectrons will be accelerated by the electric field of the beam, and may create secondary electrons upon hitting the chamber walls, which may be accelerated in turn by successive bunches. Under conditions where the motion of the secondary electrons are generated in phase with the bunch passages, and if the secondary electron yield (SEY) on the surface on average exceeds unity, the resultant electron cloud may increase significantly during few bunch passages, and may ultimately cause undesired effects such as a large heat load on the wall, vacuum pressure increase, and e-p coupling leading, possibly, to beam instability. Since the total heat load budget for the cryogenic system is 1 W/m, the power deposited on the beam screen by the electrons is a main concern for the LHC. The electron cloud in the LHC has been extensively studied for the last four years [ 1, 2] . In this paper we present updated simulation results obtained with the electron-cloud effect (ECE) code that has been developed at LBNL over the past five years [3]. We are particularly interested in reproducing and understanding results obtained at CERN [4] within the context of our model for the SEY.
When an electron hits the wall, it generates secondary electrons with an energy distribution that is not well determined experimentally. The details of this emitted-electron energy distribution are important for the development of the electron cloud. In this paper, we investigate the sensitivity of the power deposited on the beam screen to several parameters of the model for the SE energy distribution. We follow as much as possible a fit to experimental data on the SEY obtained from recent bench measurements at SLAC. Furthermore, we discuss the effects of the SEY at very low incident electron energy, a parameter that is difficult to measure, and that is currently under study. 
PHYSICAL MODEL

Sources of electrons
In this article we consider the dominant sources of electrons in the LHC, namely: photoelectrons arising from the synchrotron radiation hitting the walls of the vacuum chamber, and secondary emission from electrons hitting the walls. Although our code accommodates other sources of electrons, such as residual gas ionization, we have turned them off for the purposes of this article. Table 1 . For the purpose of these simulations, we represent the corresponding emitted-electron energy spectrum d6/dE (E = emitted secondary energy) by two different models: (1) a half-Gaussian secondary spectrum, and (2) a full fit to the data. The half-Gaussian model is implemented in our code by adjusting the single-electron energy distribution functions in such a way that d6/dE is a Gaussian in E centered at E = 0 with 5 eV rms spread and restricted, of course, to E 2 0. The full-fit model is described elsewhere [3,6]. It is implemented by adjusting parameters such that dG/dE and &(EO) fit the measured data of copper [7] . A sample is shown in Fig. 1 for EO = 300 eV.
As a variant to the full-fit model, we have also switched off the contributions of the rediffused and the elastically reflected electrons, thereby keeping only the true-secondary 0-7803-7 191-7/01/$10.00 02001 IEEE. component. The value of the SEY at incident electron energies 5 10 eV is an important parameter since it determines the accumulation rate and the electron cloud intensity itself. With this motivation we have repeated our simulations under the assumption S(0) = 0.6, as an additional variant of the full-fit model. 
Simulation Model
In our simulation we assume the LHC proton beam to be composed of identical, evenly-spaced, proton bunches with population Np = 1.05 x 10l1 separated by rg. We assume that the bunch density is a 3D Gaussian distribution with rms sizes cz, cv, cz. We simulate the passage of the beam either in a dipole or in a field-free (FF) section in the arcs. We make the approximation that the vacuum chamber is made of a perfectly-conducting copper pipe of elliptical cross-section with semi-axes (a, b). The electron generation by photons hitting the wall is represented by the product of two parameters, Y' x N,, where Y' is the effective photoelectric yield per penetrated photon, and N7 is the number of photons hitting the wall of the chamber whose energy is above 4 eV, per bunch passage. We assume that the time distribution of the generated photoelectrons is proportional to the instantaneous bunch intensity.
The scrubbing of the surface due to continued photon and/or electron bombardment leads to a conditioning effect [8-101 that is responsible for a decrease of 6 , , .
We assume the initial value to be S , , = 1.9, while S , , = 1.1 represents the value after conditioning. Other electron emission parameters have been shown to be affected by the conditioning process. In our calculations we assume that both Y' and E, , decrease under the combined effect of particle and radiation bombardment [9] concomittantly with d, , , as specified in Table 1 .
The photoelectrons are simulated by macroparticles. The secondary electron mechanism adds to these a variable number of macroparticles, generated stochastically according to the SEY model described above. The bunch is divided into slices, so that the macroparticles experience Nk kicks during the bunch passage. We typically choose the full separation between the head kick and the tail kick to be 5ez. We also divide the empty buckets into Ng intermediate steps. The space-charge force is calculated and applied at each slice during the bunch passage, and each step in the empty gap. The image forces of both protons and electrons are taken into account, assuming a perfectly conducting wall. In all results presented here, the proton beam is assumed to be a static distribution of given charge and shape moving on its nominal closed orbit, while the electrons are treated fully dynamically. Typical parameter values used in the simulations are shown in Table 1 .
RESULTS AND DISCUSSION
The build-up of the electron cloud in a dipole section during the passage of the beam is shown in Fig. 3 . The electrons gradually increase in number during successive bunch passages until, owing to the space-charge forces, a balance is reached between emitted and absorbed electrons. The estimated average number of electrons in a dipole vacuum chamber is 7 x 10" in the case of S , , = 1.9. The power deposited by the electrons hitting the wall on the beam screen in an LHC arc is shown in Table 2 , both for a field-free region (FF) and for a dipole magnet section.
The simulated heat load computed with the half-Gaussian model is in very good agreement with the CEFW results [4] . With the full-fit model, the estimated heat load increases by a factor N 4 relative to the half-Gaussian model. A comparison between the two models considered here is shown in Fig. 4 . We conclude from this comparison that, in the case of LHC, the rediffused and elasticallyreflected electrons introduced with this model contribute 9 - for the SEY at low energy, the simulated heat load is significantly larger than for S(0) = 0.1, as seen in Table 2 . If we truncate the full-fit model by leaving out the rediffused and elastically reflected electrons and retaining only the truesecondary component of the spectrum, the heat load in a dipole is 3.2 W/m for S(0) = 0.1 and 6-= 1.9, as opposed to 8.69 W/m for the full model. These results indicate a strong sensitivity to details of the SEY at low energy that calls for further experimental and theoretical investigations.
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