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В статье алãоритмичесêи стрóêтóрирован процесс проеêтирования êонверãентной êомпьютерной инфрастрóêтóры 
аêадемичесêоãо óчреждения. Поêазаны варианты построения от сверхбюджетноãо эêономичноãо решения до полно-
масштабноãо развёрнóтоãо с использованием облачных технолоãий. Построена модель êомплеêса óправления óêазан-
ной инфрастрóêтóрой – базовый êомпьютерный телеêоммóниêационный óзел. 
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Введение 
Орãанизация мóльтисервисноãо пространства 
в êампóсных и êорпоративных сетях – основа 
проеêтирования êомпьютерных сетей (ÊС) 
óчреждений аêадемичесêоãо типа. Разнопла-
новость специфиêи работы наóчных отделов и 
подразделений ãенерирóет наãрóзêó опорной 
части ÊС аêадемичесêоãо êампóса с высоêой 
степенью вероятности êоллизий и понижения 
общей пропóсêной способности [1]. Поэтап-
ная êонстрóêция сетевой стрóêтóры, óдовле-
творяющей пользовательсêим óсловиям, 
требóет орãанизацию этапа предварительноãо 
планирования, óчитывающеãо специфиêó êа-
ждоãо этапа реализации, êонтроля состояния 
трафиêа и стабильность сервисноãо облаêа [2]. 
Постановка задачи 
В статье поставлена задача построения архи-
теêтóрноãо решения ÊС, поддерживающей ши-
роêий спеêтр протоêолов приêладноãо óров-
ня сетевой модели, ãолосовой и видео связи, 
в   óчреждениях, базирóющихся на типовой 
стрóêтóре НАН и МОН Óêраины. Посêольêó 
набор стандартноãо оборóдования, обеспечи-
вающеãо базовый набор приêладных прото-
êолов стандартноãо интернет-стеêа, зачастóю 
не соответствóет необходимомó потенциалó, 
предлаãается первичная систематизация вари-
антов êомпоновêи опорной сетевой инфра-
стрóêтóры. 
Методическая последовательность 
формирования инфраструктуры 
кампусной КС 
Процесс построения ÊС аêадемичесêоãо óч-
реждения соãласóется с постепенным óслож-
нением задач, по мере создания лоêальных се-
тей подразделений и объединения в общóю 
административно-хозяйственнóю стрóêтóрó 
поддержêи наóчных отделов и создания об-
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щей среды поддержêи наóчно-исследователь-
сêоãо процесса обмена, обработêи и хранения 
данных [3]. 
Вопрос óнифиêации êоммóниêаций с це-
лью эêономии средств, а таêже óдобства их 
эêсплóатации и администрирования составля-
ет êонцепцию мóльтисервисных сетей (МСС), 
êонверãентных êоммóниêаций [4, 5], облач-
ных стрóêтóр. 
Соãласно нормативной базе НАН и МОН, а 
таêже на основе анализа орãанизации прямоãо 
подчинения óêазанным стрóêтóрам – Междó-
народноãо наóчно-óчебноãо центра информа-
ционных технолоãий и систем [6], составлена 
базовая схема взаимодействия подразделений 
аêадемичесêой инфрастрóêтóрой (рис. 1). 
Схема на рис. 1 ориентирована на обеспече-
ние подразделений и аппарата óправления óс-
ловиями сетевоãо êомпьютерноãо взаимодей-
ствия. Построение административной лоãиêи 
данноãо представления делает очевидным не-
обходимость создания óправляющей сетевой 
проãраммно-аппаратной стрóêтóры, осóществ-
ляющей óправление и поддержêó фóнêциони-
рования схемы в целом – базовый êомпьютер-
ный телеêоммóниêационный óзел (БÊТÓ). 
Здесь же определяется стрóêтóризация основ-
ноãо фóнêциональноãо набора БÊТÓ: 
 сеêтор базовоãо проãраммноãо обеспече-
ния (ПО) и системноãо администрирования; 
 сеêтор сетевоãо обслóживания, óправле-
ния и êонтроля; 
 сеêтор слóжб VoIp. 
Более подробно с óчетом сетевых êомпонент 
рассматриваемая стрóêтóра приведена на рис. 2. 
Опираясь на схемó рис. 2, можно просле-
дить, êаê подразделения специальноãо пред-
назначения ãенерирóют необходимость орãа-
низации поддержêи соответствóющеãо набора 
протоêолов и проãраммноãо обеспечения на 
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 Рис. 1 
Орãанизация êонверãентной êампóсной êомпьютерной среды аêадемичесêоãо óчреждения 
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приêладном óровне. Реализóемый спеêтр про-
ãрамм и протоêолов обрабатывается, распре-
деляется, фильтрóется на óровне опорной сети 
телеêоммóниêационной инфрастрóêтóры óч-
реждения, обеспечивая мóльтисервисность и 
формирóя стрóêтóрó óправляющеãо êомплеêса 
– БÊТÓ [7]. 
Наращивание и êомбинирование со слóж-
бами VoIp-сервисной стрóêтóры, орãанизация 
поддержêи óслóã БÊТÓ позволяют ãоворить о 
создании êонверãентной среды в êорпоратив-
ной êампóсной ÊС. 
С точêи зрения пользователя, МСС и êонвер-
ãентные решения выãлядят очень похожими. 
При этом термин êонверãентные сети остает-
ся в достаточной степени понятием философ-
сêим, таê êаê нет чётêих êритериев, позволяю-
щих определить, является ли сеть êонверãент-
ной. Точнее можно определить насêольêо 
êонверãентна сеть или возможность повыше-
ния óровня êонверãенции в данной сети. В 
данном слóчае нельзя рассматривать êаêой-то 
один сеãмент физичесêой сети; êонверãентная 
сеть – понятие сêорее виртóальное, чем физи-
чесêое, хотя и предóсматривает наличие спе-
циализированноãо оборóдования и ПО [8, 9]. 
Мóльтисервисные сети êаê средство орãа-
низации единообразных êоммóниêаций при-
званы отвечать следóющим требованиям: 
 наличие единоãо транспортноãо óровня, 
обеспечивающеãо передачó всех предóсмотрен-
ных форматов данных; 
 обеспечение соответствóющеãо êачества 
(QoS) для типов данных, требовательных ê 
задержêам (например, IP-телефония); 
 возможность óправления всеми потоêами 
данных в рамêах единой системы óправления 
или êонсоли. 
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Таêой подход позволяет создать óстойчивóю 
инфрастрóêтóрó и передавать по ней различ-
ные типы данных, и поэтомó использóется се-
ãодня êаê во мноãих êорпоративных сетях, таê 
и мноãими телеêоммóниêационными провай-
дерами во всем мире. Основное преимóщество 
мóльтисервисных сетей для мноãих потреби-
телей – возможность передачи данных на базе 
êаналов телефонной связи, имеющихся ó 
мноãих телеêоммóниêационных провайдеров. 
Соответственно, появляется возможность по-
высить êоличество сервисов, использóя име-
ющóюся инфрастрóêтóрó и не производя при 
этом вложений в ее модернизацию. 
Встречный процесс – интеãрация дополни-
тельных óслóã в сóществóющие сети передачи 
данных. Таêим образом, мóльтисервисные 
сети остаются и бóдóт оставаться востребо-
ванными для работы в рамêах фиêсированной 
инфрастрóêтóры типа êампóс, особенно если 
она отличается невысоêой пропóсêной спо-
собностью. 
Êонверãентные сети в отличие от мóльти-
сервисных не решают таêих задач, êаê эêоно-
мия полосы пропóсêания в чистом виде, что 
связано с постоянно растóщей динамиêой 
сêоростей технолоãий построения лоêальных 
вычислительных сетей (ЛВС), дешевеющих 
 Рис. 3 
Орãанизация êонверãентной êампóсной êомпьютерной среды аêадемичесêоãо óчреждения 
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тарифов на передачó данных. Êонечно, в рам-
êах êонверãентной сети таêже возможна эêо-
номия трафиêа, изменение êачества передачи 
тоãо же ãолоса, но это óже не первоочередная 
задача, и ее решение зависит от êачества рабо-
ты приложений. 
Основные требования, êоторые выдвиãают-
ся перед êонверãентными сетями, – это воз-
можность оперативно дополнить или изме-
нить сервисы, действóющие внóтри сети, а 
таêже обеспечить пользователю возможность 
óнифицированноãо достóпа ê сервисам неза-
висимо от еãо ãеоãрафичесêоãо местоположе-
ния, использóемоãо оборóдования и способа 
подêлючения ê сети, при óсловии достаточ-
ной пропóсêной способности êанала [9]. 
Поэтомó, понятие êонверãентности можно 
рассматривать применительно ê любым аппа-
ратно-проãраммным платформам, êоторые 
обеспечивают единообразный достóп ê раз-
личным приложениями и сервисам. 
Отметим, что реализация опыта взаимодей-
ствия пользовательсêой очереди ÊС с различ-
ными системами общения и набором мóльти-
сервисных сетей (МСС), êонверãентные êом-
мóниêации не тольêо делают работó сотрóд-
ниêов óдобнее, но и позволяют значительно 
снизить затраты на êоммóниêации в рамêах 
óчреждения. 
Таêим образом, на основе анализа фóнê-
ционирования мóльтисервисноãо набора, реа-
лизóемоãо в опорной части ÊС, сформирован 
êомплеêс БÊТÓ, разработана методиêа орãа-
низации системы óправления êонверãентноãо 
базовым êомпьютерным телеêоммóниêаци-
онным óзлом êорпоративной сети óчреждения 
аêадемичесêоãо типа (рис. 3). 
В êачестве инфрастрóêтóры передачи дан-
ных для êонверãентных êоммóниêаций ис-
пользóется та же мноãоóровневая модель ор-
ãанизации сети, êаê и в слóчае МСС. Исполь-
зование современных протоêолов дает воз-
можность полóчить информацию о хараêте-
ристиêе  сеанса  передачи  данных óже при еãо 
инициации. Поэтомó в сетях с интеллеêтóаль-
ным óправлением может быть реализована 
система êоординации êоммóниêаций, óчиты-
вающая потребности приложений в пропóсê-
ной способности, требования QoS и SLA, что 
может быть аêтóально не тольêо для êампóс-
ных ÊС, но и для сетей óровня телеêоммóни-
êационных провайдеров. Таêим образом, 
êонверãентная сеть может в  реальном време-
ни модифицировать свое состояние, отдавая 
приоритет определённомó сервисó, либо под-
бирая для этоãо потоêа данных оптимальные 
параметры êачества и óчитывая хараêтеристи-
êи сети передачи данных, а таêже серверной 
инфрастрóêтóры. 
Рассматриваемые ÊС требóют обеспечения 
безопасности, êоторая должна быть реализо-
вана сразó на несêольêих óровнях. Если пред-
ставлять сеть êаê совоêóпность средств, рабо-
тающих на различных óровнях, то защита тре-
бóется на êаждом из них, начиная с нижнеãо 
транспортноãо óровня и заêанчивая сервера-
ми приложений. 
Заключение 
В современной эêономичесêой обстановêе 
создание оптимизированных вычислительных 
систем – определяющая возможность сóщест-
вования óчреждений аêадемичесêоãо сеêто-
ра [10]. Созданный проãраммно-техничесêий 
êомплеêс óправления БÊТÓ позволяет осóще-
ствлять ãибêое перераспределение вычисли-
тельной мощности серверных станций в зави-
симости от наãрóзêи теêóщей обработêи за-
просов. Внедрено эêономичное бюджетное 
решение адаптации облачных платформ 
óправления ãипервизорами виртóальных сер-
верных блоêов. 
Технолоãия óправления вычислительными 
мощностями совмещена с балансировêой 
сетевых ресóрсов – внóтренней и внешней 
динамичесêой маршрóтизацией, реализóемой 
протоêолами стандартноãо стеêа. 
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ORGANIZATION OF THE CONVERGED CAMPUS COMPUTER  
ENVIRONMENT AT THE ACADEMIC INSTITUTION 
Introduction. The issue of the multi-service space organization on campus and corporate networks are fundamental in the 
design computer networks (CN) at the institutions of the academic type. The diversity of the scientific departments and 
divisions specific work generate a load of the support part of the CN at the academic campus with a high degree of 
probability of collisions and lowering of the total throughput ability. A phased network design that satisfies user require-
ments involves the organization of the stage preliminary planning, taking into account the specificity of each stage 
implementation, monitoring the status of traffic and the stability of the service clouds. 
Purpose. In the resulted material the task of the architectural solution supporting construction of a wide range of the 
network model protocols level, voice and video communication, in institutions based on the standard structure of NAS 
and MES of Ukraine. Since the standard equipment that provides a basic set of application protocols of the standard 
Internet-stack, often does not correspond necessary potential, the primary systematization is proposed options for linking 
the core network infrastructure. 
Methods. The method of step-by-step integration of the additional services into existing data transmission networks 
is used. 
Results. Based on the analysis of the multi service set functioning, implemented in the support part of the KN formed 
a complex of BKTU, developed a methodology for organizing the management system of convergent the basic computer 
telecommunication node of the corporate network institutions of the academic type. 
Conclusion. In the current economic environment, the creation of optimized computer systems are the determining 
the possibility of existing institutions of the academic sector [10]. Created the software and hardware control system of the 
BKTU allows to redistribute the processing power server stations depending on the load of the current processing requests, 
to implement an economical budget decision, to adapt the cloud hyper visor management platforms for virtual server 
units. The technology of managing computing power is combined with balancing network resources - internal and external 
dynamic routing, implemented by the standard stack protocols. 
Keywords: multiservice computer network, convergenta computer network, corporate cloud technologies, academic infrastruc-
ture, campus network. 
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ОРÃАНІЗАЦІЯ ÊОНВЕРÃЕНТНОÃО ÊАМПÓСНОÃО  
ÊОМП'ЮТЕРНОÃО СЕРЕДОВИЩА АÊАДЕМІЧНОЇ ÓСТАНОВИ 
Встóп. Орãанізація мóльтисервісноãо просторó в êампóсних і êорпоративних мережах є основним пи при проеê-
тóванні êомп'ютерних мереж óстанов аêадемічноãо типó. Різноплановість специфіêи роботи наóêових відділів і 
підрозділів ãенерóють навантаження опорної частини êомп’ютерних мереж аêадемічноãо êампóса з висоêим 
стóпенем ймовірності êолізій і зниження заãальної пропóсêної здатності. Поетапна êонстрóêція мережевої стрó-
êтóри, що задовольняє вимоãи êористóвача, потребóє орãанізації етапó попередньоãо планóвання, що враховóє 
специфіêó êожноãо етапó реалізації, êонтролю станó трафіêó і стабільність сервісної хмари. 
Мета. Ó пропонованомó матеріалі поставлено завдання побóдови архітеêтóрноãо рішення êомп’ютерних 
мереж, що підтримóє широêий спеêтр протоêолів приêладноãо рівня мережевої моделі, ãолосовоãо та відеозв'яз-
êó, в óстановах, яêі базóються на типовій стрóêтóрі НАН і МОН Óêраїни. Осêільêи набір стандартноãо óстатêó-
вання, яêе забезпечóє базовий набір приêладних протоêолів стандартноãо інтернет-стеêа, часто не відповідає 
необхідномó потенціалó, пропонóється первинна систематизація варіантів êомпонóвання опорної мережевої 
інфрастрóêтóри. 
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Методи. Виêористано метод поетапної інтеãрації додатêових послóã ó існóючі мережі передачі даних. 
Резóльтат. На основі аналізó фóнêціонóвання мóльтисервісноãо наборó, реалізованоãо в опорній частині 
ÊМ, сформовано базовий êомп’ютерний телеêомóніêаційний вóзол (БÊТВ), розроблено методиêó орãанізації 
системи óправління êонверãентним базовим êомп'ютерним телеêомóніêаційним вóзлом êорпоративної мережі 
óстанови аêадемічноãо типó 
Висновêи. Ó сóчасній еêономічній обстановці створення оптимізованих обчислювальних систем є визнача-
льна можливість існóвання óстанов аêадемічноãо сеêтора. Створений проãрамно-технічний êомплеêс óправлін-
ня БÊТВ дозволяє здійснювати ãнóчêий перерозподіл обчислювальної потóжності серверних станцій в залежно-
сті від навантаження поточної обробêи запитів. Впроваджено еêономічне бюджетне рішення адаптації хмарних 
платформ óправління ãіпервізорами віртóальних серверних блоêів. Технолоãія óправління обчислювальними 
потóжностями поєднана з балансóванням мережевих ресóрсів – внóтрішньою і зовнішньою динамічною марш-
рóтизацією, яêа реалізóється протоêолами стандартноãо стеêа. 
Êлючовi слова: мóльтисервiсна êомп'ютерна мережа, êонверãентна êомп'ютерна мережа, êорпоративнi хмарнi тех-
нолоãiї, аêадемiчна iнфрастрóêтóра, êампóсна мережа. 
