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HIPERBOLIKUS WAVELETEK
ARATO´ MA´TYA´S PROFESSZOR EMLE´KE´RE
SCHIPP FERENC
Az uto´bbi ke´t e´vtizedben a wavelet-transzforma´cio´k sza´mos t´ıpusa´t vezette´k
be e´s alkalmazta´k a matematika, a terme´szet- e´s mu˝szaki tudoma´nyok ku¨lo¨nbo¨zo˝
teru¨letein. Ezek a transzforma´cio´k egyse´ges elvek szerint sza´rmaztathato´k, felhasz-
na´lva az absztrakt harmonikus anal´ızis eszko¨zta´ra´t. Ezen az u´ton, kiindulva az
affin csoportbo´l, eljuthatunk az (affin) wavelet-transzforma´cio´hoz, a Heisenberg-
fe´le csoportbo´l a Ga´bor-transzforma´cio´hoz. Ve´ve a hiperbolikus geometria egy-
beva´go´sa´gi transzforma´cio´it, ezekhez hasonlo´ elvek alkalmaza´sa´val, bevezettu¨k
a hiperbolikus wavelet transzforma´cio´t (HWT-t). A szo´ban forgo´ egybeva´go´sa´gi
transzforma´cio´k a Blaschke-fu¨ggve´nyekkel ı´rhato´k le. Ezek nemcsak a komplex
fu¨ggve´nytanban, hanem az ira´ny´ıta´selme´letben is kitu¨ntetett szerepet ja´tszanak.
Ennek alapja´n azt reme´lju¨k, hogy a HWT a jelfeldolgoza´snak e´s a rendszerelme´-
leti alkalmaza´soknak adekva´t eszko¨ze´ve´ va´lhat. Ebben a dolgozatban a´ttekinte´st
nyu´jtunk ne´ha´ny HWT-vel o¨sszefu¨ggo˝ eredme´nyro˝l e´s alkalmaza´sro´l.
Ku¨lo¨n is felh´ıvjuk a figyelmet a magyar matematikusok eredme´nyeire, ame-
lyek jelento˝se´ge az ira´ny´ıta´selme´let e´s a jelfeldolga´za´s teru¨lete´n u´j megvila´g´ıta´sba
keru¨ltek. A trigonometrikus Fourier-sorokra vonatkozo´ Feje´r-fe´le szumma´cio´ a
ha´romszo¨g ablaknak megfelelo˝ jelszu˝re´si elja´ra´ske´nt interpreta´lhato´. Sza´mos,
Riesz Frigyes a´ltal bevezetett fogalom e´s neve´hez fu˝zo˝do˝ eredme´ny alapveto˝ sze-
repet ja´tszik ezekben az alkalmaza´sokban. Ezek ko¨zu¨l a matematikusok ko¨re´ben
jo´l ismert klasszikus eredme´nyein tu´lmeno˝en itt most csak a Hardy-terek faktori-
za´cio´ja´ra, a ro´la elnevezett ba´zis fogalma´ra, valamint a nemnegat´ıv trigonomet-
rikus polinomok elo˝a´ll´ıta´sa´ra vonatkozo´ eredme´nyeire utalunk, amelyek a wav-
elet konstrukcio´k alapveto˝ eszko¨zeive´ va´ltak. A Haar Alfre´dro˝l elnevezett me´rte´k,
amely az absztrakt harmonikus anal´ızis egyik legfontosabb fogalma, a jelfeldolgo-
za´s transzforma´cio´inak le´ıra´sa´ban is ne´lku¨lo¨zhetetlen eszko¨znek bizonyult. A ro´la
elnevezett rendszer, amelyet 1909-ben egy elme´leti proble´ma tiszta´za´sa´ra vezetett
be, napjainkban, mint a legegyszeru˝bb wavelet, va´lt igaza´n jelento˝sse´. Mı´g az
1960-as e´vekben, egyfajta magyar specialita´ske´nt, kiza´ro´lag csak a hazai egyetemi
tanko¨nyvek tesznek eml´ıte´st a Haar-rendszerro˝l, addig manapsa´g szinte minden
jelfeldolgoza´ssal kapcsolatos tanko¨nyv to¨bb fejezetet szentel a rendszernek.
A Haar-rendszerbo˝l kiindulo´ wavelet-transzforma´cio´ mellett a Ga´bor De´nes
a´ltal 1945-ben vizsga´lt (ablakos) Fourier-transzforma´cio´ (azo´ta Ga´bor-transzforma´-
cio´nak nevezett elja´ra´s) bizonyult a jelfeldolgoza´s egyik leghate´kony eszko¨ze´nek.
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Napjainban az MTA SZTAKI-ban Bokor Jo´zsef vezete´se´vel eredme´nyesen alkal-
mazza´k a raciona´lis fu¨ggve´nyrendszereket e´s a hiperbolikus waveleteket az ira´ny´ıta´s-
elme´let e´s a jelfeldolgoza´s proble´ma´inak a megolda´sa´ban. Ezeknek a mo´dszereknek
a felhaszna´la´sa´val b´ıztato´ eredme´nyek szu¨lettek az ELTE Numerikus Anal´ızis Tan-
sze´ken EKG-jelek matematikai modelleze´se´ben.
1. To¨rte´neti a´ttekinte´s
A Fourier-sorok elme´lete´nek kialakula´sa szorosan o¨sszefu¨gg fontos gyakorlati
proble´ma´kkal. Ma´r maga Fourier is egy fizika´bo´l sza´rmazo´ feladat, a ho˝veze-
te´s matematikai le´ıra´sa´ra dolgozta ki mo´dszere´t. A matematika sza´mos fejeze-
te´nek le´trejo¨tte e´s fejlo˝de´se szorosan o¨sszefu¨gg azokkal a ke´rde´sekkel, amelyek a
Fourier-sorok alkalmaza´sa´val kapcsolatban felveto˝dtek. Ezek tiszta´za´sa, Dirichlet
munka´ssa´ga nyoma´n a ma is haszna´lt fu¨ggve´nyfogalom kialakula´sa´hoz vezetett,
Cantort a Fourier-sorok konvergencia halmazaival kapcsolatos vizsga´latai inspi-
ra´lta´k a halmazelme´let megalapoza´sa´ra. Riemann a Fourier-egyu¨tthato´k e´rtel-
meze´se´hez kiterjesztette az integra´l fogalma´t, Lebesgue a ro´la elnevezett integra´l
bevezete´se´vel a Fourier-sorok elme´lete´t gazdag´ıtotta egy ma is ne´lku¨lo¨zhetetlen
eszko¨zzel, amely azuta´n a valo´sz´ınu˝se´gelme´let matematikai megalapoza´sa´ban is
fontos szerepet ja´tszott [3], [54], [66], [78].
Az elso˝, mai szemmel ne´zve is korrekt konvergencia te´tel Dirichlet-to˝l sza´r-
mazik, aki 1829-ben bebizony´ıtotta, hogy a szakaszonke´nt monoton fu¨ggve´nyek
Fourier-sora konvergens. Ma´r 1876-ban Du Bois Reymond munka´ssa´ga re´ve´n
ismert volt, hogy a Fourier-sor 2π szerint periodikus, folytonos fu¨ggve´ny ese-
te´n is lehet divergens. A Fourier-sorok konvergencia´ja´val kapcsolatos proble´ma´k
tiszta´za´sa kapcsa´n u´j fogalmakat e´s mo´dszereket vezettek be, to¨bb u´j fejezettel
gazdag´ıtva a matematika´t. To¨bbek ko¨zo¨tt a hagyoma´nyos, pontonke´nti konver-
gencia helyett az integra´lko¨ze´pben valo´ konvergencia´t, a re´szleto¨sszegek helyett
azok sza´mtani ko¨zepeinek konvergencia´ja´t ve´ve alapul sza´mos proble´ma´ra sikeru¨lt
va´laszt adni. Ezekben Riesz Frigyes e´s Feje´r Lipo´t munka´ssa´ga u´tto¨ro˝ jellegu˝ volt
[66], [78], [86].
1.1. A Haar-rendszer
Ma´r a mu´lt sza´zad eleje´n a trigonometrikus rendszer mellett to¨bb, akkor kisse´
egzotikusnak tu˝no˝ fu¨ggve´nyrendszert vezettek be, amelyek elme´leti e´s gyakorlati
jelento˝se´ge jo´val ke´so˝bb deru¨lt ki. Ezek ko¨zo¨tt is a Haar Alfre´d a´ltal definia´lt
ortonorma´lt rendszer ja´tszik kitu¨ntetett szerepet. Haar a ro´la elnevezett rendszert
doktori e´rtekeze´se´ben vezette be 1909-ben, va´laszt adva Hilbert egy Fourier-sorok
divergencia´ja´val kapcsolatos proble´ma´ja´ra [37]. A Du Bois Reymond-fe´le ellenpe´l-
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da´val o¨sszefu¨gge´sben Hilbert felvetette, hogy le´tezik-e olyan ortonorma´lt rendszer,
amely szerint vett Fourier-sorfejte´s minden folytonos fu¨ggve´nyre mindenu¨tt kon-
vergens? A ke´rde´sre Haar pozit´ıv va´laszt adott, bebizony´ıtva, hogy az azo´ta ro´la
elnevezett (hn, n ∈ N) rendszer szerinti Fourier-sor minden folytonos fu¨ggve´ny
esete´n egyenletesen konvergens. Az elso˝ pillanatra mesterke´ltnek tu˝no˝ rendszer
le´pcso˝s fu¨ggve´nyekbo˝l a´ll, amelyek a
h(x) :=

1 (x ∈ [0, 1/2))
−1 (x ∈ [1/2, 1))
0 (x ∈ [1,∞))
alapfu¨ggve´nybo˝l egyszeru˝ transzforma´cio´kkal (transzla´cio´val e´s dilata´cio´val) sza´r-
maztathato´k:
h0(x) := 1, hm(x) := 2
n/2h(2nx− k)
(x ∈ [0, 1),m := 2n + k, 0 ≤ k < 2n, n ∈ N). (1)
hm (m = 0, 1, . . . , 7) S
H
2nf (n = 2, 3, 4)
A Haar-rendszer ortonorma´lt az L2 := L2[0, 1) Hilbert-te´r szoka´sos skala´ris
szorzata´ra ne´zve e´s az f ∈ L1 := L1[0, 1) fu¨ggve´ny Haar-Fourier-sora´nak
SHmf :=
m−1∑
k=0
〈f, hk〉hk (m ∈ N), 〈f, hk〉 :=
∫ 1
0
f(t)hk(t) dt (k ∈ N)
re´szleto¨sszegei elo˝a´ll´ıthato´k az f fu¨ggve´ny diadikus intervallumokra vett integra´l-
ko¨zepeivel:
(S2nf)(x) = (Enf)(x) :=
1
|I|
∫
I
f(t) dt
(x ∈ I = [k2−n, (k + 1)2−n) ∈ In),
(2)
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ahol In jelo¨li a [0, 1) intervallum 2−n hosszu´sa´gu´ diadikus re´szintarvallumainak
a halmaza´t. Innen ko¨vetkezik, hogy ba´rmely f ∈ L1 fu¨ggve´ny Haar–Fourier-sora
L1-norma´ban e´s m.m. konverga´l az f -hez e´s folytonos fu¨ggve´ny esete´n a konvergen-
cia egyenletes [74],[78]. A Haar-rendszer ezekben a tulajdonsa´gaiban alapveto˝en
ku¨lo¨nbo¨zik a trigonometrikus rendszerto˝l.
Valo´sz´ınu˝se´gelme´leti terminolo´gia´t haszna´lva En a In a´ltal genera´lt σ-algebra´ra
vonatkozo´ felte´teles va´rhato´ e´rte´k, tova´bba´ a (2) egyenlo˝se´g szerint az (S2nf ,
n ∈ N) re´szszleto¨sszegek (regula´ris, diadikus) martinga´lt alkotnak.
A Haar-rendszernek ezek a tuljdonsa´gai szolga´ltak a ba´zisokkal o¨sszefu¨ggo˝ funk-
ciona´lanal´ızisbeli, a martinga´lelme´leti e´s a waveletekkel kapcsolatos vizsga´latok
kiindulo´pontja´ul [14], [17], [54], [74], [82].
A
lim
n→∞
‖f − Enf‖Lp = 0 (f ∈ Lp := Lp[0, 1), 1 ≤ p <∞)
egyszeru˝en igazolhato´ a´ll´ıta´sbo´l ko¨vetkezik, hogy a Haar-rendszer nemcsak az L2
Hilbert-te´rben, hanem az Lp (1 ≤ p <∞) Banach-terekben is ba´zist alkot.
A Haar-sorok felte´tlen (ba´rmely a´trendeze´s melletti) konvergencia´ja´nak vizsga´-
lata´ban fontos szerepet ja´tszik az f fu¨ggve´ny Paley a´ltal bevezetett
Qf :=
(∑
k∈N
|〈f, hk〉hk|2
)1/2
(f ∈ L1)
kvadratikus varia´cio´ja. Paley bebizony´ıtotta, hogy 1 < p <∞ esete´n az f e´s a Qf
Lp-norma´i ekvivalensek:
‖Qf‖Lp ∼ ‖f‖Lp (1 < p <∞).
Ennek alapja´n Marcinkiewicz megmutatta, hogy a Haar-rendszer 1 < p <∞
esete´n felte´tlen (azaz ba´rmely a´trendeze´s mellett is) ba´zis az Lp te´rben [74]. A Haar-
rendszernek ezek a tulajdonsa´gai a 60-as e´vekben, hosszu´ szu¨net uta´n, isme´t ra´-
ira´ny´ıtotta´k a figyelmet a rendszerre. Lengyel e´s szovjet matematikusok munka´s-
sa´ga re´ve´n kideru¨lt, hogy a Haar-rendszer eredme´nyesen alkalmazhato´ a fukciona´l-
anal´ızis fontos proble´ma´inak megolda´sa´ban e´s kitu¨ntetett szerepet ja´tszik a ba´zi-
sok ko¨zo¨tt. Pe´lda´ul to¨bbek ko¨zo¨tt kideru¨lt, hogy Banach-terek egy ta´g oszta´lya´ra
igaz a ko¨vetkezo˝ a´ll´ıta´s: ha a szo´ban forgo´ Banach-te´rben a Haar-rendszer nem
felte´tlen ba´zis, akkor ebben a te´rben felte´tlen ba´zis nem le´tezik. Specia´lisan az L1
te´rben nincs felte´tlen ba´zis. Ezekro˝l az eredme´nyrekro˝l nyu´jt re´szletes a´ttekinte´st
Ciesielski [17] e´s Uljanov [82] 1985-ben a Haar emle´kkonferencia´n tartott elo˝ada´sa
[75].
1.2. A Faber–Schauder-rendszer
Mivel a Haar fu¨ggve´nyek nem folytonosak, aze´rt ezek nem tartoznak a C[0, 1]
fu¨ggve´nyte´rhez. Faber 1910-ben a Haar-fu¨ggve´nyek integra´lja´t ve´ve bevezetett
Alkalmazott Matematikai Lapok (2015)
HIPERBOLIKUS WAVELETEK 5
egy folytonos fu¨ggve´nyekbo˝l a´llo´ rendszert, amely norma´lo´ faktorto´l eltekintve az
(1)-hez hasonlo´ alakban adhato´ meg:
ϕ(x) :=
∫ x
0
h(t) dt, ϕm(x) := ϕ(2
nx− k)
(m = 2n + k, 0 ≤ k < 2n, n, k ∈ N, x ∈ [0,∞)).
(3)
Faber megmutatta, hogy ez a rendszer ba´zis a [0, 1] ve´gpontjaiban eltu˝no˝ folytonos
fu¨ggve´nyek C0[0, 1] tere´n. Ezekhez hozza´ve´ve a konstans fu¨ggve´nyt e´s a 0-ban
eltu˝no˝ linea´ris fu¨ggve´nyt a C[0, 1] te´r egy ba´zisa´t kapjuk. Megjegyezzu¨k, hogy
ezt a ba´zist ke´so˝bb (1927-ben) Schauder u´jra felfedezte, e´s azo´ta ezt a rendszert
az irodalomban Faber–Schauder-fe´le (FS) rendszernek nevezzu¨k. Ez a rendszer
nyilva´n nem ortogona´lis az L2-te´r skala´ris szorzata´ra ne´zve. A
[ϕn, hm] :=
∫ 1
0
ϕn dhm = 0 (m 6= n,m, n ∈ N)
rela´cio´ u´gy interpreta´lhato´, hogy a folytonos fu¨ggve´nyekbo˝l a´llo´ FS-rendszer e´s
a korla´tos va´ltoza´su´ fu¨ggve´nyekbo˝l a´llo´ Haar-rendszer biortogona´lis. Megjegyez-
zu¨k, hogy az f ∈ C0[0, 1] fu¨ggve´ny FS-rendszer szerinti biortogona´lis sorfejte´se´nek
re´szleto¨sszegei interpola´lnak a diadikusan raciona´lis pontokban [74]:
(SFS2n f)(x) :=
2n−1∑
k=0
[f, hk]ϕk(x) = f(x) (x = j2
−n, 0 ≤ j ≤ 2n, n ∈ N).
ϕm (m = 0, 1, . . . , 7) S
FS
2n f (n = 2, 3, 4)
1.3. A Franklin-rendszer
Franklin 1928-ban az FS-rendszerbo˝l kiindulva a Gram–Schmidt-fe´le ortogona-
liza´cio´s elja´ra´ssal bevezetett egy (szakaszonke´nt linea´ris, ma´s szo´val elso˝foku´ spline
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fu¨ggve´nyekbo˝l a´llo´) ortonorma´lt rendszert, amelyro˝l megmutatta, hogy nemcsak
az L2 te´rben, hanem a C[0, 1]-ben is ba´zis [15], [54], [74]. Az FS-fu¨ggve´nyek he-
lyett m-edfoku´ spline fu¨ggve´nyekbo˝l kiindulva Ciesielski [16], [17] sima ortogona´lis
ba´zisoknak egy sze´les oszta´lya´t vezette be. Ezekkel to¨bb, Banach [2] 1932-ben
megjelent ko¨nyve´ben eml´ıtett fontos te´rben sikeru¨lt ba´zist szerkeszteni. Ezek-
ro˝l Ciesielski a [17] o¨sszefoglalo´ dolgozata´ban ad re´szletes a´ttekinte´st. Bockarjev
[5] bebizony´ıtotta a Paley-fe´le egyenlo˝tlense´g megfelelo˝je´t a Franklin-rendszerre,
ko¨vetkeze´ske´ppen kideru¨lt, hogy 1 < p < ∞ esete´n a Franklin-rendszer is felte´t-
len ba´zist alkot az Lp-terekben. Ciesielski, Simon Pe´ter e´s Sjo¨lin megmutatta´k,
hogy a
∑∞
k=0 akhk Haar-sor e´s a
∑∞
k=0 akfk Franklin-sor L
p-norma´ban ekvikon-
vergens, ha 1 < p < ∞, ma´s szo´val a szo´ban forgo´ rendszerek ekvivalens ba´zisok
az Lp (1 < p < ∞) terekben [18] . Ez volt az elso˝ nem trivia´lis pe´lda ekvivalens
ba´zisokra. Ezekro˝l tova´bbi informa´cio´t nyu´jt a [74] ko¨nyv 5. fejezete.
1.4. A Rademacher- e´s a Walsh-rendszer
A mu´lt sza´zad eleje´n a Haar-rendszer mellett ke´t tova´bbi egzotikus rendszert
vezettek be, amelyek szoros kapcsolatban a´llnak a Haar-rendszerrel. Rademacher
1922-ben az
r(x) :=
 1 (x ∈ [0, 1/2))−1 (x ∈ [1/2, 1)) , r(x+ 1) = r(x) (x ≥ 0)
1 szerint periodikus fu¨ggve´nybo˝l kiindulva definia´lta az azo´ta ro´la elnevezett
rn(x) := r(2
nx) (x ∈ [0, 1), n ∈ N)
rendszert, amely a fu¨ggve´nysorok konvergencia proble´ma´inak tiszta´za´sa´ban ja´t-
szott fontos szerepet [1], [74], [78]. Rademacher e´s Kolmogorov megmutatta´k,
hogy a
∑∞
n=0 cnrn Rademacher-sor akkor e´s csak akkor konverga´l majdnem min-
denu¨tt, ha teljesu¨l a
∑∞
n=0 |cn|2 <∞ egyu¨tthato´ felte´tel. A Rademacher-rendszer
hasznos modellnek bizonyult sztochasztikusan fu¨ggetlen fu¨ggve´nyrendszerek vizs-
ga´lata´ban. A fu¨ggetlen valo´sz´ınu˝se´gi va´ltozo´kbo´l alkotott sorok konvergencia´ja´val
kapcsolatos ha´rom-sor te´telnek az eml´ıtett Rademacher–Kolmogorov-fe´le te´tel volt
a kiindulo´ pontja.
1923-ban Walsh olyan 1,−1 e´rte´ku˝ fu¨ggve´nyekbo˝l a´llo´ rendszert vezetett be a
[0, 1) intervallumon, amelyre a t2n(x) := cos(2πnx), t2n+1(x) := sin(2πnx) trigo-
nometrikus rendszerhez hasonlo´an, az n-edik fu¨ggve´ny elo˝jelva´lta´sainak sza´ma n.
A rekurzio´val definia´lt rendszer kezele´se nehe´zkesnek bizonyult.
Paley 1932-ben e´szrevette, hogy a Walsh-rendszer (az eredetito˝l elte´ro˝ sorrend-
ben) a Rademecher-rendszerbo˝l sza´rmaztathato´, ve´ve a Rademacher-fu¨ggve´nyek
o¨sszes lehetse´ges ve´ges szorzata´t. Ezek fel´ıra´sa´hoz, kiindulva az n ∈ N sza´m 2-es
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A Rademacher-rendszer: rn (n = 0, 1, . . . , 7)
Az eredeti Walsh-rendszer a trigonometrikus rendszer elo˝jelva´lta´sait uta´nozza
sza´mrendszerbeli elo˝a´ll´ıta´sa´bo´l, ke´pezzu¨k a
wn :=
∏
nj=1
rj =
∞∏
j=0
r
nj
j , n =
∞∑
j=0
nj2
j ∈ N (nj = 0, 1) (4)
fu¨ggve´nyrendszert, amely sorrendto˝l eltekintve megegyezik a Walsh a´ltal beveze-
tett rendszerrel, e´s w2k = rk (k ∈ N). A (wn, n ∈ N) rendszert Walsh–Paley-
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rendszernek nevezzu¨k e´s egyszeru˝ indextranszforma´cio´val sza´rmaztathato´ az ere-
deti Walsh-rendszerbo˝l [74]. A fenti elo˝a´ll´ıta´sbo´l kiidulva e´s az Alexits Gyo¨rgy [l]
a´ltal bevezetett szo´haszna´lattal e´lve azt mondjuk, hogy a Walsh–Paley-rendszer a
Rademacher-rendszer szorzatrendszere. Tova´bbi, matematikato¨rte´neti vonatkoza´-
sokkal kapcsolatban utalunk a [69] dolgozatra.
A Walsh–Paley-fe´le rendszer
Az rk(x) e´s a wn(x) fu¨ggve´nye´rte´kek ko¨zvetlenu¨l kifejezheto˝k az
x =
∞∑
k=0
xk2
−k−1 ∈ [0, 1), xk = 0, 1
sza´m bina´ris jegyeivel:
rk(x) = (−1)xk , wn(x) = (−1)
∑
∞
k=0 nkxk ,
ko¨vetkeze´ske´ppen ezek a rendszerek hate´konyabban alkalmazhato´k a digita´lis tech-
nika´ban, mint a hagyoma´nyos trigonometrikus rendszer. Ez a leheto˝se´g az 1960-as
e´vekto˝l kezdo˝do˝en felkeltette az a´tviteltechnika´ban dolgozo´ me´rno¨ko¨k figyelme´t,
hozza´ja´rulva a szo´ban forgo´ rendszer elterjede´se´hez. Ezzel kapcsolatban utalunk
Harmuth [38], [39] ko¨nyveire, valamint a [80] interju´ ko¨tetre.
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A Haar- e´s a Walsh-rendszer az[
ankℓ
]2n−1
k,ℓ=0
∈ R2n×2n , ankℓ := 2−n/2wℓ(k2−n)
ortogona´lis ma´trix-transzforma´cio´val a´tviheto˝ egyma´sba:
h2n+k(x) = 2
−n/2rn(x)
n−1∏
j=0
(
1 + rj(k2
−n)rj(x)
)
=
=
2n−1∑
ℓ=0
ankℓw2n+ℓ(x) (0 ≤ k, ℓ < 2n, x ∈ [0, 1)).
A szo´ban forgo´ ha´rom rendszer kapcsolata minta´ul szolga´l jo´l haszna´lhato´ orto-
gona´lis rendszerek szerkeszte´se´re. Nevezetesen a Rademacher-rendszer helyett egy
standartiza´lt martinga´l-differencia sorozatot, a Walsh-rendszer helyett a maringa´l-
differencia sorozat szorzatrendszere´t ve´ve ortogona´lis rendszereknek egy ta´g osz-
ta´lya´t ke´pezhetju¨k. A Haar- e´s a Walsh-rendszer eml´ıtett kapcsolata minta´ul szol-
ga´lhat Haar-t´ıpusu´ rendszerek konstrukcio´ja´hoz, tova´bba´ hate´kony algoritmusok
szerkesztheto˝k a Fourier-egyu¨tthato´k kisza´mı´ta´sa´ra. A [9] dolgozatban raciona´lis
martinga´l differencia´kbo´l szerkesztettu¨nk szorzatrendszereket e´s hate´kony algorit-
musokat a Fourier-anal´ızisre e´s szinte´zisre. Ezekkel a konstrukcio´kkal az 5. feje-
zetben foglalkozunk re´szletesebben.
1.5. Waveletek
AHaar- e´s a Faber–Schauder-rendszer egyetlen fu¨ggve´nybo˝l kiindulva dilata´cio´-
val e´s transzla´cio´val sza´rmaztathato´. A Haar-fu¨ggve´nyek azonban nem folytono-
sak (nincsenek a C[0, 1]-ben), aze´rt sima fu¨ggve´nyek jo´ ko¨zel´ıte´se´re nem alkal-
masak. Ciesielski a Haar-fu¨ggve´nyek to¨bbszo¨ri integra´la´sa´val e´s ortogonaliza´cio´s
elja´ra´ssal a´ll´ıtott elo˝ sima, jo´ approxima´cio´s tulajdonsa´gu´ ortogona´lis rendszereket
[16]. Az 1980-as e´vekto˝l kezdo˝do˝en Y. Meyer, I. Daubechies [20], [53], [54] stb.
munka´ssa´ga nyoma´n egyre to¨bben foglalkoztak
ψn,k(x) = 2
n/2ψ(2nx− k) (x ∈ R, k, n ∈ Z, ψ ∈ L2(R), ‖ψ‖2 = 1)
alaku´ ortonorma´lt rendszerek, u´n. waveletek konstrukcio´ja´val. Ilyen rendsze-
rek szerkeszte´se a Haar-rendszert kive´ve nehe´z feladat, e´s a konstrukcio´ban a ψ
alapfu¨ggve´ny (anyawavelet) helyett annak ψ̂ Fourier-transzforma´cio´ja´bo´l szoka´s
kiindulni. Annak ellene´re, hogy a ψ a´ltala´ban nem adhato´ meg explicit alakban, a
wavelet Fourier-sorok jo´ konvergencia e´s approxima´cio´s tulajdonsa´gokkal rendel-
keznek, a sorfejte´s re´szleto¨sszegeinek magfu¨ggve´nyei jo´l becsu¨lheto˝k, e´s a wavelet
Fourier-egyu¨tthato´k hate´kony algoritmussal sza´mı´thato´k.
Az alkalmaza´sokban ku¨lo¨no¨sen a sima, kompakt tarto´ju´ waveletek bizonyultak
hasznosnak. A ke´t felte´tel egyma´s ellen hat: mine´l ro¨videbb a wavelet tarto´ja,
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anna´l kisebb a simasa´ga´t jellemzo˝ Ho¨lder-kitevo˝. Elterjedten haszna´lja´k a Daube-
chies a´ltal bevezetett, az N = 2, 3, . . . parame´terto˝l fu¨ggo˝ Nψ waveleteket [20].
A Nψ tarto´ja´nak hossza 2N − 1, Ho¨lder-kitevo˝je nagy N esete´n aszimptotikusan
egyenlo˝ 0, 2075 N -nel. A ψ =N ψ u´n. anyawavelet a ϕ =N ϕ ska´la´za´si fu¨ggve´nybo˝l
sza´rmaztathato´:
ψ(x) =
2N−1∑
j=0
(−1)j+1cjϕ(2x+ 2N − j),
ahol a cj egyu¨tthato´k a waveletet meghata´rozo´ sza´mok. A ϕ fu¨ggve´ny kiele´g´ıti a
ϕ(x) =
2N−1∑
j=0
cjϕ(2x− j)
u´n. ska´la´za´si egyenletet, amely alapja´n a ϕ meghata´rozhato´. Az ala´bbi a´bra´kon
N = 2 e´s 6 esete´n szemle´ltetju¨k a Daubechies-fe´le ska´la´za´si fu¨ggve´nyt e´s waveletet.
A Daubechies-fe´le ϕ ska´la´za´si fu¨ggve´ny e´s ψ wavelet: N = 2
Az ortogona´lis wavelet-rendszerek mellett ilyen t´ıpusu´ biortogona´lis rendszer-
eket e´s Riesz-ba´zisokat is haszna´lnak. Ezek ku¨lo¨no¨sen alkalmasak jelek hate´-
kony reprezenta´cio´ja´ra, rekonstrukcio´ja´ra e´s to¨mo¨r´ıte´se´re. Megmutatta´k, hogy a
Franklin-rendszerhez hasonlo´an az ortogona´lis waveletek egy ta´g oszta´lya felte´tlen
ba´zist alkot az Lp-terekben [53].
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A Daubechies-fe´le ska´la´za´si fu¨ggve´ny e´s wavelet: N = 6
1.6. Hardy-terek
Az alkalmaza´sokban az Lp-terek mellett a D := {z ∈ C : |z| < 1} diszken
e´rtelmezett analitikus fu¨ggve´nyek A halmaza e´s az ezekkel o¨sszefu¨ggo˝ Banach-
terek ja´tszanak kitu¨ntetett szerepet. Riesz Frigyes egy 1923-ban ı´rt dolgozata´ban
[67] az f ∈ A fu¨ggve´ny 0 < r < 1 sugaru´ ko¨rre vonatkozo´ leszu˝k´ıte´se´nek ve´ve az
‖fr‖p :=
(
1
2π
∫ 2π
0
|f(reit)|p dt
)1/p
(0 < p <∞)
integra´lko¨zepeit, bevezette azoknak az A-beli fu¨ggve´nyeknek az oszta´lya´t, ame-
lyekre sup0<r<1 ‖fr‖p <∞. Hivatkozva Hardynak egy 1915-ben megjelent dolgo-
zata´ra [40], amelyben Hardy megmutatta, hogy ‖fr‖p az r monoton no¨vo˝ fu¨gg-
ve´nye, Riesz a szo´ban forgo´ fu¨ggve´nyoszta´lyt Hardyro´l nevezte el e´s a Hp szim-
bo´lummal jelo¨lte. A Hp(D) := Hp fu¨ggve´nyoszta´lyon az
‖f‖Hp := sup
0<r<1
‖fr‖p
leke´peze´s norma, ha 1 ≤ p ≤ ∞ e´s kva´zinorma, ha 0 < p < 1, tova´bba´ a Hp te´r
ezekre ne´zve teljes. Ismeretes, hogy f ∈ Hp (p > 0) esete´n m.m. t ∈ R pontban le´-
tezik az f(eit) := limr→1 f(re
it) peremfu¨ggve´ny, tova´bba´ f a T := {z ∈ C : |z| = 1}
peremen az Lp(T) fu¨ggve´nyte´rhez tartozik, e´s ‖f‖Hp = ‖f‖Lp(T) [21], [35], [55],
[86]. A D diszken analitikus e´s ennek leza´ra´sa´n folytonos fu¨ggve´nyek oszta´lya´t
diszk algebra´nak nevezzu¨k e´s az A(D) szimbo´lummal jelo¨lju¨k. A Haar-rendszert a
[0, 1) intervallum helyett a T-n ve´ve, e´s onnan analitikusan kiterjesztve a D-re a
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Hp(D) (1 ≤ p < ∞) tereknek egy ba´zisa´t kapjuk. Banach a [2] monogra´fia´ban
a diszk algebra´t is felsorolta azok ko¨zo¨tt a (szepara´bilis) terek ko¨zo¨tt, amelyekro˝l
nem tudta´k, hogy van-e ba´zisuk. Erre a hosszu´ ideig nyitott ke´rde´sre Bockarev [5]
adott pozit´ıv va´laszt, a Franklin-rendszerbo˝l kiindulva ba´zist szerkesztve az A(D)
te´ren. Ez a konstrukcio´ waveletekre is a´tviheto˝ [53].
1.7. Diszkre´t ido˝invaria´ns rendszerek
A Hardy-tereket nemcsak a komplex fu¨ggve´nytanban e´s a Fourier-sorok elme´-
lete´ben haszna´lja´k sze´lesko¨ru˝en, hanem az 1960 -as e´vek o´ta kideru¨lt, hogy a
Banach-tereknek ez az oszta´lya (elso˝sorban a H2(D) e´s a H∞(D) te´r) az ira´ny´ıta´s-
elme´leti feladatok matematikai modelleze´se´nek e´s az opera´torelme´letnek is adekva´t
eszko¨zei [43], [68], [79].
Az ira´ny´ıta´selme´letben a legegyszeru˝bb diszkre´t rendszerek T : ℓ2 → ℓ2 t´ıpusu´
korla´tos, linea´ris opera´torokkal ı´rhato´k le:
y = T (u)
(
u = (un, n ∈ N), y = (yn, n ∈ N) ∈ ℓ2
)
.
Az u, y ∈ ℓ2 sorozatokat (input, output) jeleknek, az ‖u‖2 := (
∑
n∈N |un|2)1/2
norma´t az u jel energia´ja´nak nevezzu¨k. Az (un, n ∈ N) sorozat n indexe´t disz-
kre´t ido˝ke´nt szoka´s interpreta´lni. Az u´n. diszkre´t, kauza´lis, ido˝invaria´ns (angolul:
discrete linear causal and time invariant (LTI) systems) rendszerek konvolu´cio´s
opera´torokkal ı´rhato´k le:
y = Tau := a ∗ u, yn = (a ∗ u)n := una0 + un−1a1 + · · ·+ u0an (n ∈ N).
Az
u→ U, U(z) :=
∑
n∈N
unz
n (z ∈ D)
leke´peze´s izometrikus izomorfia az ℓ2 e´s a H2(D) Hardy-te´r ko¨zo¨tt. A rendszert
genera´lo´ a sorozatnak megfelelo˝
A(z) :=
∑
n∈N
anz
n (z ∈ D)
fu¨ggve´nyt a Ta rendszer a´tviteli fu¨ggve´nye´nek nevezzu¨k. Az ℓ
2 e´s a H2(D) szo´ban
forgo´ izometria´ja´ban az u→ Tau opera´tornak az a´tviteli fu¨ggve´nnyel valo´ szorza´s
U → AU opera´tora felel meg. Ez uto´bbi H2(D) → H2(D) opera´tor akkor e´s csak
akkor korla´tos, ha A ∈ H∞(D) e´s norma´ja ‖A‖H∞ , azaz
‖Ta‖ℓ2→ℓ2 = ‖A‖H∞ ,
tova´bba´ a Ta → A leke´peze´s izomorfizmus az LTI-rendszerek oszta´lya e´s a H∞(D)
te´r ko¨zo¨tt [43]. Ezek alapja´n nyilva´nvalo´ a Hardy-terek jelento˝se´ge a rendszerelme´-
let matematikai modelleze´se´ben. Innen ko¨vetkezik, hogy ha a rendszereket gene-
ra´lo´ a´tviteli fu¨ggve´nyek H∞-norma´ban ko¨zel vannak egyma´shoz, akkor ugyanazon
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bemenet esete´n a kimenetek is kicsit te´rnek el egyma´sto´l. Ma´s szo´val a szo´ban forgo´
rendszerek ko¨zel´ıte´se´nek proble´ma´ja az a´tviteli fu¨ggve´nyek H∞-norma´ban valo´
approxima´cio´ja´nak ke´rde´se´re vezetheto˝ vissza. Ke´zenfekvo˝ e ce´lbo´l a diszkalgebra
valamely ortogona´lis ba´zisa´t e´s az e szerinti Fourier-sorfejte´s re´szleto¨sszegeit va´lasz-
tani. A proble´ma nehe´zse´ge´t jo´l mutatja, hogy csak 1974-ben Bockarjev [5] mun-
ka´ssa´ga´nak ko¨szo¨nheto˝en deru¨lt ki, hogy az A(D) diszkalgebra´ban le´tezik ilyen
ba´zis. A [6] dolgozatban ezt a ba´zist haszna´ltuk rendszerek ko¨zel´ıte´se´re. Azo´ta
to¨bbek ko¨zo¨tt waveletekkel kapcsolatban is szu¨lettek approxima´cio´s elja´ra´sok a
diszkalgebra´n [53], [73].
A Ta : ℓ
2 → ℓ2 opera´tor unite´r, ma´s szo´val a rendszerre e´rve´nyes az ener-
giamegmarada´s, ha ‖Tau‖ℓ2 = ‖u‖ℓ2 (u ∈ ℓ2). Ez azzal ekvivalens, hogy az A
a´tviteli fu¨ggve´nyre minden U ∈ H2(D) esete´n ‖U‖L2(T) = ‖AU‖L2(T) teljesu¨l.
Innen ko¨vetkezik, hogy a Ta opera´tor akkor e´s csak akkor unite´r, ha az A a´tviteli
fu¨ggve´nye´re fenna´ll a ko¨vetkezo˝:
A ∈ H∞(D), ∣∣A (eit)∣∣ = 1 (m.m. t ∈ [0, 2π)). (5)
Az (5) felte´telnek eleget tevo˝ fu¨ggve´nyeket belso˝ fu¨ggve´nyeknek nevezzu¨k. Ennek
alapja´n azok az LTI-rendszerek, amelyekre e´rve´nyes az energiamegmarada´s to¨rve´-
nye a H∞(D) belso˝ fu¨ggve´nyeivel ı´rhato´k le.
Ko¨nnyen verifika´lhato´, hogy a b ∈ D e´s ǫ ∈ T parame´tereket tartalmazo´
Bb(z) := ǫ
z − b
1− bz (z ∈ C, b = (b, ǫ) ∈ B := D× T)
fu¨ggve´nyek D→ D e´s T→ T bijekcio´k, ko¨vetkeze´ske´ppen belso˝ fu¨ggve´nyek. Ezek
ve´ges szorzatai is nyilva´nvalo´an belso˝ fu¨ggve´nyek.
Az LTI-rendszereket az xn (n ∈ N) visszacsatolt jel beiktata´sa´val gyakran az
xn+1 = pxn + qun
yn = rxn + sun (x0 = 0, n ∈ N)
(6)
rekurzio´val ı´rja´k le, ahol p, q, r, s a rendszer parame´terei. Egyszeru˝ sza´mola´ssal
ado´dik, hogy a (6) rendszer a´tviteli fu¨ggve´nye p = b, q = ǫ(1−|b|2), r = 1, s = −ǫb
esete´n a Bb Blaschke-fu¨ggve´ny.
Blaschke a [4] dolgozata´ban megmutatta, hogy ha a bn ∈ D (n ∈ N) sorozatra
teljesu¨l az azo´ta ro´la elnevezett∑
n∈N
(1− |bn|) <∞
felte´tel, akkor az ǫn := −bn/|bn| (bn 6= 0), ǫn = 1 (bn = 0) va´laszta´s esete´n a
B(z) :=
∞∏
n=0
Bbn(z) (z ∈ D)
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ve´gtelen szorzat a D minden kompakt re´szhalmaza´n egyenletesen konvergens e´s
B ∈ H∞ belso˝ fu¨ggve´ny. A Bb-tBlaschke-fu¨ggve´nynek, a B-t Blaschke-szorzatnak
nevezzu¨k.
A b ∈ D sza´m a Bb fu¨ggve´ny ze´rushelye, a b∗ := 1/b sza´m, a b egye´gko¨rre
vonatkozo´ inverzke´pe (tu¨ko¨rke´pe), a Bb fu¨ggve´ny po´lusa. Innen ko¨vetkezik, hogy
a B Blaschke-szorzatnak pontosan a bn sza´mok a gyo¨kei, me´ghozza´ azzal a multip-
licita´ssal, aha´nyszor a (bk, k ∈ N) sorozatban elo˝fordulnak. Megford´ıtva, ismeretes
[76], hogy ba´rmely f ∈ Hp(D) (p > 0) fu¨ggve´ny ze´rushelyei kiele´g´ıtik a Blaschke-
fe´le felte´telt. Az ezekkel szerkesztett B Blaschke-szorzat tartalmazza az f ze´rus-
helyeit, e´s ezzel az f fel´ırhato´ f = Bg alakban, ahol a g ∈ Hp(D) fu¨ggve´ny nem
tu˝nik el a D-n e´s ‖f‖Hp = ‖g‖Hp . Ez a felbonta´s egy 1 abszolu´t e´rte´ku˝ faktorto´l
eltekintve egye´rtelmu˝ [67]. A tova´bbi re´szleteket illeto˝en Mo´ricz Ferenc [55] kitu˝no˝
magyar nyelvu˝ tanko¨nyve´re utalunk.
1.8. Malmquist–Takenaka-rendszerek
A Blaschke-fu¨ggve´nyeket felhaszna´lva 1925-ben Malmquist [52] e´s Takenaka
[81] egyma´sto´l fu¨ggetlenu¨l bevezette´k raciona´lis fu¨ggve´nyekbo˝l a´llo´ ortogona´lis
rendszereknek egy igen ta´g oszta´lya´t a H2(D) te´ren. Ezeket azo´ta Malmquist–
Takenaka (MT)-rendszereknek nevezzu¨k. Ezek a rendszerek tetszo˝leges bn ∈ D
(n ∈ N) sorozattal genera´lhato´k e´s fel´ırhato´k a ko¨vetkezo˝ explicit alakban:
Φn(z) :=
√
1− |bn|2
1− bnz
n−1∏
k=0
Bbk(z)
(
z ∈ D := D ∪ T, Bbk := B(bk,1), k ∈ N
)
.
Ismeretes, hogy a Blaschke-fe´le felte´tel ellentettje (amit az irodalomban Sza´sz-fe´le
felte´telnek is neveznek [68]) szu¨kse´ges e´s ele´gse´ges ahhoz, hogy az MT-rendszer
teljes legyen a Hp(D) (1 ≤ p < ∞) Hardy-terekben e´s a diszkalgebra´n. Meg-
jegyezzu¨k, hogy a hatva´nyfu¨ggve´nyek (a trigonometrikus fu¨ggve´nyek a T-n) az
MT-rendszerbo˝l az bn = 0 (n ∈ N) va´laszta´ssal kaphato´k. Mı´g a fizikai alkal-
maza´sokban haszna´lt klasszikus ortogona´lis rendszerek [77] (a Jacobi-, Csebisev-,
Laguerre- stb. rendszerek) legfeljebb egy-ke´t parame´tert tartalmaznak, addig az
MT-rendszerekben ve´gtelen sok parame´tert va´laszthatunk meg szabadon. Ez lehe-
to˝ve´ teszi, hogy az adott feladathoz (rendszerhez) bizonyos szempontok szerint
optima´lis parame´tereket va´lasszunk. A rendszerelme´lettel foglalkozo´k az 1960-as
e´vekto˝l kezdo˝do˝en felismerte´k annak az elo˝nye´t, hogy a trigonometrikus rendszer
helyett az egy vagy ke´t parame´tert tartalmazo´ specia´lis MT-rendszereket haszna´l-
ja´k. A bn := b, n ∈ N konstans sorozatnak megfelelo˝
Lbn(z) :=
√
1− |b|2
1− bz B
n
b (z)
(
z ∈ D, n ∈ N)
MT-rendszert diszkre´t Laguerre-rendszernek nevezik. Az elneveze´st az indokolja,
hogy a [0,∞) intervallumon e´rtelmezett, az elme´leti fizika´ban fontos szerepet
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ja´tszo´ Laguerre-fu¨ggve´nyek a diszkre´t Laguerre-rendszerbo˝l Fourier-transzforma´-
cio´val sza´rmaztathato´k. A b2n = b, b2n+1 = b (n ∈ N) specia´lis MT-rendszert
Kautz vezette be LTI-rendszerek reprezenta´cio´ja´ra. Az MT-rendszerek ira´ny´ıta´s-
elme´leti alkalmaza´sairo´l a [43] ko¨nyvben kaphatunk re´szletes a´ttekinte´st. Az MT-
sorfejte´sek diszkretiza´cio´ja´val e´s ezek alkalmaza´saival (to¨bbek ko¨zo¨tt az EKG-
go¨rbe´k egyszeru˝ reprezenta´cio´ja´val) az 5. fejezetben foglalkozunk.
1.9. Martinga´l Hardy-terek
A Hardy-te´r fogalma´nak martinga´lokra valo´ kiterjeszte´se mind a valo´sz´ınu˝se´g-
elme´letben, mind a Fourier-anal´ızisben igen hasznos eszko¨znek bizonyult. Ezek-
ro˝l Weisz Ferenc [84], [85] monogra´fia´ibo´l kaphatunk jo´ a´ttekinte´st. A Hp[0, 1]
(1 ≤ p <∞) diadikus Hardy-te´r norma´ja´t az f∗ := supn |Enf | diadikus maxima´l-
fu¨ggve´ny Lp-norma´ja´val definia´ljuk: ‖f‖Hp[0,1] := ‖f∗‖Lp[0,1] (1 ≤ p < ∞).
Ismeretes, hogy a klasszikus Hardy-terekhez hasonlo´an Hp[0, 1] = Lp[0, 1], ha
1 < p < ∞ e´s H1[0, 1] ⊂ L1[0, 1] valo´di alte´r. A Haar-rendszer ba´zis a H1[0, 1]
diadikus Hardy-te´rben, a Franklin-rendszer ba´zis a H1(T) Hardy-te´rben e´s a ke´t
ba´zis egyma´ssal ekvivalens. Ezeket a ba´zisokat felhaszna´lva egy linea´ris homeo-
morfizmust e´rtelmezhetu¨nk a ke´t te´r ko¨zo¨tt. A ke´t Hardy-te´r tova´bi kapcsolata´t
illeto˝en la´sd me´g a [74] ko¨nyvet.
2. A Blaschke-csoport e´s a hiperbolikus geometria
A Blaschke-fu¨ggve´nyek nemcsak Hardy-te´rbeli fu¨ggve´nyek faktoriza´cio´ja´ban
ja´tszanak fontos szerepet, hanem jo´l haszna´lhato´k a hiperbolikus geometria mo-
delleze´se´re is.
2.1. Mo¨bius- e´s Blaschke-transzforma´cio´k
Jelo¨lje M a Mo¨bius-transzforma´cio´k (a linea´ris to¨rtfu¨ggve´nyek) csoportja´t,
SL(2) := {A ∈ C2×2 : detA = 1} a komplex ke´tdimenzio´s specia´lis linea´ris
csoportot. Az
A =
(
a11 a12
a21 a22
)
→ rA(z) := a11z + a12
a21z + a22
(
z ∈ C := C ∪ {∞})
SL(2) → M leke´peze´s csoport homomorfizmus: rA1A2 = rA1 ◦ rA2 , ahol ◦ a
fu¨ggve´nykompozicio´ mu˝velete´t jelo¨li. Az unite´r ma´trixok SU(2) oszta´lya az SL(2)-
nek egy re´szcsoportja´t alkotja´k. Minden A ∈ SU(2) ma´trix
A =
(
p −q
q p
)
, det A = |p|2 + |q|2 = 1 (p, q ∈ C)
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alaku´, tova´bba´ a QE(x) := |x1|2 + |x2|2 (x = (x1, x2) ∈ C2) (pozit´ıv definit)
kvadratikus alak invaria´ns az SU(2)-beli transzforma´cio´kkal szemben:
QE(Ax) = QE(x) (x ∈ C2, A ∈ SU(2)).
A tova´bbiakban az SL(2) csoport
B =
(
p −q
−q p
)
, det B = |p|2 − |q|2 = 1 (p, q ∈ C)
alaku´ ma´trixaibo´l alkotott re´szcsoportja ja´tszik fontos szerepet. A
QH(x) := |x1|2 − |x2|2 (x = (x1, x2) ∈ C2)
hiperbolikus kvadratikus alak ezekkel a transzforma´cio´kkal szemben invaria´ns:
QH(Bx) = QH(x). Ezzel o¨sszhangban a szo´ban forgo´ re´szcsoportot SH(2)-vel
(ma´sutt a szakirodalomban SU(1, 1)-gyel) szoka´s jelo¨lni [83]. A B → rB homo-
morfizmus az SH(2) elemeit a Blaschke-fu¨ggve´nyekbe viszi a´t:
rB(z) :=
pz − q
qz + p
=
p
p
z − q/p
1− zq/p = ǫ
z − b
1− bz =: Bb(z) (z ∈ C)(
b := q/p ∈ D, ǫ := p
p
∈ T
)
,
ko¨vetkeze´ske´ppen a Blaschke-fu¨ggve´nyek B oszta´lya az M Mo¨biusz-transzforma´-
cio´k egy re´szcsoportja´t alkotja´k. A (B, ◦) csoportot Blaschke-fe´le csoportnak
nevezzu¨k. Az
1− |Bb(z)|2 =
(
1− |z|2) (1− |b|2)∣∣1− bz∣∣2 (z ∈ D, b = (b, ǫ) ∈ B := D× T)
azonossa´gbo´l (la´sd [41]) ko¨vetkezik, hogy b ∈ B esete´n Bb : D→ D, ill. Bb : T→ T
bijekcio´k, tova´bba´ Be (e := (0, 1)) a B egyse´geleme (az identikus leke´peze´s) e´s
Bb−1 (b
−1 := (−bǫ, ǫ)) a Bb leke´peze´s inverze (inverz fu¨ggve´nye). A
BI := {Bb : b = (s, 1), s ∈ (−1, 1)}, BT := {Bb : b = (0, ǫ), ǫ ∈ T}
halmazok a Blaschke-csoport egyparame´teres re´szcsoportjai, amelyek
Bb = B(0,ei(ϕ+θ) ◦B(r,1) ◦B(0,e−iϕ)
(
b := (reiϕ, eiθ) ∈ B)
alapja´n genera´lja´k a Blaschke csoportot: B = BT ◦ BI ◦ BT. A BI-hez tartozo´
fu¨ggve´nyek az I := {z ∈ D : −1 < ℜz < 1,ℑz = 0} halmazt o¨nmaga´ra ke´pezik e´s
az 1 e´s −1 pontokat helyben hagyja´k.
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A Blaschke-leke´peze´s
A D diszk a
ρ(z1, z2) :=
|z1 − z2|
|1− z1z2| = |Bz2(z1)| (z1, z2 ∈ D)
u´n. pszeudohiperbolikus metrika´val teljes metrikus teret alkot, e´s ez a metrika inva-
ria´ns a Blaschke-leke´peze´sekkel szemben:
ρ(Bb(z1), Bb(z2)) = ρ(z1, z2) (z1, z2 ∈ D, b ∈ B). (7)
Ez a
Bb(z1)−Bb(z2)
1−Bb(z1)Bb(z2)
=
z1 − z2
1− z1z2
1− bz2
1− bz2
(z1, z2 ∈ D, b = (b, ǫ) ∈ B)
azonossa´g ko¨vetkezme´nye [22], [41]. A (7) tulajdonsa´g jellemzi a Blaschke-fu¨gg-
ve´nyeket. Nevezetesen, a Schwarz–Pick-lemma szerint minden f ∈ H∞(D),
‖f‖∞ ≤ 1 fu¨ggve´nyre ρ(f(z1), f(z2)) ≤ ρ(z1, z2) (z1, z2 ∈ D), e´s az egyenlo˝se´g
akkor e´s csak akkor a´ll fenn, ha f Blaschke-fu¨ggve´ny [22].
A b→ Bb leke´peze´s egy csoportstruktura´t induka´l a B parame´ter tartoma´nyban,
tova´bba´
z ◦ b = (Bb−1(z), ζηb−1(z)) (ηb(z) := ǫ
1− zb
1− zb , b = (b, ǫ), z = (z, ζ) ∈ B).
Innen nyilva´nvalo´, hogy a (z, b) → z ◦ b−1 csoportmu˝velet folytonos a B te´r
̺2(b1, b2) := |b1 − b2| + |1 − ǫ1ǫ2| (bj = (bj , ǫj) ∈ B) (euklideszi) metrika´ja´ban,
ko¨vetkeze´ske´ppen (B, ◦) loka´lisan kompakt, folytonos csoport.
A Bb : T→ T (b = (reiθ, eiϕ) ∈ B) bijekcio´ a T peremen fel´ırhato´
Bb
(
eit
)
= eiβb(t), βb(t) := ϕ+ θ + γr(t− θ) (t ∈ R) (8)
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alakban, ahol a γr fu¨ggve´ny a Poisson-fe´le magfu¨ggve´ny integra´lfu¨ggve´nye [63]:
γr(t) =
∫ t
0
Pr(τ) dτ = 2arctan(c(r) tan t/2)
(c(r) := (1 + r)/(1− r), r ∈ [0, 1), t ∈ R).
(9)
2.2. Hiperbolikus geometria
A Blaschke-csoport azonos´ıthato´ a Bolyai–Lobacsevszkij-fe´le geometria Poin-
care´-fe´le (PK) ko¨rmodellje´ben az egybeva´go´sa´gi transzforma´cio´k csoportja´val.
A modell egyenesei a I intervallum Blaschke-fu¨ggve´nyek a´ltal le´tes´ıtett ke´pei:
lb := {Bb(I) : b ∈ B}. Ezek egybeesnek a T-t mero˝legesen metszo˝ ko¨ro¨k e´s egyene-
sek D-be eso˝ ı´veivel, ill. szakaszaival. A Bb(1), Bb(−1) ∈ T pontokat az lb egyenes
ve´gtelen ta´voli pontjainak, az I := [s1, s2] ⊂ I intervallumok Bb(I) ke´peit (hiper-
bolikus) szakaszoknak nevezzu¨k. Ko¨nnyen igazolhato´, hogy lb1 = lb2 akkor e´s csak
akkor, ha valamely B ∈ BI fu¨ggve´nyre Bb1 = Bb2 ◦ B teljesu¨l, ko¨vetkeze´ske´ppen
a PK egyeneseinek oszta´lya azonos´ıthato´ a B/BI jobb oldali melle´koszta´lyokkal.
A ρ mellett a
ρ∗(z1, z2) := arth ρ(z1, z2) =
1
2
ln
(
1 + ρ(z1, z2)
1− ρ(z1, z2)
)
(z1, z2 ∈ D)
hiperbolikus metrika ja´tszik kitu¨ntetett szerepet. Bebizony´ıthato´, hogy a ρ∗-ra
vonatkozo´ ha´romszo¨g-egyenlo˝tlense´gben a ρ∗(z1, z2) = ρ
∗(z1, z3)+ρ
∗(z3, z2) egyen-
lo˝se´g akkor e´s csak akkor a´ll fenn, ha z3 a z1, z2 hiperbolikus szakaszon van.
A Bolyai–Lobacsevszkij-fe´le geometria´nak to¨bb egyma´ssal ekvivalens modellje
ismert [19]. A Poincare´-fe´le fe´ls´ık (PS) modell a ko¨rmodellbo˝l a
Υ(z) :=
i− z
i+ z
(
z ∈ C)
Caley-fe´le transzforma´cio´val sza´rmaztathato´. A szo´ban forgo´ bijekcio´ a
C+ := {z ∈ C : ℑz > 0} fe´ls´ıkot a D-re, az R-et a T \ {−i} halmazra ke´pezi e´s
Υ(t) = e2i arctan t ∈ T (t ∈ R) . A Blaschke-fu¨ggve´nyeknek a
B⋄b(z) := Bb(Υ(z)) = ǫ
⋄ z − b⋄
z − b⋄
(
z ∈ C, b⋄ := Υ−1(b), ǫ⋄ = −ǫ1 + b
1 + b
)
fu¨ggve´nyek felelnek meg a fe´ls´ıkon. A fe´ls´ık modell egyenesei a {Υ−1(lb) : b ∈ B}
alakzatok, a valo´s tengelyt mero˝legesen metszo˝ C+-ba eso˝ ko¨r´ıvek, ill. fe´legyenesek,
az egybeva´go´sa´gi transzforma´cio´k a Υ−1 ◦ Bb ◦ Υ (b ∈ B) leke´peze´sekkel ı´rhato´k
le.
A Bolyai–Lobacsevszkij-fe´le geometria Cayley–Klein-fe´le (CK) modellje´ben az
egyenesek az euklideszi egyenesek D-be eso˝ szakaszaival egyenlo˝k. Ezek a Poincare´-
modell egyeneseibo˝l egyszeru˝en sza´rmaztathato´k az lb hiperbolikus egyenesnek
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megfeleltetve a ve´gtelen ta´voli pontjait o¨szeko¨to˝ lb euklideszi szakaszt. Ez a meg-
feleltete´s le´ırhato´ a
ι(z) :=
2z
1 + |z|2
(
z ∈ D)
fu¨ggve´nnyel. Nevezetesen egyszeru˝en igazolhato´, hogy ι : D → D bijekcio´, amely-
nek inverze ι−1(z) = z/(1 +
√
1− |z|2) (z ∈ D), ι(z) = z (z ∈ T), tova´bba´ ι a
PK-modell egyeneseit a CK-modell egyeneseibe viszi a´t, ui. ι : lb → lb bijekcio´.
Az Υ e´s az ι leke´peze´sek egy-egy pszeudohiperbolikus, ill. hiperbolikus metrika´t
induka´lnak a PS-, ill. CK-modellen. Az ala´bbi a´bra´kon a Poincare´-fe´le ko¨r- e´s s´ık
modellben ne´gy-ne´gy egyma´snak megfelelo˝ hiperbolikus egyenest szemle´ltettu¨nk.
Piros sz´ınnel egy-egy K, ill. K ′ ko¨ze´ppontu´ hiperbolikus ko¨rt rajzoltunk fel.
A Bolyai–Lobacsevszkij-fe´le geometria modelljei
3. Wavelet-, Ga´bor- e´s voice-transzforma´cio´
A wavelet-transzforma´cio´ folytonos va´ltozata´nak e´rtelmeze´se´hez, kiindulva egy
ψ ∈ L2(R) alapfu¨ggve´nybo˝l, az u´n. anyawaveletbo˝l, dilata´cio´t e´s transzla´cio´t alkal-
mazva vezessu¨k be a
ψpq(x) =
ψ((x− q)/p)√
p
(x ∈ R, (p, q) ∈ L := (0,∞)× R)
fu¨ggve´nycsala´dot. Ezzel a magfu¨ggve´nnyel ke´pzett
(Wψf)(p, q) := 1√
p
∫
R
f(x)ψ((x− q)/p) dx = 〈f, ψpq〉
(
(p, q) ∈ L, f ∈ L2(R))
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integra´lopera´tort wavelet-transzforma´cio´nak nevezzu¨k. Ismeretes, hogy a ψ-re
vonatkozo´ ele´g a´ltala´nos felte´telek mellett az f fu¨ggve´ny rekonstrua´lhato´ a wavelet-
transzforma´ltja´bo´l e´s e´rve´nyes ra´ az energiamegmarada´st jelento˝ Plancherel-for-
mula megfelelo˝je.
A Wψ transzforma´cio´ra, a trigonometrikus Fourier-transzforma´cio´hoz hason-
lo´an, csoportelme´leti interpreta´cio´ adhato´, kiindulva az R sza´megyenes
ℓa(x) := px+ q (x ∈ R, a = (p, q) ∈ L)
affin leke´peze´seinek L oszta´lya´bo´l [70]. Az L fu¨ggve´nycsala´d za´rt a ◦ fu¨ggve´ny-
kompoz´ıcio´ mu˝velete´re ne´zve, tartalmazza az e := (1, 0)-nak megfelelo˝ ℓe identikus
leke´peze´st, tova´bba´ az a−1 := (p−1,−qp−1) ∈ L elemnek megfelelo˝ L-beli fu¨ggve´ny
az ℓa inverz fu¨ggve´nye: ℓa−1 = ℓ
−1
a . Az (L, ◦) csoportot affin csoportnak nevezzu¨k.
Az L halmazon bevezetve az
a := a1 ◦ a2 := (p1p2, q1 + p1q2) (aj := (pj , qj) ∈ L, j = 1, 2)
csoportmu˝veletet egy, az affin csoporttal izomorf (L, ◦) csoportot kapunk, tova´bba´
ℓa = ℓa1 ◦ ℓa2 . Az L te´r szoka´sos topolo´gia´ja´ban a csoportmu˝veletek folytono-
sak, ko¨vetkeze´ske´ppen (L, ◦) egy (nemkommutat´ıv, loka´lisan kompakt) topologi-
kus csoport.
A wavelet-transzforma´cio´ le´ırhato´ a
Waψ :=
1√
p
ψ ◦ ℓ−1a
(
a = (p, q) ∈ L, ψ ∈ L2(R))
opera´torsereggel:
(Wψf)(a) = 〈f,Waψ〉
(
a = (p, q) ∈ L, f, ψ ∈ L2(R)) . (10)
Egyszeru˝en verifika´lhato´, hogy a Wa : L
2(R) → L2(R) (a ∈ L) opera´torsereg az
(L, ◦) csoport egy unite´r reprezenta´cio´ja az L2(R) te´ren, azaz
i) ‖Waψ‖ = ‖ψ‖, ii) Wa1(Wa1ψ) =Wa1◦a2ψ
(
a, a1, a2 ∈ L, ψ ∈ L2(R)
)
,
tova´bba´ a reprezenta´cio´ folytonos a ko¨vetkezo˝ e´rtelemben: minden ψ ∈ L2(R)
fu¨ggve´nyre
iii) ‖Wanψ −Waψ‖ → 0, ha an → a (n→∞).
Az (L, ◦) helyett ennek az (L0, ◦),L0 := {(2−n, k2−n) : k, n ∈ Z} diszkre´t re´sz-
csoportja´t ve´ve a Haar–Fourier-egyu¨tthato´ a´ltala´nos´ıta´sake´nt a wavelet-transz-
forma´cio´
(Wψf)
(
2−n, k2−n
)
=
√
2n
∫
R
f(x)ψ (2nx− k) dx (k, n ∈ Z)
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diszkre´t va´ltozata´t kapjuk. Utalva az affin csoporttal valo´ kapcsolatra a Wψ
leke´peze´st affin wavelet-transzforma´cio´nak is szoka´s nevezni.
Ez a modell minta´ul szolga´lhat hasznos fu¨ggve´nytranszforma´cio´k szerkeszte´-
se´hez. Az affin csoport helyett egy (G, )˙ loka´lisan kompakt topolo´gikus csoportot
e´s annak egy Vg : H → H (g ∈ G) unite´r reprezenta´cio´ja´t ve´ve a (10)-hez hasonlo´an
e´rtelmezett
(Vψf)(g) := 〈f, Vgψ〉 (g ∈ G, f, ψ ∈ H) (11)
leke´peze´s korla´tos linea´ris opera´tor a H Hilbert-te´rro˝l a G-n e´rtelmezett folyto-
nos, korla´tos fu¨ggve´nyek C(G) tere´re. A Vψ leke´peze´st Feichtinger e´s Gro¨chenig
nyoma´n a (Vg, g ∈ G) reprezenta´cio´ a´ltal genera´lt voice-transzforma´cio´nak nevez-
zu¨k [27], [28]. Akkor mondjuk, hogy a szo´ban forgo´ reprezenta´cio´ irreducibilis, ha
nincs valo´di za´rt invaria´ns altere, azaz ba´rmely ψ ∈ H, ψ 6= θ elemre Vgψ (g ∈ G)
za´rt rendszer a H te´rben. Bebizony´ıthato´, hogy irreducibilis reprezenta´cio´ ese-
te´n a voice-transzforma´cio´ injekt´ıv [42]. Jelo¨lje m a G csoport egy balinvaria´ns
Haar-me´rte´ke´t e´s L2m(G) az m me´rte´k a´ltal genera´lt Hilbert-teret a G csoporton.
Azokat a ψ ∈ H elemeket, amelyekre Vψ(H) ⊂ L2m(G) teljesu¨l, megengedett ele-
meknek nevezzu¨k. A megengedett elemek H0 halmaza su˝ru˝ a H te´rben, tova´bba´
ψ ∈ H0, ψ 6= θ akkor e´s csak akkor, ha Vψψ ∈ L2m(G). Bebizony´ıthato´, hogy van
olyan C : H0 ×H0 → R+ pozit´ıv definit kvadratikus alak, amelyre
〈Vψ1f1,Vψ2f2〉L2m(G) = C(ψ1, ψ2)〈f1, f2〉H (f1, f2 ∈ H, ψ1, ψ2 ∈ H0)
teljesu¨l [36]. Ez a Plancherel-te´tel voice-transzforma´ltra vonatkozo´ analogonja´nak
tekintheto˝. Specia´lisan, ha a G csoport unimodula´ris, azaz minden balinvaria´ns
me´rte´k egyben jobbinvaria´ns is, akkor egy C1 abszolu´t konstanssal fenna´ll a
‖Vψf‖L2m(G) = C1‖ψ‖H‖f‖H (f ∈ H, f ∈ H0)
egyenlo˝se´g, ko¨vetkeze´ske´ppen ‖ψ‖H = 1/C1 va´laszta´s esete´n a voice-transzforma´-
cio´ unite´r [42]. Ez nemcsak azt jelenti, hogy igen a´ltala´nos felte´telek mellett e´rve´-
nyes a Plancherel-te´tel megfelelo˝je, hanem ezzel minden konkre´t esetben a formula
specia´lis alakja´ra is magyara´zatot kapunk, megvila´g´ıtva a G csoport szerepe´t.
A Ga´bor De´nes a´ltal 1946-ban bevezetett transzforma´cio´ is specia´lis voice-
transzforma´cio´ke´nt sza´rmaztathato´, kiindulva a Heisenberg-fe´le csoport egy speci-
a´lis reprezenta´cio´ja´bo´l. Erre utalva a szo´ban forgo´ leke´peze´sre a Ga´bor-transzfor-
ma´cio´ mellett a Weyl–Heisenberg wavelet-transzforma´cio´ elneveze´s is haszna´latos.
Az affin- e´s a Heisenberg-csoport esete´n fel´ırva a Haar-me´rte´ket, jellemezheto˝k
a megengedett fu¨ggve´nyek e´s explicit alakban megadhato´k a Plancherel-formula
megfelelo˝i [42].
4. Hiperbolikus waveletek
A hiperbolikus geometria Poincare´-fe´le modellje´ben az egybeva´go´sa´gi transzfor-
ma´cio´k a (B, ◦) Blaschke-fe´le csoporttal ı´rhato´k le. Az (affin) wavelet-transz-
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forma´cio´ minta´ja´ra a Blaschke-csoport unite´r reprezenta´cio´ival e´rtelmezett voice-
transzforma´cio´kat hiperbolikus wavelet-transzforma´cio´knak nevezzu¨k. A Blaschke-
leke´peze´sek bijekcio´k mind a diszken, mind a to´ruszon. A B0 := {Bb : b ∈ B0},
B0 := {(r, 1) ∈ B : r ∈ I := (−1, 1)} re´szcsoport elemei bijekcio´k az I intervallu-
mon. Jelo¨lju¨k I-vel a D, I, T halmazok ba´rmelyike´t e´s λI -vel a Lebesgue-me´rte´ket
az I halmazon. Legyen tova´bba´ BI = B, ha I ∈ {D,T} e´s BI = B0, ha I = I.
Ekkor a Bb (b ∈ BI) leke´peze´sek bijekcio´k az I halmazon.
Az unite´r reprezenta´cio´ e´rtelmeze´se´hez felhaszna´ljuk az L2λI (I) Hilbert-teret e´s
bevezetju¨k a
V
[s]
b
f := [B′
b−1
]
s/2
f ◦Bb−1
(
f ∈ L2λI (I), b ∈ BI , s ∈ R
)
(12)
leke´peze´seket, ahol B′ a B fu¨ggve´ny deriva´ltja´t jelo¨li [62], [63], [64], [70]. Meg-
mutatjuk, hogy a V
[s]
b
(b ∈ BI) leke´peze´sek homomorfizmusok. Valo´ban, a fenti
defin´ıcio´ e´s a ko¨zvetett fu¨ggve´ny differencia´la´si szaba´lya alapja´n
V
[s]
b1◦b2
f =
[(
B
b
−1
2
◦B
b
−1
1
)′]s/2
f ◦
(
B
b
−1
2
◦B
b
−1
1
)
=
=
[(
B′
b
−1
2
◦B
b
−1
1
)]s/2 [
B′
b
−1
1
]s/2 (
f ◦B
b
−1
2
)
◦B
b
−1
1
=
=
[
B′
b
−1
1
]s/2([(
B′
b
−1
2
)s/2
f ◦B
b
−1
2
])
◦B
b
−1
1
= V
[s]
b1
(
V
[s]
b2
f
)
.
Legyen s(I) az I halmaz dimenzio´ja, azaz s(I) = 1, ha I ∈ {I,T} e´s s(I) = 2, ha
I = D. Megmutatjuk, hogy V
[s(I)]
b
(b ∈ BI) unite´r opera´tor a H = L2λI (I) Hilbert-
te´ren. Valo´ban az I halmazon a w = Bb(z) helyettes´ıte´st alkalmazva e´s a dλI(w) =
= |B′
b
(z)|s(I) dλI(z) transzforma´cio´s formula, valamint a B′b−1(Bb(z))B′b(z) = 1
(z ∈ I) azonossa´g alapja´n∥∥∥V [s(I)]b f∥∥∥2
H
=
∫
I
|B′
b−1
(w)|s(I)|f(Bb−1(w))|2 dλI(w) =
=
∫
I
|B′
b−1
(Bb(z))|s(I)|f(Bb−1(Bb(z)))|2|B′b(z)|s(I) dλI(z) =
=
∫
I
|f(z)|2 dλI(z) = ‖f‖2H .
Az I halmaz analitikus fu¨ggve´nyeibo˝l a´llo´H2(I) := L2λI (I)∩A te´r a L2λI (I) Hilbert-
te´r za´rt altere, amely I = T esete´n a H2(T) Hardy-te´rrel, I = D esete´n a B2(D)
Bergman-te´rrel egyenlo˝. Innen ko¨vetkezik, hogy a szo´ban forgo´ reprezenta´cio´k a
H2(I) te´r ba´rmely ortogona´lis ba´zisa´t ortogona´lis ba´zisba viszik a´t. Specia´lisan
I ∈ {D,T} esete´n az en(z) = zn (z ∈ I, n ∈ N) ortogona´lis ba´zisbo´l az
Lbn(z) :=
(
V
[s(I)]
b
en
)
(z) =
(√
1− |b|2
1− bz
)s(I)
Bnb (z) (b = (b, 1) ∈ BI , z ∈ I, n ∈ N)
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diszkre´t Laguerre-rendszert kapjuk a Hardy-, ill. a Bergman-te´ren. Az L2(I) te´r
Legendre-ba´zisa´ra alkalmazva a szo´ban forgo´ transzforma´cio´kat a b ∈ I parame´-
terto˝l fu¨ggo˝, raciona´lis fu¨ggve´nyekbo˝l a´llo´ ortonorma´lt rendszereknek egy egypa-
rame´teres oszta´lya sza´rmaztathato´.
A (12) unite´r reprezenta´cio´ a´ltal genera´lt
(Vψf)(b) :=
〈
f, V
[s(I)]
b
ψ
〉
I
(
f, ψ ∈ L2λI (I)
)
(13)
voice-transzforma´cio´t hiperbolikus wavelet-transzforma´cio´nak, a V
[s(I)]
b
ψ fu¨ggve´-
nyeket hiperbolikus waveleteknek nevezzu¨k.
Bebizony´ıthato´, hogy I ∈ {D,T} esetben a V [s(I)] reprezenta´cio´ irreducibilis a
H2(I) te´ren, ko¨vetkeze´ske´ppen az a´ltala genera´lt Vψ hiperbolikus wavelet transz-
forma´cio´ injekt´ıv. A [63], [64], [65] dolgozatokban a szo´ban forgo´ esetekben vizs-
ga´ltuk a H2(I) megengedett elemeit e´s megadtuk a Plancherel-formula megfelelo˝it
a hiperbolikus wavelet transzforma´ltra. Pe´lda´ul I = D, azaz a H2(I) = B2(D)
Bergman-te´r esete´n megmutattuk, hogy minden ψ ∈ B2(D) megengedett, tova´bba´
‖Vψf‖L2m(B) = c‖ψ‖B2(D)‖f‖B2(D),
ahol c abszolu´t konstans e´sm a (B, ◦) csoport Haar-me´rte´ke, amely explicit alakban
adhato´ meg.
A [64], [65] dolgozatokban elo˝a´ll´ıtottuk a V
[2]
b
reprezenta´cio´
tmn(b) :=
〈
V
[2]
b
en, em
〉
(m,n ∈ N)
ma´trixa´t az en (n ∈ N) ba´zisban. Ezen az u´ton eljuthatunk az optika´ban e´s
a cornea topogra´fia´ban alapveto˝ szerepet ja´tszo´ Y ℓn(r, ϕ) Zernike-fu¨ggve´nyekhez.
Nevezetesen
tmn
(
reiϕ
)
=
(−1)m√1− r2√
n+m+ 1
Y
|m−n|
min{m,n}(r, ϕ)
(
b =
(
reiϕ, 1
) ∈ B) .
Ennek alapja´n levezetheto˝k a Zernike-fu¨ggve´nyek ismert tulajdonsa´gai, to¨bbek
ko¨zo¨tt az add´ıcio´s ke´pletek. A hiperbolikus wavelet-transzforma´cio´ra vonatkozo´
eredme´nyek kiterjesztheto˝k olyan reprezenta´cio´kra, amelyekben az L2λI (I) terek
helyett a dµI(z) = (1 − |z|2)sdλI(z) (I = D, I) me´rte´k a´ltal genera´lt su´lyo-
zott Hilbert-te´rbo˝l indulunk ki [56],[57],[58],[59]. Diszkre´t hiperbolikus waveletek
konstrukcio´ja´ro´l, ezekkel kapcsolatos multirezolu´cio´ro´l a [29], [30] dolgozatok nyu´j-
tanak betekinte´st. A Zernike-fu¨ggve´nyek diszkretiza´cio´ja´val a [62] dolgozatban
foglalkoztunk. Ezt alkalmaztuk cornea felu¨letek matematikai le´ıra´sa´ban [24], [25],
[26].
Alkalmazott Matematikai Lapok (2015)
24 SCHIPP FERENC
5. Alkalmaza´sok
Ebben a pontban a hiperbolikus wavelet-transzforma´cio´ ne´ha´ny alkalmaza´sa´t
mutatjuk be.
5.1. Po´lusok, saja´te´rte´kek, identifika´cio´
A hiperbolikus wavelet-transzforma´cio´ felhaszna´lhato´ raciona´lis fu¨ggve´nyek
po´lusainak, ma´trixok saja´te´rte´keinek meghata´roza´sa´ra e´s rendszerek identifika´-
cio´ja´ra. Ehhez a H2(T) Hardy-te´r en(z) := zn (n ∈ N, z ∈ C) ba´zisfu¨ggve´nyeivel
ke´pzett Ln := V [1]en hiperbolikus wavelet-transzforma´ltakbo´l (a diszkre´t Laguerre–
Fourier-egyu¨tthato´kbo´l) indulunk ki:
(Lnf)(b) :=
〈
f, V
[1]
b
en
〉
=
〈
f, Lbn
〉
(n ∈ N, b = (b, 1) ∈ B).
A H2(D) elemeihez a D-n analitikus fu¨ggve´nyekbo˝l a´llo´ Lf := (Lnf, n ∈ N) soro-
zatokat rendelve egy to¨bb vonatkoza´sban is jo´l haszna´lhato´ leke´peze´st definia´-
lunk. Pe´lda´ul a szo´ban forgo´ sorozat ℓ2 norma´ja konstans fu¨ggve´ny a diszken:
‖(Lf)(b)‖ℓ2 = ‖f‖H2(D) (b ∈ D). A
(Qnf)(b) :=
(Ln+1f)(b)
(Lnf)(b) (n ∈ N) (14)
nemlinea´ris funkciona´lsorozat felhaszna´lhato´ raciona´lis fu¨ggve´nyek po´lusainak
kisza´mı´ta´sa´hoz. Az elemi raciona´lis fu¨ggve´nyeket ce´lszeru˝ f(z) = 1/(1 − az)n
(z ∈ T, a ∈ D) alakban felvenni, ahol az a ∈ D parame´ter az f fu¨ggve´ny a∗ = 1/a
po´lusa´nak az egyse´gko¨rre vonatkozo´ tu¨ko¨rke´pe. Ennek alapja´n az a parame´tert
az f elemi raciona´lis fu¨ggve´ny n-edrendu˝ inverzpo´lusa´nak nevezzu¨k. Ismeretes,
hogy minden valo´di raciona´lis fu¨ggve´ny elo˝a´ll´ıthato´ elemi raciona´lis fu¨ggve´nyek
linea´ris kombina´cio´jake´nt. Soumelidis e´szrevette, hogy n = 1 esete´n a (14) sorozat
a´llando´, amelynek abszolu´t e´rte´ke az a, b ∈ D pontok r = ρ(a, b) pszeudohiper-
bolikus ta´volsa´ga´val egyenlo˝, ko¨vetkeze´ske´ppen az a ∈ D pont a b ko¨ze´ppontu´, r
sugaru´ hiperbolikus ko¨ro¨n van. Ha f olyan valo´di raciona´lis fu¨ggve´ny, amelynek
ai (i = 1, 2, . . . , N) inverzpo´lusai D-be esnek, akkor kive´teles b ∈ D pontokto´l el-
tekintve le´tezik a (14) sorozat hata´re´rte´ke. Ez a tulajdonsa´g felhaszna´lhato´ az ai
inverzpo´lusok kisza´mı´ta´sa´ra. Ezt szemle´ltettu¨k az ala´bbi a´bra´n ha´rom egyszeres
inverzpo´lus esete´n. Az egyse´gko¨rrrel koncentrikus ko¨r feltu¨ntetett b pontjaiban
meghata´roztuk az rb := limn→∞ |(Qnf)(b)| sugarakat, e´s felrajzoltuk a b ko¨ze´p-
pontu´, rb sugaru´ hiperbolikus ko¨ro¨ket.
Bebizony´ıthato´, hogy az ai, aj hiperbolikus szakaszok
Dij := {b ∈ D : ρ(b, ai) = ρ(b, aj)}
hiperbolikus felezo˝mero˝legeseinek pontjaito´l eltekintve a (Qnf)(b) (n ∈ N)sorozat
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minden b ∈ D pontban konvergens e´s a hata´re´rte´k D egy legfeljebb N -elemu˝
re´szhalmaza. Legyen ui.
D0 := ∪1≤i<j≤NDij , Di :=
{
b ∈ D : ρ(b, ai) > max
1≤j≤n,j 6=i
ρ(b, aj)
}
.
Az inverzpo´lusok meghata´roza´sa Soumelidis mo´dszere´vel
Ekkor a Di (1 ≤ i ≤ N) halmazok pa´ronke´nt diszjunktak e´s D = ∪0≤i≤NDi.
Bebizony´ıthato´, hogy minden b ∈ Di pontban a (Qnf)(b), n ∈ N) sorozat ugyan-
ahhoz a bi ∈ D sza´mhoz konverga´l e´s ebbo˝l ai egyszeru˝en rekonstrua´lhato´:
bi = (Qf)(b) := lim
n→∞
(Qnf)(b), B
−1
b
(
bi
)
= ai (b ∈ Di, 1 ≤ i ≤ N).
Egyszeres po´lusok esete´n a
qi(b) := max
1≤j≤N,j 6=i
ρ(b, aj)/ρ(b, ai) (b ∈ Di, 1 ≤ i ≤ N)
sza´mok a konvergencia sebesse´g me´re´se´re is felhaszna´lhato´k [71]:
|bi − (Qnf)(b)| = O (qni (b)) (b ∈ Di, n→∞).
To¨bbszo¨ro¨s gyo¨k esete´n a konvergencia sebesse´ge: |bi − (Qnf)(b)| = O(1/n).
Az ala´bbi a´bra´kon ke´t, ill. ha´rom inverzpo´lus esete´n szemle´ltetju¨k a hiperbolikus
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felezo˝mero˝leges a´ltal le´tes´ıtett, ku¨lo¨nbo¨zo˝ sz´ınu˝ Di tartoma´nyokat. A tartoma´-
nyok ba´rmely b ∈ Di pontja´bo´l kiindulva a (Qn(b), n ∈ N) sorozat ugyanahhoz a
bi = Bb(ai) sza´mhoz konverga´l. A konvergencia sebesse´get sz´ınska´la´t haszna´lva a
jobb oldali a´bra´kon szemle´ltetju¨k.
Megjegyezzu¨k, hogy az inverzpo´lusok elhelyezkede´se´to˝l fu¨ggo˝en elo˝fordulhat,
hogy valamely i-re aDi halmaz u¨res. Ilyenkor az a
∗
i po´lust rejto˝zko¨do˝nek nevezzu¨k.
Az ismertetett elja´ra´ssal az
(Sf)(b) := B−1b
(
Qf
)
(b) (b ∈ B \D0)
nemlinea´ris opera´tort felhaszna´lva az f raciona´lis fu¨ggve´ny rejto˝zko¨do˝ po´lusait
kive´ve, valamennyi po´lusa megkaphato´. Az ı´gy kapott po´lusokat leva´lasztva e´s az
elja´ra´st megisme´telve megkaphatjuk az f valamennyi po´lusa´t [10], [11], [12].
A most ismertetett elja´ra´shoz hasonlo´ algoritmus szerkesztheto˝ ma´trixok saja´t-
e´rte´keinek kisza´mı´ta´sa´ra. Tegyu¨k fel, hogy A ∈ CN×N ma´trix λ1, . . . , λN saja´t-
e´rte´kei a D-be esnek. Tetszo˝leges x0 ∈ CN vektorbo´l kiindulva az u´n. Mises-fe´le
itera´cio´t alkalmazva ke´pezzu¨k az
xn+1 = Axn ∈ CN (n ∈ N)
sorozatot. Ez a rekurzio´ specia´lis diszkre´t ido˝invaria´ns rendszerke´nt is felfoghato´.
Az algoritmust ebben a specia´lis esetben mutatjuk be, megjegyezve, hogy a mo´d-
szer tetszo˝leges ido˝invaria´ns diszkre´t rendszerre kiterjesztheto˝. Jelo¨lje
F (z) :=
∞∑
n=0
xnz
n (z ∈ D)
a rendszer a´tviteli fu¨ggve´nye´t. Az F : D→ CN fu¨ggve´ny analitikus e´s
F (z)− x0 = z
∞∑
n=0
xn+1z
n = zA
(
∞∑
n=0
xnz
n
)
= zAF (z).
Innen ko¨vetkezik, hogy az a´tviteli fu¨ggve´ny fel´ırhato´
F (z) = (I − zA)−1x0 (z ∈ D)
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alakban. Az F a D za´rt diszken analitikus raciona´lis fu¨ggve´ny, amely az A ma´trix
pA(z) :=
m∏
j=1
(z − λj)νj (z ∈ C,m ≤ N, ν1 + · · ·+ νm ≤ N)
minima´lpolinomja´val kifejezheto˝
F (z) =
m∑
j=1
νj−1∑
k=0
zk
(1− λjz)k+1hij(A)x0
alakban, ahol a hij-k a pA minima´lpolinom gyo¨kei a´ltal genera´lt Hermite-fe´le inter-
pola´cio´s alappolinomok. Az F fu¨ggve´ny Fj koordina´ta´ira alkalmazva az elo˝bb
ismertetett elja´ra´st megkapjuk a nem rejto˝zko¨do˝ ai = λi inverzpo´lusokat, ill. saja´t-
e´rte´keket [72].
5.2. Diszkre´t ortogona´lis rendszerek
Ortogona´lis sorfejte´sek gyakorlati alkalmaza´saiban mindig a rendszer valamely
diszkretiza´lt va´ltozata´t haszna´ljuk. Ez azt jelenti, hogy az eredeti ϕn : I → C
(n ∈ N) folytonos rendszer helyett elso˝ N tagja´nak az I intervallum egy N elemu˝
IN re´szhalmaza´ra vonatkozo´ leszu˝k´ıte´seit tekintju¨k. A diszkretiza´co´s elja´ra´s akkor
lesz jo´l haszna´lhato´, ha a diszkre´t rendszer az IN valamely
[f, g]N :=
∑
t∈IN
f(t)g(t)νN (t) (νN (t) > 0)
diszkre´t skala´ris szorzata´ra ne´zve ortonorma´lt marad, azaz
[ϕn, ϕm]N = δmn (0 ≤ m, n < N). (15)
Az ilyen elja´ra´sokat ortogona´lis diszkretiza´cio´nak nevezzu¨k. Ebben az esetben a
diszkre´t Fourier-sorfejte´s N-edik re´szleto¨sszege elo˝a´ll´ıtja a kifejtett fu¨ggve´nyt az IN
pontjaiban, ko¨vetkeze´ske´ppen ezzel egyu´ttal egy interpola´cio´s elja´ra´st is kapunk.
A trigonometrikus rendszerbo˝l az I = [0, 2π) alapintervallum ekvidisztans feloszta´-
sa´val sza´rmaztathatjuk a diszkre´t trigonometrikus rendszert.
A Malmquist–Takenaka-rendszerek ortogona´lis diszkretiza´cio´ja´hoz abbo´l indu-
lunk ki, hogy a Blaschke-fu¨ggve´nyek a trigonometrikus rendszerbo˝l argumentum-
transzforma´cio´val sza´rmaztathato´k:
Bb
(
eit
)
= eiβb(t), βb(t) = ϕ+ γr(t− ϕ)
(
t ∈ R, b = reiϕ ∈ D) ,
ahol γr a Poisson-fe´le magfu¨ggve´ny integra´lfu¨ggve´nye´vel egyenlo˝ (la´sd (8),(9)).
Innen ko¨vetkezik, hogy az MT-rendszerek tagjaiban szereplo˝ Blaschke szorzatok
elo˝a´ll´ıthato´k
N−1∏
k=0
Bbk
(
eit
)
= eiNθN (t), θN (t) =
1
N
N−1∑
k=0
βbk(t)
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alakban, ahol θN : R→ R szigoru´an monoton no¨vo˝ fu¨ggve´ny, amelyre θN (t+ 2π) =
= θN (t)+2π (t ∈ R). Az MT-rendszer Dirichlet-fe´le magfu¨ggve´nyei, a trigonomet-
rikus rendszerhez e´s az ortogona´lis polinomokhoz hasonlo´an, za´rt alakban ı´rhato´k
fel [43], [60]:
N−1∑
j=0
Φj(z)Φj(ζ) =
∏N−1
k=0 Bbk(z)Bbk(ζ)− 1
zζ − 1
(
z, ζ ∈ D) .
Innen ko¨vetkezik, hogy a
TN :=
{
zk := e
iτk : τk := θ
−1
N (t0 + 2kπ/N), 0 ≤ k < N
}
halmaz pontjaiban:
N−1∑
j=0
Φj(zk)Φj(zℓ) = δkℓΛN (zk), ΛN (z) =
N−1∑
j=0
1− |bj |2
|1− bjz|2
(0 ≤ k, ℓ < N).
Ez azzal ekvivalens, hogy az αjk := Φj(zk)/
√
ΛN (zk) (0 ≤ j, k < N) ma´trix
ortogona´lis, ko¨vetkeze´ske´ppen
N−1∑
k=0
αrkαsk =
N−1∑
k=0
Φr(zk)Φs(zk)/ΛN (zk) = δrs.
Ezzel a IN := TN halmazon a νN = 1/ΛN su´lyfu¨ggve´nnyel az MT-rendszereknek
egy (15) alaku´ ortogona´lis diszkretiza´cio´ja´t kaptuk. Ezeket az eredme´nyeket az
[23] dolgozatban a´tvitte´k a fe´ls´ıkra.
A diszkre´t MT-rendszerek alkalmaza´sa´val a jelek alakja´bo´l kiindulo´, adapt´ıv
interpola´cio´s elja´ra´sokat szerkeszthetu¨nk. Az ala´bbi a´bra´kon a TN halmazt e´s a θN
fu¨ggve´nyt szemle´ltetju¨k. A po´lusok va´laszta´sa´to´l fu¨gg a TN pontjainak eloszla´sa.
Ez az elja´ra´s jo´l haszna´lhato´ EKG-go¨rbe´k interpola´cio´ja´ra, amit az ala´bbi a´bra´n
szemle´ltetu¨nk [31]. Jo´l la´thato´, hogy ott, ahol a fu¨ggve´ny gyorsabban va´ltozik,
ott su˝ru˝bb feloszta´st alkalmazunk. A t0 parame´tert u´gy va´laszthato´, hogy a go¨rbe
maximumhelye a csomo´pontok ko¨zo¨tt legyen. Az optima´lis approxima´cio´t eredme´-
nyezo˝ po´lusok meghata´roza´sa´ra szolga´lo´ algoritmusokat a ke´so˝bbiekben va´zoljuk.
Megjegyezzu¨k, hogy a Christoffel–Darboux-formula´bo´l hasonlo´ mo´don ado´dik
a ν : I → (0,∞) su´lyfu¨ggve´nyre ortogonola´lis P νn (n ∈ N) polinomrendszer egy
ortogona´lis diszkretiza´cio´ja [77]. Nevezetesen az IN halmaznak a P
ν
N gyo¨keit va´-
lasztva a ϕn = P
ν
n (0 ≤ n < N) fu¨ggve´nyekre fenna´ll a (15) diszkre´t ortogonalita´si
rela´cio´, ahol ebben az esetben νN (t) (t ∈ IN ) a Christoffel–Darboux-fe´le sza´mokat
jelentik. Ezeket az elveket alkalmaztuk Zernike-fu¨ggve´nyek ortogona´lis diszkreti-
za´cio´ja´ban, tova´bba´ egye´b diszkre´t ortogona´lis rendszerek, approxima´cio´s e´s inter-
pola´cio´s elja´ra´sok szerkeszte´se´ben. Az ı´gy kapott eredme´nyek jo´l haszna´lhato´k a
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EKG-go¨rbe ko¨zel´ıte´se diszkre´t MT-sorfejte´ssel
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szem szaruha´rtya´ja, a cornea felu¨lete´nek matematikai le´ıra´sa´ra e´s a go¨mbfelu¨leten
e´rtelmezett fu¨ggve´nyek ko¨zel´ıte´se´re [25], [26], [61], [62].
5.3. Diszkretiza´cio´ e´s elektrosztatikai egyensu´ly
Az MT-rendszerek e´s az ortogona´lis polinomok sza´mos hasonlo´ tulajdonsa´ggal
rendelkeznek. A klasszikus ortogona´lis polinom gyo¨kei egy elektrosztatikai egyen-
su´llyal hozhato´k kapcsolatba [77]. Hasonlo´ interpreta´cio´ adhato´ a TN diszkretiza´-
cio´s pontrendszerre [60]. Nevezetesen legyen
ω1(z) :=
N−1∏
j=0
(z − bj),
ω2(z) :=
N−1∏
j=0
(
1− bjz
)
,
ω(z) := ω′1(z)ω2(z)− ω′2(z)ω1(z) (z ∈ C).
(16)
Ekkor a 2(N−1)-edfoku´ ω polinomnak ba´rmely λ ∈ C gyo¨ke´vel egyu¨tt a λ∗ := 1/λ
sza´m, a λ T-re vonatkozo´ tu¨ko¨rke´pe is gyo¨ke, ugyanazzal a multiplicita´ssal. Jelo¨lje
λk ∈ D (k = 1, . . . , s) az ω fu¨ggve´ny D-be eso˝, pa´ronke´nt ku¨lo¨nbo¨zo˝ gyo¨keit e´s
legyen mk a λk multiplicita´sa. Ekkor fenna´ll a ko¨vetkezo˝ egyensu´lyi felte´tel:
N∑
k=1,k 6=n
1
zn − zk =
1
2
s∑
j=1
(
mj
zn − λj +
mj
zn − λ∗j
)
(n = 1, 2, . . . , N). (17)
Az ala´bbi a´bra´n a diszkre´t Kautz-rendszernek megfelelo˝ b0 = b, b1 = b ∈ D
esetben szemle´ltetju¨k az egyensu´lyi helyzetet, ahol m0 = m1 = 7, N = 14. Ebben
az esetben a 2N − 2 = 26-odfoku´ ω polinomnak a b0, b1, b∗0, b∗1 sza´mok 6-szoros
gyo¨kei, amelyeket az a´bra´n a multiplicita´ssal ara´nyos sugaru´ (vila´gos- e´s so¨te´tke´k
sz´ınu˝) ko¨ro¨kkel, a marade´k λ e´s λ∗ egyszeres multiplicita´su´ gyo¨kpa´rt a mulipli-
cita´ssal ara´nyos fekete sz´ınu˝ ko¨ro¨kkel szemle´ltetju¨k. A TN pontjait sa´rga sz´ınnel
tu¨ntettu¨k fel.
Specia´lisan b0 = · · · = bN−1 = b esete´n az ω polinomnak a b e´s b∗ sza´mok
(N − 1) multiplicita´su´ gyo¨kei e´s ebben az esetben az egyensu´lyi egyenlet:
N∑
k=1,k 6=n
1
zn − zk =
N − 1
2
(
1
zn − b +
1
zn − b∗
)
(n = 1, 2, . . . , N).
Ez uto´bbi ke´t egyenlet elektrosztatikus egyensu´lyi felte´telke´nt interpreta´lhato´. Az
Fnk =
1
zn − zk =
1
|zn − zk|
zn − zk
|zn − zk|
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A
TN pontjai Kautz-rendszer esete´n
ke´tdimenzio´s vektor olyan ke´t azonos elo˝jelu˝, egyse´gnyi to¨lte´s ko¨zo¨tt felle´po˝ tasz´ıto´
ero˝vel egyenlo˝, ahol a Coulomb-ero˝ a to¨lte´sek ta´volsa´ga´nak reciproka´val ara´nyos.
A ma´sodik egyenletet interpreta´lva helyezzu¨nk el N egyse´gnyi to¨lte´ssel rendelkezo˝,
az egyse´gko¨ro¨n szabadon mozgo´ re´szecske´t e´s ro¨gz´ıtsu¨nk a b e´s b∗ pontokban egy-
egy (N − 1)/2 to¨lte´ssel rendelkezo˝ re´szecske´t. Az ezek a´ltal kifejtett ero˝ket ku¨lso˝,
a mozgo´ to¨lte´sek a´ltal kifejtett ero˝ket belso˝ ero˝knek nevezzu¨k. A (17) egyenlet azt
fejezi ki, hogy minden zn re´szecske´re hato´ ku¨lso˝ ero˝k eredo˝je a ra´ hato´ belso˝ ero˝k
eredo˝je´vel egyenlo˝.
A
TN pontjainak elektrosztatikus interpreta´cio´ja
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5.4. MT-sorfejte´sek szumma´cio´ja
Az MT-rendszerek diszkre´t va´ltozata´t rendszerek identifika´cio´ja´ban, EKG-go¨r-
be´k approxima´cio´ja´ban e´s to¨mo¨r´ıte´se´ben haszna´ltuk. Az elso˝ proble´mako¨rrel o¨ssze-
fu¨gge´sben megeml´ıtu¨nk ke´t eredme´nyt, amelyek periodikus MT-rendszerek szerinti
sorfejte´sek (specia´lisan diszkre´t Laguerre- e´s Kautz-sorok) szumma´cio´ja´val kapcso-
latosak. Elo˝fordulhat, hogy a szo´ban forgo´ sorfejte´sek, a trigonometrikus Fourier-
sorokhoz hasonlo´an, me´g folytonos fu¨ggve´ny esete´n sem konverga´lnak. Ennek a
ha´tra´nynak a kiku¨szo¨bo¨le´se´re szumma´cio´s elja´ra´soknak egy sze´les oszta´lya´t (az
u´n. θ-szumma´cio´kat) alkalmazva megmutattuk, hogy folytonos fu¨ggve´nyek perio-
dikus MT-rendszer szerinti θ-ko¨zepei egyenletesen konverga´lnak. Hasonlo´ eredme´-
nyeket igazoltunk diszkre´t sorfejte´sekre periodikus MT-rendszerek esete´n [7],[8],
[13].
5.5. EKG-go¨rbe´k approxima´cio´ja
A trigonometrikus rendszerhez hasonlo´an b0 = 0 esete´n a Φ−n(z) = Φn(z)
(z ∈ T, n ∈ N) fu¨ggve´nyek hozza´ve´tele´vel az MT-rendszer kiege´sz´ı theto˝ az L2(T)
te´ren ortonorma´lt rendszerre´. Ekkor az ℜΦn,ℑΦn (n ∈ N) valo´s rendszerek is orto-
gona´lisak az L2(T) te´ren. Az EKG-go¨rbe´ket 2π szerint periodikus fu¨ggve´nyekkel
modellezzu¨k. Tipikus szakaszai (pl. az u´n. QRS-komplexusok) hasonl´ıtanak az
MT-rendszereket genera´lo´
rb,j(z) :=
1(
1− bz)j (b ∈ D, j = 1, 2, . . . , z ∈ T)
u´n. elemi raciona´lis fu¨ggve´nyek valo´s e´s ke´pzetes re´szeinek linea´ris kombina´cio´i-
hoz. Ez az e´szreve´tel volt a ha´ttere annak, hogy a trigonometrikus-, ill. wavelet-
sorfejte´sek helyett az EKG-go¨rbe´ket a valo´s MT-ba´zisokban reprezenta´ljuk.
Az ala´bbi a´bra bal oldali re´sze´n egy valo´di EKG-jel ke´t elvezete´se´nek a grafikonja
la´thato´. Az a´bra jobb oldali re´sze´n elemi raciona´lis fu¨ggve´nyek valo´s e´s ke´pzetes
re´szeinek grafikonja la´thato´. A sa´rga szinu˝ go¨rbe´k az egyszeres, a ke´k sz´ınu˝ek a
ke´tszeres multiplicita´su´ po´lusoknak felelnek meg.
Valo´di EKG-jel ke´t elvezete´se Elemi raciona´lis fu¨ggve´nyek
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A valo´s MT-rendszerek ortogona´lis diszkretiza´cio´ja´t alkalmazva optima´lis
(bj , j ∈ N) parame´terek meghata´roza´sa´ra ku¨lo¨nbo¨zo˝ algoritmusokat dolgoztunk
ki. Az EKG-go¨rbe´k elemze´se sora´n szerzett tapasztalatok alapja´n ha´rom parame´-
tert, a b1, b2, b3 ∈ D inverzpo´lust haszna´ltunk, e´s ezeket isme´teltu¨k periodikusan.
Az f EKG-jel optima´lis reprezenta´cio´ja´hoz ke´t le´pe´sben jutunk el: elo˝szo¨r megha-
ta´rozzuk az f -nek az
Ls := span{ℜrbj ,k,ℑrbj ,k : 1 ≤ j ≤ 3, 1 ≤ k ≤ s}
alte´rto˝l vett
dist(b1, b2, b3) := min
g∈Ls
‖f − g‖
ta´volsa´ga´t, majd ezt minimaliza´ljuk a b1, b2, b3 parame´terekre.
Az elso˝ le´pe´sben felhaszna´ljuk az f -nek a diszkre´t valo´s MT-rendszer szerinti
sorfejte´se´t, amely egyu´ttal interpola´l a diszkretiza´cio´ pontjaiban. A dist fu¨ggve´ny
minimaliza´la´sa´ra to¨bbek ko¨zo¨tt a Nelder–Mead-algoritmusnak egy hiperbolikus
te´rre adapta´lt va´ltozata´t haszna´ltuk [31], [32], [48]. A diszkre´t MT-rendszerek
alkalmaza´sa´t seg´ıto˝ MatLab Toolbox ke´szu¨lt [44]. A diszkretiza´cio´ csomo´pontjai-
nak kisza´mı´ta´sa´ra a [47] e´s az [51] dolgozatokban hate´kony algoritmusok szu¨lettek.
A dist fu¨ggve´ny ma´s elven to¨rte´no˝ minimaliza´la´sa´t e´s ma´s t´ıpusu´ alkalmaza´sokat
illeto˝en a [45], [46] dolgozatokra utalunk.
Az FFT-hez hasonlo´ gyors algoritmusok szerkesztheto˝k bizonyos specia´lis MT-
rendszrekre. Ezek 2n-te´nyezo˝s Blaschke-szorzatok szorzatrendszereike´nt a´ll´ıthato´k
elo˝. A genera´lo´ te´nyezo˝k, amelyek a Rademacher-fu¨ggve´nyek megfelelo˝i, ke´tte´nye-
zo˝s Blaschke-szorzatokbo´l fu¨ggve´nykompozicio´val sza´rmaztathato´k. Ilyen rend-
szerek szerkeszte´se´nek elvi e´s gyakorlati proble´ma´ival a [9] e´s a [49] e´s [50] dol-
gozatok foglalkoznak. Raciona´lis ortogona´lis sorfejte´sek mellett gyakran ce´lszeru˝
ilyen t´ıpusu´ biortogona´lis sorfejte´seket haszna´lni. A [33] e´s a [34] dolgozatokban
raciona´lis ortogona´lis e´s biortogona´lis rendszereket konstrua´ltunk a to´ruszon e´s a
diszken.
Az EKG-go¨rbe´t az optima´lis parame´terekhez tartozo´ diszkre´t MT–Fourier-
egyu¨tthato´kkal reprezenta´lva jo´ to¨mo¨r´ıte´st e´s alakhu˝ approxima´cio´t kapunk.
Az ala´bbi a´bra´n egy valo´di EKG-go¨rbe approxima´cio´ja´t szemle´ltetju¨k, ahol 3 (egy
ke´tszeres e´s ke´t egyszeres multiplicita´su´) po´lust haszna´ltunk e´s az optima´lis inverz-
po´lusokat a Nelder–Mead-algoritmus hiperbolikus va´ltozata´val hata´roztuk meg.
A gyakorlatban az EKG-jelro˝l a´ltala´ban to¨bb (6, ill. 12) elvezete´st ke´sz´ıtenek.
A sz´ıv mu˝ko¨de´se´t az u´n. sz´ıvgo¨rbe´vel, az egyes elvezete´seken regisztra´lt jeleket
a sz´ıvgo¨rbe´nek egy-egy ira´nyba eso˝ vetu¨lete´vel modellezhetju¨k. Ezzel a model-
lel nemcsak az egyes elvezete´sek kvalitat´ıv le´ıra´sa´hoz, hanem jo´ ko¨zel´ıte´seihez is
eljuthatunk [31]. Az ala´bbi a´bra´n ugyanannak az EKG-jelnek ke´t ku¨lo¨nbo¨zo˝ elve-
zete´se´nek approxima´cio´ja´t szemle´ltetju¨k ha´rom inverzpo´lus a´ltal genera´lt diszkre´t
MT rendszert haszna´lva. Az a´bra´n feltu¨ntettu¨k a ha´rom inverzpo´lust e´s a diszkre´t
MT–Fourier-egyu¨tthato´kat.
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Az MT-rendszer po´lusai Az EKG-jel approxima´cio´ja
EKG-jel ke´t elvezete´se´nek ko¨zel´ıte´se
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HYPERBOLIC WAVELETS
Ferenc Schipp
In the last two decades a number of different types of wavelets transforms have been introdu-
ced in various areas of mathematics, natural sciences and technology. These transforms can be
generated in a uniform way based on various group representations. Taking the congruences of
the hyperbolic geometry we introduced the concept of hyperbolic wavelet transforms (HWT) by
means of this method. In this paper we give an overview on some results and applications concer-
ning HWT. We call the attention to previous results of Hungarian mathematicians in the areas of
control theory and signal processing that can now be viewed from a new rspective. Recently,as a
result of the collaboration of the Department of Numerical Analysis of Faculty of Informatics of
Eo¨tvo¨s L. University (Budapest, Hungary) and the Systems and Control Lab of the Institute of
Computer Science and Control of the Hungarian Academy of Sciences, rational function systems
and hyperbolic wavelets have been effectively applied in solving problems related to system and
control theories, signal processing, and in construction of a mathematical model for ECG signals.
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JE´GKORONGCSAPAT O¨SSZEA´LLI´TA´SA´NAK VALO´S
IDEJU˝ OPTIMALIZA´LA´SA ADATBA´NYA´SZATI
ESZKO¨ZO¨K SEGI´TSE´GE´VEL
SU¨DY BARBARA
Az adatelemze´s egyik legizgalmasabb a´ga a sportadatokohoz ko¨theto˝ pre-
dikt´ıv analitika teru¨lete. A massz´ıv adatba´zisokbo´l kinyert informa´cio´ – az
adott sporta´g kello˝en me´ly ismerete mellett – sza´mos elo˝rejelze´s alapja´ul
szolga´lhat.
Az ala´bbi cikkben egy olyan modellt mutatunk be, amely adatba´nya´-
szati mo´dszerek seg´ıtse´ge´vel ja´te´k ko¨zben optimaliza´lja egy je´gkorongcsapat
soro¨sszea´ll´ıta´sa´t. A modell elo˝re jelzi, hogy a ko¨vetkezo˝ ja´te´kmegszak´ıta´sig
melyik o¨t mezo˝nyja´te´kosnak lesz a legnagyobb ese´lye go´lt szerezni, ennek
alapja´n az edzo˝ jate´k ko¨zben mo´dos´ıthatja a soro¨sszea´ll´ıta´st. A modell
ha´rom alegyse´ge´nek bemutata´sa mellett e´rte´kelju¨k azok teljes´ıtme´nye´t, vala-
mint eml´ıte´st teszu¨nk a modell potencia´lis jav´ıthato´sa´ga´ro´l is.
1. Bevezete´s
A napjainkban nagy ne´pszeru˝se´gnek o¨rvendo˝ adatba´nya´szatot (angolul Data
Mining) az u¨zleti, me´rno¨ki e´s tudoma´nyos e´let sza´mos teru¨lete´n alkalmazza´k ma´r
e´vtizedek o´ta. Ce´lja a statisztika e´s a mesterse´ges intelligencia eszko¨zeivel massz´ıv
adatba´zisokban rejto˝zo˝, eddig nem ismert, hasznos o¨sszefu¨gge´sek felta´ra´sa.
Az adatba´nya´szatot to¨bbek ko¨zo¨tt biztos´ıto´ta´rsasa´gok, bankok, kereskedelmi va´lla-
latok, ege´szse´gu¨gyi szervezetek alkalmazza´k va´sa´rla´si szoka´sok elemze´se´re, keres-
kede´si e´s kocka´zati modellek, befektete´si strate´gia´k le´trehoza´sa´ra, direktmarke-
ting strate´gia meghata´roza´sa´ra, pe´nzu¨gyi portfolio´ optimaliza´la´sa´ra, betegse´gek
modelleze´se´re, su´lyossa´gi esetek kiszu˝re´se´re.
A 2000-es e´vek o´ta egyre to¨bb sportszervezet ismeri fel az adatba´nya´szatban
rejlo˝ leheto˝se´geket [7]. Az adatok elemze´se´vel felta´rt informa´cio´ u´j perspekt´ıva´t
nyitott sza´mos teru¨leten: ja´te´kosmegfigyelo˝k eddig ismeretlen, u´j metrika´k alkal-
maza´sa´val u´j tehetse´geket fedezhetnek fel; az edzo˝i sta´b a´rnyaltabb ke´pet kaphat
a ja´te´kosok teljes´ıtme´nye´ro˝l, e´s me´g sorolhatna´nk.
Ebben a cikkben egy, a je´gkorongsportban eddig nem haszna´lt, u´j alkalmaza´st
mutatunk be. A je´gkorong intenzivita´sa miatt a ja´te´kosok a´tlagban 45 ma´sod-
percenke´nt csere´lik egyma´st. Ja´te´kmegszak´ıta´s esete´n az edzo˝ gyakran – ba´r nem
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minden esetben – egy teljesen u´j sort ku¨ld be a korongbedoba´shoz. Modellu¨nk
ce´lja, hogy a ja´te´k sora´n eddig to¨rte´nt, egyma´st ko¨veto˝ eseme´nyek alapja´n elo˝reje-
lezzu¨k, hogy melyik o¨t mezo˝nyja´te´kos ja´te´kba a´ll´ıta´sa maximaliza´lna´ a go´lszerze´s
valo´sz´ınu˝se´ge´t. Mivel egyma´st ko¨veto˝, sorrendfu¨ggo˝ adatsorokkal dolgozunk, a
feladat ido˝sorelemze´ske´nt foghato´ fel. A modell alapja´n az edzo˝ minden korong-
bedoba´s elo˝tt, valo´s ido˝ben optimaliza´lhatja a csapato¨sszea´ll´ıta´st.
1.1. Je´gkorong
A je´gkorong gyors, dinamikus csapatsport. A ja´te´k ce´lja, hogy a ja´te´kosok a
korongot egy u¨to˝ seg´ıtse´ge´vel az ellenfe´l kapuja´ba juttassa´k. Egy csapat a´ltala´-
ban 18 mezo˝nyja´te´kosbo´l e´s 2 kapusbo´l a´ll. Ebbo˝l 1 kapus e´s 5 mezo˝nyja´te´kos
van egyszerre a je´gen, kive´ve, ha szaba´lytalansa´g miatt a csapat 2 vagy 5 percre
emberha´tra´nyba keru¨l.
1. a´bra. Je´gkorong pa´lya
Egyszerre to¨bb ja´te´kos is kia´ll´ıthato´, de a kapus mellett legala´bb ha´rom mezo˝ny-
ja´te´kos mindig a je´gen tarto´zkodik. Amennyiben to¨bb, mint ke´t ja´te´kost a´ll´ıtanak
ki, akkor a harmadik ja´te´kos akkor kezdi leto¨lteni a bu¨ntete´se´t, amikor az elso˝
ja´te´kose´ ve´get e´r. Az ellenfe´l a´ltal lo˝tt go´l automatikusan to¨rli az e´ppen aktua´lis
2 perces bu¨ntete´st, a´m az 5 perces bu¨ntete´st nem.
Mivel a je´gkorong nagyon gyors e´s intenz´ıv ja´te´k, az 5 ja´te´kosbo´l a´llo´ u´gyneve-
zett sorok a´tlagban 45 ma´sodpercenke´nt va´ltja´k egyma´st a je´gen.
A mezo˝nyja´te´kosok ke´t csoportba sorolhato´k: ta´mado´k e´s ve´do˝k. A ta´mado´k
lehetnek balsze´lso˝k, centerek vagy jobbsze´lso˝k. Egy sorban 3 ta´mado´ ja´te´kos sze-
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repel. A ve´do˝k lehetnek bal- vagy jobbha´tve´dek, e´s a´ltala´ban pa´rban ja´tszanak.
A sorcsere´k alkalma´val a´ltala´ban egy u´j ve´do˝pa´r e´s egy u´j ta´mado´sor le´p a je´gre.
Az edzo˝k a sorokat a me´rko˝ze´s alatt ba´rmikor csere´lhetik, nem szu¨kse´ges, e´s nem
is szoka´s mindig megva´rni a ko¨vetkezo˝ ja´te´kmegszak´ıta´st.
A je´gkorongme´rko˝ze´s ha´rom, 20 perces harmadbo´l a´ll. A 20 perc tiszta ja´te´k-
ido˝t jelent, vagyis a ja´te´k megszak´ıta´sa alkalma´val az o´ra´t mega´ll´ıtja´k. Ja´te´k-
megszak´ıta´s uta´n a korongot a bedoba´ssal (bulival) hozza´k ja´te´kba. A ke´t center
szemben a´ll a bedobo´helyen, a ja´te´kvezeto˝ pedig bedobja ko¨ze´ju¨k a korongot, amit
o˝k igyekeznek u¨to˝ju¨kkel saja´t csapatta´rsukhoz juttatni.
1.2. Adatba´nya´szat e´s ge´pi tanula´s
Az adatba´nya´szat ce´lja a massz´ıv adatba´zisokban rejto˝zo˝ szaba´lyszeru˝se´gek,
minta´k felta´ra´sa. A minta´k ismeretlen adatokra valo´ alkalmaza´sa´val elo˝rejelze´se-
ket tehetu¨nk, amelyek potencia´lisan befolya´solhatja´k a felhaszna´lo´ jo¨vo˝beni do¨n-
te´seit. A feladat a´ltala´ban egy mine´l megb´ızhato´bb elo˝rejelze´seket ado´ modell
kifejleszte´se.
A gyakorlatban a fenti proble´ma megolda´sa´t gyakran egy ge´pi tanula´si (Ma-
chine Learning) algoritmus szolga´ltaja. A ge´pi tanulo´ algoritmusnak az u´gyne-
vezett tanula´si szakaszban pe´ldaadatokat (tan´ıto´ adatba´zis) szolga´ltatunk, amely
ezek alapja´n szaba´lyszeru˝se´geket hata´roz meg, azaz
”
tanul”. A szaba´lyszeru˝se´-
geket le´ıro´ modellt u´j, eddig ismeretlen adatokra alkalmazva
”
megjo´solhatjuk” a
hozza´juk tartozo´ ce´lfu¨ggve´nye´rte´ket (2. a´bra).
2. a´bra. A ge´pi tanula´s folyamata´bra´ja
A ge´pi tanula´si algoritmusok fo˝bb t´ıpusai a felu¨gyelt, felu¨gyelet ne´lku¨li, illetve
megero˝s´ıte´ses tanula´s. Modellu¨nkben felu¨gyelt e´s megero˝s´ıte´ses tanula´si algorit-
musokat haszna´lunk fel.
Felu¨gyelt tanula´s esete´n a ce´lunk egy fu¨ggve´ny ko¨zel´ıte´se. A tan´ıto´ adatba´zis
a megtanulni k´ıva´nt fu¨ggve´ny bemeneti e´s kimeneti e´rte´keit tartalmazza. Forma´-
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lisan: legyenek adottak (x, y) pa´rok, ahol x ∈ Rd×m, y ∈ R1×m; elo˝a´ll´ıtando´
az az f : Rd×m → R1×m fu¨ggve´ny, amely minden (xj , yj) pa´rra teljes´ıti, hogy
yj = f(xj), j = 1 . . .m.
Az x ma´trix oszlopait fu¨ggetlen va´ltozo´knak nevezzu¨k, az y vektort fu¨ggo˝ va´lto-
zo´nak vagy ce´lva´ltozo´nak. Minden xj e´rte´k valamely objektum vagy eseme´ny
le´ıra´sa (pl. egy ja´te´kos ha´ny ma´sodperce van a je´gen). Az yj e´rte´kek az xj e´rte´-
kekbo˝l to¨rte´no˝ ko¨vetkeztete´seket reprezenta´lja´k (pl. az adott ja´te´kost lecsere´lik
a ko¨vetkezo˝ ma´sodpercben). Felte´telezzu¨k, hogy a tanula´s sora´n az yj e´rte´kek
elo˝re meghata´rozottak. A bemeno˝ adatok, azaz xj e´rte´kei lehetnek sza´mszeru˝ek
(pl. eltelt ma´sodpercek sza´ma), kategoriza´ltak (pl. igen/nem), de lehetnek vala-
mely adat-elo˝feldolgoza´s eredme´nyeke´nt kapott e´rte´kek is (pl. a´tlag, maximum,
minimum). Ha y-nak csak ke´t lehetse´ges e´rte´ke van (pl. igen/nem), akkor fogalmi
tanula´sro´l (concept learning) besze´lu¨nk. Ebben az esetben a tan´ıto´ pe´lda´kat ke´t
diszjunkt re´szhalmazra lehet bontani: a pozit´ıv e´s a negat´ıv pe´lda´k halmaza´ra.
Diszkre´t e´rte´kke´szletu˝ f fu¨ggve´ny tanula´sa´t oszta´lyoza´snak (classification), foly-
tonos e´rte´kke´szletu˝e´t regresszio´nak (regression) nevezzu¨k. A modellu¨nkben ku¨lo¨n-
bo¨zo˝ oszta´lyozo´ algoritmusokat haszna´lunk, pe´lda´ul do¨nte´si fa´kat [4, 3], logisztikus
regresszio´t [2], k-legko¨zelebbi szomsze´d algoritmust [5] stb.
1.3. Me´ro˝sza´mok oszta´lyoza´s hate´konysa´ga´nak jellemze´se´re
1.1. Defin´ıcio´. Tekintsu¨nk egy bina´ris oszta´lyoza´st. A ke´t lehetse´ges kimene-
tet nevezzu¨k pozit´ıvnak (P), illetve negat´ıvnak (N) [1, 861–874. oldal]. Jelo¨lje TP
(igaz pozit´ıv, true positive) a helyesen pozit´ıvke´nt oszta´lyozott, FP (hamis pozit´ıv)
a te´vesen pozit´ıvke´nt oszta´lyozott eseteket. Hasonlo´an jelo¨lje TN e´s FN az igaz
negat´ıv, illetve hamis negat´ıv elo˝rejelze´seket. A ko¨vetkezo˝ me´ro˝sza´mok alkalmasak
az oszta´lyoza´s teljes´ıtme´nye´nek e´rte´kele´se´re:
1. Pontossa´g (Accuracy):
ACC =
TP + TN
P +N
2. Oszta´lyoza´si hiba (Classification Error):
CE = 1− ACC
3. Igaz pozit´ıv ara´ny (E´rze´kenyse´g):
TPR =
TP
P
=
TP
TP + FN
4. Hamis pozit´ıv ara´ny (False positive rate):
FPR =
FP
N
=
FP
FP + TN
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1.2. Defin´ıcio´. Tekintsu¨nk egy a´ltala´nos oszta´lyoza´si proble´ma´t, legyen az osz-
ta´lyok sza´ma n, n ≥ 2. Legyen a C ∈ Rn×n ma´trix olyan, hogy Ci,j megegyezik
azon esetek sza´ma´val, amelyek az i-edik oszta´lyba tartoznak, de a j-edik oszta´lyba
soroltuk o˝ket. Egy ilyen ma´trixot te´veszte´si ma´trixnak (confusion matrix ) neve-
zu¨nk. A korrekt predikcio´k sza´ma´t a diagona´lis elemek o¨sszege adja:
|Korrekt predikcio´k| =
n∑
i=1
Ci,i
Oszta´lyok Valo´di e´rte´k
Predikcio´
TP FP
FN TN
1. ta´bla´zat. Bina´ris oszta´lyoza´s te´veszte´si ma´trixa
Vevo˝ mu˝ko¨de´si karakterisztika go¨rbe
3. a´bra. Ke´t ku¨lo¨nbo¨zo˝ oszta´lyoza´s
ROC go¨rbe´je
A vevo˝ mu˝ko¨de´si karakterisztika
(Receiver Operating Characteristic
vagy ROC) go¨rbe grafikus mo´dszer
az oszta´lyozo´ algoritmus hate´konysa´-
ga´nak jellemze´se´re. A go¨rbe (3. a´bra)
genera´la´sakor az e´rze´kenyse´get (TPR)
az y tengelyen a´bra´zoljuk, a hamis
pozit´ıv ara´ny (FPR) pedig az x tenge-
lyen la´thato´ [8]. Egy oszta´lyoza´si mo-
dell akkor a legjobb, ha a TPR maxi-
ma´lis, FPR pedig minima´lis, ebben
az esetben a ROC-go¨rbe a´thalad az
egyse´gne´gyzet bal felso˝ csu´csa´n. Egy
ve´letlenszeru˝en tala´lgato´ modell go¨r-
be´je ko¨zel´ıto˝leg a fo˝a´tlo´ mente´n fog el-
helyezkedni.
A ROC-go¨rbe alkalmazhato´ to¨bb oszta´lyozo´ algoritmus o¨sszehasonl´ıta´sa´ra is.
Ilyenkor a ku¨lo¨nbo¨zo˝ algoritmusok eredme´nyei egy ROC-a´bra´n jelen´ıtheto˝k meg, a
go¨rbe´k egyma´shoz valo´ viszonyuk e´s az egyse´gne´gyzetbeli elhelyezkede´su¨k alapja´n
hasonl´ıthato´k o¨ssze.
A hate´konysa´g sza´mszeru˝ e´rte´ke´t a go¨rbe alatti teru¨let nagysa´ga´val (ROC
AUC) adhatjuk meg. Mine´l ko¨zelebb van ez az e´rte´k az 1-hez, anna´l hate´konyabb
az algoritmusunk.
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2. Az adatok
Az adatokat az NHL (National Hockey League) hivatalos weboldala´n
(www.nhl.com) tala´lhato´ me´rko˝ze´sek statisztika´i szolga´ltatja´k. A modelle´p´ıte´s
sora´n az Anaheim Ducks 2009 e´s 2012 ko¨zott leja´tszott me´rko˝ze´seit haszna´ltuk.
4. a´bra. NHL me´rko˝ze´sstatisztika
A statisztika´k (4. a´bra) ro¨gz´ıtenek minden, a ja´te´k szempontja´bo´l e´rdekes infor-
ma´cio´t, pl. a ja´te´kmegszak´ıta´sok ido˝pontja´t, azok oka´t (go´l, bu¨ntete´s, les stb.), az
adott pillanatban je´gen tarto´zkodo´ ja´te´kosok mezsza´ma´t. A´tlagosan 20 ma´sodper-
cenke´nt kapunk u´j informa´cio´t, azaz minden meccshez 180–200 adatsor tartozik.
A tanula´si folyamat megkezde´se elo˝tt az adatok elo˝feldolgoza´sa szu¨kse´ges.
A nyers adatokbo´l a me´rko˝ze´s minden ja´te´kmegszak´ıta´sa´t egy Rd+1-beli vektorral
reprezenta´ljuk, amely tartalmazza a d > 300 darab fu¨ggetlen va´ltozo´ e´s a ce´lva´l-
tozo´ aktua´lis ja´te´kmegszak´ıta´shoz tartozo´ e´rte´ke´t. I´gy minden buli elo˝tt van egy
adatsorunk, amely aggrega´lt informa´cio´t tartalmaz az eddig to¨rte´nt ja´te´keseme´-
nyekro˝l.
Ez uta´n az adatba´zist kette´va´lasztjuk: az adatok 80%-a´n tan´ıtjuk, a marade´kon
tesztelju¨k a modellt.
Ne´ha´ny pe´lda fu¨ggetlen va´ltozo´kra:
– Kategorikus va´ltozo´k:
– a buli elo˝tti ja´te´keseme´ny (harmad kezdete, harmad ve´ge, kia´ll´ıta´s, go´l
stb.),
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– a buli elo˝tt je´gen tarto´zkodo´ ja´te´kosok mezsza´ma az egyes poz´ıcio´kban
(balsze´lso˝, jobbsze´lso˝, center, balha´tve´d, jobbha´tve´d, kapus).
– Numerikus va´ltozo´k:
– a me´rko˝ze´sen eddig eltelt ma´sodpercek sza´ma,
– a leguto´bbi ja´te´kmegszak´ıta´s o´ta eltelt ma´sodpercek sza´ma,
– egy ja´te´kos a´tlagosan mennyit ja´tszott az elo˝zo˝ 1/5/10 csere´ben.
– Bina´ris va´ltozo´k:
– minden ja´te´kosra bevezetu¨nk egy va´ltozo´t, amely megadja, hogy az
adott ja´te´kos je´gen volt-e az elo˝zo˝ 1/30/60/90 ma´sodpercben, illetve az
elo˝zo˝ me´rko˝ze´sen,
– emberha´tra´ny – e´rte´ke 1, ha a csapat emberha´tra´nyban van, e´s 0, ha
nem.
A ve´gso˝ modellben to¨bb mint 300 fu¨ggetlen va´ltozo´val dolgozunk. A tu´l sok
va´ltozo´ alkalmaza´sa lelass´ıtja a futa´sido˝t, valamint pontatlan eredme´nyhez vezet-
het. Ezt kiku¨szo¨bo¨lendo˝, feature selection [5] mo´dszerrel kiva´logattuk a sza´munkra
leghasznosabb fu¨ggetlen va´ltozo´kat. Az elja´ra´s minden va´ltozo´hoz hozza´rendel egy
u´gynevezett hasznossa´gi e´rte´ket, ami azt hivatott tu¨kro¨zni, hogy az adott va´ltozo´
mennyi informa´cio´t hordoz. A modell minden olyan va´ltozo´t megtart, amelynek a
hasznossa´gi e´rte´ke nagyobb, mint az o¨sszes e´rte´k media´nja´nak k-szorosa. A modell
alapbea´ll´ıta´sa mellett k = 1 e´rte´kkel dolgozunk.
3. A modell
A modellu¨nk ha´rom re´szbo˝l a´ll. Az elso˝ re´sz minden ja´te´kosra elo˝re jelzi, hogy
a ko¨vetkezo˝ bulina´l je´gen lesz-e vagy sem, valamint ta´rolja a ja´te´kosokhoz tar-
tozo´ ja´te´kbakeru¨le´si valo´sz´ınu˝se´get is. A ma´sodik re´sz az elso˝ eredme´nyei alapja´n
minden poz´ıcio´ra meghata´rozza a ke´t legmagasabb valo´sz´ınu˝se´ggel ja´te´kba keru¨lo˝
ja´te´kost, valamint visszate´r a legmagasabb valo´sz´ınu˝se´gu˝ ja´te´kos mezsza´ma´val –
azaz elo˝re jelzi, hogy pontosan kik alkotja´k majd a sort a korongbedoba´sna´l. A har-
madik re´sz a ma´sodik modell eredme´nyeit felhaszna´lva megvizsga´lja, hogy a ke´t
legnagyobb valo´sz´ınu˝se´ggel rendelkezo˝ ja´te´kosok mely kombina´cio´ja adja a legna-
gyobb go´lszerze´si valo´sz´ınu˝se´get, e´s visszate´r azok sza´ma´val.
3.1. Elso˝ modell – ja´te´kbakeru¨le´si valo´sz´ınu˝se´gek
Az elso˝ modellben minden ja´te´koshoz hozza´rendelu¨nk egy bina´ris va´ltozo´t,
amely reprezenta´lja, hogy a ja´te´kos je´gen lesz-e a most ko¨vetkezo˝ bulina´l, vagy sem.
Ezt egy oszta´lyozo´ algoritmus ce´lva´ltozo´jake´nt alkalmazzuk. A fu¨ggetlen va´ltozo´k
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aggrega´lt informa´cio´t tartalmaznak a (j−1)-edik ja´te´kmegszak´ıta´sig beko¨vetkezett
ja´te´keseme´nyekro˝l.
Alapesetben az algoritmus becsle´st ad a ce´lva´ltozo´ lehetse´ges e´rte´keinek valo´-
sz´ınu˝se´ge´re. Amennyiben a valo´sz´ınu˝se´g e´rte´ke legala´bb 0, 5, u´gy az algoritmus
kimeneti e´rte´ke 1 lesz, egye´bke´nt 0.
A modell kimeneti ma´trixa´nak oszlopvektorai a bea´ll´ıta´sto´l fu¨ggo˝en reprezen-
ta´lhatja´k az egyes ja´te´kosokhoz tartozo´ elo˝rejelze´seket, vagy a nyers valo´sz´ınu˝se´-
geket.
Legyen X1 a fu¨ggetlen va´ltozo´k ma´trixa, e´s Y a kimeneti ma´trix. A modell
foyamata´bra´ja a ko¨vetkezo˝:
3.1.1. Ce´lva´ltozo´k
Legyen yp ∈ R
d a p ja´te´koshoz tartozo´ ce´lva´ltozo´, ahol d az adatsorok (korong-
bedoba´sok) sza´ma. Jelo¨lje j a buli sorsza´ma´t az adatsorunkban, j ≥ 1. Ekkor:
ypj =
{
1, ha a p ja´te´kos je´gen van a j-edik bulina´l,
0 egye´bke´nt.
(1)
A vizsga´lt ha´rom szezon alatt 55 ja´te´kos ja´tszott az Anaheim Ducks csapata´-
ban, teha´t 55 bina´ris ce´lva´ltozo´nk van: p ∈ {1, . . . , 55} =: P. A modell minden
(p, j) pa´rra elo˝rejelzi az ypj , j ≥ 2 e´rte´ket a j-edik ja´te´kmegszak´ıta´s elo˝tt beko¨vet-
kezett eseme´nyek alapja´n.
A ce´lma´trix:
Y = {y1, y2, . . . , y55} ∈ R
d×55. (2)
Megjegyze´s. A kapussal egyu¨tt a ja´te´k minden pillanata´ban 4–6 ja´te´kos van a
je´gen, eze´rt
4 ≤
∑
p∈P
ypj ≤ 6, ∀ j ∈ J = {1, 2, . . . , d} .
3.1.2. Fu¨ggetlen va´ltozo´k
Jelo¨lje yˆij = {0, yi2, yi3 . . . , yid} ∈ R
d azt a vektort, amely megmondja, hogy
az i-edik ja´te´kos a je´gen volt-e a j-edik ja´te´kmegszak´ıta´s pillanata´ban.
Az alapmodell fu¨ggetlen va´ltozo´i:
xij = yˆij , i ∈ P, j ∈ {1, 2, . . . , d} , (3)
azaz a soro¨sszea´ll´ıta´s a ja´te´kmegszak´ıta´s pillanata´ban.
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Megjegyze´s. Terme´szetesen csak j ≥ 2 esete´n van informa´cio´nk a me´rko˝ze´sro˝l,
eze´rt yˆi1 = 0, ∀i ∈ P .
Az alapmodell teljes´ıtme´nye´t jav´ıtando´ u´jabb va´ltozo´kat adtunk a modellhez:
– SH/PP bina´ris va´ltozo´kat, amelyek e´rte´ke 1, ha a csapat emberha´tra´ny-
ban/emberelo˝nyben ja´tszik, e´s 0, ha nem,
– az elo˝zo˝ ja´te´kosmegszak´ıta´s o´ta eltelt ma´sodpercek sza´ma´t,
– a je´gen to¨lto¨tt ma´sodpercek a´tlagos sza´ma´t az utolso´ 5/10 csere´ben, illetve
az elmu´lt 30/60/90 ma´sodpercben minden ja´te´kosra.
Jelo¨lje X = {yˆ1, . . . , yˆ55, x1 . . . , xm} ∈ R
d×(m+55) az o¨sszes fu¨ggetlen va´ltozo´t
oszlopvektorke´nt tartalmazo´ ma´trixot, ahol d a bulik sza´ma, e´s m a hozza´adott
fu¨ggetlen va´ltozo´k sza´ma, m ≥ 0.
3.1.3. A modell kimenete
A kimeneti ma´trix oszlopvektorai a modell bea´ll´ıta´sa´to´l fu¨ggo˝en reprezenta´l-
hatja´k az egyes ja´te´kosokhoz tartozo´ nyers valo´sz´ınu˝se´geket, vagy az elo˝rejelzett
oszta´lyokat. A do¨nte´si hata´r 0, 5.
out1 = Y1 = (P (y1 = 1) , . . . , P (y55 = 1)) , (4)
out2 = Y2 = (y1, . . . , y55) , (5)
yi =
{
1, ha P (yi = 1) ≥ 0, 5,
0 egye´bke´nt.
3.1.4. Az eredme´nyek kie´rte´kele´se
Az alapmodell a (3) egyenletben megadott fu¨ggetlen va´ltozo´kkal, logisztikus
regresszio´val e´s a feature selection alapbea´ll´ıta´sa´val (k = 1) pro´ba´lja elo˝rejelezni,
hogy egy ja´te´kos je´gre le´p-e a korongbedoba´sna´l.
A modell megleheto˝sen gyenge teljes´ıtme´nyt nyu´jt, a ROC-go¨rbe alatti teru¨let
a legto¨bb ja´te´kos esete´n 0, 65 alatt van, ami azt jelenti, hogy a modell alig teljes´ıt
jobban, mintha ve´letlenszeru˝en tala´lgatna´nk.
A ve´gso˝ modellben a 3.1.2 re´szben le´ırtak szerint kibo˝v´ıtettu¨k a fu¨ggetlen va´l-
tozo´k halmaza´t, valamint a feature selection elja´ra´s do¨nte´si hata´ra´t k = 2, 5-re
va´ltoztattuk. Az oszta´lyozo´ algoritmus tova´bbra is logisztikus regresszio´.
A modell teljes´ıtme´nye a fenti bea´ll´ıta´sok mellett szignifika´ns javula´st muta-
tott, a ja´te´kosokhoz tartozo´ ROC-go¨rbe alatti teru¨let 0, 8 ko¨ru¨li e´rte´ket vett fel,
to¨bb esetben meg is haladta azt. Az oszta´lyoza´s e´rze´kenyse´ge is jelento˝sen javult.
Az 5(a). e´s 5(b). a´bra az Anaheim legenda´s jobbsze´lso˝je´hez, Teemu Sela¨nne-
hoz tartozo´ ROC-go¨rbe´ket mutatja. A pontozott vonal mindke´t esetben az ak-
tua´lis modell feature selection ne´lku¨li teljes´ıtme´nye´t reprezenta´lja, a vastag vonal
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ugyanezt feature selection alkalmaza´sa´val. A 2. ta´bla´zat tartalmazza a re´szletes
teljes´ıtme´ny-e´rte´kele´st.
Teemu Sela¨nne
#8, jobbsze´lso˝
A modell teljes´ıtme´nye
Tan´ıto´ adatok Tesztadatok
Alapmodell Ve´gso˝ modell Alapmodell Ve´gso˝ modell
Te´veszte´si ma´trix
4031 56
1413 69
3868 219
757 471
878 30
369 30
828 80
207 192
Pontossa´g 0, 7714 0, 8163 0, 6947 0, 7804
E´rze´kenyse´g 0, 0561 0, 3835 0, 0751 0, 4812
ROC AUC 0, 63 0, 77 0,64 0,80
2. ta´bla´zat. A modell teljes´ıtme´nye Sela¨nne esete´ben
(a) Alapmodell (b) Ve´gso˝ modell
5. a´bra.
3.2. Ma´sodik modell – sorprediktor
Ama´sodik modell polinomia´lis oszta´lyoza´ssal minden ja´te´kmegszak´ıta´sna´l min-
den poz´ıcio´hoz hozza´rendel ke´t ja´te´kost, akik a legnagyobb valo´sz´ınu˝se´ggel je´gre
le´pnek a ko¨vetkezo˝ bulina´l. A modell ta´rolja a ja´te´kosok azonos´ıto´ja´t e´s a hozza´-
juk tartozo´ valo´sz´ınu˝se´geket, valamint alapbea´ll´ıta´sban visszate´r a magasabb valo´-
sz´ınu˝se´ggel rendelkezo˝ ja´te´kos mezsza´ma´val. Eza´ltal elo˝rejelze´st ad a ko¨vetkezo˝
soro¨sszea´ll´ıta´sra.
Megjegyze´s. Amennyiben a csapat emberha´tra´nyban ja´tszik, a hia´nyzo´ ja´te´kos
poz´ıcio´ja´ban a 0 e´rte´k szerepel.
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Jelo¨ljeX1 az elso˝ modell prediktor ma´trixa´t, Y a (4) egyenletben megadott out-
put ma´trixa´t. Legyen X2 a ma´sodik modellhez tartozo´ prediktorma´trix.
A kimenetet (ami az elo˝rejelzett sor) jelo¨lju¨k L-lel. A modell folyamata´bra´ja a
ko¨vetkezo˝:
3.2.1. Ce´lva´ltozo´k
Jelo¨lje li,j ∈ Z a j-edik korongbedoba´sna´l az i-edik poz´ıcio´ban je´gre le´po˝ ja´te´kos
mezsza´ma´t, ahol i ∈ {1, 2, . . . , 6}, j ∈ {1, . . . , d}.
A ce´lva´ltozo´k ma´trixa:
line = (l1,j , l2,j . . . , l6,j) ∈ Z
d×6. (6)
3.2.2. Fu¨ggetlen va´ltozo´k
Az alapmodellhez tartozo´ fu¨ggetlen va´ltozo´k:
xij = probij , ahol
probij = P (yij = 1) , i ∈ P az elso˝ modellbo˝l kapott valo´sz´ınu˝se´gek, yij pedig az
(1) egyenlettel megadott va´ltozo´. Teha´t probij jelo¨li annak a valo´sz´ınu˝se´ge´t, hogy
a i-edik ja´te´kos je´gre le´p a j-edik bulina´l, ∀i ∈ P .
A modell tova´bbfejleszte´se´hez u´jabb va´ltozo´kat adtunk a modellhez:
– SH/PP, a 3.1.2-ben megadott va´ltozo´k,
– az elo˝zo˝ ja´te´kmegszak´ıta´s o´ta eltelt ma´sodpercek sza´ma´t,
– a ja´te´kosokhoz tartozo´ je´grele´pe´si valo´sz´ınu˝se´gek az elso˝ modell ku¨lo¨nbo¨zo˝
bea´ll´ıta´saival (logisztikus regresszio´ helyett do¨nte´si fa´k, ve´letlen erdo˝k, vala-
mint adaboost [6, 657-663. oldal] algoritmus alkalmaza´sa; a feature selection
do¨nte´si hata´ra minden esetben k = 1, 5).
A teljes prediktorma´trix:
X = {prob1, . . . , prob55, x1, . . . , xm} =
(
Pˆ , Xˆ
)
∈ Rd×(m+55),
ahol d a bulik sza´ma, m a hozza´dott va´ltozo´k sza´ma, m ≥ 0 e´s Pˆ a (4) egyenletben
megadott ma´trix.
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3.2.3. A modell kimenete
A modell kimenete egy olyan ma´trix, amely megadja az egyes ja´te´kosok je´gre-
le´pe´si valo´sz´ınu˝se´ge´t minden poz´ıcio´ban; vagy a legmagasabb valo´sz´ınu˝se´ggel ren-
delkezo˝ ja´te´kosok mezsza´mait.
Jelo¨lje #i az i-edik ja´te´kos sza´ma´t, i ∈ {1, . . . , 55}:
out1 = P = (P (l1 = #i) , . . . , P (l6 = #i)) ∈ Z
d×6, ∀i (7)
out2 = line
∗ = (l∗1, . . . , l
∗
6) , ahol (8)
l∗k = max
i
(P (lk = #i)), k ∈ {1, . . . , 6} .
3.2.4. Az eredme´nyek kie´rte´kele´se
Az alapmodell polinomia´lis logisztikus regresszio´val, feature selection ne´lku¨l
tesz elo˝rejelze´st a soro¨sszea´ll´ıta´sra. Aka´rcsak az elo˝zo˝ esetben, a modell teljes´ıt-
me´nye megleheto˝sen gyenge. A tan´ıto´ adatokon 49, 2%-os hiba´val jo´solja meg a
soro¨sszea´ll´ıta´st, a tesztadatokon a hiba ko¨zel 53%-os. Itt megjegyezne´nk, hogy a
soro¨sszea´ll´ıta´s helyes elo˝rejelze´se jo´val komplexebb feladat, mint az egyes ja´te´kosok
je´grele´pe´si valo´sz´ınu˝se´ge´nek kisza´mı´ta´sa, a´m ez az eredme´ny ennek ellene´re sem
elfogadhato´.
A ve´gso˝ modell a kibo˝v´ıtett prediktorma´trix mellett tova´bbra is polinomia´-
lis logisztikus regresszio´val dolgozik. A feature selection elja´ra´s do¨nte´si hata´ra
k = 1, 5. A modell hiba´ja a tan´ıto´ adatokon 33, 7%-ra, a tesztadatokon 43, 4%-ra
cso¨kkent.
A 43, 4%-os hibaara´ny elfogadhato´, de nem kiemelkedo˝en jo´ eredme´ny. Jelenleg
is dolgozunk a modell jav´ıta´sa´n, pl. tova´bbi fu¨ggetlen va´ltozo´k bevezete´se´vel (ellen-
fe´l soro¨sszea´ll´ıta´sa a ja´te´kmegszak´ıta´s pillanata´ban; egye´ni ja´te´kos-statisztika´k
stb.), illetve ku¨lo¨nbo¨zo˝ oszta´lyoza´si algoritmusok alkalmaza´sa´val.
A 3. e´s 6. ta´bla´zat re´szletes le´ıra´st ad az egyes modelle´koszta´lyoza´si hiba´kro´l,
a 4., 5., 7. e´s 8. ta´bla´zat pedig pe´lda´t ad ne´ha´ny sor-elo˝rejelze´sre az alapmodell e´s
a ve´gso˝ modell seg´ıtse´gevel a tan´ıto´, illetve tesztadatokon.
3.3. Harmadik modell – alternat´ıv sorok
A harmadik modell ce´lja, hogy olyan alternat´ıv soro¨sszea´ll´ıta´st tala´ljon, amely
legala´bb akkora valo´sz´ınu˝se´ggel szerez go´lt a ko¨vetkezo˝ csere´ben, mint az elo˝zo˝
modellben elo˝rejelzett sor.
Az alternat´ıv sorokat az elo˝zo˝leg minden poz´ıcio´ra meghata´rozott ke´t legma-
gasabb valo´sz´ınu˝se´gu˝ ja´te´kos o¨sszes kombina´cio´i ko¨zo¨tt keressu¨k. Ez 25 = 32
alternat´ıv sort jelent. A modell minden alternat´ıv sorra, mint a modellhez tar-
tozo´ prediktorma´trix re´sze´re lefuttat egy bina´ris oszta´lyoza´st. Az oszta´lyoza´s ce´l-
va´ltozo´ja reprezenta´lja azt, hogy a ko¨vetkezo˝ ja´te´kmegszak´ıta´sig lo˝nek-e go´lt a
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Alapmodell
Oszta´lyoza´si hiba
Teljes adathalmaz Tan´ıto´ adatok Tesztadatok
Ta´mado´ sorok 0, 63 0, 625 0, 65
Ve´do˝ sorok 0, 547 0, 541 0, 572
Kapus 0, 078 0, 072 0, 106
O¨sszegze´s 0, 499 0, 492 0,529
3. ta´bla´zat. Alapmodell
FO
Valo´di soro¨sszea´ll´ıta´s Predikcio´
C JSz BSz JH BH K C JSz BSz JH BH K
1. 11 8 14 19 34 35 15 9 14 7 27 35
2. 15 9 10 7 27 35 15 9 14 19 34 35
3. 11 8 14 19 34 35 15 9 0 7 27 35
4. 15 9 10 7 27 35 15 22 10 19 34 35
5. 15 9 10 7 27 35 15 9 10 7 27 35
4. ta´bla´zat. Tan´ıto´ adatok
FO
Valo´di soro¨sszea´ll´ıta´s Predikcio´
C JSz BSz JH BH K C JSz BSz JH BH K
1. 7 41 39 5 21 1 7 8 10 4 23 1
2. 63 8 9 17 32 1 15 8 10 17 32 1
3. 14 16 19 5 21 1 15 9 10 5 21 1
4. 14 8 19 5 21 1 15 16 10 5 21 1
5. 14 8 19 5 21 1 15 9 10 5 21 1
5. ta´bla´zat. Tesztadatok
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Ve´gso˝ modell
Oszta´lyoza´si hiba
Teljes adathalmaz Tan´ıto´ adatok Tesztadatok
Ta´mado´ sorok 0, 468 0, 449 0, 547
Ve´do˝ sorok 0, 400 0, 384 0, 467
Kapus 0, 018 0, 005 0, 073
O¨sszegze´s 0, 37 0, 337 0,434
6. ta´bla´zat. Ve´gso˝ modell
FO
Valo´di soro¨sszea´ll´ıta´s Predikcio´
C JSz BSz JH BH K C JSz BSz JH BH K
1. 11 8 14 19 34 35 11 8 14 7 34 35
2. 15 9 10 7 27 35 15 9 10 7 27 35
3. 11 8 14 19 34 35 11 8 10 7 34 35
4. 15 9 10 7 27 35 22 9 10 7 27 35
5. 15 9 10 7 27 35 15 9 10 7 27 35
7. ta´bla´zat. Tan´ıto´ adatok
FO
Valo´di soro¨sszea´ll´ıta´s Predikcio´
C JSz BSz JH BH K C JSz BSz JH BH K
1. 7 41 39 5 21 1 7 8 10 4 23 1
2. 63 8 9 17 32 1 63 8 9 17 32 1
3. 14 16 19 5 21 1 15 9 10 5 23 1
4. 14 8 19 5 21 1 14 16 19 5 21 1
5. 14 8 19 5 21 1 15 16 19 5 21 1
8. ta´bla´zat. Tesztadatok
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ja´te´kosok. Eredme´nyke´nt minden sorhoz kapunk egy go´lszerze´si valo´sz´ınu˝se´get,
amelybo˝l ezuta´n kiva´lasztjuk a legnagyobb valo´sz´ınu˝se´gu˝ sort.
Legyen X1 az elso˝ modell prediktorma´trixa, Y a kimeneti ma´trixa. Jelo¨lje
X2 e´s X3 a ma´sodik, illetve harmadik modell prediktorma´trixa´t. Jelo¨lju¨k L-lel a
ku¨lo¨nbo¨zo˝ poz´ıcio´khoz tartozo´ ke´t legmagasabb valo´sz´ınu˝se´gu˝ ja´te´kost tartalmazo´
lista´t, e´s legyen A a harmadik modell kimeneti ma´trixa. A modell folyamata´bra´ja
a ko¨vetkezo˝:
3.3.1. Ce´lva´ltozo´
Legyen g ∈ Rd az oszta´lyoza´s ce´lva´ltozo´ja, ahol d a bulik sza´ma, j ∈ {1 . . . d}.
Ekkor:
gj =
{
1, ha a csapat go´lt szerez a j-edik csere´ben
0, ha nem.
(9)
3.3.2. Fu¨ggetlen va´ltozo´k
Az alapmodell fu¨ggetlen va´ltozo´i:
xi1 = 0, (10)
xij = linej−1, j ∈ {2, 3, . . . , d} , (11)
ahol linej = (l1j , l2j . . . , l6j) , ∀j ∈ {1 . . . d}, ahol lij az i-edik poz´ıcio´hoz tartozo´
ja´te´kos mezsza´ma (azaz a soro¨sszea´ll´ıta´s a j-edik buli elo˝tt).
A modell tova´bbfejleszte´se´hez hozza´dott va´ltozo´k:
– SH/PP, a 3.1.2-ben megadott va´ltozo´k,
– az elo˝zo˝ ja´te´kmegszak´ıta´s o´ta eltelt ma´sodpercek sza´ma,
– a ja´te´kosok lo¨ve´si hate´konysa´ga, pontjaik sza´ma (go´l + go´lpassz), valamint
a bu¨ntete´sperceik sza´ma.
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A teljes prediktorma´trix:
X = {l1, l2, . . . , l6, x1, . . . , xm} =
(
line, Xˆ
)
∈ Rd×(m+6),
ahol d a bulik sza´ma, m a hozza´dott fu¨ggetlen va´ltozo´k sza´ma, m ≥ 0, e´s line a
(6) egyenlettel megadott va´ltozo´.
3.3.3. A modell kimenete
Az oszta´lyoza´shoz tartozo´ kimenet lehet a go´lszerze´s valo´sz´ınu˝se´ge, vagy
az elo˝rejelzett oszta´ly a c do¨nte´si hata´r mellett, ahol c ∈ R, 0 ≤ c ≤ 1:
out1 = P = (P (g1 = 1) , . . . , P (gd = 1)) , (12)
out2 = G = (g1, . . . , gd) , ahol (13)
gj =
{
1, ha P (gj = 1) ≥ c,
0 egye´bke´nt.
, j ∈ {1, . . . , d}
Jelo¨lje Λ a lehetse´ges sorok halmaza´t, Γ a prediktorma´trixok halmaza´t, Π a
lehetse´ges go´lszerze´si valo´sz´ınu˝se´gek halmaza´t. Jelo¨lje F : Λ × Γ → Π a (12)
kimenettel rendelkezo˝ oszta´lyoza´st.
Az alternat´ıv sort elo˝rejelzo˝ modellhez tartozo´ kimenet valamely X ′ ∈ Γ
adott prediktorma´trix esete´n:
line∗ = argmax
line∈Λ
F (line,X ′). (14)
3.3.4. Pe´lda
Vegyu¨k a 4. bulit a 8. ta´bla´zatbo´l. A bulihoz a valo´sa´gban a ko¨vetkezo˝ sor a´ll
fel:
Valo´di sor
C JSz BSz JH BH K
14 8 19 5 21 1
9. ta´bla´zat. A ja´te´kosok mezsza´mai
A ma´sodik modell a ko¨vetkezo˝ ja´te´kosokat rendeli hozza´ a poz´ıcio´khoz, mint
ke´t legvalo´sz´ınu˝bb je´grele´po˝t:
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Valo´sz´ınu˝se´gek
# p1 # p2
Center 14 0, 669 15 0, 185
Jobb sze´lso˝ 16 0, 329 51 0, 148
Bal sze´lso˝ 19 0, 395 12 0, 143
Jobb ha´tve´d 5 0, 814 4 0, 114
Bal ha´tve´d 21 0, 772 32 0, 130
Kapus 1 0, 972 31 0, 028
10. ta´bla´zat. A ma´sodik modell eredme´nye
A modell ezuta´n genera´lja a ja´te´kosok o¨sszes lehetse´ges kombina´cio´ja´t.
Az alternat´ıv sorokat tartalmazo´ ma´trixot jelo¨lje line12 ∈ Z
32×6:
line1,2 =


14 16 19 5 21 1
14 16 19 5 32 1
14 16 19 4 21 1
14 16 19 4 32 1
14 16 12 5 21 1
14 16 12 5 32 1
...
...
...
...
...
...


A modell ezuta´n meghata´rozza a sorokhoz tartozo´ go´lszerze´si valo´sz´ınu˝se´geket:


14 16 19 5 21 1
14 16 19 5 32 1
14 16 19 4 21 1
14 16 19 4 32 1
14 16 12 5 21 1
14 16 12 5 32 1
...
...
...
...
...
...
15 16 12 5 21 1
...
...
...
...
...
...


Oszta´lyozo´ modell
−−−−−−−−−−−→
alkalmaza´sa


0.0438
0.0327
0.0435
0.0325
0.0454
0.0339
...
0.0457
...


A modell megadja azt a soro¨sszea´ll´ıta´st, amelyhez a legnagyobb go´lszerze´si
valo´sz´ınu˝se´g tartozik:
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Alternat´ıv sor
C JSz BSz JH BH K
15 16 12 5 21 1
Megjegyze´s. A valo´di sorhoz tartozo´ valo´sz´ınu˝se´g 0.0448 volt, teha´t az alterna-
t´ıv sor valo´ban nagyobb valo´sz´ınu˝se´ggel szerez go´lt a ko¨vetkezo˝ csere´ben.
3.3.5. A go´lprediktor modell kie´rte´kele´se
Az oszta´lyoza´st hasonlo´ke´ppen e´rte´keltu¨k, mint az elo˝zo˝ ke´t esetben. Az alap-
modellbo˝l kiindulva fejlesztettu¨k ki a legjobb eredme´nyt ado´ modellt. A go´lok
alacsony sza´ma miatt (6. a´bra, [9]) nehe´z megjo´solni, hogy a csapat szerez-e go´lt
a ko¨vetkezo˝ csere´ben, vagy sem. A go´lszerze´s valo´sz´ınu˝se´ge nagyon alacsony, eze´rt
az oszta´lyoza´s a 0, 5-o¨s do¨nte´si hata´r mellett nagy valo´sz´ınu˝se´ggel minden esetet
negat´ıvke´nt oszta´lyozna – azaz a csapat nem lo˝ go´lt a ko¨vetkezo˝ csere´ben – eza´ltal
a modell pontossa´ga nagyon magas lesz, a szenzitivita´sa viszont nagyon alacsony.
Ezt a do¨nte´si hata´r 0, 5-ro˝l 0.06-ra va´ltoztata´sa´val pro´ba´ltuk kiku¨szo¨bo¨lni. Ez
ugyan alacsonyabb pontossa´ghoz vezetett, de a szenzitivitza´s jelento˝sen no˝tt, ı´gy
az alapmodell e´s a ve´gso˝ modell eredme´nyei o¨sszehasonl´ıthato´va´ va´ltak.
6. a´bra. Go´l/meccs a´tlag az NHL-ben
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Az alap– e´s a ve´gso˝ modell esete´ben is logisztikus regresszio´t haszna´ltunk,
a ve´gso˝ modell fu¨ggetlen va´ltozo´it a 3.3.2 re´szben le´ırtak szerint kibo˝v´ıtettu¨k.
A feature selection hata´ra´t 1-ro˝l 2-re va´ltoztattuk.
Az alapmodell isme´t nagyon gyenge teljes´ıtme´nyt nyu´jtott: a tan´ıto´ adatokon
225-bo˝l mindo¨ssze 4 go´lt jelzett elo˝re sikeresen, a tesztadatokon 53-bo´l egyet sem.
A ve´gso˝ modellne´l a sikeres elo˝rejelze´sek sza´ma 79 – 16-ra mo´dosult, ezzel a e´rze´-
kenyse´get sikeru¨lt 0%-ro´l 30%-ra emelni. Ez tova´bbra sem sza´mı´t kiemelkedo˝en
jo´ eredme´nynek (7. a´bra), a´m u´gy ve´lju¨k, hogy alkalmasabb prediktor va´ltozo´k
seg´ıtse´ge´vel a teljes´ıtme´ny jav´ıthato´.
Go´lprediktor
modell
A modell teljes´ıtme´nye
Tan´ıto´ adatok Tesztadatok
Alapmodell Ve´gso˝ modell Alapmodell Ve´gso˝ modell
Te´veszte´si
ma´trix
5090 0
221 4
4367 723
146 79
1247 7
53 0
1058 196
37 16
Pontossa´g 0, 9584 0, 8365 0, 9540 0, 8217
E´rze´kenyse´g 0, 0177 0, 3511 0 0, 3018
ROC AUC 0, 59 0, 63 0, 57 0,62
11. ta´bla´zat.
7. a´bra. A go´lprediktor modell ROC-go¨rbe´je
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3.4. A modell teljes´ıtme´nye - o¨sszegze´s
Amodell az esetek 74%-a´ban olyan sort va´laszt ki, amelynek nagyobb a go´lszer-
ze´si valo´sz´ınu˝se´ge, mint a valo´sa´gban je´gre ku¨ldo¨tt sornak. A sorprediktor modell
jav´ıta´sa´val ez az ara´ny megko¨zel´ıthetne´ a 100%-ot, mivel ekkor a valo´sa´gban fel-
ku¨ldo¨tt sor gyakrabban szerepelne a 32 alternat´ıv sor ko¨zo¨tt. I´gy az alternat´ıv
soro¨sszea´ll´ıta´s ko¨zelebb a´llna az edzo˝ eredeti elke´pzele´se´hez, aki ı´gy komolyabb
struktura´lis va´ltoztata´sok ne´lku¨l tudja optimaliza´lni a csapatot ja´te´k ko¨zben.
Terme´szetesen a jav´ıta´sok sem garanta´lja´k, hogy a modell hosszu´ ta´von valo´ban
no¨veli a csapat a´ltal lo˝tt go´lok sza´ma´t, ezt kiza´ro´lag e´lo˝ tesztekkel igazolhatna´nk.
Szeretne´m kifejezni o˝szinte ha´la´mat dr. To´th Ja´nosnak, aki ma´r a kezdetekto˝l
rengeteg ta´mogata´st nyu´jtott, e´s aki ne´lku¨l ez a cikk nem valo´sulhatott volna meg,
tova´bba´ szeretne´m megko¨szo¨nni Kangyal Bala´zsnak, a Magyar Je´gkorong Szo¨vet-
se´g sportigazgato´ja´nak, kora´bbi va´logatott ja´te´kosnak e´s jelenleg akt´ıv edzo˝nek a
szakmai seg´ıtse´get, e´s a modellfejleszte´st elo˝seg´ıto˝ o¨tleteket. A dolgozat re´szben a
K 84060 sz. OTKA pa´lya´zat ta´mogata´sa´val ke´szu¨lt.
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REAL-TIME OPTIMIZATION OF ICE HOCKEY TEAMS
Barbara Su¨dy
The goal of this paper is to introduce a novel data-driven approach for in-game decision
making in ice hockey. Using predictive data mining techniques we build a model which attempts
to determine the optimal team structure of an ice hockey team for the upcoming shift. The
model gives the coach feedback on the optimal line combination in real time. The predictions of
the model are based on the time series data that arises from the past game events.
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ME´RTE´KEK ABSZOLU´T E´S SZIMMETRIKUS NORMA´KON
LOVAS ATTILA, ANDAI ATTILA
Dolgozatunkban az abszolu´t e´s szimmetrikus ve´letlen norma´kkal ismer-
tetju¨k meg az Olvaso´t. Definia´ljuk a normafolyamatot mint specia´lis szto-
chasztikus folyamatot, e´s megmutatjuk, hogy a normafolyamatok szoros kap-
csolatban a´llnak az abszolu´t e´s szimmetrikus ve´letlen norma´kkal. Egy folyto-
nos ideju˝ egyszeru˝ ugro´ folyamatot le´ıro´ Markov-la´nc seg´ıtse´ge´vel konstrua´-
lunk egy abszolu´t e´s szimmetrikus ve´letlen norma´t. Definia´ljuk ezen ve´letlen
norma´k magasabb dimenzio´s ero˝s e´s gyenge kiterjeszte´seit, tova´bba´ nume-
rikusan kisza´mı´tjuk a konstrua´lt ve´letlen norma va´rhato´ e´rte´keke´nt elo˝a´llo´
norma egyse´ggo¨mbje´t ketto˝ e´s ha´rom dimenzio´ban.
1. Bevezete´s
A norma´k e´s az a´ltaluk induka´lt metrika´k ko¨zponti szerepet to¨ltenek be az ana-
l´ızisben. Egy ||.|| : Cn → [0,∞) norma´t a Cn vektorte´ren abszolu´tnak nevezu¨nk,
ha a vektorok norma´ja csupa´n elemeik abszolu´t e´rte´ke´to˝l fu¨gg, azaz
∀x ∈ Cn ||x|| = || |x| ||,
ahol |.| jelo¨li a vektor elemenke´nt vett abszolu´t e´rte´ke´t. Egy norma´t szimmetri-
kusnak mondunk, ha az ala´bbi felte´telt teljes´ıti
∀pi ∈ Sn ∀x ∈ C
n ||x ◦ pi|| = ||x||,
ahol Sn az n-ed rendu˝ szimmetrikus csoportot jelo¨li. Vila´gos, hogy az anal´ızisben
oly gyakran felbukkano´ p-norma´k rendelkeznek a fenti tulajdonsa´gokkal.
Az is nyilva´nvalo´, hogy egy abszolu´t e´s szimmetrikus norma´t egye´rtelmu˝en
meghata´roznak az
R
n
+,≥ := {(x1, . . . , xn)|x1 ≥ x2 ≥ · · · ≥ xn ≥ 0}
halmazon felvett e´rte´kei [2]. Mega´llapodunk abban, hogy kiza´ro´lag olyan norma´-
kat fogunk tekinteni, melyek norma´ltak abban az e´rtelemben, hogy teljes´ıtik a
||(1, 0, 0, . . . , 0)|| = 1 norma´la´si felte´telt.
1.1. Defin´ıcio´. Legyen (Ω,F ,P) valo´sz´ınu˝se´gi mezo˝. Egy p : Ω×Cn → [0,∞)
leke´peze´st abszolu´t e´s szimmetrikus ve´letlen norma´nak nevezu¨nk, ha az a ko¨vetkezo˝
felte´teleket teljes´ıti:
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(i) A p (ω, .) : Cn → [0,∞) fu¨ggve´ny abszolu´t e´s szimmetrikus norma P-m.m.
ω ∈ Ω esete´n.
(ii) ∀x ∈ Cn p (., x) : Ω→ [0,∞) egy valo´sz´ınu˝se´gi va´ltozo´.
A permuta´cio´ invariancia´bo´l, a norma´la´si felte´telbo˝l e´s abbo´l, hogy a norma abszo-
lu´t, ko¨nnyen levezetheto˝, hogy
∀x ∈ Cn esete´n P ({ω ∈ Ω |p (ω, x) /∈ [||x||∞, ||x||1]}) = 0 (1)
teljesu¨l, e´s az x 7→ E(p (., x)) hozza´rendele´s abszolu´t e´s szimmetrikus norma´t hata´-
roz meg.
A dolgozat a ko¨vetkezo˝ke´ppen e´pu¨l fel: A ma´sodik fejezet ha´rom alfejezetre
oszlik. A 2.1 e´s 2.2 alfejezetekben definia´ljuk a normafolyamatokat e´s a normafo-
lyamatok pa´lyaintegra´l reprezenta´cio´ja´t. A 2.3 alfejezetben bevezetju¨k a Markov-
t´ıpusu´ abszolu´t e´s szimmetrikus ve´letlen norma´kat.
A harmadik fejezet elso˝ fele´ben folytonos ideju˝ Markov-la´ncok pa´lyaintegra´lja´-
nak kisza´mı´ta´sa´val foglalkozunk. A harmadik fejezet ma´sodik fele´ben megkonst-
rua´lunk egy konkre´t Markov-t´ıpusu´ abszolu´t e´s szimmetrikus ve´letlen norma´t.
A negyedik fejezetet a magasabb dimenzio´s a´ltala´nos´ıta´soknak szentelju¨k.
A fejezet egy, a ve´gtelen dimenzio´s kiterjeszte´sek ekvivalencia´ja´ra ira´nyulo´ nyi-
tott ke´rde´ssel za´rul.
Az itt bemutata´sra keru¨lo˝ eredme´nyek angol nyelven is olvashato´k [1].
2. Abszolu´t e´s szimmetrikus ve´letlen norma´k a s´ıkon
2.1. Normafolyamatok
Egy R2+,≥-re megszor´ıtott szimmetrikus abszolu´t norma megadhato´ az egyse´g-
go¨mbje´vel, ami pedig parame´terezheto˝ a rajta fekvo˝ pontok y koordina´ta´i seg´ıtse´-
ge´vel. Ez a megfigyele´s motiva´lja a ko¨vetkezo˝ defin´ıcio´t.
2.1. Defin´ıcio´. Egy (Xt)t≥0 valo´s e´rte´ku˝ sztochasztikus folyamatot normafo-
lyamatnak nevezu¨nk, ha a realiza´cio´i a ko¨vetkezo˝ felte´teleket teljes´ıtik P-m.b.:
(i) X0 = 0,
(ii) ∀ 0 ≤ t1 < t2 esete´n 0 ≤
Xt2 −Xt1
t2 − t1
≤ 1,
(iii) t 7→ Xt konvex e´s folytonos.
Az ala´bbi te´tel szerint a normafolyamatokra tekinthetu¨nk u´gy is, mint az R2+,≥-
re megszor´ıtott abszolu´t e´s szimmetrikus ve´letlen norma´k egyse´ggo¨mbje´nek para-
me´tereze´se´re.
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2.1. Te´tel. Legyen (Xt)t≥0 egy tetszo˝leges normafolyamat e´s (Ω,F ,P) a hozza´-
tartozo´ valo´sz´ınu˝se´gi mezo˝.
Ekkor P-m.m. ω ∈ Ω esete´n igaz, hogy minden v = (v1, v2) ∈ R
2
+,≥ \ {(0, 0)}
vektorhoz egye´rtelmu˝en le´tezik p ∈ [||v||∞, ||v||1] u´gy, hogy
v1
p
+X v2
p
(ω) = 1
teljesu¨l e´s a p : Ω × R2+,≥ \ {(0, 0)} → [0,∞) – P-m.m. ω ∈ Ω-ra e´rtelmezett
– fu¨ggve´ny p ({0, 0}) := 0 mo´don definia´lt kiterjeszte´se abszolu´t e´s szimmetrikus
ve´letlen norma.
Bizony´ıta´s. Tegyu¨k fel, hogy ω ∈ Ω-ra a 2.1. Defin´ıcio´ban szereplo˝ (i)–(iii)
felte´telek teljesu¨lnek. Legyen v = (v1, v2) ∈ R
2
+,≥ \ {(0, 0)} egy tetszo˝leges vektor.
A (0,∞) ∋ p 7→ v1
p
+X v2
p
(ω) hozza´rendele´s folytonos e´s szigoru´ monoton cso¨kkeno˝
fu¨ggve´nyt hata´roz meg. Tova´bba´
v1
v1
+X v2
v1
(ω) ≥ 1
v1
v1 + v2
+X v2
v1+v2
(ω) ≤ 1
is teljesu¨l, mert 0 ≤ Xt ≤ t. Ebbo˝l ko¨vetkezik, hogy egye´rtelmu˝en le´tezik olyan
p ∈ [||v||∞, ||v||1], amelyre
v1
p
+X v2
p
(ω) = 1 teljesu¨l.
Most vegyu¨k p kiterjesztettje´t, e´s ω ∈ Ω legyen olyan, mint fent volt.
(i) ∀v ∈ R2+,≥ p (ω, v) = 0⇔ v = 0, hiszen p (ω, v) ∈ [||v||∞, ||v||1].
(ii) ∀α > 0
αv1
p (ω, αv)
+X αv2
p (ω,αv)
= 1, eze´rt p (ω, αv) = αp (ω, v).
(iii) Ha v, w ∈ R2+,≥ nem nulla vektorok, akkor a t 7→ Xt(ω) fu¨ggve´ny konvexita´sa
miatt ı´rhajuk, hogy
1 =
v1 + w1
p (ω, v) + p (ω,w)
+
p (ω, v)
p (ω, v) + p (ω,w)
X v2
p (ω,v)
+
+
p (ω,w)
p (ω, v) + p (ω,w)
X w2
p (ω,w)
≥
≥
v1 + w1
p (ω, v) + p (ω,w)
+X v2+w2
p (ω,v)+p (ω,w)
,
amibo˝l p (ω, v + w) ≤ p (ω, v) + p (ω,w) ko¨vetkezik.
Azt kaptuk, hogy ha ω ∈ Ω teljes´ıti a 2.1. Defin´ıcio´ban szereplo˝ (i) − (iii) felte´-
teleket, akkor p (ω, .) : R2+,≥ → [0,∞) abszolu´t e´s szimmetrikus norma´t hata´roz
meg.
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Legyen v ∈ R2+,≥ egy tetszo˝leges vektor e´s y ∈ (0,∞). Ekkor ı´rhatjuk, hogy
P (p (., v) < y) = P
(
v1
y
+X v2
y
< 1
)
= P
(
X v2
y
< 1−
v1
y
)
,
amibo˝l ko¨vetkezik, hogy p (., v) : Ω→ [||v||∞, ||v||1] egy valo´sz´ınu˝se´gi va´ltozo´. ⊓⊔
Ha y ∈ [||v||∞, ||v||1], akkor
0 ≤
v2
y
≤
v2
v1 + v2
≤ 1 e´s 0 ≤ 1−
v1
y
≤ 1−
v1
v1 + v2
≤ 1
teljesu¨l. Ko¨vetkeze´ske´ppen elegendo˝ a
(t, x) 7→ P (Xt(.) < x)
fu¨ggve´ny e´rte´keit a [0, 1]2 egyse´gne´nyzeten meghata´rozni ahhoz, hogy a ve´letlen
norma eloszla´sa´t meghata´rozzuk.
Az abszolu´t e´s szimmetrikus ve´letlen norma´k e´s a normafolyamatok ko¨zo¨tt
fenna´llo´ fenti megfeleltete´s nem ko¨lcso¨no¨sen egye´rtelmu˝, mert a ve´letlen norma
nem hata´rozza meg egye´rtelmu˝en az o˝t sza´rmaztato´ normafolyamatot. Mindazon-
a´ltal a normafolyamatok idea´lis jelo¨ltek arra, hogy seg´ıtse´gu¨kkel konkre´t abszolu´t
e´s szimmetrikus ve´letlen norma´kat konstrua´ljunk.
2.2. Normafolyamatok reprezenta´cio´i
La´ttuk, hogy a normafolyamatok szoros kapcsolatban a´llnak az abszolu´t e´s
szimmetrikus ve´letlen norma´kkal, eze´rt e´rdemes a normafolyamatok reprezenta´-
cio´it vizsga´lni. Tudjuk, hogy egy folytonos e´s monoton no¨vo˝ fu¨ggve´ny majdnem
mindenu¨tt differencia´lhato´ e´s elo˝a´ll u´gy, mint a majdnem mindenu¨tt le´tezo˝ deri-
va´ltja´nak az integra´lfu¨ggve´nye [4]. Ha ezt a te´telt alkalmazzuk az (Xt)t≥0 folyamat
pa´lya´ira, akkor azt kapjuk, hogy le´tezik olyan (Zt)t≥0 sztochasztikus folyamat,
amelyre
Xt(.)
P-m.b.
=
t∫
0
Zs(.) ds
teljesu¨l, e´s nyilva´nvalo´ az is, hogy a (Zt)t≥0 folyamat relaiza´cio´i majdnem biztosan
nem negat´ıv, monoton no¨vo˝, korla´tos fu¨ggve´nyek, 1 felso˝ korla´ttal.
A (Zt)t≥0 folyamat teha´t fel´ırhato´
(Zt)t≥0 = (F˜ ◦ Yt)t≥0
alakban is, ahol (Yt)t≥0 egy P-m.b. no¨vekvo˝ pa´lya´ju´ sztochasztikus folyamat egy
(S,≤) re´szben rendezett metrikus te´ren, F˜ : S → [0, 1] pedig egy monoton no¨vo˝
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fu¨ggve´ny. Eze´rt
Xt(.)
P-m.b.
=
t∫
0
F˜ ◦ Ys(.) ds.
A fenti pa´lyaintegra´l le´ıra´sbo´l ro¨vid sza´mola´ssal eljuthatunk egy u´jabb repre-
zenta´cio´hoz. Ha feltesszu¨k, hogy F˜ egy (Λ,G, P˜) valo´sz´ınu˝se´gi mezo˝n e´rtelmezett
ξ ∈ S valo´sz´ınu˝se´gi va´ltozo´ eloszla´sfu¨ggve´nye e´s tekintju¨k a (Yt)t≥0 sztochasztikus
folyamatot a ξ-to˝l fu¨ggetlenu¨l, akkor ı´rhato´, hogy
Xt(.)
P-m.b.
=
t∫
0
F˜ ◦ Ys(.) ds =
t∫
0
P˜(ξ < Ys) ds =
t∫
0
∫
Λ
1ξ(η)<Ys(.) dP˜(η) ds =
=
∫
Λ
t∫
0
1ξ(η)<Ys(.) ds dP˜(η) = EP˜ ((t− τξ(.))+) ,
ahol τr az S ∋ r szint ele´re´si ideje: τr = inf{s ≥ 0|Ys ≥ r}.
2.3. Markov-t´ıpusu´ abszolu´t e´s szimmetrikus ve´letlen norma´k
2.2. Defin´ıcio´. Egy abszolu´t e´s szimmetrikus ve´letlen norma´tMarkov-t´ıpusu´nak
nevezu¨nk, ha van olyan normafolyamat, amely a szo´ban forgo´ ve´letlen norma´t
sza´rmaztatja, e´s ezen normafolyamat pa´lya´i Markov-folyamatok pa´lya´inak integ-
ra´lfu¨ggve´nyeke´nt a´llnak elo˝.
A Markov t´ıpusu´ abszolu´t e´s szimmetrikus ve´letlen norma´k sem nem tu´l trivia´li-
sak, sem nem tu´l bonyolultak ahhoz, hogy viselkede´su¨ket legala´bb ve´ges a´llapotte´r
esete´n meg tudjuk e´rteni.
Mielo˝tt tova´bble´pne´nk, csupa´n a teljesse´g kedve´e´rt ne´ha´ny elemi te´nyt ismer-
tetu¨nk a folytonos ideju˝ ve´ges a´llapotteru˝ Markov-la´ncokkal kapcsolatban [3].
2.3. Defin´ıcio´. Egy (Yt)t≥0 sztochasztikus folyamatot folytonos ideju˝ Markov-
la´ncnak nevezu¨nk, ha egy S megsza´mla´lhato´ a´llapotte´ren veszi fel e´rte´keit e´s me-
mo´ria ne´lku¨li, ami azt jelenti, hogy
P (Yt = β |Yt1 = α1, . . . Ytn = αn ) = P (Yt = β |Yt1 = α1 )
teljesu¨l minden 0 < t1, . . . , tn < t-re e´s minden α1, . . . , αn, β ∈ S-re.
Tova´bba´ le´tezik egy P : [0,∞)→ RS × RS leke´peze´s, amelyre fenna´ll, hogy
∀t ∈ [0,∞) ∀α, β ∈ S P (Yt = β |Y0 = α ) = P (t)αβ
e´s P az ala´bbi tulajdonsa´gokkal rendelkezik:
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(i) P (0) = idRS
(ii) ∃ lim
tց0
P (t) = idRS
(iii) P (t+ s) = P (t)P (s) ∀t, s ∈ [0,∞).
A P (t) ma´trixot a t ido˝ponthoz tartozo´ a´tmenet-valo´sz´ınu˝se´g ma´trixnak nevezzu¨k.
A 4. Defin´ıcio´ban szereplo˝ (i)–(iii) felte´telekbo˝l ko¨vetkezik, hogy le´tezik olyan
G ∈ RS×RS ma´trix, melyre P (t) = etG mo´don a´ll elo˝. Ezt a G ma´trixot nevezzu¨k
a folytonos ideju˝ Markov-la´nc infitezima´lis genera´tora´nak [3].
3. Konkre´t pe´lda abszolu´t e´s szimmetrikus ve´letlen norma´ra
3.1. Folytonos ideju˝ Markov-la´ncok pa´lyaintegra´lja
Ebben a pontban folytonos ideju˝ Markov-la´ncok pa´lyaintegra´lja´t vizsga´ljuk.
Pollett and Stefanov ko¨zo¨lt egy lehetse´ges elja´ra´st folytonos ideju˝ Markov-la´nc
pa´lyaintegra´l eloszla´sfu¨ggve´nye´nek kisza´mı´ta´sa´ra [7]. A ko¨vetkezo˝ te´tel tekintheto˝
a h´ıres Feynman–Kac-formula [6] varia´nsake´nt ve´ges a´llapotteru˝ e´s folytonos ideju˝
Markov-la´ncokra. Ez az eszko¨zta´r teszi leheto˝ve´, hogy a konstrua´lt Markov-t´ıpusu´
abszolu´t e´s szimmetrikus ve´letlen norma eloszla´sa´t kisza´mı´tsuk.
3.1. Te´tel. Legyen (Yt)t≥0 egy folytonos ideju˝ Markov-la´nc G infinitezima´lis
genera´torral a ve´ges S a´llapotte´ren, f : S → R pedig legyen egy injekt´ıv fu¨ggve´ny.
Ha (Xt)t≥0 jelo¨li f ◦ Y pa´lyaintegra´l folyamata´t:
Xt =
t∫
0
f ◦ Ys ds,
akkor Xt karakterisztikus fu¨ggve´nye a ko¨vetkezo˝ke´ppen fejezheto˝ ki:
(∀y0 ∈ S) E
(
eiuXt |Y0 = y0
)
= et(G+iuMf )(1)(y0), (2)
ahol 1 : S → {1} a konstans 1 fu¨ggve´ny, e´s Mf : R
S → RS az f fu¨ggve´nnyel valo´
szorza´s opera´tora.
Bizony´ıta´s. A t 7→ f(Yt(ω)) hozza´rendele´s le´pcso˝s fu¨ggve´nyt hata´roz meg min-
den ω ∈ Ω esete´n, eze´rt t 7→ f(Yt(ω)) integra´lja Riemann-fe´le ko¨zel´ıto˝ o¨sszegek
hata´re´rte´keke´nt is elo˝a´ll. Ezt e´s Lebesgue domina´lt konvergencia te´tele´t alkal-
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mazva a ko¨vetkezo˝ket ı´rhatjuk.
E
(
eiuXt |Y0 = y0
)
= E
(
exp
(
iu lim
m→∞
t
m
m∑
k=1
f
(
Y kt
m
))∣∣∣∣∣Y0 = y0
)
= lim
m→∞
E
(
exp
(
iu
t
m
m∑
k=1
f
(
Y kt
m
))∣∣∣∣∣Y0 = y0
)
Az f fu¨ggve´ny injektivita´sa´t e´s az (Yt)t≥0 folyamat Markov-tulajdonsa´ga´t felhasz-
na´lva ado´dik, hogy
E
(
exp
(
iu
t
m
m∑
k=1
f
(
Y kt
m
))∣∣∣∣∣Y0 = y0
)
=
=
∑
y1,...,ym∈S
exp
(
iu
t
m
m∑
k=1
f(yk)
)
P
(
m⋂
k=1
{
f
(
Y kt
m
)
= f(yk)
}∣∣∣∣∣Y0 = y0
)
=
∑
y1,...,ym∈S
m∏
k=1
e
iut
m
f(yk)P
(
Y kt
m
= yk
∣∣∣Y (k−1)t
m
= yk−1
)
.
Vegyu¨k e´szre, hogy a kapott kifejeze´s fel´ırhato´ u´gy is, mint az e
t
m
Ge
iu
m
Mf opera´tor
m-szeres kompoz´ıcio´ja´nak hata´sa az 1 fu¨ggve´nyre.
∑
y1,...,ym∈S
m∏
k=1
e
iut
m
f(yk)P
(
Y kt
m
= yk
∣∣∣Y (k−1)t
m
= yk−1
)
=
(
e
t
m
Ge
iut
m
Mf
)m
(1)(y0)
Ha m → ∞ hata´re´rte´ket veszu¨nk e´s alkalmazzuk a Lie–Trotter-formula´t, akkor a
k´ıva´nt kifejeze´st kapjuk.
E
(
eiuXt |Y0 = y0
)
= lim
m→∞
(
e
t
m
Ge
iut
m
Mf
)m
(1)(y0) = e
t(G+iuMf )(1)(y0)
⊓⊔
Vezessu¨k be az ala´bbi jelo¨le´seket a fenti felte´teles karakterisztikus fu¨ggve´nyre
e´s a neki megfelelo˝ felte´teles eloszla´sfu¨ggve´nyre.
ϕ(t, u) = E
(
eiuXt |Y0
)
F (t, x) = P (Xt < x |Y0 )
Ha a (2) kifejeze´s t-szerinti deriva´ltja´t vesszu¨k, akkor azt kapjuk, hogy ϕ a ko¨vet-
kezo˝ Cauchy-feladat megolda´sa:
∂1ϕ = Gϕ+ iuMfϕ
ϕ(0, u) = 1 ∈ RS .
(3)
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Legyen ξ egy Xt-to˝l fu¨ggetlen norma´lis eloszla´su´ valo´sz´ınu˝se´gi va´ltozo´ ze´rus va´r-
hato´ e´rte´kkel e´s σ szo´ra´ssal. Az Xt+ ξ simı´tott valo´sz´ınu˝se´gi va´ltozo´ ϕσ-val jelo¨lt
karakterisztikus fu¨ggve´nye a (3)-hoz hasonlo´ differencia´legyenlet- rendszernek tesz
eleget.
∂1ϕσ = Gϕσ +Mf iuϕσ
ϕ(0, u) = e−
σ2u2
2 1 ∈ RS
Tegyu¨k fel egy pillanatra, hogy ∂1Fσ(t, x) le´tezik, e´s minden t ∈ [0,∞) esete´n
eltu˝nik, amint x→ −∞. Ekkor ı´rhatjuk, hogy
∂1ϕσ(t, u) =
∂
∂t
∫
R
eiux Fσ(t, dx) =
∂
∂t
∫
R
eiux
∫
[0,t]
∂1Fσ(s, dx) ds
=
∂
∂t
∫
[0,t]
∫
R
eiux ∂1Fσ(s, dx) ds =
∫
R
eiux ∂1Fσ(t, dx),
e´s ∫
R
iueiux Fσ(t, dx) = −∂2Fσ(t, x)e
iux
∣∣x=∞
x=−∞
+
∫
R
iueiux Fσ(t, dx)
=
∫
R
−eiux ∂2Fσ(t, dx),
(4)
amibo˝l ko¨vetkezik, hogy a ∂1Fσ −GFσ +Mf∂2Fσ fu¨ggve´nyhez asszocia´lt elo˝jeles
Borel-me´rte´k Fourier–Stieltjes-transzforma´ltja ze´rus, azaz
∀t ∈ [0,∞), ∀u ∈ R esete´n
∫
R
eiux [∂1Fσ −GFσ +Mf∂2Fσ] (t, dx) = 0.
Ma´sfelo˝l pedig
∀t ∈ [0,∞) -re lim
x→−∞
[∂1Fσ −GFσ +Mf∂2Fσ] (t, x) = 0,
amibo˝l ko¨vetkezik, hogy Fσ a ko¨vetkezo˝ Cauchy-feladat megolda´sa
∂1Fσ = GFσ −Mf∂2Fσ
Fσ(0, x) = Φσ(x)1 ∈ R
S ,
(5)
ahol Φσ jelo¨li ξ eloszla´sfu¨ggve´nye´t.
Megjegyze´s. Az X integra´l elo˝a´ll´ıta´sa´bo´l az ala´bbi becsle´st kapjuk
Xt + ξ +m∆t ≤ Xt+∆t + ξ ≤ Xt + ξ +M∆t,
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ahol m = min
s∈S
f(s) e´s M = max
s∈S
f(s). Ezt felhaszna´lva kapjuk, hogy
Fσ(t, x−M∆t) ≤ Fσ(t+∆t, x) ≤ Fσ(t, x−m∆t),
ami felhaszna´lhato´ arra, hogy Fσ parcia´lis deriva´ltjait a differenciaha´nyadosokon
keresztu¨l az ala´bbi mo´don megbecsu¨lju¨k:
−M
Fσ(t, x)− Fσ(t, x−M∆t)
M∆t
≤
Fσ(t+∆t, x)− Fσ(t, x)
∆t
≤−m
Fσ(t, x)− Fσ(t, x−m∆t)
m∆t
(a ≤ szimbo´lum elemenke´nti rela´cio´t jelo¨l). Az ∂1Fσ(t, x) parcia´lis deriva´ltra a
ko¨vetkezo˝ becsle´st kapjuk
−M∂2Fσ(t, x) ≤ ∂1Fσ(t, x) ≤ −m∂2Fσ(t, x),
amibo˝l ko¨vetkezik, hogy a lim
x→∞
∂1Fσ(t, x) = 0 felte´tel elhagyhato´. Az Xt + ξ
valo´sz´ınu˝se´gi va´ltozo´ gyenge´n tart Xt-hez, amint σ → 0, eze´rt ele´g megoldani
a (5) Cauchy-feladatot, e´s venni a σ → 0 hata´re´rte´ket, hogy meghata´rozzuk F
e´rte´ke´t annak folytonossa´gi pontjaiban. A ko¨vetkezo˝ te´tel az F eloszla´sfu¨ggve´ny
egy integra´legyenlet elo˝a´ll´ıta´sa´t adja meg.
3.2. Te´tel. Ha (Xt)t≥0 a 3.1. Te´telben definia´lt sztochasztikus folyamat,
akkor tetszo˝leges y0 ∈ S esete´n az F (t, x)y0 = P (Xt < x |Y0 = y0 ) felte´teles elosz-
la´sfu¨ggve´ny a ko¨vetkezo˝ integra´legyenlet megolda´sake´nt kaphato´ meg:
F (t, x)y0 = e
−tλ1(x ≥ tf(y0))+
+
t∫
0
∑
σ∈S\{y0}
F (s, x− (t− s)f(y0))σP (Yt−s = σ |Y0 = y0 )λe
−λ(t−s) ds,
(6)
ahol az Ys folyamat a´ltal az egyes a´llapotokban to¨lto¨tt ido˝ λ parameteru˝ exponen-
cia´lis eloszla´su´ valo´sz´ınu˝se´gi va´ltozo´.
Bizony´ıta´s. Jelo¨lju¨k az Y Markov-la´nc elso˝ ugra´sa´nak ideje´t τ -val. Alkalmazva a
teljes valo´sz´ınu˝se´g te´tele´t
F (t, x)y0 = P (Xt < x |Y0 = y0, τ ≥ t )P (τ ≥ t)+
+
t∫
0
P (Xt < x |Y0 = y0, τ = t− s )λe
−λ(t−s) ds
ı´rhato´, hiszen τ a kezdeti a´llapotto´l fu¨ggetlen. Azt kapjuk, hogy
P (Xt < x |Y0 = y0, τ ≥ t ) = 1(x− tf(y0) ≥ 0).
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Hasonlo´an kaphato´ meg az is, hogy
P (Xt < x |Y0 = y0, τ = t− s ) =
=
∑
σ∈S\{y0}
P (Xt < x |Y0 = y0, Yt−s = σ, τ = t− s )P (Yt−s = σ |Y0 = y0 ) ,
ami minden s ∈ [0, t) esete´n igaz, tova´bba´ az (Yt)t≥0 folyamat Markov tulajdon-
sa´ga miatt
P (Xt < x |Y0 = y0, Yt−s = σ, τ = t− s ) = F (s, x− (t− s)f(y0))σ
ı´rhato´. ⊓⊔
3.2. Abszolu´t szimmetrikus ve´letlen norma konstrukcio´ja
Vegyu¨k azt az (Yt)t≥0 folytonos ideju˝ Markov-la´ncot az S = {0, . . . , n} (n ∈ N)
a´llapotte´ren, melynek infinitezima´lis genera´tora G = λnN ∈ R
(n+1)×(n+1), ahol
N =


−1 1 0 · · · 0 0
0 −1 1 · · · 0 0
0 0 −1 · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · −1 1
0 0 0 · · · 0 0


e´s a (λn)n∈N parame´ter szaba´lyozza a la´nc ”
sebesse´ge´t”. Az elo˝zo˝ pontban ismer-
tetett mo´don kisza´mı´tjuk az
Xt =
t∫
0
1
n
Ys ds
pa´lyaintegra´l folyamat eloszla´sfu¨ggve´nye´t. Minden, legfeljebb n szakaszbo´l a´llo´,
szakaszonke´nt linea´ris pa´lya´ju´ normafolyamat pa´lya´ja szerepel azXt pa´lya´i ko¨zo¨tt,
ı´gy Xt egy me´rte´ket ad meg azon abszolu´t e´s szimmetrikus ve´letlen norma´kon,
melyek egyse´ggo¨mbje egy legfeljebb 4n oldalu´ szaba´lyos sokszo¨g.
A simı´tott valo´sz´ınu˝se´gi va´ltozo´hoz tartozo´ Cauchy-feladat fel´ırhato´ u´gy, mint
∂1(Fσ)k +
k
n
∂2(Fσ)k + λn(Fσ)k = λn(Fσ)k+1
∂1(Fσ)n +
k
n
∂2(Fσ)n + λn(Fσ)n = 0
(Fσ)k(0, x) = Φσ(x),
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ahol (Fσ)k = P(Xt + ξ < x|Y0 = k) e´s k = 0, . . . , n. Ha (Fσ(t, x))k helye´re
e−tλn(Jσ(t, x))k-t ı´runk, akkor a ko¨vetkezo˝ elso˝rendu˝ kva´zilinea´ris parcia´lis diffe-
rencia´legyenlet rendszert nyerju¨k:
∂1(Jσ)k +
k
n
∂2(Jσ)k = λn(Jσ)k+1
∂1(Jσ)n +
k
n
∂2(Jσ)n = 0
(Jσ)k(0, x) = Φσ(x).
(7)
A fenti egyenlet ko¨zvetlenu¨l megoldhato´ a karakterisztika´k mo´dszere´vel, ı´gy egy
rekurzio´t kapunk Fσ-ra:
(Fσ)n(t, x) = Φσ(x− t)
(Fσ)k(t, x) = e
−tλnΦσ
(
x−
k
n
t
)
+
t∫
0
(Fσ)k+1
(
t, x−
k
n
(t− s)
)
λne
−λn(t−s) ds
k = 0, . . . , n− 1.
Ha σ → 0 az ado´dik, hogy
(F )n(t, x) = 1(x− t ≥ 0)
(F )k(t, x) = e
−tλn1
(
x−
k
n
t ≥ 0
)
+
t∫
0
(F )k+1
(
t, x−
k
n
(t− s)
)
λne
−λn(t−s) ds
k = 0, . . . , n− 1,
ami ugyanaz, mintha az (6) formula´t ko¨zvetlenu¨l alkalmaztuk volna.
A (7) differencia´legyenlet-rendszert σ = 0-ra, numerikusan az upwind se´ma
[5] seg´ıtse´ge´vel oldottuk meg. A kapott eloszla´sfu¨ggve´ny seg´ıtse´ge´vel a konstrua´lt
abszolu´t szimmetrikus ve´letlen norma va´rhato´ e´rte´ke´t sza´mı´tottuk ki, ami persze
egy abszolu´t e´s szimmetrikus norma. Szimula´cio´inkban a [0, 1] intervallumot N
belso˝ ponttal N + 1 egyenlo˝ re´szre osztottuk fel. Az n = 10, λn = 10 e´s N =
200 parame´ter bea´ll´ıta´sok mellett kapott (F )0(t, x) eloszla´sfu¨ggve´ny grafikonja az
. a´bra´n la´thato´.
A va´rhato´ e´rte´k norma R2-n vett egyse´gko¨reit a . a´bra´n a´bra´zoltuk. Ke´t sze´l-
so˝se´ges vislekede´s figyelheto˝ meg: Ha lea´ll´ıtjuk a la´ncot, azaz ha λn = 0, akkor
a va´rhato´ e´rte´k norma a ko¨zo¨nse´ges maximum norma´val esik egybe. Ha a la´nc
sebesse´ge ve´gtelenhez tart, vagyis λn → ∞, akkor a va´rhato´ e´rte´k norma az 1-
norma´hoz tart pontonke´nt.
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1. a´bra. Az Xt valo´sz´ınu˝se´gi va´ltozo´ eloszla´sfu¨ggve´nye (n = 10, λn = 10,
N = 200).
4. Abszolu´t e´s szimmetrikus norma´k magasabb dimenzio´s terekben
4.1. Ero˝s e´s gyenge kiterjeszte´sek
A ko¨zo¨nse´ges p-norma´k teljes´ıtik a ||v||p = || (v1, ||(v2, . . . , vn)||) ||p egyenlo˝se´-
get ∀v = (v1, . . . , vn) ∈ C
n este´n. Ezt a tulajdonsa´got felhaszna´lhatjuk arra, hogy
a s´ıkon megkonstrua´lt abszolu´t e´s szimmetrikus ve´letlen norma´inkat magasabb
dimenzio´s terekre indukt´ıvan a´ltala´nos´ıtsuk.
Tegyu¨k fel, hogy minden n-ne´l kisebb dimenzio´ju´ te´rre sikeru¨lt kiterjeszteni
a s´ıkon ma´r megkonstrua´lt abszolu´t e´s szimmetrikus ve´letlen norma´t. Legyen
v = (v1, . . . , vn) ∈ R
n
+,≥ tetszo˝leges vektor e´s
(n−1)
p a ve´letlen norma Cn−1 te´rre
vett kiterjeszte´se. Legyen p egy, az elo˝zo˝ kiterjeszte´sto˝l fu¨ggetlen norma a C2
vektorte´ren e´s definia´ljuk az n dimenzio´s kiterjeszte´st u´gy, mint
(n)
p (., v) = p
(
.,
(
(v1,
(n−1)
p (., (v2, . . . , vn))
))
.
Vila´gos, hogy a
(n)
p ve´letlen norma Cn-en csak a vektor elemek abszolu´t e´rte´keito˝l
fu¨gg, de nemszu¨kse´gke´ppen szimmetrikus. Szimmetrikus ve´letlen norma´t kapunk,
ha
(n)
p Rn+,≥-re vett leszu˝k´ıte´se´t szoka´sos mo´don C
n-re kiterjesztju¨k. Ha
(n)
p egy
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2. a´bra. A va´rhato´ e´rte´k norma egyse´gko¨rei. Folytonos – (n = 1, λn = 0,
N = 4000), szaggatott – (n = 1, λn = 100, N = 500), pont-vonal – (n = 100,
λn = 100, N = 1000).
olyan abszolu´t e´s szimmetrikus ve´letlen norma a Cn vektorte´ren, melyet egy p,
C
2-n adott, abszolu´t e´s szimmetrikus ve´letlen norma fu¨ggetlen pe´lda´nyaibo´l a fenti
elja´ra´ssal nyertu¨nk, akkor azt p ero˝s kiterjeszte´se´nek h´ıvjuk.
A fenti elja´ra´s fo˝ ha´tulu¨to˝je, hogy ro¨gz´ıtett v ∈ Cn-re
(n)
p egy olyan valo´sz´ınu˝se´gi
va´ltozo´, ami az eredeti valo´sz´ınu˝se´gi mezo˝ n-szeres hatva´nya´n van e´rtelmezve. Ez
a szimula´cio´k elve´gze´se´t nagyban megnehez´ıti. Ennek oka´n vezetju¨k be a gyenge
kiterjesztett fogalma´t, ami az ero˝sto˝l annyiban ku¨lo¨nbo¨zik, hogy a konstrukcio´ban
felhaszna´lt indukcio´s le´pe´st a ko¨vetkezo˝vel helyettes´ıtju¨k:
(n)
pw (., v) = p
(
.,
(
(v1,E
(
(n−1)
pw (., (v2, . . . , vn))
)))
.
A 3. fejezetben bemutatott ve´letlen norma ha´romdimenzio´s gyenge kiterjeszte´se´bo˝l
sza´rmaztatott va´rhato´ e´rte´k norma egyse´ggo¨mbje a . a´bra´n la´thato´.
4.2. Egy nyitott ke´rde´s
Az abszolu´t e´s szimmetrikus ve´letlen norma´k kiterjeszte´se ve´gtelen dimenzi-
o´ra egyszeru˝ hata´ra´tmenettel to¨rte´nhet. Legyen v = (v1, v2, . . .) komplex sza´mok
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3. a´bra. A 3. fejezetben bemutatott ve´letlen norma ha´romdimenzio´s gyenge kiter-
jeszte´se´bo˝l sza´rmaztatott va´rhato´ e´rte´k norma egyse´ggo¨mbje (n = 100, λn = 100,
N = 500) parame´ter bea´ll´ıta´sok mellett.
egy tetszo˝leges sorozata, e´s jelo¨lje
(n)
v = (v1, v2, . . . , vn) az eredeti sorozat n-edik
csonk´ıtottja´t. Legyen
(∞)
p (v) := lim
n→∞
(n)
p (
(n)
v )
megengedve azt az esetet is, hogy a fenti hata´re´rte´k ve´gtelen. Ha v ∈ l1, akkor a
ford´ıtott ha´romszo¨g-egyenlo˝tlense´g szerint
|
(n)
p (
(n)
v )−
(m)
p (
(m)
v )| ≤
(n+m)
p (
(n)
v −
(m)
v ) ≤ ||
(n)
v −
(m)
v ||1,
vagyis
(n)
p (
(n)
v ) Cauchy-sorozat P-m.b..
Nyilva´nvalo´, hogy az (1) tulajdonsa´g ve´gtelen dimenzio´ra is o¨ro¨klo˝dik, azaz
komplex sza´mok tetszo˝leges v = (v1, v2, . . .) sorozata´ra ||v||∞ ≤
(∞)
p (v) ≤ ||v||1 e´s
||v||∞ ≤
(∞)
pw (v) ≤ ||v||1 teljesu¨l P-m.b., ami azt jelenti, hogy a va´rhato´ e´rte´kben
ve´ges norma´ju´ sorozatok tere az l1 e´s l∞ terek ko¨zo¨tt helyezkedik el tartalmaza´s
tekintete´ben. A ku¨lo¨nbo¨zo˝ normafolyamatokhoz asszocia´lt va´rhato´ e´rte´k norma´k
ve´gtelen dimenzio´ban nem szu¨kse´gke´ppen ekvivalensek, az esetleges ekvivalencia
fenna´lla´sa ekvivalencia´t induka´l a normafolyamatokon is. A ke´rde´s az, hogy ho-
gyan jellemezheto˝k az egy ekvivalencia oszta´lyba keru¨lo˝ normafolyamatok?
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MEASURES ON GAUGE INVARIANT SYMMETRIC NORMS
Attila Lovas, Attila Andai
The concept of a gauge invariant symmetric random norm is elaborated in this paper. We
introduce norm processes and show that this kind of stochastic processes are closely related to
gauge invariant symmetric random norms. We construct a gauge invariant symmetric random
norm on the plane. We define two different extensions of these random norms to higher (even
infinite) dimensions. We calculate numerically unit spheres of expected norms in two and three
dimensions for the constructed random norm. The English version of this paper can be found in
[1].
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KALMA´R LA´SZLO´, A SZA´MI´TA´STUDOMA´NY HAZAI U´TTO¨RO˝JE
SZABO´ PE´TER GA´BOR
Csendes Tibor 60. szu¨lete´snapja´ra tisztelettel e´s szeretettel aja´nlom
Az IEEE Computer Society a vila´g egyik legrangosabb informatikai egye-
su¨lete. A ta´rsasa´g 1996-ban elhata´rozta, hogy az a´ltaluk 1981-ben alap´ıtott,
de az addig szinte kive´tel ne´lku¨l csak nyugati orsza´gokban dolgozo´ szakem-
bereknek oda´ıte´lt Computer Pioneer Award d´ıjat ezu´ttal Ko¨ze´p- e´s Kelet-
Euro´pai orsza´gok sza´mı´ta´stechnikai u´tto¨ro˝i is megkaphatja´k. A kitu¨ntete´s
felte´tele az volt, hogy a d´ıjazott olyan maradando´ sza´mı´ta´stechnikai alkota´st
kellett, hogy le´trehozzon, amely legala´bb ma´sfe´l e´vtized ta´vlata´bo´l is kia´llta
az ido˝ pro´ba´ja´t.
1997-ben a Neumann Ja´nos Sza´mı´to´ge´p-tudoma´nyi Ta´rsasa´g javaslata´ra
ke´t magyar tudo´snak ı´te´lte´k oda posztumusz a Computer Pioneer Award
d´ıjat. Az egyik Kozma La´szlo´ (1902–1983) mu˝egyetemi professzor volt, aki
1955 e´s ’57 ko¨zo¨tt konstrua´lta meg az orsza´g elso˝ programveze´relt jelfogo´s
sza´mı´to´ge´pe´t, a MESz-1-et, amit 1958-ban u¨zembe is a´ll´ıtottak. A ma´sik
d´ıjat a szegedi egyetem egykori matematika professzora, Kalma´r La´szlo´
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(1905–1976) kapta, a matematikai logika mu˝szaki alkalmaza´sainak tere´n ele´rt
eredme´nyeie´rt, elso˝sorban a szegedi logikai ge´p megalkota´sa´e´rt e´s a formula-
veze´rle´su˝ sza´mı´to´ge´p terve´e´rt.
Kalma´r professzor nagyon sokat tett itthon nemcsak az informatikai kuta-
ta´soke´rt, de annak oktata´sa´e´rt is. Ko¨zel fe´le´vsza´zadon keresztu¨l tan´ıtott
a szegedi egyetemen matematika´t e´s majdnem ke´t e´vtizedig sza´mı´ta´studo-
ma´nyt. 1956 tavasza´n munkata´rsaival kibernetikai szemina´riumot szervezett,
majd a ko¨vetkezo˝ e´vben – az orsza´gban elso˝ke´nt – beind´ıtotta a hazai felso˝-
foku´ informatikai szakemberke´pze´st.
To¨bb mint o¨tven e´ve tan´ıtanak sza´mı´to´ge´p-programoza´st a szegedi egyete-
men. Mivel az elso˝ elektronikus sza´mı´to´ge´p, az M-3 csak 1965-ben e´rkezett meg
Szegedre, eze´rt kezdetben a sza´mı´to´ge´p-programoza´s me´g u´n.
”
kre´tafizikai” mo´d-
szerrel to¨rte´nt: ta´bla´na´l, kre´ta´val, fikt´ıv ge´peken futtatta tana´r e´s dia´k az algorit-
musokat. Kalma´r La´szlo´, az egyetem kiva´lo´ matematika professzora azonban ma´r
az 1950-es e´vek ma´sodik fele´ben la´tta, hogy rohamosan ko¨zeleg az a korszak, ami-
kor Magyarorsza´gon is szu¨kse´g lesz majd az olyan szakemberekre, akiknek e´rteniu¨k
kell az
”
elektronikus sza´molo´ge´pek” programoza´sa´hoz. Kalma´r professzor kihar-
colta a miniszte´rium beleegyeze´se´t, hogy a szegedi egyetemen az egyszakos tana´r-
ke´pze´s megszu¨ntete´sekor, a harmade´ves tana´rjelo¨ltek 5 sza´zale´ka az egyik szakjuk
elhagya´sa´val a megmaradt szak egy specia´lis teru¨lete´n elme´lyu¨ltebb tanulma´nyo-
kat folytathassanak. 1957 o˝sze´n – az orsza´gban elso˝ke´nt – ı´gy vette kezdete´t
ha´rom egyszakos (vagy ahogyan hallgato´ta´rsaik viccesen h´ıvta´k o˝ket: EDSAC-
os) hallgato´val a (sza´mı´to´ge´pes) alkalmazott matematikuske´pze´s a szegedi egyete-
men. Kalma´r tudta, hogy ezzel egy szu¨leto˝ tudoma´nya´gat ke´pvisel, e´s ahogyan az
legto¨bbszo¨r to¨rte´nni szokott, a szu¨leto˝ u´jnak mindig meg kell harcolnia a maga
harca´t a konzervativizmussal szemben. Az o˝ esete´ben is ı´gy volt ez, ba´r valo´ja´ban
ez a ku¨zdelme nem a kibernetika itthoni elismertete´se´e´rt folytatott ero˝fesz´ıte´seivel
kezdo˝do¨tt, hanem ma´r jo´val kora´bban, tulajdonke´ppen akkor, amikor matematikai
logika´val kezdett el foglalkozni.1
Abszolu´t igaz tudoma´ny-e a matematika?
Kalma´r e´rdeklo˝de´se a matematikai logika ira´nt az 1920-as e´vek ve´ge fele´ kezdo˝-
do¨tt. Matematikus kolle´ga´i ko¨zu¨l voltak, akik nem igaza´n o¨ru¨ltek annak, hogy az
olyan sze´p klasszikus matematikai diszcipl´ına´k kutata´sa´t, mint amilyen pe´lda´ul
a fu¨ggve´nytan, az analitikus sza´melme´let, vagy az interpola´cio´ elme´lete, olyan
egzotikus ta´rgyko¨rrel akar felcsere´lni, mint a matematikai logika. Me´g a matema-
tikusok ko¨zu¨l is to¨bben tu´lsa´gosan elme´leti tudoma´nynak tartotta´k ezt, amelyro˝l
1Az EDSAC (Electronic Delay Storage Automatic Calculator) az elso˝ gyakorlati feladatok
megolda´sa´ra is haszna´lhato´ ta´rolt programu´ sza´mı´to´ge´p volt. 1949-ben angol fejleszte´s eredme´-
nyeke´nt ke´szu¨lt el a Neumann-elvek alapja´n.
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u´gy gondolta´k, hogy tala´n inka´bb a filozo´fia´val van szorosabb kapcsolatban, mint a
matematika´val, e´s ku¨lo¨nben is nem valo´sz´ınu˝, hogy valamikor lesz majd ennek ba´r-
milyen komolyabb alkalmaza´sa. Riesz Frigyes me´lyen lene´zte a matematikai logi-
ka´t, Haar Alfre´d valamivel jobban e´rte´kelte, de aze´rt o˝ is megke´rdezte Kalma´rto´l,
hogy itt is vannak-e te´telek e´s azokat be is bizony´ıtja´k-e, vagy csak ve´leme´nyekro˝l
vitatkoznak, mint a filozo´fusok. A pa´lya´ja´t akkor kezdo˝ fiatal matematikust azon-
ban to¨bb olyan hata´s e´rte, amely arra ind´ıtotta o˝t, hogy a tova´bbiakban me´gis ez
legyen a fo˝ kutata´si teru¨lete.
Kalma´r a matematikai logika´ro´l Neumann Ja´nosto´l hallott elo˝szo¨r Budapesten,
ahol egyetemi tanulma´nyait folytatta. A tudoma´nyegyetemen akkoriban matema-
tikai logika´t me´g nem lehetett tanulni. Voltak ugyan
”
Logika” c´ımmel elo˝ada´sok,
de Kalma´r ezekbo˝l hamar kia´bra´ndult, mikor azt tapasztalta, hogy – ahogyan
o˝ fogalmazott – egy logika´val foglalkozo´
”
filozo´fus” bu¨ntetlenu¨l elko¨vethet olyan
primit´ıv logikai hiba´kat, amiket ha egy gimnazista tenne meg matematika´bo´l,
akkor megbuktatna´k eze´rt. Kalma´r a matematikai logika alapgondolatait e´s a
bizony´ıta´selme´let programja´t szegedi e´veinek kezdete´n Neumann Ja´nos egy akkor
frissen megjelent dolgozata´bo´l e´rtette meg. Mo´dja volt megismerkednie ne´ha´ny
olyan kiva´lo´ ku¨lfo¨ldi matematikussal is, akiknek hata´sa´ra tova´bb me´lyu¨lt a kapcso-
lata ezzel az itthon me´g akkor u´jnak sza´mı´to´ tudoma´nnyal.
1928-ban nagy hata´ssal volt ra´ a korszak egyik legnagyobb matematikusa´nak,
Hilbertnek a bolognai nemzetko¨zi matematikai kongresszuson a logika megoldat-
lan proble´ma´iro´l tartott elo˝ada´sa. A ko¨vetkezo˝ e´v nyara´n el is utazott Go¨ttin-
genbe, ahol szeme´lyesen is tala´lkoztak. Kalma´r ı´gy emle´kezett ra´:
”
O¨reg volt ma´r,
bizony megesett, hogy halmazelme´leti elo˝ada´sa´n kiesett a kre´ta a keze´bo˝l. Volt egy
nagyon jo´ maga´ntana´ra, Bernays, leu¨ltette Hilbertet, fo¨lvette a kre´ta´t e´s folytatta
az elo˝ada´st. Ko¨zben Hilbert 2–3 percet bo´biskolt, azta´n fo¨lne´zett, figyelt egy
percig, mit mond Bernays, majd visszavette a kre´ta´t e´s folytatta az elo˝ada´st.”
Egy ı´zben Bernays jo´volta´bo´l sikeru¨lt besze´lgetnie is Hilberttel.
Edmund Landau, a kiva´lo´ ne´met matematikus is Go¨ttingenben tan´ıtott.
Kalma´r el is ja´rt egyik fu¨ggve´nytani szemina´riuma´ra. Ko¨zelebbi kapcsolatba azon-
ban nem keru¨lhettek, mivel akkoriban Landau az u´j ko¨nyve´n dolgozott, e´s minden
ideje´t szigoru´an beosztotta, ku¨lo¨n nem fogadott senkit. A fiatal szegedi tana´rsege´d
sajna´lhatta ezt, hiszen ma´r gimnazista kora´to´l ismerte Landau neve´t, e´s annak
pr´ımsza´mokro´l szo´lo´ ke´tko¨tetes sza´melme´leti munka´ja´t is. Nem kis meglepete´st
okozott ı´gy a sza´ma´ra, amikor Szegedre valo´ visszate´rtekor, Landau egyik munka-
ta´rsa´to´l, Fenchelto˝l kapott egy levelezo˝lapot, amelyen azt ke´rdezte´k to˝le, hogy
megengedne´-e Kalma´r, hogy Landau a ke´szu¨lo˝ Grundlagen der Analysis c. ko¨ny-
ve´ben publika´lja Kalma´rnak az aritmetika alapjaival kapcsolatos egyik Bernaysnak
tett megjegyze´se´t, ill. ha ezt esetleg kora´bban ma´r megtette, akkor ke´rte´k, adja
meg annak irodalmi forra´sa´t, hogy Landau hivatkozhasson ra´ a ko¨nyvben.
Hosszasan kellett Kalma´rnak gondolkodnia, mire ra´do¨bbent, hogy milyen meg-
jegyze´se´re vonatkozhatott Landau ke´re´se. Azta´n esze´be jutott, hogy te´nyleg eml´ı-
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tette Bernaysnak, hogy Hilbert az elo˝ada´sa´n az egyik a´ll´ıta´st szerinte a kellete´-
ne´l komplika´ltabban bizony´ıtotta be, e´s u´gy gondolta, hogy ezt egyszeru˝bben is
meg lehetett volna csina´lni. Azta´n vacsora ko¨zben el is mondta ennek re´szleteit
Bernaysnak, hogy Neumann cikke´bo˝l kiindulva, o˝ azt hogyan bizony´ıtana´. Ezt
azta´n Bernays elmese´lte Landaunak, aminek ve´gu¨l az lett az eredme´nye, hogy az
eml´ıtett ko¨nyv elo˝szava´ba Landau ezt ı´rta:
”
haboza´ssal a´llok a nyilva´nossa´g ele´
ezzel az ı´ra´ssal, mert egy olyan teru¨letro˝l publika´lok ezzel, amelyro˝l semmi u´j mon-
danivalo´m nincs, lesza´mı´tva Kalma´rnak egy szo´beli ko¨zle´se´t.” Ennek a meglepo˝
valloma´snak az volt az elo˝zme´nye, hogy Landau, aki maga´t a prec´ızse´g mintake´-
pe´nek tartotta, az egyik elo˝ada´sa´n, amit az aritmetika axiomatikus fele´p´ıte´se´ro˝l
tartott, hiba´san bizony´ıtott be egy hasonlo´ te´telt, melyre Kalma´r megjegyze´se is
vonatkozott. Erre egyik tana´rsege´dje h´ıvta fel a figyelme´t, ami sza´ma´ra azta´n
olyan sokkot jelentett, hogy eze´rt egy ko¨nyvet kellett ı´rnia.
Kalma´r ekkor me´g tana´rsege´d volt a szegedi egyetemen, e´s Landaunak ez az
elismere´se nagyon nagy hata´ssal volt ra´. Saja´t bevalla´sa szerint a matematikai
logika´val valo´ igazi kapcsolata ekkor kezdo˝do¨tt, la´tta, hogy e´rdemes ezzel foglal-
koznia. Az 1932-es zu¨richi nemzetko¨zi matematikai kongresszuson ma´r o˝ maga
is tartott egy elo˝ada´st az u´n. eldo¨nte´sproble´ma kapcsa´n, amely azta´n kutata´si
teve´kenyse´ge´nek egyik fo˝ ira´nyvonala´t jelentette.
Az eldo¨nte´sproble´ma a ko¨vetkezo˝ feladatot jelenti: adjunk meg olyan algorit-
must, amellyel tetszo˝leges logikai formula´k azonosan igaz volta eldo¨ntheto˝. Kalma´r
sza´mos tudoma´nyos dolgozatot publika´lt ezen a teru¨leten, ba´r bizonyos e´rtelem-
ben boldogtalan kincskerese´s volt ez, hiszen ke´so˝bb kideru¨lt, hogy ilyen algoritmus
bizony´ıthato´an nem le´tezik (felte´ve persze, hogy az algoritmus intuit´ıv fogalma
alatt azt e´rtju¨k, ahogyan azt ma egzakt mo´don ta´rgyalni szoka´s). Mindenesetre
bizonyos specia´lis formulaoszta´lyokra megoldhato´ az eldo¨nte´sproble´ma e´s bizonyos
t´ıpusu´ formula´kra Kalma´rnak sikeru¨lt is azt megoldania. Egy ilyen feladat kap-
csa´n to¨rte´nt az, hogy Kalma´r Go¨dellel e´s Schu¨tte´vel egy ido˝ben, de to˝lu¨k fu¨gget-
lenu¨l oldott meg egy proble´ma´t, amit azonban Go¨del hamarabb tudott publika´lni.
Hilbert viszont me´gsem engedte visszavonni Kalma´r dolgozata´t a Math. Annalen
folyo´iratto´l, mert abbo´l jobban meg lehetett e´rteni az alkalmazott mo´dszert. Kal-
ma´r legto¨bb cikke´t az eldo¨nte´sproble´ma u´n. redukcio´-elme´lete´nek szentelte, amikor
is az a´ltala´nos proble´ma´t visszavezette bizonyos specia´lis eseteire.
Kalma´r sokat foglalkozott Go¨del e´s Church nevezetes te´teleinek egyszeru˝s´ıte´-
se´vel, a´ltala´nos´ıta´sa´val e´s helyes interpreta´cio´n alapulo´ ne´pszeru˝s´ıte´se´vel is. Go¨del
1931-ben ko¨zo¨lte nagy hordereju˝ eredme´nye´t, miszerint minden
”
valamirevalo´”axi-
o´marendszerben (azt, hogy ez mit jelent, persze pontosan meg lehet hata´rozni)
megfogalmazhato´ olyan proble´ma, ami a rendszer keretein belu¨l nem oldhato´ meg,
vagyis azt az adott axio´marendszer eszko¨zeivel sem igazolni, sem ca´folni nem
lehet. Ez egyben azt is jelenti, hogy nincs olyan abszolu´t axio´marendszer, amire az
ege´sz matematika´t fel lehetne e´p´ıteni, mert aka´rmilyen e´rtelmes axio´marendszert
is ro¨gz´ıtene´nk, mindig tala´lhatna´nk olyan feladatot, amit a rendszer fogalmaival
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ugyan le tudna´nk ı´rni, de semmilyen mo´don nem tudna´nk azt sem bizony´ıtani,
sem ca´folni kiza´ro´lag csak a rendszer axio´ma´inak felhaszna´la´sa´val.
Church pe´lda´t adott algoritmussal egya´ltala´n meg nem oldhato´ proble´masere-
gekre is, e´s igazolta, hogy nincs olyan algoritmus, amellyel ba´rmely adott logikai
formula´ro´l el lehetne azt do¨nteni ve´ges sza´mu´ le´pe´sben, hogy az azonosan igaz-e.
Church eredme´nye´t ne´pszeru˝en u´gy szokta´k mondani, hogy vannak abszolu´te meg-
oldhatatlan proble´maseregek, mı´g Go¨del te´tele axio´marendszerto˝l fu¨ggo˝, relat´ıve
eldo¨nthetetlen proble´ma´k le´teze´se´re mutat ra´. Church te´tele´t me´lyebbnek gondol-
ta´k Go¨dele´ne´l, ı´gy meglepo˝ volt, amikor Pe´ter Ro´zsa e´szrevette, hogy ez nem ı´gy
van. Church te´tele levezetheto˝ a Go¨del-te´telbo˝l, so˝t Kalma´r azt is igazolta, hogy
a Church-te´tel egyenesen specia´lis esete a kello˝ a´ltala´nossa´gban megfogalmazott
Go¨del-te´telnek.
Izgalmas teru¨letre jutunk akkor, amikor az u´n. Church-te´zisro˝l gondolkodunk,
amelyen Church te´tele is alapult. A ke´rde´s tulajdonke´ppen az, hogy mi is az
”
algo-
ritmus”. Erro˝l mindenkinek lehet valamife´le intuit´ıv fogalma: egy ve´ges elja´ra´s,
amely minden le´pe´sben pontosan elo˝´ırja, hogy mit kell csina´lni. Ha azonban, azt
akarjuk megmutatni, hogy valamely proble´ma megolda´sa´ra egy adott eszko¨zke´szlet
mellett nincs algoritmus, akkor azt kell bebizony´ıtani, hogy soha senki nem tud
olyan ve´ges elja´ra´st/bizony´ıta´st krea´lni, amely megoldana´ a feladatot. Az ilyen
matematikai bizony´ıta´shoz viszont szu¨kse´gu¨nk van az algoritmus egzakt defin´ı-
cio´ja´ra. To¨bb u¨gyes k´ıse´rlet to¨rte´nt az egzakt defin´ıcio´ megada´sa´ra, amelyekro˝l
ve´gu¨l kideru¨lt, hogy egyma´ssal egyene´rte´ku˝ fogalmat eredme´nyeznek, ı´gy nagyon is
e´sszeru˝nek tu˝nik, ha az algoritmus intuit´ıv fogalma´t a javasolt egzakt fogalmakkal
(pl. a´ltala´nos rekurz´ıv fu¨ggve´ny, Turing-ge´ppel kisza´mı´thato´ fu¨ggve´ny) helyettes´ıt-
ju¨k. A Church-te´zis azt jelenti, hogy tegyu¨k ezt meg. Persze azt, hogy ezt te´nyleg
jogos megtenni, matematikai szigoru´sa´ggal bizony´ıtani nem lehet, csak u´n. plauzi-
bilita´si e´rvekkel lehet ala´ta´masztani. Mindenesetre, ha elfogadjuk a Church-te´zist,
akkor a tova´bbiakban nyugodtan alhatunk, mert meg tudjuk mindenki sza´ma´ra
mondani, hogy mi az az algoritmus.
Kalma´r azonban nem igaza´n hitt abban, hogy a matematika elja´ra´sait valaha
is az elo˝bbieknek megfelelo˝ za´rt keretek ko¨ze´ lehet ke´nyszer´ıteni. Nagyon e´rdekes
az, ahogyan ra´mutatott arra, hogy a Church-te´zis ellen e´ppu´gy lehet plauzibilita´si
e´rveket felhozni, mint ahogyan Church mellette hozott fel hasonlo´ e´rveket. Kalma´r
ege´szen meglepo˝ ko¨vetkeztete´sre jutott: ha valaki elfogadja a Church-te´zist, akkor
azt is el kell, hogy fogadja, hogy vannak olyan te´telek, amelyek ugyan igazak, de
azt, hogy igazak, azt semmilyen helyes okfejte´ssel soha nem lehet bebizony´ıtani.
Nem csak most nem tudjuk bebizony´ıtani o˝ket! Soha nem fogjuk! Kalma´r szerint,
ha valaki hisz abban, hogy a vila´g to¨rve´nyei megismerheto˝k, akkor nem fogadhatja
el a Church-te´zist, mert abbo´l azt lehet levezetni, hogy vannak olyan to¨rve´nysze-
ru˝se´gek, amelyek teljesu¨lnek, de hogy ez te´nyleg ı´gy van, ezt soha senki nem fogja
tudni bebizony´ıtani. Mondhatni egyre´szt aze´rt, mert magunk za´rtuk magunkat
za´rt keretekbe aza´ltal, hogy ro¨gz´ıtettu¨k az algoritmus fogalma´t. Ez esetleg kelle-
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mes lehet, biztonsa´ge´rzetet adhat, de a megismere´su¨nk korla´toltsa´ga´val fizetu¨nk
e´rte.
Matematikai ars poetica´ja´nak is felfoghato´k az ala´bbi sorai:
”
. . .megja´rtam
a matematikai egzaktsa´g magasiskola´ja´t, s la´tom, hogy az egzaktsa´gnak nincs
hata´ra, nincs olyan prec´ız mo´don megfogalmazott defin´ıcio´, vagy te´tel, amibe me´g
prec´ızebb a´lla´spontro´l bele ne lehetne ko¨tni, me´gpedig nemcsak szo˝rsza´lhasogata´s-
bo´l e´s ka´ka´ncsomo´kerese´sbo˝l, hanem alapos okkal (mert a prec´ızebb a´lla´spont el
nem fogada´sa effekt´ıv hiba´khoz, hamis eredme´nyekhez vezethet); e´ppen eze´rt nem
tudom to¨bbe´ statikus-dogmatikusan felfogni a matematikai prec´ızse´get: aki ezen
innen van, nem prec´ız, aki tu´l, az prec´ız. Ezzel egyu¨tt elejtettem persze a matema-
tika´nak, mint abszolu´t igaz tudoma´nynak a ke´pzete´t. Nem ı´rom, hogy ke´nytelen
voltam elejteni, mert az a meggyo˝zo˝de´sem, hogy e´pp az a sze´p a matematika´ban,
hogy maga´n viseli az emberi alkota´s minden bizonytalansa´ga´t. Fe´lre ne e´rts: le´-
tezik sza´momra is prec´ızse´g, de nem statikus, hanem dinamikus e´rtelemben: mint
prec´ızse´gre to¨rekve´s. Amikor valakit matematika´ra tan´ıtok, ma´r a´ll a prec´ızse´g
valamilyen, esetleg nagyon alacsony foka´n; magasabbra nem u´gy jut, hogy e´n dog-
matikusan magasabb fokra a´llok e´s lemarha´zom, ha o˝ keve´sbe´ prec´ız, hanem u´gy,
ha meggyo˝zo˝m arro´l, hogy e´rdemes feljebb jo¨nnie. Persze mindezt csak akkor e´r-
demes, ha van benne ige´ny ra´; egy cseppet sem baj, ha nincs, akkor maradunk ott,
ahol voltunk.” Persze ke´rde´s, hogy a fenti sorokban igaza van-e Kalma´rnak. A
matematikato¨rte´net pe´lda´i azt mutatja´k, hogy igen. Ne´ha´ny mai logikus esetleg,
u´gy gondolhatja, hogy nem. Sza´z e´v mu´lva e´rdemes lenne esetleg visszate´rni erre
a ke´rde´sre.
”
Mito˝l mozog?”
Kalma´r La´szlo´ saja´tsa´gos szellemben tan´ıtotta a matematika´t. A tan´ıta´sban
elso˝sorban az motiva´lta, hogy mindig szerette volna a nehe´z ke´rde´seket ko¨nnyu˝ve´
tenni. U´gy megtartani egy elo˝ada´st, hogy azt ne csak a tehetse´ges dia´kok, hanem
ba´rki mege´rthesse, ha annak kello˝ke´ppen nyitott az elme´je, e´s e´rdeklo˝dik a te´ma
ira´nt. Szerette felfedeztetni a matematika´t. Ne ke´nyszer legyen, hanem szu¨kse´ge´t
e´rezze a dia´k, amikor egy u´j fogalmat kell bevezetnie. A defin´ıcio´ na´la sokszor
nem a kiindulo´pont volt, hanem a ve´ga´lloma´s, ahogyan a szemle´letesto˝l eljutott
az absztrakt fogalomig. Ugyanez vonatkozott a te´telekre is. Ma az egyetemen
legto¨bbszo¨r kimondunk egy te´telt, majd azt ko¨veti a bizony´ıta´s. Na´la gyakran egy
gondolatsor za´ra´sake´nt, mint ve´gkifejlet jelent meg a te´tel megfogalmaza´sa.
Kalma´r szerint egy te´tel kimonda´sa e´s annak helyes bebizony´ıta´sa me´g nem
felte´tlenu¨l ele´gse´ges a valo´di tuda´shoz. U´gy ve´lte, hogy az e´rti a te´telt igaza´n,
aki tudja azt is, hogy mi a le´nyeges pont annak a bizony´ıta´sa´ban. Mi ad moti-
va´cio´t egy te´tel megfogalmaza´sa´hoz, e´s hogyan lehet ra´jo¨nni annak egy bizony´ı-
ta´sa´ra. Hogyan lehetne ma´ske´ppen bebizony´ıtani ugyanazt. Magyara´zzuk meg,
hogy milyen eszko¨zt e´s mie´rt haszna´lunk. Ne csak azt la´ssuk, hogy logikailag
helyes valami, hanem azt is, hogy mie´rt van szu¨kse´g az adott le´pe´sekre. Ele´g csak
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elo˝venni pe´lda´ul a matematikai anal´ızisro˝l kiadott jegyzeteit, hogy o¨sszehasonl´ıtva
azt ma´s hagyoma´nyos ta´rgyala´sokkal, la´ssuk annak saja´tos volta´t.
Kalma´rra nagy hata´ssal voltak egykori pesti tana´rai, Ku¨rscha´k Jo´zsef e´s Feje´r
Lipo´t. Feje´r is mu˝ve´sze volt a matematika´nak. Elo˝ada´sait me´g olyanok is hall-
gatta´k, akiknek egye´bke´nt keve´s ko¨zu¨k volt a matematika´hoz, ugyanis nemcsak az
volt na´la az e´rdekes, hogy mit mond, hanem az is, ahogyan azt mondta. Kalma´r
ı´gy emle´kezett ra´:
”
Feje´r Lipo´tnak hihetetlenu¨l szuggeszt´ıv volt az elo˝ada´smo´dja.
Nem sokat to¨ro˝do¨tt azzal, hogy mennyi anyagot ve´geztu¨nk, de rengeteget lehe-
tett to˝le tanulni, persze csak annak, aki rezona´lt ra´. A gyenge hallgato´k nevettek
rajta, hogy elo˝ada´s ko¨zben grimaszokat va´g, hogy hol a ha´tso´ padbo´l magyara´z,
hol pedig elo˝re fut a ta´bla´hoz, ı´r valamit, azta´n megint ha´tramegy. Azok voltak a
lege´rdekesebb elo˝ada´sai, amikor valamit ma´r befejezett, e´s nem akart u´jba kezdeni,
e´s mese´lt a leguto´bbi olvasma´nyairo´l, ami hata´ssal volt ra´. Ezzel olyan ta´vlatokat
nyitogatott az ember elo˝tt, amit aka´rha´ny elo˝re jo´l a´tgondolt, szabva´nyos elo˝-
ada´s sem tudott nyu´jtani.” Ottlik Ge´za, aki szinte´n Feje´rne´l tanult, ezt ı´rta ro´la:
”
Kı´vu¨la´llo´nak nem lehet elmondani, hogy milyen volt Feje´r Lipo´t. O´ria´s volt.
Fo¨ldo¨ntu´li vigasztala´s a puszta le´nye. Aki nem ismerte, az valamit nem tud a
vila´gro´l, e´s sohasem fogja megtudni.” Kalma´r a Feje´r-elo˝ada´sokro´l e´vfolyamta´rsa´-
val, Pe´ter Ro´zsa´val gyo¨nyo¨ru˝ jegyzeteket ke´sz´ıtett, volt, hogy ezek egyike´re Feje´r
egyik tudoma´nyos dolgozata´ban hivatkozott is.
Kalma´rnak a tan´ıta´sro´l vallott ne´zetei szorosan kapcsolo´dtak matematikai mun-
ka´ssa´ga´hoz is. Saja´t bevalla´sa szerint, neki sosem volt az a fo˝ amb´ıcio´ja, hogy mine´l
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to¨bb cikket ı´rjon, ı´gy nem ve´letlen az sem, hogy vannak olyan eredme´nyei, ame-
lyeket ma az o˝ neve´vel is emlegethetne´nk, ha publika´lta volna azokat.
”
Cikkeim
egy re´sze´ben nem annyira az u´j eredme´nyek ko¨zle´se´re, hanem valaminek a meg-
magyara´za´sa´ra, ne´pszeru˝s´ıte´se´re to¨rekszem” – nyilatkozta egyszer. La´tta, hogy
szerves´ıteni, igaza´n mege´rteni valamit nagyobb o¨ro¨mo¨t jelenthet me´g az u´j tudo-
ma´nyos informa´cio´ ko¨zle´se´ne´l is.
Egy u´j matematikai eredme´ny, amikor megszu¨letik, akkor mindenekelo˝tt az a
fontos, hogy az helyes legyen. Az u´j eredme´nyeket ko¨zlo˝ matematikai cikkek azon-
ban legto¨bbszo¨r ko¨zel sem nyilva´nvalo´ gondolatokbo´l, hanem u¨gyes, tru¨kko¨s e´s
gyakran hosszu´, sokoldalas matematikai meggondola´sokbo´l a´llnak. Kalma´r mate-
matikai munka´ssa´ga´nak egyik fontos aspektusa, hogy gyakran meg tudta ragadni a
matematikai gondolatok le´nyege´t, ı´gy egy-egy bizony´ıta´st le´nyegesen egyszeru˝bben
tudott
”
ta´lalni”, mint ahogyan annak szerzo˝je azt eredetileg kitala´lta. I´gy szu¨letett
meg pe´lda´ul Erdo˝s Pa´l elso˝ tudoma´nyos cikke is, annak elemi bizony´ıta´sa´ra, hogy
ba´rmely 1-ne´l nagyobb ege´sz sza´m e´s annak ke´tszerese ko¨ze´ mindig esik pr´ımsza´m.
Ez az u´n. Csebisev-te´tel, amire Csebisev kora´bban ma´r adott egy komplex bizo-
ny´ıta´st. Erdo˝s Pa´l elemi matematikai eszko¨zo¨kkel egy u´j bizony´ıta´st gondolt ki
(ra´ada´sul to¨bbet is bizony´ıtott Csebisevne´l), de ba´r az eszko¨zo¨k elemiek voltak,
”
homa´lyos e´s he´zagos ı´ra´smodora miatt” elso˝re Erdo˝s bizony´ıta´sa´t sem igen e´rtet-
te´k meg, me´g maga Ku¨rscha´k Jo´zsef sem. Kalma´r La´szlo´ seg´ıtette neki azt cikke´
forma´lni. Nem hia´ba emle´kezett erre ke´so˝bb Erdo˝s u´gy, hogy
”
nagyon sokat tanul-
tam Feje´r Lipo´tto´l, de a legto¨bbet valo´sz´ınu˝leg Kalma´r La´szlo´to´l.” (Erdo˝s doktori
disszerta´cio´ja´t szinte´n Kalma´r fogalmazta meg e´s ı´rta le jo´l e´rtheto˝ forma´ban.)
Persze mai szemmel ne´zve a dolgokhoz valo´ ilyesfajta hozza´a´lla´s kicsit furcsa´-
nak tu˝nhet. Ma tala´n a
”
publish or perish” jegye´ben sok kutato´nak ma´s lehet az
amb´ıcio´ja. Mine´l to¨bb cikket ı´rni, mine´l to¨bb u´j eredme´nyt publika´lni, ami persze
e´rtheto˝ is. E´rdemes azonban elgondolkodni a mesterse´ges intelligencia u´tto¨ro˝je´-
nek Minskynek egy gondolata´n, amely Kalma´rnak is nagyon megtetszett, amikor
Kanada´ban ja´rtakor annak egyik ı´ra´sa´ban tala´lkozott vele. Minsky azt mondta,
hogy tala´n e´rdemesebb arro´l ı´rni, hogy hogyan jo¨tt ra´ az ember nehe´z proble´ma´k
megolda´sa´ra, mert az tanulsa´gos lesz az uto´kor sza´ma´ra, mint arro´l, amit az ember
legutolja´ra bebizony´ıtott, mert az a jo¨vo˝ sza´zadban u´gyis valamilyen nagyon a´lta-
la´nos fogalomra vonatkozo´ nagyon a´ltala´nos te´tel e´rdektelen specia´lis esete lesz
majd.
A szo´beli Kalma´r-vizsga´k saja´tos ritua´le´ szerint lezajlo´ nyilva´nos sza´monke´-
re´sek voltak. A vizsga´zo´kon k´ıvu¨l gyakran ma´s hallgato´k is jelen voltak, hogy
meghallgassa´k a feleleteket. Tea e´s su¨teme´ny is volt a teremben, a gyakorlatve-
zeto˝k seg´ıtettek a szerv´ıroza´sban. A vizsga´zo´nak mindig re´sen kellett lennie, hogy
elmondhassa a felelete´t, mert Kalma´r rendk´ıvu¨l gyors gondolkoda´su´ matematikus
volt, pillanatok alatt a´tla´tta, ha valaki rossz ira´nyba indult el, nem lehetett na´la
melle´besze´lni. Ha kideru¨lt, hogy me´g a hallgato´ maga sem e´rti azt, amiro˝l besze´l,
volt, hogy annyira elragadtatta maga´t, hogy kiaba´lva verte a ta´bla´t, ra´mutatva,
Alkalmazott Matematikai Lapok (2015)
KALMA´R LA´SZLO´, A SZA´MI´TA´STUDOMA´NY HAZAI U´TTO¨RO˝JE 87
hogy hol a hiba a bizony´ıta´sban, ami uta´n azta´n a hallgato´sa´g egy sz´ınvonalas
kiselo˝ada´s re´szese´ve´ is va´lt a professzor u´rto´l.
Kalma´r La´szlo´ azonban nemcsak a katedra´n ve´gzett pedago´giai munka´t, hanem
leveleze´s u´tja´n is. Az 1986-ban kiadott Integra´lleve´l c. ko¨nyvecske´ben Szabo´ Mik-
lo´s mako´i gyermekorvosnak ı´rt 40 oldalas levele´t adta´k ko¨zre (ma´s e´rdekes tanulma´-
nyokkal egyu¨tt), amelyben Kalma´r annak egy ke´rde´se´re reflekta´lva – nevezetesen,
hogy mit is jelentenek a ke´mia ko¨nyvekben azok az elnyu´jtott S betu˝k (integra´l-
jelek) – elmagyara´zta neki az integra´lsza´mı´ta´s le´nyege´t. Kalma´r ke´szse´ggel seg´ıtett
mindenkinek, aki valamilyen ke´re´ssel, ke´rde´ssel fordult hozza´ aka´r szeme´lyesen,
aka´r leve´l u´tja´n. Pe´ter Ro´zsa ı´rta:
”
Ha valaki az utolso´ e´vtizedek magyar mate-
matika´ja´ro´l akarna tanulma´nyt ı´rni, egyik fo˝ forra´sa Kalma´r leveleze´se lehetne: a
legku¨lo¨nbo¨zo˝bb teru¨leteken dolgozo´ matematikusok fordultak hozza´ ke´rde´seikkel,
e´s kaptak to˝le munka´jukat elo˝bbre seg´ıto˝ feleletet. Hozza´ fordultak, mert tudta´k,
hogy matematikus egye´nise´ge´nek legfo˝bb vona´sai: a matematika ege´sz teru¨lete´nek
vila´gos a´ttekinte´se, nemcsak terjedelme´ben, hanem me´lyse´ge´ben is, e´s szinte egye-
du¨la´llo´ pedago´giai e´rze´k.” Pe´ter Ro´zsa tapasztalatbo´l tudta ezt: Kalma´r neki
egy 64 oldalas leve´lben ı´rta meg az aritmetika ellentmonda´s-mentesse´ge´re adott
Gentzen-fe´le bizony´ıta´s alapgondolata´t.
A Szegedi Tudoma´nyegyetem Egyetemi Ko¨nyvta´ra´ban o˝rzo¨tt Kalma´r-hagya-
te´kban Kalma´r La´szlo´nak ko¨zel 700 levelezo˝partnerrel folytatott leveleze´se maradt
meg, to¨bb ezer leve´l. A ko¨zelmu´ltban ebbo˝l a gazdag, tudoma´nyto¨rte´neti szem-
pontbo´l is e´rdekes anyagbo´l 24 magyar matematikussal folytatott leveleze´se´t adta
ki a Polygon Kiado´ (Kalma´rium I-II, 2005, 2008), to¨bb mint fe´lezer levelet sok ma´s
egye´b dokumentummal, tanulma´nnyal, e´letrajzzal, besze´lgete´ssel, jegyzetekkel e´s
fe´nyke´pekkel egyetemben.
Ke´t to¨rte´netet emelne´nk most csak ki a Kalma´r-legenda´riumbo´l. Az egyiket
Sze´kely Sa´ndor mese´lte:
”
Feltu˝nt, hogy amikor k´ıse´rtem az elo˝ada´sra, nemigen
volt szabad szo´lni semmit. So˝t, hogy ha O˝ ke´rdezett valamit, arra is csak igennel
meg nemmel volt szabad va´laszolni. Egyszer egy hallgato´ jo¨tt vele szembe, e´s
ke´rdezni akart valamit. Rettento˝en du¨hbe gurult, u´gy, hogy az elo˝ada´sa elo˝tt egy
percet va´rnia kellett, amikorra annyira lehiggadt, hogy megkezdhette az elo˝ada´st.
Azta´n megke´rdeztem To˝le, hogy mi ennek az oka? Izgul? Azt mondta: igen. E´s ez
rendk´ıvu¨l e´rdekes volt, hogy O˝, aki ege´sz e´lete´ben hihetetlenu¨l sok elo˝ada´st tartott,
aki ege´sz e´lete´ben pedago´giai munka´t ve´gzett: izgult. E´s akkor kijelentette, hogy
tudod, u´gy van ezzel az ember, hogy ha ma´r nem izgul, akkor ne tartson elo˝ada´st.
Addig szabad elo˝ada´st tartani, amı´g izgul.”
Tan´ıtva´nya, Sura´nyi Ja´nos ı´gy emle´kezett ra´:
”
Amikor valamit ko¨zo¨sen elol-
vastunk, engem eleinte kifejezetten bosszantott az, hogy amikor ve´gigmentu¨nk a
bizony´ıta´son, e´s minden pont vila´gos volt, hogy mibo˝l e´s hogyan ko¨vetkezik, o˝
akkor kezdett el tulajdonke´ppen gondolkozni arro´l, e´s ez volt tala´n a legfonto-
sabb, amit to˝le tanultam (ha nehezen is tanultam meg). O˝ u´gy fogalmazta meg a
ke´rde´st, hogy: Mito˝l mozog?. . .Mi az, amito˝l mozog a bizony´ıta´s?”
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”
Most ge´peink teszik mindezt helyettu¨nk”
Kalma´r La´szlo´ a sza´mı´to´ge´pekkel, vagy ahogyan akkor h´ıvta´k o˝ket
”
elek-
tronikus sza´molo´ge´pekkel” az 1950-es e´vek ko¨zepe´to˝l kezdett el behato´bban fog-
lalkozni. Szinte azonnal felismerte a bennu¨k rejlo˝ forradalmi leheto˝se´geket.
1956. a´prilis 10-e´n szemina´riumot szervezett a szegedi egyetemen a matemati-
kai logika mu˝szaki alkalmaza´sainak a szakirodalom alapja´n valo´ megismere´se´re.
Hamar kideru¨lt azonban, hogy a te´ma´val u´gy keru¨lhetnek me´g szorosabb kapcso-
latba, ha nemcsak ko¨nyveket, cikkeket tanulma´nyoznak, hanem maguk is megpro´-
ba´lkoznak valamilyen konkre´t sza´mı´ta´stechnikai berendeze´s e´p´ıte´se´vel. Kalma´r
egyik adjunktusa felvetette, hogy e´p´ıtsenek egy kis elektronikus sza´molo´ge´pet.
Pesti kolle´ga´juk, Tarja´n Rezso˝ azonban hamar lebesze´lte o˝ket arro´l, hogy sza´molo´-
ge´p e´p´ıte´se´be kezdjenek, mivel az tu´l dra´ga lett volna, inka´bb azt javasolta, hogy
foglalkozzanak logikai ge´pekkel. Adott hozza´ szakirodalmat is. Kalma´r egykori
tan´ıtva´nya, majd munkata´rsa, Muszka Da´niel ı´gy emle´kezett ezekre az ido˝kre:
”
Elso˝ feladatom a szemina´riumon az volt, hogy hozzak egy jelfogo´t, mert ezt meg
kell ismerni, ugyanis – mint (akkor ma´r nekem is ı´gy volt szo´l´ıthato´) Laci ba´csi
mondta – ez lesz a leendo˝ ge´pu¨nk e´p´ıto˝ko¨ve. Mindenkit nagyon e´rdekelt a jelfogo´:
ki lelkesen, ki kisse´ borzongva vette keze´be ezt a ku¨lo¨no¨s ize´t. . . (egy ko¨zo¨nse´-
ges, 48 V-os, ke´t va´lto´e´rintkezo˝s postai jelfogo´ volt, a´m akikkel itt kapcsolatba
keru¨lt, azok az elme´leti matematika kitu˝no˝se´gei voltak, ı´gy e´rtheto˝ volt borzon-
ga´suk e´s tiszteletreme´lto´ az azt legyo˝zo˝ tuda´sva´gyuk). Ne´ha´ny ho´nap eltelte´vel
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Laci ba´csi, a frissen szerzett jelfogo´s ismeretei birtoka´ban, kidolgozta egy 8 va´l-
tozo´s, jelfogo´s logikai ge´p a´ramko¨ri terveit. (Ezeket ke´so˝bb megmutattam egy
postame´rno¨knek, aki a rele´s telefonko¨zpontok specialista´ja volt: zsenia´lisnak, le´leg-
zetela´ll´ıto´an szellemesnek tala´lta, e´s teljesse´ggel kiza´rtnak tartotta azt, hogy ezt
egy olyan ember ke´sz´ıtette, aki ne´ha´ny ho´nappal ezelo˝tt la´tott elo˝szo¨r jelfogo´t.
Persze o˝ nem ismerte me´g Laci ba´csit. . . )”
A Kalma´r-fe´le logikai ge´pet 1958. ma´jus 1-je´n mutatta´k be az egyetemen. A ge´-
pet Kalma´r tervei alapja´n Muszka Da´niel e´p´ıtette meg. A logikai ge´p seg´ıtse´ge´vel
az ı´te´letkalkulus logikai formula´iro´l lehetett eldo¨ntetni, hogy azok mikor kiele´g´ıt-
heto˝k. A konstrukcio´ egyik e´rdekesse´ge az volt, hogy a logikai va´ltozo´k e´rte´keit
nem ke´t e´rintkezo˝s bemenettel, hanem ha´rommal valo´s´ıtotta meg. Ha a fu¨ggo˝-
legesen egyma´s alatt a´llo´ ha´rom bemenet ko¨zu¨l a felso˝ ketto˝t ko¨to¨tte´k o¨ssze, az
a hamis e´rte´ket jelentette, ha az also´ ketto˝t, az az igazat. Kalma´r rendre meg-
tervezte a nega´cio´, a konjunkcio´, a diszjunkcio´ e´s ma´s ke´tva´ltozo´s logikai mu˝velet
megvalo´s´ıta´sa´t.
Az elektromechanikus veze´rle´su˝ logikai ge´p egy tiszta´n huzalos megolda´su´ konst-
rukcio´ volt. Programoza´sa dugaszola´s u´tja´n to¨rte´nt, amellyel egy legfeljebb nyolc
logikai va´ltozo´t tartalmazo´ tetszo˝leges bonyolultsa´gu´ formula´t tudtak vizsga´lni.
A ge´p a´llapota´t e´s az eredme´nyt jelzo˝la´mpa´kro´l lehetett leolvasni. Alkalmaza´si
leheto˝se´geit tekintve haszna´lhatta´k pe´lda´ul vasu´tbiztos´ıto´ me´rno¨ko¨k annak meg-
hata´roza´sa´ra, hogy egy pa´lyaudvaron hogyan a´lljanak a va´lto´k e´s a szerelve´nyek,
hogy egy adott vonat egy adott s´ınpa´rra valo´ befuta´shoz szabad jelze´st kapjon, de
alkalmas volt pe´lda´ul adott mu˝ko¨de´si felte´teleknek megfelelo˝ a´ramko¨ro¨k helyes-
se´ge´nek az elleno˝rze´se´re is. Ba´r a ge´p igazi jelento˝se´ge tala´n abban a´llt, hogy
Kalma´r e´s munkata´rsai a ge´p terveze´se e´s e´p´ıte´se kapcsa´n mondhatni kicsit jobban
”
belemelegedtek” a kibernetika´ba.
A szegedi logikai ge´p dugaszola´ssal valo´
”
programoza´sa” ele´g nehe´zkes volt,
eze´rt ke´sz´ıtettek hozza´ egy olyan billentyu˝s berendeze´st, amely az adott logikai
formula alapja´n automatikusan fele´p´ıtette a megfelelo˝ logikai a´ramko¨rt. Ekkor
felmeru¨lt az o¨tlet, hogy ezen az elven sza´molo´ge´pet is lehetne csina´lni, ha nem
logikai formula´t, hanem valamilyen programoza´si nyelven ı´rt programnak a jeleit
vinne´k be, e´s ı´gy a ge´p ford´ıto´program ne´lku¨l mege´rthetne egy magasabb szintu˝
programoza´si nyelvet.
A formulaveze´rle´su˝ sza´mı´to´ge´p terve´t Kalma´r 1959-ben vetette fel egy varso´i
konferencia´n. Az ilyen sza´mı´to´ge´p anyanyelve nem alacsonyszintu˝ ge´pi nyelv,
hanem egy magasabb szintu˝ programoza´si nyelv. Vagyis ekkor a matematika
formulanyelve´hez hasonlo´ mo´don lehet odaadni a formulaveze´rle´su˝ ge´pnek a fel-
adatot, e´s az ane´lku¨l oldja azt meg, hogy ko¨zben le kellene ford´ıtania ge´pi nyelvre.
Itt nincs szu¨kse´g ford´ıto´programra, mivel a ge´p eleve u´gy van megszerkesztve,
hogy egy formulanyelv az anyanyelve. Kalma´r o¨tlete a formulaveze´rle´su˝ ge´pro˝l
ma´r re´gen megszu¨letett, megvalo´s´ıta´sa´ra azonban itthon nem kapott sem enge-
de´lyt, sem pe´nzt. Kijevben viszont Gluskov e´s munkata´rsai Kalma´r munka´ibo´l
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kiindulva szerkesztette´k meg a MIR sza´mı´to´ge´pet, amelynek a nyelve ko¨zel a´llt az
ALGOL-60-hoz.
A szegedi informatikai kutata´sok eredme´nyeke´nt szu¨letett meg ekkor az elso˝
hazai kibernetikai a´llatmodell is, a Szegedi Katicaboga´r. Muszka Da´niel tervezte
e´s e´p´ıtette. Az elso˝ magyar mu˝a´llat a felte´tlen e´s a felte´teles reflexek modelleze´se´re
szolga´lt, elektroncso¨vekbo˝l, germa´niumdio´da´kbo´l, fotocella´kbo´l, jelfogo´kbo´l, elekt-
romotorokbo´l, hangszo´ro´kbo´l e´s mikrofonbo´l a´llt o¨ssze. Ha egy fe´nyforra´sbo´l ra´vi-
la´g´ıtottak, maga´to´l elindult a fe´ny ira´nya´ba; ha furulyaszo´t hallott, akkor villogott
a szeme´vel. Ne´ha´nyszori egyu¨ttes impulzus uta´n egy bee´p´ıtett tanulo´algoritmus
alapja´n ele´g volt csak furulya´zni neki, ko¨vette a hangot. A Szegedi Katicaboga´r
jelenleg is mu˝ko¨do˝ke´pes, a logikai ge´ppel egyu¨tt az Informatika To¨rte´neti Mu´zeum
Alap´ıtva´ny szegedi gyu˝jteme´nye´ben, a Szent-Gyo¨rgyi Albert Agora´ban tekintheto˝
meg.
1957 o˝sze´to˝l kezdve Kalma´r professzor lelkesen fogott hozza´ a programoza´s
tan´ıta´sa´hoz is a szegedi egyetemen. Ahogyan a matematikai fogalmak esete´n, itt
is igyekezett szemle´letesse´ tenni a haszna´lt mo´dszereket. A ciklusszervezo˝ utas´ıta´s
bevezete´sekor kedvenc pe´lda´ja volt a
”
kis inas”, akit a mester elku¨ldo¨tt a ku´tra
egy kanta´val v´ıze´rt. Feladatul kapta, hogy x kanta vizet hozzon egy de´zsa´ba.
A de´zsa mellett egy kosa´rban volt x darab kavics. Indula´s elo˝tt az inas mindig
kivett a kosa´rbo´l egy kavicsot, s mindaddig kellett ja´rka´lnia a ku´tra, amı´g el nem
fogyott a kavics a kosa´rbo´l. Emle´kezetesek voltak az elo˝ada´sainak illusztra´la´sake´nt
bemutatott ne´pszeru˝ za´szlo´s a´bra´i is.
Kalma´r a hatvanas e´vek eleje´to˝l behato´an foglalkozott a matematikai nyelve´-
szettel is. A Chomsky-fe´le generat´ıv nyelve´szet jelento˝se´ge´t felismerve ra´mutatott
arra, hogy a matematika e´s a nyelve´szet eredme´nyei e´s mo´dszerei hogyan alkalmaz-
hato´k ko¨lcso¨no¨sen a ke´t tudoma´nyban. A forma´lis nyelvek elme´lete mellett Kalma´r
professzor ko¨rnyezete´ben ekkor kezdett kialakulni egy automataelme´leti iskola is,
amely a mai napig a szegedi informatikai kutata´sok egyik vira´gzo´ teru¨lete.
Az elso˝ elektronikus sza´mı´to´ge´p, az M-3 (ma´sik neve´n: M-3-M) 1965-ben e´rke-
zett meg Szegedre. Nem sokkal elo˝tte kezdte meg 1963-ban a Kibernetikai Labo-
rato´rium a mu˝ko¨de´se´t az egyetemen. Az M-3 elektroncso¨vekkel mu˝ko¨do˝ elso˝-
genera´cio´s ge´p volt, e´s egyben az elso˝ magyar e´p´ıte´su˝ elektronikus sza´mı´to´ge´p.
Budapesten az MTA Kibernetikai Kutato´csoportja ke´sz´ıtette szovjet dokumenta´-
cio´k alapja´n. Nagy kaland volt a Szegedre valo´ ko¨lto¨ztete´se e´s u¨zembea´ll´ıta´sa is.
Isme´t Muszka Da´nielt ide´zzu¨k:
”
Mint minden bea´ll´ıta´sna´l, ı´gy az M-3 esete´ben
is ele´rkezett az u¨nnepe´lyes u¨zembe helyeze´s napja. Elo˝zo˝ este u´gy 9 o´ra ta´jban
bejo¨tt Laci ba´csi a ge´pterembe e´s e´rdeklo˝do¨tt, hogy minden rendben van-e? Telje-
sen megnyugtato´ va´laszt tudtunk adni, hiszen a teszt-programok e´s a laborato´rium
matematikusai a´ltal ma´r elke´sz´ıtett programok napok o´ta hiba´tlanul futottak. Laci
ba´csi ta´voza´sa uta´n, mintegy fe´lo´ra eltelte´vel elementa´ris ereju˝ zivatar to¨rt ki, o´ri-
a´si villa´mla´sok k´ıse´rete´ben. Ne´ha´ny perc mu´lva, egy hatalmas villana´s uta´n az
a´ramszolga´ltata´s megszu˝nt. . . Aki valaha is dolgozott elso˝genera´cio´s (azaz elekron-
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cso¨ves) sza´mı´to´ge´ppel, annak nem kell ku¨lo¨no¨sebben ecsetelni, hogy mit jelentett
a ge´p sza´ma´ra az ilyen ko¨ru¨lme´nyek ko¨zo¨tt le´trejo¨tt a´ramkimarada´s. Azoknak – e´s
ma ma´r o˝k vannak nagy to¨bbse´gben – akik csak hallottak az ilyen ge´pekro˝l, csak
annyit: az a´ramszu¨net 20 percig tartott; ezuta´n visszakapcsoltuk, e´s reggel 5 o´ra´ig
to¨bb, mint 40 darab meghiba´sodott elektroncso¨vet csere´ltu¨nk ki a ge´p ku¨lo¨nbo¨zo˝
egyse´geiben. Reggel 6 o´rakor a tesztek isme´t hiba´tlanul futottak, e´s de´lelo˝tt az
u¨nnepe´lyes u¨zembe helyeze´s zavartalanul megto¨rte´nt.” 1968-ig mu˝ko¨do¨tt az egye-
temen az M-3, ekkor va´ltotta fel a ma´sodik genera´cio´s (imma´r tranzisztorokkal
mu˝ko¨do˝) sza´mı´to´ge´p, a Minszk-22.
A Minszk-22 ge´pet Kalma´r La´szlo´ sza´mı´ta´stechnikai munka´ssa´ga´nak elisme-
re´seke´nt aja´nde´kozta az egyetemnek az Orsza´gos Mu˝szaki Fejleszte´si Bizottsa´g.
Megb´ızhato´, jo´l mu˝ko¨do˝ ge´p volt. Ku¨lo¨nbo¨zo˝ orvostudoma´nyi alkalmaza´sokna´l
is haszna´lta´k. Az orvosok elo˝szo¨r azt pro´ba´lta´k megvizsga´lni, hogy sza´mı´to´ge´p
seg´ıtse´ge´vel hogyan lehetne azt kider´ıteni, hogy egy gyo´gyszer mikor hata´sos.
Ehhez olyan szignifikancia vizsga´latokat ve´geztek valo´sz´ınu˝se´g-sza´mı´ta´si eszko¨zo¨k-
kel, amelyekkel igyekeztek elku¨lo¨n´ıteni a ve´letlen gyo´gyula´sokat a to¨rve´nyszeru˝to˝l.
De haszna´lta´k a ge´pet az idegfiziolo´giai kutata´sokban e´s magatarta´selemze´sre is.
A nuklea´ris medicina teru¨lete´n folytatott sza´mı´to´ge´pes kutata´sok szinte´n ekkor
vette´k kezdetu¨ket Szegeden.
1975-ben egy u´jabb genera´cio´va´lta´s to¨rte´nt. Ekkor e´rkezett a harmadik genera´-
cio´s sza´mı´to´ge´p, az R-40 az egyetemre. Ez ma´r integra´lt a´ramko¨ro¨kkel mu˝ko¨do¨tt,
a maga ideje´ben modern ge´pnek sza´mı´tott. Szu¨kse´g is volt a va´lta´sra, mert egyre
inka´bb e´rezheto˝ve´ va´lt, hogy a felmeru¨lo˝ feladatok megolda´sa´ra a kora´bbi ge´p
ma´r nem elegendo˝. A Minszk-22-t 1976 ma´jusa´ban lea´ll´ıtotta´k, majd egy buda-
pesti ipari szo¨vetkezetnek adta´k, ahol me´g to¨bb e´vig dolgoztak vele. Ma ez a ge´p
is a szegedi informatikai gyu˝jteme´nyben tekintheto˝ meg.
Kalma´rnak to¨bb olyan o¨tlete is volt a sza´mı´ta´studoma´ny teru¨lete´n, aminek az
elme´lete´t csak felva´zolni volt leheto˝se´ge. E´rdekes gondolata a matematikai o¨tlet-
ko¨zlo˝ interakt´ıv programoza´si nyelv megalkota´sa is. U´gy gondolta, hogy hasznos
lehetne egy olyan alkalmas programoza´si nyelvet konstrua´lni, amelyen a mate-
matikus egy adott proble´ma´ra vonatkozo´ o¨tleteit ko¨zo¨lni tudna´ a ge´ppel, amely
azta´n kipro´ba´lna´ az o¨tleteket, visszaadna´ a re´szleteredme´nyeket, amik alapja´n a
matematikus, e´rte´kelve az eredme´nyeket, u´jabb o¨tleteket ko¨zo¨lhetne a ge´ppel, e´s
ennek itera´cio´jake´nt, mint egyfajta interakt´ıv bizony´ıta´s u´tja´n juthatna ko¨zelebb
a feladat megolda´sa´hoz.
Senki sza´ma´ra nem kell bizonygatni, hogy az informatika micsoda rendk´ıvu¨li
fejlo˝de´sen ment keresztu¨l az elmu´lt e´vtizedekben. E´rdekes lehet eze´rt megne´zni
azt, hogy a sza´mı´ta´studoma´nynak egy olyan u´tto¨ro˝je, mint amilyen Kalma´r La´szlo´
is volt, a maga kora´ban hogyan ve´lekedett a sza´mı´ta´stechnika fejlo˝de´se´ro˝l, mit
gondolt arro´l, hogy hova fog ez majd a ke´so˝bbiekben vezetni. Kalma´rt to¨bbszo¨r
megke´rdezte´k erro˝l, e´lete utolso´ e´ve´ben ı´gy nyilatkozott:
”
A sza´mı´to´ge´pek tova´bbi
fejlo˝de´se oda fog vezetni, hogy egyre´szt mindenki olcso´n va´sa´rolhat zsebbe fe´ro˝ kis
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sza´mı´to´ge´pet, ma´sre´szt a sza´mı´ta´s, a´ltala´nosabban az informa´cio´feldolgoza´s e´ppoly
ko¨zszolga´ltata´s lesz, mint ma a telefon: mindenki
”
felta´rcsa´zhatja”a ko¨zponti nagy
sza´mı´to´ge´pet,
”
beta´rcsa´zhatja”neki a feladatot e´s esetleg emberi hangon megkapja
to˝le a megolda´st, esetleg ke´pernyo˝n jelenik meg neki. A mai multiprogramoza´sos
rendszerek nem is a´llnak etto˝l nagyon messze, a sza´zadfordulo´ra valo´sz´ınu˝leg nem
lesz ma´r uto´pia.” Nos, ma ma´r te´nyleg nem uto´pia.
Kalma´r professzor munka´ssa´ga´val indult meg az informatika oktata´sa e´s kuta-
ta´sa a szegedi egyetemen. Sokan kaptak to˝le maradando´ u´travalo´t matematika´bo´l
e´s sza´mı´ta´studoma´nybo´l egyara´nt. Saja´t pe´lda´ja´val igazolta azt a tana´csa´t, ame-
lyet egyszer a fiataloknak adott:
”
Ha valamiro˝l azt hiszitek, hogy igazatok van,
minden ga´ncsoskoda´s ellene´re csina´lja´tok, a jo¨vo˝ igazolni fog benneteket.”
E´letrajzi adatok.
1905. ma´rc. 27. Kalma´r La´szlo´ a Somogy megyei Edde ko¨zse´ghez tartozo´ Also´-
Boga´t puszta´n szu¨letett.
1910–1914 Elemi iskolai tanulma´nyait (II–V. oszta´lyt) Sa´rszenta´gota´n
ve´gzi a ko¨zse´gi ne´piskola´ban.
1914–1922 A budapesti I. keru¨leti kir. a´llami fo˝gimna´ziumban tanul.
Matematikatana´rai ko¨zo¨tt van Da´vid Lajos is, a jeles mate-
matikus, matematikato¨rte´ne´sz, Bolyai-kutato´.
1922–1926 A budapesti tudoma´nyegyetem matematika-fizika szaka´n ta-
nul, de la´togatja a matematika elo˝ada´sokat a Mu˝egyetemen
is.
1927. ju´n. Diploma´t e´s doktori oklevelet szerez, majd a Vatea elektron-
cso˝gya´rban kap a´lla´st, mint kutato´ laborato´riumi fizikus.
1927. szept. 1. A szegedi egyetemre keru¨l tana´rsege´dnek Ortvay Rudolf elme´-
leti fizikus matematikai fizikai tansze´ke´re.
1928 Re´szt vesz a bolognai nemzetko¨zi matematikai kongresszuson,
ahol nagy hata´ssal van ra´ David Hilbertnek a matematikai lo-
gika megoldatlan proble´ma´iro´l tartott elo˝ada´sa.
1929 Go¨ttingenbe utazik, ahol szeme´lyesen is tala´lkozik Hilberttel.
1930 Riesz Frigyes e´s Haar Alfre´d ko¨zo¨s adjunktusa Szegeden.
1932 Maga´ntana´ri ke´pes´ıte´st szerez a szegedi egyetemen az
”
Arit-
metika e´s anal´ızis” ta´rgyko¨ro¨kbo˝l.
1936 Megkapja az Eo¨tvo¨s Lora´nd Matematikai e´s Fizikai Ta´rsulat
Ko˝nig Gyula jutalma´t.
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1947 A Szegedi Tudoma´nyegyetem Felso˝bb mennyise´gtani tansze´-
ke´re egyetemi tana´rra´ nevezik ki.
1949 Az u´jja´szervezett MTA levelezo˝ tagga´ va´lasztja.
1950 Kossuth-d´ıjjal tu¨ntetik ki.
1950/51 A Szegedi Tudoma´nyegyetem rektora.
1956. a´pr. 10. Kibernetikai szemina´riumot szervez me´rno¨ko¨k e´s matematiku-
sok bevona´sa´val a matematikai logika mu˝szaki e´s egye´b alkal-
maza´sainak megismere´se ce´lja´bo´l.
1957 o˝sze´n Elso˝ke´nt az orsza´gban, Szegeden elind´ıtja a (sza´mı´to´ge´pes)
alkalmazott matematikus ke´pze´st.
1958. ma´j. 1. Bemutatja´k a tiszta´n huzalos megolda´su´ Kalma´r-fe´le logikai
ge´pet.
1958–59 A magyar-k´ınai kultu´regyezme´ny kerete´ben, valamint a sang-
haji Futan Egyetem megh´ıva´sa´ra elo˝ada´sokat tart Pekingben,
Vuhanban, Sanghajban e´s Hangcsouban.
1961 Az MTA rendes tagja´va´ va´lasztja´k.
1967 Kalma´r La´szlo´ vezete´se´vel a Bolyai Inte´zeten belu¨l le´trejo¨n.
A matematika alapjai e´s sza´mı´ta´stechnikai tansze´k, amelybo˝l
1971-ben le´trejo¨n a Sza´mı´ta´studoma´nyi tansze´k.
1975 Az MTA kiku¨ldete´se´ben Kanada´ban e´s az Amerikai Egyesu¨lt
A´llamokban ja´r e´s tart elo˝ada´sokat. Itthon A´llami-d´ıjat kap.
1975. okt. Nyuga´lloma´nyba keru¨l.
1976. aug. 2. Az MTA ma´traha´zi u¨du¨lo˝je´ben hunyt el.
Ko¨szo¨netnyilva´n´ıta´s.
A kutata´st ta´mogatta a Telemedic´ına fo´kuszu´ kutata´sok Orvosi, Matematikai
e´s Informatikai tudoma´nyteru¨leteken (TOMI) c´ımu˝ pa´lya´zat: TA´MOP-4.2.2.A-
11/1/KONV-2012-0073.
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KOVA´CS LA´SZLO´ BE´LA (1939-2015)
Viszaemle´keze´s Kova´cs La´szlo´ Be´la tan´ıtva´nyomra e´s bara´tomra
Kova´cs Laci 1962-ben ve´gzett az ELTE matematika szakon. Tanulma´nyai
sora´n akt´ıv re´sztvevo˝je volt az opera´cio´kutata´si elo˝ada´saimnak, melyeket 1958
o˝sze´to˝l rendszeresen tartottam az akkori Valo´sz´ınu¨se´gsza´mı´ta´si Tansze´k keretei
ko¨zo¨tt. 1956-to´l 1968-ig ott volt a fo˝a´lla´som (1963-ig adjunktuske´nt, majd docens-
ke´nt), de 1959-ben vezeto˝je lettem ma´soda´lla´sban az MTA Matematikai Kutato´
Inte´zete´ben akkor le´trejo¨tt, a Matematika Ko¨zgazdasa´gi Alkalmaza´sai Csoport-
nak. A csoport mindo¨ssze ne´gy taggal alakult meg e´s mu˝ko¨do¨tt 1962-ig, amikor
sikeru¨lt egy u´j tagot felvennem, ez volt a frissen ve´gzett Kova´cs Laci. Ke´so˝bb
a csoport bo˝vu¨lt kutato´kkal e´s aspira´nsokkal, 1970-ig mu˝ko¨do¨tt a Matematikai
Kutato´ Inte´zetben.
Kova´cs Laci kutata´si te´ma´ja a diszkre´t programoza´s lett. Nagy energia´val
la´tott munka´hoz, ebbo˝l a te´ma´bo´l jelent meg ko¨nyve a Bolyai Ta´rsulatna´l 1969-
ben, melynek bo˝vitett e´s a´tdolgozott kiada´sa angolul is megjelent az Akade´miai
Kiado´na´l 1980-ban, Combinatorial Methods of Discrete Programming c´ımmel.
A ke´t ko¨nyv a´ltalam szerkesztett sorozatokban jelent meg, az angol nyelvu¨ ko¨nyv
a Mathematical Methods of Operations Research c´ımu˝ sorozatban. Ennek sora´n
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alaposan a´ttanulma´nyoztam Laci ko¨nyveit, e´s sokat seg´ıtettem a ve´gleges va´lto-
zatok le´trejo¨tte´ben, a´m magam is sokat tanultam to˝le. Itt eml´ıtem meg, hogy
az opera´cio´kutata´s mu˝vele´se´nek van ha´rom aspektusa: matematika, alkalmaza´s
e´s sza´mı´ta´stechnika. Csoportom amb´ıciona´lta, hogy mindha´rom aspektus jelen
legyen munka´nkban, e´s Laci volt az, aki leginka´bb su¨rgette a sza´mı´ta´stechnikai
mo´dszerek elsaja´t´ıta´sa´t e´s alkalmaza´sa´t.
Az 1960-as e´vek ko¨zepe´n orsza´gos mozgalom indult a felso˝oktata´s reformja
ce´lja´bo´l. Ennek sora´n sikeru¨lt ele´rnem, hogy az ELTE-n tervezett alkalmazott
matematikai szakira´nyok egyike´nek elfogadta´k az opera´cio´kutata´st. A szakira´ny
elo˝ke´sz´ıte´se e´rdeke´ben 1967-1969 ko¨zo¨tt ke´te´ves tanfolyamot szerveztem a Bolyai
Ta´rsulat keretei ko¨zo¨tt. Ennek sora´n to¨bb oktata´si anyagot dolgoztunk ki, melyek
a ta´rsulat ko¨nyveike´nt megjelentek. A tanfolyam egyben leheto˝se´get nyu´jtott az
opera´cio´kutata´si mo´dszerek elsaja´t´ıta´sa´ra azok sza´ma´ra, akik kora´bban ve´gezte´k
az egyetemet. Laci ennek a tanfolyamnak egyik elo˝ado´ja volt, e´s az eml´ıtett diszk-
re´t programoza´ssal foglalkozo´ ko¨nyve (a Bolyai Ta´rsulat kiada´sa´ban) ennek a tan-
folyamnak volt a kiadva´nya.
1970-ben a csoport a´tkeru¨lt az MTA Sza´mı´ta´stechnikai Ko¨zpontja´ba, ekkor
azonban ma´r Opera´cio´kutata´si Oszta´ly lett. Ezen belu¨l volt egy Diszkre´t Prog-
ramoza´s Csoport, Laci lett a vezeto˝je. 1973-ban a Sza´mı´ta´stechnikai Ko¨zpontot
egyes´ıtette´k az MTA Automatiza´la´si Kutato´ Inte´zettel, le´trejo¨tt az MTA SZTAKI.
1970-ben az u´j oszta´ly helyettes vezeto˝je Majthay Antal lett, frissen ve´gzett kandi-
da´tus. O˝ azonban egy e´v mulva az USA-ba ta´vozott, e´s a helyettesem Kova´cs Laci
lett. 1975-ben az igazgato´ vezeto˝va´ltoztata´st hajtott ve´gre, e´s Laci lett az oszta´ly-
vezeto˝. Laci ezt a´ldozatosan va´llalta el, hogy mentse az oszta´lyt, minden le´nyeges
ke´rde´sben velem egyete´rte´sben do¨nto¨tt. Ez az a´llapot ke´t e´vig a´llt fenn, mert az
Akade´mia fo˝titka´ra u´j szervezeti forma´t adott az inte´zetnek, fo˝oszta´lyokat hozott
le´tre, ennek sora´n alakult meg az e´n vezete´semmel az Alkalmazott Matematikai
fo˝oszta´ly. Ennek egyik oszta´lya lett az Opera´cio´kutata´si Oszta´y Kova´cs Laci veze-
te´se´vel.
I´gy e´rkeztu¨nk el 1985-ho¨z, amikor Laci is e´s e´n is megszu˝ntu¨nk a SZTAKI
vezeto˝ beoszta´su´ kutato´i lenni. Tanulsa´gos, hogy mi to¨rte´nt Lacival. Beh´ıvatta´k
az inte´zet ko¨zpontja´ba, ahol belu¨gyes emberek ra´ akarta´k venni, hogy jelente´se-
ket ı´rjon a hozza´ ko¨zel a´llo´kro´l. Ez valo´sz´ınu˝leg elso˝sorban engem jelentett. Laci
feldu´ltan hozza´m rohant uta´na, elmondta, hogy a jelente´s´ıra´st kereken megta-
gadta, e´s u´gy ı´te´lte meg, hogy ha itthon marad, akkor a´llando´ zaklata´snak lesz
kite´ve. Da´niai kapcsolatunk re´ve´n, megh´ıva´st kapott a Koppenha´gai Egyetem
Sza´mı´to´ge´ptudoma´nyi Tansze´ke´re oktato´nak. Ke´so˝bb professzor lett, letelepe-
dett Koppenha´ga´ban, e´s arro´l az egyetemro˝l ment nyugd´ıjba. (E´n ugyanabban az
e´vben, vagyis 1985-ben az USA-ba ta´voztam, ahonnan az ide´n megyek nyugd´ıjba).
Laci o´ria´si energia´val dolgozott, az elme´letben, gyakorlatban e´s a sza´mı´ta´s-
technikai mo´dszerekben egyara´nt otthon volt, mint opera´cio´kutato´. Az 1985 uta´ni
munka´ssa´ga´t keve´sbe´ ismerem, azt azonban tudom, hogy a Koppenha´gai Egye-
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tem megbecsu¨lt professzora volt. Az opera´cio´kutata´s hazai elterjeszte´se´ben loja´lis
harcosta´rsam volt. Emberileg nemes e´s tiszta, amint az 1985-ben vele to¨rte´ntek
mutatja´k, de sza´mos egye´b epizo´d is eml´ıtheto˝ volna. Laci annak ellene´re, hogy
letelepedett Da´nia´ban, nagy magyar patrio´ta volt.
Az uto´bbi e´vekben ritka´n tala´lkoztunk, elso˝sorban az ide-oda valo´ utaza´saink
miatt, bara´tsa´gunk azonban nem szu˝nt meg, ero˝s sza´lak ko¨to¨ttek o¨ssze bennu¨nket.
Budapest, 2015. janua´r 13.
Pre´kopa Andra´s
Pillanatok Kova´cs La´szlo´ Be´la e´lete´bo˝l
E´desapa´m, Kova´cs La´szlo´ Be´la, 1939. augusztus 25-e´n szu¨letett Budapesten.
Szu¨lei, Gosztonyi Ilona e´s Kova´cs Miha´ly Be´la elva´ltak, de frissen u´jra o¨ssze-
ha´zasodtak, ı´gy na´la 8 e´vvel ido˝sebb no˝ve´re´vel ba´r e´destestve´rek voltak, me´gis
ke´t ku¨lo¨nbo¨zo˝ ha´zassa´gbo´l sza´rmaztak. Szu¨leik hamarosan isme´telten elva´ltak, s
Gosztonyi Ilona egyedu¨l nevelte gyermekeit belva´rosi laka´sukban, a Molna´r utca
27. sza´m alatt.1
Ele´rve´n az iskola´s kort, KLB a Molna´r utca ve´gen le´vo˝ Ira´nyi Da´niel A´ltala´nos
Iskola´ba kezdett el ja´rni. E´letre szo´lo´an meghata´rozo´ e´lme´ny volt sza´ma´ra ez a
1KLB ebben a ha´zban e´lt ve´gig Da´nia´ba menetele elo˝tt, s uta´na is ide te´rt
vissza. A ha´z 1886–87-ben e´pu¨lt (pontosan 99 e´vvel Da´nia´ba menetele elo˝tt) s Kallina
Mo´r tervezte neorenesza´nsz st´ılusban. Ke´pek a ha´zro´l: https://www.flickr.com/photos/
/76641279@N04/sets/72157646368874455/
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hely, to¨bbet mese´lt ottani e´lme´nyeiro˝l, mint az intim csala´diakro´l. Tudni kell, hogy
1955-ig az Ira´nyi gyakorlo´ jellegu˝ a´ltala´nos iskola volt a tana´rke´pze´s sza´ma´ra. Emi-
att to¨bb ta´rgybo´l kimagaslo´ mino˝se´gu˝ oktato´ik voltak, s az oszta´lyon valo´ gyakor-
latoza´s miatt a kisdia´kok a tananyagon tu´l a tan´ıta´s folyamata´ba is belela´ttak
e´s
”
beleszerettek”. Ott alapozo´dott meg, hogy felno˝ttke´nt KLB kiva´lo´ egyetemi
tana´r lett: rengeteget ke´szu¨lt minden elo˝ada´sra, fu˝to¨tt lelkesede´ssel adta le o´ra´it, s
vezette dia´kjai projektjeit. Saja´t tanula´si folyamatait is sokszor az veze´relte, hogy
az u´j te´ma´t o˝ egyszer majd oktathassa.
Ira´nyis oszta´lyta´rsai ko¨zo¨tt ott volt Kara´csonyi Rezso˝, akivel ege´sz e´letre szo´lo´
bara´tsa´gban voltak. O˝ ke´so˝bb a fizikai ke´mia szakteru¨letet va´lasztotta, e´s szinte´n
oktato´ e´s tanko¨nyv´ıro´ lett.
Saja´t bevalla´sa szerint KLB ma´r akkor tudta, hogy matematikus szeretne majd
lenni, amikor me´g nem is tudta, mi az a matematika: ma´r ege´sz kicsi gyerek-
ke´nt e´rdekelte´k olyan te´ma´k, melyekro˝l ke´so˝bb megtudta, hogy a matematika´hoz
tartoznak. Egye´rtelmu˝ volt ha´t, hogy a ko¨ze´piskola uta´n ezt a szakot va´lasz-
totta az ELTE-n. 1962-es ve´gze´se uta´n ro¨gvest elhelyezkedett az MTA Matemati-
kai Kutato´ Inte´zete´ben a diszkre´t programoza´s e´s opera´cio´kutata´s szakteru¨lete´n,
erro˝l s ke´so˝bb SZTAKI-beli munka´ssa´ga´ro´l e´s vezeto˝i szerepeiro˝l emle´kezik meg
fent sze´pen e´s alaposan Pre´kopa Andra´s, akinek re´ve´n odakeru¨lt. 1972-ben tette
le a kandida´tusi vizsga´t. Szinte´n a 70-es e´vek eleje´n elto¨lto¨tt egy e´vet egy New
Orleans-i egyetemen.
Az egyik fo˝ alkalmaza´si teru¨let, amivel a SZTAKI-ban dolgozott, a gya´rta´si
folyamatok optimaliza´la´sa volt, fo˝ projektju¨kke´nt itt a dunai vasmu˝beli termele´s-
ira´ny´ıta´st kell megeml´ıteni.
SZTAKI-beli szerepeiben teljes me´rte´kben ko¨vette e´s betartotta a ta´rsadalom
a´ltal dikta´lt hivatalos ja´te´kszaba´lyokat, de ha lelkiismerete u´gy k´ıva´nta, szem-
rebbene´s ne´lku¨l kia´llt a hatalommal szemben, s ve´dte kutato´csoportja e´rdekeit
szeme´lyes a´ldozatok re´ve´n is.
La´tva´n, hogy ideje e´s energia´ja egyre nagyobb re´sze´t a politikai iszapbirko´za´s
eme´szti fel, 1985-ben megpa´lya´zott, e´s meg is kapott egy oktato´i e´s kutato´i a´lla´st
a Koppenha´gai Egyetem Sza´mı´ta´studoma´nyi Kara´n, da´n neve´n DIKU (Datalogisk
Institut ved Kobenhavns Universitet), mely e´ppen expanz´ıv fa´zisban volt. Ezen
a´lla´sleheto˝se´g re´szint Jakob Krarup professzornak is ko¨szo¨nheto˝, akivel Pre´kopa
Andra´s e´s budapesti opera´cio´kutato´ csoportja, ı´gy KLB is, ma´r sok e´ve jo´ kapcso-
latban a´llt.
Koppenha´ga
1985 nyara´n ment Koppenha´ga´ba, forma´lis keretek ko¨zo¨tt, teha´t munkava´lla-
la´si e´s letelepede´si engede´llyel, mind a magyar, mind a da´n hato´sa´gok re´sze´ro˝l.
A Koppenha´gai Egyetem ko¨vetelme´nye annyi volt az oktato´i sta´bto´l, hogy az
ido˝nek kb. 10%-a´t adminisztrat´ıv teve´kenyse´gekre kell ford´ıtani, 40%-a´t oktata´sra
e´s 50%-a´t kutata´sra, ez uto´bbit terme´szetesen rendszeres publika´cio´val bizony´ıtva.
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Viszont ezen a´ltala´nos ira´nyvonalakon tu´l, nagyme´rte´kben a munkata´rsak maguk
hata´rozhatta´k meg, hogy ki mivel s hogyan foglalkozott.
A DIKU-ba e´rkezve´n KLB egy eredeti e´s mere´sz le´pe´st tett, mely meghata´-
rozta az eljo¨vendo˝ 20 e´ves da´niai szakmai munka´ssa´ga´t. Ahelyett, hogy a ma´r le´-
tezo˝ to¨bb fo˝s opera´cio´kutata´si csoporthoz csatlakozott volna, szakteru¨letet va´ltott
a Prolog alapu´ logikai programoza´s / tuda´sreprezenta´cio´ / szake´rto˝ rendszerek
fele´.2 A´ltala´nosan mesterse´ges intelligencia – angolul Artificial Inteligence, vagy
csak AI – ne´ven is ismert ez a teru¨let, de KLB nem kedvelte ezt a kifejeze´st,
mindja´rt visszate´rek arra, hogy mie´rt nem. Budapesten, a Mu˝egyetemen ma´r a
70-es e´vek ko¨zepe´to˝l elja´rt Prolog szemina´riumokra, s most ezt a tuda´sa´t vette elo˝-
te´rbe, la´tva´n, hogy a logikai programoza´snak akkor puszta´n egy ke´pviselo˝je volt a
Koppenha´gai Egyetemen. O˝ Gregers Koch volt, aki a logikai programoza´ssal valo´
nyelvi elemze´st kutatta, KLB sza´ma´ra teha´t nyitva a´llt minden ma´s felhaszna´la´sa
ennek a relat´ıv u´j teru¨letnek.
A te´ma egyik fo˝ alkalmaza´sa, ami legszembetu˝no˝bb a publika´cio´s lista´ro´l is, az
e´p´ıte´szet e´s va´rosterveze´s volt, mivel volt ke´t egyu¨ttmu˝ko¨do˝ e´p´ıte´sz partnere: Per
Galle e´s Kotsis Istva´n.
Pe´ldake´nt tova´bbi alkalmaza´si teru¨letekre az orvosi diagnosztika´t, irodai leve-
go˝mino˝se´get e´s a Prolog-adatba´zis interface-t eml´ıtene´m, terme´szetesen minden
te´ren szake´rto˝kkel dolgozva egyu¨tt, akik a Prolog-rendszerben reprezenta´lando´
tuda´st hozta´k; KLB maga´nak a reprezenta´cio´s folyamatnak volt a szake´rto˝je a
Prolog nyelven keresztu¨l.
Mint ma´r jeleztem, a ne´pszeru˝
”
mesterse´ges intelligencia”kifejeze´st KLB kifeje-
zetten nem kedvelte, s ha csak lehetett, egya´ltala´n nem haszna´lta. Nagyon tudatos
volt ugyanis, hogy ezt a kutata´si teru¨letet nem az emberi intelligencia helyettes´ıte´-
se´re sza´nja, hanem saja´t megfogalmaza´sa´ban u´gy, mint
”
nagyon flexibilis rendsze-
rek az emberi gondolkoda´s e´s kreativita´s ta´mogata´sa´ra e´s stimula´la´sa´ra”, mindez
a legsze´lesebb e´rtelemben.
Ezt terme´szetesen a dia´kjai ko¨zo¨tt is terjesztette. Alape´ves3 kurzusait pe´l-
da´ul azzal kezdte, hogy az
”
adat”,
”
informa´cio´” e´s
”
tuda´s” ko¨zo¨tti le´nyegbeva´go´
ku¨lo¨nbse´get leszo¨gezze. Ez trivia´lisnak tu˝nhet, de egya´ltala´n nem az, s szere´ny
ve´leme´nyem szerint a mai ta´rsadalomban sze´les ko¨rben tova´bbra is sokan keve-
rik ezen fogalmakat, aminek is eszme´letlen mennyise´gu˝ ido˝ e´s energiapazarla´s az
eredme´nye.
Szeme´lyes aspektusok
1961-ben ha´zassa´got ko¨to¨tt a Szalontai Erzse´bettel, he´t e´vvel ke´so˝bb elva´ltak.
1974-ben isme´t megha´zasodott, Farsang Adrianna´val. Ezen ma´sodik ha´zas-
sa´ga´bo´l sza´rmazik ke´t fia: jelen sorok ı´ro´ja e´s testve´rem Kova´cs Ma´rton Miklo´s.
2Egy jo´ magyar nyelvu˝ Prolog a´ttekinte´s: Szeredi Pe´ter & Szeredi Tama´s
”
A Prolog nyelv e´s
a logikai programoza´s a´ttekinte´se” az internetro˝l is leto¨ltheto˝ (Google kerese´s kiadja a pdf-et).
3KLB vezette be a logikai programoza´st az alape´ves ke´pze´sen a DIKU-ban.
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A Molna´r u. 27. sza´m alatti ha´z ı´gy, aka´rcsak KLB-nek, neku¨nk is a gyerekko-
runk sz´ınhelye´t ke´pezte a 70-es, 80-as e´vekben, s szinte´n az Ira´nyiban ve´geztu¨k az
a´ltala´nos iskola elso˝ e´veit.
A Da´nia´ba ko¨lto¨ze´s ko¨ru¨l ma´sodik felese´ge´vel is elva´ltak egyma´sto´l, ı´gy Koppen-
ha´ga´ban egyedu¨l nevelt bennu¨nket.
Tova´bbi e´rdeklo˝de´si teru¨letei
KLB sza´ma´ra soha nem volt e´les va´laszvonal a szu˝k e´rtelemben vett szakmai e´s
a tova´bbi teve´kenyse´gei ko¨zo¨tt. Foglalkoztatta pe´lda´ul a 60-as e´vekben a Go nevu˝
japa´n ja´te´k, melynek magyarorsza´gi elterjeszte´se´hez nagyon akt´ıvan hozza´ja´rult,
to¨bbek ko¨zo¨tt azt hiszem, o˝ kezdeme´nyezte az elso˝ Magyarorsza´gon gya´rtott pe´l-
da´nyok ipari gya´rta´sa´t. Ennek a ja´te´knak a le´nyege a ke´tdimenzio´s te´r e´rtelmeze´se
e´s a´te´rze´se, aka´rcsak a jo´val egyszeru˝bb pentomino´nak, amit rendszeresen alkal-
mazott az oktata´sban. A te´r alkalmaza´sa ko¨ru¨li elme´lkede´s terme´szetesen alapja´t
ke´pezi a laka´s e´s va´rosterveze´snek is, ami mint feljebb la´ttuk, egyik fo˝ tuda´srepre-
zenta´cio´s kutata´si teru¨lete lett a koppenha´gai e´vei alatt. A te´re´lme´ny egy tova´bbi
dimenzio´ja a feste´szet, amit KLB ege´sz e´lete´ben igen kedvelt, utolso´ e´veiben fo˝leg
a nonfigurat´ıv va´ltozataiban.
Egy ma´sik nagy e´rdeklo˝de´si teru¨lete a nyelv volt, mind mesterse´ges, mind
terme´szetes forma´iban. A 60-as, 70-es e´vekben fo˝leg a SIMULA programoza´si
nyelvvel dolgozott, azta´n fo˝leg Prolog-gal. Sok-sok o´raido˝- e´s energiabefekte-
te´ssel megtanult angolul, francia´ul, oroszul, japa´nul, da´nul, ve´gu¨l spanyolul e´s
valamennyire szanszkritul is. Besze´lt kommunika´cio´ra a magyaron k´ıvu¨l fo˝leg az
angolt, s valamennyire a da´nt haszna´lta; a to¨bbire, azt hiszem, nagyre´szt a nyelvi
struktu´ra´kba, a szo´kincsbe e´s az eredetiben olvasott irodalomba valo´ beletekinte´s
sarkallta.
Amint ma´r Pre´kopa Andra´s is megpedzette a fentiekben, KLB igen e´rte´kesnek
tekintette e´s ve´gig a´polta magyarsa´ga´t Da´nia´ban is. Nem csak az irodalom, zene
e´s ke´pzo˝mu˝ve´szetek folyamatos e´lvezete a´ltal, hanem akt´ıv szerepet to¨ltve´n be a
Koppenha´gai Hamvas Be´la Magyar Klubban, melynek alap´ıto´ja ko¨zeli bara´tunk,
La´za´r Ervin Ja´nos volt. Ebben a ko¨zo¨sse´gben valo´ teve´kenyse´ge´ro˝l, ku¨lo¨no¨sen a
La´to´ko¨rnek nevezett rendszeres o¨sszejo¨vetelekro˝l bo˝ informa´cio´ olvashato´ Ervin
”
La´to´ko¨ro¨s La´szlo´ Bu´csu´ztato´” c´ımu˝ nekrolo´gja´ban, mely az interneten megtala´l-
hato´.4
Befejeze´ske´ppen egy pa´r szo´t KLB spiritualita´sa´ro´l. Ma´r a 80-as e´vekto˝l kezdve
foglalkozott a buddhizmussal, s a 90-es e´vekben lett akt´ıv buddhista. Olvasma´-
nyaiban e´s gyakorlataiban ve´gu¨l fo˝leg a tibeti hagyoma´nyokat ko¨vette. Amikor
2005-ben visszatelepu¨lt Magyarorsza´gra, akt´ıv tagja lett a Tan Kapuja Buddhista
Egyha´znak e´s Fo˝iskola´nak. Miuta´n a teljesen va´ratlan aneurizma miatti agyve´r-
4La´to´ko¨ro¨s La´szlo´ Bu´csu´ztato´: https://www.facebook.com/notes/ervin-lazar/l%C3%A1t
%C3%B3k%C3%B6r%C3%B6s-l%C3%A1szl%C3%B3-b%C3%BAcs%C3%BAztat%C3%B3/
/861700150539159
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ze´sto˝l a le´tbo˝l a nem-le´tbe kellett le´pjen, terme´szetesen ezen ko¨zo¨sse´g ve´gezte
gyo¨nyo¨ru˝ bu´csu´ztata´si szertarta´sa´t is.5
Matematikus, opera´cio´kutato´, szake´rto˝je a sza´mı´to´ge´pes tuda´sreprezenta´cio´-
nak e´s az elme terme´szete´nek, egyetemi tana´r e´s fa´radhatatlan h´ıde´p´ıto˝ a huma´n-
rea´l szakade´k fo¨lo¨tt; a magyar e´s euro´pai e´rtelmise´gi hagyoma´ny kiemelkedo˝
szeme´lyise´ge hagyott el bennu¨nket; fiai, tan´ıtva´nyai e´s bara´tai ki-ki a maga mo´d-
ja´n, de folytatjuk vonalait.
Madrid, 2015. ma´rcius
Kova´cs Ka´szon Bala´zs
5A Tan Kapuja Buddhista Egyha´z megemle´keze´se: http://www.tkbe.hu/emlekoldal/kovacs-
laszlo-bela
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