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Abstract
This paper focuses on a drift-diffusion system subjected to boundedly non dissipative Robin
boundary conditions. A general existence result with large initial conditions is established by
using suitable L1 , L2 and trace estimates. Finally, two examples coming from the corrosion
and the self-gravitation model are analyzed.
Key words. Drift-diffusion system, Robin boundary conditions, complex interpolation, corro-
sion model, self-gravitation model.
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1 Introduction
The drift-diffusion equations have a vast phenomenology and are currently studied. When
coupled with fluid flows equations, the resulting systems are usually quite complex due to the
micro-macro effect. A short reference list is [8, 9, 10, 11, 15, 22] for some problems arising
in different contex, including the theory of dilute or melt polymers. Apart from the theory
of stochastic process – mainly the Fokker-Planck equation – a priviledged field of application
is the theory of semi conductors. This includes systems of Debye type studied for instance in
[3, 4, 5, 12, 13, 14, 16]. Let’s also mention, in the area of chemotaxis, the Patlak-Keller-Segel
system (see [6, 18, 23, 24], and references therein).
In this paper, we focus on the following problem
∂tu = ∇ · (∇u+ uα ⊗∇V), (t, x) ∈ (0, T )× Ω,
u(0) = u0,
(1.1a)
(1.1b)
with Ω ⊂ Rd a smooth bounded domain, u = (u1, . . . , un) and uα = (α
1u1, . . . , αnun) (αi ∈
R for i = 1, . . . , n). The potential V is given by V(t) = B(t, u(t)) for a.e t ∈ (0, T ), with
B : R+×L
1(Ω)→W1,∞(Ω)∩W2,1(Ω) a suitable smoothing, nonlinear operator. The boundary
conditions on the fluxes are of Robin type, which reads as follows
(∂ui
∂ν
+ αiui
∂V
∂ν
)
(t, x) = σi(t, x, ui|∂Ω(t, x),V|∂Ω(t, x)), (t, x) ∈ [0, T ]× ∂Ω. (1.2)
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The fluxes σi are endowed with boundedly non dissipative conditions, reminiscent of Kruzˇkov
entropy conditions: for all (t, x, v, ψ) ∈ [0, T ]× ∂Ω× R× R
σi(t, x, v, ψ)χ+(v − ki) ≤ ΛT ,
σi(t, x, v, ψ)χ−(v) ≤ 0,
(1.3a)
(1.3b)
where χ+ is the Heaviside function and χ−(v) = −χ+(−v) and ki > 0. The goal of the paper
is to prove well posedeness of such a system in a L2 frame (see Theorem 4.2). Let’s mention
the close connexion of the above equations and the theory of the Navier-Stokes equations as
developed by [17, 25] (see also [21]). Nevertheless, we will not use this closeness in the present
paper, but rather some features of the L1 theory of Kruzˇkov for scalar conservation laws. See
[19] and compare with assumptions (1.3).
The above problem is a compromise between realistic equations such as the Debye system,
and a more abstract setting. Notice that the usual 2× 2 semi-conductor model (see [4]) corre-
sponds to the resolvent of the Poisson-Dirichlet problem, i.e B(t, ·) = ∆−1D . Such a resolvent has
relatively bad smoothing properties in a L∞ frame. But, as a compensation, the system admits
opposite sign on the nonlinearities ensuring large data global solutions. Contrarily, this sign
condition is not fulfilled for the present system (1.1), (1.2) and we assume the above smoothing
assumption on the operator B . This assumption prevents us to apply our results to the case
B = ∆−1D for d ≥ 2. Nevertheless, due to the special properties of the 1-D Laplace operator,
our results apply to the one dimensional Debye type system considered in [7], a problem we had
primarily in view (see also [1]). In that case, our existence result improves the former result in
[7]. Actually, since we work in a L2 frame and remove the sign condition of the Debye 2 × 2
system, we obtain an existence result for a general n × n system (d = 1). We also remove the
restrictive conditions on the initial data in [7]. Finally, to conclude this section, note that in the
case B = ∆−1D , d ≥ 2, a mollifying process can be used on B in order to recover some classical
results of the theory. We treat the simple case of the self gravitational system at the end of the
paper (Section 5).
Compared with former works on the subject (see [4]), the novelty of [7] and of the present
paper lies in the Robin boundary condition (1.2). The issue, when dealing with such a non
dissipative condition is to derive an L∞(0, T,L1(Ω)) estimate on the function u since no decrease
or conservation of ‖u(t)‖L1(Ω) can be expected. Thus, the main task is to define and evaluate
the nonlinear term σi(ui|∂Ω). When working in the classical setting u ∈ L
2(0, t0;H
1(Ω)) ∩
C0([0, t0];L
2(Ω)), a simple interpolation procedure shows that the natural trace space for u is
Lq(0, T,Lq(∂Ω)) with 1 ≤ q < 2+ 2d . This corresponds to a restricted class of admissible fluxes,
essentially defined as follows. For any (t, x, v, ψ) ∈ [0, T ] × ∂Ω × R × R with 0 ≤ t ≤ T and
|ψ| ≤M
|σi(t, x, v, ψ) − σi(t, x, v¯, ψ¯)| ≤ CT,M ((1+|v|
ρ+|v¯|ρ)|v − v¯| + (1+|v|ρ+1+|v¯|ρ+1)|ψ − ψ¯|), (1.4)
with 0 ≤ ρ < 1 + 2d . Within such a class of fluxes, the classical existence results of [20] do not
apply to the natural linearized versions of the system (1.1a), at least for ρ close to 1 + 2d . As
a matter of fact, such fluxes leads to rather discontinuous right hand sides in the variational
formulations, so that getting an existence result require an indirect procedure and the use of all
the conditions (1.3) and (1.4) on the flux.
The paper is organized as follows. The equations are described in Subsection 2.1 while a
first simplified set of constitutive assumptions is described in Subsection 2.2. Essentially, we
replace condition (1.4) by a global Lipschitz condition, in order to get a tractable proof of the
existence result given in Section 4. The proof of this existence result relies on the aforementioned
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L∞(0, T,L1(Ω)) estimate. Since the extensions we have in view (Section 4) require some uniform
estimates, we keep track of the constants (Lemma 2.5). Some trace inequalites are established in
Section 3, leading to the definition of an extended set of assumptions. Under these conditions,
a general existence theorem with large initial data is established in Section 4 by using some
ad-hoc density argument. The final Section 5 is devoted to two realistic examples. The first
one deals with a drift-diffusion system with Robin boundary conditions with an application to
a corrosion model (cf. [1, 7]), while the second one is the classical equation of self-gravitation
system studied for instance in [5].
2 Mathematical formulation
2.1 The model
Let T > 0, let Ω be a smooth bounded subset of Rd , and let αi ∈ R be some real given numbers
(d ∈ N∗, i ∈ {1, . . . , n}). Let ui(t, x) and V(t) be scalar valued functions depending on time
t . Set u
def
= (u1, . . . , un) and denote by ∂j the partial derivative with respect to the j
th spatial
variable (i ∈ {1, . . . , n}). The mathematical problem is formulated as follows:
∀i ∈ {1, . . . , n} : ∂tu
i −
d∑
j=1
∂j
(
∂ju
i + αiui∂jV
)
= 0, (t, x) ∈ (0, T ) × Ω,
V(t) = B(t, u(t)) for a.e t ∈ (0, T ).
(2.1a)
(2.1b)
The operator B as well as the fluxes σi in equation (2.2) below will be precised in the next
subsection.
We now turn to define the boundary conditions. In the sequel we denote by ∂∂ν the derivative
with respect to the outward normal to ∂Ω. The trace of u(t) on ∂Ω is denoted by u|∂Ω(t), or
more often and abusively, by u(t). The Robin boundary conditions for ui are prescribed by
∀i ∈ {1, . . . , n} :
(∂ui
∂ν
+ αiui
∂V
∂ν
)
(t, x) = σi(t, x, ui|∂Ω ,V|∂Ω), (t, x) ∈ [0, T ]× ∂Ω, (2.2)
and our problem is completed by the following initial conditions:
∀i ∈ {1, . . . , n} : ui(0) = ui0. (2.3)
In the sequel, we will often use notations such as u
def
= (u1, . . . , un) or σ(t, x, u(t, x),V(t, x))
def
=
(σ1
(
t, x, u1(t, x),V(t, x)), . . . , σn
(
t, x, un(t, x),V(t, x))) without any comments. We will also
write uα in place of the column vector with components α
iui and ∇V in place of the row
vector with components ∂jV (i ∈ {1, . . . , n}). With this last notation, equations (2.1a) can be
written in the more compact form
∂tu = ∇ · (uα ⊗∇V +∇u), (t, x) ∈ (0, T )× Ω. (2.4)
Thus, we introduce the following notation, used throughout this paper: if X is a space of scalar
functions, the bold-face notation X denotes the space Xn . Define the following sets:
∀t ∈ (0, T ] : Qt
def
= (0, t)× Ω and Γt
def
= (0, t) × ∂Ω.
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In this paper, equation (2.4) will often be considered in the following variational sense. Let
T > 0 and let u0 ∈ L
2(Ω). Then for t0 ∈]0, T ] , the problem (Pt0) is
(Pt0)


Find u ∈ L2(0, t0;H
1(Ω)) ∩ C0([0, t0];L
2(Ω)) with dudt ∈ L
2(0, t0; (H
1(Ω))′)
such that u(0) = u0 and for any w ∈ L
2(0, t0,H
1(Ω)) :∫ t0
0
〈 du
dt
(τ), w(τ)
〉
dτ +
∫
Qt0
(∇u+ uα ⊗∇V)(τ, x) : ∇w(τ, x)dxdτ
=
∫
Γt0
σ(τ, x, u(τ, x),V(τ, x)) · w(τ, x)dµdτ,
with V(t)
def
= B(t, u(t)) for a.e t ∈ (0, t0).
In the above, and throughout this paper, notations such as (∇v + vα ⊗ ∇γ) : ∇w stands
for
∑
i,j(∂jv
i + αivi∂jγ)∂jw
i , and the dot usually denotes the canonical scalar product in Rn .
Notation (H1(Ω))′ denotes the topological dual of H1(Ω). We always abridge the notation
〈·, ·〉(H1(Ω))′,H1(Ω) in 〈·, ·〉 . Last, notation µ or dµ stands for the usual measure on ∂Ω.
2.2 The simplified case
In this section, we introduce some assumptions on the constitutive functions of the problem and
give a few simple consequences of these assumptions. The assumption (A–2) will be relaxed at
the end of the paper by using a density argument.
(A–1) The operator B : R+×L
1(Ω)→W1,∞(Ω)∩W2,1(Ω) is, locally uniformely in t , Lipschitz
continuous with respect to the second variable, i.e, for any (v,w) ∈ L1(Ω)× L1(Ω), and
almost every t ∈ [0, T ] , we have
‖B(t, 0)‖W1,∞(Ω)∩W2,1(Ω) ≤ CT ,
‖B(t, v) − B(t, w)‖W1,∞(Ω)∩W2,1(Ω) ≤ CT ‖v − w‖L1(Ω).
(2.5a)
(2.5b)
(A–2) The fluxes σi : [0,∞)× ∂Ω×R×R→ R are measurable, locally bounded functions and
satisfy
∀M > 0, ∃KM > 0 :
∀(t, x) ∈ [0,M ] × ∂Ω, ∀(v, ψ) ∈ R× [−M,M ], ∀(v¯, ψ¯) ∈ R× [−M,M ] :
|σi(t, x, v, ψ) − σi(t, x, v¯, ψ¯)| ≤ KM (|v − v¯| + |ψ − ψ¯|).
(2.6)
(A–3) The fluxes σi are boundedly non dissipative (at height ki ) in the following sense:
∃ΛT > 0, ∀i ∈ {1, . . . , n}, ∃k
i > 0 :
∀(t, x, v, ψ) ∈ [0, T ] × ∂Ω× R× R : σi(t, x, v, ψ)χ+(v − ki) ≤ ΛT ,
∀(t, x, v, ψ) ∈ [0, T ] × ∂Ω× R× R : σi(t, x, v, ψ)χ−(v) ≤ 0,
(2.7a)
(2.7b)
where χ+ : R→ R and χ− : R→ R are defined by
χ+(x)
def
=
{
1 if x > 0
0 if x ≤ 0
and χ−(x)
def
= −χ+(−x).
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Let us make a few comments about these assumptions. Notice first that we could replace the
assumption (A–1) on the operator B by the following lemma, which is practically all what we
need in the sequel. In this lemma, and throughout this paper, ‖B‖ denotes the (best) constant
CT in (2.5a) and (2.5b).
Lemma 2.1. Let T > 0 . Assume that (A–1) holds. Let u and u¯ belongs to L2(0, T ;H1(Ω)) .
Set V(t)
def
= B(t, u(t)) and V¯(t)
def
= B(t, u¯(t)) for almost every t ∈ (0, T ) . Let s ≥ 1 . Then, for
a.e. t ∈ [0, T ]
‖V(t)‖W1,∞(Ω) + ‖V(t)‖W2,1(Ω) ≤ C‖u(t)‖Ls(Ω) + C,
‖(V − V¯)(t)‖W1,∞(Ω)∩W2,1(Ω) ≤ C‖(u− u¯)(t)‖Ls(Ω),
(2.8a)
(2.8b)
with C
def
= C(T, ‖B‖) .
Lemma 2.1 will be mostly used with s = 2, but the case s = 1 will be required when proving
a uniform L∞ bound on a family of potential function {Vp}p∈N∗ .
Note also that in assumption (A–2) we solely demand the local Lipschitz continuity with
respect to the ψ variable, in contrast with the global Lipschitz continuity with respect to the
v variable. This stems from the fact that in the sequel, the functions ui may not be bounded
while we will always have V|∂Ω ∈ L
∞(0, T,L∞(∂Ω)), due to the regularizing effect of B (see
(A–1)).
In assumption (A–3), we have written the bounded non-dissipative conditions at the height
ki . This will provide suitable a priori estimates on ui since for lower values of ui , we directly
have the upper bound ui ≤ ki . This upper bound will be completed by the usual lower bound
ui ≥ 0.
2.3 Global existence: the simplified case
The aim of this subsection consists in showing a global well-posedness for problem (PT ) under
the simplified set of assumptions (A–1)–(A–3) (see Corollary 2.6).
The following local existence theorem can be proved by using a linearized existence theorem,
trace lemmas and the Picard fixed point theorem. It’s proof is omitted, since in the simplified
case (i.e under assumption (A–2)), trace terms are easy to handle.
Theorem 2.2. Assume that (A–1) and (A–2) hold. Assume that u0 ∈ L
2(Ω) , and let T > 0
be fixed. Then for t0 ∈]0, T ] small enough, the problem (Pt0 ) admits exactly one solution.
Moreover, the time existence is a nondecreasing function of ‖u0‖L2(Ω) only.
We now proceed with the proof of global existence. Let χ+ be the Heaviside function and
χ−(v) = −χ+(−v). Let g ∈ C∞(R) be an increasing function such that
g(x)
def
=
{
0 if x ≤ 0,
1 if x ≥ 1.
For any x ∈ R , let us define χ+ε (x)
def
= g
(
x/ǫ
)
, χ−ε (x)
def
= −χ+ε (−x) and (x)
±
ε
def
=
∫ x
0 χ
±
ε (s) ds .
The following simple lemma collects some useful properties of these functions.
Lemma 2.3. (i) Let U ⊂ Rm (m ∈ N∗) . For any ε > 0
0 ≤ χ±ε χ
± ≤ 1 and χ±ε χ
±2 = χ±ε ,
∀(f,w) ∈ L1(U)× L1(U) : χ±ε (w)f −→
ε→0
χ±(w)f in L1(U).
(2.9a)
(2.9b)
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(ii) Let T > 0 , z ∈ R , j ∈ {1, . . . , n} , ε > 0 , φ ∈ L2(0, T,H1(Ω)) , h ∈ L∞((0, T )×Ω) . Then∫
ΓT
(φ− z)h∂j
(
χ±ε (φ− z)
)
dxdτ −→
ε→0
0. (2.10)
Proof. We only prove (ii) for χ+ε . Let us introduce the following notation: Iε
def
= |
∫
QT
(φ −
z)h∂j(χ
+
ε ◦ (φ− z))dxdτ | . Since the support of χ
+
ε is included in [0, ε] , and since |
(
χ+ε
)′
| ≤ Cε
we readily obtain
Iε ≤
∫
[0,T ]×Ω
10<φ−z≤ε|ε(C/ε)h∂j(φ− z)|dxdτ
where 10<φ−z≤εdenotes the indicator function of the set 0 < φ− z ≤ ε . By dominated conver-
gence, this last integral tends to zero with ε . In fact, |h∂j(φ − z)10<φ−z≤ε| ≤ |h∂j(φ − z)| ∈
L1([0, T ] × Ω) and h∂j(φ− z)10<φ−z≤ε −→
ε→0
0 a.e.
We now prove some global in time L1 and L2 estimates for the solutions of the problem
(PT ). In the following statement, our main assumptions are conditions (A–1) and (A–3). Since
the composition operators have to be well defined, we also assume that the assumption (A–2)
also holds true. Nevertheless, notice that the estimates of Lemma 2.4 do not depend on the
constants KM of continuity of the functions σ
i , a fact that will be used in the next section. In
the sequel, for f = (f1, . . . , fN ) ∈ L
1(U), we write ‖f‖L1(U) =
∑N
k=1‖fk‖L1(U) .
Lemma 2.4. Assume that (A–1)–(A–3) hold, and assume that u0 ∈ L
2(Ω) . Let T > 0 be
given, and let u be any solution to problem (PT ).
(i) Then, for any t ∈ [0, T ] , we have
‖(ui)−(t)‖L1(Ω) ≤ ‖(u
i
0)
−(t)‖L1(Ω)
‖(ui − ki)+(t)‖L1(Ω) ≤ ‖(u
i
0 − k
i)+‖L1(Ω) −
∫
Γt
kiαiχ
+(ui − ki)∇V · ν dµdτ
+
∫
Qt
kiαiχ
+(ui − ki)∆V dxdτ + µ(∂Ω)ΛT t.
(2.11a)
(2.11b)
(ii) Assume moreover that ui ≥ 0 , i ∈ {1, . . . , n} . Then, we have
1
2
‖ui(t)‖2L2(Ω) + ‖∇u
i‖2L2(Qt) ≤
1
2
‖ui0‖
2
L2(Ω) − αi
∫
Qt
ui∇V · ∇uidxdτ
+ (ΛT + sup
Ai(T,‖V‖L∞(0,T,L∞(∂Ω)))
|σi|)
∫
Γt
uidµdτ,
(2.12)
with, for any Z ∈ R+ , Ai(T,Z)
def
= [0, T ] × ∂Ω× [0, ki]× [−Z,Z] .
Proof. We prove (2.11a) and (2.11b) at the same time. In the sequel, (χ±ε , (·)
±
ε , χ
±, (·)±, zi) de-
notes either (χ+ε , (·)
+
ε , χ
+, (·)+, ki) or (χ−ε , (·)
−
ε , χ
−, (·)−, 0). Since χ±ε (u
i−zi) ∈ L2(0, T ; H1(Ω)),
(PT ) provides for any t ∈ [0, T ]∫ t
0
〈 dui
dt
(τ), χ±ε (u
i − zi)(τ)
〉
dτ
= −
∫
Qt
(∇(ui − zi) · ∇(χ±ε (u
i − zi)) + αiu
i∇V · ∇(χ±ε (u
i − zi)))dxdτ
+
∫
Γt
σi(τ, x, ui(τ, x),V(τ, x))χ±ε (u
i(τ, x)− zi)dµdτ.
(2.13)
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We estimate the various terms appearing in the equality (2.13). Note first that
−
∫
Qt
∇(ui − zi) · ∇(χ±ε (u
i − zi))dxdτ ≤ 0, (2.14)
due to (χ±ε )
′ ≥ 0. Next, since ui ∈ L∞(0, T ; L2(Ω)) ∩ L2(0, T ; H1(Ω)), we have
−
∫
Qt
ui∇V · ∇(χ±ε (u
i − zi))dxdτ = −
∫
Qt
(ui − zi)∇V · ∇(χ±ε (u
i − zi))dxdτ
+ zi
∫
Qt
∆Vχ±ε (u
i − zi)dxdτ − zi
∫
Γt
χ±ε (u
i − zi)∇V · ν dµdτ
−→
ε→0
zi
∫
Qt
∆Vχ±(ui − zi)dxdτ − zi
∫
Γt
χ±(ui − zi)∇V · ν dµdτ,
(2.15)
due to Lemma 2.3, (2.9b) and (2.10), Lemma 2.1 and a trace lemma. For the boundary term,
using Lemma 2.3, (2.9a) and assumption (A–3), we get∫
Γt
σ(τ, x, ui(τ, x),V(τ, x))χ±ε (u
i(τ, x)− zi)dµdτ
=
∫
Γt
σ(τ, x, ui(τ, x),V(τ, x))χ±(ui(τ, x)− zi)(χ±χ±ε )(u
i(τ, x)− zi)dµdτ
≤
∫
Γt
AT dµdτ = µ(∂Ω)tAT ,
(2.16)
with
AT
def
= 0 for zi = 0 and AT
def
= ΛT for z
i = ki. (2.17)
Last, we observe that for any w ∈ C∞([0, T ]; H1(Ω)), we have∫ t
0
〈 d(w − zi)
dt
(τ), χ±ε (w(τ) − z
i)
〉
dτ =
∫
Qt
d
dt
(w − zi)±ε dxdτ
=
∫
Ω
(
(w(t)− zi)±ε − (w(0, ·) − z
i)±ε
)
dx.
(2.18)
Let E(ui) ∈ L2(R; H1(Ω)) ∩ H1(R; H1(Ω)′) be an extension of ui . Denote by θ ∈ D(R) a
probability density, and for any η > 0, t ∈ R , write θη(t)
def
= η−1θ(η−1t). Set in equality (2.18)
w
def
= (E(ui)) ⋆ θη , where ⋆ denotes the convolution with respect to the time variable. Letting η
tends to 0, we see that (2.18) holds true with w = ui . Furthermore, Lemma 2.3 implies that∫ t
0
〈 d(ui − zi)
dt
(τ), χ±ε (u
i(τ)− zi)
〉
dτ −→
ε→0
∫
Ω
((ui(t)− zi)± − (ui0 − z
i)±)dx, (2.19)
for all i ∈ {1, . . . , n} . It follows from (2.13)–(2.16), and (2.19) that∫
Ω
(ui − zi)±dx−
∫
Ω
(ui0 − z
i)±dx ≤ ziαi
∫
QT
∆Vχ±(ui − zi)dxdτ
− ziαi
∫
QT
χ±(ui − zi)∇V · ν dxdτ + µ(∂Ω)tAT .
(2.20)
Now, (2.11a) and (2.11b) follow from (2.17) and (2.20). Finally, (2.12) follows from (PT ) with
w = (0, . . . , 0, ui, 0, . . . , 0) and the estimate∫
Γt
σi(τ, x, ui(τ, x),V(τ, x))ui dµdτ ≤ (ΛT + sup
Ai(T,‖V‖L∞(0,T,L∞(∂Ω)))
|σi|)
∫
Γt
uidµdτ
is a consequence of condition (A–3), ui ≥ 0 and the definition of Ai(T,V).
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Let t ∈ [0, T ] . We now prove our main L2 estimates, which hold in the functional spaces
Et
def
= L2(0, t;H1(Ω)) ∩ L∞([0, t];L2(Ω)) For any v
def
= (v1, . . . , vn) ∈ Et , set
‖v‖2Et
def
=
n∑
i=1
(
‖vi‖2L∞(0,t;L2(Ω)) + ‖∇v
i‖2L2(Qt)
)
. (2.21)
Observe that until the end of the paper, | · |1 denotes the ℓ
1 norm in Rn .
Before proceeding, notice the following inequalities, valid for x ≥ 0 and z ∈ R : (x− z)+ −
|z| ≤ x ≤ (x − z)+ + z . As a consequence, for any p ∈ [1,∞), z ∈ R , v ∈ Lp(U) with v ≥ 0
(and U a bounded domain)
‖(v − z)+‖Lp(U) − |z||U |
1/p ≤ ‖v‖Lp(U) ≤ ‖(v − z)
+‖Lp(U) + |z||U |
1/p. (2.22)
Together with Lemma 2.4, this provide (2.5) below. In the statement of this lemma, we keep
track of the dependences with respect to the constitutive constants appearing in conditions (A–
1)–(A–3), since this will turn out to be useful in the next section. Nevertheless, we drop in our
writings the extraneous dependences such those with respect to Ω.
Lemma 2.5. Under the assumptions of Lemma 2.4, and assuming that ui0 ≥ 0 a.e for any
i ∈ {1, . . . , n} , we have
ui(t) ≥ 0 for any t ∈ [0, T ], x a.e,
‖u(t)‖L1(Ω) ≤ C1e
C2t,
‖u‖Et ≤ C3e
C4t for all t ∈ [0, T ],
(2.23a)
(2.23b)
(2.23c)
with the notations C1
def
= C1(‖u0‖L1 ,ΛT , k
1, . . . , kn, T, ‖B‖) , C2
def
= C2(ΛT , k
1, . . . , kn, T, ‖B‖) ,
C3
def
= C3(‖u0‖L1 , ‖u0‖L2 ,Λ
∗
T , k
1, . . . , kn, T, ‖B‖) , C4
def
= C4(‖u0‖L1 ,Λ
∗
T , k
1, . . . , kn, T, ‖B‖) , Λ∗T
def
=
ΛT+
∑n
i=1 supAi(T,C∗) |σ
i| and C∗
def
= C∗(‖u0‖L1 ,ΛT , k
1, . . . , kn, T, ‖B‖) . Moreover, the constants
Ci and C∗ are non-decreasing functions of their arguments.
Proof. The Lemma 2.4 and assumption ui0 ≥ 0 a.e imply that (2.23a) holds true.
We now prove inequality (2.23b). Before proceeding, remark that (2.8) and trace lemmas
entail that, for any t ∈ [0, T ), we have
‖V(t)‖W2,1(Ω)∩W1,∞(Ω) + ‖∇V(t)‖L1(∂Ω) ≤ C(T, ‖B‖,Ω)
(
‖u(t)‖L1(Ω) + 1
)
(2.24)
We derive from inequalities (2.11b) and (2.24) that, for any t ∈ [0, T ), i ∈ {1, . . . , n}
‖(ui − ki)+(t)‖L1(Ω) ≤ ‖(u
i
0 − k
i)+‖L1(Ω)
+ |kiαi|C(T, ‖B‖,Ω)(‖u‖L1(0,t,L1(Ω)) + t) + µ(∂Ω)ΛT t.
(2.25)
Taking the sum over i ∈ {1, . . . , n} and using (2.22), we get
‖u(t)‖L1(Ω) ≤ ‖u0‖L1(Ω) + |k|1|α|1C(T, ‖B‖,Ω)(‖u‖L1(0,t,L1(Ω)) + t)
+ nµ(∂Ω)ΛT t+ 2n|Ω||k|1.
(2.26)
Appealing to Gro¨nwall lemma, we obtain (2.23b).
We finally prove inequality (2.23c). Inequality (2.24) together with inequality (2.23b) and a
trace lemma, give
‖V‖L∞(0,T ;W1,∞(Ω)) + ‖V‖L∞(ΓT ) ≤ C∗ (2.27)
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with C∗
def
= C∗(‖u0‖L1(Ω),ΛT , k
1, . . . , kn, T, ‖B‖,Ω). Recall that for any w ∈ H1(Ω), we have
‖w‖L2(∂Ω) ≤ C‖w‖H3/2(Ω) ≤ ǫ‖w‖H1(Ω) + Cǫ‖w‖L2(Ω) (2.28)
for any ǫ > 0, so that, integrating (2.28) and using Young inequality, we get
‖ui‖L1(0,t,L2(∂Ω)) ≤ t+ Cη‖u
i‖2L2(Qt) + η‖∇u
i‖2L2(0,t,L2(Ω)) (2.29)
for any η > 0. Hence, identity (2.29), (2.27), (2.12) and Young inequalities imply that
1
2
‖ui(t)‖2L2(Ω) + ‖∇u
i‖2L2(Qt)
≤
1
2
‖ui0‖
2
L2(Ω) + C∗|α
i|(Cη‖u
i‖2L2(Qt) + η‖∇u
i‖2L2(0,t,L2(Ω)))
+ (ΛT + sup
Ai(T,C∗)
|σi|)(t+ Cη‖u
i‖2L2(Qt) + η‖∇u
i‖2L2(0,t,L2(Ω))).
(2.30)
Now, inequality (2.23c) follows by choosing η > 0 small enough in (2.30) and Gro¨nwall lemma.
Corollary 2.6. Let T > 0 be fixed. Assume that (A–1)–(A–3) hold true. Assume that u0 ∈
L2(Ω) and ui ≥ 0 for any i ∈ {1, . . . , n} . Then, the problem (PT ) admits exactly one solution.
Moreover, u(t) ≥ 0 for any t ∈ [0, T ] .
Proof. As quoted in Theorem 2.2, the time existence t0 is a function of ‖u0‖L2(Ω) only. Due to
Lemma 2.5, inequality (2.23c), global well-posedness follows.
3 Trace integrals inequalities.
Our goal is to prove that Corollary 2.6 holds true under a relaxed assumption (A–2). This shall
be done in Section 4 below. Since we argue by density, we first have to determined the relevant
estimates for the trace terms. Our trace integral estimates (cf. Lemma 3.2) are consequences
of a simple continuity lemma (see Lemma 3.1 below). Since in the sequel we loose an arbitrary
small order of derivation by the use of the Aubin-Lions lemma, we introduce a somewhat larger
space than ET . For t ∈ (0, T ) and α ≥ 0, define
Eαt
def
= L∞(0, t,H−α(Ω)) ∩ L2(0, t,H1−α(Ω)) and E˙t
def
=
⋂
0<α≤1
Eαt . (3.1)
The space E˙t is endowed with its natural Fre´chet structure. In particular, fn −→
n→∞
f in E˙t iff
fn −→
n→∞
f in all the Eαt , α ∈ (0, 1). By interpolation, for any s ∈ [2,∞) and r ∈ (0, 1), we have
L∞(0, T ; L2(Ω)) ∩ L2(0, T ; H1(Ω)) = E0T →֒ E˙T →֒ L
s(0, T ; L2(Ω)) ∩ L2(0, T ; Hr(Ω)). (3.2)
Until this end of the paper, we always abridge the notation E0T in ET (see (2.21)) and still
denote by CT,R the closed ball with radius R > 0 in ET .
Lemma 3.1. Let T > 0 . We assume that 1 ≤ p < 2 + 2d and m ∈ [1,∞[ . Then, there exists
α = αp,m ∈ (0, 1) and C = Cp,m > 0 such that for any (v, v¯) ∈ E˙T × E˙T , we have
‖v‖Lp(ΓT ) ≤ C‖v‖EαT ,
‖V − V¯‖Lm(ΓT ) ≤ C‖v − v¯‖EαT ,
(3.3a)
(3.3b)
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with V(t)
def
= B(t, v(t)) and V¯(t)
def
= B(t, v¯(t)) for almost every t ∈ [0, T ] . If moreover, we assume
that v ∈ CT,R (R > 0) then
‖V‖Lm(ΓT ) ≤ CR,T . (3.4)
Proof. According to Ho¨lder’s inequality, it’s enough to prove (3.3a) for p ∈]2, 2 + 2d [ . We
first assume that p ∈]2,∞). Let s ∈ [1,∞), θ ∈]0, 1[, r ∈]0, 1[ and q ∈]0, 1[ such that
[Ls(0, T ; L2(Ω)),L2(0, T ; Hr(Ω))]θ = L
p(0, T ; Hq(Ω)), which is
1
p
=
1− θ
s
+
θ
2
,
q = θr,
(3.5a)
(3.5b)
where [·, ·]θ denotes the holomorphic interpolation fonctor (see [2, p. 107]). Note that the
existence of such s, θ, r, q is granted by the condition p ∈]2,∞). Now, for any v ∈ E˙T , the
interpolation and the Young inequalities give
‖v‖Lp(0,T ;Hq(Ω)) ≤ C‖v‖
1−θ
Ls(0,T ;L2(Ω))
‖v‖θL2(0,T ;Hr(Ω))
≤ C
(
‖v‖Ls(0,T ;L2(Ω)) + ‖v‖L2(0,T ;Hr(Ω))
)
≤ C‖v‖EαT (3.6)
for some α = αs,r ∈ (0, 1) (see (3.2)). We now turn to determine the best exponents p and q in
(3.6). Notice that a limiting value for θ in (3.5a) is θ = 2p . Hence q =
2
p is the corresponding
limiting value for q in (3.5b). Therefore, we can take q = p2 − η , with η > 0 arbitrary small.
Finally, we have
v ∈ Lp(0, T,H2/p−η(Ω)). (3.7)
We now restrict to 1 ≤ p < 2 + 2d and write p
−1 = d2(d+1) + δ with δ > 0. Choose η =
(1+d)δ
2 .
With these notations, we easily compute
2
p
− η − d
(1
2
−
1
p
)
=
1
p
+ η. (3.8)
It follows from (3.8), Sobolev injections and trace lemmas that
Lp(0, T,H2/p−η(Ω)) →֒ Lp(0, T,W1/p+η,p(Ω))→ Lp(0, T,Lp(∂Ω)),
where the last arrow is also continuous. Together with (3.7) and (3.6), it proves (3.3a).
We now prove (3.3b). According to (2.8b) and (3.2), we see that
‖V − V¯‖Lm(0,T ;W1,∞(Ω)) ≤ CT ‖v − v¯‖Lm(0,T ;L2(Ω)) ≤ C‖v − v¯‖EαT (3.9)
for some α = αm . Now, inequality (3.3b) follows from (3.9) and a trace lemma. The proof of
inequality (3.4) is omited.
In the sequel, we denote H
def
= 2 + 2d . The following technical lemma will be used in the
proof of the general existence theorem. It has essentially the same meaning as Lemma 3.1, i.e.
boundary integrals of |ui|p can be bounded by (functions of) ‖u‖ET for 0 ≤ p < 2 +
2
d .
Lemma 3.2. Assume that conditions (A–1) is satisfied. Assume that a ≥ 0 , b ≥ 0 1 ≤
a + b < H and θ ≥ 0 . Let R > 0 . There exists two constants C = CT,R,‖B‖,a,b,θ > 0 and
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α = αθ,b ∈ (0, 1) such that, for any u = (u
1, . . . , un) ∈ CT,R and u¯ = (u¯
1, . . . , u¯n) ∈ CT,R , we
have ∫
Γt
(1 + |ui|a)|uj − u¯j |b|V − V¯|θ dµdτ ≤ C‖u− u¯‖b+θEαT
,∫
Γt
(1 + |ui|a)|uj |b|V|θ dµdτ ≤ C,
(3.10a)
(3.10b)
for any (i, j) ∈ {1, . . . , n}2 and t ∈ (0, T ) . As usual, we have written V(t) = B(t, u(t)) and
V¯(t) = B(t, u¯(t)) for a.e t ∈]0, T ] .
Proof. In this proof, we denote with a prime a conjugate exponent. It is enough to prove
inequality (3.10) for t = T and to estimate the integral
I(a, b, θ) =
∫
ΓT
|ui|a|uj − u¯j|b|V − V¯|θ dµdτ.
We restrict to the case a > 0 and b > 0, since the cases a = 0 or b = 0 are easier. Let ǫ > 0
such that 1 ≤ (1 + ǫ)(a+ b) < H . The Ho¨lder inequality leads to
I(a, b, θ) ≤ ‖V − V¯‖θ
L(1+ǫ)′θ(ΓT )
I((1 + ǫ)a, (1 + ǫ)b, 0))
1
1+ǫ .
Hence, by using (3.3b), we find
I(a, b, θ) ≤ C‖u− u¯‖θEαT
I((1 + ǫ)a, (1 + ǫ)b, 0))
1
1+ǫ . (3.11)
Therefore, setting a1
def
= (1+ ǫ)a > 0 and b1
def
= (1+ ǫ)b > 0, and recalling that 1 ≤ a1+ b1 < H ,
we just have to prove (3.10a) for I(a1, b1, 0), or simply I(a, b, 0) which we now estimate. Since
a > 0, b > 0 and 1 ≤ a+ b < H , we have aHH−b < H . Let γ ∈
]
max
(
1, aHH−b
)
,H
[
. For u ∈ CT,R ,
inequality (3.3a) and (3.2) ensure that u ∈ Lγ((0, T ) × ∂Ω) with
‖uj‖Lγ (ΓT ) ≤ CR,T . (3.12)
Set q = γa >
H
H−b > 1. We have
q′ <
( H
H− b
)′
=
H
b
. (3.13)
By Ho¨lder inequality
I(a, b, 0) ≤ ‖ui‖aLγ(ΓT )‖u
j − u¯j‖b
Lbq′ (ΓT )
, (3.14)
with a slight abuse of notation in the case 0 < bq′ < 1. Appealing to (3.13) and (3.3a) (and
Ho¨lder inequality in the case 0 < bq′ < 1), we find that
‖uj − u¯j‖b
Lbq′ (ΓT )
≤ C‖u− u¯‖bEαT . (3.15)
The estimate on I(a, b, 0) follows from (3.12), (3.14) and (3.15). The proof of (3.10b) is similar.
Our new assumptions are motivated by Lemma 3.2. Assumptions (A–1) and (A–3) are not
modified, while assumption (A–2) becomes
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(A–4) The fluxes σi : [0,∞) × ∂Ω × R × R → R are measurable, locally bounded functions.
Moreover, there exists ρ ∈ [0, 1 + 2d) such that
∀M > 0, ∃KM > 0 :
∀(t, x) ∈ [0,M ]× ∂Ω, ∀(v, ψ) ∈ R× [−M,M ], ∀(v¯, ψ¯) ∈ R× [−M,M ] :
|σi(t, x, v, ψ) − σi(t, x, v¯, ψ¯)|
≤ KM ((1 + |v|
ρ + |v¯|ρ)|v − v¯| + (1 + |v|ρ+1 + |v¯|ρ+1)|ψ − ψ¯|).
(3.16)
As an immediate consequence of Lemma 3.2, we have
Corollary 3.3. Let T > 0 and R > 0 . Assume that the conditions (A–1) and (A–4) are
satisfied. Then
(i) For any 1 ≤ s < Hρ+1 , there exist α = αs(ρ+1) ∈ (0, 1) such that the application G : CT,R →
Ls(ΓT ) with (G(v))(t, x)
def
= σ
(
t, x, v(t, x),B(t, v(t))(x)
)
is well defined and Lipschitz con-
tinuous for CT,R endowed with the E
α
T norm.
(ii) Assume that ρ ∈ [0, 2d) . For any u ∈ CT,R , u¯ ∈ CT,R , V(t)
def
= B(t, u(t)) and V¯(t)
def
=
B(t, u¯(t)) for a.e t ∈ (0, T ) , we have∫
Γt
|σ(τ, x, u(τ, x),V(τ, x)) − σ(τ, x, u¯(τ, x), V¯(τ, x))|1|u− u¯(τ, x)|1 dµdτ
≤ C‖u− u¯‖2L2(0,t;L2(Ω)) + η‖u− u¯‖
2
Et .
Proof. Property (i) is a direct consequence of the property (A–4) and Lemma 3.2. Similarly,
(ii) follows from the property (A–4), the inequality (3.10a) and, for α ∈ (0, 1), the inequality
‖·‖2Eαt ≤ Cα,η‖·‖
2
L2(0,t;L2(Ω)) + η‖·‖
2
Et .
4 Global existence: the general case
Assume that conditions (A–1), (A–3) and (A–4) are satisfied for the fluxes σi . We still denote
by ΛT and kj , j = 1, . . . , n , the constants appearing in the condition (A–3). In order to
apply Corollary 2.6, we define a family of functions σip : [0,∞) × ∂Ω × R × R → R , p ∈ N
∗ ,
i ∈ {1, . . . , n} endowed with conditions (A–2) and (A–3). Let h ∈ D(R) with h(x) = 1 for
|x| ≤ 1, h(x) = 0 for |x| ≥ 2 and 0 ≤ h ≤ 1. For any (t, x, v, ψ) ∈ [0,∞)×∂Ω×R×R→ R set
σip(t, x, v, ψ) = σ
i(t, x, v, ψ)h
(v
p
)
.
As easily checked, the function σip satisfies the two conditions (A–2) and (A–3), with constants
ΛpT = ΛT and k
p
j = kj (j = 1, . . . , n) independent of p . Moreover, for any p ∈ {1, . . . , n} , we
have |σp| ≤ |σ| .
Let now T > 0, and let u0 ∈ L
2(Ω) with ui0 ≥ 0 for i ∈ {1, . . . , n} . For any p ∈ N
∗ ,
Corollary 2.6 asserts the existence of a unique solution up ∈ ET to problem (PT ). Now, it
follows from the Lemma 2.5 that the sequence {‖up‖ET }p∈N∗ is bounded. In the sequel, we
denote by R
def
= supp∈N∗ ‖up‖ET <∞ . Thus, for any p ∈ N
∗ , we have
up ∈ CT,R, (4.1)
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and by Lemma 2.1 and a trace lemma, we get
‖Vp‖L∞(0,T,W1,∞(Ω)∩W2,1(Ω)) + ‖Vp‖L∞(ΓT ) ≤ CR,T . (4.2)
This allows us to use all the previous results of the paper. The rest of this section is devoted to
the proof of the convergence of {up}p∈N∗ towards an exact solution.
Lemma 4.1. Under the assumptions (A–1), (A–2) and (A–4), and with the previous notations,
there exists u ∈ CT,R such that, extracting if necessary a subsequence
up −→
p→∞
u strongly in E˙T and C
0(0, T,H−1/4(Ω)),
up −⇀
p→∞
u weakly in L2(0, T,H1(Ω)) and weakly– ⋆ in L∞(0, T,L2(Ω)).
(4.3a)
(4.3b)
Proof. Since up satisfies equation (2.4) in the sense of distributions, we deduce from (4.1) and
(4.2) that { dup
dt
}
p∈N∗
is bounded in L2(0, T,H−1(Ω)). (4.4)
With (4.1), and using the Aubin-Lions lemma and a diagonal process, we extract from {up}p∈N∗
a converging (and not relabeled) subsequence in E˙T . Still by the Aubin-Lions lemma, we can
also assume that {up}p∈N∗ converges strongly in C
0(0, T,H−1/4(Ω)). Properties (4.3b) and
u ∈ CT,R follow from (4.1).
We now introduce a space of test functions compatible with the boundary conditions. Until
the end of the paper, for the sake of clarity, we sometimes go back to the notation v|∂Ω(t) for
the trace of v(t) on ∂Ω. For T > 0 and 0 ≤ ρ ≤ H− 1, we set
b(T, ρ)
def
=
{
v ∈ L2(0, T,H1(Ω)) such that there exists r >
H
H− (ρ+ 1)
depending of v, with v|∂Ω ∈ L
r(ΓT )
}
.
(4.5)
Notice that for 0 ≤ ρ < H − 2, we have HH−(ρ+1) < H . Hence, by Lemma 3.1, we have
ET ⊂ b(T, ρ) for 0 ≤ ρ < 2/d . It follows that
H1([0, T ] × Ω) ⊂ b(T, ρ) for 0 ≤ ρ < 2/d. (4.6)
Notice also that, for 0 ≤ ρ < H−22 , we have
H
H−(ρ+1) < 2. Hence, L
2(0, T,H1(Ω)) ⊂ b(T, ρ),
and since the opposite inclusion is also true, we have
b(T, ρ) = L2(0, T,H1(Ω)) for 0 ≤ ρ < 1/d. (4.7)
Last, the inclusion
C1(QT ) ⊂ b(T, ρ) for 0 ≤ ρ < 1 + 2/d (4.8)
holds true. We are ready to prove our existence theorem.
Theorem 4.2. Let T > 0 be fixed. Let 0 ≤ ρ < 1 + 2d , and assume that (A–1), (A–3) and
(A–4) hold true. Let u0 ∈ L
2(Ω) with ui0 ≥ 0 , i ∈ {1, . . . , n} .
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(i) The problem
(RT )


Find u ∈ L2(0, T ;H1(Ω)) ∩ L∞([0, T ];L2(Ω)) such that for any
w ∈ C1(QT ), and a.e t ∈ (0, T )
−
∫
Qt
u · ∂twdxdτ +
∫
Qt
(∇u+ uα ⊗∇V)(τ, x) : ∇w(τ, x)dxdτ
=
∫
Γt
σ(τ, x, u(τ, x),V(τ, x)) · w(τ, x)dµdτ +
∫
Ω
u0 · w(0)dx −
∫
Ω
u(t) · w(t)dx,
(
with V(τ) = B(τ, u(τ)) for a.e τ ∈ (0, T )
)
admits at least one solution. In the case
0 ≤ ρ < 2d , one can choose any w ∈ H
1
(
(0, T ) × Ω
)
as a test function.
(ii) Assume that 0 ≤ ρ < 1d . Then, the problem (PT ) admits exactly one solution.
Proof. We still denote by u and up the functions of Lemma 4.1. As usual, we write V(t) =
B(t, u(t)) and Vp(t) = B(t, up(t)) for a.e t ∈ (0, T ). We must prove that u is a solution of
problem RT or PT .
(i) Existence in the case 0 ≤ ρ < 1+ 2
d
.
Let w ∈ b(T, ρ). Since the sequence {up}p∈N∗ converges in E˙T (see Lemma 4.1), we deduce
from (3.2) its convergence in L4(0, T,L2(Ω)). Therefore, by Lemma 2.1, we also have ∇Vp −→
p→∞
∇V in L4(0, T,L∞(Ω)). Last, recall that {up}p∈N∗ converges weakly in L
2(0, T,H1(Ω))). As a
consequence of these convergences∫
QT
(
∇up + (up)α ⊗∇Vp
)
: ∇wdxdτ −→
p→∞
∫
QT
(
∇u+ uα ⊗∇V
)
: ∇wdxdτ. (4.9)
We now prove that
Dp
def
=
∫
ΓT
(σp(τ, x, up(τ, x),Vp(τ, x)) − σ(τ, x, u(τ, x),V(τ, x))) · w(x)dµdτ −→
p→∞
0. (4.10)
Since w ∈ b(T, ρ), we have w|∂Ω ∈ L
r(ΓT ) for some r >
H
H−(ρ+1) . Hence, it is enough to show
that
Jp
def
=
∫
ΓT
|σp(τ, x, up(τ, x),Vp(τ, x))− σ(τ, x, u(τ, x),V(τ, x))|
s
1 dµdτ −→p→∞
0, (4.11)
for s = r′ <
(
H
H−(ρ+1)
)′
= Hρ+1 . Using |h| ≤ 1, we see that
Jp ≤ Jp,1 + Jp,2, (4.12)
where
Jp,1
def
= Cs
∫
ΓT
|σ(τ, x, up(τ, x),Vp(τ, x))− σ(τ, x, u(τ, x),V(τ, x))|
s
1 dµdτ,
Jp,2
def
= Cs
∫
ΓT
|1− h
(
up(τ, x)/p
)
|s|σ(τ, x, u(τ, x),V(τ, x))|s1 dµdτ.
(4.13a)
(4.13b)
Notice that
Jp,1 −→
p→∞
0, (4.14)
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due to 1 ≤ s < Hρ+1 , Corollary 3.3(i), and the convergence of {up}p∈N∗ in E˙T . Next, since
1 ≤ s < H , invoking again the convergence of {up}p∈N∗ in E˙T and (3.3a), we obtain the
following convergence
up|∂Ω
−→
p→∞
u|∂Ω in L
s(ΓT ). (4.15)
Extracting if necessary a subsequence, we get up|∂Ω −→p→∞
u|∂Ω a.e. Since h(0) = 0, we finally
obtain
|1− h
(
up(τ, x)/p
)
|s|σ(τ, x, u(τ, x),V(τ, x))|s1 −→p→∞
0, (4.16)
for a.e (τ, x) ∈ ΓT . Moreover,
|1− h
(
up(τ, x)/p
)
|s|σ(τ, x, u(τ, x),V(τ, x))|s1 ≤ |σ(τ, x, u(τ, x),V(τ, x))|
s
1 , (4.17)
with
∫
ΓT
|σ(τ, x, u(τ, x),V(τ, x))|s1 dµ dτ < ∞ (see Corollary 3.3). From (4.16), (4.17) and
Lebesgue theorem, we derive that Jp,2 tends to 0. With (4.14), (4.12) and (4.11), this proves
(4.10).
Now, since the function up is a solution of the problem (PT ) with σp in place of σ , using (4.9)
and (4.10) we see that
∫ T
0
〈 dup(τ)
dt
, w(τ)
〉
dτ −→
p→∞
∫
QT
(
∇u+ uα ⊗∇V
)
: ∇wdxdτ
+
∫
ΓT
σ(τ, x, u(τ, x),V(τ, x)) · w(x)dµdτ.
(4.18)
Starting with t ∈ [0, T ] in place of T , we conclude that (4.18) holds true for any t ∈ [0, T ] .
Restricting to w ∈ C1([0, T ] ×Ω) (see (4.8)), we have, for any t ∈ (0, T )
∫ t
0
〈 dup
dt
(τ), w(τ)
〉
dτ = −
∫
Qt
up · ∂twdxdτ −
∫
Ω
u0 · w(0)dx+
∫
Ω
up(t) · w(t)dx. (4.19)
In order to pass to the limit in (4.19) notice the convergence
∫
Ω up · w dx −→p→∞
∫
Ω u · w dx in
L1(0, T ), consequence of up −→
p→∞
u in L2(QT ) (see Lemma 4.1). Hence, extracting if necessary
a subsequence, we get∫
Ω
up(t) · w(t)dx −→
p→∞
∫
Ω
u(t) · w(t)dx for a.e t ∈ (0, T ). (4.20)
Appealing to (4.19), (4.20) and (4.3b) with t in place of T , we obtain
∫ t
0
〈 dup
dt
(τ), w(τ)
〉
dτ −→
p→∞
−
∫
Qt
u · ∂twdxdτ −
∫
Ω
u0 · w(0)dx+
∫
Ω
u(t) · w(t)dx (4.21)
for a.e t ∈ (0, T ). Appealing to (4.18), it implies that (RT ) holds true. The proof in the case
0 ≤ ρ < 2d is similar (see (4.6)).
(ii) Existence and uniqueness in the case 0 ≤ ρ < 1
d
. We begin with the existence part.
From one hand, since up −→
p→∞
u in L2(QT )), we obtain the convergence in L
2(0, T,H1(Ω)′).
Hence we find
dup
dt −→p→∞
du
dt in H
−1(0, T,H1(Ω)′). On the other hand, since 0 ≤ ρ < 1d
we have b(T, ρ) = L2(0, T,H1(Ω)), and by (4.18),
{ dup
dt
}
p∈N∗
converge towards some f in
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L2(0, T,H1(Ω)′) weak–⋆ . By identification, f = dudt , and the variational existence part fol-
lows from (4.18). Next, u ∈ C0(0, T,L2(Ω)) follows classically from u ∈ L2(0, T,H1(Ω)) and
du
dt ∈ L
2(0, T,H1(Ω)′). Last, writing up(0) = u0 and using (4.3a), we get u(0) = u0 .
For the uniqueness part, let u ∈ ET , u¯ ∈ ET be two solutions of (PT ) associated with the
same initial data. Denote by V and V¯ the associated potentials. Notice that u − u¯ ∈ ET ⊂
b(T, ρ) by (4.6). Using (PT ), we derive the following energy estimate
‖u− u¯‖2Et ≤ CR,T ‖u− u¯‖
2
L2(Qt)
+ CR,T
∫
Γt
|σ(τ, x, u(τ, x),V(τ, x)) − σ(τ, x, u¯(τ, x),V(τ, x))|1 |u− u¯|1dµdτ.
Appealing to Corollary 3.3 (ii), we get, for η > 0 small enough, we obtain
‖u− u¯‖2Et ≤ CR,T ‖u− u¯‖
2
L2(Qt)
,
and uniqueness result follows.
Remark 4.3. Theorem 4.2 holds true with a general diffusion term (η1∆u1, · · · , ηn∆un)
T in
place of ∆u (ηi > 0). This will implicitely be used in Section 5
5 Examples
In this concluding section, we illustrate our setting by some realistic equations. More precisely,
we focus below on two examples coming from drift-diffusion and self-gravitation models. The
first example deals with a drift-diffusion system with Robin boundary condition with application
to a corrosion model and the well-posedness follows from direct application of Theorem 4.2. In
the second example, the Theorem 4.2 is used in the proof as a mollifying frame. This method
could be used for more complicated systems.
5.1 The drift-diffusion system coming from a corrosion model
We consider first a drift-diffusion system subjected to Robin boundary conditions. Under ap-
propriate assumptions on the data, existence of solutions comes from Theorem 4.2. Then we
illustrate this general setting with more specific model, namely the corrosion modeling in a
nuclear waste repository (cf. [1, 7]).
5.1.1 The drift-diffusion system
Assume that for any i ∈ {1, . . . , n} , αi ∈ R , βi ∈ R , θi a Borel measure on [a, b] ((a, b) ∈ R
2 )
and ui0 ∈ L
2(0, 1) with ui0 ≥ 0, (A0,A1,V0,V1) ∈ R
4 and ζ > 0. Let us define f i ∈ C1(∂Ω ×
R× [a, b]) and gi ∈ C1(R× [a, b]) satisfying the following assumptions:
(D–1) ∀(x, φ, s) ∈ [0, 1] × R× [a, b] : f i(x, φ, s) ≤ 0,
(D–2) ∃R ∈ [0,∞),∀(v, s) ∈ [R,∞)× [a, b] : gi(v, s) ≥ 0,
(D–3) ∀(v, s) ∈ (−∞, 0]× [a, b] : gi(v, s) ≤ 0,
(D–4) ∀(v, v¯, s) ∈ R×R×[a, b] : |gi(v, s)−gi(v¯, s)| ≤ K(1+|v|ρ+|v¯|ρ)|v−v¯| for some ρ ∈ [0, 3).
Set
∀i ∈ {1, . . . , n} : σi(t, x, v, φ)
def
=
∫
[a,b]
f i(x, φ, s)gi(v, s)dθi(s). (5.1)
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We consider the following drift-diffusion system:
∀i ∈ {1, . . . , n} : ∂tu
i = ∂x(∂xu
i + αi(u
i∂xV)), (t, x) ∈ (0, T ) × (0, 1),
∂xxV =
n∑
i=1
βiui + ζ, (t, x) ∈ (0, T ) × (0, 1),
(5.2a)
(5.2b)
together with boundary conditions
∀i ∈ {1, . . . , n} : −
(
∂xu
i + αiu
i∂xV
)
(t, 0) = σi(t, 0, ui(t, 0),V(t, 0)), t ∈ [0, T ],
∀i ∈ {1, . . . , n} :
(
∂xu
i + αiu
i∂xV
)
(t, 1) = σi(t, 1, ui(t, 1),V(t, 1)), t ∈ [0, T ],
V(t, 0) +A0∂xV(t, 0) = V0, t ∈ [0, T ],
V(t, 1) +A1∂xV(t, 1) = V1, t ∈ [0, T ],
(5.3a)
(5.3b)
(5.3c)
(5.3d)
and initial conditions
∀i ∈ {1, . . . , n} : ui(0, x) = ui0, x ∈ (0, 1). (5.4)
We suppose now that 1 +A1 −A0 6= 0 and ϕ ∈ L
1(0, 1). Then the following problem:


Find V ∈W2,1(0, 1) such that
∂xxV = ϕ,
(V +A0∂xV)(·, 0) = V0 and (V +A1∂xV)(·, 1) = V1,
(5.5)
admits exactly one solution given by
V(x) =
∫ 1
0
G(x, y)ϕ(y)dy +
x−A0
1 +A1 −A0
(V1 − V0) + V0, (5.6)
where G ∈ L∞(0, 1;W1,∞(0, 1)) ∩C0([0, 1]× [0, 1]) is the Green kernel associated with problem
(5.5). We may observe that the function G is defined as follows:
G(x, y)
def
=
(1 +A1 − x)(A0 − y)
1 +A1 −A0
for 0 ≤ y ≤ x ≤ 1 and G(x, y) = G(y, x) for 0 ≤ x ≤ y ≤ 1. Notice that (A–2) and (A–4)
follow from (5.6) while (A–1) comes from the assumptions (D–1)–(D–3). Since it is quite a
routine to verify that (A–1), (A–2) and (A–4) holds true, the verification is let to the reader.
Consequently, we may deduce from Theorem 4.2 that (5.2)–(5.4) admits at least one solution
u
def
= (u1, . . . , un)
T (in the sense of (RT )) belonging to L
2(0, T ;H1(0, 1)) ∩ L∞([0, T ];L2(0, 1)).
5.1.2 A corrosion model
We illustrate our setting by an example coming from the description of the corrosion in a nuclear
waste repository. Let u1 , u2 , u3 and V be the electrons and cations densities, oxygen vacancies
and electrical potential, respectively. Following [7], we assume that the boundary conditions on
u1 , u2 and u3 have exactly the same form. Let ζ be the density charge in the host lattice and
λ and ε be two nonnegative constants such that ε≪ 1. Set
∀i = 1, 2, 3 : σi(t, x, v, φ)
def
= −(mixe
−γibixφ + kixe
γiaixφ)ui +mixu
i
maxe
−γibixφ, (5.7)
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where mix > 0, k
i
x > 0, a
i
x ∈ [0, 1], b
i
x ∈ [0, 1] and u
i
max > 0 with i = 1, . . . , 3 and γ
1 = −1,
γ2 = 3 and γ3 = 1. The mathematical problem is formulated as follows:
∀i = 1, 2, 3 : ε2−i∂tu
i = ∂x(∂xu
i + γiui∂xV), (t, x) ∈ R
+
∗ × (0, 1),
−λ∂xxV = γ
1u1 + γ2u2 + γ3u3 + ζ, (t, x) ∈ R+∗ × (0, 1).
(5.8a)
(5.8b)
The system (5.8) is endowed with the following boundary conditions
∀i = 1, 2, 3 : −(∂xu
i + γiui∂xV)(t, 0) = σ
i(t, 0, ui(t, 0),V(t, 0)), t ∈ R+∗ ,
∀i = 1, 2, 3 : (∂xu
i + γiui∂xV)(t, 1) = σ
i(t, 1, ui(t, 1),Ψ − V(t, 1)), t ∈ R+∗ ,
(V − A0∂xV)(t, 0) = ∆V0, t ∈ R
+
∗ ,
(V − A1∂xV)(t, 1) = Ψ−∆V1, t ∈ R
+
∗ ,
(5.9a)
(5.9b)
(5.9c)
(5.9d)
and the following initial conditions
∀i = 1, 2, 3 : ui(0, x) = ui0, x ∈ (0, 1). (5.10)
Here Ψ denotes a given applied potential, ∆Vi are the voltage drop parameters and (A0,A1) ∈
R
2 . Furthermore, for any i ∈ {1, 2, 3} , ui0 ≥ 0 belongs to L
2(0, 1). For further explanations
on this model, the reader is referred to [1] as well as to the references therein. Appealing to
Theorem 4.2 (or see Subsection 4), we infer that (5.8)–(5.10) possesses exactly one solution
u = (u1, u2, u3)T belonging to L2(0, T ;H1(0, 1))∩L∞(0, T ;L2(0, 1)) for any T > 0. In contrast
with the former existence result present in [7] (n = 2), our result holds true for n = 3 and even
for an arbitrary number of species (n ∈ N∗ ). Furthermore, the conditions on the voltage drops
and other structural coefficients in Theorem 1.1 in [7] have been removed.
Finally, as quoted above, we have assumed that the boundary conditions on u1 , u2 and
u3 have the same form. Nevertheless, in the original corrosion system depicted in [1], this is
not the case. As easily verified, the second boundary condition given therein does not meet
our assumption (A–3). In consequence, it is unclear to us whether this boundary condition is
mathematically sound.
5.2 The self-gravitational system
We consider the self-gravitational system described in [5]. Let u(t, x) be the evolution density
of identical attracting particles and V(t, x) be the gravitational potential. The mathematical
problem can be written as follows:
∂tu = ∇ · (∇u+ u∇V), (t, x) ∈ (0, T )× Ω,
∆V = u, (t, x) ∈ (0, T )× Ω,
(5.11a)
(5.11b)
together with the boundary conditions on (0, T ) × ∂Ω
∂u
∂ν
+ u
∂V
∂ν
= 0, (t, x) ∈ (0, T ) × ∂Ω,
V = 0, (t, x) ∈ (0, T ) × ∂Ω,
(5.12a)
(5.12b)
and with initial data
u(0) = u0. (5.13)
Observe that the above system corresponds to n = 1, σ = 0, ki = 0 and ΛT = 0. In the sequel,
we restrict to the case d = 2, and derive as in [5] an existence result for a small L2 initial data.
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The proof relies on a L2 estimate on the function u . Since we can use the Theorem 4.2 in order
to get a global existence result for a mollified system, it is enough to prove that the crucial L2
estimate holds uniformly true for the family of approximate solutions.
Remark that the resolvent B = ∆−1D of the Poisson-Dirichlet problem on (0, T )×Ω, namely
∆(B(f)) = f and B(f)|∂Ω = 0, do not fulfill the L
1 or the W1,∞ condition in (A–1). Nev-
ertheless, B defines a continuous operator in Lp(Ω) → W2,p(Ω) for any 1 < p < ∞ . We
regularize the operator B in the following way. Let φ ∈ D(R) be a density probability. For any
p ∈ N∗ , set φp(x) = pφ(px), x ∈ R . Let also E be the extension by zero operator. Notice that
E : L1(Ω)→ L1(R2) is continuous. Moreover, Ev ≥ 0 for any positive v ∈ L1(Ω). For p ∈ N∗ ,
define Bp on v ∈ L
1(Ω) by Bp(v) = B((Ev ⋆ φp)|Ω). As easily checked, for any 1 < q < ∞ ,
Bp : L
1(Ω)→W2,q(Ω) continuously. In fact, for any v ∈ L1(Ω), we have
‖Bp(v)‖W2,q(Ω) ≤ Cq‖(Ev ⋆ φp)|Ω‖Lq(Ω) ≤ Cq‖Ev ⋆ φp‖Lq(R2)
≤ Cq‖Ev‖L1(R2)‖φp‖Lq(R2) ≤ Cp,q‖v‖L1(Ω).
From Ho¨lder inequality and Sobolev embeddings, it follows from this L1−W2,q continuity that
the operator Bp satisfies the condition (A–1). Therefore (see Theorem 4.2), for any p ∈ N
∗ , we
can define up ∈ ET as the solution of (PT ). It means that,
dup
dt ∈ L
2(0, T ; (H1(Ω))′), up(0) = u0
and, for any w ∈ L2(0, T ;H1(Ω))∫ T
0
〈 dup
dτ
(τ), w(τ)
〉
dτ +
∫
QT
(∇up + up∇Vp)(τ, x) · ∇w(τ, x)dxdτ (5.14)
with Vp(t) = Bp(t, up(t)) for a.e t ∈ (0, T ).
Theorem 5.1. Let Ω be a smooth, bounded domain of R2 . There exists η > 0 such that, for
any T > 0 , any u0 ∈ L
2(Ω;R) with u0 ≥ 0 and ‖u0‖L1(Ω) ≤ η , the problem

Find u ∈ C0([0, T ],L2(Ω)) ∩ L2(0, T ;H1(Ω)) with dudt ∈ L
2(0, T ; (H1(Ω))′)
such that, for any w ∈ L2(0, T ;H1(Ω)) :∫ T
0
〈 du
dτ
(τ), w(τ)
〉
dτ +
∫
QT
(∇u+ u∇V) · ∇wdxdτ = 0
with V
def
= ∆−1D u and u(0) = u0,
admits at least one solution.
Proof. We mainly have to prove that the above sequence {up}p∈N∗ is bounded in ET . Since up
satisfies the formulation (PT ), taking w = up as a test function (p ∈ N
∗ ), we get
1
2
‖up(t)‖
2
L2(Ω) + ‖∇up‖
2
L2(0,T ;L2(Ω)) ≤
1
2
‖u0‖
2
L2(Ω) −
∫
Qt
up∇Vp · ∇updxdτ. (5.15)
Notice that ∫
Qt
up∇Vp · ∇updxdτ = −
1
2
∫
Qt
u2p∆Vpdxdτ +
1
2
∫
Qt
u2p
∂Vp
∂ν
dµdτ. (5.16)
In order to remove the second term in the right hand side of equality (5.16), remark that up ≥ 0.
Hence, Eup ≥ 0 so that ∆Vp = (Eup ⋆φp)|Ω ≥ 0. Recalling the equality Vp|∂Ω = 0, we therefore
obtain
∂Vp
∂ν ≥ 0. Finally, according to (5.15) and (5.16) and the definition of Vp , this leads to
1
2
‖up(t)‖
2
L2(Ω) + ‖∇up‖
2
L2(0,t;L2(Ω)) ≤
1
2
‖u0‖
2
L2(Ω) +
∫
Qt
u2p(Eup ⋆ φp)dxdτ. (5.17)
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It remains to estimate the last term on the right hand side of (5.17). To this aim, we use the
Ho¨lder and the convolution inequalities to get∫
Qt
u2p(Eup ⋆ φp)dxdτ ≤ ‖up‖
2
L3(Qt)
‖Eup ⋆ φp‖L3(Qt) ≤ ‖up‖
3
L3(Qt)
. (5.18)
By using (5.18) and Gagliardo-Nirenberg inequality, it follows that there exists a constant CGN >
0 independent of p ∈ N such that∫
Qt
u2p(Eup ⋆ φp)dxdτ ≤ CGN
∫ t
0
‖up(τ)‖L1(Ω)‖up(τ)‖
2
H1(Ω)dτ. (5.19)
Appealing to (2.11b) with ki = 0, σ = 0 and ΛT = 0, we see that
∀τ ∈ [0, t] : ‖up(τ)‖L1(Ω) ≤ ‖u0‖L1(Ω). (5.20)
Hence (5.17)–(5.20) leads to
1
2
‖up(t)‖
2
L2(Ω) + ‖∇up‖
2
L2(0,t;L2(Ω)) ≤
1
2
‖u0‖
2
L2(Ω) + CGN‖u0‖L1(Ω)
∫ t
0
‖up(τ)‖
2
H1(Ω)dτ. (5.21)
For u0 ∈ L
2(Ω) with ‖u0‖L1(Ω) ≤
1
2CGN
, we deduce from (5.21) that
‖up(t)‖
2
L2(Ω) + ‖∇up‖
2
L2(0,t;L2(Ω)) ≤ ‖u0‖
2
L2(Ω) +
∫ t
0
‖up(τ)‖
2
L2(Ω)dτ. (5.22)
From (5.22) and Gro¨nwall’s lemma, we conclude that
{up}p∈N∗ is bounded in ET →֒ L
2(0, T,Lr(Ω)) (5.23)
for any 1 ≤ r <∞ . Extracting if necessary a subsequence, (5.23) gives
∇up −→
p→∞
∇u weakly in L2(0, T,L2(Ω)). (5.24)
Since Vp(t) = ∆
−1
D
(
(Eup ⋆ φp)|∂Ω
)
, (5.23) and Lemma 2.1 leads to
{∇Vp}p∈N∗ is bounded in L
∞(0, T,H1(Ω)) →֒ L∞(0, T,Lr(Ω)) (5.25)
for any 1 ≤ r < ∞ . Now, due to (5.14), (5.23), and (5.25) we also obtain that
{ dup
dt
}
p∈N∗
is
bounded in L2(0, T ; H−1(Ω)). By the Aubin-Lions lemma, extracting if necessary a subsequence,
we conclude the existence of u ∈ L2(0, T ; L2(Ω)) such that
up −→
p→∞
u in L2(QT ).
and we can moreover assume that up(t) −→
p→∞
u(t) for a.e t ∈ (0, T ) and supp∈N∗‖up‖L2(Ω) ∈
L2(0, T ). It follows easily that
∇Vp −→
p→∞
∇∆−1D u ∈ L
2(QT ). (5.26)
From (5.14), (5.23), and (5.25) we also have that
{ dup
dt
}
p∈N∗
is bounded in L2(0, T ; (H1(Ω))′),
hence, up to a subsequence, weakly–⋆ convergent in L2(0, T ; (H1(Ω))′). With (5.23), (5.24),
(5.25),(5.26), we may conclude that u satisfies the variational formulation in PT with test
functions w ∈ C∞([0, T ] × Ω¯). By density, this holds true for w ∈ L2(0, T,H1(Ω)). The end of
the proof is omitted.
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