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Introduction
A common assumption in multivariate statistics is that of an i.i.d. sample of normally distributed n-dimensional random variables X 1 , . . . , X s+1 ∼ N (μ, Σ), where μ ∈ R n denotes the mean vector and Σ ∈ R n×n a positive definite covariance matrix. In this paper we are interested in the problems of testing the hypothesis of sphericity, that is H 0 : ∃ σ ∈ IR >0 : Σ = σI n , H 1 : Σ = σI n ∀ σ ∈ IR >0 , (1.1) and in the problem of testing the hypothesis H 0 : Σ = I n , H 1 : Σ = I n , (1.2) 1 if the sample size s and dimension n converge to infinity, where I n ∈ R n×n denotes the identity matrix. Note that the identity matrix I n in (1.2) can be replaced by any other positive definite matrix Σ 0 ∈ R n×n by multiplying the data by Σ −1/2 0 . Classical analysis assumes that the dimension is fixed, while the sample size converges to infinity. However, recent applications in gene express experiments require statistical methods, which are applicable in the case, where the dimension is large compared to the sample size [see Sebastini, Gussoni, Kohane and Ramoni (2003) ]. Because likelihood ratio tests [see e.g. Muirhead (1982) or Anderson (1984) ] are not applicable in the case n ≥ s, Ledoit and Wolf (2002) suggested to use certain alternative tests which were originally proposed by John (1971) and Nagao (1973) in the case, where the dimension n is fixed and the sample size converges to infinity. To be precise, let X = (X 1 , . . . , X s+1 ) and define
as the sample covariance matrix, whereX = 1 s+1 s+1 j=1 X j is the mean of the observations. For testing the hypothesis of sphericity John (1971) proposed to reject H 0 for large values of the statistic
where tr A denotes the trace of the matrix A. For the problem of testing the hypothesis H 0 that the covariance matrix is given by the identity Nagao (1973) proposed to reject the hypothesis in (1.2) for large values of the statistic
Recently, Ledoit and Wolf (2002) investigated the properties of these tests if the sample size s and the dimension n converge to infinity at the same rate, that is n s → y ∈ (0, ∞). (1.6) They proved asymptotic normality for an appropriately standardized version of U and V and showed that in this case the test of sphericity based on the statistic U is still consistent, while the test for the hypothesis H 0 , which rejects the null hypothesis for large values of the statistic V, is not necessarily consistent under assumption (1.6). For this reason Ledoit and Wolf (2002) proposed to reject the null hypothesis H 0 in (1.2) for large values of the statistic
and showed asymptotic normality of a standardized version of W and consistency of the corresponding test. The proof consists of an application of the delta-method to the vector (
2 ), for which the asymptotic normality has been established by Jonsson (1982) . In the present note we investigate the properties of the statistics U, V and W in the extreme cases where the sample size and dimension are not of the same order, that is n s → y ∈ {0, ∞}.
We will demonstrate that in these cases appropriately standardized versions of the statistics U, V and W are still asymptotically normal distributed. However, the method used by Ledoit and Wolf (2002) to prove these results under assumption (1.6) is not applicable any more. These difficulties are illustrated in Section 2. In Section 3 we use a direct argument to establish asymptotic normality under the assumption (1.7), which is of its own interest and based on special structures of the Wishart matrix. This technique avoids the application of the delta-method and may be useful to investigate other properties of the sample covariance matrix. Finally, some of the more technical arguments are given in the Appendix [see Section 4].
The proof based on the delta-method -revisited
In this section we briefly explain the difficulties in the application of the delta-method to establish asymptotic normality of the statistics U, V and W under assumption (1.8). .
then the following result can either be established by similar methods as given in Jonsson (1982) or by the same arguments as given in the proofs of the results in Section 3.
Lemma 2.1. If assumption (1.8) is satisfied with y
where the asymptotic covariance matrix A is defined by A = 2 4 4 8 .
If assumption (1.8) is satisfied with y = ∞, the variances of both components of the vector F n are of different order.
It follows from Lemma 2.1 that the delta-method is not applicable in the case y = ∞, because we cannot standardize both components of F n simultaneously in order to obtain a nondegenerate limit distribution. Note that the first component tr( which converges to infinity. Moreover, even in the case y = 0 the application of the delta-method with the asymptotic normality in Lemma 2.1 produces substantial difficulties. For this we consider examplarily the statistic U which is obtained as
where the function g is defined by g(x, y) = y/x 2 − 1. Observing that
[see Jonsson (1982) ] we obtain that the random variable
is asymptotically normal distributed with mean 0 and variance
Consequently, the standardization from the first part of Lemma 2.1 yields a degenerate limit distribution for the statistic √ ns U − n + 1 s in the case where n/s → 0. Moreover, the same difficulties appear if this technique is used to derive the asymptotic distribution of the statistics V and W. In the following section we use an alternative methodology to derive asymptotic properties of these statistics.
The Wishart matrix
Note that under the null hypothesis H 0 or H 0 the estimator S in (1.3) has essentially (up to a scaling factor) an n-dimensional Wishart distribution with s degrees of freedom. The following Lemma shows that tr S and tr S 2 have rather simple representations in terms of χ 2 -distributed random variables. Throughout this paper the symbol D = means equality in distribution.
Lemma 3.1. If W denotes an n-dimensional Wishart matrix with s degrees of freedom and covariance matrix
As an application of Lemma 2.1 we can find very simple expressions for the statistics U, V, W in terms of independent random variables with a χ 2 distribution. These results can be used to obtain a direct proof of asymptotic normality based on a central limit theorem for m-dependent triangular arrays of random variables. We will illustrate the general strategy for the statistic V in the case n ≥ s, all other cases are treated similary. The following lemma gives an asymptotic equivalent representation for the statistic V. The proof is straightforward and therefore omitted.
Lemma 3.2. If the null hypothesis (1.2) is valid and lim
Here A n = o p (1) and the random variables Y s,i are given by
Theorem 3.3. If the null hypothesis (1.2) is valid and lim
n,s→∞
where 1/∞ := 0.
The following theorems contain the corresponding statement for the case
and for the statistics U and W defined by (1.5) and (1.7), respectively. The proofs are similar and therefore omitted.
Theorem 3.4. If the null hypothesis (1.2) is valid and lim
Remark 3.5. It was proved by Nagao (1973) that the test, which rejects the hypothesis
for large values of the statistic V, is consistent if the dimension n is fixed and the sample size s converges to infinity. Ledoit and Wolf (2002) 
Appendix: Proofs
Proof of Lemma 3.1. We will only consider the case s ≥ n, the remaining case can be treated by similar arguments. By its definition an n-dimensional Wishart matrix with s degrees of freedom and covariance matrix Σ = I n can be represented as
..,n is an (n × s) matrix with independent identically distributed entries, such that Y ij ∼ N (0, 1). It now follows from Silverstein (1985) that the matrix W is orthogonally similar to a triangular matrixÃ = (ã ij ) i,j=1,...,n with entries
. Therefore it is easy to see that the matrix W has the same eigenvalues as the triangular matrix A = (a ij ) i,j=1,. 
which proves the assertion of Theorem 2.1. 2
