While previous watermarking-based approaches to intellectual property protection (IPP) have asymmetrically emphasized the IP provider's rights, the true goal of IPP is to ensure the rights of both the IP provider and the IP buyer. Symmetric fingerprinting schemes have been widely and effectively used to achieve this goal; however, their application domain has been restricted only to static artifacts, such as image and audio. In this paper, we propose the first generic symmetric fingerprinting technique which can be applied to an arbitrary optimization/synthesis problem and, therefore, to hardware and software intellectual property. The key idea is to apply iterative optimization in an incremental fashion to solve a fingerprinted instance; this leverages the optimization effort already spent in obtaining a previous solution, yet generates a uniquely fingerprinted new solution. We use this approach as the basis for developing specific fingerprinting techniques for four important problems in VLSI CAD: partitioning, graph coloring, satisfiability, and standard-cell placement. We demonstrate the effectiveness of our fingerprinting techniques on a number of standard benchmarks for these tasks. Our approach provides an effective tradeoff between runtime and resilience against collusion.
Introduction
With rapid deployment of new process technologies, shorter timeto-market design requirements, and advances in CAD tool capability, core-based design and software reuse methodologies have attracted a great deal of industrial and academic interest. Intellectual property protection (IPP) techniques are an unavoidable prerequisite for development and adoption of reuse-based system integration business models. In such reuse-based IP business models, as well as the related IPP model, there are two basic types of legal entities involved in an IP transation: provider (seller, owner) and buyer (user). The goal of IPP is to protect the rights of both the provider and the buyer.
Recently, a number of watermarking-based IPP techniques have been proposed [8, 10, 12] . All of these techniques are based on a single fundamental concept, namely, to translate the provider's signature as additional design constraints and add these constraints into the design process. The effectiveness of this concept has been shown at various stages of the VLSI design process ranging from This research was supported in part by NSF under grant CCB-9734166, and by a grant from Cadence Design Systems, Inc.
behavioral synthesis to physical design [8, 10, 12, 13] . However, no protection for the IP buyer is afforded.
To discourage piracy and unauthorized redistribution, it is not enough to protect the ownership rights of the IP provider: the buyer's legal ownership of a given piece of IP must symmetrically be protected as well. The IP provider desires the ability to trace a dishonest buyer from unauthorized resold copies of the IP. This is achieved by embedding the provider's signature into the design, and additionally embedding a unique signature to each realization of the design. Similarly, the IP buyer desires protection from being "framed" by other dishonest buyers working in collusion, or by a dishonest provider who sells extra copies of the IP and then attempts to blame the buyer. The buyer can provide the IP provider with his signature which is encrypted using the buyer's public key. He can easily check whether the purchased design indeed contains this signature. Since the buyer is the only entity who can interpret the signature (using his secret key), he is also protected in the sense that now the provider can not resell the IP without the buyer's permission.
Such symmetric protection of the provider's and buyer's rights is afforded by a fingerprinting methodology, whereby the IP provider fingerprints and delivers to each buyer a unique copy of functionally identical IP. The difficulty is that the IP provider most often cannot afford to apply a given watermarking technique with each buyer's signature and repeat the entire design process: creating a large number of different high-quality solutions from scratch has a clear time and cost overhead. Therefore, we require protocols that can provide a number of distinct versions of the same IP with reasonable amortized design effort.
The first IP fingerprinting technique in the literature is due to Lach et al. [13] . Their approach is based on solution partitioning. By partitioning an initial solution into a large number of parts and by providing for each part several different realizations, one can realize a fingerprinting scheme with relatively low performance impact for their application (a restricted FPGA mapping problem). However, the technique of [13] cannot be applied to design steps that do not have natural geometric structure and that are sensitive to the cost of the solution. More importantly, the technique has relatively low resilience against collusion attacks since it produces solutions with identical global structure (cf. the work of Boneh and Shaw [4] ). Finally, the time overhead associated with creating fingerprinted solutions is relatively high.
Contributions of This Paper
In this paper, we propose a generic fingerprinting methodology that applies to arbitrary optimization/synthesis problems, and that combines existing watermarking techniques and iterative approaches to solving optimization problems. Our approach allows the IP owner/provider to design the IP with his (provider's) watermark embedded, in order to obtain an initial "seed" solution. We may view this initial design as a "from-scratch optimization". Then, for each IP buyer, a new fingerprinted optimization instance is created based on the buyer's fingerprint and some knowledge of the current seed solution. Solving this new fingerprinted instance with an "in-cremental optimization" yields a different but functionally identical fingerprinted IP, and is inexpensive because it leverages the design optimization effort that is inherent in the seed solution.
As we will see later, our use of fingerprinted instances together with incremental optimization has several subtleties. (1) Fingerprinting the instance in some sense corresponds to using a smoother, more continuous version of the constraint-based watermarking approach. (2) The approach relies on the property that good solutions of the fingerprinted instance will also be good solutions with respect to the original objective. (3) The one-way nature of the iterative optimization heuristic itself (i.e., given a solution, it is very difficult to determine the exact instance for which the solution is a local minimum) can be useful in the authentication protocol.
In the following section, we review the relevant literature on IP watermarking, fingerprinting, and iterative optimization. Section 3 then sets out the requirements for a viable IP fingerprinting protocol. In Section 4, we propose our new fingerprinting approach, and illustrate its application to four distinct CAD optimizations: hypergraph partitioning, graph coloring, satisfiability, and standard-cell placement. Section 5 presents experimental results showing that the proposed techniques maintain good solution quality while providing an effective tradeoff between runtime and resilience against collusion. We conclude in Section 6 with directions for future research.
Related Work
We now review the necessary background for IP watermarking, fingerprinting, and iterative optimization.
IP Watermarking
A major characteristic of IP watermarking, as distinguished from artifact watermarking, is that it must maintain the correct functionality of the IP. This is the main reason why IP watermarking is not trivially achievable. The constraint-based watermarking technique [9] translates a to-be-embedded signature into a set of additional constraints during the design and implementation of the IP, in order to uniquely encode the author's signature into the IP. The effectiveness of this technique lies in the large solution space of the optimization problem that corresponds to the design of the IP: (i) the author's signature is added via extra constraints that reduce the solution space, and (ii) ownership is typically proved via the exceptionally small probability of obtaining a given solution from the initial solution space without the benefit of the signature constraints. The methodology is mathematically sound [16] and has been shown to yield strong proofs of authorship with little or no loss of solution quality, at the level of behavior [8] , logic synthesis and physical design [12] [10], as well as in FPGA design [13] . 1 
Fingerprinting
Fingerprints have been used for human identification for a long time because of their uniqueness. Protocols have been developed for adding fingerprint-like marks into digital data to protect both 1 The constraint-based watermarking technique implicitly requires a large solution space, since it relies on transparent introduction of new constraints that are then verified in "binary" fashion (i.e., a given constraint is either satisfied or not satisfied in the final solution). The constraint-based approach is also more suitable to large problem instances, since structural elements of the instance are changed by the constraints (e.g., edges in a graph representation are added or deleted) and we would like such changes to be unobtrusive. One aspect of our proposed fingerprinting methodology, below, is that it is less "binary": it changes the design optimization instance more smoothly and yields a richer set of possible watermarked solutions. the provider and the buyers [3, 4, 15] . Such marks are made by introducing minute errors to the original copy, with such errors being so insignificant that their effect is negligible. All of these techniques are aimed at protecting artifacts, such as digital data, image, and audio/video streams. This is very different from protecting IP: since a minor error can change the functionality of the IP and render the entire design useless, IP fingerprinting cannot be achieved in the same way.
To the best of our knowledge, only one published work addresses IP protection using fingerprinting [13] . The approach is to partition the problem into small parts, and impose constraints as needed to make solutions for each part "connectable". Multiple solutions are found independently for each part, and a solution to the original problem can be constructed by mixing and matching these solutions according to the buyer's fingerprint. However, the method is relatively impractical (the problem must have a specific (usually, geometric) structure, the approach can affect solution cost significantly, and it is vulnerable to collusion since fingerprinted solutions all have the same structure). An analogous approach would be to introduce a set of independently relaxable constraints before solving the problem. Then, once a solution is found, relaxing each constraint independently guarantees that a number of distinct solutions can be derived. 2 The runtime overhead is almost zero, but many similarities are expected among fingerprinted solutions, making the approach vulnerable to collusion.
Iterative Optimization Techniques
An instance of finite global optimization has a finite solution set S and a real-valued cost function f : S ! ℜ. Without loss of generality, global optimization seeks a solution s 2 S which minimizes f , i.e., f s f s 8s 2 S. This framework applies to most combinatorial domains (scheduling, coloring, partitioning, quadratic assignment, etc.); continuous optimizations can also be discretized to yield finite instances. Many optimization problems are NP-hard [7] , and hence heuristic methods are often applied which use an iterative approach broadly described by the iterative global optimization template of Figure 1 .
Typically, s 0 in Line 2 of Figure 1 is generated by a perturbation to s i , i.e., s 0 2 Ns i where Ns i indicates the neighborhood, or set of all possible "neighbor" solutions, of s i under a given neighborhood operator. Example operators include changing a vertex's color in graph coloring; swapping two cells in standard-cell placement; moving a vertex to a different partition in graph partitioning; etc. The collection of neighborhoods Ns i implicitly defines a topology over S, which we denote as the neighborhood structure, N. Together with N, the cost function f defines a cost surface over the neighborhood topology, and iterative optimization searches this surface for (an approximation to) a globally minimum solution. Each iteration of Lines 2 through 4 is a step in the algorithm; the sequence of steps from step i = 0 until the algorithm terminates in Line 5 is a run of the iterative optimization algorithm.
We make two observations:
Steps 2-4 of Figure 1 can be hierarchically applied to create very complicated metaheuristics. For example, the Kernighan-Lin [11] and Fiduccia-Mattheyses [6] graph partitioning heuristics are both greedy iterative optimizers with respect to a complicated pass move that is itself a move-based iterative optimization. 3
Iterative Global Optimization The complexity of the metaheuristic and its sensitivity to perturbations of the instance can be a vehicle for IPP: given a solution (say, an assignment of vertices to partitions) it is typically extraordinarily difficult to identify the instance (say, the weighted edges of a graph over the vertices) for which a given metaheuristic would return the solution.
Fingerprinting Objectives
A fingerprint, being the signature of the buyer, should satisfy all the requirements of any effective watermark:
High credibility. The fingerprint should be readily detectable in proving legal ownership, and the probability of coincidence should be low.
Low overhead.
Once the demand for fingerprinted solutions exceeds the number of available good solutions, the solution quality will necessarily degrade. Nevertheless, we seek to minimize the impact of fingerprinting on the quality of the software or design. Resilience. The fingerprint should be difficult or impossible to remove without complete knowledge of the software or design.
Transparency. The addition of fingerprints to software and designs should be completely transparent, so that fingerprinting can be used with existing design tools. Part Protection. Ideally, a good fingerprint should be distributed all over the software or design in order to identify the buyer from any part of it.
At the same time, the IPP business model implies that fingerprints have additional mandatory attributes:
Collusion-secure.
Different users will receive different copies of the solution with their own fingerprints embedded. These fingerprints should be embedded in such a way that it is not only difficult to remove them, but also difficult to forge a new fingerprint from existing ones (i.e., the fingerprinted solutions should be structurally diverse). Runtime. The runtime for embedding the fingerprint should be much less than the runtime for solving the problem from scratch. Preserving watermarks. Fingerprinting should not diminish the strength of the author's watermark.
A move changes the assignment of a vertex from its current partition to another partition. At the beginning of a pass, all vertices are free to move (i.e., they are unlocked), and each possible move is labeled with the immediate change in total cost it would cause; this is called the gain of the move (positive gains reduce solution cost, while negative gains increase it). Iteratively, a move with highest gain is selected and executed, and the moving vertex is locked, i.e., is not allowed to move again during that pass. Since moving a vertex can change gains of adjacent vertices, after a move is executed all affected gains are updated. Selection and execution of a best-gain move, followed by gain update, are repeated until every vertex is locked. Then, the best solution seen during the pass is adopted as the starting solution of the next pass. The algorithm terminates when a pass fails to improve solution quality.
From the above objectives, we extract the following key requirements for fingerprinting protocols:
A fingerprinting protocol must be capable of generating solutions that are "far away" from each other. If solutions are too similar, it will be difficult for the seller to identify distinct buyers. In most problems, there exist generally accepted definitions for distance or similarity between different solutions. A fingerprinting protocol should be non-intrusive to existing design optimization algorithms, so that it can be easily integrated with existing software tool flows. The cost of the fingerprinting protocol should be kept as low as possible. Ideally, it should be negligible compared to the original design effort.
A New Fingerprinting Approach
To maintain reasonable runtime while producing a large number of fingerprinted solutions, we will exploit the availability of iterative heuristics for difficult optimizations. Notably, we propose to apply such heuristics (i) in an incremental fashion, and (ii) to design optimization instances that have been perturbed according to a buyer's signature. The basic approach is as follows. 4 1. Given an initial instance I 0 containing the provider's watermark, generate a watermarked initial solution S 0 using a fromscratch optimization.
2. For j = 1 to n (n is the number of buyers)
3. Create a fingerprinted instance I j with fingerprint F j added into I 0 4. Starting from S 0 as the initial solution, apply an incremental optimization to generate a new fingerprinted solution S j for the fingerprinted instance I j .
Given a design instance I 0 , our approach starts by generating an initial watermarked solution S 0 using an (iterative) optimization heuristic in "from-scratch" mode. For a given buyer, we embed the buyer's signature into the design as a fingerprint (e.g., by perturbing the weights of graph edges), which yields a fingerprinted instance I j . Starting from S 0 as an initial solution, 5 we then perform an incremental iterative optimization step to obtain solution S j for instance I j .
We observe that the iterative optimization heuristic will be applied using a known high-quality solution as a starting point, so that the runtime until the stopping criterion is reached (e.g., arriving at a local minimum) will be much less than that of a from-scratch optimization. Essentially, we leverage the design optimization effort that is inherent in the "seed" solution S 0 .
Another important point is that fingerprinting the instance subtly changes its optimization cost surface. There are several advantages to this: (i) changing the cost surface prevents the iterative optimizer from falling into the same local minima as before; (ii) the optimization cost surface together with the iterative heuristic will itself fingerprint the design; 6 and (iii) as noted in the metaheuris-tics literature, such changes can actually lead to improved solution quality. 7 In the remainder of this section, we develop specific fingerprinting approaches for four classes of VLSI CAD optimizations.
Partitioning
Given a hyperedge-and vertex-weighted hypergraph H = V; E, a k-way partitioning of V assigns the vertices to k disjoint nonempty partitions. The k-way partitioning problem seeks to minimize a given objective function cP k whose arguments are partitionings. A standard objective function is cut size, i.e., the number of hyperedges whose vertices are not all in a single partition. Constraints are typically imposed on the partitioning solution, and make the problem difficult. For example, the total vertex weight in each partition may be limited (balance constraints), which results in an NP-hard formulation [7] . To achieve flexibility and speed in addressing various formulations, move-based iterative optimization heuristics are typically used, notably the Fiduccia-Mattheyses (FM) heuristic [6] . In our partitioning testbed, we use the recent CLIP FM variant [5] and the net cut cost function.
For a given partitioning instance I 0 , we iteratively construct a sequence of fingerprinted solutions according to the following steps. 
Generate an initial partitioning solution S

Satisfiability
The boolean satisfiability problem (SAT) seeks to decide, for a given formula, whether there is a truth assignment for its variables that makes the formula true. We necessarily assume that the SAT instance to be protected is satisfiable and that there is a large enough solution space to accommodate multiple fingerprinted solutions.
Given a formula F on a set of boolean variables V , we iteratively construct a sequence of fingerprinted solutions according to the following steps.
1. Solve F and store the value for each variable of V . This is solution S 0 .
2. According to the j th user's fingerprint, select a subset V 0 V . 3. Keep the current assignment for variables in V 0 and create a new formula F 0 as follows:
Delete from F all clauses that are satisfied by the assignment to V 0 . 7 We refer the reader to the development of problem-space and heuristic-space methods in the metaheuristics literature [17] [14] . Such methods perturb a given instance to allow a given optimization heuristic to escape local minima. The perturbations induce alternate cost surfaces that one hopes are correlated to the original cost surface (so that good solutions in the new surface correspond to good solutions in the original), yet which have sufficiently different structure (so that the optimization heuristic can move away from the previous local minimum). 8 We use only one start since our CLIP FM implementation is deterministic; multiple starts from S 0 will yield the same local minimum.
Delete from the rest of the formula all literals that are in V 0 .
Apply an existing SAT watermarking technique to embed the user's fingerprint into the remaining formula.
4. Solve F 0 and get an assignment to all the variables in V ,V 0 . 5. Combine the new assignment to V ,V 0 and the old assignment to V 0 . This is the fingerprinted solution S j to F ; store it as the current assignment. 6. If another fingerprinted solution is needed, return to Step 2.
Graph Coloring
The NP-hard graph vertex coloring (GC) optimization seeks to color a given graph with as few colors as possible, such that no two adjacent vertices receive the same color. Given a graph GV; E, we iteratively construct a sequence of fingerprinted GC solutions according to the following steps.
1. Apply a graph coloring heuristic to color G, thus obtaining a k-color scheme as solution S 0 . I.e., the vertex set V is partitioned into k independent sets, fC 1 ; : : : ; C k g, each marked by a different color.
2. According to the j th user's fingerprint, select fC i 1 ; : : : ; C i l g fC 1 ; : : : ; C k g. 
Standard-Cell Placement
The standard-cell placement problem seeks to place each cell of a gate-level netlist onto a legal site, such that no two cells overlap and the wirelength of the interconnections is minimized. We iteratively construct a sequence of fingerprinted placement solutions according to the following steps (note that our approach is compatible with the LEF/DEF and Cadence QPlace based constraint-based watermarking flow presented in [10] ). Table 2 : Results for the fingerprinting flow on three standard bipartitioning test cases. Tests were run using actual cell areas, and a partition area balance tolerance of 10%. Each trial consists of generating an initial solution, then generating a sequence of 20 fingerprinted solutions. All results are averages over 20 independent trials.
Experimental Results
Partitioning
We test our fingerprinting method on 3 standard test cases from the ISPD-98 Benchmark Suite [2] [1]. These correspond to internal IBM designs that have been recently released to the VLSI CAD community. We apply the CLIP FM partitioner with a 10% balance constraint, and actual cell areas as vertex weights. For each test case, a single experimental trial generates an initial solution, followed by a sequence of 20 fingerprinted solutions (i.e., we go through Step 2 of the method in Section 4.1 a total of 20 times). Table 2 reports the average results of 20 independent trials. 9 We report the maximum and average solution cost for the initial solutions S 0 , as well as the maximum and average solution costs for the fingerprinted solutions S i . We also report the maximum and average CPU times required to generate an initial solution S 0 or a fingerprinted solution S i . (All CPU times that we report are for a 300MHz Sun Ultra-10 running Solaris 2.6.) Finally, we report the minimum and average Hamming distances (i.e., number of transpositions required to transform one solution into another) over all C21; 2 pairs among the solutions S 0 ; S 1 ; : : : ; S 20 . The data show that the fingerprinted solutions: (i) require much less CPU to generate than the original solutions (by factors ranging from 18 to 77); (ii) are reasonably distinct from each other and from the original solutions; and (iii) can even have better average quality than the original solutions (which we attribute to the similarity between our fingerprinting methodology and the problem-space iterative optimization metaheuristic [14] ).
Satisfiability
Our SAT instances are generated from the problem of inferring the logic in an 8-input, 1-output "blackbox" [18] . All instances that we use are satisfiable and we use WalkSAT as the solver [19] . As described in Section 4.2, we first solve each instance once to obtain the "seed" solution. We then retain the assignments for k% of the variables and re-solve the smaller instance involving only the remaining variables. We find five solutions for the smaller fingerprinted instances and compare them to the original solution. The distance of two solutions S = fs 1 ; s 2 ; : : : ; s n g and T = ft 1 ; t 2 ; : : : ; t n g is defined as: distS ; T = ∑ n i=1 js i ,t i j. Table 3 reports the results when we maintain 20%, 30%, and 50% of the "seed" S 0 solution. From the last two rows, we can see 9 Thus, most entries in the table are non-integer. Table 3 : Number of undetermined variables (Var.), average distance from original solution (Distance), and average CPU time (in 1=100 th s of a second) for fingerprinting SAT benchmarks.
that on average, we are able to achieve solutions which are around 20% different from the seed with a near 40% CPU time saving. Furthermore, the more variables we preserve from the seed, the smaller the new instance is. This allows us to trade off CPU time and vulnerability to collusion, i.e., preserving more of the seed results in less CPU time consumed, with the new solution being closer to the seed solution.
Graph Coloring
We have implemented our proposed GC fingerprinting technique from Section 4.3 and applied it to the DIMACS challenge graph. This graph is a random graph with 1000 vertices and an edge probability slightly larger than 1 2 . It is believed that coloring this graph is hard and that the optimal solution is still open [18] .
We colored the graph once and achieved an 86-color solution. Based on this "seed" solution, we choose various percentages of independent sets (IS) and create a new graph as described in Step 3 of the description in Section 4.3. For each new graph, we color it 5 times. Parameters of the new graphs and fingerprinted solutions to the original graph, along with average runtimes, are reported in Table 4 . We again see a tradeoff between the quality of the solution and the credibility of the fingerprints. When we recolor more ISs, we can provide more convincing fingerprints, but it will take more time to color the graph. In any case, the savings over the original from-scratch runtimes is still significant. Table 4 : Results for coloring the DIMACS challenge graph with iterative fingerprinting.
Standard-Cell Placement
For standard-cell placement, we have applied our fingerprinting technique to the four industry designs listed in Table 6 : Standard-cell placement fingerprinting results for the Test2 instance. We report CPU time (mm:ss) needed to generate each solution, as well as total wirelength costs normalized to the cost of the initial solution S 0 . Manhattan distances from S 0 are given in 10 6 microns.
analysis of the solutions obtained for the Test2 instance. We measure the structural difference between solutions as "Manhattan Distance": the sum over all cells in the design of the Manhattan distance between the two placed locations for each cell. We see that a fingerprint that perturbs just 1% of the net weights achieves reasonably large Manhattan distance from S 0 , and that the incremental optimization saves a significant amount of CPU versus the fromscratch optimization. Again, there is a "problem-space metaheuristic" effect in that the fingerprinted solutions are typically of higher quality than the original solution. A summary of results for all four test cases is given in Table 7 . From this table we can see that we can reduce the time to generate the next fingerprinted solution while maintaining the quality as well as producing a unique solution. Table 7 : Summary of results for fingerprinting of all four standardcell placement instances. "Original" lines refer to the initial solutions S 0 . All other lines refer to fingerprinted solutions S i , i 0. Manhattan distance is again expressed in 10 6 microns.
Conclusions
The key problem in fingerprinting for intellectual property protection is the tradeoff between collusion resiliency and runtime. In this paper, we have proposed a new generic fingerprinting technique for IPP of solutions to optimization/decision problems and, therefore, of hardware and software intellectual property. By judiciously exploiting partial solution reuse and the incremental application of iterative optimizers, we have developed fingerprinting techniques for partitioning, graph coloring, satisfiability and placement that simultaneously provide high collusion resiliency and low runtimes. Our current research seeks improved methods for fingerprinting, and also assesses the resiliency of our methods to various attacks.
