The idea of duality in one-dimensional nonequilibrium transport is introduced by generalizing the observations by Mukherji and Mishra. A general approach is developed for the classification and characterization of the steady state phase diagrams which are shown to be determined by the nature of the zeros of a set of coarse-grained functions that encode the microscopic dynamics. A new class of nonequilibrium multicritical points has been identified.
Introduction
Models involving the transport of particles from one end to the other along a one-dimensional track obeying some form of mutual exclusion are typical nonequilibrium problems which have found current relevance among others in molecular motors carrying cargo on a track in biological systems [1] . These models are important because of the different types of steady state phases and the possibility of nonequilibrium phase transitions even in one dimension [2] [3] [4] [5] [6] [7] [8] [9] , especially under open boundary conditions. The fact that the boundary conditions determine the phase transitions and the intimate connection between bulk and boundary transitions [2, 3] make these nonequilibrium problems different from equilibrium ones.
Phases and response functions
As an example, consider the asymmetric exclusion process (ASEP) on a one-dimensional lattice of N(→∞) sites. Particles are injected at site i = 1 at a rate α (i.e probability that a particle is injected in a short time interval dt is α dt) and withdrawn at site i = N at a rate 1 − γ . The particles hop on the lattice as per preassigned rules, like hopping to the next site if it is empty [4, 5] , or hopping rates depending on interactions among the particles on the track, etc [6, 7] . In addition, there may be non-conserving processes, allowing addition to or deletion from the track [8] , or correlated evaporation-deposition [1, 9] .
For a coarse-grained description, one uses the local density ρ(x, t) in continuum (x ∈ [0, 1] by a rescaling of the total length). The sensitivity to the boundary rates can be measured by the response functions
is the steady state spatially averaged density. The steady state phases are distinguished by the density profile ρ(x) and the response functions. The phases are represented in phase diagrams in the space of the externally imposed rates α, γ at the two boundaries. Any two points in the α-γ space are said to be in the same phase if they can be connected by a continuous path along which the density profile or the response functions change smoothly. The phases observed are generally of the following types. (i) Injection (withdrawal) rate dominated, to be called the α-phase (γ -phase). In the α-phase, χ α ∼ O(1) but χ γ = 0, while in the γ -phase, it is the other way round.
(ii) A shock phase consisting of piecewise continuous densities, with both χ α,γ = 0. (iii) special phases, e.g., a phase with maximum possible current through the system (χ α,γ ≈ 0), or both α− and γ − phases present [9] . The phases are separated by first-order or continuous transitions, and special critical points have also been observed. For the model of reference [8] , it was shown that the bulk phase boundary for the shock phase is associated with a shockening transition, a depinning of a confined boundary layer from the end point [2] . More recently, for the same model, Mukherji and Mishra identified a companion of the shockening transition in the form of a boundary transition inside a bulk phase [3] . The purpose of this paper is to identify the relevant features of the dynamic rules which determine the generic nature of the nonequilibrium phase diagram. We introduce in a model independent way the idea of duality between the shock phase boundary or the shockening transition and a boundary transition, generalizing the results of reference [3] . From this, the existence of a critical point can be inferred and the nature of the nonequilibrium phase diagrams can be obtained. This approach predicts a new class of nonequilibrium multicritical points.
Dynamics and steady states: definitions of S i s
In a continuum limit for large N (with lattice spacing a L = Na), the time variation of ρ(x, t) can be written in the form of a continuity equation as
where the right-hand side is the explicit non-conserving contribution and J 0 (x, t) is the current at the site. In a mean field approximation, the current is taken to be an implicit function of position and time through the density, so that J 0 can be split into two parts, namely a bulk contribution J (ρ) and a Fick's law-type current determined by the density gradient
The steady state density profile then satisfies
with S 1 (ρ) = dJ (ρ)/dρ, and the boundary conditions ρ(0) = α and ρ(1) = γ . A form such as equation (3) for J 0 (ρ) has been shown by Chakrabarti [10] to arise naturally in a renormalization group-type approach for transport processes and failures of fibre bundles. The microscopic dynamic rules determine the functions
Various approximations for J (ρ) are in use; if known, one may use a current that includes the correlations in some way [6] , or otherwise one may use a direct continuum limit of the rules. For example, for ASEP,
) (i being the site index) leads to the above form in the continuum limit with = a/2N and S 2 (ρ) = 1. For boundary driven transitions, the smallness of is essential, and we see that this smallness is controlled by the parameter a/N. Equation (4) reduces to a first-order equation for → 0, but then it cannot in general satisfy the two boundary conditions. There lies the importance of the term, no matter how small, even though it looks innocuous in the bulk limit. A new scalex = x/ appears in the problem. For example, the discontinuity at a shock will be rounded on a scale ofx but would look sharp on a bigger scale.
Nature of S 0
There are two special densities coming from S 0,1 (ρ) as the characteristics of the dynamics (figure 1). Let us first consider S 0 (ρ). The non-conserving dynamics by itself is given by dρ/dt = S 0 (ρ) ≡ −dŜ 0 /dρ. This shows that the system would evolve to a time-independent density ρ L for which S 0 (ρ L ) = 0, or, equivalently, the free energy like functionŜ 0 (ρ) is an extrema. For the stability of the ρ = ρ L state,Ŝ 0 (ρ) should be a minimum (figure 1), and therefore a simple choice would bê
The most commonly studied case corresponds to Langmuir kinetics [8] which is q = 1 in equation (5) with as the net flux of incoming particles. The conserved case (no evaporation/deposition) of equation (4) is recovered in the limit → 0. Instead of singleparticle Langmuir kinetics, correlated evaporation-deposition cases may be considered where the track is in contact with an equilibrium interacting lattice gas at its multicritical point, for which the Landau free energy [11] would have q 2.
Nature of S 1
Coming to S 1 (ρ), one notes that since the current is necessarily zero for both ρ = 1 (complete filling) and ρ = 0 (empty track), there has to be at least one maximum of J (ρ). This then defines a special density ρ m at which the current is maximum (figure 1). Since S 1 (ρ m ) = 0, equation (4) shows that a discontinuity in the density is allowed at this density. Consequently, if there is a shock (a discontinuity in density in the → 0 limit), then it has to be centred around ρ = ρ m . A general choice of J is The two characteristic densities are independent of each other. However, ρ L = ρ m is a very special case because the non-conserving processes try to maintain a density at which the conserved processes can accommodate a maximum current. The qualitative features and the exponents obtained here would remain the same for any S 2 (ρ) > 0. Consequently, we consider the case with S 2 (ρ) = 1. Special situations arise if S 2 (ρ) changes the sign. There can be cases with more than one zero of S 0 (ρ) as, e.g., in [9] with metastable states, and there could be cases with nonanalytic [7] , or multipeaked [6] J (ρ). Such cases will be discussed elsewhere.
Boundary layer analysis: outer and inner densities
To handle the two scales in equation (4), a boundary layer approach is used. We summarize the procedure here and refer to [2, 3, 12] for details on the procedure. Consider the case where the density profile ρ out (x), from equation (4) The physical reason for this is that the current J 0 = J (ρ o ) entering from the bulk (outer) region remains conserved in the inner layer because the inner region, to first order in , is too thin for the non-conservation to matter. A shock is formed only if the inner solution fails to satisfy the boundary condition. This happens if the inner solution saturates at the other end (ρ in (x) → ρ s asx → ∞) [13] . If we define S 1 (ρ) = dŜ 1 (ρ)/dρ, then the matching condition and the saturation requirement for shock are ensured by two zeros ofŜ 1 (ρ), so that
Note that ρ o ρ m ρ s , and ρ o,s depend on α. The inner solution ( figure 2(b) ) is of the form I(x/w + ξ) with I(z) → ρ s or ρ o as z → ±∞. Here w is the width of the layer, and ξ gives the location of the centre of the layer. There are two types of densities [3] , one bounded (B-type) between ρ o and ρ s , while the other one shows a divergence (U-type) with dρ/dx ∼ −ρ 2 , or more generally, dρ/dx ∼ −ρ 2p . It is the B-type layers that lead to shock formation but not the U-type. A continuation of the density and the space beyond the range of [0, 1] is necessary. If the centre of the layer lies outside the physical domain, the origin is to be called a 'virtual origin'. This continuation helps in getting the general form of the phase diagram. For a particular system, the real phase diagram may only be a small window around the point α = γ = ρ m with the window size determined by the parameters of the problem, like etc [8] .
Shock and shockening transition
For a given α, as γ is changed, two different situations may arise. In one case, the origin or the centre of the layer shifts to −∞ (ξ → −∞). In the other situation, the origin remains virtual and moves to infinity, ξ → +∞. The first case is a thickening of the layer remaining pinned to the boundary. As ξ → −∞, the layer gets released from the boundary and moves into the bulk. The transition of a thin layer to a shock at γ = ρ s (α) has been called a 'shockening' transition [2] . So long as the boundary layer stays pinned to the boundary, χ γ ∼ γ /Ŝ 1 (γ ) → 0 as → 0. In contrast, χ α is nonzero. The phase, by definition, is then an α-phase. The bulk shock phase boundary is given by γ = ρ s (α).
Duality and phase diagram
The occurrence of the two zeros ofŜ 1 (ρ) in equation (7) suggests that there has to be another line γ = ρ o (α) at which ξ → +∞. We call this the Mukherji-Mishra (MM) dual boundary line because a similar feature was observed in [3] though for a particular model. As one crosses this MM line the boundary region goes from an accumulated ( figure 3(b) ) to a depleted ( figure 3(a) ) region, thereby separating the shockening (B-type) to nonshockening (U-type) boundary layers. This MM dual line is purely a boundary transition line, and its existence is a requirement for shock formation at γ = ρ s (α). Since (ρ o , ρ s ) need to occur in pair, we call the γ = ρ s (α) as the dual line of the bulk phase boundary.
Once we know the bulk phase boundary and the dual line, we can obtain the width of the layer. From the asymptotic approach to the limits ρ X , (X = o or s), one gets from equation (7) w
. This also shows the possibility of a critical point when w diverges. This happens if the shockening transition line and the dual line intersect. The intersection is at γ = ρ m and since ρ o → ρ s , we find w → ∞. For equation (6) ,
where h is the height of the shock. The extra p-dependence comes from the fact that (ρ) → 0 as ρ → ρ m for p > 1. The bulk phase transition from the α-phase to the shock phase is of first order, because at the transition point the shock height is nonzero. On the other hand, the shock evolves from a zero height at the critical point so that it is a continuous transition. The line with a critical point is shown in figure 4(a) . In case the two lines do not cross, there will figure 4 will be the case (figure 5(e)) for ρ L < ρ m . For γ < γ c = ρ m , on the α-phase side, the U-type boundary layer renders an effective boundary value ρ m at x = 1, and therefore the critical behaviour continues for all γ [8, 3] . The shock on changing α evolves in height and shifts to x = 0. On the γ -phase side, the response function χ γ undergoes a change on crossing the line γ = ρ m , even though the bulk density distribution changes smoothly. The line γ = ρ m indicates a boundary transition, like the MM dual lines. In special situations it may also develop into a bulk phase boundary (e.g., ρ L → ρ m , figure 5(c) ). There is another possibility where the x = 1 and the x = 0 lines intersect thereby preempting the critical point, as in figure 5(f ) . Such a case is known in a special correlated nonconserved case of [9] . As mentioned earlier, a complete description of such a phase diagram would require more than one zero ofŜ 0 (ρ).
be of similar type unless the special case of ρ L = ρ m is reached or crossed. The exponents for the critical points on the phase diagram will change only if the perturbations modify the values of q and/or p.
In summary, we have introduced the idea of duality that can be stated as the MM theorem: 'Every shockening transition has a dual boundary transition and if the two lines (the shockening transition and the dual line) intersect, there is a critical point'. With the help of this duality, we can locate the critical point on the phase diagram and also its nature. The general approach allows us to establish a set of criteria to test if perturbations of rules are relevant for modifications of the phase diagram and critical points.
