Abstract-MLP which is one of the most commonly used classifier, is a feed-forward, supervised neural network topology. Back propagation algorithm is used for minimizing the error between network output and the target value. According to classification process, MLP structure and learning parameters, which are used in back propagation algorithm, are needed to decide for increasing the test accuracy. Commonly these variables are chosen randomly, so finding the values that give maximum test accuracy is a timeconsuming process. In this paper, learning parameter of back propagation algorithm and network structure are optimized to success a faster and efficient weight-update process by using three different heuristic optimization algorithm, ABC, GA and SA. Both of the used two datasets contain human activity sensor data. For two datasets, three algorithms are compared and detailed test results are given. It is observed that, although SA is the fastest one among chosen algorithms, ABC shows the highest performance for test accuracy of MLP classifier.
I. INTRODUCTION
HE main drawback of the neural networks is the decision of the parameters via trial and error, or approximately. If learning rate in the Back Propagation Algorithm is chosen bigger, learning becomes faster but the risk of oscillation appears. But, if learning rate is small, learning process takes very long time. Same situation is also observed in Momentum Coefficient. Hidden neuron number is determined totally random. Selection of different activation function for each problem solution can give better solution according to output characteristic. Because of reaching the decision of all these values is time consuming, the development of an optimization algorithm is necessary. There are various studies in the literature with Artificial Bee Colony(ABC),Simulated Annealing Algorithm(SA) and Genetic Algorithm(GA) regarding the cases, in which one parameter is optimized while all the others are held constant [1, 2] .There are limited number of studies which Murat Taşkıran, Zehra Gülru Çam, and Nihan Kahraman, are with Yıldız Technical University Department of Electronics and Communication Engineering optimizes more than one parameter by using one algorithm [3] . In addition to these studies, Çam, Çimen and Yıldırım's work optimizes 3 parameters, hidden neuron number, learning rate and momentum coefficient, of back propagation algorithm [4] . In this study, we will be adding type of the activation function as the fourth parameter. The organization of this paper is as follows: The second section contains a short review of multilayer perceptron and back propagation. The third section focus on the optimization algorithms used in this study. In the fourth section, the datasets are introduced and optimization process is explained. Finally in the last section, results are given.
II. MULTI-LAYER PERCEPTRON
Multi-Layer Perceptron(MLP) is an essential tool for solving classification, identification and generalization problems. A basic three layer MLP topology is given in figure 1. Number of input neurons are determined with input feature vector size and number of output neurons are determined according to number of classes. However number of hidden layer and neuron number of hidden layers are chosen generally with trial and error methods by designer. This artificial neural network model is using back propagation algorithm to minimize the squared error between networks output and target values. Learning process updates weights in each iteration with equation 1.
In these equations, E is the error between network output and the target value, w is the weight between jth and ith neurons, α is learning rate and β is the momentum coefficient. Learning rate and momentum coefficient, which are used in back propagation algorithm, are chosen with the same method.
III. OPTIMIZATION ALGORITHMS
In this study, Artificial Bee Colony, Genetic Algorithm and Simulated Annealing Algorithm are used as optimization algorithms.
A. Artificial Bee Colony
Artificial bee colony algorithm is developed by modeling the honey searching behavior of bees. It is designed by Karaboğa in 2005 [5] . In this algorithm, each of the food source represents a solution for the problem. The bees in the colony search for the source with more nectar amount. Nectar amount corresponds to the fitness value of the food source. The algorithm is divided into four steps:
 In Employed Bee Phase, employed bees search for food source randomly. At the first step of the algorithm, these sources are generated randomly by using the equation.
In this equation, δ is a random number in the range [0,1]. l i is the lower limit and ui is the upper limit.
 In Onlooker Bees Phase, bees calculate nectar amount of each randomly selected source and they look for the new sources with more nectar in the neighbourhood of the each source.
x y = x i + (x i -x k )
For each loop, the sources with the highest nectar amount are memorized.
 In Scout Bees Phase, the source is abandoned after the number of limit neighborhood search if the nectar amount is unable to be enhanced.
 Memorize the best solution

B. Genetic Algorithm
Genetic algorithm is the most common evolutionary optimization and search method. The algorithm has four main steps: Selection, Reproduction, Crossover and Mutations. Selection selects the individuals, called parents, that contribute to the population at the next generation. Crossover combines two parents to form children for the next generation. Mutation applies random changes to individual parents to form children. The flow chart of the genetic algorithm is given as below. In genetic algorithm, the most important factor for evaluating the success of the problem solving is representation of the individuals which symbolize solutions of the problem [6] . There is a fitness function to decide if an individual is a solution for the problem or not. If the fitness value of the individual is high enough, this individual has chance to reproduce with other individuals in the population. These individuals produce new individuals with mutation. This new individuals have the characteristics of their parents. Because when new individuals are produced, individuals have low fitness value are selected rarely, after a little while these individuals are excluded from the population. New generation is formed by individuals with high fitness value and new generation includes most of the characteristics from the former generation. Thus, along plenty of generations good characteristics spread in the population and through the genetic operations, they combine with other preferred characteristics [7] .
C. Simulated Annealing Algorithm
The simulated annealing algorithm is developed by behaviour of physical systems by melting a substance and lowering its temperature slowly until it reaches the freezing point (physical annealing).
SA decreases temperature slowly and in each temperature considers a neighbour of current state. If energy of neighbour is better than the current state, SA moves the system to neighbour state but if energy of neighbour was lower than the current state, SA uses an acceptance function to decide whether to move to neighbour state or not [8] .
The procedure is controlled by a group of parameters which are called cooling schedule, so it can give near optimum to the problem in a reasonable time. The algorithm accepts new solution with the probability pt :
In formula (2), f is the objective function, α is the current solution, α' is a new solution, t is the current temperature [9] .
IV. OPTIMIZATION PROCESS
The first dataset of the two used in the research SmartphoneBased Recognition of Human Activities and Postural Transitions dataset from UC Irvine Machine Learning Repository dataset contains 10929 sample with 561 feature. Activity recognition dataset built from the recordings of 30 subjects performing basic activities and postural transitions while carrying a waist-mounted smartphone with embedded inertial sensors. In the research, 6 classes, walking, walking upstairs, walking downstairs, sitting, standing and laying, are used. The 6 classes contain approximately 95% of the dataset. %65 of the dataset is used for training and the rest is used for testing.
The second dataset contains 1500 samples with 45 features. These features are the xyz coordinate values for hand, waist and knee in period of 1 second interval in a five second activity. The number of the output classes is 5: falling, standing, jumping, walking and sitting. This dataset has been collected for the research conducted in Yildiz Technical
University by the year 2014 [10] . 1250 out of this 1500 are used for training and the rest is used for testing.
For network topology, a multi-layer perceptron with one hidden layer is designed. Network to train with using back propagation algorithm is the target. Initial weights are selected randomly. 100 iterations are implemented for training. When test accuracy is calculated, for same learning rate, momentum coefficient, hidden neuron number and activation function type, test accuracy is calculated for 5 times with randomly selected initial weights, and the arithmetic mean of these 5 values are calculated. The one hidden layered MLP network formed to classify these datasets is optimized respectively with ABC, GA and SA. Parameters aimed to be optimized are hidden neuron numbers, learning rate, momentum coefficient and activation function type. Available options for activation function are sigmoid, bipolar sigmoid, linear and step function. For ABC algorithm, optimization is applied by the colonies with different volumes. The limit factor is chosen as 5. The collected nectar amount corresponds to the test performance. For GA, optimization is applied by different population sizes and generations.
V. CONCLUSION
The results classify HAPT dataset are shown in the Table  I ,II and III respectively by using ABC, GA and SA. The results classify second dataset are shown in the Table IV,V and VI respectively by using ABC, GA and SA. For ABC algorithm, iteration has continued until the highest success rate is reached in colonies containing different number of bees. At the end, it is seen that in colonies with higher number of bees; highest success rate is reached with less iteration. Maximum number of iteration has been selected for stopping criteria in GA algorithm. Optimization processes has been initiated for different population values. In SA algorithm, initial temperature has taken as 100. Again here, the stopping criteria is selected as the number of iterations. At the end, the GA algorithm has been the one that gave the slowest amongst all others. SA algorithm, on the other hand, has performed well in terms of speed but could not obtain as successful results as the others. Therefore, the ABC algorithm has been the most successful one in terms of obtaining best results.
