We develop the first quantum algorithm for the constrained portfolio optimization problem. The algorithm has running time O n √ r ζ κ δ 2 log (1/ϵ) , where r is the number of positivity and budget constraints, n is the number of assets in the portfolio, ϵ the desired precision, and δ, κ, ζ are problem-dependent parameters related to the well-conditioning of the intermediate solutions. If only a moderately accurate solution is required, our quantum algorithm can achieve a polynomial speedup over the best classical algorithms with complexity O √
INTRODUCTION
Quantum computation offers significant (even exponential) computational speedups over classical computation for a wide variety of problems [13, 14, 28] . The expected availability of small scale quantum computers in the near future has spurred interest in the development of applications for quantum computers that attain Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. AFT '19, October 21-23, 2019, Zurich, Switzerland © 2019 Association for Computing Machinery. ACM ISBN 978-1-4503-6732-5/19/10. . . $15.00 https://doi.org/10.1145/3318041.3355465 provable speedups over classical algorithms. Many such applications have been proposed in the field of quantum machine learning, including applications to principal components analysis [22] , clustering [15, 22] , classification [16, 21] , least squares regression [8, 17] and recommendation systems [18] . Most of the quantum machine machine learning applications with provable speedups rely on quantum algorithms for linear algebra, utilizing some variant of the HHL algorithm [14] to obtain significant quantum speedups.
Mathematical finance is an application area where quantum computers could potentially offer groundbreaking speedups. This is a very recent research area for quantum algorithms and is important in terms of applications as even modest speedups for computational financial problems can have enormous real world impact. Of course, translating these theoretical advantages of quantum algorithms into real world applications necesitates both much more advanced hardware, which may take some more years to come, but also a close collaboration between the communities of quantum algorithms and of mathematical Finance in order to really understand where and how such quantum algorithms can become a new powerful tool to be used within the general framework of mathematical finance.
It has been suggested that quantum techniques like Feynman integrals could be useful for option pricing [3] . There has also been experimental work where the IBM quantum computers have been used to explore quadratic speedups for option pricing [24, 29] and work on quadratic speedups for option pricing using Monte Carlo methods [26] . While some of these results lack provable guarantees, they indicate the strong interest in both the quantum algorithms and mathematical Finance communities in developing applications of quantum computers to computational finance.
Very recently, Lloyd and Rebentrost [27] proposed a quantum algorithm for the unconstrained portfolio optimization problem. Their algorithm uses quantum linear system solvers to obtain speedups for portfolio optimization problems that can be reduced to unconstrained quadratic programs, which in turn are reducible to a single linear system. The main limitation of their algorithm is that it can not incorporate positivity or budget constraints, thus restricting its applicability to real world problems that can have complex budget constraints. The reason for this limitation is algorithmic, the constrained portfolio optimization problem is known to be equivalent to quadratic programming (QP), a class of optimization problems that is more general than Linear programming (LP). Mathematical optimization problems, for example linear, quadratic and semidefinite programs (SDP) are not known to be reducible to a single instance of linear systems. All known algorithms for these optimization problems need to perform computations over a number of steps depending on the number of constraints.
In this work, we design and analyse a quantum algorithm for the general constrained portfolio optimization problem. Our algorithm is applicable to portfolio optimization with an arbitrary number of positivity as well as budget constraints. We obtain a polynomial speedup over the classical algorithms and we provide experimental results to demonstrate the potential of these advantages in practice.
The main idea of our work is based on quantum algorithms for convex optimization. In recent years, there has been work on quantum SDP (semidefinite program) solvers by quantizing the classical multiplicative weights method [2, 7] and the interior point methods [19] . SDPs are more general than QPs so one may expect to obtain quantum speedups by applying some of these methods for QPs. However, the running time of all these quantum algorithms depends on a number of problem specific parameters and they do not achieve a worst case speedup over classical algorithms. Further, classical QP solvers are much more efficient than SDP solvers and there are special purpose QP algorithms that have complexity close to classical LP solvers.
Our algorithm for constrained portfolio optimization first reduces the problem to second order cone programs (SOCP), a class of optimization problems that generalizes both LPs and QPs and has complexity close to LPs in the classical setting. We then use a recently developed quantum interior point method for SOCPs [20] , that extends the results obtained for LPs and SDPs [19] .
PORTFOLIO OPTIMIZATION
The theory of portfolio optimization in mathematical finance was developed by Markovitz [23] . The theory describes how wealth can be optimally invested in assets which differ in expected return and risk.
The input for the portfolio optimization problem is data about the historical prices of certain financial assets, the goal is to assemble the optimal portfolio that maximizes the expected return for a given level of risk. Let us assume that there are m assets and we have data for historical returns on investment for T time epochs for each asset. Let R(t) ∈ R m be the vector of returns for all assets for time epoch t. The expected reward and risk for the assets can be estimated from the data as follows,
A portfolio is specified by the total investment x j in asset j for all assets j ∈ [m]. The expected reward and risk for the portfolio x are respectively given by µ T x and x T Σx. The portfolio optimization can include positivity and budget constraints. Positivity constraints x j > 0 corresponds to the situation where it is not possible to short sell asset j. Budget constraints limit the amount of money invested in a subset of the assets and can depend on the value of the assets and also on the size of the initial investment. Similarly, one can add constraints to ensure that the portfolio is diversified by adding constraints on the amount of investment in certain asset classes. The constrained portfolio optimization problem can therefore capture a variety of complex constraints that arise in real world portfolio selection problems.
In the quantum setting, we do not estimate the covariance matrix as in equation (1), we instead store the square root of the covariance Σ to which we have direct access from the data, i.e. the covariance matrix Σ = MM T where M is the matrix with columns
. Given the data it is easy to construct quantum data structures for operating with M [18], hence we formulate the portfolio optimization problem in terms of M.
The constrained portfolio optimization problem can be written as an optimization problem in one of several equivalent ways [9] . We use the following formulation here:
Note that for the above formulation, x is the portfolio, µ is the vector of mean asset prices, M is a matrix such that the covariance matrix of the asset prices is defined as Σ = M T M, and Ax = b and x ≥ 0 are the constraints. An inequality constraint Cx ≥ d can be realized by introducing a slack variable s := Cx − d and requiring s ≥ 0.
For the case when there are no inequality constraints, the problem becomes a linear least-squares problem, for which there is a closed-form solution [27] . However, there is no closed form solution for the general constrained portfolio optimization problem.
REDUCING PORTFOLIO OPTIMIZATION TO SOCP
The portfolio optimization problem is typically reduced to quadratic programs (QP). We instead reduce it SOCPs (Second Order Cone Programs) which are a more general family of optimization problems. There are two reasons for using this reduction to SOCP besides the greater generality. First, the classical interior point algorithms for the SOCP is particularly well suited for being quantized, that is the linear systems generated for these methods are easily solved using quantum computers. Second, the reduction to SOCPs allows us to use powerful mathematical tools from the theory of Euclidean Jordan algebras for the analysis of our algorithm. In this section we provide the reduction of the constrained portfolio optimization problem to the specific form of SOCPs that enables the efficient quantum algorithm. The SOCP in the standard form is an optimization problem over the products of Lorentz or second order cones.
Definition 3.1. The n-dimensional Lorentz cone, for n ≥ 0 is defined as
In other words the elements of the n-dimensional Lorentz cone are n + 1 dimensional vectors where the first coordinate is an upper bound on the ℓ 2 -norm of the remainnig n-dimensional vector. Formally, the SOCP in the canonical form is the following optimization problem: min
There are two important parameters in the definition of the SOCP, the first is the rank r that is equal to the number of Lorentz cones in the product that we are optimizing over, the second n = i ∈[r ] n i is the number of variables. The running time for SOCP algorithms will be given in terms of n and r .
Concatenating the vectors (x 1 ; . . . ; x r ) =: x, (c 1 ; . . . ; c r ) =: c, and matrices [A (1) · · · A (r ) ] =: A horizontally, we can write the SOCP more compactly as an optimization problem over the cone L := L n 1 × · · · × L n r in the following way:
We refer to this as the primal form of the SOCP and we also define the dual form as
The problem in equation (3) is the SOCP primal, and the one in (4) is its dual. A solution (x, y, s) satisfying the constraints of both (3) and (4) is feasible, and if in addition it satisfies x ∈ int L and s ∈ int L, it is strictly feasible. We assume that there exists a strictly feasible solution, for some cases there are methods for reducing a feasible problem to a strictly feasible one [6] . The constrained portfolio optimization problem can be reduced to an SOCP by using the matrix M we defined earlier. First off, we see that x T Σx = ∥Mx ∥ 2 , however, minimizing the squared norm is equivalent to minimizing the norm itself which turns out to be more naturally expressible using Lorentz constraints. We introduce an additional vector t := (t 0 , t) such that t = Mx. Using this variable the portfolio optimization problem in equation (1) is easily seen to be equivalent to the following SOCP in the canonical form,
The optimal solution lies on the boundary of the cones and thus will have t 0 = t = ∥Px ∥, the SOCP objective function therefore also optimizes the objective function for the portfolio optimization problem (1) . The remaining SOCP constraints respectively enforce the constraints t = Mx, µ T x = R and Ax = b. The positivity constraints x ≥ 0 are ensured by the second order constraints
THE SHORT STEP INTERIOR-POINT METHOD FOR SOCP
The quantum portfolio optimization problem is obtained by quantizing the classical short-step interior point method. In this section we describe the classical algorithm. The following definition of an arrowhead matrix will be useful for compactly stating the classical short-step interior point method. x 0 x T x x 0 I n .
In the classical short-step IPM [25] , we start with a strictly feasible solution solution (x, y, s) and update it in each step by solving a Newton linear system of size O(n) that depends on the input parameters as well as the current duality gap ν = 1 r x T s and the current solution. Let σ = (1 − 0.1/ √ r ), then the Newton linear system that is solved at each step of the interior point method is given by
The solutions to the Newton linear system are used to update our current solution (x, y, s) to x ← x + ∆x, y ← y + ∆y, s ← s + ∆s, that is guaranteed to have a duality gap that is smaller by a multiplicative factor of σ . The classical interior point method for SOCP is given as Algorithm 1.
Algorithm 1 The interior point method for SOCPs
Require: Matrix A and vectors b, c in memory, precision ϵ > 0.
(1) Find feasible initial point (x, y, s, ν ) := (x, y, s, ν 0 ).
(2) Repeat the following steps for O(
(a) Solve the Newton system (6) to get ∆x, ∆y, ∆s.
It can be shown that this algorithm ensures that the solutions remain strictly feasible and halves the duality gap every O( where ω < 2.37 is the exponent for matrix multiplication. In practice the running time for the constrained portfolio optimization problem is O(n 3.5 log(ν 0 /ϵ)) as r = O(n) if positivity constraints are included and the algorithms for matrix inversion requires time O(n 3 ) in practice.
In practice, large scale portfolio optimization problems are solved using commercial [1] and open-source solvers [4, 11, 30] using interior-point methods (IPM). The complexity of the short-step IPM is dominated by the cost of solving linear systems. Thus, if we could improve the time needed to solve a linear system, we would also improve the complexity of our IPM by the same factor.
Quantum computation offers exactly such a speedup for solving linear systems with sublinear algorithms for 'solving' linear systems. Starting with the work of [14] , it has become possible to solve a (well-conditioned) linear system in time that can be polylogarithmic in the matrix dimensions. This basic technique has been improved significantly, as we will discuss in the following section.
Of course, when solving Ax = b, x ∈ R n , it is not even possible to write down all n coordinates of the solution vector x in time o(n). Instead, these algorithms encode vectors as quantum states, so that z ∈ R n with ∥z∥ = 1 is encoded as the quantum state
where we write |i⟩ for the joint log 2 (n) -qubit state corresponding to log 2 (n) -bit binary expansion of i. Then, the solution they output is a quantum state |ϕ⟩ close to |A −1 b⟩. In case a "real" (classical) solution is needed, then one can perform tomography and norm estimation on |ϕ⟩, and obtain a classical vector x that is close to |ϕ⟩, so that finally we have a guarantee ∥x − x ∥ ≤ ϵ ∥x ∥ for some ϵ > 0.
OUR RESULTS
Our main result is a quantum algorithm for the constrained portfolio optimization problem with the following convergence and running time guarantees.
Theorem 5.1. There is a quantum algorithm for the constrained portfolio optimization problem 2 that outputs a solution x with the following guarantees. (i) The objective value for x is within ϵr of the optimum. (ii) The solution satisfies the inequality constraints x ≥ 0, the equality constraints are satisfied approximately to precision δ , that is
The running time for the algorithm is
where κ = max i ∈[T ] κ i is the maximum condition number of the Newton matrix (6) over the T = O( √ r log (n/ϵ)) iterations and ζ ≤ √ n is a parameter that appears in the quantum linear system solver.
The quantum portfolio optimization algorithm is obtained using the reduction to the SOCP (5) and then using a quantum short-step quantum interior point method for SOCPs described in [20] that has the following guarantees. where κ = max i ∈[T ] κ i is the maximum condition number of the Newton matrix (6) over the T = O( √ r log (n/ϵ)) iterations and ζ ≤ √ n is a parameter that appears in the quantum linear system solver.
The quantum portfolio algorithm can achieves a significant polynomial speedup over the classical O(n 3.5 log(n/ϵ)) time algorithm if the condition number κ of the Newton matrices arising in the classical short-step interior point method is bounded. In Section 7 we present some numerical experiments that give some indications on how this parameter behaves for real-world problems. The experiments suggest that this parameter κ in indeed bounded and that our algorithm achieves a speedup over the corresponding classical algorithm.
Let us make some observations comparing the main result with the classical short step interior point method. The quantum algorithm uses quantum linear algebra algorithms and tomography in order to implement a single step of the classical algorithm. As the solutions to the linear system are reconstructed using quantum tomography and are not exact, unlike the classical case the solutions may not be exactly feasible, the error parameter δ in part (ii) of Theorem 5.1 corresponds to the error induced by quantum tomography.
The number of iterations for both the classical and quantum algorithms is O √ r log (n/ϵ) . The analysis shows that for the quantum algorithm, the duality gap reduced by a factor 1 − α/ √ r in each step where α < 0.1 is a constant. That is, the duality gap for the quantum algorithm decreases at a slower rate than that for the classical algorithm but the asymptotic decay rate is the same, implying that both algorithms converge in O √ r log (n/ϵ) iterations.
Experiments suggest that the constant α is fairly close to the constant χ = 0.1 for the classical algorithms, the number of iterations needed for convergence is therefore similar for both algorithms. This complexity of the quantum algorithm can be easily interpreted as product of the number of iterations and the cost of ndimensional vector tomography with error δ . Note that the same Newton linear system of dimension O(n) is being solved by both the quantum and classical algorithms. The quantum portfolio optimization problem is particularly suited to the case where the number of stocks n is large while number of budget constraints r is small. This is because the factor κ in the running time increases with the number of iterations, so quantum computers offer the maximum advantage over classical algorithms when the linear system size n is large and the number of iterations for the IPM which scales as O( √ r ) is small.
THE QUANTUM SHORT STEP IPM
In this section we describe the quantum portfolio optimization algorithm. We begin by stating the state of the art quantum linear algebra results in Section 6.1. The quantum short-step interior point method is then presented in Section 6.2.
Quantum linear algebra
Given a matrix A and a vector b, the quantum linear system problem is to construct the quantum state |A −1 b⟩ (using the notation from (7)). Once we have the state |x⟩ = |A −1 b⟩, can use either it in further computations or sample from the corresponding probability distribution. We can also perform tomography on it to recover the underlying classical vector. If we perform tomography and norm estimation we obtain a classical vector x ∈ R n that satisfies ∥x − x ∥ ≤ δ ∥x ∥, where Ax = b and A ∈ R n×n , b ∈ R n . In this section we describe the state of the art quantum linear algebra algorithms for performing these operations.
In this section, we also assume that A is symmetric, since otherwise we can work with its symmetrized version sym(A) = 0 A A T 0 . The quantum linear system solvers from [8, 12] require access to an efficient block encoding for A, which is defined as follows.
Definition 6.1. Let A ∈ R n×n be a matrix. Then, the ℓ-qubit
In order to perform quantum linear algebra operations for A we need access to an efficient implementation of a unitary block encoding for A. That is we require that the unitary U in definition 6.1 be implemented efficiently, i.e. using an ℓ-qubit quantum circuit of depth (poly)logarithmic in n. It turns out efficient construction and implementation of unitary block encodings for arbitrary matrices can be obtained using data structures for storing the matrices in QRAM (Quantum Random Access Memory) that were proposed in [17, 18] . Moreover, these data structure can be constructed in linear time from a classical description of A and support efficient updates. Theorem 6.2 (Block encodings using QRAM data structures [17, 18] ). There exist QRAM data structures for storing vectors v i ∈ R n , i ∈ [m] and matrices A ∈ R n×n such that with access to these data structures one can do the following:
(1) Given i ∈ [m], prepare the state |v i ⟩ in time O (1) . In other words, the unitary |i⟩ |0⟩ → |i⟩ |v i ⟩ can be implemented efficiently. Note that |i⟩ is the notation for the ⌈log(m)⌉ qubit state corresponding to the binary expansion of i. The QRAM can be thought of as the quantum analogue to RAM, i.e. an array [b (1) , . . . , b (m) ] of w-bit bitstrings, whose elements we can access given their address (position in the array). More precisely, QRAM is just an efficient implementation of the unitary transformation |i⟩ |0⟩ ⊗w → |i⟩ |b
Nevertheless, from now on, we will also refer to storing vectors and matrices in QRAM, meaning that we use the data structure from Theorem 6.2. Once we have these block encodings, we may use them to perform linear algebra: Theorem 6.3. (Quantum linear algebra with block encodings) [8, 12] Let A ∈ R n×n be a matrix with non-zero eigenvalues in the interval [−1, −1/κ]∪[1/κ, 1], and let ϵ > 0. Given an implementation of an (ζ , O(log n)) block encoding for A in time T U and a procedure for preparing state |b⟩ in time T b ,
(2) A state ϵ-close to |Ab⟩ can be generated in time O((T U κζ + T b κ) polylog(κζ /ϵ)).
κζ ϵ polylog(κζ /ϵ)). Finally, in order to recover classical information from the outputs of a linear system solver, we require an efficient procedure for quantum state tomography. The tomography procedure is linear in the dimension of the quantum state. Theorem 6.4 (Efficient vector state tomography, [19] ). Given a unitary mapping U : |0⟩ → |x⟩ in time T U and δ > 0, there is an algorithm that produces an estimate x ∈ R d with ∥x ∥ = 1 such that ∥x − x ∥ ≤ δ with probability at least
Repeating this algorithm O(1) times allows us to increase the success probability to at least 1 − 1/O(poly(n)). Putting together Theorems 6.2, 6.3 and 6.4, we obtain that there is a quantum algorithm that outputs a classical solution to the linear system Ax = b to accuracy δ in the ℓ 2 -norm in time O n · κζ δ 2 . For well-conditioned matrices, this presents a significant speedup over O(n ω ) needed for solving linear systems classically, especially for large n and moderately small values of δ .
The Quantum short-step IPM
The quantum portfolio optimization is described as Algorithm 2. It first computes from the dataset the vector µ and matrix M as required for the portfolio optimization problem formulated in equation (2) . Using M and µ, it then computes the constraint matrices for the SOCP (5) equivalent the portfolio optimization. It then invokes the short-step quantum interior point method for SOCPs [20] and follows the steps there to obtain a solution to the SOCP. The solution to the portfolio optimization problem is then recovered from the SOCP solution. The construction of block encodings for the Newton matrices arising in the portfolio optimization problem is much easier than that for general SDPs.
The analysis of the quantum portfolio optimization algorithm follows from the analysis of a single iteration of the approximate short-step IPM for SOCPs [20] , from which the runtime and convergence results follow as consequences: Theorem 6.5. [20] Let χ = η = 0.01 and ξ = 0.001 be positive constants and let (x, y, s) be solutions of (3) and (4) with ν = 1 r x T s and d(x, s, ν ) ≤ ην. Then, the Newton system (6) has a unique solution (∆x, ∆y, ∆s). If we assume that ∆x, ∆s are approximate solutions of (6) that satisfy ∆x − ∆x If we let x next := x + ∆x and s next := s + ∆s, the following holds:
(1) The updated solution is strictly feasible, i.e. x next ∈ int L and s next ∈ int L.
(2) The updated solution satisfies d(x next , s next , ν ) ≤ ην and
The proof of the Theorem 6.5 is similar to the analysis of interior point methods with approximation errors incorporated at each step. The analysis for SOCPs is carried out using the mathematical framework of Euclidean Jordan algebras that provides a unified analysis for LPs, SOCPs and SDPs generalizing the analysis known for the case of the exact interior point methods in the optimization literature [20] .
In order to complete the analysis of the quantum portfolio optimization algorithm, in addition to the above Theorem, we need a bound on the infeasibility of the linear constraints Ax = b that are not exactly satisfied due to tomography errors. It turns out that this error is not accumulated, but is instead determined just by the final tomography precision. This is an improvement upon the Algorithm 2 The quantum interior point method for Portfolio optimization. Require: Dataset consisting of historical prices for n financial assets.
(1) Compute vector µ and matrix M as in equation (1) from the dataset. (2) Store the constraint matrix for the SOCP formulation (5) of the portfolio optimization problem in the QRAM using the matrices from Step 1. (3) The remaining steps of this algorithm solve this SOCP using the short-step IPM from [20] . Repeat the following steps for T iterations.
(a) Construct the block encoding for Newton linear system matrix (6) 
Proof. Let x T be the solution at the T -th iterate. Then, the following holds for Ax T − b:
On the other hand, the Newton system at iteration T has the constraint A∆x T = b − Ax T −1 , which we can further recursively transform as,
Substituting this into equation (8), we get
Finally, we can bound the norm of this quantity,
EXPERIMENTAL RESULTS
In the experiments, we solve the following portfolio problem
i.e. just the problem (2) without the "complicated" linear constraints. The dataset was obtained from cvxportfolio repository [5] , this dataset contains historical data about the stocks of the S&P-500 companies for each day over a period of 9 years (2007-2016). We sub-sampled the dataset to 50 companies and considered the stock performance for the first 100 days for our experiments. We computed the optimal portfolio for this dataset.
In order to simulate the quantum algorithm, we added a Gaussian noise of magnitude corresponding to the tomography precision in the convergence Theorem 6.5. The tomography precision in fact has a mathematical interpretation and is the Jordan algebra analog of the minimum eigenvalue for the solution matrices in the SDP case. We plotted these parameters for simulations of the classical algorithm where the noise is 0 and for the quantum algorithm where the noise is chosen according to the tomography precision as described above. The plots are illustrated in the Figure 1 . Figure 1 shows that the duality gap ν decreases multiplicatively by a factor of σ as predicted by the analysis for both the classical and quantum algorithms. The rate of decrease for the quantum algorithm is close to that for the classical algorithm, that is the constant α that determines the rate of decrease (1 − α/ √ n) for the quantum algorithm is close to the constant χ = 0.1 for the classical algorithm. After a certain point, the required tomography precision in the convergence Theorem 6.5 is close to the duality gap and shows a similar multiplicative decrease. Thus, the experiments suggest that the required tomography precision is indeed bounded in terms of duality gap and does not contribute a large factor to the running time. Figure 2 plots the condition number κ of the Newton matrix against the iteration count. Even though theory [10] suggests that the condition number κ grows as the inverse of the duality gap ν , it seems that in practice this upper bound is not attained. In fact, experiments suggest that the growth for the condition number over T iterations is O (1/ν α ) for α < 0.5. Now, having described the dependence of the precision δ and the condition number κ on the duality gap ν (i.e. the precision parameter ϵ), we investigate their dependence on the size parameter n (the size of the Newton linear system). In order to do that, we sampled random subsets of the cvxportfolio dataset, solved the corresponding instance of problem (9) using Algorithm 2 up to a fixed precision ϵ, and recorded the final (worst) values of κ, δ and ζ . More precisely, the instances of (9) were constructed by choosing 100 random companies, choosing a random subinterval of t days (such that t is uniform in [10, 500]), and setting the precision parameter to ϵ = 0.1. Fixing ϵ to such a value is justified because the stochasticity of financial markets outweighs by far the accumulated numerical errors. Immediately, we see that ζ < 5 for all instances, and since ζ is always at least 1, we conclude that it is not very important for the final runtime of Algorithm 2. Figures 3a and 3b show the values of the condition number κ for different samples of problem (9) . From Figure 3a we deduce that κ does not seem to depend on the problem size, whereas from Figure  3b we see that κ is very large only in a small number of instances (not necessarily the largest ones). On the other hand, on Figure 4 we see that the 1/δ 2 term indeed increases with the problem size parameter n. By fitting a power law of the form y = a · x b through these datapoints, we obtain that the exponent b is 1.050 with a 95% confidence interval of [0.965, 1.136] -so, 1/δ 2 grows roughly linearly with n.
Finally, we estimate the average-case complexity of Algorithm 2 by substituting these observed values of r, n, ϵ, δ, κ and ζ into the expression from Theorem 5.1. Figure 5 shows how this quantity increases with the problem size n, after removing 1% of the biggest outliers. Again, by finding the least-squares fit of a power law through these points, one obtains a dependence of O(n 2.387 ), with a 95% confidence bound of [2.184, 2.589]. When compared to the classical complexity that scales as O(n ω+0.5 ) (which can be thought of as n 3.5 in practice), we see that for most instances the quantum algorithm achieves a speedup by a factor of almost O(n). 
CONCLUDING REMARKS
In this paper we present the first quantum algorithm for the constrained portfolio optimization problem. The algorithm is based on the quantum interior-point method (IPM) framework introduced by [19] , and more precisely on the quantum IPM for second-order conic programming (SOCP) presented in [20] . The problem that is being solved is described by (2) , and it is more general than the problems considered previously (e.g. by [27] ), since it allows imposing nonnegativity and budget constraints on the design variables.
The main technical contribution of this paper is Algorithm 2, which solves problem (2) by reducing it to a SOCP, which can further be solved by using the quantum SOCP IPM from [20] . Theoretical analysis shows that the running time of this algorithm scales as O n 1.5 ζ κ δ 2 log(1/ϵ) , which is better than the classical complexity of O n ω+0.5 log(1/ϵ) if the problem-dependent parameters κ and ζ are not "too large" and if δ is not "too small".
To bound these parameters, we simulate the execution of Algorithm 2 when solving different instances of problem (9) to a fixed precision ϵ. These experiments suggest that there is no observable growth in the condition number κ as the problem size increases, whereas the most significant impact on the running time of Algorithm 2 comes from the factor 1/δ 2 , which has been observed to grow roughly linearly with the problem size. Finally, using the observed values of these parameters, we estimate the average-case complexity of our algorithm to scale as O(n b ), where the exponent b has a 95% confidence interval of 2.387 ± 0.202. Therefore, for most instances, we obtain an almost O(n)-speedup over the practical O(n 3.5 ) complexity of the classical algorithm.
