Introduction
Let K = k(z), where k is a finite algebraic extension of Q and z is transcendental over k. The k-linear automorphism φ of K is given by φ(z) = z + 1. In this article we will describe an algorithm for determining the difference Galois group of the second order linear homogeneous difference equation φ 2 y + aφy + by = 0 with a, b ∈ K. This algorithm can be considered as an analogue for second order linear difference equations of Kovacic's algorithm for second order linear differential equations (see Kovacic (1986) ).
In Petkovsek (1992) an algorithm for finding rational solutions of the Riccati equation of arbitrary order is given. So our algorithm is not completely new, but some parts, e.g. the use of difference Galois groups and Theorem 4.3, seem to be new.
In Section 2 we summarize the results of van der Put and Singer (1997) concerning difference Galois theory which are needed for our purposes. In Section 3 we discuss first order homogeneous linear difference equations. The algorithm for determining the difference Galois group of second order homogeneous linear difference equations is described in Section 4. Section 5 is devoted to examples.
Preliminaries on Difference Galois Theory
LetQ denote the algebraic closure of Q and putK =Q(z). (We note thatK is not the algebraic closure of K.) Let φ be theQ-linear automorphism ofK given by φ(z) = z + 1. Consider the system of difference equations (A) : φy = Ay, where A ∈ GL(n,K). (We restrict ourselves to equations with A ∈ GL(n,K) in order to guarantee the existence of n independent solutions.) From now on we will denote the extended automorphism φ R of a Picard-Vessiot extension R also by φ.
Definition 2.4. The difference Galois group DGal(R/K) is the group consisting of all the differenceK-automorphisms of R.
If U ∈ GL(n, R) is a fundamental matrix of system (A) and σ ∈ G = DGal(R/K), then it is obvious that σ(U ) is also a fundamental matrix of system (A). Hence
. . . . . .
where T σ ∈ GL(n,Q). So the elements of the differential Galois group act asQ-linear maps on the space of solutions V = {c 1 u 1 + · · · + c 1 u n | c 1 , . . . , c n ∈Q}. (u i = (u 1i , . . . , u ni ) t ∈ R n .) But an even stronger statement holds.
Theorem 2.5. G = DGal(R/K) is a linear algebraic group over the field of constants Q.
Let G be an algebraic subgroup of GL(n)Q. For anyQ-algebra A, we denote by G(A) the points of G with values in A. Thus G(K) is the subgroup of GL(n,K) consisting of theK-valued invertible matrices satisfying the relations defining the algebraic group G.
In particular, G(K) contains G(Q).
Theorem 2.6. Suppose G = DGal(R/K). Then the following statements hold:
Two systems (A) and (B) corresponding to matrices A, B ∈ GL(n,K) are defined to be equivalent if there exists a T ∈ GL(n,K) such that B = φ(T )AT −1 . In this case if U ∈ GL(n, R) is a fundamental matrix of system (A) then T U is a fundamental matrix of system (B) and it is obvious that the solution spaces V A , V B of the systems (A) and (B) are equivalent as representation spaces of the difference Galois group. Conversely, if the Picard-Vessiot extensions associated to the systems (A) and (B) are differencē K-isomorphic and the solution spaces V A and V B are equivalent as representation spaces of the difference Galois group then (A) and (B) are equivalent systems of difference equations.
Theorem 2.7. Let G ⊆ GL(n,Q) be the difference Galois group associated to the system of difference equations (A). Let G 0 denote the component of the identity of G. Then the following statements hold.
G/G
0 is a finite cyclic group. 2. There exists a B ∈ G(K) such that (A) and (B) are equivalent systems.
It is a conjecture that for every linear algebraic group G ⊆ GL(n,Q) with G/G 0 finite cyclic there exists a system of difference equations which has G as a difference Galois group. One can show that this conjecture is true for n = 1, 2 by giving explicit examples for every possible group.
Theorem 2.8. If A ∈ G(K) with G an algebraic subgroup of GL(n,Q) such that for any proper algebraic subgroup H and for any T ∈ G(K) one has that φ(T )AT −1 ∈ H(K) then G is the difference Galois group of the system (A).
If A satisfies the conditions of the above theorem then we say that system (A) is in standard form. This standard form is in general not unique. But one can read off fairly easily the difference Galois group of a system of difference equations if one knows already that this system is in standard form. In fact we will present an algorithm which computes for a given equation an equivalent system in standard form. The standard form is also very suitable for finding closed form solutions if the difference Galois group is not too big, i.e. it does not contain the group SL(2,Q).
We note that definitions and Theorems 2.1 to 2.6 could have been stated for (more) general difference rings. However, Theorems 2.7 and 2.8 are not valid for general difference rings. For the proofs and much more information about difference Galois theory we refer to van der Put and Singer (1997). 
First Order Difference Equations
f a is a primitive n-th root of unity, otherwise the difference Galois group is the multiplicative group G m =Q * . This statement is a consequence of Theorems 2.7 and 2.8.
Suppose a ∈ K * is given. We describe an algorithm which produces an element b ∈ K such that the difference equations We assume that a = P Q with P, Q ∈ k[z] and gcd(P, Q) = 1. There exists a r > 0 such that the zeros of P and Q are in the disk |z| ≤ r. We can express r in terms of the coefficients of P and Q. For instance, if
For m ∈ Z with |m| ≥ 2r we have gcd(P, φ m Q) = 1. We start with m = 1 and compute g = gcd (P, φ(Q) ). If g = 1 then one can write a = g φ −1 (g)P Q and we can go further with a =P Q instead of a. This gives a reduction of the problem with respect to degrees of P and Q. If g = 1 then we try m = −1 and so forth. The algorithm stops if a is reduced to a constant or if all m ∈ Z with |m| ≤ 2r are checked off.
The above algorithm can easily be modified so that we also find an f ∈ K that ensures
f a is reduced. An alternative method, which works for more general fields, is the following. Consider the resultant R(M ) of P (z) and Q(z + M ) with respect to the variable z. This resultant is a polynomial in M , seen as a variable, and has coefficients in k. One calculates the integers m with R(m) = 0 (if any) and performs the above reduction step for the fraction 
Second Order Difference Equations
Consider the second order linear homogeneous difference equation φ 2 y + aφy + by = 0, where a, b ∈ K and b = 0. As usual we will identify this equation with the 2 × 2 system of difference equations (A) : φy = 0 1 −b −a y. Throughout this section we will denote the difference Galois group of the above system by G and the vector space of solutions on which G faithfully acts by V . We present an algorithm which produces a matrix B ∈ GL(2,K) so that the systems (A) and (B) are equivalent and (B) is in standard form. Further, a matrix T is computed such that B = φ(T )AT −1 . Proof. This is a consequence of Theorem 2.7 part 1 and the well-known classification of the algebraic subgroups of GL(2,Q).
The algorithm is arranged in the following manner. Given a second order difference equation we test which of the three cases above holds. After that we compute an appropriate equivalent system in standard form. Proof. We can prove this theorem directly by using Theorems 2.7 and 2.8.
the Riccati equation
1. If G is reducible then according to Theorem 2.7 there exists an upper triangular matrix B ∈ GL(2,K) and a matrix T = t 11 t 12 t 21 t 22 ∈ GL(2,K) such that
One can easily verify that t 22 = 0 and that − t21 t22 ∈K * satisfies the Riccati equation. f u 3 . Hence, system (B 3 ) is equivalent to the system (C) : φ(y) = u 2 0 0 u 2 y and G is an algebraic subgroup of {c.Id | c ∈Q * } according to Theorem 2.8. From the proof of statement 3 it follows that the Riccati equation has infinitely many solutions.P Our task is to make an algorithm which computes all solutions u ∈K * of the Riccati equation. The algorithm consists of a few steps.
If u is a solution of the Riccati equation then put
1. First we compute the first two terms of all possible local formal solutions at ∞. Let t = 1/z. Let φ be the automorphism ofQ((t)) given by φ(t) = t t+1 . Then φ coincides with our former φ onQ(t) =Q(z). For the moment we consider a and b as Laurent series in t with coefficients in k.
We define the discrete valuation v :Q((t)) → Z in the usual way by v(
We distinguish two cases. 
We can compute successively the coefficients of u andũ by simply solving linear equations with coefficients in k. Hence, no field extension of k is needed. 
a). If v(b) is odd then there is clearly no solution of the Riccati equation. If v(b) is even and u ∈k((t)) satisfies the Riccati equation then we have v(b)
which is given by the (2l + 2)-th coefficient of ( †).
Let S u be the set of all possibilities for the first two terms of u of its Laurent expansion in t. We discovered that #S u ≤ 2, even if the Riccati equation has infinitely many solutions u ∈k(t). If we needed a quadratic extension in our computations then we will denote this quadratic extension for future use by k 2 , otherwise k 2 = k.
2. In this part of the algorithm we will determine the solutions u ∈ k 2 (z) of the Riccati equation. We rewrite the Riccati equation as F uφ(u) 
Hence p is a monic divisor of H and q is a monic divisor of φ −1 (F ). We define the sets 
gσ u. This g σ is uniquely determined if we require that the numerator and denominator of g σ are monic. The map σ → g σ is a 1-cocycle. Hilbert 90 (see Serre (1968) ) states that this 1-cocycle is trivial. So we can replace u byũ =
σT for some C −1 σ ∈ GL(2,Q). The map σ → C σ is a 1-cocycle for Gal(Q/k) acting on GL(2,Q). According to Serre (1968) this 1-cocycle is trivial. This means that S = C −1T is invariant under Gal(Q/k) for a certain C ∈ GL(2,Q). It follows that S ∈ GL(2, k(z)). In particular, the Riccati equation has (infinitely many) solutions in k(z).
So, if k 2 = k, then we want to determine all fieldsk ⊂ l with [k : k] ≤ 2. It is obvious thatk must be of the form k( √ s), where s is an algebraic integer in l. Recall that l is the splitting field of the polynomial F H. After a suitable linear substitution z → z n , where n ∈ Z ≥1 we can assume that F H is monic and that the coefficients of F H are algebraic integers. s must be a divisor of the discriminant of this polynomial. This gives us a finite set of possible quadratic extensions k( √ s) of k in l. For each possible quadratic extensioñ k we determine the sets S p = {p ∈k [z] | p monic and p|H} and S q = {q ∈k[z] | q monic and q|φ −1 (F )}. After that we proceed as in step 2. P As we will see in subsection 5.2 step 3 of the algorithm is not superfluous. That means, if we did not need a quadratic extension of our field of constants in step 1, it is possible that we really need a quadratic extension of our field of constants in step 3 for solving the Riccati equation. We will provide an explicit example in subsection 5.2.
G is reducible
If the Riccati equation has a solution inK, then we can compute an equivalent system 
The zero-dimensional groups
and the one-dimensional groups
for l, k, e ∈ Z ≥1 with gcd(k, l, e) = 1, where
The one-dimensional groups
and the two-dimensional groups
The two-dimensional group D and the three-dimensional group
is isomorphic to Z/lZ × Z/kZ as an abstract group. Assume that k, l are minimal with respect to the condition that G ⊆D k,l . Then G ∼ = Z/lcm(k, l)Z because G is cyclic and G contains elements of order l and of order k but G does not contain elements of order greater than lcm (l, k) . The subgroups ofD k,l which are isomorphic to Z/lcm(k, l)Z as abstract groups are the groups
with l, k, e ∈ Z ≥1 and gcd(k, l, e) = 1, where
The classification of the reducible but not completely reducible subgroups G ⊆ U with G/G 0 finite cyclic is analogous to the classification of the completely reducible subgroups
The algorithm continues as follows. Suppose the Riccati equation has exactly one solution inK. Then, the difference Galois group G is reducible but not completely reducible. If G is a proper subgroup of U , then according to Theorem 2.7 there must be a matrix
First, we want to determine whether the difference Galois group is one of the onedimensional groups described in part 1 of Lemma 4.4. We apply the algorithm for first difference equations to a and d. This yields a new equivalent systemÃ = ã * 0d , whereã andd are reduced. Ifã andd are constant then the systemÃ is already in standard form. If bothã andd are roots of unity, then the difference Galois group is one of the groups U k,l,e . Otherwise G is one of the groups described in part 2 or part 3 of Lemma 4.4.
Suppose now that thatã ord is not constant. Then the difference Galois group is not a group described in part 1 of Lemma 4.4.
Ifã is constant andd is not constant then the system (Ã) is already in standard form. The difference Galois group G is the group U n,0 , ifã is an n-th primitive root of unity. Otherwise the difference Galois group G is the group U .
Ifd is constant andã is not constant then the system (Ã) is also already in standard form. The difference Galois group G is the group U 0,n , ifd is an n-th primitive root of unity. Otherwise the difference Galois group G is the group U .
Suppose now that bothã andd are reduced but not constant. The difference Galois group is one of the groups U m,n if and only if there exists r, s ∈ Z \ {0} with gcd(r, s) = 1 and a f ∈K such thatã
is a root of unity. Without loss of generality we can assume that r > 0. Let N a and N −1 is in standard form. If none of the two cases above holds then the system (Ã) is already in standard form and the difference Galois group is the upper triangular group U .
We will not discuss the completely reducible case because this case is analogous to the reducible but not completely reducible case.
G is imprimitive
If we did not find a solution u ∈ K * for the Riccati equation then the difference Galois group is irreducible. A group G is called imprimitive if
In this subsection we determine whether G is imprimitive if we know already that G is not reducible. 
And if E ∈K
The group G is irreducible. Hence, y and φ(y) are linearly independent overK. Therefore, we must have
After eliminating r we obtain 
We can find all the rational solutions τ (E) of this equation by applying the algorithm described in subsection 4.1. Then we apply τ −1 to these solutions and we find the actual rational solutions of the equation (##) appearing in Theorem 4.6. Lemma 4.8. The imprimitive subgroups G ⊂ GL(2,Q) with G/G 0 finite cyclic are (up to conjugation):
A calculation shows that the second possibility does not yield any imprimitive subgroup with G/G 0 finite cyclic and the first possibility yields the groups H − n for n ∈ Z ≥1 and H + n for n odd. P Consider the system φ(y) = 0 c d 0 y. We can apply the algorithm for first order difference equations to cd. Then we will find an f ∈K * such that cd
G contains SL(2,Q)
Consider the system φ(y) = 0 1 −b −a y. If the difference Galois group G of this system is neither reducible nor imprimitive, then G = GL(2,Q) or G = SL(2,Q) n = α β γ δ | (αδ − βγ) n = 1 . We apply the algorithm for first order difference equa-
and find an f ∈K * such that
is in standard form. This finishes the algorithm.
Examples
In subsection 5.1 we will extend the notion of 'closed form' solutions of a difference equation given in Petkovsek (1992) . After that we will compute the difference Galois group and the 'closed form' (i.e. Liouvillian) solutions (if they exist!) of some concrete second order difference equations. In subsection 5.2 we will demonstrate how one can construct examples such that a quadratic field extension of the field of constants is needed for solving the Riccati equation.
Liouvillian solutions in the ring SQ
We want to make the Picard-Vessiot ring associate to a system of difference equations less abstract by embedding the Picard-Vessiot ring in the ring SQ. (See Petkovsek (1992) and van der Put and Singer (1997) .) Let F be any field. Consider the set of sequences F N . This set forms a ring by using coordinate-wise addition and multiplication. Let J be the ideal of sequences with at most finitely many non-zero terms. Then we define , a 2 , a 3 , . . .)) = (a 2 , a 3 , . . .) is well defined on equivalence classes. Moreover, ρ is an automorphism of the ring S F . For simplicity we will identify an element a = (a 1 , a 2 , a 3 , . . .) with its equivalence class.
Let C be any field of characteristic zero. (We are interested in the case that C =Q or C = k, where k is an algebraic number field.) The rational function field C(z) can be embedded in S C by mapping a rational function f to the sequence s f = (s 1 , s 2 , . . .) where s n = f (n) for all but finitely many n ∈ N. We will denote this map f → s f by ψ and, following Petkovsek (1992), we will denote the image of ψ in S K by R K .
Lemma 5.1. The map ψ : C(z) → R C is an isomorphism of difference fields.
Proof. Two rational functions that agree on infinitely many arguments are identical. Furthermore, it is obvious that ψφ = ρψ. P From now on we will identify rational functions f ∈ C(z) and their images s f in R C .
Theorem 5.2. Consider the system of difference equations (A) : φ(y) = Ay, where A ∈ GL(n,Q(z)). There is a difference subring R ⊂ SQ such that R is a Picard-Vessiot extension associated to the system (A). From now on we will write for simplicity S instead of SQ and φ instead of ρ.
Definition 5.4. We define the ring of Liouvillian sequences L recursively. L is the smallest subring of S such that:
a ∈ L if and only if φ(a) ∈ L.
3. a ∈K * implies that b ∈ L, where b n+1 = a n b n for all but finitely many n ∈ N ≥1 . 4. a ∈ L implies that b ∈ L, where b n+1 = a n + b n for all but finitely many n ∈ N ≥1 . 5. a ∈ L implies that b ∈ L if there exist a j ∈ N ≥1 such that b jn = a n and b n = 0 if n ≡ 0 modulo j. In this case b is called an j-interlacing of a with zeroes.
Theorem 5.5. Suppose that a ∈ S. The following statements are equivalent:
The sequence a satisfies a linear difference equation overK so that that the difference Galois group associated to this equation is solvable.
Proof. We refer to Hendriks (1996, Chapter 4) and Hendriks and Singer (1998) for a proof. P All the solutions of a second order difference equation φ 2 y+aφy+by = 0 are Liouvillian if the difference Galois group is reducible or irreducible and imprimitive. The solutions of a second order difference equation with an imprimitive difference Galois group are not considered to be 'closed form' solutions in Petkovsek (1992) . Hence, our notion of Liouvillian solutions does really extend the notion of 'closed form' solutions given in Petkovsek (1992) . If the difference Galois group G contains SL(2,Q), then there are no Liouvillian solutions of the second order difference equation φ 2 y + aφy + by = 0. Now we give some concrete examples. After substituting c = 1, p = z, q = z + 8 and R = z 3 + r 2 z 2 + r 1 z + r 0 in ( ‡) we are left with four linear equations in the three indeterminates r 0 , r 1 and r 2 . There is a unique solution r 0 = 1680, r 1 = 392 and r 2 = 33. So R = z 3 + 33z 2 + 392z + 1680 = (z +12)(z 2 +21z +140). The fourth combination is p = z,q = z +8 and u = 2−8t+O(t 2 ). This combination gives us 
