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POSITIVE POLYNOMIALS ON RIESZ SPACES
JAMES CRUICKSHANK, JOHN LOANE, AND RAYMOND A. RYAN
Abstract. We prove some properties of positive polynomial map-
pings between Riesz spaces, using finite difference calculus. We es-
tablish the polynomial analogue of the classical result that positive,
additive mappings are linear. And we prove a polynomial version of
the Kantorovich extension theorem.
1. Introduction
The study of polynomial mappings on Riesz spaces is relevant in a num-
ber of areas, including orthogonal additivity and concavifications [2, 15],
symmetric Fremlin tensor products [4], monomial expansions for analytic
functions [7] and Hahn-Banach extension theorems for polynomial func-
tions [10, 11]. The purpose of this paper is to establish some basic results
about positive polynomials. We extend some classical results from the lin-
ear to the polynomial setting, including the Kantorovich extension theorem.
A polynomial mapping is made up of a sum of homogeneous components,
each of which is generated by a multilinear mapping. So our approach is
to go from linear to multilinear mappings, then to homogeneous polyno-
mials and finally to polynomials. This process is aided by the use of some
techniques from finite difference calculus.
Let E, F be vector spaces over the real numbers. A mapping Pk : E → F
is called a k-homogeneous polynomial if there exists a k-linear mapping
Ak : E
k → F such that Pk(x) = Ak(x, . . . , x) for every x ∈ E. We write
this as Pk(x) = Ak(x
k) to indicate the k-fold repetition of the variable x.
If we require only that Ak be additive rather than linear in each variable,
we get the definition of a k-homogeneous Q-polynomial. This is equivalent
to Ak being k-linear with respect to the field of rational numbers. Even
in the case k = 1 it is a standard result that when E = F = R, there exist
additive (rational linear) mappings that are not linear [9, pages 128–130].
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A mapping P : E → F is called a polynomial of degree m (respectively, a
Q-polynomial of degree m) if there exist k-homogeneous polynomials Pk
(respectively, k-homogeneous Q-polynomials Pk), for 0 6 k 6 m, with
Pm 6= 0, such that P = P0 + · · ·+ Pm.
If Pk : E → F is a k-homogeneous Q-polynomial that is generated by the
k-additive mapping Ak, we may assume without loss of generality that Ak
is symmetric. In this case, Ak is uniquely determined by Pk and we write
Pk = Aˆk. Furthermore, Ak can be recovered from Pk by means of the
Polarization Formula:
Ak(x1, . . . , xk) =
1
2kk!
∑
εj=±1
ε1 . . . εkPk(ε1x1 + · · ·+ εkxk) . (1)
This is easily proved by expanding the right hand side. This is not the only
such formula. We also have the Mazur-Orlicz Polarization Formula [12]:
Ak(x1, . . . , xk) =
1
k!
∑
δi=0,1
(−1)k−
∑
δi Pk(x+ δ1x1 + · · ·+ δkxk) . (2)
Here x ∈ E is arbitrary. The proof is given later. The first formula is a
special case of this one.
2. Finite Difference Calculus for Polynomials
Finite difference calculus is an effective tool for analysing polynomial map-
pings on vector spaces and provides some useful insights. We start with a
brief review.
Let f : E→ F be any mapping. For x,h ∈ E the forward difference△f(x;h)
is f(x+ h) − f(x). Higher order differences are defined recursively by
△n+1f(x;h1, . . . ,hn+1) = △
(
△nf(x;h1, . . . ,hn)
)
(x;hn+1) .
It is easy to see that
△nf(x;h1, . . . ,hn) =
∑
δi=0,1
(−1)n−
∑
δi f(x + δ1h1 + · · ·+ δnhn) (3)
=
n∑
k=0
(−1)n−k
∑
δi=0,1
δ1+···+δn=k
f(x+ δ1h1 + · · ·+ δnhn) .
When the increments h1 = . . .hn = h are equal, we write △
nf(x;hn)
instead of △nf(x;h, . . . ,h). We refer to these as pure differences and to
differences of the form △n(f;h1, . . . ,hn) as mixed differences.. For pure
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differences, the preceding formula reduces to
△nf(x;hn) =
n∑
k=0
(−1)n−k
(
n
k
)
f(x+ kh) . (4)
Inverting this, we get the Newton expansion:
f(x+ nh) =
n∑
k=0
(
n
k
)
△kf(x;hk) , (5)
where we define △0f(x;h0) to be f(x).
There is a somewhat surprising relationship between mixed and pure dif-
ferences. The following identity shows that every mixed difference can be
expressed as a linear combination of pure differences [9, p. 418].
△nf(x;h1, . . . ,hn) =
∑
δj=0,1
(−1)
∑
δj△nf
((
x+
n∑
j=1
δjhj
)
;
(
−
n∑
j=1
δjhj
j
)n)
. (6)
Suppose that Pk is a k-homogeneous Q-polynomial, generated by the sym-
metric k-additive symmetric map Ak. We have
△Pk(x;h1) = Ak((x+ h1)
k) −Ak(x
k) =
k∑
j1=1
(
k
j1
)
Ak(x
k−j1 ,h
j1
1 ) .
Iterating this, or using (3), we get the general formula:
△nPk(x;h1, . . . ,hn) =∑
j0>0,j1,...,jn∈N
j0+j1+···+jn=k
(
k
j0, j1, . . . , jn
)
Ak(x
j0 ,h
j1
1 , . . . ,h
jn
n ) (7)
for 0 6 n 6 k. If we put n = k we get
△kPk(x;h1, . . . ,hk) = k!Ak(h1, . . . ,hk) ,
which, combined with (3), gives the Mazur-Orlicz Polarization Formula (2).
Since the k-th differences of a k-homogeneous polynomial at the point x
do not depend on x, we see that △nPk(x;h1, . . . ,hn) = 0 for n > k.
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Next, we find the pure differences of the k-homogeneous polynomial Pk.
Using (4), we have
△nPk(x;h
n) =
n∑
i=0
(−1)n−i
(
n
i
)
Pk(x + ih)
=
n∑
i=0
(−1)n−i
(
n
i
) k∑
j=0
(
k
j
)
ijAk(x
k−j,hj)
=
k∑
j=0
(
k
j
)( n∑
i=0
(−1)n−i
(
n
i
)
ij
)
Ak(x
k−j,hj)
= n!
k∑
j=0
(
k
j
){
j
n
}
Ak(x
k−j,hj)
where {
j
n
}
=
1
n!
n∑
i=0
(−1)n−i
(
n
i
)
ij
are the Stirling numbers of the second kind [6]. (We follow the usual
convention that ij = 1 when i = j = 0.) Summarizing, we have
△nPk(x;h
n) = n!
k∑
j=n
(
k
j
){
j
n
}
Ak(x
k−j,hj) . (8)
Note that this summation ranges over n 6 j 6 k, since the Stirling
numbers
{
j
n
}
are zero when j < n.
In particular, taking x = 0 we have
△nPk(0;h
n) = n!
{
k
n
}
Pk(h) . (9)
This is a general form of the formula for differences of a scalar monomial
given in [14, p. 202].
Now let P = P0 + · · · + Pm be a Q-polynomial of degree m. The k-
homogeneous components Pk are of course uniquely determined by P. It
is sometimes necessary to have a means by which one of the homogeneous
components can be expressed explicitly in terms of P. There are several
ways to do this.
We begin with an interpolation procedure [12]. If q(t) = c0+ · · ·+ cmt
m
is a polynomial in t ∈ R of degree m, then from
q(j) =
m∑
k=0
jkck, 0 6 j 6 m .
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we get
ck =
m∑
j=0
αkjq(j) ,
where (αkj) is the inverse of the (m+ 1)× (m+ 1) Vandermonde matrix
(jk). It follows easily that if P : E → F is a rational polynomial of degree
m with homogeneous components P0, . . . ,Pm, then
Pk(x) =
m∑
j=0
αkjP(jx) (10)
for every x ∈ E and k = 0, . . . ,m.
It is also possible to use finite differences to extract the homogeneous
components. We start with an observation by Mazur and Orlicz [12].
Fixing x ∈ E, consider the Newton expansion (5) of P at 0:
P(nx) =
n∑
j=0
(
n
j
)
△jP(0; xj) ,
where n = 1, 2, . . . . Now the differences of P of order j vanish for j > m.
And, if n < m, then the binomial coefficients vanish when n < j 6 m.
So we can replace the variable upper bound in this sum by m:
P(nx) =
m∑
j=0
(
n
j
)
△jP(0; xj)
for every n ∈ N. We have
(
n
j
)
=
nj
j!
=
1
j!
j∑
k=0
[
j
k
]
(−1)j−knk , (11)
where nj = n(n − 1) . . . (n − j + 1) denote the falling factorial powers
and
[
j
k
]
are the Stirling numbers of the first kind [6]. We now have
P(nx) =
m∑
j=0
j∑
k=0
1
j!
[
j
k
]
(−1)j−knk△jP(0; xj) .
Interchanging the order of summation gives
P(nx) =
m∑
k=0
nk
m∑
j=k
1
j!
[
j
k
]
(−1)j−k△jP(0; xj)
for every n ∈ N. But we also have
P(nx) =
m∑
k=0
nk Pk(x)
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for every n.Comparing these, we arrive at a formula for Pk(x) in terms of
the differences of P at the origin:
Pk(x) =
m∑
j=k
1
j!
[
j
k
]
(−1)j−k△jP(0; xj) . (12)
This gives one way to express Pk in terms of P. Taking another approach,
we apply (9) to compute the kth pure difference
△kP(0, (tx)k) =
m∑
j=k
k!
{
j
k
}
Pj(x)t
j
for x ∈ E and t ∈ R, giving
Pk(x) = lim
t→0
△kP(0; (tx)k)
k! tk
. (13)
In the same way, from (7) we get
Ak(x1, . . . , xk) = lim
t→0
△kP(0; tx1, . . . , txk)
k! tk
. (14)
When P is vector valued, these limits are taken with respect to the finest
locally convex topology.
If P is a Q-polynomial of degree m, then all differences of P of order m+1
vanish. Mazur and Orlicz [12] showed that this condition is also sufficient.
Mazur-Orlicz Theorem. [12] Let E, F be vector spaces. A mapping
P : E → F is a Q-polynomial of degree m or less if and only if it satisfies
the condition △m+1P(x;hm+1) = 0 for all x,h ∈ E.
This result has been rediscovered by a number of authors in various set-
tings. See for example [13, 8, 16, 17]. Note that, by virtue of the iden-
tity (6), the condition that all the pure differences△m+1P(x;hm+1) vanish
is equivalent to the vanishing of the mixed differences△k+1P(x;h1, . . . ,hk+1)
for all x,h1, . . . ,hk+1 ∈ E.
3. Positive Polynomials on Riesz Spaces
Now let E and F be Riesz spaces. All the Riesz spaces considered are
assumed to be archimedean. A k-homogeneous Q-polynomial Pk = Aˆk
is said to be positive if the symmetric k-additive mapping Ak is positive
in each variable. In other words, we have Ak(x1, . . . , xk) > 0 for all
x1, . . . , xk > 0. It follows from (7) that Pk is positive if and only if
△nPk(x;h1, . . . ,hn) > 0
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for all n = 0, 1, . . . and all x,h1, . . . ,hn > 0. Taking n = 1, it follows
that Pk is positive and monotone on the positive cone of E: if 0 6 x 6 y,
then 0 6 Pk(x) 6 Pk(y). However, positivity and monotonicity on the
positive cone are not sufficient to guarantee positivity [11]. We note too
that in the above condition on the differences of Pk, we cannot replace
the mixed differences by pure differences. A homogeneous polynomial on
Rn is positive if and only if all the coefficients in its monomial expansion
are nonnegative. Thus the 3-homogeneous polynomial on R3 given by
P(x) = x31+x
3
2+x
3
3+3x
2
1(x2+x3)+3x
2
2(x1+x3)+3x
2
3(x1+x2)−6x1x2x3
is not positve. But straightforward calculations show that△nP(x;hn) > 0
for all x,h > 0 and all n > 0.
A Q-polynomial P = P0 + · · ·+ Pm of degree m is said to be positive if
each of its homogeneous components Pk is positive.
Proposition 1. Let E, F be Riesz spaces and let P : E → F be a Q-
polynomial. The following are equivalent:
(a) P is positive.
(b) △nP(x;h1, . . . ,hn) > 0 for all n and for all x,h1, . . . ,hn > 0 in
E.
(c) △nP(0;h1, . . . ,hn) > 0 for all n and for all h1, . . . ,hn > 0 in E.
Proof. (a) =⇒ (b) follows immediately from the remarks preceding the
statement of the proposition and (b) =⇒ (c) is trivial.
Suppose that P satisfies (c). For the k-th component Pk = Aˆk and for
x1, . . . , xk > 0, we have, using (14),
Ak(x1, . . . , xk) = lim
t→0+
△kP(0; tx1, . . . , txk)
k! tk
.
and so each component of P is positive.

Bochnak and Siciak [3, Corollary 3] showed that a mapping P : E → F
between vector spaces is a polynomial if and only if P is a polynomial on
every affine line in E. This result does not extend to positive polynomials
on Riesz spaces. The example given before the last proposition shows that
it is possible for a non-positive polynomial to be positive on every affine
line.
A 1-homogeneous Q-polynomial is just an additive mapping, which need
not be linear. However, every positive additive mapping (with an archimedean
range) is linear. The same is true for polynomials. Before stating the next
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result, we recall that all the Riesz spaces in question are assumed to be
archimedean.
Proposition 2. Every positive Q-polynomial between Riesz spaces is a
polynomial.
Proof. Let P = P0 + · · ·+ Pm : E→ F be a positive Q-polynomial. Each
homogeneous component Pk = Aˆk is positive. For each j between 1 and k,
if we fix positive x1, . . . , xj−1, xj+1, . . . xk ∈ E, then xj 7→ Ak(x1, . . . , xk)
is a positive additive mapping from E into F and so is linear. Thus Ak is
linear in each variable and so Pk is a k-homogeneous polynomial. Therefore
P is a polynomial. 
More generally, every order bounded additive mapping from a Riesz space
into a Dedekind complete Riesz space is linear (see, for example, [5]). We
recall that a mapping from E to F is said to be order bounded if it maps
every order interval in E into an order bounded subset of F.
Proposition 3. Let E, F be Riesz spaces and suppose that F is Dedekind-
complete. Then every order bounded Q-polynomial from E into F is a
polynomial.
Proof. Let P = P0+ · · ·+Pm : E→ F be an order bounded Q-polynomial.
For each k, it follows from (10) that Pk(x) is a linear combination of
the values P(jx), 0 6 j 6 m, with coefficients that are independent of
x. Hence Pk is also order bounded. If Pk is generated by the symmetric
k-additive mapping Ak, then by the polarization formula, Ak is an order
bounded function of each of its k variables. Therefore Ak is linear in
each variable and so Pk is a k-homogeneous polynomial. Thus P is a
polynomial. 
The Kantorovich extension theorem [1, Theorem 1.10] is a fundamental
tool in the linear theory. It states that an additive mapping T : E+ → F+
between the positive cones of two Riesz spaces extends to a unique positive
linear mapping from E into F. In order to prove an analogous result for
polynomial mappings, we have to find a way to express the appropriate
forms of the additivity and positivity properties. This can be done using
finite differences.
We start with a result for k-homogeneous mappings.
Lemma 1. Let E, F, be Riesz spaces and let f : E+ → F be a mapping
that satisfies
(i) △k+1f(0;hk+1) = 0 for all h ∈ E+,
(ii) f(nx) = nkf(x) for all x ∈ E+, n ∈ N ,
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for some k > 0. Then f extends to a unique k-homogeneous Q-polynomial
P : E→ F.
Proof. We use a similar line of argument to that in [12, Satz I.]. The case
k = 0 is trivial, so assume that k > 1. We claim that condition (i) implies
that
△k+1f(0,h1, . . . ,hk+1) = 0
for every h1, . . . ,hk+1 > 0. Note that this does not follow from (6), since
we are now dealing with positive increments only. We take the Newton
expansion of f(x + nh) where x,h > 0 and n ∈ N. As the differences
of f of order j vanish for j > k and the binomial coefficients vanish when
n < j 6 k, we have
f(x+ nh) =
k∑
j=0
(
n
j
)
△jf(x;hj) ,
which is a polynomial in n of degree k or less. Applying this argument a
second time, we see that f(x+n1h1+n2h2) is a polynomial in the variables
n1, n2. Iterating this k times with x = 0, we find that f(n1h1 + · · · +
nk+1hk+1) is a polynomial in n1, . . . ,nk+1 ∈ N. Fixing h1, . . . ,hk+1 > 0,
let g : Nk+1 → F be the polynomial given by g(n1, . . . ,nk+1) = f(n1h1+
· · · + nk+1hk+1). It follows by condition (ii) that g is k-homogeneous.
Now
△k+1f(0;h1, . . . ,hk+1) =
∑
δi=0,1
(−1)k+1−
∑
δi f(δ1h1 + · · ·+ δk+1hk+1)
is the same as the (k+1)st difference of g at 0 with increments e1, . . . , ek+1.
Since g is a k-homogeneous polynomial, these differences vanish. This es-
tablishes our claim.
It follows that the mapping
A(x1, . . . , xk) =
1
k!
△kf(0; x1, . . . , xk)
for x1, . . . , xk > 0 is additive in each of its k variables. We extend A one
variable at a time to a mapping A˜ : Ek → F. Thus, A˜(x1, x2, . . . , xm) is
defined to be A(x+1 , x2, . . . , xm) −A(x
−
1 , x2, . . . , xm) for x2, . . . , xm > 0,
and so on. It is easy to see that this extension is additive in each variable
and unique.
Let P be the k-homogeneous Q-polynomial generated by A˜. We claim
that P extends f. To see this, let x ∈ E+. Then, using the k-homogeneity
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condition (ii),
P(x) = A(xk) =
1
k!
△kf(0, xk) =
1
k!
k∑
j=0
(−1)k−j
(
k
j
)
f(jx)
=
1
k!
k∑
j=0
(−1)k−j
(
k
j
)
jk f(x) = f(x) ,
using the identity
{m
k
}
=
1
k!
k∑
j=0
(−1)k−j
(
k
j
)
jm
with k = m. 
Proposition 4 (Kantorovich extension theorem for polynomials). Let E,
F be Riesz spaces with F archimedean and let f : E+ → F+ be a mapping
that satisfies
(i) △m+1f(x;hm+1) = 0 for all x,h ∈ E+, and
(ii) △kf(x;h1, . . . ,hk) > 0 for all x,h1, . . . ,hk ∈ E
+, 1 6 k 6 m ,
for somem ∈ N. Then f extends to a unique positive polynomial P : E→ F
of degree m or less.
Proof. Arguing as in the proof of the lemma, we take the Newton expansion
of f at 0, using the vanishing of the differences of order greater than m to
get
f(nx) =
m∑
j=0
(
n
j
)
△jf(0; xj)
for n ∈ N and x > 0. Using (11) to represent the binomial coefficients in
terms of powers of n, we see that this expression can be rearranged into
the form
f(nx) =
m∑
k=0
fk(x)n
k
where
fk(x) =
m∑
j=k
1
j!
[
j
k
]
(−1)j−k△jf(0; xj) .
From the fact that f(n(px)) = f((np)x) for n,p ∈ N, we get that
fk(px) = p
kfk(x) for each k. And it follows from the interpolation formula
(10) that the mappings fk satisfy the condition △
m+1fk(0,h
m+1) = 0 for
every x,h > 0. Together, these two facts imply that △k+1fk(0,h
k+1) = 0
for every x,h > 0.
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It follows from the lemma that each fk extends to a k-homogeneous Q-
polynomial Pk. Thus P =
∑
k Pk is a Q-polynomial that agrees with f
on E+. By condition (ii), P is positive and so, by Proposition 2, P is a
polynomial. 
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