Abstract. In this paper I present a new Stata program, xtscc, which estimates pooled OLS/WLS and fixed effects (within) regression models with Driscoll and Kraay (Review of Economics and Statistics 80: 549-560) standard errors. By running Monte Carlo simulations, I compare the finite sample properties of the crosssectional dependence consistent Driscoll-Kraay estimator with the properties of other, more commonly employed covariance matrix estimators that do not account for cross-sectional dependence. The results indicate that Driscoll-Kraay standard errors are well calibrated when cross-sectional dependence is present. However, erroneously ignoring cross-sectional correlation in the estimation of panel models can lead to severely biased statistical results. I illustrate the use of the xtscc program by considering an application from empirical finance. Thereby, I also propose a Hausman-type test for fixed-effects that is robust to very general forms of cross-sectional and temporal dependence.
Introduction
In social sciences and particularly in economics it has become common to analyze largescale microeconometric panel datasets. Compared to purely cross-sectional data, panels are attractive since they often contain far more information than single cross-sections and thus allow for an increased precision in estimation. Unfortunately, however, actual information of microeconometric panels is often overstated since microeconometric data is likely to exhibit all sorts of cross-sectional and temporal dependencies. In the words of Cameron and Trivedi (2005, p. 702 ) "NT correlated observations have less information than NT independent observations". Therefore, erroneously ignoring possible correlation of regression disturbances over time and between subjects can lead to biased statistical inference. To ensure validity of the statistical results, most recent studies which include a regression on panel data therefore adjust the standard errors of the coefficient estimates for possible dependence in the residuals. However, according to Petersen (2007) a substantial fraction of recently published articles in leading finance journals still fails to adjust the standard errors appropriately. Furthermore, while most empirical studies now provide standard error estimates that are heteroscedasticity and autocorrelation consistent, cross-sectional or "spatial" dependence is still largely ignored.
However, assuming that the disturbances of a panel model are cross-sectionally independent is often inappropriate. While it might be difficult to convincingly argue why xtscc country or state level data should be spatially uncorrelated, numerous studies on social learning, herd behavior, and neighborhood effects clearly indicate that microeconometric panel datasets are likely to exhibit complex patterns of mutual dependence between the cross-sectional units (e.g. individuals or firms).
1 Furthermore, because social norms and psychological behavior patterns typically enter panel regressions as unobservable common factors, complex forms of spatial and temporal dependence may even arise when the cross-sectional units have been randomly and independently sampled.
Provided that the unobservable common factors are uncorrelated with the explanatory variables, the coefficient estimates from standard panel estimators 2 are still consistent (but inefficient). However, standard error estimates of commonly applied covariance matrix estimation techniques 3 are biased and hence statistical inference that is based on such standard errors is invalid. Fortunately, Driscoll and Kraay (1998) propose a nonparametric covariance matrix estimator which produces heteroscedasticity consistent standard errors that are robust to very general forms of spatial and temporal dependence.
Stata has a long tradition of providing the option to estimate standard errors that are "robust" to certain violations of the underlying econometric model. It is the aim of this paper to contribute to this tradition by providing a Stata implementation of Driscoll and Kraay's (1998) covariance matrix estimator for use with pooled OLS estimation and fixed effects regression. In contrast to Driscoll and Kraay's original contribution which only considers balanced panels, I adjust their estimator for use with unbalanced panels and use Monte Carlo simulations to investigate the adjusted estimator's finite sample performance in case of medium-and large-scale (microeconometric) panels. Consistent with Driscoll and Kraay's original finding for small balanced panels, the Monte Carlo experiments reveal that erroneously ignoring spatial correlation in panel regressions typically leads to overly optimistic (anti-conservative) standard error estimates irrespective of whether a panel is balanced or not. Although Driscoll and Kraay standard errors tend also to be slightly optimistic, their small sample properties are significantly better than those of the alternative covariance estimators when cross-sectional dependence is present.
The rest of the paper is organized as follows. In the next section, I motivate why Driscoll and Kraay's covariance matrix estimator serves as a valuable supplement to Stata's existing capabilities. Section 3 describes the xtscc program which produces Driscoll and Kraay standard errors for coefficients estimated by pooled OLS/WLS and fixed effects (within) regression. Section 4 provides the formulas as they are implemented in the xtscc program. In Section 5, I present the set-up and the results of Monte Carlo experiments which compare the finite sample properties of the Driscoll-Kraay estimator with those of other, more commonly employed covariance matrix estimation techniques when the cross-sectional units are spatially dependent. Section 6 considers an empirical example from financial economics and demonstrates how the xtscc program can be used in practice. Furthermore, by extending the line of arguments proposed by Wooldridge (2002, p. 290) it is shown how the xtscc program can be applied to perform a Hausman test for fixed effects that is robust to very general forms of cross-sectional and temporal dependence. Section 7 concludes.
Motivation for the Driscoll-Kraay estimator
In order to ensure valid statistical inference when some of the underlying regression model's assumptions are violated, it is common to rely on "robust" standard errors. Probably the most popular of these alternative covariance matrix estimators has been developed by Huber (1967) , Eicker (1967) , and White (1980) . Provided that the residuals are independently distributed, standard errors which are obtained by aid of this estimator are consistent even if the residuals are heteroscedastic. In Stata 9, heteroscedasticity consistent or "White" standard errors are obtained by choosing option vce(robust) which is available for most estimation commands.
Extending the work of White (1980 White ( , 1984 and Huber (1967) , Arellano (1987) , Froot (1989) and Rogers (1993) show that it is possible to somewhat relax the assumption of independently distributed residuals. Their generalized estimator produces consistent standard errors if the residuals are correlated within but uncorrelated between "clusters". Stata's estimation commands with option robust also contain a cluster() option and it is this option which allows the computation of so-called Rogers or clustered standard errors.
4
Another approach to obtain heteroscedasticity and autocorrelation (up to some lag) consistent standard errors was developed by Newey and West (1987) . Their GMM based covariance matrix estimator is an extension of White's estimator as it can be shown that the Newey-West estimator with lag length zero is identical to the White estimator. Although Newey-West standard errors have initially been proposed for use with time series data only, panel versions are available. In Stata, Newey-West standard errors for panel datasets are obtained by choosing option force of the newey command.
While all these techniques of estimating the covariance matrix are robust to certain violations of the regression model assumptions, they do not consider cross-sectional correlation. However, due to social norms and psychological behavior patterns, spatial dependence can be a problematic feature of any microeconometric panel dataset even if the cross-sectional units (e.g. individuals or firms) have been randomly selected. Therefore, assuming that the residuals of a panel model are correlated within but uncorrelated between groups of individuals often imposes an artificial and inappropriate constraint on empirical models. In many cases it would be more natural to assume that the residuals are correlated both within groups as well as between groups.
In an early attempt to account for heteroscedasticity as well as for temporal and spatial dependence in the residuals of time-series cross-section models, Parks (1967) xtscc proposes a feasible generalized least squares (FGLS) based algorithm which has been popularized by Kmenta (1986) . Unfortunately, however, the Parks-Kmenta method which is implemented in Stata's xtgls command with option panels(correlated) is typically inappropriate for use with medium-and large-scale microeconometric panels due to at least two reasons. First, this method is infeasible if the panel's time dimension T is smaller than its cross-sectional dimension N which is almost always the case for microeconometric panels. 5 Second, Beck and Katz (1995) show that the Parks-Kmenta method tends to produce unacceptably small standard error estimates.
To mitigate the problems of the Parks-Kmenta method, Beck and Katz (1995) suggest to rely on OLS coefficient estimates with panel corrected standard errors (PCSE). In Stata, pooled OLS regressions with panel corrected standard errors can be estimated with the xtpcse command. Beck and Katz (1995) convincingly demonstrate that their 5. The reason for the Parks-Kmenta and other large T asymptotics based covariance matrix estimators becoming infeasible when N gets large compared to T is due to the impossibility to obtain a nonsingular estimate of the N × N matrix of cross-sectional covariances when T < N. See Beck and Katz (1995) for details.
large T asymptotics based standard errors which correct for contemporaneous correlation between the subjects perform well in small panels. Nevertheless, it has to be expected that the finite sample properties of the PCSE estimator are rather poor when the panel's cross-sectional dimension N is large compared to the time dimension T . The reason for this is that Beck and Katz's (1995) PCSE method estimates the full N × N cross-sectional covariance matrix and this estimate will be rather imprecise if the ratio T /N is small. Therefore, when working with medium-and large-scale microeconometric panels it seems tempting to implement parametric corrections for spatial dependence. However, considering large N asymptotics, such corrections require strong assumptions about their form because the number of cross-sectional correlations grows with rate N 2 while the number of observations only increases by rate N . In order to maintain the model's feasibility, empirical researchers therefore often presume that the cross-sectional correlations are the same for every pair of cross-sectional units such that the introduction of time dummies purges the spatial dependence. However, constraining the cross-sectional correlation matrix is prone to misspecification and hence it is desirable to implement nonparametric corrections for the cross-sectional dependence.
By relying on large T asymptotics, Driscoll and Kraay (1998) demonstrate that the standard nonparametric time series covariance matrix estimator can be modified such that it is robust to very general forms of cross-sectional as well as temporal dependence. Loosely speaking, Driscoll and Kraay's methodology applies a Newey-West type correction to the sequence of cross-sectional averages of the moment conditions. Adjusting the standard error estimates in this way guarantees that the covariance matrix estimator is consistent, independently of the cross-sectional dimension N (i.e. also for N → ∞). Therefore, Driscoll and Kraay's approach eliminates the deficiencies of other large T consistent covariance matrix estimators such as the Parks-Kmenta or the PCSE approach which typically become inappropriate when the cross-sectional dimension N of a microeconometric panel gets large. The error structure is assumed to be heteroscedastic, autocorrelated up to some lag, and possibly correlated between the groups (panels). These standard errors are robust to very general forms of cross-sectional ("spatial") and temporal dependence when the time dimension becomes large. Because this nonparametric technique of estimating standard errors does not place any restrictions on the limiting behavior of the number of panels, the size of the cross-sectional dimension in finite samples does not constitute a constraint on feasibility -even if the number of panels is much larger than T . Nevertheless, because the estimator is based on an asymptotic theory one should be somewhat cautious with applying this estimator to panels which contain a large cross-section but only a very short time dimension.
The xtscc program is suitable for use with both, balanced and unbalanced panels, respectively. Furthermore, it is capable to handle missing values.
Options
lag(#) specifies the maximum lag to be considered in the autocorrelation structure.
By default, a lag length of m(T ) = f loor[4(T /100) 2/9 ] is assumed (see Section 4.4). 
Remarks
The main procedure of xtscc is implemented in Mata and is based in parts on Driscoll and Kraay's original GAUSS program which can be downloaded from John Driscoll's homepage (www.johncdriscoll.net).
The xtscc program includes several functions from Ben Jann's moremata package.
Panel models with Driscoll and Kraay standard errors
Although Driscoll and Kraay's (1998) covariance matrix estimator is perfectly general and by no means limited to the use with linear panel models, I restrict the presentation of the estimator to the case implemented in the xtscc program, i.e. to linear regression. In contrast to Driscoll and Kraay's original formulation, the estimator below is adjusted for use with both balanced and unbalanced panel datasets, respectively.
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When option fe is chosen or if analytic weights are provided along with the pooled option, the xtscc program first transforms the variables in a way which allows for estimation by OLS. In case of fixed effects estimation, the corresponding transform is the within transformation and for weighted least squares estimation the transform applied is the WLS transform. Both transforms are described below.
Driscoll and Kraay standard errors for pooled OLS estimation
Consider the linear regression model
where the dependent variable y it is a scalar, x it is a (K + 1) × 1 vector of independent variables whose first element is 1, and θ is a (K + 1) × 1 vector of unknown coefficients. i denotes the cross-sectional units ("individuals") and t denotes time. It is common to stack all observations as follows:
Note that this formulation allows the panel to be unbalanced since for individual i only a subset t i1 , ... , T i with 1 ≤ t i1 ≤ T i ≤ T of all T observations may be available. It is assumed that the regressors x it are uncorrelated with the scalar disturbance term ε is for all s, t (strong exogeneity). However, the disturbances ε it themselves are allowed to be autocorrelated, heteroscedastic, and cross-sectionally dependent. Under these presumptions θ can consistently be estimated by ordinary least squares (OLS) regression which yieldsθ = (X X) −1 X y .
6. For details on the regularity conditions under which Driscoll and Kraay standard errors are consistent, see Driscoll and Kraay (1998) and Newey and West (1987) .
xtscc
Driscoll and Kraay standard errors for the coefficient estimates are then obtained as the square roots of the diagonal elements of the asymptotic (robust) covariance matrix
whereŜ T is defined as in Newey and West (1987) :
( 1) In expression (1), m(T ) denotes the lag length up to which the residuals may be autocorrelated and the modified Bartlett weights
ensure positive semi-definiteness ofŜ T and smooth the sample autocovariance function such that higher order lags receive less weight.
Note that in (2) the sum of the individual time t moment conditions h it (θ) runs from 1 to N (t) where N is allowed to vary with t. This tiny adjustment to Driscoll and Kraay's (1998) original estimator suffices to make their estimator ready for use with unbalanced panels. In the case of pooled OLS estimation the individual orthogonality conditions h it (θ) in (2) are the (K + 1) × 1 dimensional moment conditions of the linear regression model, i.e.
From (1) and (2) it follows that Driscoll and Kraay's covariance matrix estimator equals the heteroscedasticity and autocorrelation consistent covariance matrix estimator of Newey and West (1987) applied to the time series of cross-sectional averages of the h it (θ).
7 By relying on cross-sectional averages, standard errors estimated by this approach are consistent independently of the panel's cross-sectional dimension N . Driscoll and Kraay (1998) show that this consistency result even holds for the limiting case where N → ∞. Furthermore, estimating the covariance matrix by aid of this approach yields standard errors that are robust to very general forms of cross-sectional and temporal dependence.
7. While this representation of Driscoll and Kraay's covariance matrix estimator emphasizes the fact that the estimator belongs to the robust group of covariance matrix estimators, the exposition in Driscoll and Kraay (1998) makes it somewhat simpler to see that their estimator indeed applies a Newey-West type correction to the sequence of cross-sectional averages of the moment conditions.
Fixed-effects regression with Driscoll and Kraay standard errors
The xtscc program's option fe estimates fixed-effects (within) regression models with Driscoll and Kraay standard errors. The respective fixed-effects estimator is implemented in two steps. In the first step all model variables z it ∈ {y it , x it } are withintransformed as follows (see [XT] xtreg):
Recognizing that the within-estimator corresponds to the OLS estimator of
the second step then estimates the transformed regression model in (3) by pooled OLS estimation with Driscoll and Kraay standard errors (see Section 4.1).
(WLS) regression with Driscoll and Kraay standard errors
As for the fixed-effects estimator, weighted least squares (WLS) regression with Driscoll and Kraay standard errors is also performed in two steps. The first step applies the WLS transformz it = √ w it z it to all model variables including the constant (i.e. z it ∈ {y it , x it }) and the second step then estimates the transformed model in (4) by pooled OLS estimation (see [R] regress and Verbeek (2004, p. 84) ):
A note on lag length selection
In expression (1), m(T ) denotes the lag length up to which the residuals may be autocorrelated. Strictly speaking, by constraining the residuals to be autocorrelated up to some lag m(T ), only moving average (MA) processes of the residuals are considered. Fortunately, this is not necessarily a problem since autoregressive (AR) processes normally can well be approximated by finite order MA processes. However, for the case of using modified Bartlett weights (see above), Newey and West (1987) have shown that their estimator is consistent if the number of lags included in the estimation of the covariance matrix, m(T ), increases with T but at a rate slower than T 1/4 . Therefore, it is not advisable to select an m(T ) which is close to the maximum lag length (i.e. m(T ) = T − 1) even if one is convinced that the residuals follow an AR process.
In order to assist the researcher by choosing m(T ), Andrews (1991) , Newey and West (1994) , and others have developed what is known as "plug-in" estimators. Plug-in estimators are automized procedures which deliver the optimum number of lags according to an asymptotic mean squared error criterion. Hence, the lag length m(T ) that is selected by a "plug-in" estimator depends on the data at hand. Unfortunately, however, no such procedure is available in official Stata right now. xtscc Therefore, the xtscc program uses a simple rule of thumb for selecting m(T ) when no lag(#) option is specified. The heuristic applied is taken from the first step of Newey and West's (1994) plug-in procedure and sets
Note, however, that choosing the lag length like this is not necessarily optimal because this choice is essentially independent from the underlying data. In fact, this simple rule of selecting the lag length tends to choose an m(T ) which might often be too small.
Monte Carlo Evidence
By theory, the coefficient estimate of a 95% confidence interval should contain the true coefficient value in 95 out of 100 cases. The coverage rate measures how well this assumption is met in practice. For example, if an econometric estimator is perfectly calibrated, then the coverage rate of the 95% confidence interval should be close to the nominal value, i.e. close to 0.95. However, when coverage rates and hence standard error estimates are biased, statistical tests (such as the t-test) lose their validity. Therefore, coverage rates are an important measure for assessing whether or not statistical inference is valid under certain circumstances.
While it is well-known that the coverage rates of OLS standard errors are perfectly calibrated when all OLS assumptions are met, remarkably few is known about how well standard error estimates perform when the residuals and the explanatory variables of large-scale microeconometric panels are cross-sectionally and temporally dependent. Although there are both, studies which address the consequences of spatial and temporal dependence explicitly 8 and studies that consider medium-and large-scale panels, 9 respectively, I am not aware of an analysis which investigates the small sample properties of standard error estimates for large-scale panel datasets with spatially dependent cross-sections. But as has been argued before, assuming that the subjects (e.g. individuals or firms) of medium-and large-scale microeconometric panels are independent of each other might often be equivocal in practice due to things like social norms, herd behavior, and neighborhood effects.
The Monte Carlo simulations presented in this section consider both large-scale panels and intricate forms of cross-sectional and temporal dependence, respectively. By comparing the coverage rates from several techniques of estimating ("robust") standard errors for linear panel models I can replicate and extend Driscoll and Kraay's original finding that cross-sectional dependence can lead to severely biased standard error estimates if it is not accounted for appropriately. Even though coverage rates of Driscoll and Kraay standard errors are typically below their nominal value, Driscoll and Kraay standard errors have significantly better small sample properties than commonly applied alternative techniques for estimating standard errors when cross-sectional dependence is present. This result holds irrespective of whether a panel dataset is balanced or not.
8. e.g. see Driscoll and Kraay (1998) and Beck and Katz (1995) 9. e.g. see Bertrand et al. (2004) and Petersen (2007) 
Specification
Without loss of generality, the Monte Carlo experiments are based on estimating the following bivariate regression model:
In (5) it is assumed that the independent variable x it is uncorrelated with the disturbance term ε it , i.e. corr(x it , ε it ) = 0. To introduce cross-sectional and temporal dependence, both the explanatory variable x it and the disturbance term ε it contain three components: An individual specific long-run mean (x i , ε i ), an autocorrelated common factor (g t , f t ), and an idiosyncratic forcing term (ω it , ϑ it ). Accordingly, x it and ε it are specified as follows:
The common factors g t and f t in (6) are constructed as AR (1) processes:
For simplicity, but again without loss of generality, it is assumed that the within variance of x it , ε it , g t , and f t is one. Together with the condition that the forcing terms ω it , ϑ it , w t , and v t are independently and normally distributed, it follows that
Considering these distributional assumptions about the forcing terms, some algebra yields that for realized values of x i and θ i the correlation between x it and x j,t−s is given by
Similarly, for the correlation between ε it and ε j,t−s it follows that
To complete the specification of the Monte Carlo experiments, it is assumed that both the subject specific fixed effects (x i , ε i ) and the idiosyncratic factor sensitivities (θ i , λ i ), respectively, are uniformly distributed:
Parameter settings ("scenarios")
Because the parameters a and b in (8) are irrelevant for the correlations between subjects, they are arbitrarily fixed to a = 1.5 and b = 0.6 in all Monte Carlo experiments.
10 10. For a detailed discussion on the consequences of changes in the size of subject specific fixed effects for statistical inference, see Petersen (2007) .
xtscc Accordingly, the total variances (i.e. within plus between variance) of x it and e it are σ 2 x = 1 + a 2 /3 = 1.75 and σ 2 ε = 1 + b 2 /3 = 1.12, respectively. By contrast, parameter values for τ 1 , τ 2 , ι 1 , and ι 2 are altered in the simulations because they directly impact the degree of spatial dependence. A total of six different scenarios is considered:
1. τ 1 = τ 2 = ι 1 = ι 2 = 0. This is the reference case where all assumptions of the fixed-effects (within) regression model are perfectly met. In this scenario, x it and ε it both contain an individual specific fixed effect but they are independently distributed between subjects and across time. By denoting with r(p, q) the average or expected correlation between p and q it follows immediately that here we have
2. τ 1 = ι 1 = 0 and τ 2 = ι 2 = 1/2. In this case, the expected contemporaneous between subject correlations are given by r(x it , x jt ) = r(ε it , ε jt ) = 0.125 (for i = j).
4. τ 1 = ι 1 = 0.6 and ι 2 = τ 2 = 1. Here, the expected contemporaneous between correlations are quite high:
5. τ 1 = 0.6, τ 2 = 1, ι 1 = 0, and ι 2 = 1/2. This results in r(x it , x jt ) = 0.64 and r(ε it , ε jt ) = 0.125 (for i = j).
6. τ 1 = 0, τ 2 = 1/2, ι 1 = 0.6, and ι 2 = 1. In this scenario the independent variable is only weakly correlated (r(x it , x jt ) = 0.125 for i = j) between subjects but the residuals are highly dependent (r(ε it , ε j,t ) = 0.64).
These six scenarios are simulated for three levels of autocorrelation, where for brevity reasons only the case ρ = γ is considered in this paper. The autocorrelation parameters ρ and γ are set to 0, 0.25, and 0.5, respectively. Finally, y it is generated according to equation (5) with parameters α and β arbitrarily set to 0.1 and 0.5, respectively.
Results

Reference simulation: Medium-sized microeconometric panel with quarterly data
In the first simulation I consider the case of a medium-sized microeconometric panel with N = 1,000 subjects and time dimension T max = 40 as it is typically encountered in corporate finance studies with quarterly data. For all parameter settings, a Monte Carlo simulation with 1,000 replications is run for both balanced and unbalanced panels, respectively. To generate the datasets for the unbalanced panel simulations, I assume that the panel starts with a full cross-section of N = 1,000 subjects that are labeled by a running number ranging from 1 to 1,000. Then, from t = 2 on, only the subjects i with i > f loor(N (t − 1)/(T max − 1)) remain in the panel. Hence, while the datasets in the balanced panel simulations contain a total of 40,000 observations, those of the unbalanced panel simulations only comprise 20,018 observations. To summarize, the Monte Carlo simulations for each of the 18 parameter settings 11 defined in Section 5.2 proceed as follows:
1. Generation of a panel dataset with N = 1,000 subjects and T max = 40 time periods as specified above.
2. Estimation of the regression model in (5) by pooled OLS and fixed effects regression. In case of pooled OLS estimation five covariance matrix estimators are considered. For the fixed effects regression four techniques of obtaining standard errors are applied.
3. After having replicated steps (1) and (2) a 1,000 times, the coverage rates of the 95% confidence intervals for all nine standard error estimates are gathered. This is achieved by obtaining the fraction of times the nominal 95%-confidence interval forα (β) contains the true coefficient value of α = 0.1 (β = 0.5). Figure 1 contains the results of the balanced panel simulation. Interestingly, although the reference case of scenario 1 perfectly meets the assumptions of the fixedeffects (within) regression model, pooled OLS estimation delivers coverage rates for the intercept termα that are not worse than those of the fixed-effects regressions. On the contrary, Rogers standard errors obtained from pooled OLS regression are the single SE estimates for which the coverage rates ofα correspond to their nominal value.
Turning to the estimates for the slope coefficientβ, Figure 1 reveals that here all the standard error estimates obtained from fixed effects regression are perfectly calibrated under the parameter settings of scenario 1 (i.e. τ 1 = τ 2 = ι 1 = ι 2 = 0). Considering the fact that scenario 1 perfectly obeys the fixed effects regression model, these simulation results are perfectly in line with the theoretical properties of the fixed effects estimator. Surprisingly, though, not only FE standard errors are appropriate under scenario 1 but also are Rogers standard errors for pooled OLS estimation. Finally and consistently with Driscoll and Kraay's (1998) original findings, Figure 1 reveals that the coverage rates of Driscoll and Kraay standard errors are slightly worse than those of the other more commonly employed covariance matrix estimators when the residuals are spatially uncorrelated (i.e. for scenario 1).
However, the results change significantly when cross-sectional dependence is present. For OLS, White, Rogers, and Newey-West standard errors cross-sectional correlation leads to coverage rates that are far below their nominal value irrespective of whether regression model (5) is estimated by pooled OLS or fixed effects regression. Even worse, although the true model contains individual specific fixed-effects, the coverage rates of the within regressions are actually lower than those of the pooled OLS estimation. Interestingly, Rogers standard errors for pooled OLS are again comparably well calibrated. However, they also tend to be overly optimistic when the cross-sectional units are spatially dependent.
In addition, Figure 1 also indicates that the coverage rates of OLS, White, Rogers, and Newey-West standard errors are negatively related to the level of cross-sectional dependence. In other words, the more spatially correlated the subjects are, the more severely upward biased will be the t-values of linear panel models estimated with OLS, White, Rogers, and Newey-West standard errors. Furthermore, a comparison of the results for scenarios (2) and (5) suggests that an increase in the cross-sectional dependence of the explanatory variable x it exacerbates underestimation of the standard errors and correspondingly lowers coverage rates further.
Looking at the consequences of temporal dependence, Figure 1 shows that autocorrelation tends to worsen coverage rates. However, it is somewhat difficult to appropriately assess the impact of serial correlation for the coverage rates as the simulation presented here only considers comparably low levels of autocorrelation, the highest average or expected autocorrelation coefficient being equal to
Nevertheless, the figure indicates that the (additional) impact of autocorrelation for the coverage rates of coefficient estimates is relatively small when cross-sectional dependence is present.
Finally, from Figure 1 we see that Driscoll and Kraay standard errors tend to be slightly optimistic, too. However, when spatial dependence is present then DriscollKraay standard errors are much better calibrated (and thus far more "robust") than OLS, White, Rogers, and Newey-West standard errors. Furthermore and in contrast to the aforementioned estimators, the coverage rates of Driscoll-Kraay standard errors are almost invariant to changes in the level of cross-sectional and temporal correlation.
A comparison of Figures 1 and 2 the slight adjustment of Driscoll and Kraay's (1998) original estimator implemented in the xtscc command seems to work well in practice. Figure 1 above. Here, for each covariance matrix estimator considered in the analysis the average standard error estimate from the simulation is divided by the standard deviation of the coefficient estimates. The standard deviation of the estimated coefficients is the true standard error of the regression. Therefore, for a covariance matrix estimator to be unbiased this ratio should be close to one. Consistent with the findings from above, Figure 3 shows that Rogers standard errors for pooled OLS are perfectly calibrated when no cross-sectional correlation is present. However, OLS, White, Rogers, and Newey-West standard errors worsen when spatial correlation increases. Contrary to this, calibration of the Driscoll and Kraay covariance matrix estimator is largely independent from cross-sectional dependence. Since the results of the unbalanced panel simulation turn out to be qualitatively similar to those presented in Figure 3 , they are not depicted here for brevity.
Alternative simulations: Large-scale microeconometric panel with annual data
The results of the reference simulation discussed in the last section suggest that the small sample properties of Driscoll-Kraay standard errors outperform those of other (more) commonly employed covariance matrix estimators when cross-sectional dependence is present. However, by considering that Driscoll and Kraay's (1998) nonparametric covariance matrix estimator relies on large T asymptotics one might argue that specifying T = 40 in the reference simulation is clearly in favor of the Driscoll-Kraay estimator.
As a robustness check and in order to obtain a more comprehensive picture about the small sample performance of Driscoll-Kraay standard errors I therefore perform a set of four additional simulations. Specifically, I consider a large-scale microeconometric panel containing N = 2,500 subjects whose time dimension amounts to T = 5, 10, 15, and 25 periods. While being somewhat superior when there is no spatial dependence, coverage rates of OLS and Rogers standard errors in Figure 4 are clearly dominated by those of the Driscoll-Kraay estimator when cross-sectional correlation is present. Moreover, Figure 5 indicates that OLS and Rogers standard errors for pooled OLS tend to severely overstate actual information inherent in the dataset when the subjects are mutually dependent. Interestingly, both these results hold irrespective of the panel's time dimension T and they are particularly pronounced when the degree of cross-sectional dependence is high. 
Example: Bid-Ask-Spread of Stocks
In this section I consider an empirical example from financial economics. The dataset used in the application is by no means special in the sense that cross-sectional dependence is particularly pronounced. Rather, the dataset considered here is just an ordinary small-scale microeconometric panel as it might be used in any empirical study. The main objective of this exercise is to illustrate that choosing different techniques for obtaining standard error estimates can have substantial consequences for statistical inference. Furthermore, I demonstrate how the xtscc program can be used to perform a Hausman test for fixed effects that is robust to very general forms of spatial and temporal dependence. In the last part of the example it is shown how to test whether or not the residuals of a panel model are cross-sectionally dependent.
Introduction
The bid-ask spread is the difference between the ask price for which an investor can buy a financial asset and the (normally lower) bid price for which the asset can be sold. The bid-ask spread of stocks plays an important role in financial economics for a long time. As such it constitutes a major component of the transaction costs of equity trades (Keim and Madhavan (1998) ) and it has become a popular measure for a stock's liquidity in empirical finance studies.
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According to Glosten (1987) the bid-ask spread depends on several determinants, the most important being the degree of information asymmetries between market participants. Put simply, his theoretical model states that the more pronounced information asymmetries between market participants are, the wider should be the bid-ask spread. In this application I want to investigate whether or not typical measures for information asymmetries between market participants (e.g. firm size) are able to explain parts of the differences in quoted bid-ask spreads as suggested by Glosten's (1987) 
Description of the data
The BidAskSpread.dta dataset comprises an unbalanced panel whose subjects (i.e. the stocks) are identified by variable ID and whose time dimension is set by variable TDate. The quoted bid-ask spread, BA, serves as the dependent variable. Following Roll (1984) who argues that percentage bid-ask spreads may be more easily interpreted than 13. Campbell et al. (1997, p. 99 ) define liquidity of stocks as "the ability to buy or sell significant quantities of a security quickly, anonymously, and with relatively little price impact". xtscc absolute ones, variable BA is defined in relative terms as follows:
In expression (9), Bid it and Ask it denote the last bid and ask prices of stock i in month t, respectively.
Variable TRMS contains the monthly return of the MSCI Europe total return index in USD (in %) and variable TRMS2 is its square. TRMS2 constitutes a simple proxy for the stock market risk and hence reflects uncertainty about future economic prospects. The Size variable comprises the stocks' size decile. A value of 1 (10) indicates that the USD market capitalization of a stock was amongst the smallest (largest) 10% of the sample stocks in a given month. Finally, variable aVol measures the stocks' abnormal trading volume which is defined as follows:
Here, Vol it and T i denote the number (in thousands) of stocks i being traded on the last trading day of month t and the total number of non-missing observations for stock i, respectively.
The following Stata output lists an arbitrary excerpt of six consecutive observations from the BidAskSpread.dta dataset:
. use "BidAskSpread.dta", clear 
Technical note
The data at hand contains all the characteristics that are typical for microeconometric panels. While the dataset starts as a full panel, 27 out of 219 stocks leave the sample early. In addition to being unbalanced, the BidAskSpread-panel also contains gaps. For instance, variable BA is missing for all the stocks on March 29, 2002.
Regression Specification and Formulation of the Hypothesis
In order to investigate whether or not the cross-sectional differences in quoted bid-ask spreads can be partially explained by information differentials between market participants, I estimate the following linear regression model:
Here, i = 1, ..., 219 denotes the stocks and t = 491, ..., 551 is the month in Stata's time-series format. Glosten's (1987) model predicts that the degree of asymmetric information between market participants should be positively related to the bid-ask spread. In the finance literature it is generally believed that payed prices of frequently traded stocks contain more information than those of rarely transacted equities. Accordingly, asymmetric information between market participants is assumed to be smaller for liquid than for illiquid stocks which leads to the hypothesis that frequently traded stocks should have tighter bid-ask spreads than illiquid ones.
If this conjecture is correct we would expect that estimating regression model (10) yields β aVol < 0 because stock prices contain more information when abnormal trading volume is high compared to when it is low. Furthermore, similar reasoning leads to the expectation that the coefficient estimate for the Size variable is also negative since small stocks tend to be less frequently transacted than large stocks. However, in addition of being negative, the coefficient estimate for β Size should also be highly significant. This is due to the fact that besides Roll (1984) who finds that firm size is closely related to the stocks' "effective" bid-ask spread, numerous studies in empirical finance find evidence for fundamental return differentials between small and large stocks.
14 Since the volatility of stock market returns is closely related to the uncertainty about future economic prospects, bid-ask spreads are expected to be positively correlated with stock market risk. Hence, β TRMS2 should be positive. Finally, for variable TRMS no such information story or another compelling economic argument is immediate. Accordingly, whether the coefficient estimate for β TRMS should be positive or negative is indefinite on an ex-ante basis.
Pooled OLS estimation
Estimating the regression model in (10) is likely to produce residuals that are positively correlated over time. Furthermore, cross-sectional dependence cannot be completely ruled out due to possibly available common factors that are not considered in the analysis. Therefore, I follow the suggestion from Section 5.3 and estimate regression model (10) by pooled OLS with Driscoll and Kraay standard errors. Somewhat arbitrarily, a lag length of 8 months is chosen. However, the results turn out to be quite robust to changes in the selected lag length. The regression results fully confirm the hypothesis about the signs of the coefficient estimates. Furthermore and consistent with my conjecture from above, β Size is not only negative, but rather it is highly significant.
It is interesting to compare the results of pooled OLS estimation with DriscollKraay standard errors with those of alternative (more) commonly applied standard error estimates. Table 2 shows that statistical inference indeed depends substantially on the choice of the covariance matrix estimator. This can probably best be seen from variable aVol. While OLS standard errors lead to the conclusion that β aVol is highly significant on the 1% level, Driscoll and Kraay standard errors indicate that β aVol is insignificant even at the 10% level. However, Driscoll and Kraay standard errors need not necessarily be more conservative than those of other covariance estimators as it can easily be inferred from the t-values of β Size .
It is particularly interesting to compare the results for variable TRMS2. Although being significant at the one percent level, the t-stat obtained from Driscoll-Kraay standard errors is markedly lower than that of the other covariance matrix estimators considered in Table 2 . This is perfectly in line with the Monte Carlo evidence presented above, as in the presence of cross-sectional dependence coverage rates of OLS, White, Rogers, and Newey-West standard errors are low when an explanatory variable is highly correlated between subjects. Being a common factor, variable TRMS2 is perfectly positively correlated between the firms. Therefore, coverage rates of OLS, White, Rogers, and Newey-West standard errors are expected to be particularly low when spatial correlation is present. As a result, the comparably low t-stat of the Driscoll-Kraay estimator for variable TRMS2 suggests that cross-sectional dependence might indeed be present here. Unfortunately, however, this conjecture cannot be formally tested because no adequate testing procedure for cross-sectional dependence in the residuals of pooled OLS regressions is available in Stata right now. Therefore, a formal test for spatial dependence in the regression residuals has to be deferred to Section 6.7. There, I perform Pesaran's (2004) CD test on the residuals of the regression model in (10) being estimated by fixed effects regression. 
Robust Hausman test for fixed effects
If the pooled OLS model in (10) is correctly specified and the covariance between it and the explanatory variables is zero then either N → ∞ or T → ∞ is sufficient for consistency. However, pooled OLS regression yields inconsistent coefficient estimates when the true model is the fixed effects model, i.e.
with cov(α i , x it ) = 0 and i = 1, ..., 219. Under the assumption that the unobservable individual effects α i are time-invariant but correlated with the explanatory variables x it the regression model in (11) can be consistently estimated by fixed-effects or within regression.
In order to test for the presence of subject-specific fixed effects, it is common to perform a Hausman test. The null hypothesis of the Hausman test states that the random effects model is valid, i.e. that E(α i + e it |x it ) = 0. In this section I explain how the xtscc program can be used to perform a Hausman test that is heteroscedasticity consistent and robust to very general forms of spatial and temporal dependence.
xtscc
The exposition starts with the standard Hausman test as it is implemented in Stata's hausman command. Then, Wooldridge's (2002, p. 288ff ) suggestion on how to perform a panel-robust version of the Hausman test is adapted to form a test that is also consistent if cross-sectional dependence is present.
Standard Hausman test as it is implemented in Stata
Although pooled OLS regression yields consistent coefficient estimates when the random effects model is true (i.e. E(α i + e it |x it ) = 0), its coefficient estimates are inefficient under the null hypothesis of the Hausman test. Therefore, pooled OLS regression should not be used when testing for fixed effects. Because feasible GLS estimation is both consistent and efficient, respectively, under the null hypothesis of the Hausman test, it is more appropriate to compare the coefficient estimates obtained from FGLS with those of the FE estimator.
15 Due to numerical reasons, Wooldridge (2002, p. 290) Provided that the Hausman test applied here is valid (which it probably is not), the null hypothesis of no fixed-effects is rejected on the 5% level of significance. Therefore, the standard Hausman test leads to the conclusion that pooled OLS estimation is likely to produce inconsistent coefficient estimates for the regression model in (10). As a result, the regression model in (10) should be estimated by fixed effects (within) regression.
Alternative formulation of the Hausman test and robust inference
In his seminal work on specification tests in econometrics, Hausman (1978) showed that performing a Wald test of γ = 0 in the auxiliary OLS regression
is asymptotically equivalent to the chi-squared test conducted above. In (12), x 1it denotes the time-varying regressors, x 1i are the time-demeaned regressors, andλ = 1 − σ e / σ 2 e + T σ 2 α . For γ = 0, expression (12) reduces to the two-step representation of the random effects estimator. As a result, the null hypothesis of this alternative test (i.e. γ = 0) states that the random effects model is appropriate.
16 While this alternative formulation of the Hausman test does not necessarily have better finite sample properties than the standard Hausman test implemented in Stata's hausman command, it has the advantage of being computationally more stable in finite samples because it never encounters problems with non-positive definite matrices.
When α i or e it are not iid, then the random effects estimator is not fully efficient under the null hypothesis of E(α i + e it |x it ) = 0. As a result, estimating the augmented regression in (12) with OLS standard errors or running Stata's hausman test leads to invalid statistical inference. Unfortunately, however, it is quite likely that α i or e it are not iid as heteroscedasticity and other forms of temporal and cross-sectional dependency are often encountered in microeconometric panel datasets. In order to ensure valid statistical inference for the Hausman test when α i or e it are non-iid, Wooldridge (2002, p. 288ff ) therefore proposes to estimate the auxiliary regression in (12) with panel-robust standard errors. In Stata the respective analysis can be performed as follows:
. qui xtreg BA aVol Size TRMS2 TRMS, re . scalar lambda_hat = 1 -sqrt(e(sigma_e)^2/(e(g_avg)*e(sigma_u)^2+e(sigma_e)^2)) . Here, the null hypothesis of no fixed effects has to be rejected at the 10% level. Because of the marginal rejection of the null hypothesis, the regression model in (10) should be estimated by fixed effects regression to ensure consistency of the results. However, note that even though this alternative specification of the Hausman test is more robust than the one presented above, it is still based on the assumption that cov(e it , e js ) = 0 for i = j. Therefore, statistical inference will be invalid if cross-sectional dependence is present which is likely for microeconometric panel regressions.
To perform a Hausman test which is robust to very general forms of spatial and temporal dependence and which should be suitable for most microeconometric applications I adapt Wooldridge's suggestion and estimate the auxiliary regression in (12) . test aVol_fe Size_fe TRMS2_fe TRMS_fe
( 1) aVol_fe = 0 ( 2) Size_fe = 0 ( 3) TRMS2_fe = 0 ( 4) TRMS_fe = 0
The F-stat from the test of γ = 0 is much smaller than that of the panel-robust Hausman test encountered before and the null hypothesis of E(α i + e it |x it ) = 0 can no longer be rejected at any standard level of significance. Thus, after fully accounting for crosssectional and temporal dependence, the Hausman test indicates that the coefficient estimates from pooled OLS estimation should be consistent.
Note that if the average cross-sectional dependence of a microeconometric panel is positive (negative) on average, then the spatial correlation robust Hausman test suggested here is less (more) likely to reject the null hypothesis than the versions of the Hausman test described before.
Fixed effects estimation
Although the spatial correlation consistent version of the Hausman test indicates that the coefficient estimates from pooled OLS estimation should be consistent I nevertheless estimate regression model (10) by fixed-effects regression. Table 3 compares the results from different techniques of obtaining standard error estimates for the fixed-effects estimator.
With the exception of the t-values for the size variable which are markedly smaller, both the coefficient estimates and the t-values are quite similar to those of the pooled OLS estimation above. However, the t-value of variable aVol which was insignificant for the pooled OLS estimation with Driscoll and Kraay standard errors now indicates significance on the 5% level. Tables 2 and 3 indicate that standard error estimates depend substantially on the choice of the covariance matrix estimator. But which standard error estimates are consistent for the regression model in (10)? The Monte Carlo evidence presented in Section 5 indicates that the calibration of Driscoll-Kraay standard errors is worse than that of, say, Rogers standard errors if the subjects are spatially uncorrelated. However, Driscoll and Kraay standard errors are much more appropriate when cross-sectional dependence is present. In order to test whether or not the residuals from a fixed effects estimation of regression model (10) are spatially independent, I perform Pesaran's (2004) From the output of the xtcsd command one can see that estimating (10) with fixed effects produces regression residuals that are cross-sectionally dependent. On average, the (absolute) correlation between the residuals of two stocks is 0.16. Therefore, it comes as no surprise that Pesaran's CD test rejects the null hypothesis of spatial independence on any standard level of significance. As a result, regression (10) should be estimated with Driscoll-Kraay standard errors since they are robust to very general forms of crosssectional and temporal dependence.
Testing for Cross-sectional Dependence
Conclusion
The xtscc program presented in this paper produces Driscoll and Kraay (1998) standard errors for linear panel models. Besides being heteroscedasticity consistent, these standard error estimates are robust to very general forms of cross-sectional and temporal dependence. In contrast to Driscoll and Kraay's (1998) original covariance matrix estimator which is for use with balanced panels only, the xtscc program works with both balanced and unbalanced panels, respectively.
Cross-sectional dependence constitutes a problem for many (microeconometric) panel datasets as it can arise even when the subjects are randomly sampled. The reasons for spatial correlation in the disturbances of panel models are manifold. Typically, it arises because social norms, psychological behavior patterns, and herd behavior cannot be quantitatively measured and thus enter panel regressions as unobserved common factors.
The Monte Carlo experiments considered in this paper indicate that the choice of the covariance matrix estimator is crucial for the validity of the statistical results. As such, OLS, White, Rogers, and Newey-West standard errors are well calibrated when the residuals of a panel regression are homoscedastic as well as spatially and temporally independent. However, when the residuals are cross-sectionally correlated, then the aforementioned covariance matrix estimators lead to severely downward biased standard 18. See DeHoyos and Sarafidis (2006) for further details about xtcsd. Note that besides Pesaran's CD test, the xtcsd program can also perform the cross-sectional independence tests suggested by Friedman (1937) and Frees (1995) . However, only Pesaran's CD test is adequate for use with unbalanced panels.
error estimates for both pooled OLS and fixed effects (within) regression, respectively. By contrast, Driscoll-Kraay standard errors are well calibrated when the regression residuals are cross-sectionally dependent but they are slightly less adequate than, say, Rogers standard errors when spatial dependence is absent.
In order to ensure that statistical inference is valid, it is therefore important to test whether or not the residuals of a linear panel model are cross-sectionally dependent. If they are, then statistical inference should be based on the Driscoll-Kraay estimator. However, when the residuals are believed to be spatially uncorrelated, then Rogers standard errors are preferred. While no testing procedure for cross-sectional dependence in the residuals of pooled OLS regression models is currently available in Stata, DeHoyos and Sarafidis (2006) implemented Pesaran's (2004) CD test for the FE and the RE estimator in their xtcsd command.
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