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Let G be a finite group. To each permutation representation (G, X) of G and 
class function x of G we associate the x-characteristic polynomial g&) of (G, X) 
which is a polynomial in one variable with complex numbers as coeflicients. 
The coefficients of g&) are investigated in terms of the “exterior powers” of 
(G, X). If x is the principal character lo of G, the coefficients of g,(x) are non- 
negative integers; and if furthermore G has odd order, the kth caefficient is the 
number of orbits of G acting on the subsets of X with k elements. Quadratic 
and linear relations among the exterior powers of (G, X) have been derived and 
it is shown how the polynomial g.Jx) can be computed from the cycle index of 
(G, -0 
1. INTRODUCTION 
G denotes a finite group of order j G 1 and with unit element 1. X stands for 
a finite set with n >, 1 elements on which G acts on the left. That is, we are 
given a permutation representation (G, X) and hence the action of G on the 
elements of X satisfies: 
lx = x for x E X. Cl) 
(UT)X = “(TX) for XEX and u, TE G. (21 
Each u E G gives rise to a permutation of the set X which, in turn, gives 
rise to an y1 X 12 permutation matrix P, , This permutation matrix depends 
on the enumeration of X, but different enumerations give rise to similar 
matrices. Consequently, the characteristic polynomial 
of P,, is independent of this enumeration. Here, f&) denotes the determinant 
of the matrix Ix - ITO where I is the II x n unit matrix and x is a variable. 
Clearly, the coefficients yl(o),..., y,(c) are integers and, again, they are 
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uniquely determined by 0. The reason for choosing Greek letters for the 
coeflicientes off,(x) is that they are ‘characters’ of G (Section 2). 
A class function x of G is a function from G into the field C of the complex 
numbers, satisfying x(~~--r) = x(u) for all u, r E G. Clearly, these class 
functions form an s-dimensional vector space O(G) over C, where s is the 
number of classes of conjugate elements of G and where the class functions 
are added (and multiplied by scalars) as functions. As customary, if x1 
and xz are class functions, their product x1x2 is the class function (x1x2) 
(Q) = xl(~) x%(u) for o E G; and their inner product (xl , xz> is the complex 
number 
(Xl 9 x2) = & ; x1(4 X2(+> 
where the summation is over all o E G. It is standard that this inner product 
is a symmetric bilinear function for the vector space Q(G). 
The main definition of this paper is the following. 
DEFINITION 1.1. Let x be a class function of G. The x-characteristic 
polyniomal of the permutation representation (G, X) is the polynomial 
where the summation is over all o E G. The coefficients of g,(x) are denoted 
as follows, 
g,(x) = c&)x” - Cl(X)Pl + C20$P2 - *** t-l>%tX). 
The most important class function of G is the so called “principal character” 
lG , defined by lG(u) = 1 for all u E G. The &characteristic polynomial of 
(G, X) is also simply called the characteristic polynomial of (G, X) and is 
denoted by g(x); and its coefficient ~~(1~) is denoted by clc . Hence, 
g(x) = ++x) = cox” - clxn-l + G&P2 - --* (-1)” c, 
where the summation is over all CT E G. By some light abuse of language, 
we call c&) a coejicient of g,(x) and, similarly, call ck a coeficient of g(x). 
It is immediate that the coefficients of g(x) are rational numbers, but we shall 
see in Corollary 2.1 that they actually are nonnegative integers. 
In section 2, the coefficients of the polynomial g,(x) are expressed in 
terms of the “exterior powers” of the permutation representation (G, X). 
The nth exterior power plays a special role and is discussed in Section 3. 
It is shown in Section 4 that, if G has odd order, the kth exterior power of 
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[G, X) may be identified with the permutation representation (G, [fizz), 
where [Xlk denotes the set of k-subsets of X; a “k-set” is a set with k elements. 
In Section 5 we observe that each f,(x), above, is a “reciprocal polynomial” 
and from this we obtain quadratic relations among the exterior powers of 
(G, X). In Section 6 we obtain linear relations among these exterior powers 
by studying the common roots of the characteristic polynomials f,(x). In 
Section 7 it is shown how the X-characteristic polynomial g,(x) can be 
computed from the x-cycle index of (G, X). If x = 1, , the X-cycle index 
is the usual cycle index of (G, X); if x f 1, , the x-cycle index was introduced 
in [4, p. 1461. Finally, in Section 8, the explicit expression for the charac 
teristic polynomial &(x), obtained in Proposition 7.1, is used to study the 
exterior powers of (G, X) further. They all turn out to be “generalized 
permutation characters.” 
2. THE COEFFICIENTS OF g,(x) 
The finite set X of the Introduction is a basis of a unique n-dimensional 
vector space V over the field of the complex numbers C. The permutation 
representation (G, X) induces a linear representation (G, V) of G acting on V. 
The kth exterior power of V is denoted by Vck) and is hence an (“,)-dimensional 
vector space over C for k = l,..., n; see for instance [Z, pp. 391-4011 for 
exterior powers. Of course, Y(l) = V and it is standard that the linear re- 
presentation (G, V) induces a linear representation (G, Vk)) of G acting on 
Vk) [2, p. 3951. We now express these abstract constructions concretely 
in terms of matrices by choosing an enumeration for the set X. 
Let then X = {x1 ,..., x3. Since x, ,..., x, is a basis of the vector space V, 
the (1) wedge products xi, A .s. A xis where 1 < il < . .+ < ik < IZ form a 
basis for the (:)-dimensional vector space VQ). If o E G, the permutation of X 
to which u gives rise is given by the unique n x rz permutation matrix pc , 
defined by 
Using for Vk) the basis described above, it is classical that the (3 x (3- 
matrix which corresponds to Q in the iinear representation (al;, Vk)) is tbe 
familiar “kth compound”, denoted Pdk), of the matrix .P, ; i.e., the entries of 
Pd.“’ are the k x k-minors of P, [2, p. 3971. It is obvious that the entries of 
PiB) are integers, but we shall see in Proposition 4.1 that YiR) is not necessarily 
a permutation matrix if k > 1. Of course, Pi” is the permutation matrix P, . 
With every linear representation (G, IV) of G acting on some finite dimen- 
sional vector space W over C is associated its ‘Ccharacter.” This is the c&s 
function’ which associates to each element of G the trace of the corresponding 
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linear transformation of W. See for example [3, pages 455-468] for characters. 
Hence the character yrc of the linear representation (G, V(k)) of G is the class 
function, defined by 
yk(u) = trace(@) 
for D E G. It is well known that the trace of kth compound P,‘“) is (-1)” 
times the coefficient of A?-~ in the characteristic polynomial fJx) of P, 
[2, p. 1901. Consequently, the notation ylc(g) used in the Introduction for the 
coefficients of fV(x) agrees with the present notation where. yk denotes the 
character of the linear representation (G, Vk)). In order words, the coefficient 
yk(@) off,(x) is the value at o of the character yk of the linear representation 
(G, Vtk)). 
Besides the characters y1 ,..., yn of G, uniquely determined by the permuta- 
tion representation (G, X), we also put y,, = lc (Introduction). It is convenient 
to observe: 
PROPOSITION 2.1. yk(a) = ~~(0-l) for o E G and k = 0 ,..., n. 
Proof. We assume that k > 1, since the proposition is trivial for k = 0. 
The permutations of X to which u and 0-l give rise have the same cycle 
decomposition and hence are conjugate elements of the symmetric group S, 
of all permutations of X. Consequently, the permutation matrices P, and 
P,,-1 are similar, whence the same is true for their kth compounds Pi”’ and 
P$l . It follows that these last two matrices have the same trace, i.e., that 
yk(u) = yk(u-l). Done. 
We are now ready to study the coefficients c&) of the polynomial g,.(x) 
of Deiinition 1.1, and the coefficients ck of the polynomial g(x> (Introduction). 
In order not to repeat all the time “where the summation is over all u E G”, 
we make the convention that x0 always indicates that the summation is over 
all 0 E G. 
THEOREM 2.1. Let x be a class function of G. The coeficient Q(X) of 
g,(x) is the inner product <yx , x>. In other words, 
&(x> = (Yo 9 x> xn - <y1, x> +-1 + *.. (-1)” (m 9 x>; 
g(x) = x* - (y1, IG> P-l + *.* (-1)” (y, 3 lc>. 
Proof. The definition of g,(x) gives immediately that 
CL(X) = +J ; xc”.) Yk(4 
for k = O,..., n. Using that yk(u) = yk(u-l) (Proposition 2.1) the righthand 
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side is the definition of (x, rrc> = <ylc, x}. In particular, the leading coeffi- 
cient of g(x) is (yO, lo) = (lG , lG) = 1. Done. 
If the class function x is an irreducible character of 6, the inner product 
<rlc , x) is “‘the number of times x occurs in the linear representation (G, P))” 
and is hence a nonnegative integer [3, p. 4571. This holds in particular when 
when x = lG . An integral linear combination of irreducible characters of G 
is customarily called a “generalized character”. Hence, if x is a generalized 
character of G, (yk , x) is an integer since the inner product (rlC , x) is 
linear in x. We collect these remarks in: 
COROLLARY 2.1. If x is an irreducible character if G, the coeflcients 
c,&) of g,(x) are nonnegative integers. If x is a generalized character of 6, 
these coeficients are integers. In particular, the coeficients cg of g(x) are 
nonnegative integers. All of this holds for k = O,..., n. 
It should be observed that both the leading coefficient c,(x) and the constant 
term c,(x) of g,(x) may very well be zero. Since c,(x) = (lc , x)> this coeffi- 
cient is zero for instance for all irreducible characters x # lG [3, p. 466]. 
Since c,(x) = (m , x}, we make some special remarks about the character 
yn of G in the next section. 
3. THE CHARACTER yn 
As in the previous section, X = (x1 ,..., ~3, whence PI is the l-dimen- 
sional vector space over C which has the wedge product xl A ... A x, as 
basis. If a E G, 0(x1 A ... A x,) = ax,, A *** A GX, = (-&1)(x, 11 +*. A xn). 
By definition, this “sign” il is the value Y%(G) of the character yn at u. 
For many elementary reasons, this sign is +l if the permutation of X to 
which Q gives rise in the permutation representation (G, X) is even, and is - 1 
if this permutation is odd. One such reason is the fact that y%(a) is the deter- 
minant of the permutation matrix P, . Hence we may say that yn is the sign 
character of the permutation representation (G, X). For instance, if (6, X) = 
(S, ) X), where S, denotes the symmetric group consisting of all permutations 
of X, 7% is the classical “alternating character” of ,S, . 
Since Vn) is a l-dimensional vector space, yn is a I-ditiensional character 
[3, p. 4581 and is hence an irreducible character of G. It may very well happen 
that yn = lG , i.e., that all permutations of (G, x) are even. The following 
proposition says that this happens for instance when G had odd order. 
PROPOSITION 3.1. If 7% # lG , the group G contains a normal subgroup N 
of index 2 and henee has even order. In that case, Q E N if and only if the 
permutation of X to which CT gives rise is even. Consequently, there are then 
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just as many even as odd permutations of X in the permutation representation 
(G x>- 
Proof. Since ~~(0) is the sign of the permutation of X to which tr gives 
rise, the mapping D I-+ m(u) is a homomorphism from G to the group {Al) 
whose elements are the two numbers & 1. This homomorphism maps G onto 
(&l) since ylz # lG . The kernel Nof this homomorphism has the properties 
stated in the proposition. Done. 
The following corollary needs no further proof. 
COROLLARY 3.1. If G has odd order, yn = lG . 
Since yn is an irreducible character of G and the constant term c,(x) of 
g,(x) is equal to (y, , x), this constant term is for instance zero when x is 
an irreducible character of G different from yn . For example, if G has odd 
order, c,(x) = 0 for all irreducible characters x different from 1, . The 
constant term c, of g(x) is (m, lG) and hence c, = 1 for all groups of odd 
order. If G has even order, c, = 1 if yn = lG , and c, = 0 if yn # 1 G . 
The character y1 is often called the permutation character of the permutation 
representation (G, X) and hence to every permutation representation is 
associated its permutation character. Although y,, (=l G) and y1 are always 
permutation characters, yrc for k > 1 may not be a permutation character. 
This is already clear from the fact that yn is a l-dimensional character which 
may be different from 1, . Namely, lG is the only l-dimensional character 
which is a permutation character. On the other hand, we shall now show that 
yn is always a “generalized permutation character”, that is, an integral 
linear combination of permutation characters. 
Since lG is a permutation character, we assume again that yn # 1, and 
denote by N the normal subgroup of G discussed in Proposition 3.1. We 
then have the permutation representation (G, G/N) where G acts in the natural 
way on the two cosets of N. The permutation character of this permutation 
representation is denoted by v. 
PROPOSITION 3.2. If yn # 1, , yn = v - lG and hence yn is then a gene- 
ralizedpermutation character. Of course, if ya = 1 G , yn is even a permutation 
character. 
Proof. Let yn # 1, and c E G. It is standard that v(u) = 2 if u E N and 
v(o) = 0 if 0 $ N. Proposition 3.1 says that m(u) = 1 if CT E N and m(u) = 
-1 if u $ N. Hence, yJu) = v(u) - lG(u). Done. 
We shall see in Proposition 4.3 that, if G has odd order, ya is always a 
a permutation character for all 0 < k < n. Finally, if G has even order, 
Theorem 8.2 shows that yk is always at least a generalized permutation 
character. 
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4. THE ~-SUBSETS OF X 
Every element cr of G acts on the elements of the set X. Consequently, 
for 0 < k < IZ, c acts on the k-subsets of X and this gives the permutation 
representation (G, [X]lc) mentioned in the Introduction ([Xl” consists of only 
one element, namely the empty set.) We denote the permutation character 
(Section 3) of (G, [X]lc> by Lz, and investigate in this section the relation 
between the characters ylc and rJ, of G. The combinatorial interest in the 
character db lies in the fact that Burnside’s lemma states that the inner 
product (a,, lG) is the number of orbits of the permutation representation 
(G CX179. 
Let again X = {x1 ,..., x,>. If (r E G, the permutation matrix iD, describes 
the action of u on X and on the vector space V = Vm; while the kth com- 
pound P, (k) of P describes the action of 0 on the vector space Vh-). We shall 
see in a momem that PJk) . IS not necessarily a permutation matrix. The 
(9 x (9 permutation matrix which describes the action of 0 on the k- 
subsets of X is denoted by P, . Ckl We study the relationship between the two 
(g) x @-matrices PL”’ and PL”] by means of the following definition. 
DEFINITION 4.1. A signed permutation matrix is a matrix which has 
precisely one nonzero entry in every row and column and whose only nonzero 
entries are 1 and - 1. 
Hence every permutation matrix is a signed permutation matrix and every 
signed permutation matrix is obtained from a permutation matrix by re- 
placing some (perhaps zero) entries by - 1. Clearly, if all the -l’s of a signed 
permutation matrix are replaced by I, one obtains a permutation matrix 
and we call this matrix the associated permutation matrix ox the signed per- 
mutation matrix. 
PROPOSITION 4.1. For all u E G and 0 < k ,( n, the (f) x Q-matrix <y) 
is a signed permutation matrix whose associated permutation matrix is the 
matrix P[‘j D ’ 
ProoJ Put X = (x1 ,..., x,> and let {xi1 ,. .., xi,> be a k-subset of X where 
i, < *.. < il, . Then o(xi, ,..., xi$ = (oXi ,..., ~?l:> = {Xjl ,..., x5S, where we 
do not assume that oxih = xjh but assume, instead, that j, < -** <.jrc . 
Clearly, the(g) x (E) permutation matrix $‘;“I has a 1 in the position (‘j,,...,&), 
(4 ,..., iJ). On the other hand, o(xi7 A ..= A xi2) = oxzl A *.. A oxi, = (&l) 
(xj, A ... A ~~2. Consequently, the matrix PL? has either 1 or -1 in the 
same position. Done. 
In the permutation representation (6, [Xl”), the matrix Pi’] is associated 
to the element u of G. Consequently, the value &(cJ) of the permutation 
character d, at u is the trace of the matrix Pi”]. 
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PROPOSITION 4.2. For all u E G and 0 6 k < n, y*(a) is the trace of the 
matrix PJk), while A,(a) is the number of nonzero entries on the main diagonal 
of Pp. 
ProoJ The remark about yg(u) was already made in Section 2. Since 
A,(o) = trace(PPj) and Plkl (r is the associated permutation matrix of Pik) 
(Proposition 4. I), the prop:sition follows. Done. 
Proposition 4.2 enables one to compute A,(a) just as easily as ~~(a). 
Furthermore, this proposition brings out a curious property of groups of 
odd order of which Corollary 3.1 is the special case for k = n. 
PROPOSITION 4.3. Let G have odd order. Then, for all CJ E G and 0 < k ,< n, 
the matrix Pck) has no -1’s on its main diagonal. Consequently, the two 0 
characters yrc and Ak of G are then the same. 
Proof. Put again X =- {x1 ,..., x~}. The matrix PJ”’ has a -1 on its main 
diagonal if and only if X has a k-subset {xi,,..., xi,> such that u(xi, A *-*A xii) = 
(-l>(xel A *** A xi,). In that case, D leaves the set {xi, ,..., xi,> invariant 
(not pointwise) and hence this k-set is then left invariant by the whole cyclic 
subgroup (0) of G, generated by U. Furthermore, the sign character (Section 3) 
of the permutation representation ((u), {xi, ,..., xi,>) is then not equal to the 
principal character of {CT) since 0 induces an odd permutation on (xi,,..., xi,>. 
This, however, is impossible since G and hence (0) have odd order (Corollary 
3.1). This proves that P,, (Ic) has no -1’s on its main diagonal. The fact that 
then yr = Ak follows immediately from Proposition 4.2. Done. 
Proposition 4.3 shows that, if G has odd order, yk is always a permutation 
character for all 0 < k < ~1. When G has even order, ylc is always at least a 
generalized permutation character (Theorem 8.2). 
It is important to observe that the permutation representations (G, [Xl’“) 
and (G, [X]+k) are isomorphic as permutation representations for all 
0 < k < n. The isomorphism maps each k-subset of X on its complement 
in X. This proves the following proposition which holds whether I G I is 
even or odd. 
PROPOSITION 4.4. A,-, = A, for all 0 < k < n. 
We conclude from Proposition 4.3 and 4.4 that, if 6 has odd order, 
ynwk = yk for all 0 < k < n. This is false when ] G 1 is even. We shall see 
however in Theorem 5.1 that always ynBk = ynylc , and this quadratic relation 
becomes ynwrc = yk when j G [ is odd since then yn = lG (Corollary 3.1). 
The characteristic polynomial g(x) of the permutation representation 
(G, X) (Introduction) is very handy when G has odd order. Namely, in that 
case, Theorem 2.1 and Proposition 4.3 give that 
g(x) = x” - (A,, lG> x+-l + <A,, lc) x+2 - ‘.’ (-l)“, 
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where we omitted (A,, lG) since A, = lG and hence (A,, lG) = 1. Burnside’s 
lemma states that (A,, l& is the number of orbits of the permutation 
representation (G, [ale>, and hence the polynomial g(x) enables one to 
compute the number of orbits of G acting on the k-subsets of X, as long as G 
has odd order. This foreshadows a relation between g(x) and the cycle index 
#of (6, X) which will be worked out in Section 7. 
5. QUADRATIC RELATIONS AMONG yo,...,ylz 
Consider a polynomial 
p(x) = x’z - a#-1 + a#-2 - .*’ (-l>“a, 
where a, ,..., a, are complex numbers and a, f 0. Then, 0 is not a root of 
p(x) and we assume that p(x) has the following property: If r is a root of 
mumtiplicity m of p(x), then l/r is also a root of multiplicity m of p(x). 
Such polynomials are called reciprocal polynomials [l, p. 371 and algebra 
and geometry are full of them. The roots of the reciprocal polynomial p(x) 
are the same as those of the polynomial (- l)Q (1 /a,J ~~p(l/x) and this last 
polynomial is equal to 
a,-, Xn - __ 
a, 
p-1 1 aG2 xm-2 _ 1.. (- 1)” L . 
a, a, 
Consequently, anwlc = a&k, for k = l,..., n where a, = 1. The quadratic 
relations among y0 ,..., yIL now follow from the following observation. 
PROPOSITION 5.1. For all 0 E G, the characteristic polynomial 
f*(x) = xn - y1(u) P-l + **- (-1)” y*(u) 
of the permutation matrix P, is a reciprocal polynomial. 
ProoJ It is classical that, if r is a characteristic root of multiplicity m 
of a nonsingular rz x n matrix A, then l/r is a characteristic root of the same 
multiplicity m of the inverse matrix A- l. Hence, if it happens that the two 
matrices A and R-l are similar, their common characteristic polynomial 
is a reciprocal polynomial. For every (r E G, P, is a nonsingular matrix whose 
inverse is the permutation matrix P,-1 . It was observed in the proof of 
Proposition 2.1 that P, and P,-I are similar matrices. Consequently, their 
common characteristic polynomial fb(x> is a reciprocal polynomial. Done. 
THEOREM 5.1. y--k = yriyk for k = 0 ,..., n. 
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Proof. Since y0 = lG , we may assume that k > 1. For all u E G, fO(x) 
is a reciprocal polynomial (Proposition 5.1) and hence y&u) = y,(c) Ye. 
for k = l,..., n by the remark above Proposition 5.1. Done. 
Whenever the permutation representation (G, X) is such that yn = lG , 
Theorem 5.1 gives that ynWk = yk . This happens for instance when G has 
odd order (Corollary 3.1) as was already observed in Section 4. Finally, if 
(G, X) = (S, , X) and hence yn is the alternating character of the symmetric 
group S, (Section 3), 7%~~ is classically denoted by y$ . Theorem 5.1 then 
says that ynbrc = y$ for k = 0 ,..., n. 
6. LINEAR RELATIONS AMONG y,,,...,~~ 
The main linear relation among the characters y,, ,..., y% is given by: 
THEOREM 6.1. yO - y1 + y2 - =.a (-1)“~~ = 0. 
This theorem is an immediate corollary of Theorem 6.2 and hence we 
delay its proof. In order to express the general linear relations among y,, ,..., yn 
conveniently, we introduce the formal sum 
f(x) = yg - ylP1 + y2x”-2 - ... (-l)“y- . 
The letter f is used here since this formal sum is clearly obtained from the 
characteristic polynomialf,(x) of the matrix P, by suppressing the 0. Instead 
as a formal sum, f(x) may be considered as a polynomial in the polynomial 
ring K[x], where K denotes the character ring over the complex numbers of 
the group G. 
The formal derivatives of f(x) are computed by the standard formula from 
calculus. For instance, 
f’(x) = nyO.P-l - (n - 1) y#-2 + 0.. (-l)“-ly+l 
and similarly for the higher derivatives fci)(x). Here, i > 0 and f(O)(x) = f(x) 
and f(l)(x) = f’(x). All these derivatives can be considered either as formal 
sums or as polynomials in K[x]. Observe that, if the variable x is replaced by 
a complex number z, every derivative fci)(x) becomes a class function ffi)(z) 
of 6. If it happens that f ci)(.z) = 0 for some i and z, we have obtained a 
linear relation among y. ,..., yn . For example, 
f(l) = Yo - Yl + Y2 - -.- (-mh 
and Theorem 6.1 says that always f (1) = 0. As another example, 
f’(1) = nyo - (n - 1) y1 + ..* (-l)““y+l 
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but Theorem 6.2 says that we can only be certain that f’(1) = 0 if the per- 
mutation representation (G, X) has at least two orbits. 
THEOREM 6.2. If the permutation representatioon (6, X) has m orbits, 
ftib(l) = 0 for i = O,..., m - 1. 
Proof. Let X = (x1 ,..., xn}. If ini, ,..., xi,} is an orbit of (G, X), every 
element o of G leaves the vector xi, + *.* + xi, of the vector space V fixed. 
Consequently, V contains m linearly independent vectors, one for each orbit 
of (G, X), which are left fixed by every element u of 6. It follows that the 
permutation matrix P, has 1 as a characteristic root of multiplicity at least 
m, i.e., that the characteristic polynomialf,(x) of P, has 1 as a root of multi- 
plicity at least m. Denoting the formal derivatives of&(x) by f?‘(x) (as for 
f(x), above), this shows that f:‘(l) = 0 for i = O,..., m - 1. Since this 
holds for all (T E G, fci)(l) = O.for i = 0 ,..., m - 1. Done. 
Theorem 6.2 says that, if the permutation representation (6, X) has m 
orbits, there are m linear relations among the characters y,, )..., ym . Since 
(G, X) has always at least one orbit, Theorem 6.2 states that always f(1) = 0 
and this proves Theorem 6.1. Further relations among y,, ,..‘, yn can be 
derived by combining the linear relations of Theorem 6.2 with the quadratic 
relations Y.+~ = ynyk of Theorem 5.1, but it does not seem worthwhile 
to write them down in general. Of course, if G has odd order, all these 
relations hold among 8, ,..., d, (Proposition 4.3). 
Example 6.1. Let Y be a set with 3 elements and let X consist of the & 
subsets of Y. Let G be the symmetric group S, which consists of the 6 per- 
mutations of Y. Then, S, acts naturally on the 8 elements of X and we choose 
for (G, X) the resulting permutation representation (S, 9 X). Hence n = 8 
and (G, X) has 4 orbits, each orbit consisting of the k-subsets of Y for some 
fixed k = 0, 1, 2, 3. Clearly, 
f(x) = y&x* - y1x7 + yzx6 - **. t yg 
and it is very easy to compute the 4 derivatives S(i)(x) for i = 0, 1, 2, 3. 
Theorem 6.2 then gives the following 4 linear relations among the 9 characters 
YO ,..., ys , obtained by substituting the value 1 for x in these 4 derivatives 
and equating the result to zero. 
Yo - y1+ yz - y3 + ys - y5 + ye - y7 + ys 2 0, 
8’0 - 7yl+ 6y, - 5y3 + 4y, - 3y, + 2y, - y7 z 0. 
56Yo - 42y, + 3Oy, - 20y3 + 12y, - 6y, + 2y, = 0. 
336Yo - 2lOy, + 120~~ - 6Oy, + 24~~ - 6y, = 0. 
It is easy to check directly that, in spite of the fact that G has even order, 
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Y8 = be Hence the quadratic relations y,+% = ynyk (Theorem 5.1) now 
become the additional linear relations y8--k = yk , i.e., 
‘YO = YS = 1 G 2 Yl = Y7, Y2 = Ye > Y3 = Y5 * 
If these additional relations are used to eliminate ys , y6 , y7 and y8 from the 
original 4 relations, and some obvious simplifications are made, one obtains 
only 2 linearly independent relations among yO , y1 , yz , y3, yJ . They are: 
2Yo - 2Y, + 2Y2 - 2Y2 + Y4 = 0 
28~0 - 21y,+ 16~2 - 13~3 + 6Y4 = 0. 
These results check with the fact that S, has precisely 3 irreducible characters. 
7. COMPUTATION OF g&c) FROM THE X-CYCLE INDEX 
To each u E G is associated its monomial 
J/qu) = *y@J) . . . uyJ’, 
where the permutation of X to which 0 gives rise in the permutation re- 
presentation (G, X) has hi(o) cycles of length i. Here U, ,..., U, are variables 
over the field of complex numbers C. If x is a class function of G, the poly- 
nomial 
is called the x-cycle index of (G, X) [4, p. 1461. Clearly, the &cycle index is 
the classical cycle index of (G, X) and will, as usual, be referred to as “the 
cycle index of (G, X).” The relation between the polynomial g,(x) and the 
x-cycle index is derived from: 
PROPOSITION 7.1. Let z@“) a*- z&@) be the monomial of the element D 
of G. Then, the characteristic polynomialfO(x) of the permutation matrix P, 
is the polynomial 
(x _ l)W) (g _ l)S(~) . . . (x" _ l,pb)* 
Proof. We denote by Di the i x i permutation matrix whose jth column 
has its 1 in the (j + I)st position for j = l,..., i - 1; and whose ith column 
has its 1 in the first position. For example, 
0 0 1 
D,= 10 0. 
[ I 0 1 0 
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Here, i > 1 and D1 is the 1 x 1 unit matrix. We also denote by [D$(“)),..., 
D@(*))] the n x 12 permutation matrix which is composed of h&(u) diagonal. 
blocks Di for i = l,..., ~1. For example, if n = 19 and the monomial of D 
is u % % 2 3 69 then [D 1’1, @I, Or}, Of}, @“I, Ds] is the 19 x 19 permutation 
matrix 
It is clear that the enumeration X = (x 1 ,..., x,J of X can be chosen in such 
a way that the permutation matrix P, becomes the matrix [Dads,..., DfJ”))]. 
All one has to do is enumerate X so that every cycle of CT receives a “cyclic 
enumeration”; i.e., if B 2 X and B is a cycle of cr of length i, the enumeration 
of X should be such that B = (xj , xi,1 ,..., +-I> and CTX~ = xj+l , axj, = 
xi+2 >“‘, CX~+~-~ = xiti+ and OX~+~-~ = xj . For instance, in the above 
example where the monomial of CJ is u22~33us , such an enumeration of X 
would be ix1 , x2> ix3 , ~1 -kg , x6 , x7) {x3 , x9 , xl01 h , xl2 3 xl31 (xl4 ,...,xlgl 
where each cycle has been put between braces and where CFX~ = Xi+1 except 
that CTX~ = x1 , ox4 = x3 , ox7 = x5 , ux1, = x8 , ox13 = xl1 and s3xlg = x14. 
Since the characteristic polynomial of the matrix Di is x3 - 1, the characte- 
ristic polynomial of the matrix [DihlCO)l,..., DFn’“‘}] is (x - l)hl(“)(x2 - l)nz(~)+-* 
(x” - l)h*(“). Done. 
The explicit form of the characteristic polynomialf,(x), given inProposition 
‘7.1, gives a second proof that fO(x) is a reciporocal polynomial (Proposition 
5.1). It also shows that the multiplicity of 1 as a root of f,(x) is equal to 
h,(o) + h,(a) + 1.. + h,(cr) and hence gives a second proof that this multi- 
plicity is greater than or equal to the number of orbits of the permutation 
representation (G, X) (see the proof of Theorem 6.2). We now use Proposition 
7.1 to show how the polynomial g,(x) can be computed from the x-cycle 
index of (G, X) by means of a simple substitution. 
THEOREM 7.1. lf in the x-cycle index of the permutation representation 
(G, X) the variable ui is ,replaced by x’: - 1 for i z l,..., n, one obtains the 
X-characteristic polynomial g,(x) of (G, X). In particular, if this substitution 
is carried out in the cycle index of (G, X), one obtains the characteristic 
polynomial g(x) of (G, X). 
.Proof. The substitution in question carries the monomial M(O) of the 
element (T of G into the characteristic polynomial fQ(x) of the permutation 
matrix P, (Proposition 7.1). The rest follows immediateiy from the definitions 
of the x-cycle index and the polynomials g,(x) and g(x). Done. 
Exrrmple 7.1. Let (G, X) be the regular representation of X, i.e., X = G 
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and G acts on G by left multiplication. It is standard that the monomial 
M(O) of an element o of G is then ~;kj~~l, where j u 1 denotes the order of (T 
and n is now the order of G. Consequently, the cycle index of (G, G) is 
whence the characteristic polynomial of (G, G) is 
g(x) z 1 c (xl01 - l)~sl~l 
n 87 
(Theorem 7.1). 
For instance, let G be one of the groups of order 27 all of whose elements 
have order 3 except for the unit element. Then, the characteristic poly- 
nomial of (G, G) is 
g(x) = l/27(& - 1)27 + 26(x3 - 1)“). 
Since G has odd order, the coefficient of x2’-& in this polynomial is the number 
of orbits of the permutation representation (G, [Glk), i.e., the number of 
orbits of G acting on the k-subsets of G (Section 4). Hence this coefficient is a 
positive integer for k = O,..., 27. (We always use the term “coefficient” as 
agreed upon in the Introduction.) 
Remark 7.1. Let (G, G) again be the regular representation of G. Each 
coefficient of g(x) is a nonnegative integer, whether 1 G 1 is odd or even 
(Corollary 2.1). Hence, using the expression for g(x) in Example 7.1, n( = 1 G [) 
divides every coefficient of the polynomial Co(xlOl - l)*+l”i. This remark can 
be used to give a proof of the theorem of Frobenius which says that the 
number of elements (T of G such that ai = 1 is a multiple of the greatest 
common divisor of i and j G I. Similar theorems can be derived from the 
fact that the coefficients of g,(x) are nonnegative integers if x is an irreducible 
character of G (Corollary 2.1). 
Remark 7.2. The coefficient of xn-” in the characteristic polynomial 
g(x) of (G, X) is (yk , lG> (Theorem 2.1). One can only claim that this coeffi- 
cient is the number of orbits of the permutation’ representation (G, [x]“), 
i.e., is equal to the inner product (A k , lG), if G has odd order (Proposition 
4.3). Hence there remains the problem of how one can compute the poly- 
nomial 
d(x) = x” - {A,, l&?-l + (A, ) l&x+2 - ..a (-1)n 
also if G has even order. This problem is solved by the following theorem 
which is independent of the order of G. 
THBOREM 7.2. If in the x-cycle index of the permutation representation 
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(G, X) the variable ui i$ replaced by xi + (-l)i for i = I,..., n, one obtains 
the polynomial 
In particular, if this substitution is carried out in the cycle index of (G, X), 
one obtains the above polynomial d(x). (As always, A, = A, = lo .) 
Proof. Introduce two new variables y1 and y2 and carry out the substitu- 
tion qt->y,i + yza for i = l,..., k in the x-cycle index of (G, X). There 
results a symmetric homogeneous polynomial F( yI ) yz) of degree n in y1 and 
y2 and the coefficient of ylkyE-” . m F (yl , yz> is the inner product (A.-, , x) 
for k = O,..., ~2. This is the content of Proposition 3.1 and Theorem 3.1 on 
page 151 of [4], in the special case where only two variables y, and yz are 
used. Hence if one then carries out the substitution y1 F-+ x and ya t+ 1 in 
F(y, , y2), one clearly obtains the polynomial d,(x). These two substitutions, 
together, simply replace each variable ui of the x-cycle index by 2 + (-1)“. 
Finally, if this substitution uc t-+ xi + (-l)i is carried out in the cycle index, 
i.e., if x = lc , one obtains the polynomial d(x) since A, = A, = IG and 
&, lG> = 1. Done. ” 
The substitution ui t+ $ + (- l)i shows again that, if G has odd order, 
the above polynomial d(x) is the characteristic polynomial g(x) of the per- 
mutation representation (G, X). Namely, in that case, an exponent hdcr) 
of the monomial u~(%~~(“)...zJ %(4) of an element 0 of G is zero unless i is odd. 
Consequently, the suktitution ui I-+ xd + (-l)i is then the same as the 
substitution ui F-+ xi - 1 and Theorem 7.1 then gives that &(x) = g,(x) 
and d(x) = g(x). 
Remark 7.3. It is stated in the proof of Proposition 7.1 that “It is clear 
that the enumeration of X = (x1 ,..., x,J of X can be chosen in such a way 
that the permutation matrix P, becomes the matrix [D~‘~(5)l,..., D~n~cV)}].‘Y 
A change in the enumeration of X changes PO into a similar permutation 
matrix QP,Q-l where 0 is also an y1 x n permutation matrix. We shall call 
such a similarity by a permutation matrix Q a “permutation-similarity” 
and hence have obtained a canonical form for permutation matrices under 
permutation-similarities. Precisely: 
TNEOREM 7.3. An n x n permutation matrix has under permutation- 
similarities the canonicalform [Dp”,..., Dta}], where up .I. u> is the monomial 
of the permutation represented by the matrix. Two n x n permutution matrices 
are similar under a permutation-similarity if and only if the two permutations 
they represent have. the, flame monomial (i.e., have the same “type”). 
582a/26/1-6 
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8. THE CLASS FUNCTIONS f@‘(z) 
If (T E G and z is a complex number, Proposition 7.1 gives that J,(z) = 
(2 - l)W”) -9. (2” - l)hn(U). Sincef,(z) is the value at fs of the class function 
f(z) = z”yo - Fly1 + z”-2y2 - . . . (- l)nrn (Section 6), 
the polynomial (X - l)hl(u) ... (x” - l)hm(u) can be used to study the class 
functions f(z) for various values of z. Similarly, the ith derivative of this 
polynomial enables one to study the class functions f(“)(z) (Section 6). We 
give just one example of this. 
Example 8.1. Suppose that G has odd order. Then, yk = A, fork = O,..., 
p1 (Proposition 4.3) and all the relations among y,, ,..., yn discussed in Sections 
5 and 6 are now relations among A,, ,..., A, . Furthermore, the following 
theorem describes the character A, + *.* + A, . 
THEOREM 8.1. Let G have odd order and let the element u of G have 
hi(o) . . . 
% z&“(‘) as its monomial. Then, 
(A, + . . . + A,)(,) = 2h(“)+*-*+hfi(o), 
Proof. Since 1 G / is odd, hi(o) = 0 if i is even. Consequently, using the 
above expression for fO(z), 
fg(- 1) = (-2)~d~)+-+hn(~)~ 
On the other hand, if we replace yk by Ak and x by -1 in the definition of 
A(x) (Introduction), we find 
X,(-l) = C-l>” (44 + ... + 44.)). 
It follows that 
(A, + . . . + An)(u) = 2h1(u)+...+h,(o)(_l)e 
where e = h,(u) + -a. + h,(a) + n. Since 
II = h,(o) + 2h2(u) + e-e + nh,(cr) 
and hi(o) = 0 if i is even, e is even. Done. 
For instance, if (G, X) is the regular representation of G (Example 7.1), 
(A, + ... + An)(o) = 2”+1, where y1 is the order of G and 1 0 ] is the order 
of u. 
We finish this section by extending Proposition 3.2 about the character 
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yn to all the characters ylc for k = O,..., n. The order of G is arbitrary and 
we consider the set Y, which consists of the 2(E) base vectors xi, A ... A xig 
of Vk) together with their negatives. The given permutation representation 
(G, X) induces a permutation representation (G, Y,> and the permutation 
character of (6, YJ is denoted by vk . Observe that if k = IZ and yn # 1, , vn 
is the permutation character v of Proposition 3.2. 
THEOREM 8.2. yle = vlc - A, for k = O,..., n. Consequently, ys is always 
a generalized permutation character. 
Proof. Let o E G. We have to show that yh(u) = vk(cs) - A,(o). Let r 
denote the number of l’s and s the number of -1’s on the main diagnal 
of the matrix J’ik). Then, yr(a) = r - s and A,(o) = r + s (Proposition 4.2). 
It is immediate that every 1 on the main diagonal of PJ”’ corresponds to 
two vectors of the set Y, left fixed by a; and that CJ leaves no other vectors 
of Y, fixed. Consequently, Q(U) = 2r and hence yk(cp) = vk(g) - Ak(cr). 
Done. 
Of course, if g has odd order, yk = A, (Proposition 4.3) and Theorem 
8.2 gives that then vk = 24,. 
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