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ABSTRACT 
A generalized version of the exact model matching problem (GEMMP) is consid- 
ered for linear multivariable systems over an arbitrary commutative ring K with 
identity. Reduced forms of this problem are introduced, and a characterization of all 
solutions and minimal order solutions is given, both with and without the properness 
constraint on the solutions, in terms of linear equations over K and K-modules. An 
approach to the characterization of all stable solutions is presented which, under a 
certain Bezout condition and a freeness condition, provides a parametrization of all 
stable solutions. The results provide an explicit parametrization of all solutions and all 
stable solutions in case K is a field, without the Bezout condition. This is achieved 
through a very simple characterization and a generalization to an arbitrary field K of 
the “fixed poles” of the model matching problem in terms of invariant factors of a 
certain polynomial matrix. The results also show that whenever the GEMMP has a 
solution, there exist solutions whose poles can be chosen arbitrarily as far as they 
contain the “fixed poles” with the right multiplicities (in the algebraic closure of K). 
Implications of these results in regard to inverse systems are shown. Equivalent 
simpler forms (in state space form) of the problem are shown to be obtainable. A 
theory of finitely generated (F, G)-invariant submodules for linear systems over rings 
is developed, and the geometric equivalent of the model matching problem-the 
dynamic cover problem-is formulated, to which the results of the previous sections 
provide a solution in the reduced case. 
1. INTRODUCTION 
The exact model matching problem and closely related problems for linear 
systems over a field K have been studied in several contexts by several authors 
[l-2,4,6,9-14,21-27]. It has been proved by Morse [ll], by Emre [21], and 
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in a more general setting by Emre and Hautus [4] that this problem is 
equivalent to a problem of geometric control theory (see Wonham [16] for a 
detailed exposition to this theory) called the dynamic cover problem (see 
[4,6,9-15,211). It turns out that the problems of observers (see [9,4,22]), 
deterministic identification (see [lo]), dynamic feedback (see [6,34]), factori- 
zations of polynomial matrices (see [21]), inverse systems (see [12-13]), and 
adaptive control (see [26,35]), as well as some other system synthesis prob- 
lems [13-141, are very closely related to these problems, and therefore it is 
natural to extend the solutions of these problems to the case where K is a 
commutative ring with identity but not necessarily a field (see Bourbaki [7] 
for an exposition of commutative algebra). This would provide similar solu- 
tions to the abovementioned system theoretic problems for more general 
classes of systems that can be studied in the framework of linear systems over 
commutative rings (see Kamen [31], Sontag [32] for a survey of this field). For 
the case of 2-D systems, an approach has been suggested for this problem by 
Eising and Emre [28], but the case where K is an arbitrary commutative ring 
has not been considered in the literature previously. 
In this paper we present a general approach to a class of generalized exact 
model matching problems (GEMMP) (where we also characterize rational 
solutions which may not be proper), which we call reduced forms (see Section 
2), for linear systems over an arbitrary commutative ring K with identity. We 
also present a solution to the reduced exact model matching problem (EMMP) 
where the solutions are required to be proper rational matrices. Our approach 
is a new one even in the case with K a field, and for K an arbitrary 
commutative ring with identity, it provides a characterization of all solutions, 
all stable solutions, and all minimal order solutions for the reduced GEMMP 
and EMMP in terms of linear equations over K and K-modules. In case a 
certain Bezout condition and a freeness condition hold, then this yields an 
explicit parametrization of all solutions and all stable solutions. If K is a field, 
we show that any GEMMP (EMMP) can be transformed to a reduced 
GEMMP (EMMP). In this case our results yield a complete characterization 
of all solutions and all stable solutions. We show that if K is a field, then one 
can also obtain explicit parametrizations of all solutions and all stable solutions 
without the Bezout condition. Our approach is based on some results on 
realization theory of linear systems (see Fuhrmann [29], Emre [30], and 
Khargonekar [S]) which have already led to several powerful techniques for 
linear system theory (see Emre [3], Emre and Hautus [4], Emre and 
Khargonekar [5], Fuhrmann and Willems [18], Hautus [19], Khargonekar and 
Emre [20], Emre [33], for example). To obtain our explicit parametrization of 
all solutions as well as all stable solutions in the general GEMMP or EMMP 
case where K is a field, we first establish a considerably simplified and a 
generalized characterization of the “fixed poles” of the GEMMP (or EMMP) 
in terms of the invariant factors of a polynomial matrix. Initial results on these 
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“fixed poles” were obtained by Wolovich, Ant&l&, and Elliott [22] and by 
Khargonekar and Emre [38]. Our results on “fixed poles” also yield a 
generalization of the results of Moore and Silverman [42] and of Wyman and 
Sain [39] on inverse systems and transmission polynomials. It is also shown 
that when the GEMMP has a solution, it has solutions with any set of poles 
containing the “fixed poles” with the right multiplicity (in the algebraic 
closure of K). The same is true for the EMMP subject to a degree condition. 
Furthermore, we extend some of the geometric theory of linear systems 
(see Wonham [IS]) to the case with K an arbitrary commutative ring, based 
on the results of Emre and Hautus [4], and show that dynamic covers can be 
defined in a meaningful way in the general case as well, and the exact model 
matching problem and the dynamic cover problem are again equivalent 
problems, as they are in the case with K a field. In Section 2, we present some 
preliminary results. In Section 3, we define the GEMMP and the EMMP, as 
well as their reduced forms. We show that if K is a field, any GEMMP (or 
EMMP) can be transformed into a reduced form. In Section 4, we present our 
characterization of the solutions to the reduced GEMMP. In Section 5, we 
show this problem can be transformed into an equivalent simpler reduced 
form (state space form). In Section 6, we present our characterization of 
solutions to the reduced EMMP. In Section 7, we present an approach to the 
parametrization of all solutions, as well as all stable solutions, of the reduced 
GEMMP (EMMP), which yields a solution for problems in reduced forms, 
where a Bezout and a freeness condition hold. We show that if K is a field, 
the results are completely general and the Bezout condition is not needed. 
Here, we base our results on our characterization and generalization of the 
notion of the “fixed poles” of GEMMP (or EMMP). This characterization is a 
considerably generalized and clarified version of the results in [22] and 1381. 
In particular, we show how the application of our results to the case of inverse 
systems yields certain results [39,42] on the poles of inverse systems. In 
Section 8, we generalize finitely generated (F, G)-invariant submodules and 
the dynamic cover problem for linear systems to the case where K is an 
arbitrary commutative ring with identity. Then we show that the EMMP in 
its general form and the dynamic cover problem are equivalent problems. 
Then we show the simplifications obtainable if the EMMP is in a reduced 
form. The results in Section 8 can also be viewed as an extension of some of 
the results in Wonham and Morse [9] to the case where now K is a 
commutative ring. 
2. PRELIMINARY RESULTS 
In this section we will introduce some notation and present some results 
preliminary to the main results of the paper. 
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K denotes an arbitrary commutative ring with identity. For an integer 
p 2 1, K’[z] denotes the set of polynomials in z with coefficients in KP. 
K~((c’)) denotes formal power series of the form CyXku,z-i where k is an 
integer and ui E KP. A formal power series a(z) E KP((z-‘)) is called proper 
(strictly proper) if k > 0 (k > 0). z ‘K [[ z- ‘I] is the set of strictly proper 
power series. A formal power series u(z) E Kp((zpl)) is called rational iff 
there exists a manic polynomial q(z) and a polynomial vector n(z) such that 
a(z)= qP1(z)n(z) [i.e., u(z) is obtained by long division]. We call a p x p 
polynomial matrix o(z) E KPxp [z] admissible iff o(z) has an inverse which 
is a rational matrix (a matrix whose entries are rational power series). For a 
p x m polynomial matrix A(z) we define K, to be the set of polynomial 
vectors X(Z)E Kp[z] (as a K-linear module) such that x(z) = A(z)q(z) for 
some strictly proper rational vector o(z) E zP ‘K”‘[[ zp ‘I]. If Q(z) is admissi- 
ble, it can be seen that 
and Kg is finitely generated as a K-module. In this case, define the K-linear 
maps T and TV as 
77 o = KP[z] -+ K,; 
Sometimes we will denote a(x) as (x)). (x), will denote x -(PC__. For a 
p x r polynomial matrix B(z) with ith column bi( z), define T~( B( z)) to be 
the p x T matrix whose ith column is ro( bi( 2)). For each such B(z) and for 
each admissible o(z) there exists a unique polynomial matrix B,(z) such that 
For a K-linear map M, im M denotes the image of M as a K-linear module. I 
denotes the identity matrix. If L(z) is a p X m polynomial matrix with its i th 
column expressed as 
li( Z) = 5 a,jzj, 
j=O 
where aijE K and a,, *O for i=1,2,...,m, we say that L(z) is column 
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properiff the matrix [~,,~,...,a,,_] is left invertible over K. If the transpose 
of L(z) is column proper, we say that L(z) is row proper. If Qr is a column 
proper m X m polynomial matrix and Pi(z) is a p X m polynomial matrix, 
then P,(z)Q; ‘( z) is (strictly) proper iff the ith column degree of Qi(z) is 
( > ) 2 the ith column degree of Pi(z). A similar (dual) result holds for a row 
proper p X p Q(z) and QP ‘(z)P(.z). If Q(z) is an admissible p X p poly- 
nomial matrix and if P(x), R(z) are two given T X p and p X m polynomial 
matrices such that Z(z) = P( z)Q-‘(z)R( ) z is strictly proper, then a finite 
natural realization of Z(n) is given by the following lemma. 
LEMMA 2.1 (Fuhrmann [29], Emre [30], Khargonekar [8]). Let Z = 
(F, G, H) be defined as 
H:KQ+K ‘;x-t(Q-‘~)_~, 
where (Q-‘(z)x)_~ is the coefficient of z-l in the power series Q-‘(z)x. 
Then Z, with the finitely generated K-module KQ as its state module, is a 
realization of Z. 
We will call this system Z the Q-realization of PQ- ‘R. 
We say that two polynomial matrices Q and R are left Bezout iff there 
exist polynomial matrices X(z), Y(z) such that 
Q(z)X(x)+ R(z)Y(z) = I. 
The right Bezout condition is defined similarly (in a dual way). The Q-realiza- 
tion of PQ-‘R is reachable iff Q(z) and R(z) are left Bezout; and if 
Q(z), P(z) are right Bezout, then it is observable. 
For a K-linear map F and a polynomial matrix 
W(z) denotes the polynomial matrix 
FV( z) = c (Fl$)z? 
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We assume that K [z] contains a multiplicative set of manic polynomials, 
called the set of stable polynomials. A rational function is called stable iff its 
denominator is a stable polynomial. A rational matrix is called stable iff its 
entries are stable. 
3. REDUCED FORMS OF THE EXACT MODEL 
MATCHING PROBLEM 
In this section we present a transformation of the problem of exact model 
matching into certain simpler representations (forms), which we call reduced 
forms, and which are the basis of our solutions. We also show that if K is a 
field, such representations always exist when the problem has a solution, and 
they can be easily computed. First some definitions are in order. 
DEFINITION 3.1 [The general exact model matching problem (GEMMP)]. 
Let G,(z), G,(z) be rational matrices over an arbitrary commutative ring K. 
By the GEMMP, we mean the problem of finding the solutions G(z) of the 
linear equations 
(3.2) G,(z)G(z) = G,(z), 
where G(z) is a rational matrix. 
DEFINITION 3.3 [Exact model matching problem (EMMP)]. By the 
EMMP we mean the GEMMP where the solutions G(z) are constrained to be 
proper. 
DEFINITION 3.4 [Reduced forms of the GEMMP (or the EMMP)]. By a 
GEMMP (or an EMMP) in a reduced form, we mean a GEMMP (or an 
EMMP) where, in (3.2), (i) G,(z) = A(z) and G,(z) = B(z), where both A(z) 
and B(z) are polynomial matrices, and (ii) A(z) can be expressed as A(z) = 
[Q(z): R(z)1 with Q<z> h aving a rational inverse, and Q-‘(z)R( z) strictly 
proper. 
It is clear that (3.2) can always be brought into a form where it satisfies 
condition (i), by multiplying G,(z) and G,(z) by some suitable polynomial, 
i.e. 
(3.5) A,(z)G(z) = H,(z). 
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Next we will show that if K is a field, whenever the GEMMP (or EMMP) 
has a solution then we can always bring (3.5) into a reduced form. This can be 
done as follows: Let M(x) be a unimodular polynomial matrix such that 
M(z)A,(z) = ‘lf) , 
[ 1 
where A,(z) is row proper [for example, see Wolovich [l], Forney [2] for the 
existence of such a polynomial matrix M(z)]. Now define 
w 
W4B1(4= B,(z) T I 1 
where B(z) has the same number of rows as A,(z). Clearly for (3.5) to have a 
solution, it is necessary that 
B,(z) = 0. 
It was shown in Emre [3, Remark 2.101 that if A,(z) is a row proper 
polynomial matrix, there exists an invertible matrix Ti over K such that 
U4T1= LOW WI 
= A(z), 
where Q(x) is row proper and Q-l< z)R(z) is strictly proper. 
Thus, if G(z) is a solution of (3.5), then T;‘G(z) satisfies 
(3.6) A(z)T;‘G(z)= B(z). 
Since the set of solutions of (3.5) differ from those of (3.6) only up to 
premultiplication by an invertible matrix Ti over K, if (3.5) has a solution 
then its set of solutions are essentially the same as the set of solutions of the 
equation 
(3.7) A(z)G(z) = B(z), 
which is in reduced form. 
From now on we will assume that the GEMMP (or EMMP) is given in 
reduced form as in (3.6) and (3.7), and that K is an arbitrary commutative 
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ring with identity. Whenever the need arises, we will point out the simplifica- 
tions obtainable in the case with K a field, a principal ideal domain, or a 
Noetherian ring. 
4. A CHARACTERIZATION OF THE SOLUTIONS OF 
THE REDUCED GEMMP 
In this section, we assume that the GEMMP is given in a reduced form 
and that K is an arbitrary commutative ring with 1. We then present a 
characterization of all the solutions, which, as we will show later, leads to 
explicit parametrizations of solutions. We are concerned with the rational 
solutions of the reduced GEMMP 
Before stating our theorem which provides a characterization of all solutions 
of the reduced GEMMP, we note the fact that any rational matrix G(z) can 
be represented as 
(4.2) G(x)=V(z)T-‘(x), 
where V(z), T(x) are polynomial matrices with T(z) column proper (i.e., 
matrices over K [z]) and T-‘(x) is defined as 
AdjT(z) 
T-‘(x): = det(T(z)) ’ 
One obvious way of obtaining such a representation is to choose t(z) to be 
the (manic) polynomial which is obtained as the product of the ,denominator 
polynomials of G(x), and to define 
T(z): = t(z).z, 
where Z is the identity matrix, and 
V(z): = l(z).G(z). 
Clearly, T(z), with this choice, is a column proper polynomial matrix. 
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Now partition V(Z) in a way which is compatible with Q(Z), R(Z) as 
(4.2) 
v,(4 
VW= v,(z) * 
[ 1 
Hence (4.1) is equivalent to 
Now we can state the theorem which characterizes all rational solutions 
G(Z) of (4.1). 
THEOREM 4.4. Let Q(Z), R(z),V,(z),V,(z),T(z), B(z) be polynomial 
matrices such that Q-‘(z)R(x) is strictly proper, and Q(z) has a rational 
inverse. Let T(z) be column proper. Then 
G(z) = 
Vl(4 -1 
i 1 V,(z) T b) 
is a solution of the GEMMP (4.1) iff 
(4.5) (Q-'(#WV,b)) - = (Q-'(+#bPb))) _ 
and 
Proof. If G(z) is a solution of (4. l), then by the definition of V,(x), V,( z) 
and the assumption of column properness on T(x), (4.3) is satisfied. Then 
premultiplying (4.3) by Q-‘(Z), we obtain 
As 
we have 
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Now equating the strictly proper and polynomial parts of both sides, we 
obtain (4.5) and (4.6), respectively. 
Conversely, if (4.5) and (4.6) hold, adding them together, we obtain (4.3) 
which, by the definition of G(Z), Vi(z), V,(Z), and T(Z), yields (4.1). n 
Theorem 4.4 gives a polynomial type of characterization of the solutions of 
the GEMMP. In what follows, we present a characterization in terms of linear 
equations over the base ring K and K-modules, which is a much simpler 
characterization. 
For this, let Z = (F, [G : G,], H) be the Q-realization of the rational 
matrix 
where R(Z) corresponds to G, and G, to r,$B(z)). Then, clearly Z, = 
(F, G, H) is the Qrealization of Q-‘(z)R(z), and Z, = (F, G,, H) his the 
Qreahzation of Q- ‘( .z )ro( B( z). 
Next, let the polynomial vectors vi(z) and ti(z), with degrees pi and pi 
respectively, be the ith columns of V,( z ) and T( z ). Express o,( z ) and ti( x ) as 
and 
t,(z) = c tljzj, 
j=O 
where the v: j’s and t’ j’s are vectors over K. 
Now we can state our theorem providing a characterization of the reduced 
GEMMP (4.3) in terms of linear equations over K and K-modules. 
THEOREM 4.7. Let Vi(z),V,( z), T(z), G(z) be as in Theorem 4.4. Then 
all solutions G(z) of (4.3) are characterized by the solutions of the equation 
(4.8) [ FPzG . . . . : FG :G] 
V', 
I : 
Vi-, 
7.); 
= F”zG,:-.:FGgG,] [ 
t$ 
tl, 
t; 
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where the corresponding T(z) is column proper, and by 
V,(d = Q-‘(x)B(z)T(z) - Q-‘(@b)V,b), 
where (F,[G,G,],H) is the Qrealization ofQ_‘(x)[R(z): r,(B(x))]. 
Proof. Consider the equation obtained from (4.3) by premultiplying it by 
Q-‘(z): 
W)+Q-1bP(4V,(4 = Q-‘(4WTb) 
= Q-'(4y,(%)>W+ %b)Tb). 
In terms of the module theoretic approach to realization theory and in the 
light of results mentioned in Section 2, (4.5) has the following interpretation 
(see Kalman, Falb, and Arbib [36], Fuhrmann [29], Emre [30], and 
Khargonekar [8]): With the polynomial inputs vi(z) and t,(z), the systems 8, 
and Z,, respectively, at t = 1, reach the initial states xi(z) and x,(z), 
respectively, from zero states, and they produce the same outputs for t 2 1, 
with zero inputs. But as both systems have the same state space Kg and the 
same F and H maps, and as both systems are observable, we must have 
In terms of the maps F, G, H, G,, the equality of these states can be 
expressed as in (4.8). The rest of the proof follows from (4.4). n 
REM.~RK 4.10. An alternative way of proving Theorem 4.7 is to view 
(4.3) as the equation 
v,b> 
[Q(z): R(z): B(z)] 
i 1 V,(z) = 0, -w 
and to apply the results of Emre [3]. 
Now in order to characterize the solutions of (4.3), the only additional 
constraint to be placed on the solutions of (4.8) is that T(z) must be a column 
proper matrix. This constraint can be incorporated into Theorem 4.7 as 
follows: We will characterize the solutions of the GEMMP by characterizing 
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the solutions where for each column of V,(x) the i th column degree p, of 
V,(z) is less than or equal to a given fixed integer k. Hence the set of all 
solutions of the GEMMP can be obtained by increasing the value of k 
(k = 0,1,2,. , ,) and finding the corresponding set of solutions for each k. Of 
course, the set of solutions corresponding to a smaller value of k will be 
included in the set of solutions corresponding to larger values of k. Let S, 
denote the set of solutions of the GEMMP (4.3) where the degree of each 
column of V’(z) is less than or equal to k. Let 
!$: = [FkG: Fk-.lG:. . . : FG: G], 
a;: = [F’GB:F’-‘GB:...:FGB:GB]. 
Let W, be the K-module satisfying 
F’G,W, C imar-, +im& 
for 1 = 0,1,2,. . . . Let T(z) be m X m. Note that Wl, c Wl, whenever 2, < 1,. 
Now we can state the theorem which characterizes S,. 
THEOREM 4.11. Sk is nonempty iff there exists an integer 12 0 such that 
W, = K”‘. 
Proof. This theorem follows from Theorem 4.7, the requirement that 
T(z) be column proper, and the fact that Wl, c Wl, whenever 1, I I,. n 
From (4.11) we immediately obtain the following corollary which 
characterizes the minimal solutions of GEMMP, i.e., those elements of S, 
where the column degrees of T(x) [and hence the degree of det(T( z))] are 
minimal. 
COROLLARY 4.12. Let 1 be the first integer > 0 such that W, = K”. 
Choose a basis for K” with maximal possible elements in W,, then maximal 
possible elements in W,, . . . , to obtain (x,, . . . ,x_,}. 
Then, for i = I,..., m, if xi E Wi, 0 I j_< 1, find the corresponding vi(z) 
and ti(x) by solving (4.8) (the existence of solutions is guaranteed by the fact 
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that F jGBxi E im a;_ i + im fi2,). Then 
V,(z)=[v,(z) ... %(4]? 
w= [t,w ..* t,w], 
and V,(z) as given in (4.6) constitute a minimal solution of the GEMMP 
(4.3) (i.e., a solution with minimal column degrees of T(i)). 
REMARK 4.13. In case K is a field, the procedure outlined in Corollary 
4.12 for finding the minimal solutions of GEMMP is very easy to perform. In 
this case the procedure becomes as follows: First find a basis for W,. Then 
add to it the maximal number of vectors in W, not in W,, etc., until a basis of 
K” is obtained. This computation can be readily carried out using matrices 
and Gaussian elimination techniques. 
REMARK 4.14. It is clear that with our approach we can find not only the 
solutions with minimal column degree T(z), but also those with minimal 
column degree V,(z) and minimal column degree T(z), by increasing k = 
1,2,..., and finding the solutions with minimal degree T(z) corresponding to 
the cases where different columns of V,(z) are allowed to have different 
values of k as their degrees. 
5. REDUCED GEMMP IN STATE SPACE FORM 
In this section, we will show that a reduced GEMMP (4.3) can be 
transformed to an equivalent simpler reduced GEMMP where Q(z), R(z), 
and “G(B(“(~)) are replaced by xl - F, G, and G, respectively. Throughout 
this section, as in the others, Z = (F, [G : GB], N) is the Q( z )-realization of 
We believe that this equivalence brings more insight into this problem, and in 
the case of K where we have a workable linear algebra (as with K a field) or 
where we have some results on solutions of linear equations (as with K a 
principal ideal domain), it may lead to alternative techniques and results. For 
example, the problem of function observers for linear systems gives rise to 
same type of equations that we will obtain (see Emre and Khargonekar [5]). A 
similar type of equation arises in dynamic feedback problems (see [5-61). 
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THEOREM 5.1. Let V,(z),V,(z), T(z), G(z) be as in the previous section. 
Then all solutions G(z) of (4.3) are characterized by the solutions of the 
equations 
(5.2) [ ZZ - F: G] = G,T(x) 
(5.3) 9(z)=(zZ-F)-‘G,T(z)-(zZ-F)-‘GV,(z), 
and 
where B, is uniquely defined by 
Proof. For i = l,..., m, (4.8) can be rewritten in a compact matrix form 
as 
GV,b) - c,T(z)l;+ = 0, 
where I;+ stands for the operation of substituting z = F on the left in the 
polynomial matrix 
-N(z)=GV,(z)-G,T(z). 
But this shows that N(z) is left divisible by ZZ - F. That is, there exists a 
polynomial matrix 9(z) such that 
(zZ - F)‘&‘(z) = - GV,(n)+G,T(z), 
which gives (5.2). From this, (5.3) follows easily. To obtain (5.4), consider 
(5.5) q(2)= -(~Z-F)-‘GV,(~)+(~Z-F)~‘G,T(~). 
Operating on (5.5) by H and comparing the right hand side with (4.6), we 
obtain (5.4). The rest follows from the results of Section 4. W 
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REMARK 5.6. Note that the coefficients of *k(z) above correspond to the 
states that the system 
r(t + 1) = Fx(t)+ [G: G&t) 
passes through under the input sequence corresponding to coefficients of 
[V,(z) : - T(z)]. These inputs take the system (F, [G: Gs]) from the zero 
state back to the zero state again. 
REMARK 5.7. We refer to Remark 7.4 for a simplification in the results of 
this section. 
6. A CHARACTERIZATION OF THE SOLUTIONS OF THE EMMP 
In this section we will consider the solutions of the reduced EMMP (i.e., 
the reduced GEMMP where G(z) is constrained to be a proper rational 
matrix). We will show that the solutions of this problem can be obtained 
simply by adding some degree constraints. The following lemmas are the key 
observations in applying the results of Section 4 to this problem. 
LEMMA 6.1. The reduced GEMMP (4.3) has a proper solution iff the 
rational matrix Q-‘( z)B( .z) is proper. 
Proof. Necessity: Suppose that 
G(z) = 
Vl(4 -1 
[ 1 V,(z) T (z) 
is a proper solution of the GEMMP (4.3). Then 
V,(z)T-‘(z)=Q-‘(z)B(z)-Q-‘(z)R(z)V,(z)T-’(z). 
As both Q-‘(z)R(z) and V,(.z)T-‘(z) are proper, V,(z)T-‘(z) is proper iff 
Q-‘(z)B(z) is proper. 
Sufficiency: Suppose that Q-‘(z)B(z) is a proper rational matrix. Then 
obviously 
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is a proper rational solution of 
[Q(Z): Rb)lGb) = B(z). 
Hence the proof. n 
REMARK 6.2. Note the convenience the reduced form of the GEMMP 
brings in providing such a simplified existence result for EMMP as in (6.1) in 
addition to the characterizations based on it in Section 4. In case K is a field, 
we showed in Section 3 that a reduced form as in (4.3) always exists if 
GEMMP has any solution at all, and in this case the computation of such a 
form is very easy. In case K is an arbitrary commutative ring with identity, 
the existence of such a form gives us criteria such as (6.1) for the existence of 
proper solutions very easily. In the case where K is a field, (6.1) was 
(essentially) first proved in Emre and Hautus [4]. 
LEMMA 6.3. Let 
G(z) = 
be a solution of the reduced GEMMP. Then if V,(x)T-‘(z) is proper, so is 
V,(z)T-l(z). 
Proof. It follows from (4.3) that if G(x) is a solution of the reduced 
GEMMP, then 
V,(z)T-‘(x)=Q-‘(+3(z)-QP’(z)R(x)V2(z)T-’(2). 
As Q-‘(z>B(z), Q-‘@)R(z), and V,(z)T~‘(z) are all proper rational 
matrices, so is V,( z)T- l(z). n 
LEMMA 6.4. V,( x)T- ‘(z), where T(z) is column proper, is proper iff the 
ith column degree of T(z) is larger than or equal to the ith column degree of 
v,(x). 
Proof. This lemma is well known in the case with K a field. By 
considering V,(z)T-‘(z) as a formal power series P(x), it is easy to see from 
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the equation 
that the same result is true for K an arbitrary commutative ring with identity. 
n 
Now combining the results of Section 4 with the results of Lemmas 6.1, 
6.3, and 6.4, we obtain the following theorem, where vi(z), tJz), and their 
coefficients are defined as in Theorem 4.7. 
THEOREM 6.5. Let V,( z),V,( z), T(z), Q(z), R(z), B(z) be polynomial 
matrices where T(z) is column proper, Q(z) is admissible, Q-‘(z)R(z) is a 
strictly proper rational matrix, and Q-‘(z)B(z) is a proper rational matrix. 
Then all the proper solutions 
G(z) = 
Vl(4 -1 
i 1 V(z) T (z) 2 
of the GEMMP (4.3) (i.e., the solutions of the EMMP) are characterized by 
the solutions of 
(6.6) [ FPiG: . . . : FG: G 
VL,, 
1 ! 
v-1 
00 
= PGB: . . : FG,: GB] C , i = 1,2 ,..., m, 
where T(z) is column proper, and by 
V,(z) = Q-'b)Bb)T(d 
= Q-‘(~)R(+&), 
where the notation is as in Theorem 4.7. 
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REMARK 6.7. From Theorem 6.5, we see that the solutions of the reduced 
EMMP can be obtained much the same way as the solutions of the reduced 
GEMMP as explained in detail in Section 4. The only difference is the 
constraint on the column degree of V,( z ). 
7. EXPLICIT PARAMETRIZATION OF ALL SOLUTIONS 
AND ALL STABLE SOLUTIONS 
In this section, first we will show how our characterizations developed in 
the previous sections can be used to obtain an explicit parametrization of all 
solutions and all stable solutions of the reduced GEMMP (and the reduced 
EMMP) where Q(z) and R(x) satisfy the Bezout condition. Then we will 
show that when K is a field, we can obtain an explicit parametrization of all 
solutions (or all stable solutions) without the Bezout condition. Remember 
that any rational matrix G(x) can be expressed as 
(7.1) G(z)= 
where T(z) is column proper. In fact, further than that, any rational matrix 
G(z) can be expressed as in (7.1) where 
T(z)= t(z).Z, 
with t(z) a manic polynomial and Z, the m X m unit matrix. G(z) is a stable 
rational matrix iff it has such a representation where t(z) is a stable 
polynomial In this section we will use only such representations of the 
solutions of the GEMMP. With t(z) expressed as 
t(z)= i: tcj2j 
j=O 
and with T(z) = t(z).Z,, where t_ j E K, (4.8) reduces to the equations 
V’& 
(7.2) [FP*G:-:FG:G] : I I =t(F)G,, i = 1,2 ,..., m. Vi, 
GENERALIZED MODEL MATCHING 151 
Considering the coefficients of t(z) as indeterminates, now in (7.2) we have a 
set of linear equations over the polynomial ring K [ to, tp 1,. . . , t_,,] = K [ t], 
where t is the vector of the indeterminates. Then (7.2) can be viewed as a set 
of linear equations over the ring of polynomials K [ t] where t varies over the 
set of coefficients of polynomials of degree less than or equal to p. Hence the 
set of all solutions of the linear equations (7.2) for every integer pi for which 
(7.2) has a solution over K [ t] yields all possible polynomial matrices V,(x) for 
which there exists a polynomial matrix V,(Z) such that 
G(z) = v,(“> 
[ 1 x2(4 t-‘(z) 
is a solution of the reduced GEMMP. For a set of fixed degrees {pi}y=i for 
which (7.2) has solutions over K[ t], the linear equations (7.2) parametrize all 
such V,( z, t) as a function of t. Once Vs(z, t ) is obtained, the corresponding 
Vi(z, t) can be obtained from (4.6), and this is valid for K an arbitrary 
commutative ring. As for the existence of the solutions, if Q(z) and R(x) 
satisfy the Bezout condition, i.e., if there exist polynomial matrices X(z), Y(Z) 
over K [ z] such that 
then it follows from Khargonekar [8] that for some pi I deg (det( Q( z))), the 
reachability matrix in (7.2) is right invertible over K and hence over K[ t], and 
thus solutions are guaranteed to exist. As the set of solutions with t(z) of 
degree less than or equal to p are included in the set of solutions of (7.2) for 
t(z) of degree p, we can assume that each pi 2 the reachability index of 
(F, G). Then (7.2) provides an explicit parametrization of alI solutions as the 
pi’s and p are varied, as explained below. 
In case K is a field, and Q(z), R(z) satisfy the Bezout condition, the 
solution of (7.2) over K[ t] is extremely easy. In that case it is well known that 
all solutions of (7.2) can be expressed as 
(7.3) v,(t>~)=V,(t>+ 
where 
r 
LM(4 
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is one particular solution, L is a basis matrix for the kernel of 
fi, = [ FP’G: . . : FG: G] 
(which can be chosen to be over K, since Qi is over K), and M(a) is an 
n1 x n1 matrix all of whose entries are indeterminates over K, which are 
allowed to take on arbitrary values in K. 
For K a principal ideal domain, again there are known techniques for 
computing V,(t) and L, using Smith forms (see [7] for example). 
For K an arbitrary commutative ring, if Kg is free, still (7.3) is valid, 
where now L is a finite matrix whose columns are a finite set of generators for 
the kernel of a right invertible submatrix of the reachability matrix, although 
in this case not all the entries of M(a) would necessarily be algebraically 
independent. Note that Kg is projective, and if K is a projective-free ring, we 
can choose L again as a basis matrix, so that the entries of M(a) will be 
algebraically independent. This is because, in this case, Kg is free, and kernel 
of !J, is a projective module, and thus a free module. Thus when Kg is free, 
one can (theoretically) obtain explicitly parametrized solutions. 
REMARK 7.4. For K an arbitrary commutative ring, if Kg is not free, one 
can use the following simple technique to transform the problem into one 
where Kg is replaced by a free K-module as follows. As o-‘(z) is rational, it 
is easy to see that there exists a polynomial matrix S(Z) such that 
S(z)Q(z)= P(Z).I, 
where p(z) is a manic polynomial. Clearly, S(Z) cannot be a zero divisor. 
Thus the solutions of (4.3) are the same as the solutions of 
It is easy to see that the (p(z)I)- re iza ion of [p(x).I]-‘(S(z)R(z)) is a al’ t 
finite free system. Thus, throughout this paper, we can take H, F, G, G, as 
matrices over K, with no loss of generality. However, this does not help in the 
parametrization of solutions, because then one loses the Bezout condition. 
It is clear from the results of Section 6 that the same technique is 
applicable to the problem of parametrization of the solutions of the reduced 
EMMP as well, the only difference being the constraint that pi 2 p in (7.2). 
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REMARK 7.4a. Clearly, the parametrization of all stable solutions of these 
problems is obtained if we constrain the parameter vector t so that the 
corresponding t(z) is a stable polynomial. 
Next we will show that if K is a field, we do not need the Bezout 
condition on Q(z) and R(z), and our results are completely general. We 
obtain explicit parametrization of all the solutions (or the stable solutions) of 
the GEMMP as well as the EMMP. For this, we need to note the following 
simple but very crucial observation, which constitutes a very simple clarified 
generalization of the notion of “fixed poles” of these problems (see [22,38]). 
If [Q(z): R(z)] and B( ) x are not left Bezout, then we can always cancel a 
greatest common left factor of [Q(Z) : R(z)] and B(z), and redefine all the 
polynomial matrices, and this does not have any effect on the GEMMP (or 
the EMMP). Hence, we can assume that [Q(Z): R(x)] and B(z) are left 
Bezout. For any solution G(z) of the GEMMP (or the EMMP), we have 
where we can assume that 
v,b> 
[ I V,b) and T,( z ) 
are right Bezout. Let Q< Z) be a greatest left divisor of [Q(z) : R(z)]. Then Q 
and B(z) are left Bezout, and Q-‘(z)B(z)Ti(z) = P(z) is a polynomial 
matrix. Express Q-‘(z)B(z) as &z)Q-‘(z) with B(z),Q(z) right Bezout 
(see Rosenbrock [17]). Then the nonunity invariant factors of Q(Z) and Q(Z) 
are the same (see Rosenbrock [17]) and we have B(x)@‘(z)T,(z) = P(Z). 
But then 
must be polynomial matrix, and we must have 
T,(z) = Q(z)T(z). 
Hence the ith invariant factor of Q(z) divides the ith invariant factor of T,(Z) 
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(see Newman [37]). But then if we express G(Z) as 
v,(“> 
[ I V,b) M4zl--' 
for some polynomial tl(z), we have 
for some polynomial matrix L(z). Thus the ith invariant factor of Q(Z) 
divides the ith invariant factor of tl( x)Z [37]. But the ith invariant factor of 
tl( z)Z is tl( z). Thus the highest degree invariant factor of Q( z)-which is the 
same as the highest degree invariant factor of Q(Z), namely a(z)-divides 
tr(z). Hence the fixed poles of the GEMMP (or the EMMP) are the roots of 
CX(Z) over the algebraic closure of K for any arbitrary field K. Also, there 
exists a polynomial t(z) such that 
This shows that every solution can be expressed as 
G(z) = v,(z) ~ I 1 W) ff ‘(z)t-l(z). 
Based on this important observation, it is clear that we can rewrite the 
problem in the form 
Let Q(Z) be a polynomial matrix such that 
a(z).Z = Q(z)~(z) 
We can also express Q( z ), R( z ) as 
where Q,(z) and R,(z) satisfy the Bezout condition. Hence, we can rephrase 
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the problem as 
Q1(z)Vi(~)+B,(~)Vz(z) =QWWW, 
or with 
B(z) = i)(++), 
we have 
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Hence all the solutions of the original GEMMP (EMMP) give rise to the 
solutions of this modified GEMMP problem and vice versa. As Qi, R, satisfy 
Bezout condition, the Q,-realization 2, of Q[ ‘R, is reachable. Hence we can 
let the coefficients t o,. . . , t, of t(z) be free parameters, and the resulting linear 
equations over K [to, . . . , t,], where r = degree of t(z), will have solutions for 
V,(z) and V,(z) over K[t,,..., t,], provided r is large enough (e.g., r 2 the 
reachability index of Z,). Note that the solutions corresponding to lower 
degree t(z) already belong to the set of solutions corresponding to t(z) of 
degree T. Hence, this formulation, together with the other results we have 
developed, gives us an explicit parametrization of all solutions. 
REMAFS 7.4b. An important result that follows from our results is that if 
K is an arbitrary commutative ring and if Q(z), R(z) satisfy the Bezout 
condition, then for any given polynomial matrix T(z), we can find polynomial 
matrices Vi< z), V,( z) such that 
G(z) = 
v,b> 
[ 1 V,(4 
T-'(z) 
is a solution of the GEMMP. Furthermore, in this case, for any polynomial 
matrix T(x) whose ith column degree is 2 v - 1, where v is the reachability 
index of (F, G) (i.e., the first integer such that ima”_, = I$,), there exist 
polynomial matrices V,(z), V,( z) such that 
G(z) = 
V,w 
i 1 V,(4 
T-'(z) 
is a solution of the EMMP. 
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REMARK 7.4~. In the case where K is a field, the above remark holds true 
for those T(z) which can be written as 
T(z) = Q(z)F(z), 
where o(z) is as defined in Remark 7.4, 
In particular, if we choose 
for any arbitrary polynomial t(x), Remark 7.4b is still valid. This shows that 
in the GEMMP we can assign the poles of the solutions arbitrarily subject to 
the constraint that they contain the “fixed poles” with the right multiplicity. 
In EMMP, this is true for t”(z) of large enough degree. 
REMARK 7.5. Clearly, parametrizations of all stable solutions again corre- 
spond to the case where t is constrained so that t takes values corresponding 
to coefficients of stable polynomials t(.z), and a stable solution exists iff the 
fixed poles are stable or iff o(z) is a stable polynomial, in which case a 
parametrization of all stable solutions can be obtained. 
REMARK 7.6. It is easy to see that the problem of zero initial state inverse 
systems can be formulated as a GEMMP or an EMMP (see [12-13,23-251). 
This can be done as follows. Let Q-‘(.z)R(z) be a rational matrix with 
Q(z), R(Z) being left B ezout polynomial matrices. Then a right inverse Z(Z) 
is defined as a solution of 
(7.7) Q-‘(Z)R(z)2(z)=diag(zp’r), 
where I? 2 0 is an integer. We can rewrite (7.7) as 
diag(z”)R(z)A(z)= Q(Z), 
which clearly is of the form of a GEMMP (or EMMP). If R(x) is right 
invertible and if K is a field, our result on the fixed poles of the GEMMP (or 
EMMP, depending on whether we are concerned with proper inverses or not) 
yields a generalization of the results of Wyman and Sain [39]. In particular, 
application of the results in Section 3, together with the criterion for the 
existence of proper solutions described in Section 6 (which is essentially the 
same as the one developed by Emre and Hautus [4, Section 71) yields a 
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method to determine the least possible integer fi for there to exist proper right 
inverses (i.e., the determination of the inherent integration [40-411 of 
Q-‘(@R(z)). If A= , th 0 en our results on “fixed poles” reduce to the fact 
that if A(z) is any such right inverse expressed as A(z) = Pi( z)Q; ‘( z) where 
Pi(z), Qi(z) are polynomial matrices, then the ith nonunity invariant factor 
of R(z) [i.e., the ith transmission polynomial of Q-‘R( z)] divides the ith 
nonunity invariant factor of Q,(z). Furthermore, there exist inverses whose 
poles can be arbitrarily chosen as far as they contain the transmission zeros of 
Q-‘@R(z) with h ‘gh ul’ li ’ t e n t m tip city (in the algebraic closure of K). This 
shows that our results on “fixed poles” provide a generalization of the results 
of Moore and Silverman [42] and Wyman and Sain [39] on the poles of 
inverse systems. 
8. GEOMETRIC THEORY FOR LINEAR SYSTEMS OVER RINGS, THE 
EMMP, AND THE DYNAMIC COVER PROBLEM 
In this section, we will present some results on the EMMP and the 
dyrimnic cover problem of the geometric control theory, which has thus far 
been developed for linear systems over fields (see Wonham and Morse [9], 
Emre, Silverman, and Glover [lo], Morse [II], Emre and Silverman [ 12- 141, 
Emre and Hautus [4], and Wonham [15] for the dynamic cover problem and 
its relation to the EMMP). In this section we will extend these results to the 
case where K is an arbitrary commutative ring with identity. For this, first we 
will extend the geometric concepts to the case where K is an arbitrary 
commutative ring, using the results developed by Emre and Hautus [4]. Then 
we will connect these results with the results of the previous sections. These 
results, even when K is a field, show clearly the inherent linear structure of 
(F, G)-invariant submodules, and constitute a generalization of some of the 
results of Wonham and Morse [9]. The main concept of the geometric theory 
of linear systems is that of an (F, G>’ invariant subspace (see Wonham [16] for 
a detailed account of this concept for linear systems over a field). In recent 
years a polynomial characterization of these subspaces has been developed by 
Emre and Hautus [4], which has led to a considerable amount of research (see 
Fuhrmann and Willems [18], Hautus [19], Khargonekar and Emre [20], for 
example) in connecting the geometric theory to polynomial frequency domain 
theory (see Wolovich [l] and Rosenbrock [17] for an account of the poly- 
nomial theory of linear systems over fields). In this section, first we will show 
how the results of Emre and Hautus [4] generalize to the case of K an 
arbitrary commutative ring for finitely generated (F, G )-invariant submod- 
ules, and further we will show that the EMMP and the dynamic cover 
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problems are again equivalent, thereby extending the results of [4] on this 
equivalence for K a field. We should note here that, independently of this 
paper, a different approach to (F, G)-invariant submodules has been taken by 
Hautus in [43], where a number of results have been developed. Our main 
purpose in this section is to study (F, G )-invariant submodules in relation to 
the EMMP. 
Let Z = (F, G, H) (with the state Ko) be the Q-realization of the strictly 
proper rational matrix Q- ‘( z)R( z), where Q(z) is assumed to have a rational 
inverse. For K an arbitrary commutative ring, we define an (F, G)-invariant 
module the same way as it is defined when K is a field: 
DEFINITION 8.1. Let V be a K-submodule of Kg. Then V is an (F, G)- 
invariant submodule iff it satisfies the condition 
FV c V+imG. 
Then it is easy to see that the proofs of the following two lemmas 
developed by Emre and Hautus [4, Theorem 3.1, Corollary 3.101, among 
many other results developed there, are independent of the fact that K was 
assumed to be a field there, and they are valid for K an arbitrary commutative 
ring with identity. 
LEMMA 8.2 (Emre and Hautus [4, Theorem 3.11). Let W(z) be a 
polynomial matrix (with a possibly infinite but countable number of 
columns). Then the columns of W( z) are a set of generators for an (F, G)-in- 
variant submodule of Kg iff there exist matrices over K of suitable dimen- 
sions H,, H,, F, such that 
(8.3) Q(z)H,+R(z)H,=W(z)(zZ-F,). 
LEMMA 8.4 (Emre and Hautus [4, Corollary 3.101. Let W(z) be a 
polynomial matrix with a possibly infinite but countable number of columns. 
Then the columns of W(z) are a set of generators for an (F, G )-invariant 
submodule in ker H (i.e., HW( x) = 0) iff there exist matrices H,, F, over K of 
suitable dimensions such that 
(8.5) R(z)H, = W(z)(zZ - F,). 
REMARK 8.6. We should note here that in the definition of an (F, G)- 
invariant submodule, we did not put any constraint that such a submodule 
GENERALIZED MODEL MATCHING 159 
should be finitely generated. However, we constrained ourselves to such 
submodules with a set of countable generators so that matrix multiplications 
would be well defined. In Lemmas 8.2 and 8.4 we explicitly consider only 
those (F, G)-invariant submodules which have at most a countable set of 
generators, so that Lemmas 8.2 and 8.4 are meaningful as stated. As we will 
see, for the EMMP problem we only need to consider the (F, G>invariant 
modules with at most a countable set of generators. It is well known that if K 
is a Noetherian ring (see [7]), then every submodule of Ky [which itself is 
finitely generated, as Q(z) has a rational inverse] is finitely generated, and 
thus all (F, G)-invariant submodules of Kg are finitely generated. 
Next, as done by Emre and Hautus [4, Definition 2.11 for K a field, we 
generalize the notion of Kg to arbitrary rectangular polynomial matrices R(z) 
for K a commutative ring with identity. 
DEFINITION 8.7. Let R(z) be a p X m polynomial matrix (over K [z]). 
Then K, denotes the set of x(z) E Kp[z] for which there exists a strictly 
proper rational vector u(z) E Kq( z) such that 
R(z)u(z) = x(2). 
In the case where K is a field, an important concept of geometric control 
theory is the largest (F, G>invariant subspace in ker H. It was proved by 
Emre and Hautus [4, Corollary 3.121 that K, is the largest (F-G)-invariant 
subspace in ker H. It is easy to see that for K a Noetherian ring with identity, 
this result generalizes as 
LEMMA 8.8 (Emre and Hautus [4, Corollary 3.121). Zf K is a Noetherian 
ring, K, is the lurgest (F, G>invariant submodule which is in kerH (i.e., it 
contains every such sulnrwdule). 
Now we wiU consider an arbitrary EMMP for K an arbitrary commutative 
ring, which can be written as 
(8.9) Ad+(z) = B,b), 
where A,(z), B,(z) are given arbitrary polynomial matrices and G(z) is a 
proper rational matrix. Choose an arbitrary manic polynomial q(x) such that 
Z(z) = q-‘(4[4(+ %b)l 
is strictly proper. Let 2 = (P, [e : kB], I%) be the qZ-realization of Z(z). (Note 
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here that 3, G, G,, l? are matrices over K, which, because of the simple form 
of q(z).I, can be written by inspection; the reader is referred to [21], where 
this idea is worked out in more detail for K a field. The same results are true 
for K an arbitrary commutative ring.) 
Combining the ideas developed here with the proof of Emre and Hautus 
[4, Theorem 4.71, we obtain the following result for K a commutative ring, 
after very slight modifications. 
THEOREM 8.10. For K an arbitrary commutative ring, the EMMP has a 
solution iff there exists a finitely generated ( fi, c)-invariant submodule V in 
ker H. such that 
(8.11) 
FVCV+imG, 
imds C V+imG, 
V c ker fi. 
Proof. Express G(Z) in (8.9) as 
GW= v(t) 
[ I %) T-l(z) 7 2 
where T(Z) is manic scalar. Let (H,, F,, G,) be the T(z>realization of the 
strictly proper part of G(Z). Then (F,, G,) is reachable, and thus the matrix 
is a polynomial matrix, and by Lemma 8.4, its columns generate a finite 
(3, G)-invariant submodule in ker fi. As 
A,(z)H,(zZ-F,)-‘G,=B,(z)-A,D,, 
where 
D,= lim G(z), 
z-33 
we have 
imGR C V+imG. 
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Conversely, if (8.11) is satisfied for some finite submodule V, then, by 
Lemma 8.4, there exists a polynomial matrix W(n) which can be expressed as 
W(z) = A,(z)H,(zZ - F,) -l, 
for some matrices Hi and Fi over K. Then, considered as elements of K,,, 
ime:, C V+imG, 
which is equivalent to 
for some matrices G, and D, over K. Then 
G(z):=H,(zZ-F,)-'G,+D, 
satisfies (8.9). n 
REMARK 8.1 la. A subspace V as in (8.11) is called a generalized dynamic 
cover, and it is closely related to a number of system theoretic problems (see 
[4,6,9-15,211). 
REMARK 8.12. One important difference from the case where K is a field 
is that, in the case where K is an arbitrary commutative ring, we have no a 
priori guarantee that (F, G)-invariant submodules are finite, and we cannot 
exclude a priori the case of those with an infinite number of generators. These 
(if they exist) would correspond to a generalized form of EMMP where the 
solutions G(Z) are not necessarily rational, but may be expressed (if they have 
a countable set of generators) as 
G(z)=H,(xZ-F,)-‘G,+ D,, 
where F,, G,, Hi are infinite dimensional matrices over K. In this case, (8.10) 
is still valid if we remove the constraint of G(z) being rational (equivalently, 
V being finitely generated). Such infinite dimensional solutions are beyond 
the scope of this paper. 
Now we will connect these results with the results of the previous sections 
for the reduced EMMP. Again, let us consider an EMMP in reduced form. 
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We know from Section 5 that we can assume the problem to be in state space 
form, i.e., 
(8.13) [zz-F:C] 
w4 
[ I %(4 T-+)=6, 
- - 
where T(z) is manic scalar, and Gig, G, P denote matrix representations for 
G,, G, F relative to some bases. Thus 9(z) is over K[ z]. Here we assume 
that K,, is free. Let 
be the Cealization of 
As T(z) is manic, Z, is a finite-free system. Thus we can assume that 
H,, Ha, F,, G,, D, are finite matrices over K. Then as (F,, G,) is reachable, 
(8.13) implies that 
(8.14) W(z)=(zZ-F)H,(zZ-F,)-‘+GH,(zZ-F,)-l 
is a polynomial matrix. But from the expression for W(z) it follows that 
W( :) = W = H,, which is a matrix over K independent of z. Now applying 
Lemma 8.2 to (31- F)- ‘c with Q(a) replaced by d - F and R( 2 ) replaced -- 
by G, and noting that the (zZ - F)-realization of (zZ - F)-‘G is (F, G, Z), 
we infer that columns of W = H, generate an (F, G)-invariant submodule. 
Specifically, we have F(W) = WE;, + G( H,). On the other hand, (8.13) shows 
that 
(8.15) WG, + GDzz = GB: 
and D, is of the form 
D,= D” [ 1 . 22 
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Conversely, if (Hi, HZ, F,, Da,) satisfy (8.14) and (8.15) with 
we see that 
G(z)=H,(zZ-F,)-‘G,+ D” [ 1 22 
is a solution of the reduced EMMP (8.13). n 
REMARK 8.16. Thus we have shown that the solution of the general 
EMMP (8.9) is equivalent to the existence of a finite matrix W over K whose 
columns span an (fi, G>invariant submodule in kerfi such that 
ime:, C imW+imG. 
The last arguments show that if A,( Z) = A( Z) and B,(z) = B(z), where 
A(z)G(z) = B(z) 
is a reduced EMMP, and if Ko is free then these (fi, &)-invariant submodules 
in ker l? are in some correspondence with finite (F, G kinvariant submodules 
of the Q-realization of Q-‘(,z)R( z). Hence it follows that in this case these 
submodules can be characterized by the equations involving the reachability 
matrices given in the previous sections. 
REMARK 8.17. In the case where K is a field, an (F, G)-invariant 
subspace V satisfying (8.11) is called a dynamic cover (see [8-151). It is shown 
here that dynamic covers can also be defined meaningfully and play the same 
role in the case where K is an arbitrary commutative ring with identity. 
REMARK 8.18. We also see that if we are given a strictly proper transfer 
matrix 
P-‘(+4(z), 
with the P-realization 2 = (fi, G, Z?), where A(z) is of the form (possibly up 
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to a permutation of its columns) [Q(z): R(z)] with QP’(z)R(z) strictly 
proper, then the finite (fi, c)-invariant submodules in ker fi of 2 are in some 
correspondence with the finite (I?, G)-invariant submodules of Z = (F, G, H), 
which is the Q-realization of p- ‘( z)R(z) provided that Kg is free. 
REMARK 8.19. Another important difference between the cases with K a 
field and K an arbitrary commutative ring is the following. The open loop 
definition of an (F, G>invariant submodule, as we have shown, is meaningful 
and useful. However, it is not true in general that an (I?, G)-invariant 
submodule can be made an (F + GL>invariant submodule by some constant 
state feedback law L, which is the case when K is a field. 
The author would like to thank the Department of Electrical Engineering 
of Texas Tech University for supporting this research. 
REFERENCES 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
W. A. Wolovich, Linear Multivariable Systems, Springer, New York, 1974. 
G. D. Forney, Minimal bases of rational vector spaces with applications to 
multivariable linear systems, SIAM J. Control 13:493-520 (1975). 
E. Emre, The polynomial equation QQc + AI’, = @ with application to dynamic 
feedback, SIAM J. Control Optim. 18:611-620 (Nov. 1980). 
E. Emre and M. L. J. Hautus, A polynomial characterization of (A, B)-invariant 
and reachability subspaces, SIAM J. Cmhol Optim. 18:420-436 (July 1980). 
E. Emre and P. P. Khargonekar, Regulation of split linear systems over rings: 
coefficient-assignment and observers, IEEE Trans. Automat. Control, Feb. 1982. 
E. Emre, Pole assignment by dynamic feedback, Internat. J. Conhol 
33 (2):311-321 (1981). 
N. Bourbaki, Commutative Algebra, Addison-Wesley, 1972. 
P. P. Khargonekar, On matrix fraction representations for linear systems over 
commutative rings, SIAM J. Control Optim., Mar. 1982. 
W. M. Wonham and A. S. Morse, Feedback invariants of linear multivariable 
systems, Automatica 8:93-100 (1972). 
E. Emre, L. M. Silverman, and K. Glover, Generalized dynamic covers for linear 
systems with applications to deterministic identification and realization problems, 
IEEE Trans. Automat. Control AC-22:25-36 (Feb. 1977). 
A. S. Morse, Minimal solutions to transfer matrix equations, IEEE Trans. Auto- 
mat. Contiol AC-21:131-133 (1976). 
E. Emre and L. M. Silverman, Minimal dynamic inverses for linear systems with 
arbitrary initial states, IEEE Trans. Automat. Control AC-21:766-769 (Oct. 
1976). 
E. Emre and L. M. Silverman, K-observers for linear systems with unknown 
inputs, IEEE Trans. Automat. Control AC-25779-782 (Aug. 1980). 
GENERALIZED MODEL MATCHING 165 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
E. Emre and L. M. Silverman, Partial model matching of linear systems, IEEE 
Trans. Automat. Control AC-21:131-133 (Apr. 1980). 
W. M. Wonham, Dynamic observers: geometric theory, ZEEE Truns. Automat. 
Control AC-l5:258-259 (1970). 
W. M. Wonham, Linear Multivariable Control: A Geometric Approach, Springer, 
Berlin, 1974. 
H. H. Rosenbrock, State Space and Multivariable Theory, Wiley, New York, 
1970. 
P. A. Fuhrmann and J. C. Willems, A study of (A, B)-invariant subspaces via 
polynomial models, Znternat. J. Control 1980, pp. 467-494. 
M. L. J. Hautus, A frequency domain treatment of disturbance decoupling and 
output stabilization, in Algebraic and Geometric Methods in Linear Systems 
Theory (C. I. Byrnes and C. F. Martin, Eds.), Amer. Math. Sot., Providence, RI., 
1980. 
P. P. Khargonekar and E. Emre, Further results on polynomial characterizations 
of (F, G)-invariant subspaces, IEEE Trans. Automat. Control, Apr. 1982. 
E. Emre, Nonsingular factors of polynomial matrices and (A, B)-invariant sub 
spaces, SIAM J. Control Optim. 18 (May 1980). 
W. A. Wolovich, P. Antsakhs, and H. Elliott, On the stability of solutions to 
minimal and nonminimal design problems, ZEEE Trans. Automat. Control AC- 
22:88-93, (Feb. 1972). 
B. C. Moore and L. M. Silverman, Model matching by state feedback and 
dynamic compensation, IEEE Trans. Automat. Control AC-17:491-497 (Aug. 
1972). 
S. H. Wang and E. J. Davison, A minimization algorithm for the design of linear 
multivariable systems, IEEE Trans. Automat. Control AC-18:220-225 (1973). 
M. K. Sain, A free modular algorithm for minimal design of linear multivariable 
systems, in 1975 ZFAC Congress, Paper 9.1. 
A. S. Morse, Structure and design of linear model following systems, IEEE Trans. 
Automat. Control AC-18:346-354 (Aug. 1973). 
E. Emre, A new approach to identification of linear systems and the optimal 
solution of a class of synthesis problems, presented at the IEEE CDC, San Diego, 
1981. 
R. Eising and E. Emre, Exact model matching of %D systems, IEEE Trans. 
Automat. Control, Feb. 1979, pp. 132-133. 
P. A. Fuhrmann, On strict system equivalence and similarity, Internat. J. Control 
25:5-10 (1977). 
E. Emre, On a natural realization of matrix fraction descriptions, ZEEE Trans. 
Automat. Control AC-25:288-289 (1980). 
E. W. Kamen, Lectures on algebraic system theory: linear systems over rings, 
NASA Contractor Report 3016. 
E. D. Sontag, Linear systems over commutative rings, a (partial) updated survey, 
presented at the IFAC Conference, Japan, 1981. 
E. Emre, On necessary and sufficient conditions for regulation of linear systems 
over rings, SZAM J. Control Optim., Mar. 1982. 
C. A, Desoer, R. W. Liu, J. Murray, and R. Saeks, Feedback system design: the 
166 EROL EMRE 
35 
36 
37 
38 
39 
40 
41 
42 
43 
fractional representation approach to analysis and synthesis, IEEE Trans. Autc- 
mat. Control AC-25:399-412 (1980). 
A. S. Morse, Global stability of parameter-adaptive control systems, IEEE Trans. 
Automat. Control AC-25:433-439 (June 1980). 
R. E. KaIman, P. L. Falb, and M. A. Arbib, Topics in Mathematical System 
Theory, McGraw-Hill, New York, 1969. 
M. Newman, Integral Matrices, Academic, 1972. 
P. P. Khargonekar and E. Emre, Further results on polynomial characterizations 
of (F, G)-invariant subspaces, Center for Mathematical System Theory, Univ. of 
Florida, Gainesville, Fla., May 1980. 
B. F. Wyman and M. K. Sain, The zero module and essential inverse systems, 
1EEE Trans. Circuits and Systems CAS-28:112-126 (Feb. 1981). 
L. M. Silverman, Inversion of multivariable linear systems, IEEE Trans. Automat. 
Control 14 (June 1969). 
M. K. Sain and J. L. Massey, Invertibility of linear time-invariant dynamical 
systems, IEEE Trans. Automat. Control 14:141-149 (Apr. 1969). 
B. C. Moore and L. M. Silverman, A time domain characterization of the 
invariant factors of system transfer function, in Proceedings of the 1974 JACC. 
M. L. J. Hautus, Controlled invariance in systems over rings, Eindhoven Univ. of 
Technology, Dept. of Mathematics, Memo COSOR 82-01, Jan. 1982. 
Received 14 Decembm 1981; revised 27 July 1982 
