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Abstract
In this paper it is proved that if C is a compact subset of the convex n-dimensional compactum
K ⊂Rn so that C and K have the same projections on all linear subspaces of some fixed dimension
k for 0 < k < n, then C contains a (k − 1)-sphere. If K is a polyhedron then C can be chosen to
be exactly (k − 1)-dimensional. In the general case, C must contain some of the boundary points D
of K , and C can be chosen to equal D ∪ Z where Z is a 0-dimensional subset of the interior of K .
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1. Introduction, definitions, and notation
We let Rn denote Euclidean n-space with the standard inner-product. We let e0 denote
the origin of Rn and ei ,1 6 i 6 n, denote the unit vectors in the positive direction of
each of the coordinate axes. For each linear subspace V of Rn, we define the orthogonal
subspace V ⊥ to be the set of all vectors in Rn whose inner-product with each element of
V is zero. We define the projection of Rn with respect to V to be the map PV :Rn→ V ⊥
which sends each vector x in Rn to the vector in V ⊥ which is closest to x . Equivalently,
Rn is the direct sum V ⊕ V ⊥ and each vector x ∈ Rn can be written uniquely as the sum
v +w where v ∈ V and w ∈ V ⊥. We then define PV (x)= w. If the dimension of V is j ,
then we call PV a j -projection. We say two sets A,B ⊂Rn have the same V -projections
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if PV (A)= PV (B). If j is an integer, 06 j 6 n, then we say two sets A,B ⊂Rn have the
same j -projections if PV (A)= PV (B) for every j -dimensional subspace V . Thus two sets
A,B ⊂ Rn have the same 0-projections if and only if A = B . Two sets A,B ⊂ Rn have
the same n-projections if each is nonempty or if each is empty.
IfK is a convex n-dimensional compact set in Rn and j is a fixed integer 0< j < n, we
seek a compact set C of minimal dimension so that C and K have the same j -projections.
We will find that there is a certain compact subset D in the boundary of K that must lie
in any such C. We will show how to construct such a C so that it is the union of D and a
0-dimensional subset of the interior of K .
If V is a k-dimensional linear subspace of Rn and p ∈ Rn, then the coset V + p =
{v+ p | v ∈ V } is called a k-plane. We say that any two cosets of V are parallel k-planes.
For each k-plane the corresponding subspace of Rn is uniquely determined. An (n− 1)-
plane of Rn will be called a hyperplane. Let V be a j -dimensional subspace of Rn, then
a subset W is a j -plane parallel to V if and only if W is of the form P−1V (p), p ∈ V⊥.
Hence, two sets A and B in Rn have the same j -projections if and only if each j -plane
meets both A and B or misses both A and B . We first consider the case of an n-simplex in
Rn and give an interesting construction of a compact (n− j − 1)-dimensional set that has
the same j -projections.
2. The polyhedral case
In this section we consider the special polyhedral case. This section is not used in
subsequent sections and is, in fact, a special case of Section 5. However, the ideas are
much simpler and the construction is more explicit.
Lemma 2.1. Let∆ be an n-simplex inRn andp be an element of a k-face where k < n−1.
Then there is an (n− k− 1)-plane that meets ∆ precisely at p.
Proof. Let h be an affine linear transformation that sends∆ to the standard n-simplex with
vertices e0, . . . , en and which sends the k-face containing p to the k-simplex determined
by e1, . . . , ek+1. Let H ′ be the (n− k − 1)-plane containing h(p) which is parallel to the
subspace spanned by ek+2, . . . , en. The plane H ′ meets the standard simplex only in h(p)
so H = h−1(H ′) is the desired (n− k− 1)-plane. 2
Theorem 2.2. Let ∆ be an n-simplex in Rn and j be an integer, 0< j < n. If B is a set
that has the same j -projections as∆, then each face of∆ of dimension less than n− j lies
in B and the dimension of B is greater than or equal to n− j − 1.
Proof. Clearly B ⊂ ∆ since any point outside of ∆ lies in a hyperplane (and hence in a
j -plane) missing ∆. Let p ∈∆ lie in a k-face of ∆ where k < n− j . By Lemma 2.1, there
is an (n− k−1)-plane that meets∆ precisely at p. But n− k−1> j , so there is a j -plane
that meets∆ precisely at p, and we see that p ∈ B . Since each face of dimension less than
n− j lies in B , it is clear that the dimension of B is at least n− j − 1. 2
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Lemma 2.3. Let a,b, c be points in Rn that are not collinear. Then there exists an ε > 0
so that no line meets each of the ε-neighborhoods of a,b, c.
Proof. Let U and V be disjoint neighborhoods of a and b, respectively. Define a real-
valued function T on U × V by sending (x, y) ∈U × V to the distance from c to the line
determined by x and y . Since a,b, c are not collinear, T (a, b) > 0. By the continuity of T ,
there exists a δ > 0 so that if x,y are within δ of a,b, respectively, then T (x, y) is greater
than T (a, b)/2. We set ε to be the minimum of δ and T (a, b)/2. 2
Proposition 2.4. If ∆ is an n-simplex in Rn, n > 2, then there is a compact (n − 2)-
dimensional subset B so that ∆ and B have the same 1-projections.
Proof. Let ai be the barycenters of the (n− 1)-faces of ∆ and c be the barycenter of ∆.
Since c is not on a line determined by any distinct pair ai, aj of barycenters, repeated
applications of the lemma provide an ε > 0 so that for any distinct pair of barycenters
ai, aj , a line that is within ε of each of ai and aj must have distance greater than ε from c.
Set Y to be the union of the straight line segments from ai to c. Let A0 equal ∆ minus
the interior of a small regular neighbourhood N of Y in ∆. By small we mean that the
intersection of N with an (n − 1)-face of ∆ lies in the interior of the (n − 1)-face and
within ε of the barycenter ai ; furthermore, an ε neighbourhood of c separates ai from aj
in N for i 6= j . Hence N contains no line segment that runs between distinct (n− 1)-faces
of ∆. We notice two things.
First, a line meets ∆ if and only if it meets A0. For suppose a line l meets ∆ but
misses A0. Then l must meet an (n− 1)-face in its interior. However, l meets the (n− 1)-
face in at most one point because otherwise it would meet the boundary of the (n− 1)-face
which lies in A0. So l must meet another (n− 1)-face, and l ∩∆ is a line segment that lies
in the interior of N and meets two distinct (n− 1)-faces. But this contradicts the way N
was constructed.
Second, ∆ \ Y retracts to the (n− 2)-skeleton of ∆. Hence, this map restricted to A0
maps A0 to an (n− 2)-dimensional polyhedron and each point is moved by less than the
diameter of ∆.
We now take a triangulation of A0 of mesh less than 1 and repeat the above construction
on each of the n-simplexes of the triangulation in such a manner that the regular
neighborhoods of the Y ’s match up on the (n − 1)-faces. The resulting polyhedron is
denoted by A1 and has the property that a line meets A1 if and only if it meets A0. But
a line meets A0 if and only if it meets ∆ so we get that a line meets A1 if and only if it
meets ∆. Also A1 maps to the (n− 2)-skeleton of the triangulation by a map that moves
each point by less than the mesh of the triangulation.
Continuing in this manner, we construct polyhedra Ai so that a line meets Ai if and
only if it meets ∆ and for i > 0 there is a map to an (n− 2)-dimensional polyhedron that
moves points less than 1/i . The first condition guarantees that the intersection B =⋂Ai
has the same 1-projections as ∆. The second condition guarantees that the intersection has
dimension n− 2. 2
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Proposition 2.5. Let∆ be an n-simplex inRn, n> 2, and j be an integer 0< j < n. There
is a compact (n− j − 1)-dimensional set B so that ∆ and B have the same j -projections.
Proof. For each (n − j + 1)-face σ of ∆, let 〈σ 〉 denote the (n − j + 1)-plane in Rn
containing σ . Applying Proposition 2.4 to σ in 〈σ 〉, we construct a compact set B(σ) of
dimension (n− j + 1)− 2= n− j − 1 so that each line in 〈σ 〉 either meets both σ and
B(σ) or misses both σ and B(σ). The union of the B(σ) over all (n− j + 1)-faces is a
compact set B of dimension n− j − 1.
Let H be a j -plane in Rn that misses B . Suppose σ is an (n− j + 1)-face of ∆ so that
H ∩ σ 6= ∅. Dimensional considerations show that H ∩ 〈σ 〉 contains a line that meets σ .
But this line must also meet B(σ) which is a contradiction since B(σ) ⊂ B . Since every
face of dimension k < n− j + 1 lies in a face of dimension n− j + 1, we know that H
misses all faces of dimension less than or equal to n− j + 1. We now show that H misses
all faces of ∆. Suppose that τ is a face of minimal dimension k that meets H . Let 〈τ 〉 be
the k-plane of Rn containing τ , we see from dimensional considerations that if k > n− j ,
then H ∩ τ contains a line which of necessity must meet the boundary of τ and hence a
face of smaller dimension. But this contradicts the choice of k as minimal. Hence, we see
that if a j -plane misses B , it must also miss ∆. 2
Proposition 2.6. LetM be the finite union of n-simplexes inRn, n> 2, and j be an integer
0< j < n. There is a compact (n− j − 1)-dimensional set D so that M and B have the
same j -projections.
Proof. Apply Proposition 2.5 to each of the n-simplexes and take the union. 2
3. Hiding a compact set in a Cantor set
In this section we prove the following proposition.
Proposition 3.1. Let A ⊂ Rn be a compact set and U ⊂ Rn be a neighbourhood of A.
Then there is a Cantor set C ⊂U so that every line in Rn that meets A also meets C.
Proof. Let p ∈ Rn and let N(p, ε) denote the open ε-neighbourhood of p. By a theorem
of Borsuk [1], if p ∈Rn and 0< δ < ε, there is a Cantor set C in N(p, ε) so that each line
in Rn which intersects N(p, δ) will contain a point of C. Cover A by a finite collection
of neighborhoods N(pi, δi) so that for each δi there is a corresponding εi > δi so that
N(pi, εi)⊂ U . Apply Borsuk’s theorem to obtain Cantor sets Ci ⊂N(pi, εi) so that each
line that meets N(pi, δi) meets Ci . The Cantor set C =⋃Ci ⊂ U , and every line that
meets A also meets C.
We give an independent proof of the fact that for 0< δ < ε, there is a Cantor set C in
N(p, ε) so that each line that meets N(p, δ) must contain a point of C. We choose C′ to
be a Cantor set that lies in the open interval (δ, ε). Let A and B be the spheres about p
of radius δ and ε, respectively. Let f :C′ →A×B be a continuous function that takes C′
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onto all of A×B . We define an embedding h of C′ into N(p, ε) as follows: Given x ∈ C′
so that f (x) = (a, b), h(x) is the point on the sphere of radius x about p that meets the
line segment from a to b. Then C = h(C′) is the desired Cantor set. 2
4. Convex compacta
We give some definitions, notation, and summary of facts which are useful when dealing
with convex compacta in Rn. Good references are [3,4].
Definition 4.1. If A is a nonempty subset of Rn, then 〈A〉 denotes the intersection of all
j -planes, 06 j 6 n that contain A. The set 〈A〉 is itself a k-plane for some k, 06 k 6 n.
We let K be a convex compactum in Rn. If 〈K〉 is a k-plane, then K is homeomorphic
to the k-ball
Bk = {x ∈Rk | |x|6 1}.
It, therefore, makes sense to talk about the boundary and interior ofK which we denote by
∂K and int(K), respectively.
Definition 4.2. If H is a (k − 1)-plane in 〈K〉 that has nonempty intersection with the
boundary of K and which has the property that K lies in the closure of one of the
components of 〈K〉 \H , then H is called a supporting hyperplane of K (in 〈K〉).
Definition 4.3. Let K be a convex compactum in Rn. A subset of K is called a face of K
if it is equal to K , ∅, or the intersection of a supporting hyperplane of K with K . A proper
face of K is a face that is not equal to K or ∅. It is a well-known fact that every point in
the boundary lies in a proper face. If F is a proper face of K we write F < K . The face
F is also a convex compactum. If the dimension of F is j , we call F a j -face. In general,
it is not true that a face of a face is a face of the original convex compactum. If m is a
non-negative integer and Fm < Fm−1 < · · · < F0, then we say that each Fi is a derived
face of F0. Notice that every point of K lies in the interior of some derived face.
Definition 4.4. If V is an (r − 1)-plane contained in an r-planeW of Rn, then the closure
of one of the components of W \ V is an r-half-plane or a half-plane of dimension r . If H
is the half-plane, we let ∂H denote V .
Lemma 4.5 (Tipping Lemma). Let C be a compact subset of Rn. Let V ⊂ W ⊂W ′ be
a collection of planes of Rn of dimensions q , m − 1, and m, respectively, such that
C ∩ W ⊂ V and C misses one component of W ′ \ W . Let H be a half-plane in V
of dimension r which misses C. Then there exists a half-plane H ′ in W ′ of dimension
r +m− q which contains H and misses C.
Proof. We may assume that the origin of Rn lies in ∂H . Recall that 〈H 〉 denotes the
r-plane in Rn containing H . There exist orthogonal subspaces U1,U2,U3,U4,U5 of Rn
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which we identify with Rr−1, R1, Rq−r , Rm−q−1, R1, respectively so that ∂H = U1,
〈H 〉 =U1⊕U2, H =U1⊕ [0,∞), V =U1⊕U2⊕U3, W = V ⊕U4, W ′ =W ⊕U5. We
assume that C ∩ {W ⊕ (−∞,0)} = ∅. The idea is to tip the half-space U1 ⊕ U2 ⊕ U4 ⊕
[0,∞) so that it contains H but misses C.
Let C′ = C ∩ {U1 ⊕ U2 ⊕ U4 ⊕ U5} and P :U1 ⊕ U2 ⊕ U4 ⊕ U5→ U2 ⊕ U5 denote
the projection map. We think of U2 ⊕ U5 as the (x, y)-plane. Then P(C′) is a compact
set that lies in the upper half-plane and misses the origin and positive x-axis. Define the
continuous function f :P(C′)→ (0,pi] by setting f (x) to be its polar angle. Since P(C′)
is compact, there exists a θ , 0< θ < pi/2, so that f (x) > θ for each x ∈ P(C′). Let l be
the line through the origin in U2 ⊕U5 which has angle θ with the positive x-axis. Let H ′′
be the half-plane determined by the component of (U2 ⊕ U5) \ l that lies below l. Then
H ′ = P−1(H ′′) is the desired half-space. 2
Lemma 4.6. Let K be a convex n-dimensional compactum in Rn, F a derived face of K
of dimension r , and C be a compact subset of K that misses a point p ∈ F . Then p lies in
a half-plane of dimension n− r that misses C.
Proof. Let F = Fk < Fk−1 < · · ·< F0 = K , the dimension of Fi = ni , and set W ′i to be
the ni -plane 〈Fi〉. Since Fi is a face of Fi−1, there is a supporting hyperplane Wi−1 in
W ′i−1 of dimension ni−1 − 1 so that Fi = Fi−1 ∩Wi−1.
Let P be the plane of dimension (nk−1 − nk − 1) that contains p and is orthogonal to
W ′k in Wk−1; i.e.,
P = {y ∈Wk−1 | y −p is orthogonal to x − p for each x ∈W ′k}.
Recall that Wk−1 separates W ′k−1 into two components, one of which misses Fk−1. Let v
be a vector in W ′k−1 based at the point p and pointing in the direction of the component of
W ′k−1 −Wk−1 that misses Fk−1. Then v and P determine a half-plane Hk−1 of dimension
nk−1 − nk that contains p, misses C and lies in W ′k−1.
We now apply the Tipping Lemma to the half-plane Hk−1 and planes W ′k−1 ⊂Wk−2 ⊂
W ′k−2. This yields a half-plane Hk−2 ⊂W ′k−2 so that Hk−1 ⊂Hk−2, Hk−2 misses C, and
the dimension of Hk−2 is (nk−1 − nk)+ (nk−2 − nk−1)= nk−2 − nk .
NowHk−2 ⊂W ′k−2 ⊂Wk−3 ⊂W ′k−3. Another application of the Tipping Lemma yields
a half-plane Hk−3 ⊂W ′k−3 so that Hk−2 ⊂ Hk−3, Hk−3 misses C, and the dimension of
Hk−3 is (nk−2 − nk)+ (nk−3 − nk−2)= nk−3 − nk . Continuing this process we get half-
planes Hi ⊂W ′i so that Hi+1 ⊂ Hi , Hi misses C, and the dimension of Hi is ni − nk .
In particular, H0 is a half-plane of dimension n0 − nk = n − r that contains p and
misses C. 2
Theorem 4.7. Let K be a convex compactum of dimension n in Rn and C be a compact
subset ofK that has the same j -projections for some j , 0< j < n. If F is a derived face of
K of dimension less than n− j , then F ⊂C. There exists a derived face ofK of dimension
at least n− j whose boundary lies in C. So C contains an (n− j − 1)-sphere.
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Proof. Let F be a derived face of K of dimension less than n− j and p ∈ F . If p /∈ C,
then Lemma 4.6 shows that p lies in a half-planeH of dimension greater than j that misses
C. But each point of H lies in a j -plane that lies in H , so p lies in a j -plane that misses
C. This contradicts the fact that every j -plane that meets K also meets C, and we see that
F ⊂C.
We show the existence of a derived face F so that the dimension of F is greater than
or equal to n− j , but all the faces of F have dimension less than n− j . The dimension
of K is greater than n − j . The proper faces of K have dimension at most n − 1. If all
the faces of K have dimension less than n− j , then F = K; otherwise, choose a proper
face F1 of K that has dimension greater than or equal to n − j and consider the proper
faces of F1. These faces have dimension at most n− 2. If the proper faces of F1 all have
dimension less than n − j , then F = F1. Otherwise, choose a proper face F2 of F1 that
has dimension greater than or equal to n− j and consider its proper faces. This process
cannot continue indefinitely because the dimension of Fi is less than or equal to n− i . So
eventually the derived face F = Fk is obtained that has dimension greater than or equal to
n− j but all of its faces have dimension less than or equal to n− j . Hence, the boundary
of F lies in C. 2
Cobb [2] showed that that if K is a convex n-dimensional compactum in Rn, n > 3,
then there is an arc A in the boundary of K and a line L in Rn such that each line through
A parallel to L hits K in only one point. This shows that if a subset C of K has the same
1-projections, then the arc A must lie in C and the dimension of C is at least 1. Our results
show that if C is a compact subset of K that has the same 1-projections, then C contains
an (n− 2)-sphere.
5. Imitating arbitrary convex compacta
We showed in Section 2 that given an n-simplex ∆ in Rn there is an (n − j − 1)-
dimensional set A in ∆ so that A and ∆ have the same j -projections. In this section
we consider an arbitrary convex n-dimensional compactum K in Rn. We seek to find a
compact set C of minimal dimension so that C and K have the same j -projections for
some fixed j , 0< j < n. Let Kj be the closure of the union of all derived faces of K of
dimension less than n− j . We know by Theorem 4.7 that Kj ⊂C and that the dimension
of Kj is greater than or equal to n− j − 1. We show the existence of a compactum C so
that C =Kj ∪Z where Z is a 0-dimensional set that lies in the int(K). So the dimension
of C is exactly the dimension ofKj and C \Kj is 0-dimensional. The set C imitates K in
the sense that C and K have the same j -projections.
We first show a more crude approximation.
Definition 5.1. If K is a convex compactum,D ⊂ ∂K , and p ∈ int(K), thenKp(D) is the
union of all line segments from p to a point in D.
74 J.J. Dijkstra et al. / Topology and its Applications 94 (1999) 67–74
Theorem 5.2. If K is a convex n-dimensional compactum in Rn and p ∈ int(K), then
Kp(K
j ) has the same j -projections as K , 0< j < n.
Proof. Let P be a j -plane that misses Kj . If P meets K , pick a point x ∈ P that lies in
the interior of a derived face F of K of minimal dimension. Now the dimension of F is
greater than n − j − 1 since F misses Kj . Suppose that the dimension of F is greater
than n− j . By dimensional considerations, the intersection of the j -plane P and the plane
〈F 〉 of dimension greater than n− j must contain a line l with x ∈ l. But l must intersect
∂F which contradicts the minimality of the dimension of the derived face which contains
a point of P . The only possibility is for the dimension of F to be exactly n − j so that
P ∩ 〈F 〉 = {x} Therefore, the planes P and 〈F 〉 are transverse and ∂F links P . But this
means that the (n− j)-ball Kp(∂F) meets P so Kp(Kj ) meets P . 2
Theorem 5.3. If K is a convex n-dimensional compactum in Rn, then there is a 0-
dimensional set Z that lies in the int(K) so that C = Kj ∪ Z is a compact set with the
same j -projections as K , 0< j < n.
Proof. Choose p ∈ int(K). We then choose a countable collection of compact sets Ai
whose union is int(K)∩Kp(Kj ) and a locally finite collection of neighborhoodsUi of Ai
so that Ui ⊂ int(K) and the closure of (⋃i Ui)∩∂K lies inKp(Kj ). We apply Proposition
3.1 to get a Cantor set Ci ⊂Ui so that every line in Rn that meets Ai also meets Ci . Then
Z =⋃i Ci ⊂ int(K) is 0-dimensional, and C =Kj ∪Z is compact. If P is a j -plane that
meets K , we show that either P meets Kj or P meets Z. If P ∩Kj = ∅, then P meets
int(K)∩Kp(Kj ) by Theorem 5.2. Hence P ∩Ai 6= ∅ for some i . So some line in P meets
Ai and therefore P meets Ci ⊂Z. 2
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