Abstract Whether any non-human animal can attribute mental states to others remains the subject of extensive debate. This despite the fact that several species have behaved as if they have a 'theory of mind' in various behavioral tasks. In this paper, we review the reasons of skeptics for their doubts: That existing experimental setups cannot distinguish between 'mind readers' and 'behavior readers', that results that seem to indicate 'theory of mind' may come from studies that are insufficiently controlled, and that our own intuitive biases may lead us to interpret behavior more 'cognitively' than is necessary. The merits of each claim and suggested solution are weighed. The conclusion is that while it is true that existing setups cannot conclusively demonstrate 'theory of mind' in non-human animals, focusing on this fact is unlikely to be productive. Instead, the more interesting question is how sophisticated their social reasoning can be, whether it is about 'unobservable inner experiences' or not. Therefore, it is important to address concerns about the setup and interpretation of specific experiments. To alleviate the impact of intuitive biases, various strategies have been proposed in the literature. These include a deeper understanding of associative learning, a better knowledge of the limited 'theory of mind' humans actually use, and thinking of animal cognition in an embodied, embedded way; that is, being aware that constraints outside of the brain, and outside of the body, may naturally predispose individuals to produce behavior that looks smart without requiring complex cognition. To enable this kind of thinking, a powerful methodological tool is advocated: Computational modeling, namely agent-based modeling and, particularly, cognitive modeling. By explicitly simulating the rules and representations that underlie animal E. van der Vaart (B) · C. K. Hemelrijk Behavioural Ecology and Self-Organisation, University of Groningen, Groningen, The Netherlands e-mail: e.e.van.der.vaart@rug.nl E. van der Vaart Institute of Artificial Intelligence, University of Groningen, Groningen, The Netherlands 123 336 Synthese (2014) 191:335-354 performance on specific tasks, it becomes much easier to look past one's own biases and to see what cognitive processes might actually be occurring.
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Introduction
Does the chimpanzee have a 'theory of mind'? Premack and Woodruff asked this question in 1978, and it is still provoking a torrent of response. The search for 'theory of mind', the ability to attribute mental states to others, has driven dozens of studies, on a variety of species (Emery 2005) . Typically, scientists start by asking whether a specific skill, such as 'reasoning about what others can see', is present in their subjects, and then design an experimental setup where subjects should behave differently if they possess the skill than if they lack it (Povinelli and Vonk 2004) . Thus, the explicit objective is to test for the presence of human-like social reasoning. At present, many such experiments have had positive results, with animals acting in ways consistent with 'theory of mind' (Emery and Clayton 2009 ). However, opinions differ on the interpretation of these findings. Some reviewers draw the conclusion that some animals 1 , at least, understand some mental states (Lyons and Santos 2006; Emery and Clayton 2009; Premack 2007; Seed and Tomasello 2010; Byrne and Bates 2010) ; others find the evidence unconvincing (Penn and Povinelli 2007; Lurz 2011; Shettleworth 2010a; Bolhuis and Wynne 2009; Barrett 2010; Shettleworth 2010b; Penn et al. 2008; Lurz 2009 ).
Upon closer inspection, contemporary reviewers tend to motivate their skepticism with three different concerns. The first is that results that seem to indicate 'theory of mind' come from experiments that are of the wrong kind, that cannot differentiate between 'mind readers' and 'behavior readers' (Lurz 2011; Penn and Povinelli 2007) . The second is that results come from experiments that are insufficiently controlled, in the sense that they do not explicitly test for alternative, 'less mentalistic' explanations (Bolhuis and Wynne 2009; Heyes 2012) . The third is that certain results are seen as evidence of 'theory of mind' because our own biases favor that interpretation (Shettleworth 2010a; Barrett 2010; Bolhuis and Wynne 2009) . None of these concerns are new (e.g., Kummer et al. 1990; Heyes 1993 Heyes , 1998 Hemelrijk 1996) . Therefore, we can ask: Why have they not been resolved yet? Or refuted? And what can animal cognition researchers do to move past them? That is the focus of this paper. To this end, we first provide a brief overview of the literature on 'theory of mind' in animals, then discuss each concern in turn. We conclude with an introduction to the methodological approach that we think offers the most promise for progress: Computational modeling.
Theory of mind in animals
Outside of humans, scientists have primarily looked for 'theory of mind' in apes and monkeys, as well as in corvids, a family of birds known for its cognitive prowess . In terms of the kinds of mental state that have been studied, most attention has been directed at intending, seeing, and believing. Although in the nineties findings were mostly negative (Tomasello et al. 2003a) , recent results have convinced many that both chimpanzees and rhesus macaques understand the goals and perceptions of others, as well as what others know, but not what others falsely believe (Lyons and Santos 2006; Premack 2007; Byrne and Bates 2010; Seed and Tomasello 2010) . Increasingly, the same holds for jays and ravens (Emery and Clayton 2009; Byrne and Bates 2010) . A variety of experimental setups have contributed to this emerging consensus Emery and Clayton 2009; Byrne and Bates 2010) ; in this section, we briefly introduce three influential examples. Later, we shall use these examples to illustrate key points of debate.
The 'begging paradigm'
The 'begging paradigm' (Povinelli and Eddy 1996) is an early setup designed to study chimpanzees' understanding of visual access. Every trial, subjects were given the opportunity to beg from a 'seeing' and a 'nonseeing' experimenter. When the 'seeing' experimenter was facing them, while the 'nonseeing' experimenter's back was turned, the chimpanzees immediately chose correctly. However, they did not differentiate between experimenters with buckets over their heads versus on their shoulders, or with blindfolds over their eyes versus over their mouths. Furthermore, once they had learned to beg correctly with respect to 'buckets' and 'blindfolds', the chimpanzees still failed to differentiate between experimenters with their eyes open versus their eyes closed (Povinelli and Eddy 1996) . When the same subjects were retested a few years later, the results were similar (Reaux et al. 1999 ). In contrast, a different set of subjects immediately performed above chance on the first trial of all these conditions (Bulloch et al. 2008) , ranging from 71 % correct when the choice was 'eyes open' versus 'eyes closed' to 100 % correct when the choice was 'facing forwards' versus 'facing backwards'. Other studies have also produced conflicting results (Hofstetter et al. 2007; Tempelmann et al. 2011; Kaminski et al. 2004) , so that it remains unclear what affects the performance of chimpanzees in this setup.
The 'competitive paradigm'
The 'competitive paradigm' (Hare et al. 2000) was the first paradigm to produce positive results for visual perspective taking in chimpanzees. Here, two chimpanzees were presented with two pieces of food; one visible to both subjects, one visible only to the more subordinate of the two. This was due to one piece being out in the open, while the other was hidden behind a barrier, on the subordinate's side. When released with a small head start, the subordinate chimpanzee obtained more of the food that was hidden from the dominant (Hare et al. 2000) . A subsequent study failed to replicate this result (Karin-D'Arcy and Povinelli 2002), but this finding was later explained as a consequence of placing the food too close to the subordinate, so that the competition from the dominant was reduced (Bräuer et al. 2007) . In a later experiment, there were two barriers, with a piece of food behind only one, on the subordinate's side . In this case, the subordinate approached the food more often if the dominant had not witnessed the baiting than if the dominant had. These results were interpreted as evidence that the subordinate understood what the dominant saw (Hare et al. 2000) and what it knew . However, the subordinate failed to approach more often if the food was moved after the dominant saw the baiting than if the food was not moved, suggesting that the subordinate did not understand the dominant's false belief about the food's location . Furthermore, if one piece of food was hidden on the subordinate's side of one barrier, while the dominant was watching, while another piece of food was hidden on the subordinate's side of a different barrier, while the subordinate was in private, then the subordinate chose to approach the two food pieces indiscriminately, indicating that it could not take into account which food piece the dominant knew about ).
The 'caching paradigm'
The 'caching paradigm' is employed with Western scrub jays. This setup makes use of the birds' tendency to bury food items for future consumption, and the fact that conspecifics will steal such items if they see them being hidden. Emery and Clayton (2001) tested whether cachers take measures to prevent such theft. They gave their subjects ice cube trays to cache worms in, with a competitor in an adjacent cage. If the subjects could see this competitor, they re-cached their worms in new sites once they were alone, but only if they had previous experience being pilferers themselves; conversely, if their view of the competitor was blocked, they re-cached less frequently (Emery and Clayton 2001) . Furthermore, when the birds cached in one tray in front of one competitor, and in another tray in front of another competitor, they later re-cached more of the worms cached in front of the competitor that was present at that time (Dally et al. 2006) . Finally, if one of the two trays was less visible to the competitor-because it was behind a barrier, or further away, or in shadow-the birds not only cached more worms in this tray, they also re-cached less from it later (Dally et al. , 2005 .
Three types of concern
The wrong kind of experiment
One reason skeptics give to interpret the results outlined above as insufficient evidence of 'theory of mind' is that they come from 'the wrong kind of experiment' (Hurley and Nudds 2006; Lurz 2009; Penn and Povinelli 2007; Heyes 1993 Heyes , 1998 Vonk 2003, 2004) . According to this claim, all experimental setups reported in the literature are fundamentally incapable of establishing whether animals can reason about mental states, or only about behavior. In this view, the defining feature of 'theory of mind' is that it involves thinking about unobservable inner experiences, and not just states of the physical world. Thus, there is a crucial difference, on the one hand, between understanding that others experience the mental state of 'seeing' and, on the other hand, understanding that lines of sight are important. For instance, for a chimpanzee to succeed in the 'begging paradigm', it can think about which experimenter can see it, or it can think about which experimenter is oriented towards it, without any obstructing barriers (Heyes 1998; Povinelli and Vonk 2004) . Both strategies are sufficient to solve the task, and there is no way to tell them apart. For the 'competitive paradigm', the same reasoning holds (Povinelli and Vonk 2004; Lurz 2009; Karin-D'Arcy and Povinelli 2002) . For a scrub jay to re-cache the worms most at risk of being stolen, it can remember what competitors know about its cache locations, or it can recall which competitors were visible when it was caching, and how far away those competitors were (Penn and Povinelli 2007) . Thus, in these experiments, subjects can always succeed by reasoning from what they themselves have seen, to what they themselves should do, without considering the mental states of others.
Insufficient controls
A second reason to be skeptical of results that seem to demonstrate that animals can attribute mental states is that they may come from experiments that are 'insufficiently controlled' (Bolhuis and Wynne 2009; Shettleworth 2010a; Heyes 2012) . Although comparative researchers studying 'theory of mind' often take care to exclude as many alternative hypotheses as possible, relevant control conditions may also be overlooked. For instance, with respect to Hare et al. (2000) 'competitive paradigm', Karin-D'Arcy and Povinelli (2002) posited that subordinates might have preferred the 'hidden food' simply because they preferred eating near barriers. Although their own follow-up experiments showed this hypothesis to be false-subordinate chimpanzees reacted differently to food pieces fully and partially concealed from a dominant, despite the fact that they could eat by a barrier in both cases (Karin-D'Arcy and Povinelli 2002)-it was not initially discussed as a possible alternative explanation. This indicates that many other results may also come from insufficiently controlled experiments, as skeptics claim (Bolhuis and Wynne 2009; Shettleworth 2010a; Heyes 2012 ).
Interfering intuitions
A third reason to question whether positive results on certain tasks actually imply 'theory of mind' is that our own intuitions might be biased in favor of that interpretation (Shettleworth 2010a; Barrett 2010; Bolhuis and Wynne 2009; Kummer et al. 1990; Hemelrijk 1996) . Various reasons have been given for why such a bias might exist. One is that the popular press seems to prefer stories of how animals are 'unexpectedly human-like', creating an incentive for researchers to interpret their data that way (Shettleworth 2010a) . Another is that finding 'theory of mind' in our closest relatives might be seen as a strengthening of evolutionary theory itself (Bolhuis and Wynne 2009; Shettleworth 2010a; Povinelli and Vonk 2003) . To convincingly demonstrate that the cognitive complexity of humans could be the result of gradual natural selection, so the reasoning goes, it would be helpful to have a living illustration of every stage that the human mind might have gone through. Consciously or unconsciously, this idea could be motivating researchers to interpret their results more 'cognitively' than necessary, to 'close the gap' between humans and the rest of the animal kingdom. A final idea is that human 'theory of mind' is expressly designed, in an evolutionary sense, to infer men-tal states -and mental states about mental states-from observable behavior (Barrett et al. 2007 ). Therefore, we automatically infer them from the observable behavior of our experimental subjects. Thus, our own 'folk psychology' could be hindering our ability to objectively evaluate results concerning 'theory of mind' in animals.
'The wrong kind of experiment': a closer look
In sum, unsuitable experimental setups, a lack of sufficient controls, and our own intuitive biases are all possible reasons to doubt positive results on tests for 'theory of mind'. However, these three arguments for skepticism have different implications. If all the experimental setups currently employed are fundamentally incapable of differentiating between 'mind readers' and 'behavior readers', then other concerns seem moot. Why care about the results, or the interpretations, of uninformative experiments?
The right kind of experiment
The only way to resolve the concern that all results come from 'the wrong kind of experiment' is to do 'the right kind of experiment'. As an example of what such an experiment could look like, Povinelli and colleagues have adapted an earlier suggestion by Heyes (1998) to create the 'opaque visor paradigm' Vonk 2003, 2004; Penn and Povinelli 2007) , a variation of the 'begging paradigm'. In this setup, chimpanzees are first exposed to two buckets, a yellow one and a blue one, which both contain a visor. From the outside, the visors look similar, but through personal experience with wearing the buckets, the chimpanzees will discover that the yellow bucket's visor blocks vision, while the blue bucket's visor does not. They will be given the opportunity to beg from two experimenters, one wearing a yellow bucket, the other wearing a blue one. If, from their own experience, they understand through which bucket one can see, they should gesture preferentially toward the experimenter wearing the blue bucket; conversely, if they have no concept of 'seeing', they should gesture indiscriminately-as two chimpanzees did in a pilot study by Vonk and Povinelli (2011) . The argument is that this setup can distinguish between 'mind readers' and 'behavior readers' because it does not provide subjects with any behavioral cues that correspond with the experimenter's mental state. Thus, given that the chimpanzees have no experience with others wearing buckets, the claim is that there is no 'non-mentalistic' way for them to predict the experimenters' behavior.
However, others have claimed that the 'opaque visor paradigm' can be solved without reasoning about the mental states of others (Andrews 2005; Hurley and Nudds 2006; Lurz 2011 Lurz , 2009 . Once the experimenters are wearing their yellow and blue buckets, with their opaque and transparent visors, there are no 'observable signs' of 'seeing'. In fact, if the chimpanzees have never experienced what others are like with the buckets over their heads-as the protocol calls for-then they have had no opportunity to directly learn a rule like 'others only respond to events and things if they are not wearing yellow buckets'. However, the chimpanzees could have learned that their own behaviors were limited by wearing yellow buckets; 'with the yellow bucket on, I cannot do things'. From this, the chimpanzees could, in theory, reason that they want the experimenter to do things (namely, pass them food) and that they should, therefore, beg from the experimenter wearing the bucket that allows for doing things (the blue one). This is complex, self-other mapping ('I cannot do things with the yellow bucket on, so she cannot either'), but it does not involve reasoning about 'unobservable inner experiences' in the strictest sense. Lurz (2009 Lurz ( , 2011 , at the very least, finds this argument against Povinelli and colleagues' paradigm compelling. Even if chimpanzees could pass the 'opaque visor paradigm', that would still not prove that they are capable of reasoning about mental states. Therefore, Lurz argues for different, more complex experimental setups. His fundamental claim is that unequivocally demonstrating that any animal understands that others experience the mental state of seeing is impossible. The problem is that the mental state of seeing correlates too well with its observable indicators. A well-lit unobstructed line of sight to an object implies that one can see it; conversely, to see an object requires a well-lit unobstructed line of sight. There is no way to test whether a nonverbal animal can attribute the mental state of seeing without offering it the behavioral cues through which it can make the attribution, and once one does that, there is no way to exclude that the animal is only reasoning about the behavioral cues. According to Lurz, the only way to avoid this problem is by focusing on a slightly more complex mental state: That of seeing-as, rather than seeing. If chimpanzees understand that things can look different than they are, then it is possible to affect their mental state inferences without affecting anything observable at the same time. Lurz (2009 Lurz ( , 2011 , Lurz and Krachun (2011) proposes several experimental paradigms that rely on this principle, but we use only one to illustrate the reasoning. It involves lenses that distort images, and it relies on the distinction between appearance and reality. A subordinate chimpanzee is first exposed to a version of the 'competitive paradigm', with the twist that it involves larger and smaller food pieces. This should teach the subordinate that the dominant usually approaches larger food pieces over smaller ones. Then, the subordinate chimpanzee is trained to retrieve objects from behind two kinds of barriers: A red-rimmed barrier that makes objects look bigger, and a blue-rimmed barrier that makes objects look smaller. Crucially, these objects should not be food pieces, and the chimpanzee should have no reason to prefer larger over smaller versions-so that there is no opportunity for the chimpanzee to associate the different barriers with different degrees of 'desirability'. Then comes the crucial test, where the red and blue-rimmed barriers are put to use in the 'competitive paradigm', and an equally-sized food piece is placed behind each, on the subordinate's side. If the subordinate chimpanzee understands the mental state of seeing-as, as well as how the barriers work, it should prefer to approach the food piece behind the blue-rimmed barrier, as this is the food piece that should look smaller to the dominant. Conversely, if it does not understand the mental state of seeing-as, then it should approach randomly.
No need for the right kind of experiment?
Although a version of 'the right kind of experiment' was first proposed over a decade ago (Heyes 1998) , only one team of researchers have reported any results, involving just three juvenile chimpanzee subjects (Vonk and Povinelli 2011) . As far as we are aware, the assertion that existing experimental setups are incapable of differentiating between 'mind reading' and 'behavior reading' has never been directly countered. However, two related challenges are often made. Firstly, it is argued that 'behavior reading' is not a plausible alternative to 'mind reading' at all; secondly, it is claimed that the proposed 'right kind of experiment' is fundamentally unsuitable for chimpanzees.
The first challenge is that, given all the results already collected, any explanation other than 'theory of mind' has begun to seem 'unparsimonious' (Tomasello and Call 2006; Emery and Clayton 2008) . To maintain that chimpanzees and scrub jays cannot reason about mental states, the argument goes, one needs to assume that they are using many different behavioral rules instead. 'Beg from experimenter whose face is visible'; 'Go to food that a dominant has not oriented towards'; 'Re-cache items cached close to a conspecific'. While it cannot be excluded that subjects possess such behavioral rules -either because they are genetically equipped with them, or because they learn them in some unspecified way-it does not seem likely, given the sheer number required, and the lack of clarity with regards to where they come from. Therefore, the claim is that 'theory of mind' is the 'simpler' explanation in the sense of requiring fewer behavioral rules, and less complicated prior learning (Tomasello and Call 2006; Emery and Clayton 2008) .
The second challenge is that 'the right kind of experiment' suffers from 'low ecological validity' (Hare 2001; Emery and Clayton 2008; Tomasello et al. 2003b; Lyons and Santos 2006) . The idea is that whatever 'theory of mind' a species is capable of, it presumably evolved in the context of solving its every day problems. Thus, if we want to investigate the limits of its cognitive abilities, we should present it with tasks that are as similar to its daily life as possible. In this view, it is no surprise that the 'competitive paradigm' and the 'caching paradigm' have proven successful at extracting 'theory-of mind-like' behavior from chimpanzees and scrub jays, respectively; competing for food and preventing cache theft are problems with 'high ecological validity', but the 'begging paradigm' and the 'opaque visor paradigm' have 'low ecological validity'. Cooperation and food sharing are already relatively alien notions to a chimpanzee, and adding unnatural objects such as buckets and visors only makes the task more difficult (Hare 2001 ).
Concern refuted?
However, we find it difficult to dismiss the concern that all existing experiments are of 'the wrong kind', on the grounds of either 'parsimony' or 'low ecological validity'. First, it is not clear that 'mind reading' is actually a 'simpler' explanation than 'behavior reading', as many authors have argued (for an overview, see Heyes 2012) . It is certainly more complex in the sense of being cognitively more complex, and it is not necessarily less complex in the sense of requiring less behavioral rules or less learning (Povinelli and Vonk 2004) . Even if chimpanzees do not have 'theory of mind', that does not mean that every specific behavioral pattern that chimpanzees exhibit must be explained by a different associative rule (Penn and Povinelli 2007) . Instead, chimpanzees, and indeed scrub jays, might know that 'others only respond to events and things that they had unobstructed lines of sight to'; a single behavioral rule that guarantees success on virtually every experiment designed to measure understanding of what others see. Furthermore, understanding that others see is not enough to recognize what others see when; one still needs to group observed behaviors into categories, and to learn which categories of behavior correspond to which mental state. Therefore, 'mind reading' requires all the learning that 'behavior reading' does (Lurz 2011; Povinelli and Vonk 2004) .
Second, 'low ecological validity' is not a counterargument to the claim that all results come from 'the wrong kind of experiment'. It is a reason to object to the specifics of the 'opaque visor paradigm', but versions of it with higher ecological validity can be constructed. Instead of requiring subjects to beg for a piece of food from the 'seeing' experimenter, one could give them the opportunity to steal a piece of food from the 'non-seeing' experimenter (Flombaum and Santos 2005) . This makes the task competitive, but preserves its structure. More generally, it has been argued that 'low ecological validity' is a strange objection for three reasons. Firstly, the higher a task's ecological validity, the greater the odds that natural selection has equipped subjects with a built-in response, rendering mental state attribution unnecessary (Povinelli and Vonk 2004; Vonk and Shackelford 2012) . Secondly, it is not clear that chimpanzees are systematically worse at cooperative tasks (Povinelli and Vonk 2004; Penn and Povinelli 2007) , and furthermore, although the use of strange objects is common in experiments on tool use, in that context similar complaints are absent (Penn and Povinelli 2007; Vonk and Shackelford 2012) . Nevertheless, Penn and Povinelli (2007) also propose an alternative to the 'opaque visor experiment' with 'high ecological validity'. The suggested setup is presented as a 'systematic version' of the 'competitive paradigm', with five barriers and two food pieces, a smaller and a larger. Then, there are many different ways to manipulate which chimpanzee knows what; allow the dominant to watch as one food piece is placed, but not the other, allow the dominant to watch as both pieces are placed, but then swap them while it cannot see, and so on. According to Penn and Povinelli, this makes the task computationally intractable to solve without 'theory of mind'. However, as Lurz (2009) points out, 'computationally intractable' is not the same as 'impossible'; chimpanzees could succeed in this setup by avoiding food pieces still located in places to which dominants have had direct lines of sight. Thus, it is the 'wrong kind of experiment' in the sense of 'possible for subjects to solve without the attribution of unobservable inner experiences'.
How to move forward
If we accept that all existing setups are unable to differentiate between 'mind readers' and 'behavior readers', the question is whether this concern can be resolved through the more complicated setups suggested by skeptics. We do not think so. All the setups presently proposed-'the opaque visor paradigm' Vonk 2003, 2004; Vonk and Povinelli 2011) , 'the systematic competitive paradigm' (Penn and Povinelli 2007) , the 'seeing-as competitive paradigm' (Lurz 2009 )-build on existing setups that we already know chimpanzees have difficulty with. The 'opaque visor paradigm', for instance, asks subjects to choose between two exper-imenters wearing buckets with visors, of which one allows seeing and the other does not. However, chimpanzees in the earlier 'begging paradigm' do not even consistently prefer experimenters with buckets over their heads to experimenters without buckets over their heads (Povinelli and Eddy 1996; Reaux et al. 1999; Bulloch et al. 2008 ). This makes it improbable that they will choose correctly when faced with experimenters wearing buckets equipped with visors, and in fact, preliminary evidence suggests that they do not (Vonk and Povinelli 2011) . Similarly, the 'systematic competitive paradigm' requires chimpanzees to flexibly respond to a dominant's beliefs about the locations of two different food pieces. However, subordinates already behave incorrectly in simpler versions of the setup ; they fail to approach more often when the dominant has a false belief about the location of food, and if they must choose between a food piece which the dominant has seen and one that it has not seen, they approach indiscriminately. Although this last result has been ascribed to motivational, rather than cognitive issues , and chimpanzees have actually passed a similar test in a slightly different setup (Kaminski et al. 2008) , the fact remains that more challenging versions of the 'competitive paradigm' are unlikely to be successful. The 'seeing-as competitive paradigm' suffers from the same problem, in addition to requiring that subjects understand the workings of size-altering barriers. Given that Krachun et al. (2009) found evidence of such understanding in only 4 out of 11 chimpanzees, the odds of successfully running the 'seeing-as paradigm' with any animal are small. In fact, the best use of this type of novel setup may be with human children. A variation on the 'opaque visor paradigm' conducted with toddlers has already led to new insights with respect to how 'theory of mind' develops (Teufel, Clayton & Russell, in press ).
Furthermore, although we have been referring to these experimental setups as shedding light on 'whether animals have a 'theory of mind' or not', this is actually an overstatement: Success might be sufficient to prove some understanding of mental states, but failure tells us very little, as Penn and Povinelli (2007) and Lurz (2009) all acknowledge. For instance, with respect to the 'opaque visor paradigm', chimpanzees could be perfectly capable of thinking about 'seeing' without being able to map their own experience with the buckets to that of someone else; they might forget which bucket allows seeing and which does not; they might assume that humans can see through any type of visor, and so on. The proposed paradigm is so intricate that failure can be ascribed to any number of causes. For the 'seeing-as competitive paradigm', there is the further complication that it tests for a more advanced mental state than is necessary. If chimpanzees understand true beliefs, but not false ones (Byrne and Bates 2010; Premack 2007; Seed and Tomasello 2010) , they might understand accurate perceptions, but not inaccurate ones. Thus, it seems to us that the existing evidence suggests that chimpanzees are unlikely to consistently pass any of the paradigms proposed as 'the right kind of experiment', and furthermore, that such lack of success would not shed much light on their ability to reason about mental states. Therefore, it seems that there is no way to resolve the concern that all results come from 'the wrong kind of experiment'. Instead, we think that the most promising way forward is simply to ignore it.
Beyond 'the wrong kind of experiment'
We have argued that there is little progress to be made by addressing the concern that existing experimental setups cannot conclusively establish whether animals are reasoning about mental states. Instead, the more answerable question is how sophisticated their reasoning is, whether it is about 'unobservable inner experiences' or not. To establish that, however, is still difficult. A lack of control conditions, or a bias to see 'theory-of-mind-like' behavior where it is not present, would still be valid concerns. In this section, we tackle both issues.
Controls and biases
Whether, on the whole, experiments attempting to establish 'theory of mind' in animals are less well-controlled than is possible is a difficult question. In Heyes' (1998) paper, she offered a series of critiques of specific experiments, but since then, few concrete control conditions have been explicitly identified as being missing [one exception is Karin-D'Arcy and Povinelli (2002) analysis of the 'competitive paradigm'; another is Heyes' (2012) discussion of an experiment on prosociality in chimpanzees (Horner et al. 2011)] . As a consequence, this is a rather difficult concern to refute; conversely, it is also a rather difficult concern to substantiate.
Whether researchers might intuitively favor 'theory-of-mind-like' explanations is a different matter. Here, we feel that the evidence certainly suggests such a bias might exist; we discuss a number of examples from the research paradigms discussed earlier.
One indication that evidence for 'theory of mind' is implicitly the desired outcome of some experiments is that there is a tendency to split subjects and behaviors into smaller and smaller subsets, until a subset is found that is consistent with 'mental state attribution'. For instance, in one version of the 'begging paradigm', five different begging behaviors were measured across three different species (Kaminski et al. 2004 ). None of these begging behaviors were consistently directed more at an experimenter with her eyes open than at one with her eyes closed. However, it was noted that one orangutan lip-begged longer in the former condition than in the latter, and that another spat more in the latter condition than in the former, and this was considered to be evidence of some understanding of the importance of the eyes in relation to visual attention.
Similarly, when a single experimental paradigm is sufficiently rich that it generates many different results, there is sometimes a tendency to overemphasize results that are consistent with 'theory of mind' over results that are less consistent. Take, for instance, a recent study employing the 'begging paradigm' (Tempelmann et al. 2011) . In this study, the objective was to clarify an earlier finding by Kaminski et al. (2004) , where different species of ape begged more if an experimenter's face was oriented towards them than if it was oriented away, but only if her body was oriented towards them, too. If the experimenter's body was turned backwards, then the apes did not differentiate between trials where the experimenter was also looking backwards, and trials where she was looking over her shoulder, in the direction of the subjects. In Tempelmann et al. (2011) follow-up experiment, the effect of body orientation disappeared for bonobos, orangutans and gorillas, but not for chimpanzees. Furthermore, it was found that none of the apes made more auditory requests for food when the experimenter's back was turned, suggesting that they did not understand that noise can alert individuals who are visually inattentive. However, neither of these results made it into the final conclusion of the paper, or its abstract, which stated only that the study had shown that all great ape species judge a human's attentional state on the basis of the face, thus supporting the 'theory of mind' hypothesis.
As another example, in the 'caching paradigm', it has repeatedly been shown that when scrub jays are forced to cache in front of a competitor, they re-cache more often afterwards (Emery and Clayton 2001; Dally et al. 2005 Dally et al. , 2006 . That is, they dig up their worms and re-bury them in new locations. Furthermore, if they are given two trays to cache in, of which one is better visible to a competitor than the other, they later re-cache more from the tray that was better visible (Emery and Clayton 2001; Dally et al. 2005 Dally et al. , 2006 . A common interpretation of this behavior is that scrub jays somehow appreciate which caches are most likely to be pilfered, and then protect those specific caches by moving them to new sites . However, what matters in terms of preventing theft is that fewer of the 'high risk' worms are left in their old locations at the end of the trial, and the birds can accomplish this by either re-caching or eating them, both of which count as 'recovering'. Thus, it seems like this interpretation predicts that scrub jays should not just re-cache, but also eat, more of the caches best seen by other birds. However, this prediction seems to be met only rarely (Emery and Clayton 2001; Dally et al. 2005 Dally et al. , 2006 . Taking only statistically significant results, scrub jays re-cached more of the 'high risk' worms in thirteen out of fourteen opportunities reported, but only recovered more of them in two out of nine cases. Yet, the implications of this lack of agreement with the 'theory of mind' hypothesis are rarely considered (van der Vaart et al. 2012) .
A final indication of an implicit bias in favor of 'theory of mind' is the fact that occasionally, two conflicting experimental outcomes are both considered evidence of mental state attribution. For instance, for Western scrub jays, it has always been considered a hallmark of their sophisticated social cognition that they only employ their cache protection tactics when they are actively watched; the mere presence of another bird, without visual access to the scene, is insufficient (Dally et al. 2005) . Conversely, for Clark's nutcrackers, another species of corvid tested in a similar caching paradigm, it was found that they reduced their caching across trials whether a competitor was visible or not; whether a competitor could be seen or just heard made no difference (Clary and Kelly 2011) . This result was subsequently interpreted as evidence that the Clark's nutcrackers were generalizing their learning from the 'watched condition' to all conditions where a conspecific was known to be present (Clary and Kelly 2011) . While this is certainly a plausible explanation, the implicit message is that this generalization is cognitively impressive, as it was something the Clark's nutcrackers 'were able to do'. Thus, in this case, diametrically opposed results (different behavior because the conspecific is behind a barrier versus similar behavior despite the conspecific being behind a barrier) are both interpreted as evidence in favor of the same hypothesis-that the cache protection strategies of corvids are evidence of complex cognition.
Designing and interpreting experiments better
Several authors have proposed strategies for improving our ability to design control conditions, and for reducing the effects of intuitive biases. Heyes (2012) , for instance, argues that part of the problem is that associative learning-the 'alternative theory' to 'more cognitive' explanations, in most cases-is a challenging subject to get into. Its long history and technical vocabulary make it difficult for nonspecialists to absorb. Thinking in terms of what an animal understands is easier than thinking in terms of what an animal's earlier experiences might have taught it through reinforcement. As a consequence, it is difficult for researchers to conceive of the correct control conditions for their experiments. A solution, according to Heyes, is for everyone to become more familiar with the tenets of associative learning, and she suggests a number of resources for doing so (Pearce 2008; Dickinson 1980) .
A second strategy is offered by Shettleworth (2010a) . Its purpose is to alleviate the effects of an intuitive bias in favor of 'theory of mind'; a similar sentiment is put forth by Barrett (2010) . According to these authors, our 'common sense' view of human 'theory of mind' is probably wrong. We think of ourselves as making conscious, deliberate social judgements-and we can do that-but most of our interactions we manage without them. Shettleworth, for instance, discusses how human mate choice is affected by simple cues like shoulder width and waist-to-hip ratio (Singh et al. 2010) , while Barrett mentions how we predict what others will do based on the personality traits we assign to them, rather than on the mental states we think they have (Andrews 2005 (Andrews , 2008 . The human ability to function without 'theory of mind' is also illustrated by studies on infants; already at fifteen months, long before they pass verbal 'false belief' tasks, their looking times show that they expect others to search for objects where they have last seen them, rather than where they currently are (Onishi and Baillargeon 2005) . Conversely, even as adults, we do not necessarily use our 'theory of mind' very well; when subjects are asked to hand over 'the largest vase', they often reach for the largest vase they can see, rather than the largest vase the asker can see (Keysar et al. 2000) . Clearly, then, even very young humans make smart social inferences without truly understanding others' minds, while even very competent adults do not always think about the mental states of others when completing tasks. Such findings have led to the theory that adult humans may actually possess two systems for predicting and explaining the actions of others (Apperly and Butterfill 2009) ; one fast but inflexible, based on behavior reading, and one slow but able to handle great complexity, based on explicit mental state ascription. The claim is further that the system for behavior reading is widely shared, with infants and other animals, while the one for mental state ascription is only fully developed in human adults (Apperly and Butterfill 2009) . If this perspective was more fully appreciated by animal cognition researchers, so argue Shettleworth (2010a) and Barrett (2010) , perhaps we would be less likely to see 'theory of mind' in every smart-looking social behavior exhibited by subjects.
A third strategy, also offered in the spirit of alleviating the risk of interpreting results in an unnecessarily complex manner (Barrett et al. 2007; Barrett 2010) , is the one developed by the 'new artificial intelligence' movement (Pfeifer and Scheier 1999) and by researchers of self-organisation (Hemelrijk 2002; Camazine et al. 2001; Sueur and Deneubourg 2011; Couzin and Krause 2003) . The basic claim underlying this 'embodied and embedded' approach is that by focusing on 'cognition' in isolation, we are essentially ignoring many other 'non-cognitive' factors that contribute to how individuals behave. Animals, like humans, have brains that exist in bodies, and bodies that exist in the world, and constraints outside of the brain, and outside of the body, may naturally predispose individuals to produce behavior that looks smart without requiring complex cognition to accomplish it. The argument is that by taking this perspective, our tendency towards anthropocentric interpretations is automatically lessened, as it forces us to think about how animals actually perceive the world, and what options they have to physically act in it.
A helpful tool: computational modeling
One methodological tool that can assist with thinking in an 'embodied and embedded' way is computational modeling. In ethology, most existing computational models are known as agent-or individual-based models (e.g., Evers et al. 2011; Hemelrijk and Hildenbrandt 2011; King et al. 2011) . This type of model simulates every individual separately, with its own characteristics and decision rules. It mostly generates new insights by demonstrating that interactions between individuals, or between individuals and their environment, can generate unexpected patterns across either time or space (Pfeifer and Scheier 1999) . As a consequence, they are a powerful tool for generating alternative hypotheses to 'theory of mind' (Hemelrijk 1996; Hemelrijk and Bolhuis 2011) ; they make it possible to test whether simple assumptions about animals' motivations might lead to self-organised patterns that look like the product of complex cognition. For instance, we have used an agent-based model to show that the 'reconciliation' behavior of primates is not necessarily the product of sophisticated social reasoning (Puga-Gonzalez et al. 2009 ). In macaques, two former opponents are more likely to groom immediately after fighting than at other times. This has been taken as evidence that macaques understand relationships, and that they are selectively approaching each other in an effort to 'reconcile'. However, in our simulations, the same patterns arise as a consequence of simple rules about fighting and grooming, and their effects on spatial proximity.
In addition to agent-based models, a related kind of model, the cognitive model (Sun 2008) , is just starting to be used by researchers working in animal cognition. This modeling approach was first designed to study humans (Taatgen and Anderson 2010) , and has been applied to a wide variety of psychological questions, ranging from the very fundamental, such as 'how is information retrieved from memory ' (van Maanen et al. 2012) to the very practical, such as 'how do car drivers switch lanes' (Salvucci 2006) . Like agent-based models, cognitive models simulate each individual separately, with their own characteristics and decision rules. However, typically, the decision rules of a cognitive model involve more detailed representations of the underlying mechanisms, such as those for memory and learning. Thus, compared to agent-based models, the focus is more on how the interactions between different cognitive processes may explain specific patterns of behavior. Therefore, this type of model is exceptionally suited to answering questions in animal cognition (Penn et al. 2008) . So far, it is has rarely been used in this way, at least in the context of research explicitly aimed at studying 'human-like' cognitive capacities; we know of only a few studies. Bryson and Leong (2007) used it to analyze transitive inference in primates, while Harrison and Trafton (2009) used it to investigate the effects of learning in the 'competitive paradigm' employed with chimpanzees.
As another example, we have used a cognitive model (van der Vaart et al. 2011 (van der Vaart et al. , 2012 to investigate the re-caching behavior of scrub jays (Emery and Clayton 2001; Dally et al. 2006) . The model consists of a kind of 'virtual bird', with a memory system based on ACT-R, a cognitive model designed to study humans (Anderson 2007) . Its caching and recovery behavior has been validated against that of real birds (van der Vaart et al. 2012) ; its recovery errors resemble those made by Clark's nutcrackers (Balda et al. 1986; Kamil and Balda 1990) , and its choice of cache is similar to that of Western scrub jays (de Kort et al. 2007 ). In further work, the 'virtual bird' was extended with assumptions related to re-caching (van der Vaart et al. 2012 ). The 'virtual bird' wanted to cache more when it was stressed, and it was stressed by the presence of conspecifics, as well as by finding caches missing. This meant that it re-cached more while it was watched, as real scrub jays do (Dally et al. 2005) ; namely, it kept burying and re-burying the few worms that were available. As an emergent pattern, this confused the 'virtual bird's' memory, which caused it to experience more failures at recovery. These failures again caused it stress, resulting in an increased desire to cache and re-cache. As a consequence, it re-cached more after being watched (Emery and Clayton 2001) . The same process also produced more re-caching from trays most visible to competitors (Dally et al. 2006) . As the 'virtual bird' cached less in such trays, they were emptier at recovery, and the odds of unsuccesfully recovering there were higher. As this is what caused the 'virtual bird' stress, this caused it to re-cache more from trays best visible to conspecifics.
Importantly, this theory of why scrub jays re-cache the way they do is completely novel, and conceived entirely thanks to our use of a model. When we first set out to simulate the social cognition of scrub jays, there was no indication that stress or memory errors might be relevant; instead, these ideas developed gradually, from an iterative cycle of reviewing the literature and exploring the 'virtual bird'. Initially, the model focused on an experiment where scrub jays could actually see a competitor steal their worms , and the model's central assumption was that re-caching was caused by the bird's memories of watching such pilferings. However, it became apparent that if re-caching was caused by the bird's memories of its own failed recovery attempts, then this would result in the same observable behavior; after all, the higher the number of pilferings, the higher the number of failed recovery attempts. This led to the realization that any increase in failed recovery attempts could potentially drive enhanced re-caching. This prompted a return to the literature, where we found evidence that scrub jays re-cache more while they are watched (Dally et al. 2005) and that many birds cache more in stressful circumstances (Wein and Stephens 2011; Pravosudov 2003; Lucas et al. 2006) . Putting all this together, we developed a new, less anthropomorphic explanation for why scrub jays re-cache the way they do.
Furthermore, the fact that a computational model must actually be implemented ensures automatically its specificity, and thus, its ability to generate exact empirical predictions. For instance, our explanation predicts that, during recovery, scrub jays start re-caching after they start making memory errors. In sum, this type of modeling should help to design control experiments, as well as to reduce the tendency to see 'theory of mind' where it might not be present.
Conclusions
In this paper, we reviewed three concerns often cited by those who remain unconvinced that nonhuman species can attribute mental states. These skeptics argue that the evidence consistent with animals having 'theory of mind' comes either from experiments that are of the wrong kind, from experiments that are insufficiently controlled, or from experiments that are interpreted in a biased fashion. We concluded that, firstly, it seems irrefutable that existing experiments cannot conclusively distinguish mindreaders from behavior-readers. However, it seems like any experiments that would be able to do so are so complex that no subject will pass them; therefore, it seems like this question is best left alone. Irrespective of whether animals are reasoning about 'unobservable inner experiences' or 'states of the physical world', a more interesting question is how sophisticated their reasoning really is. Secondly, we argued that while it is difficult to determine whether experiments are insufficiently controlled, one way forward is to make sure that researchers of 'theory of mind' are also intimately familiar with associative learning theory, so that alternative explanations may at least be thought of. Thirdly, we argued that a preference for interpreting results in a more 'theory-of-mind-like' fashion does seem to exist, and that the literature suggests a number of conceptual frameworks for avoiding such biases; namely, a better knowledge of the limited 'theory of mind' humans actually use, and thinking of animal cognition in an embodied, embedded way. We concluded by pointing out that computational models are a powerful tool for facilitating such embodied, embedded thinking, and that agent-based models and particularly cognitive models may make important contributions. By explicitly simulating the rules and representations that underlie animal performance on specific tasks, it becomes much easier to look past one's own biases and to see what animals might actually be doing.
