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Abstract
Packetloss occurring in Voice-Over-IP (VoIP) is the main source of degradation in quality of
experience (QoE) during a call, especially in the world when we rely heavily on video conferencing
where audio is arguable more important in terms of providing a high-quality experience. This
thesis surveys the different methods proposed for this problem with respect to the real-time
setting using deep learning and to compare the different metrics used and their performance. We
found that recurrent models remain the most popular due to their ability to model long-term
relationships, while auto-encoder and GANs are also used in packet-loss concealment (PLC).
These findings suggest different possible methods that could potentially help solve the problem
and improve the quality of experience overall.
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1 Introduction
Video conferencing and other internet voice calls play an increasingly important role as the
pandemic propels the need for virtual conferences and they all rely on Voice-over-IP (VoIP) to
communicate. However, due to the real time nature of the communication and the volume of
data that needs to be sent, it is inevitable that some packets might be dropped during this
process. Packetloss concealment (PLC) algorithms in general could be extended to be used for
similar problems caused by networking, jitter buffering and delay [1] in addition to packetloss.
Packetloss could refer to all these problems due to the similarity of the how they affect the audio.
This causes packetloss during a call and it could significantly affect the quality of experience
(QoE) and might even make the conversation unintelligible. This is not a new problem and there
have been previously other surveys that address solutions to this problem [2], [3] , where [2] was
published in 1998 that mostly discussed traditional approaches and [3] was published in 2020 that
discussed the deep approaches.
There have been traditional attempts to conceal these lost packets and other deep learning
approaches, however they do not take into account of the feasibility for real-time implementation
and a consistent metric to measure the quality of the outputs from these models. There lacks
a systematic way to benchmark the model’s performance. Therefore, in this survey we will first
look at the different model architectures in a greater detail than [3], then methods that might
help to reduce computational complexity for real-time processing and provide recommendations.
This thesis will be divided in to the following sections: section 2 will first introduce the different
background knowledge related to this problem and motivate the need for deep learning, section
3 will discuss the different deep learning approaches and architecture used, section 4 will discuss
the different low complexity deep learning modules used that are more suitable for real time
processing, section 5 will give recommendations to the techniques that are suitable for different
scenarios and finally in section 6 we will summarise this thesis.
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2 Background
In this section, we will first introduce the problem of interest, its relevant background knowledge,
setting up the problem and motivate the need for deep learning.
2.1 What Is Packetloss?
Figure 1: How packets are sent over internet and different listeners would experience
different set of packetloss
During a call, both sides of the communication would have to send packets from one end
to another. Audio signals are first encoded on the sender’s side, then the network would send
them as packets, where each would include meta-data as well as the actual data, would be sent
to the other side. However, since VoIP usually use UDP [4], which does not to guarantee the
delivery of packets, when these packets fail to transmit they would be lost. Therefore when there
is a missing packet in time-series data in a real time setting they would simply be lost. Figure
1 gives a visual representation of this process and where the packetloss concealment algorithm
would usually be used to conceal them. Without the concealment algorithms, these packetloss
would look like as shown in Figure 2 where they would be zeros.
2
Figure 2: Spectrogram of audio with high percentage of packetloss. The black lines
correspond to zeros since these packets are lost.
2.2 Problem Setting And Assumptions
Here we will attempt to model the problem mathematically and list the assumptions for a general
problem setting. This might not apply to all of the methods that will be discussed below, however
it gives a framework at which it would allow us to understand what we are doing to solve the
problem and help us diagnose when certain techniques do not work as well as intended.
In general, we have sender-based methods and receiver-based methods [2]. However, since all
of the methods that will be disucssed in this thesis only require previous inputs, I will be assuming
that in this survey only reciever-based will be reviewed only.
In addition, the task at hand could be charaterised as audio restoration or regression.
Setting: Assume we have audio packets x = {x1, x2, ..., xt−1}, t ∈ N received from the
sender where at the current timestamp t, packet xt is lost. Depending on the model, xt could be
a spectrogram or for example 10ms of audio. We might also have states s = {s1, s2, ..., st−1}, t ∈
N and depending on the model it might have different number of states from previous timestamp
stored and different representation of previous states. Our model G takes x as input and (de-
pending on the model) states s as input and output x̂t. When training, we also have ground truth
which is denoted as y = {y1, y2, ..., yt−1, yt, ..., yT}, t ∈ N, T is the length of audio sample.
Assumptions:
• Receiver-based, meaning the concealment algorithm only concerns the decoder side
• Decoder does not evoke any other algorithms and lost packets are represented by 0s before
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passing into the concealment algorithm
2.3 A Case For Deep Learning
There are multiple traditional algorithms that perform PLC including HMM, zero-filling, linear-
interpolation, forward error coding, auto-regressive models and more. However their performance
drop significantly and are not robust to large number of consecutive packetloss [5] . In addition,
these models sometimes might require a lot more parameters and still have inferior performance
compared to deep learning methods [6]. This is why deep learning is more suitable to learn speech
data that produce a rich amount of information.
2.4 Modeling Packetloss
There has been a survey previously discussing about how to model packetloss from basic Markov
chains with probability for staying in the current state of lost packet and transitioning, to more
advanced modeling such as modeling packetloss due to hardware failures such as WiFi penetrating
through walls [2].
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3 Machine Learning Methods
In general, there are different frameworks for approaching the PLC problem, real-time and not
real-time. As this thesis focuses on real-time methods, some of the methods discussed are all
suitable for real-processing and some will be studied for their effectiveness for concealing packets
regardless. In addition, some of the approaches discussed below might be applicable in addition
to speech where they can be applied in concealing instruments where the frequency contents
are much higher. Most of the models discussed will be using 16Hz as the sampling rate unless
specified otherwise. We will also be focusing on the data prepossessing methods and dataset
used since data plays an important role for machine learning models.
Since this thesis is a survey on the methods being used, we will be constructing a system-
atic way to classify the approaches which would help us to better understand the models and
understand their strengths and weaknesses.
3.1 CNN
Convolutional neural networks (CNN) are used to learn features from the input tensors (images)
and have shown to give superior results. In this approach, the authors [6] used a CNN to learn
latent representations of inputs and use fully connected networks to synthesise the audio packets.
Figure 3: [6]. Model Architecture where the input consists of the last 2s, 4s and 8s.
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Task: The purpose of this model is to use PLC during a live music performance using VoIP.
The model is used in a real-time setting.
Background: Most of the audio codec that includes PLC are focused on speech, therefore
there are no PLC algorithms focused on instruments. In addition, unlike speech where the speakers
are usually sitting closed to the microphone, during live musical performances microphones are
typically further away. This introduces new delays that might potentially put more constraints
on the algorithm’s run-time.
Data and Training Set: 15 hours of recording of violoncello with same the player, position
and distance to make sure all the audio have the same reverberate environment. Packetloss are
modelled randomly with 1% of total audio packets dropped.
Spatial-temporal transformation is applied to obtain mel-spectrograms. The previous 2s,
4s and 8s audio’s spectrograms are down-sampled accordingly and stacked into a three-channel
image as input. In addition, data is also normalized to have unity peaks for each 2s spectrograms.
Model: A visual of this network architecture is shown in Figure 4. The network G takes
the input as described above, then has layers of convolution and pooling layers. The output of
the convolutional layers is vectorized to a 1D vector of size 512, which corresponds to the latent
representation of the spatial-temporal information. Then this vector is concatenated with the
last valid packet, of size 128, which is 8ms for 16kHz sampling rate. This is then passed into the





|xt,i − yt,i| i ∈ {0, ...N − 1}, N = 128







)|xt,i − yt,i| i ∈ {0, ...N − 1}, N = 128
which gives more penalty to the errors made near the edge since discontinuities would disrupt the
phase.
Evaluation compared to baselines: The baseline model used here for comparison is the
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auto-regressive (AR) method that performs ordinary least square (OLS). The authors in [6]
mention that since objective metrics like PEAQ [7] do not have a consensus on their performance
to benchmark the effectiveness of the outputs, they used MAE as a comparison.
The advantage of using a CNN model with VGG-style architecture is that it can take advan-
tage of the existing work on low-complexity DNNs as will be discussed in chapter 4. However,
as discussed by the authors in [6] that using the past seconds of audio and down-sample to
spectrograms do not seem to improve the overall accuracy. Therefore models like LSTM could
potentially help with the state information.
3.2 LSTM
LSTMs are temporal models that have gates that allow the model to learn long term dependencies.
Each model takes in the input and past states. There are two approaches that use LSTM,
ConcelNet [5] and Vanilla LSTM [8]. The models architecture are rather standard, however these
approaches use other training methods that are suitable for PLC.
3.2.1 LSTM With Stressed Training
Instead of taking a transformation, this model uses the raw wave form of the audio as input.
Stressed training is also introduced in this approach.
Figure 4: ConcealNet. It has two LSTMs and two FCs. It takes one packet as input
and predicts one packet for the current time t as output
Task: The task of this model is directly applicable to this thesis, given past samples, the
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model attempts to predict the missing packet. It is a regression generative task using LSTMs.
Background: This model is used to conceal or reconstruct the missing packets and the
audios are used for emotion-detection. This demonstrates the rigor of the model since emotion
detection relies on highly sensitive change in the human voice.
Data and Training Set: The dataset used consists of 80 minutes of training samples and
75 minutes of validation samples, all sampled at 16kHz.
All inputs are 100 samples, which correspond to 6.25ms of audio, similar to the size of real
world packets. 0s are in place for the lost packets, and the data is generated using a Markov
chain.
Model: The model G’s architecture consists of two LSTMs and two fully connected layers
as shown in Figure 3. The input is one packet size of 100 and the final output is also 100. For
real time inference, the model is put in a wrapper that saves previous states and decides when
to invoke the algorithm when a packet is lost. In addition, a bidirectional variant Ĝ is also used,
however it is not suitable for real-time processing therefore will not be discussed here.
Loss Function:
The loss function used in this approach was the concordance correlation coefficient (CCC). It
is defined as follow:
L(xt, yt) = 1− ρc(x̂,y)
ρc(x,y) =
σ2x,y
σ2x + σ2y + (µ2x − µ2y)2
CCC measures how well the data (output of the model) reproduces the expected output
(label), and the higher the better (if it is positive), therefore we take the one minus.
Stress Training: The goal of stress training is to simulate the situation when there are
multiple continuous packet loss. It takes the output from G and composite itself three times in
this paper. The loss function is sequentially weighted accordingly.
Evaluation Compared To Baselines: The baseline comparisons here are the zero-substation
and linear interpolation. In practise, most audio codecs have more mature concealment methods
[4]. The CCC score of the different methods are compared at different Markov chain probability
parameters, subsequently giving a percentage of lost packets. The authors show that in the
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normal case without bidirectional, G with stress training gives a significantly higher CCC than
the baselines.
Using LSTM, this model gives superior superior results compared to baseline. It is also able
to have robust results when the packloss rate starts to increase. As the percentage of packetloss
increase, the rate at which the CCC of ConcealNet decrease is significantly lower than the baseline
were at 50% ConcealNet still yields 80% while the baselines drop to about 50− 60% for CCC.
However, when the percentage of packetloss is low, around 10%, the CCC for all of the approaches
are around 90% with deep approaches in high 90%s and baseline in mid or low 90%s. This reflect
that CCC might not the best metric for comparison in order to have a good understanding of the
perceptual difference.
3.2.2 Vanilla LSTM With Online Training
One of the reasons why generating speech is so difficult is because the different speakers with
different accents might give different parameters that a trained model on a specific dataset might
not capture. This is why in this approach the authors [8] introduced online training that trains
directly on the speakers.
Figure 5: This model takes one packet as input and predicts the next sample. The




This is also a regression generative task. The task is to generate missing outputs given the
previous packets, and the model would train if the packet is not lost.
Data And Training Set: A subset of the TIMIT dataset is used, sampled at 8kHz. Since
this approach is primarily online training, therefore the size of the dataset used for training, as
will be discussed below its purpose, is not relevant. However, it is notable to mention that only
a 10% packetloss rate has been applied to the dataset. All input packets are 80 samples long
which correspond to 10ms for 8kHz sampling rate.
Model: There are two variants of the model, Grandom and Gpretrain.
Both model variants have the same architecture, Gpretrain predicted at a sample by sample
basis. The model is a Vanilla LSTM architecture [8] with a small number of neurons to reduce
the complexity. They take in an input packet of size 80 samples and outputs one single sample
prediction.
Offline Training, Online Training And Testing: Offline training is applied to Gpretrain
with a subset of the dataset to initialize the model before using it online.
Online training occurs when the received packet is valid.
For training in both cases, if last valid packet is available, given audio x1, ..., x80 , we would first
use this as input to the model to obtain x̂81. We would then slide the window xt = {x2, ...x80, x̂81}
and obtain x̂82. This process will continue until the whole packet is generated.
In both cases, for testing we have a test set where 10% of the packets are lost. The testing
procedure is the same as the inference.




(x̂i − yi)2 i ∈ {0, ..., 79}
Evaluation Compared To Baselines: This model is compared to the PLC implementation
in G.711 by comparing the resulting audio’s predicted MOS score from PESQ [9]. Although G.711
is not designed for VoIP, but it is representative of what is being employed in the real world. The
results show that online training significantly improves performance after some amount of online
training compared to the baseline.
Training online also allows the model to learn the immediate setting when applied, for example
the training set might not have the same bandwidth, reverberate environment and more which
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could all contribute to more natural sounding generated outputs. However, using MSE and few
parameters might not yield the best results as MSE does not reflect perceptual difference in the
human auditory system and the use of fewer parameters might allow the best performance. In
addition, using 8kHz would introduce bandwidth cutoff since according to Nyquist theorem the
highest frequency would be 4kHz which would mean loss of high frequency content.
3.3 Auto-Encoders For Spectrograms Inpainting With Deep Feature
Loss
While the methods that used LSTM did not take a transformation of the input samples, applying
STFT allows us to use the tools that have shown state-of-the-art results used in computer vision.
Figure 6: This model takes spectrogram as input. For real-time inference, we could
have a sliding FIFO buffer that compute spectrogram at every time step.
Task: The task here is to restore or in-paint the given spectrogram.
Background: This approach looks at audio restoration as a whole, where the input data
could have degradation other than packetloss. It is still applicable to PLC.
Data and Training Set: This model is trained using LibriSpeech corpus, sampled at 16KHz.
The packets are 1024 samples long, which correspond to 64ms of audio for 16kHz. STFT is
applied to the audio. It is then taken to the absolute value and then applied to the logarithm.
In addition, for each frequency bin, it is normalised by the mean and standard deviation of the
training data.
The degradations consist of vertical black lines, which correspond to packetloss, and horizontal
lines which correspond to frequency loss. A combination of both is also included in the data in
addition to replacing the 0s (which correspond to black lines in spectrograms) with noise.
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Model: The model architecture is shown in Figure 6. It has six layers of encoding and seven
layers of decoding layers.
There are two variants of this model, Ginformed and Gblind, where in the informed case the
model is given a mask of where the degradation are and partial convolution [10] is used that
process the non-mask part.
Loss Function: It is notable to mention that this loss function has previously shown to
help a network that gives the state-of-the-art results in denoising [11]. Given a pretrained model
GspeechV GG with a VGG style architecture for simple speech classification using spectrograms as
well, its activation layers would give the loss function.
L(X̂,Y)deep feature = ||A(X̂),A(Y)||1
A(.) is a set of activation layers given input.
Evaluation compared to Baselines: In this approach, the authors in [12] compared the
PESQ [9] and STOI [13] with the linear predictive coding (LPC). In the case of only packet loss,
the PESQ predicted MOS improves slightly when the lost packet size is relatively small, while
STOI is slightly better.
It is notable to mention that this model disregards the phase information completely. The
advantage of using spectrograms of this size is that it could have similar effect as stress training
as it could help to impair multi packets at the same time. For real time purposes packets could
be added to the end of the buffer and be passed into the model for inference, therefore stress
training could still be applied.
3.4 GAN
GANs have been used in computer vision and yield state of the art results. In this approach, it is
used to perform bandwidth extension (BWE) and PLC. I will be focusing on PLC.
Task: Given the raw waveform of the audio with degradation, return the enhanced speech
Background: Although GAN was proposed in [14], where the author in [14] proposed the
method for BWE,however there is no systematic way to assess the quality of these outputs.
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Data and Training Set: The dataset contains 58 different speakers at 16kHz and the
packets are 20ms.
Inputs to the model are raw wave-forms and a segment of 3200ms with overlaps is passed
into the model.
For training, the training dataset is partitioned into subsets and each subset would be applied
with a packet-loss rate and each track is only seen once during training. The subsets are applied
with 0%, 10%, 20%, 30%, 40% and 50% where 50% is unseen during the training process.
Model: There are two models, the generator G and differentiator D. G has an auto-encoder
structure, while D has an encoder structure.
During training, audio is passed into the model as a 3200ms segment with 1600ms overlap. To
perform real time inference a buffer can be used and a 20ms packet is added into a first-in-first-out
style buffer.
Loss Function: Minmax Loss
Evaluation compared to baselines: The baseline in this approach are two DNNs, both are
given log magnitude spectrograms as inputs and one uses the degraded phase information while
the other converts back to time domain using the pristine phase information. Compared to the
first one Gbaseline with degraded phase information, G performs superior compared to Gbaseline
in PESQ, LSD and STOI in lower packet loss rate. Performance is about the same for 50% which
is unseen by the model. For SNR, G is superior to all models.
As alluded by the authors in [14], a systemic approach is needed to evaluate the performance
of the different PLC algorithm’s effectiveness.
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Summary
After studying closely the different approaches, here is a table of the different approaches.
Table 1. The different approaches, their loss functions and baseline models
Architecture Loss Function Baseline
CNN MAE or Weighted MAE Auto-Regressive
using MAE





MSE G.711 PLC w/
PESQ
Auto-Encoder Deep Loss LPC w/ PESQ
and STOI
GAN Minmax loss DNNs w/ PESQ,
LSD, STOI, SNR
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4 Low Complexity Deep Learning
Low complexity DNNs were designed to maintain the same level of accuracy while have a smaller
model size and fewer parameters. This allows for faster inference, using less energy and less
memory needs. It is discussed in this thesis because of the particular real-time setting. Specifically,
there are techniques and model architecture for implementing low-complexity DNNs. These are
two main ways to reduce complexity without the need for specific hardware introduces for DNNs.
Pruning and quantizing the DNNs could help with model size at resource constraints platform.
Pruning is to set the weights below some threshold to 0s, therefore we can reduce the model size
[15]. Quantization refers to the process of using a fixed number of bits to represent a floating
point number. In general, most weights in a DNN are floating point numbers. This would not
only mean it would take more resources for inference, but also more memory to store the model.
It would be ideal compared to introducing new model architectures or layers since we could keep
the same architecture. Models can be quantixed after training or be trained in fixed point. It
is important to conduct noise analysis and model accuracy analysis when quantizing a network.
This is because noise from early layers could propagate to the output and therefore affecting the
accuracy.
Low-complexity architectures like MobileNet [16], SqueezeNet [17] are useful for designing
networks that would be useful at the edge. In general, they take advantage of the sparsity of
the tensors and introduce low-complexity layers. This could be directly applicable to the models
methods in chapter 3 since a lot of them use convolution as the main operation.
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5 Recommendations
After examinaing the different approaches, I will suggest some methods and ways to benchmark
a given model to fully understand how well it is performing.
Data:
• Use Markov chain or other methods mentioned in [1] to model packetloss
• Create audios with a wide range of packetloss rate
• Use data from different speakers and environments (for example cafe, home, office and
more)
Model and Loss Function: After examining the models, recurrent models seem to be more
suitable for real time purposes due to model size constraint and the number of parameters. This
is because auto-encoders and CNNs have a lot more parameters compared to recurrent model.
However, there is no direct comparison as to which architecture is the best since there is no
consistent metric for comparison. This will be discussed more in-depth in the conclusion.
However, it is recommended to use stressed training and deep feature loss as they deliver the
most significant performance compared to baseline and it would help to model to become more
equipped in a situation when there are multiple packetloss. The use of online training should still
be considered.
Evaluation compared to baselines: To have a clear understanding of how the models
perform, it is important to use the same metrics. It is important to first pick baseline models to
compare with and the metrics.
• For baseline models, comparing with 0-substitution would be a good comparison to show
how the model is able to generate audio that improve the quality. In addition, compar-
ing with existing non-deep approach like AR model or LPC would show the rigor of the
deep learning model. Similarly, a DNN should also be compared to compare to the novel
approach.
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• For comparisons, MAE can be used to measure on average how far the predicted audios
are from the ground truth. In addition, PESQ, STOI and SNR should be used as well to
compare the baseline with the other models.
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6 Conclusions
In this thesis, we have reviewed the different approaches for PLC with applications to real-time
processing. Although there have been works in this area, we have focused more on ways to
benchmark the different approaches and loss functions that could be used.
CNN, recurrent models, auto-encoder and GAN have all been used in this problem. They
can all be applied to the real-time setting of packetloss concealment. However, model size
and computation resources might be a problem for the latter two approaches. As suggested in
recommendations, there are different loss functions that might be most suitable for perceptual
quality and metrics to benchmark the models. This is because there are no clear comparisons
as to which model performs the test. In addition to using metrics, MOS survey could also be
conducted to fully evaluate the performance of the model.
Lastly, attention models have seen success in natural language processing and they has been
applied to speech enhancement which could potentially be extended for PLC. Online-training
could also be further studied in corporation to the other methods to adapt to speech in real-time.
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