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a b s t r a c t
We investigate stationary oscillation for high-order Hopfield neural networks with time
delays and impulses. In a recent paper [J. Zhang, Z. J. Gui, Existence and stability of periodic
solutions of high-order Hopfield neural networks with impulses and delays, Journal of
Computational and AppliedMathematics 224 (2008) 602–613], the authors claim that they
obtain a criterion of existence, uniqueness, and global exponential stability of periodic
solution (i.e. stationary oscillation) for high-order Hopfield neural networks with time
delays and impulses. In this paper, we point out that the main result of the recent paper
is unture, and present a new sufficient condition of stationary oscillation for the neural
networks. A numerical example is given to illustrate the effectiveness of the obtained
result.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Recently, the neural networks have been found many important applications in different areas such as pattern
recognition, associate memory, signal processing, image processing, etc., and the theoretical and applied studies of neural
networks have been a new focus of researchesworldwide.Most neural networks can be classified into two types, continuous
or discrete. However,many realworld systems and natural processes cannot be categorized into either of them. They display
characteristics of both continuous and discrete styles. For instance, some biological neural networks in biology, bursting
rhythm models in pathology and optimal control models in economics are characterized by abrupt changes of state. These
are the familiar impulsive phenomena. In addition, delay effects widely exist in many dynamical systems involving such
areas as population dynamics, economics, neural networks and so on. Impulsive delay differential equations are effective
mathematical models for these systems and have attracted increasing interest in both theoretical research and applications.
It is well known that studies on dynamical systems not only involve discussion of stability property, but also involve other
dynamic behaviors such as periodic solution, almost periodic solution, bifurcation, chaos, and so on. Hence, the periodicity
theory for functional differential equations [1,2] (without impulses), and for impulsive differential equations [3–5, and
references therein] (without delay), are completely developed, respectively. Correspondingly, there is still great difficulty in
investigating the existence of periodic solutions of dynamical systemswith both delay and impulses due to the discontinuity
of solutions. Therefore, it is important and, in effect, necessary to study anew type of neural network—delay neural networks
with impulses. Recently, although some interesting results on periodic solutions of impulsive delayed systems have been
given in [6–11], to the best of our knowledge, the global exponential stability and existence of periodic solutions are seldom
considered for neural networks with time delay and impulses.
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In the paper [12–15,11], the authors investigated the stability or periodic solution of high-order Hopfield neural networks
with time delays. In this paper, we point out that the main result of the paper [11] is incorrect, and present a new sufficient
condition of stationary oscillation for the high-order Hopfield neural networks with both time delays and impulses. A
numerical example is given to illustrate the effectiveness of the obtained result.
The organization of this paper is as follows. In Section 2, we give the criteria of stationary oscillation for the high-order
Hopfield neural networks with delays and impulses, and point out that the main result of the paper [11] is incorrect. In
Section 3, a numerical example is given to demonstrate the effectiveness of the obtained result. The conclusions are drawn
in Section 4.
2. Main result
In this section, we consider high-order Hopfield neural networks with time delays and impulses as follow:
dxi(t)
dt
= −ci(t)xi(t)+
n∑
j=1
aij(t)fj(xj(t − τij(t)))
+
n∑
j=1
n∑
l=1
bijl(t)gj(xj(t − σijl(t)))gl(xl(t − νijl(t)))+ Ii(t), t > 0, t 6= tk
1xi(tk) = xi(t+k )− xi(t−k ) = −γikxi(tk),
(1)
where n corresponds to the number of units in a neural network, xi(t) corresponds to the state of the ith unit at time t ,
ci(t) represents the rate with which the ith unit will reset its potential to the resting state in isolation when disconnected
from the network and external inputs, aij(t) and bijl(t) are the first- and second-order connection weights of the neural
network, fj and gj denote the activation function of signal transmission,Ii(t) is the external inputs at time t , τij(t) ≥ 0,
σijl(t) ≥ 0 and νijl(t) ≥ 0 denote the transmission delay, the delays 0 ≤ τij(t), σijl(t), νijl(t) ≤ τ are bounded functions.
1xi(tk) = xi(t+k )−xi(t−k ) = xi(t+k )−xi(tk) are the impulses atmoments tk and t1 < t2 < · · · is a strictly increasing sequence
such that limk→∞ tk = +∞.
Throughout this paper, we assume that:
(H1) There are ρi > 0,Mi > 0 such that ci(x) ≥ ρi and |gi(x)| ≤ Mi for all x ∈ R, i = 1, 2, . . . , n;
(H2) ci(t), aij(t), bijl(t), τij(t) ≥ 0, σijl(t) ≥ 0, νijl(t) ≥ 0 and Ii(t), i, j, l = 1, 2, . . . , n, are all continuous ω-periodic
functions;
(H3) Functions fj(u) and gj(u) (j = 1, 2, . . . , n) satisfy the Lipschitz condition, i.e., there are constants Lj > 0 and Hj > 0
such that∣∣fj(u)− fj(v)∣∣ ≤ Lj |u− v| , ∣∣gj(u)− gj(v)∣∣ ≤ Hj |u− v| , for all u, v ∈ R = (−∞,+∞);
(H4) There exists a positive integer q such that
tk+q = tk + ω, γi(k+q) = γik > 0, k = 1, 2, . . . , i = 1, 2, . . . ,m.
Remark. In the Ref. [11], the authors discussed stationary oscillation of the high-order Hopfield neural networks with time
delays and impulses (1). But, in the Ref. [11], the inequality (17) is incorrect, thus leading to amistake in the proof of Theorem
3, which results in an inaccuracy of the main result of the paper [11].
Taking σ(t) = α in the Lemma 1 of Ref. [16], we can obtain a Lemma as follows:
Lemma. Assume that P(t) is a nonnegative continuous function on [t0 − τ , β), and it satisfies the following inequality
D+P(t) ≤ −a(t)P(t)+ b(t)Pt ,
then there exists a positive α > 0, such that
P(t) ≤ Pt0 exp(−α(t − t0)) for all t ∈ [t0 − τ , β),
if a(t) or b(t) is bounded, α = inft∈[t0,β) {a(t)− b(t)} > 0, where Pt = sup−τ≤θ≤0 P(t + θ).
Let PC = PC([−τ , 0], Rn) = {φ : [−τ , 0] → Rn | φ be piecewise continuous with the first kind discontinuity at the points
tk − τ , k ∈ {1, 2, . . . , q}. Moreover, φ is left-continuous at each discontinuity point}. The PC([−τ , 0], Rn) is a Banach space
under ‖φ‖= sup−τ≤θ≤0 ‖φ(θ)‖.
For the high-order Hopfield neural networks with time delays and impulses (1), we have following result.
Theorem. Under (H1)–(H4), the high-order Hopfield neural networks with time delays and impulses (1) admits a stationary
oscillation if 0 < γik ≤ 2, i = 1, 2, . . . , n, k = 1, 2, . . . and
inf
t>0
{
min
i
(ρi)−max
i
n∑
j=1
Li
∣∣aji(t)∣∣−max
i
n∑
j=1
n∑
l=1
MiHi
∣∣bjil(t)∣∣−max
i
n∑
j=1
n∑
l=1
MiHi
∣∣blji(t)∣∣} > 0.
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Proof. Suppose that x(t, ϕ) = (x1(t, ϕ), x2(t, ϕ), . . . , xn(t, ϕ))T and y(t, φ) = (y1(t, φ), y2(t, φ), . . . , yn(t, φ))T are two
arbitrary solutions of system (1) through (0, ϕ) and (0, φ), respectively, and let z(t) = z(t, ϕ, φ) = x(t, ϕ)− y(t, φ). Then
it follows from (1) that
dzi(t)
dt
= −ci(t)zi(t)+
n∑
j=1
aij(t)[fj(xj(t − τij(t), ϕ))− fj(yj(t − τij(t), φ))]
+
n∑
j=1
n∑
l=1
bijl(t)[gj(xj(t − σijl(t), ϕ))gl(xl(t − νijl(t), ϕ))
− gj(yj(t − σijl(t), φ))gl(yl(t − νijl(t), φ))], t > 0, t 6= tk,
1zi(t) = zi(t+k )− zi(t−k ) = −γikzi(tk),
zi(t) = φi(t)− ϕi(t), t ∈ [−τ , 0], i = 1, 2, . . . , n, k = 1, 2, . . . .
(2)
We define a Lyapunov function V (t) by V (t) =∑ni=1 |zi(t)| for t ≥ 0. In view of (2) and conditions (H1) and (H3), when
t 6= tk, we have
D+V ≤
n∑
i=1
{
−ci(t) |zi(t)| +
n∑
j=1
Lj
∣∣aij(t)∣∣ ∣∣xj(t − τij(t), ϕ)− yj(t − τij(t), φ)∣∣
+
n∑
j=1
n∑
l=1
∣∣bijl(t)∣∣ [MjHj ∣∣xj(t − σijl(t), ϕ)− yj(t − σijl(t), φ)∣∣+MlHl ∣∣xl(t − νijl(t), ϕ)− yl(t − νijl(t), φ)∣∣]}
= −
n∑
i=1
ci(t) |zi(t)| +
n∑
i=1
{
n∑
j=1
∣∣aij(t)∣∣ Lj ∣∣zj(t − τij(t))∣∣
+
n∑
l=1
∣∣bijl(t)∣∣ [MjHj ∣∣zj(t − σijl(t))∣∣+MlHl ∣∣zl(t − νijl(t))∣∣]}
= −
n∑
i=1
ci(t) |zi(t)| +
n∑
i=1
{
n∑
j=1
∣∣aji(t)∣∣ Li ∣∣zi(t − τji(t))∣∣+ n∑
j=1
n∑
l=1
Mi
∣∣bjil(t)∣∣Hi ∣∣zi(t − σjil(t))∣∣
+
n∑
j=1
n∑
l=1
Mi
∣∣blji(t)∣∣Hi ∣∣zi(t − νlji(t))∣∣}
≤ −
n∑
i=1
ci(t) |zi(t)| +
{
max
i
n∑
j=1
Li
∣∣aji(t)∣∣+max
i
n∑
j=1
n∑
l=1
MiHi
∣∣bjil(t)∣∣+max
i
n∑
j=1
n∑
l=1
MiHi
∣∣blji(t)∣∣} Vt
≤ −min
i
(ρi)V (t)+
{
max
i
n∑
j=1
Li
∣∣aji(t)∣∣+max
i
n∑
j=1
n∑
l=1
MiHi
∣∣bjil(t)∣∣+max
i
n∑
j=1
n∑
l=1
MiHi
∣∣blji(t)∣∣} Vt . (3)
Also, in view of the conditions of the theorem, one has
V (t+k ) =
n∑
i=1
∣∣zi(t+k )∣∣ = n∑
i=1
|1− γik| |zi(tk)| ≤ V (tk). (4)
From the Lemma, conditions of the Theorem, and inequalities (3) and (4), we know that there exists a positive α > 0, such
that
n∑
i=1
|zi(t)| ≤
n∑
i=1
|zi(0)| exp {−αt} , t > 0.
Hence,
‖z(t)‖ ≤ exp {−αt} ‖z(0)‖ = exp {−αt} ‖φ − ϕ‖ , t > 0. (5)
Now, we define an operator F : PC → PC by Fϕ = xσ+ω(σ , ϕ), where x(·, σ , ϕ) is a solution of system (1) through
(σ , ϕ). By the existence and uniqueness of solutions of system (1),which could be obtained fromRef. [17] under assumptions
(H1)–(H4), and the results of Ref. [3], one has F kϕ = xσ+kω(σ , ϕ). From (5), there must be am ∈ N and 0 < λ < 1 such that∥∥Fm(ϕ)− Fm(φ)∥∥ = ‖xσ+mω(ϕ)− yσ+mω(φ)‖ ≤ λ ‖ϕ − φ‖ ,
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then Fm is a contraction mapping in Banach space PC . Thus, by the Banach fixed point theorem, Fm has exactly one fixed
point φ∗ ∈ PC . Since
Fm(Fφ∗) = F(Fmφ∗) = F(φ∗),
F(φ∗) also is a fixed point of Fm. So, by the uniqueness of the fixed point, F(φ∗) = φ∗, hence, system (1) has exactly one
globally exponentially stable ω-periodic solution x(t, σ , φ∗), i.e., the high-order Hopfield neural networks with time delay
and impulses (1) have a stationary oscillation.
The proof is complete.
3. Numerical example
Consider the following high-order Hopfield neural networks with time delays and impulses
dxi(t)
dt
= −ci(t)xi(t)+
2∑
j=1
aij(t)fj(xj(t − τij(t)))
+
2∑
j=1
2∑
l=1
bijl(t)gj(xj(t − σijl(t)))gl(xl(t − νijl(t)))+ Ii(t), t > 0, t 6= 2kpi
1x1(2kpi) = x1(2kpi+)− x1(2kpi−) = −0.3x1(2kpi),
1x2(2kpi) = x2(2kpi+)− x2(2kpi−) = −0.5x2(2kpi), k = 1, 2, . . .
(6)
where c1(t) = 5 + sin t , c2(t) = 6 + 2 cos t , a11(t) = a12(t) = sin t , a21(t) = a22(t) = cos t , b111(t) = b222 = 13 sin t ,
b112(t) = b221(t) = 14 cos t , b121(t) = b212(t) = 15 sin t , b122(t) = b211(t) = 16 sin t, the activation functions of signal
transmission are as follows:
f1(x) = f2(x) = f (x) = 12 (|x+ 1| − |x− 1|), g1(x) = g2(x) = sin x.
By the theorem, one obtains that the high-order Hopfield neural networks with time delay and impulses (6) have a
stationary oscillation with 2pi period.
4. Conclusion
In this paper, stationary oscillation for the high-order Hopfield neural networks with time delays and impulses has been
investigated.Wehave indicated that themain result of the paper [11] is incorrect, and an easily verifiable sufficient condition
has been obtained for stationary oscillation of the neural networks with time delays and impulses. Themethod of this paper
may be extended to study some other systems.
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