In this paper, a new particle swarm optimization method (NPSO) 
Introduction
Particle swarm optimization has been used to solve many optimization problems since it was proposed by Kennedy and Eberhart in 1995 [4] . After that, they published one book [9] and several papers on this topic [5] [7] [13] [15] , one of which did a study on its performance using four nonlinear functions adopted as a benchmark by many researchers in this area [14] . In PSO, each particle moves in the search space with a velocity according to its own previous best solution and its group's previous best solution. The dimension of the search space can be any positive integer. Following Eberhart and Kennedy's naming conventions, D is the dimension of the search space. The th i particle is represented as 1 2 ( , ,..., )
and its previous best is 1 2 ( , ,..., )
The index of the best in the whole group is g and the position change is represented as 1 2 ( , ,..., )
. Each particle updates its position with the following two equations: c equal to 2 gets the best overall performance.
The original PSO described above is basically developed for continuous optimization problem. However, lots of practical engineering problems are formulated as combinational optimization problem. Kennedy and Eberhart developed a discrete binary version of PSO for these problems [8] . They proposed a model wherein the probability of a particle's deciding yes or no, true or false, or making some other decision, is a function of personal and social factors as follows:
where
id P x t = is the probability that individual i will choose 1 for the bit at the • t means the current time step, and 1 t − is the previous step In our personal experience we know that an individual not only learns from his or her own and other individuals' previous best, but also learns from his or her own and other individuals' mistakes. The idea of NPSO is based on this social behavior. Each particle tries to leave its previous worst position and its group's previous worst position. 1 2 ( , ,..., )
P p p p = represents a particle's previous worst, and the index of the worst in the whole group is g , and the position change is represented as 1 2 ( , ,..., )
.The equations adopted here are similar to those of PSO Binary NPSO is similar to its binary PSO counterpart. The key difference is the reference particle and the records to remember.
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Comparison Functions
Comparison functions adopted here are four benchmark functions used by many researchers. They are the sphere, Griewank, Rastrigrin and Rosebrock functions. The definition of the sphere function is
where n is the dimension of the sphere. The n-dimensional Griewank function is defined as
The definition of the Rastrigrin function is Tables 1-3 show the preliminary results of the comparisons. Each test is run 10 times and each run loops 100 generations With these particular settings, NPSO finds better solutions than PSO. More seeds are needed when the search dimension gets larger and other parameters might need to change too. For instance, we might need to run more generations since the solutions might get out of local minima with more random numbers generated. Position change limits may be tuned too: we use a lower limit for searching small dimensions since missing the optimum is more important than searching speed but we use a higher limit for searching large dimensions since exploring large area of the search space is more important. Figures 1−8 show typical convergence results of PSO and NPSO. In each case it is seen that NPSO performs better than PSO. 
Simulation Results

Conclusion and Future Research
In some cases, NPSO can find a better solution than PSO. The experiments are limited to a rather narrow setting, so the conclusion here is not comprehensive or definite. NPSO is a variation of regular PSO instead of a better PSO. More research will be done on the conditions Proceedings of the 18th International Conference on Systems Engineering (ISCEng'05) under which NPSO does a better job and also on the conditions under which PSO does a better job. Additional work could explore how to combine PSO and NPSO to get an even better search method.
Under the present formulation of PSO and NPSO, each particle moves to a new position regardless of whether the new solution is better than the current one or not. Changes can be made so that it moves to a better solution unconditionally, but moves to a worse position according to some probability. Future research will cover this approach in more detail and try to find some theories as to why this might lead to a better solution.
