Abstract. We consider the generalized Schr odinger operator ? + where is a nonnegative Radon measure in R n , n 3. Assuming that satis es certain scale-invariant Kato condition and doubling condition, we establish the following bounds for the fundamental solution of ? + in R n :
Introduction
Consider the generalized Schr odinger operator (0.1) ? + in R n ; n 3 where is a nonnegative Radon measure on R n . The main purpose of this paper is to establish optimal upper and lower bounds for the fundamental solution of ? + under suitable conditions on the measure . We will also study the boundedness of the operators (? + ) i ( 2 R), and r(? + ) ?1=2 on L p (R n ; dx).
Throughout this paper we assume that satis es the following conditions: there exist positive constants C 0 , C 1 and such that (0.2) (B(x; r)) C 0 r R n?2+ (B(x; R)); Note that (0.3) merely says that the measure is doubling on balls satisfying (B(x; r)) c r n?2 . We will also assume that 6 = 0.
To state the main results, we rst introduce the auxiliary function m(x; ) dened by We remark that, if, in (0.2), > 1 , it is possible to bound the rst derivatives of ? (x; y) pointwise.
Theorem 0.17. Let In (0.21) and thereafter, k k p denotes the norm in L p (R n ; dx).
Remark 0.22. We recall that an operator T taking C 1 c (R n ) into L 1 loc (R n ; dx) is called a Calder on-Zygmund operator if (a) T extends to a bounded operator on L 2 (R n ; dx), (b) there exists a kernel K such that, for every f 2 L 1 c (R n ; dx), (0.23) Tf(x) = Z R n K(x; y)f(y)dy a.e. on fsuppfg c ;
and, (c) the kernel K satis es
jK(x; y)j C jx ? yj n ; jK(x + h; y) ? K(x; y)j C jhj jx ? yj n+ ; jK(x; y + h) ? K(x; y)j C jhj jx ? yj n+ for x, y, h 2 R n with jhj jx ? yj=2, and some > 0. It is well known that Calder on-Zygmund operators are bounded on L p (R n ; dx) for 1 < p < 1, and of weak-type (1,1) 14].
The paper is organized as follows. In section 1 we prove the Poincar e inequality (0.15), and then use it to establish the estimate (0.16). In section 2 we study the properties of weak solutions of the equation (? + )u = 0, using analytic method. We show the existence of the fundamental solution. Sections 3 and 4 are devoted to the proof of Theorem 0.8. In section 5 we give the proof of Theorem 0.17. Finally Theorems 0.19 and 0.20 are proved in sections 6 and 7 respectively.
Throughout this paper we use C, c and " to denote positive constants, which may be di erent at each occurrence and which depend at most on the dimension n and constants in the assumptions (0.2)-(0.3).
The Poincar e Inequality
We begin with the Proof of Lemma 0.14 (Poincar e inequality) 
Finally in this section we give the proof of the inequality (0.16). We will need some properties of the auxiliary function m(x; ) de ne by (0.5). we also obtain m(x; ) C m(y; ) by reversing the roles of x and y. where we also used (B(y; R)) C 1 R n?2 . Now, using (0,2), we get (x; tR) (tR) n?2 C t (B(x; R)) R n?2 C t C j :
Choosing t such that C t C j = 1=2. Hence, (1.14) gives
Recall that B = B(y; R) and R = 1=m(y; ). We integrate both sides of (1.15) with respect to y over R n . By Fubini's Theorem, we obtain Hence u satis es the condition (2.12). It follows that u 0 in R n .
To prove the remaining inequality in (2.14), let v(x) = The following theorem is an easy consequence of Lemma 2.13. We omit its proof. Theorem 2.16. For each x 2 R n , there exists a unique ? (x; ) 2 L p loc (R n ; dy) (1 < p < n=(n ? 2)) such that, for any f 2 L 2 c (R n ; dx), the unique solution u f 2 H of (? + )u = f in Proposition 2.3 is given by u f (x) = ? (x; y) = ? (y; x) for any x 6 = y:
We need two lemmas before we carry out the proof of Theorem 2.18.
The rst lemma shows that the weak solution of (? + )u = 0 is H older continuous (see Lemma Proof. We may assume that sup B juj < 1.
We claim that v is harmonic in B. To this end, let r = jx ? yj < R. Let R be the side length of Q. We divide Q into a nite number of closed subcubes fQ j g of equal size. Let r denote the side length of Q j .
Note that the inequality (1.4) still holds if we replace the ball B by a closed cube (the proof is the same). We apply (1.4) on each subcube Q j to obtain Since s 2 B(y 0 ; r=4) and 0 < " 2 < r=16 are arbitrary, we conclude that ? (t; y) = u t (y) for any y 2 B(y 0 ; r=8). This implies that ? (x 0 ; y) is a weak solution of (? + )u = 0 in R n n fx 0 g. In particular, it is continuous in R n n fx 0 g. In this section we use the operator bound (0.14) and Agmon's argument to establish the upper bound of ? (x; y) in the estimate (0.9).
Lemma 3.1. Let u 2 W 1;2 loc (R n nB) be a weak solution of (? + )u = 0 in R n nB, and 2 C 1 0 (R n ) such that = 0 on 2B. Let g 2 C 1 (R n ) be a nonnegative function satisfying jrg(x)j C 2 m(x; ) for every x 2 R n . Then Proof. We may assume that u and are real-valued functions. Let = " = u e "g . Since is a function in W 1;2 (R n ) with compact support, we may apply Theorem 1.13 to obtain We omit the proof of (3.4)-(3.5), which may be found in 12, p.4483].
For technique reasons, we have to approximate ' (x; y) by a sequence of C 1 bounded functions. Lemma 3.7. For each y 2 R n , there exists a sequence of nonnegative C 1 bounded functions f' ;j ( ; y)g such that, for every x 2 R n , (3.8) ' ;j (x; y) ' (x; y) and ' ;j (x; y) ! ' (x; y) as j ! 1; and (3.9) jr x ' ;j (x; y)j C m(x; ):
Proof. Fix F 2 C 1 ((0; 1)) such that F(t) = t if t 2 (0; 1=2), F(t) = 0 if t 2, and 0 F(t) t for all t 0. Let (3.10) ' ;j (x; y) = jF( ' (x; y) j ); j 1:
It is easy to check that ' ;j satis es (3.8)-(3.9).
We are now ready to prove the upper bound of ? (x; y). We also point out that, using arguments similar to that in the proof of (3.19), one may show that, for any x, y 2 R n , (3.22) d(x; y; ) C f1 + jx ? yjm(x; y)g k 0 +1 :
4. The Lower Bound of ? (x; y)
In this section we establish the lower bound of ? (x; y) in the estimate (0.9). Our main tool is the following Harnack inequality. This, together with (4.13), gives (4.14) I 3 C r R 1 r n?2 : The desired estimate now follows from (4.10)-(4.12) and (4.14).
We are now in a position to prove the lower bound of ? (x; y). Since ? + is a positive self-adjoint operator, it is well known that (? + ) i is bounded on L 2 (R n ; dx). We need to show that the kernel associated with ? + satis es the estimate (0.24).
By functional calculus, we may write, at least formally 
The Riesz Transforms
In this section we study the boundedness of the Riesz Transform r(? + ) ?1=2 on L p (R n ; dx). To prove (7.7), we write To estimate the rst term in the right hand side of (7.8), we need the following lemma. where q = p 0 , R = 1=m(x 0 ; ), and we used (7.12) in the third inequality.
The next lemma handles the second term in (7.8). It follows from (7.4)-(7.5) that where the second inequality follows from (3.19) and (1.12) . This, together with (7.23)-(7.24), yields that In view of (7.4)-(7.5), we obtain 
