















































































































































































































































patients  to  establish  its  patient  model,  proving  not  applicable  in  already  anesthetized  patients.  
Furthermore, a concentration versus response profile is likely to change over the course of anesthesia, 
mostly  as  a  result  of  changing  levels  of  noxious  stimulation,  but  also  because  of  possible 
pharmacodynamics  (i.e., acute tolerance to opioids) or because of changes to the patient  (e.g.,  liver 
transplantation).  In an attempt to resolve these shortcomings, a Bayesian approach was  included  in 
our existing control algorithm.  
Bayesian optimization, as proposed by Sheiner et al [8], is classically used in pharmacokinetic‐dynamic 
modeling  to  individualize drug dosing  regimen by combining  individual  information with an a priori 
probability  density  function  containing  the  statistical  properties  of  the  model  parameters  to  be 
estimated[9].  
Elaborating  the  full mathematical background of applying Bayesian methods  for  individualization of 




The Bayesian method  starts  from a  standard, population‐based  response model providing  the prior 
distribution of parameter values. These values are adjusted  to reflect  the patient’s own parameters 





population  model  information  is  not  readily  available  from  the  literature.  Moreover,  being  an 
essential contributing factor in the control operation, we choose to optimize these Bayesian variances 
for control performance in our target population. In a first study we applied simulations to select the 






ambulatory  gynecological  procedures.  The  main  novelty  in  this  investigation  compared  to  the 
referenced  studies  is  that  the new control  system enables us  to  include  the  induction phase  in  the 
closed‐loop control mode of the controller rather than only the maintenance phase. 
 
Since our  closed‐loop  control  system  is  able  to  target  a  specific  level of drug  effect, we  applied  it 
during a specific research protocol requiring 3 different levels of hypnosis, defined as a BIS level of 70, 
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Parameter           
V1  0.228 L /kg  4.27 L  0.458 L /kg  0.52 L /kg  0.063 L /kg 
V2  0.363 L /kg  18.9 – 0.391 x (age ‐ 53) L  1.34 L /kg  1.0 L /kg  0.207 L /kg 










‐1)  0.112  0.302 ‐ 0.0056 x (age ‐ 53)  0.12  0.113  0.5921 
K13 (min







‐1)  0.0033  0.0035  0.0019  0.0032  0.0146 
Ke0 (min
‐1)  0.26 a  0.456  NA  NA  NA 
TPPE 
(min) 






















Drug  Remifentanil  Sufentanil  Fentanyl  Alfentanil 
Model  Minto [36, 37]  Gepts [38]  Shafer[16]  Maitre [39] 




















‐1)  ((2.05‐0.0301(age ‐ 40))/V1  0.1086  0.4713  0.104 
K13 (min
‐1)  (0.076‐0.00113(age ‐ 40))/V1  0.0229  0.22496  0.017 
K21 (min
‐1)  K12 x V1/V2  0.0245  0.1021  0.067 
K31 (min




‐1)  0.595‐0.007(age ‐ 40)  NA  0.147a  0.77a 
TPPE 
(min)b 







































































































































































15  COPTIMAL  3.25 : 99.3  3.57 : 0.17  2.57 : 4.70 
  CAWAKENING  1.69 : 65.0  1.70 : 0.10  1.83 : 1.93 
  Time to awakening (min)  8.2  9.4  5.1 
60  COPTIMAL  3.38 : 89.7  3.34 : 0.14  2.51 : 4.78 
  CAWAKENING  1.70 : 64.9  1.70 : 0.10  1.83 : 1.93 
  Time to awakening (min)  12.2  11.9  6.1 
300  COPTIMAL  3.40 : 88.9  3.37 : 0.14  2.51 : 4.78 
  CAWAKENING  1.70 : 64.9  1.70 : 0.10  1.86 : 1.88 


















































































































































































































































































































Bickford 1950 [95]  Thiopental  EEG  On‐off 
Soltero et al. 1951 [109]   Ether  EEG  P 
Bellville et al. 1954 [110]  Cyclopropane  EEG  P 
Kiersey et al. 1954 [86]   Thiopental  EEG  P 
Bellville & Attura 1957 [111]  Cyclopropane  EEG  P 
Suppan 1972 [112]   Halothane  HR  On‐off/incremental 
Suppan 1977 [113]  Halothane  BP  On‐off/incremental 
Linkens et al. 1982 [114]  Vecuronium  NMT  PID 
Rametti et al. 1985 [115]   D‐Tubocurare  NMT  State estim./adaptive 
Ritchie et al. 1985 [116]  Succinylcholine  NMT  PID 
Rametti & Bradlow 1983 [115]  Atracurium  NMT  State estim./adaptive 
Lampard et al. 1986 [117]   Atracurium  NMT  On‐off 
de Vries et al. 1986 [118]  Vecuronium  NMT  On‐off 
Schils et al. 1987[119]  Halothane  BP + EEG  PI/model‐based 
Schwilden et al. 1987 [96]   Methohexital  EEG‐MF  Model‐based/adaptive 
Webster & Cohen 1987 [120]  Atracurium  NMT  PD 
Jaklitsch et al. 1987 [121]  Vecuronium  NMT  PID 
Millard et al. 1988[122]  Isoflurane  MAP  Model‐based/adaptive 
Monk et al. 1989 [123]   Isoflurane  MAP  Adaptive 
MacLeod et al. 1989 [124]   Atracurium  NMT  PI 
Schwilden et al. 1989 [125]  Propofol  EEG‐MF  Model‐based/adaptive 
O´Hara et al. 1991 [126]  Atracurium  NMT  Multiphase/PID 
Olkkola & Schwilden 1991 [127]   Vecuronium   NMT  Model‐based/adaptive 
Olkkola et al. 1991 [128]  Atracurium  NMT  Model‐based/adaptive 
Schwilden & Stoeckel 1993 [129]  Alfentanil  EEG‐MF  Model‐based/adaptive 
Zbinden et al. 1995[88]   Isoflurane  MAP  Fuzzy logic 
Edwards et al. 1998 [130]  Atracurium  NMT  Fuzzy logic 
Mortier et al. 1998 [102]  Propofol  EEG‐BIS  Model‐based/adaptive 
40 
 
Kenny & Mantzaridis 1999 [83]  Propofol  EEG‐MLAEP  PI 
Morley et al. 2000 [100]  Propofol‐Isofl  EEG‐BIS  PID + plasma TCI 
Sakai et al. 2000 [117] [99]  Propofol  EEG‐BIS  PID 
Gentilini et al. 2001 [104]   Isoflurane  EEG‐BIS  Model‐based/adaptive 
Allen & Smith 2001 [131]  Propofol  AEP  Neuro‐fuzzy 
Struys et al. 2001 [54]  Propofol  EEG‐BIS  Model‐based/adaptive 
Gentilini et al. 2002 [132]  Alfentanil  MAP  Model‐based/predictive 
Absalom et al. 2002 [87]  Propofol  EEG‐BIS  PID + plasma TCI 
Absalom & Kenny 2003 [7]  Propofol  EEG‐BIS  PID + effect‐site TCI 
Locher et al. 2004 [103]  Isoflurane  EEG‐BIS  Model‐based/adaptive 
Luginbühl et al. 2006 [89]  Alfentanil  MAP  Model‐based/predictive 
Liu et al. 2006  [133]  Propofol  EEG‐BIS  PD + effect‐site TCI 
Puri et al. 2007 [134]  Propofol  EEG‐BIS  PID 
De Smet et al. 2007 [90]  Propofol  EEG‐BIS  Model‐based, Bayesian 






































































































































































































































































































V1  0.228 liter/kg  15.9 liter  4.27 liter  4.27 liter 
V2  0.463 liter/kg  32.4 liter  18.9‐0.391 x (age‐53) liter  24.0 liter 
V3  2.893 liter/kg  202.0 liter  238 liter  238 liter 
K10 (min 





‐1)  0.112  0.112  0.302‐0.0056 x (age‐53)  0.375 
K13 (min 
‐1)  0.042  0.042  0.196  0.196 
K21 (min 




‐1)  0.0033  0.0033  0.0035  0.004 
Ke0 (min 
‐1)  0.26  0.26  0.456  0.456 














































































































































































































































































































































































































system,  and  compares  this  system  with  manually  controlled  administration  of  propofol  using 
hemodynamic and somatic changes to guide anesthesia. 
Method: Twenty  female patients, American Society of Anesthesiologists physical  status  I or  II, who 
were  scheduled  for  gynecologic  laparotomy,  were  included  to  receive  propofol/remifentanil 
anesthesia. In group I, propofol was titrated using a BIS guided model‐based closed‐loop system. The 
BIS  target was  set  at  50.  In  group  II,  propofol was  titrated  using  classical  hemodynamic  signs  of 
(in)adequate  anesthesia.  Performance  of  control  during  induction  and maintenance  of  anesthesia 
were compared between both groups using BIS as the controlled variable in Group I and the reference 
variable in Group II, and, conversely, the systolic blood pressure as the controlled variable in Group II 




manual  induction  caused  a more pronounced  initial overshoot of  the BIS  target. This  resulted  in  a 
more  pronounced  decrease  in  blood  pressure  in Group  II.   During  the maintenance  phase,  better 
control of BIS and systolic blood pressure was found in Group I compared with Group II. Recovery was 
faster in Group I. 
Conclusion: A closed‐loop  system  for propofol administration using  the BIS as a controlled variable 




























































































correlating  all  predicted  propofol  effect‐site  concentrations with  the  corresponding  BIS  values.  To 
obtain  this  information,  the  patient  received  a  propofol  infusion  using  open‐loop,  plasma  target 
controlled  infusion.  RUGLOOP  calculated  the  corresponding  effect‐site  concentration  concurrently. 
Every 50 s, the target concentration was increased automatically with 0.5 µg/ml. Once the target BIS 
level  was  achieved,  the  induction  sequence  was  terminated,  the  pharmacodynamic  model  was 
calculated from paired assessments of BIS and predicted effect‐site concentrations, and the feedback 








































































A disadvantage of  this  approach  is  that  the  controller works  independently  from  the  increasing or 
decreasing  trend  in  the  controlled variable, as well as  independent  from  the  rate of  change of  the 
trend.  This  may  produce  overshoot  in  the  correction  of  the  effect‐site  concentration,  causing 
oscillations  and  instability  during  anesthesia.  These  effects  were  observed  using  mathematical 
simulations of the controller.  
 
Therefore,  an  extra  control  action  is  implemented,  using  the  difference  between  two  consecutive 
measured BIS values multiplied by a differential factor  
 


































After  obtaining  approval  from  the  Institutional  Ethics  Committee  of  the Ghent University Hospital 
(Gent,  Belgium),  informed  consent  was  obtained  from  20  female  patients,  American  Society  of 






premedication. Two minutes before  induction, a continuous  infusion of remifentanil  (0.50µg/kg/min 
before intubation, 0.25 µg/kg/min thereafter) was started in all patients. In the closed‐loop controlled 
group (group I), propofol was administered using the previously described closed‐loop system. Initial 
target  concentration  of  propofol  was  set  to  a  plasma  concentration  of  3  µg/ml.  This  target  was 
automatically increased in a stepwise manner by 0.5‐µg/ml increment concentration, every 50 s until 
the target BIS was reached. Thereafter, the  loop was closed automatically, and the target‐controlled 
infusion  system  reverted  to  delivering  to  a  target  effect‐site  concentration  as  dedicated  by  the 
targeted effect  (BIS) value. The target BIS was  fixed at 50.  In the standard practice group  (group  II), 
manually controlled administration of propofol was used. Propofol was administered at 300 ml/h [156] 
until loss of consciousness, defined as failure to respond to verbal command, and was evaluated every 
5  s.  Thereafter,  a  continuous  infusion  of  propofol  was  started  at  an  initial  rate  of  10  mg/kg/h.  
Propofol administration was increased or decreased by 2 mg/kg/h after one of the signs of inadequate 


























































           Equation 3 















































































































































































































































BIS (Bispectral  Index) data;  (B)  individual BIS error calculated as the difference between BIS targeted 

















and  II,  respectively. Likewise, errors between measured and  target SYS during  the period of control 
are plotted  in  figures 5D and 6D  for groups  I and  II,  respectively. Although SYS was    the controlled 
variable  in group  II,   adequate hemodynamic  stability  (within  the 15‐mmHg  range around baseline) 
occurred more  frequently  in  group  I  (51  ±  27%)  compared with  group  II  (34  ±  31%;  P<0.05).  The 
incidence of  too  low SYS  (group  I: 41 ± 33%; group  II: 64 ± 31%) and  the  incidence of  too high SYS 
(group I: 7 ± 11%; group II: 1 ± 2%) were both significantly different between groups (P<0.05). 
Individual patient  trends of propofol effect‐site  concentrations  are  shown  in  figures 7A  and 7B  for 
groups  I  and  II,  respectively.  The  total  amount  of  propofol  used  in  both  groups was  6.39  ±  1.13 






Fig.  6.  Individual  data  from  the manual  control  group  (group  II)  during  anesthesia.  (A)  Individual 








and  extubation  in  the  closed‐loop  group  I  than  in  the  standard‐practice  group  II.  In  addition,  the 
variability (range) for all recovery parameters in group II was much higher than in group I. Figures 8A‐
D show  the percent of subjects within a group  that had not yet met  the endpoint at a certain  time 
point for the four endpoints of recovery, return of spontaneous respiration, opening eyes, extubation 
and recovery, respectively. The data show that, with the exception of one fast responder in  group II, 




































































was  defined  during  the  initial  phase.  This  was  also  done  to  minimize  the  problem  of  the  large 
pharmacodynamic  variability  among  patients.  This  variability might  cause  a  problem  when  these 
combined  pharmacokinetic‐pharmacodynamic models,  using mean  population  pharmacokinetic  as 
well as mean population pharmacodynamic values, are applied for a particular dosage regimen in an 
individual  patient  [165].  Few  data  are  found  in  the  literature  [166]  concerning  the  use  of  patient‐
individualized pharmacodynamics  in control strategies, and we therefore proposed a specific control 
method in this study. Previously, Schwilden et al. described a closed‐loop feedback control system for 
methohexital    [96]  and  propofol  [125]  anesthesia  applying  an  online  change    in  pharmacokinetic 




horizontally, which  is a different way of  calculating  the new model parameters  compared with  the 
methodology used by Schwilden et al. , who tried to fit the current effect on the curve by modifying 
the pharmacokinetic parameters. Our controller maintains the original pharmacokinetic model of drug 
but  imposes a new target concentration. The difference  in the adaptive methods  is that, during the 





















As  shown  in  figure 4A,  surgical  incision caused an  initial  increase  in BIS  level  in all group  I patients 
slightly above the target BIS. This increase was corrected by the closed‐loop controller without a large 
overshoot. In group II, a large variability in results at incision was observed (figure 4B). The behavior of 
control  in  both  groups  can  be  illustrated  by  depicting  the  time  course  of  propofol  effect‐site 
concentration,  as  plotted  in  figures  7A  and  7B  for  groups  I  and  II,  respectively.  In  group  I,  the 
continuous  adaptation of  the  effect‐site  concentration  reveals  that  closed‐loop  controller provided 
94 
 
continuous  control action.  It  can be observed  in  figure 7B  that  fewer  control actions were  seen  in 
group  II patients. Of course,  it must be stated that the control behavior has to be correlated to the 
clinical setting  like the applied remifentanil concentration and the selected targets of the respective 
control  variables.    Because  this  is  the  first  study  comparing  closed‐loop  with manual  control  for 
hypnotics, it was impossible to solve all issues in a single study. Therefore, the closed–loop controller 
was always  targeted  to  the same BIS  level and no stress‐tests were performed on  the controller  to 
evaluate, for example, changes in the performance of the controller with changes in target BIS level. 





















PE (%)  ‐6.23 ± 10.44*†  ‐13.49 ± 21.74*  ‐7.40 ± 14.5*  ‐18.9 ± 13.06*† 
MDPE (%)  ‐6.6 ± 2.63†  ‐6.1 ± 17  ‐7.36 ± 3.28*  ‐18.93 ± 2.92*† 
MDAPE (%)  7.7 ± 2.49*†  18 ± 4.5*  10.49 ± 2.14*  18.93 ± 2.92*† 
Divergence 
(%/min) 
0.024 ± 0.029*†  ‐0.129 ± 0.177*  0.0007 ± 0.0009*  0.00001 ± 
0.001*† 














compared with  their  own  reference.  For  BIS,  an  overall  smaller  PE was  found  during  closed‐loop 
control.  Subsequently,  the  values  of  PE were  used  for  intersubject  data  analysis.  The MDPEi was 
similar in both groups; however, the MDAPEi was clearly larger in the standard practice group (group 
II).  Note  that  MDPEi  is  a  signed  value  and  thus  represents  the  direction  (overprediction  or 
underprediction) of  the PE  rather  than  the  size of  the errors, which  is  represented by MDAPEi 
[29]. 
Finally,  performance  characteristics  were  also  described  by  divergencei  and  wobblei.  Divergencei 
reflects the gradual worsening of performance of control over time. Wobblei represents the variability 
of  the PE  in a  specific  individual.  It  should be  clear  that  the definitions of wobblei and divergencei 
overlap  somewhat.  Some  of  the  variability  in  PEs measured  by wobblei  is  caused  by  time‐related 
trends  in those errors, which  is measured by divergencei. Wobblei measures the total  intraindividual 
variability  in PEs, which  is directly related to the ability to achieve a stable controlled variable value 







requirements.  Our model‐based  controller  can,  however,  open  the  loop when  the  input  signal  is 
biased and steer on effect compartment controlled infusion until the artifact is solved. Therefore, no 







opening  of  the  eyes  and  extubation.  In  addition,  a  large  variability  (range)  in  recovery  times was 






















































Methods: A patient  simulator was developed  to compare  controllers. Using  input  scripts  to dictate 
patient  characteristics,  target  BIS  values,  and  the  time  course  of  surgical  events,  the  simulator 
continuously monitors  the  infusion pump under control and generates BIS values as a composite of 
modeled  response  to  drug,  perceived  stimulation,  and  random  noise.  The  simulator  formats  the 




30,  50  and  70.  Controller  performance  was  assessed  using  median  (absolute)  prediction  error, 
divergence, wobble, and percentage time within BIS target range metrics.  




Conclusions:    When  simulating  closed‐loop  control  of  BIS  using  propofol,  the  use  of  a  patient‐
individualized, model‐based  adaptive  closed‐loop  system with  effect‐site  control  resulted  in  better 
control  of  BIS  compared  to  a  standard  proportional  integral  derivative  controller with  plasma  site 
control.  Even  under  extreme  conditions,  the  modeled‐based  controller  exhibited  no  behavioral 
problems.   
 
One  proposed  benefit  of  automated,  closed‐loop  anesthesia  delivery  systems  is  that  continuous, 
responsive control of anesthesia may  improve quality of care compared to  intermittent control (i.e., 
standard  practice)[147]. However,  one  concern  is  that  unsupervised,  automated  controllers may  be 







a  PID  controller  and  tested  it  during  orthopedic  surgery.  Struys  et  al.  developed  a  patient‐
individualized, model‐based  controller  and  tested  it  during  sedation  [102]  and  during major  surgery 
(laparotomy)  [54]  .Anesthesia was administered  in  three phases during clinical  trials of both systems. 
First, propofol was administered  in open‐loop mode during  induction (i.e., the  initial set point was a 
target concentration rather than a target effect). Second, the  loop was closed for the surgical phase 
once BIS  reached  its set point. Finally,  the automated controller was  interrupted when surgery was 
completed, and the anesthesiologist guided the recovery phase using standard practice. In the model‐
based approach, the relation between predicted propofol effect site concentration and BIS value was 
determined  during  the  induction  phase  and  was  used  to  construct  a  patient‐specific 
pharmacodynamic Emax model  (or Hill‐curve) as a  component of  the  controller during  the  surgical 
phase.  
 
In  an  editorial  that  accompanied  the  clinical  results of  the model‐based  controller, Glass  et al.  [107] 
questioned whether  the controller was  safe  for a broader  range of  surgery or clinical  interventions 
because  all  subsequent  adjustments  in  drug  administration  were  based  upon  a  static  Hill  curve 
derived during induction, and only a single target BIS value of 50 during adequate analgesia (i.e., spinal 
blockade  [102]   or a continuous infusion of remifentanil)  [54]) had been studied. Therefore, the editorial 
stated  that  the closed‐loop system had  to be  tested under extreme circumstances  to establish  fully 
the  safety, efficacy,  reliability and utility of  closed‐loop anesthesia before adoption  into  the clinical 
setting. It might be considered inappropriate to stress human subjects under target effect settings and 
surgical  stimuli beyond  those  accepted  as  good  clinical practice. Although  animal  studies  could be 
used to test extreme or uncommon circumstances, we believed that computer simulation of patients 
and intraoperative events would enable a more thorough characterization of controller responses to 
variation  in  patient  types  and  interventions.  Computer  simulations  are  frequently  used  in  various 

























































































device.  The  closed‐loop  system  operates  on  the  first  computer,  whereas  the  patient  simulator 
operates  on  the  second  computer.  Incoming  BIS  data  from  the  patient  simulator  are  used  as  the 
controlled variable by the controller to calculate an accurate propofol infusion regimen to maintain a 
preset  target  BIS  value.  The  infusion  commands  are  continuously  sent  from  the  controller  to  the 





application  framework  was  used,  as  developed  by  two  of  the  co‐authors  (T.D.S.  and M.S.).  This 












First,  it monitors  changes  in patient or  surgical  characteristics  as  input by  the user or  a  script  file. 
Second,  it monitors  the pump  to assess  the  volume of drug  infused  in  the  virtual patient. Third,  it 






















We  composed  a  simulation  protocol  to  evaluate  controller  performance  by  adjusting  parameters 
within the three components that comprised a study: the virtual patient, a stimulus profile, and the 
BIS target level.  
To  generate  the  virtual  patient  population,  the  patient  simulator  was  fed  with  10  different 
pharmacodynamic profiles. We defined a pharmacodynamic profile  for a virtual patient as a certain 
drug  effect  site  concentration‐versus‐effect  relation  (i.e.,  an  Emax model)  combined with  a  certain 
additional delay that could be  imposed by certain monitor types. To obtain realistic values, we used 
the Emax models derived  from our previous clinical work as calculated at  the end of  the  induction 
phase using data points measured during  the  induction phase    [54]. The delay  in BIS was  taken  from 










We  also  required  a  standard  theoretical  stimulus  profile  to  apply  to  a  virtual  patient  during  the 










To  compute  the percent of  time BIS  value was under  acceptable  control during maintenance  (i.e., 
starting 10 min after the start of induction), acceptable BIS control was defined as maintaining the BIS 
value within +/‐ 10 BIS units of the target value. The percent of time of acceptable BIS control, as well 
as percentages of  time when  the BIS value was above or below  the  range, were calculated at each 
target.  Significance  between  controllers  was  tested  using  the  paired  t  test  (SPSS  10.0;  SPSS  Inc., 
Chicago, IL). 
Patient No  E0  Emax  C0, µg/ml    Effect Delay s 
 
1  96.9  80.95  3.9  5.17  9 
2  97.66  72.23  4.27  2.41  24 
3  93.8  83.49  3.91  3.09  3 
4  95.66  92.94  4.42  2.65  15 
5  97.25  81.31  3.79  2.16  17 
6  88.89  78.29  3.73  8.09  5 
7  97.59  83.13  4.57  6.02  7 
8  95.82  79.8  5.77  4.43  0 
9  97.7  81.79  5.11  13.11  4 
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Fig.  2.  Bispectral  Index  offset  time  profile  composed  to  emulate  a  typical  stimulus  trajectory  of  a 










All  sixty  virtual  operations  (i.e.,  10  patients  x  3  target  BIS  values  x  2  controllers) were  simulated. 


















model‐based  controller  showed  an  improved wobble.  Interpretation  in  context  together with  the 



































































































A  negative  divergence  number  indicates  convergence  to  the  target,  a  positive  one  indicates 
divergence.  The  absolute  value  indicates  the  speed  of  convergence  or  divergence.  The  values  of 
divergence obtained using the two controllers at the three different targets are shown in table 3. This 
shows  that  the  PID  controller  produced more  negative  values  for  the  divergence  than  the model‐
based  controller.  These  negative  values  for  divergence mean  that  the  size  of  the  PEs  decreased 
appreciably with  time when  the PID  controller was used.  In  the early  course of  control,  the errors 
were  larger  and  as  the  controller  continues  to  operate,  these  errors  became  smaller.  This  time‐
dependent change  in PEs was much  less when the model‐based controller was used. Comparing the 
wobble for both controllers shows that the model‐based controller has much less overall oscillations 
than  does  the  PID  controller.  Combining  the  information  on wobble  and  divergence  for  the  two 
controllers indicates that the PID controller initially performs worse than the model‐based controller. 
This  can be  verified  in  figure 3,  in which one  can observe  the  initially  large oscillations of  control. 








Fig.  3.  Example Bispectral  Index  trends  for  virtual  patient  1  controlled by  the proportional  integral 
derivative (PID) controller (A) and model‐based controller (B). Black  line = target 70;  light gray  line = 
target 50; dark gray  line = target 30. Stimulation events A‐H are described  in the  legend for figure 2. 
113 
 




Target  Performance  PID controller  Model‐based  Sign. Level between 
controllers 
(P Value) 
30  MDPE  ‐4.1974 (0.6760)†  ‐8.4147 (0.5247)*†  <0.0001 
50  MDPE  ‐4.2394  (0.4664)‡  ‐13.3200 (0.2858)*‡  <0.0001 
70  MDPE  ‐1.1595 (0.3578) †‡  ‐15.0500 (0.2468) †‡  <0.0001 
         
30  MDAPE  25.7448 (0.4453)*†  22.6333 (0.3311) *†  <0.0001 
50  MDAPE  21.7220 (0.2611)*‡  15.9100 (0.1911)*  <0.0001 
70  MDAPE  16.6217 (0.1995)†‡  16.3285 (0.1976)†  0.3102 
         
30  Divergence/s  ‐0.0040 (0.0004)*†  0.0013 (0.00029)*†  <0.0001 
50  Divergence/s  ‐0.0025 (0.0002)*  ‐0.00024 (0.00017)*‡  <0.0001 
70  Divergence/s  ‐0.0017 (0.00018)†  ‐0.0011 (0.00017)†‡  <0.0261 
         
30  WOBBLE  22.8787 (0.4895)*†  16.3333 (0.3631)*†  <0.0001 
50  WOBBLE  20.7708 (0.2772)*‡  8.8400 (0.1988)*‡  <0.0001 









































































































































































this. Moreover, we  reasoned  that  using  an  inferior model may  produce  poor  patient  simulations, 
possibly resulting in worse accuracy of simulating actual, clinical performance of the controllers.  
 
When  evaluating  the  performance  of  two  previously  published  closed‐loop  control  systems  for 
propofol administration using  the BIS value as  the controlled variable,  it can be concluded  that  the 
additional  mathematical  effort  imposed  by  using  a  patient‐individualized  model‐based  adaptive 
closed‐loop system with effect site control can result in a better controller compared with a standard 


























































Background:  Implementing  Bayesian  methods  in  a  model‐based  closed‐loop  system  requires  the 
integration of a standard response model with a patient‐specific response model. This process makes 
use of specific modeling weights, called Bayesian variances, which determine how the specific model 
can  deviate  from  the  standard model.  In  this  study we  applied  simulations  to  select  the Bayesian 
variances  yielding  the  optimal  controller  for  a  Bayesian‐based  closed‐loop  system  for  propofol 
administration using the BIS as a controlled variable.  






Results:  We  were  able  to  develop,  describe  and  optimize  the  parameter  setting  for  a  patient‐
individualized  model‐based  closed‐loop  controller  using  Bayesian  optimization.  Selection  of  the 
optimal set yields a controller performing with the following median absolute prediction errors at BIS 
targets 30, 50 and 70 : 12.9 ± 2.87, 7.59 ± 0.74 and ; 5.76 ± 1.03 respectively.   



















In  an  attempt  to  resolve  these  shortcomings,  the  Bayesian  approach was  included  in  our  existing 
control algorithm [54, 102, 171]. Bayesian optimization, as proposed by Sheiner et al. [8] is classically used in 
pharmacokinetic‐dynamic  modeling  to  individualize  drug  dosing  regimen  by  combining  individual 
information with  the knowledge of an a priori probability density  function containing  the statistical 
properties of the parameter to be estimated [9].  
Elaborating  the  full mathematical background of applying Bayesian methods  for  individualization of 
population  pharmacokinetics  is  outside  the  scope  of  this  manuscript.  For  the  interested  reader, 
especially the study by Sheiner et Al [6] provides a detailed background insight in the Bayesian theory.  
 
The  Bayesian  method  starts  from  a  standard,  population‐based  response  model  providing  the 
previous  distribution  of  parameter  values.  These  values  are  adjusted  to  reflect  the  patient’s  own 
parameters  over  time,  based  on  the  observed  response  of  the  individual  patient  under  varying 
circumstances. This process makes use of specific modeling weights, called Bayesian variances, which 











model  as  controller  input  [54]  .  This  controller  estimated  the  patient‐specific  pharmacodynamic 
relationship  (sigmoid  Emax model) using  the measured BIS  from  the  induction phase.  The modified 
controller  developed  and  evaluated  in  this  study  uses  a  patient‐specific  sigmoid  Emax  model 





Fig.  1.  Flow  chart  of  the  closed‐loop  system.  The  straight  lines  represent  the  closed‐loop  control 
system. At each time the required effect‐site concentration is calculated by the controller. This value is 




the  patient.  The measured  BIS  is  used  as  the  input  of  the  closed‐loop  controller.  The  dotted  lines 
represent the Bayesian sigmoid EMAX model estimator. The estimator receives a priori information from 







The  closed‐loop  controller  applies  a  sigmoid  Emax model  describing  the  relation  between  BIS  and 
propofol effect‐site concentration, and characterized by four parameters: E0 equals the BIS value at no 



















EEBIS MAX                                Equation 1 
 
The controller always uses the  latest available sigmoid EMAX model calculated by the Bayesian model 
estimator,  as  described  below.    The  output  of  the  controller  is  a  predicted  propofol  effect‐site 
concentration,  which  will  be  used  as  the  input  parameter  of  an  effect‐compartment  controlled 
infusion  system.    This  computer‐assisted  continuous  infusion  device  targets  an  effect‐site 
concentration  using  a  three‐compartment  model  completed  with  an  effect‐site  compartment 
(RUGLOOP). For propofol, the pharmacokinetic‐dynamic model previously published by Schnider et al. 
was used [23, 172]. Propofol effect‐site concentration was computed to yield a time to peak effect of 1.6 




















To  incorporate  the  a  priori  knowledge  while  using  the  least‐squares  technique,  we  introduced 
additional  terms  in  the  objective  function,  representing  a  penalty  for  the  difference  between  the 






















       Equation 3 
 




The minimization  of  Eq.  3 without  any measured  samples will  yield  the  reference model  only.  As 
observations  are made  over  the  course  of  a  procedure,  the model  in  the  individual will  gradually 






Both  the  observations  and  the model  parameters may  vary  in magnitude  over  several  orders  of 
magnitude. When  this  is  the  case,  the model  primarily works  to minimize  the  error  in  the  large 
observations,  and  minimizes  the  deviation  in  the  large  parameters  from  the  initial  population 
estimate,  as  the  larger  numbers  typically  have  much  larger  squared  errors.  This  behavior  is 
undesirable,  and  is most  appropriately  handled  by  weighting  the  squared  error  by  the  expected 
variance.  In  the  case  of  the  model  parameters,  the  expected  variance  represents  the  Bayesian 
uncertainty  about  the  parameter  estimate.  As  a  consequence,  the  variance  used  to  weight  the 








For  the  observations,  they  typically  reflect  the  variance  in  the measurements  themselves.  For  the 





and  because  the  concentration  versus  response  relationship  may  change  over  time,  it  may  be 























































































                Equation 4 
 














system was  important  in  our  estimator.  This  total  delay  of  the  system  is  an  overall  estimate  that 
includes misspecification of plasma‐effect site equilibration,  IV  line flow delay and monitoring delay. 

















































































  c50 (µg/ml)  E0  Emax   
Typical Value  4.92  95.9  87.5  2.69 
CV  34%  4%  11%  32% 
SD  4.5       
OBJ  5016.448       
Modified Model 
Typical Value  4.98  100  100  2.62 
CV  35%  6%  17%  33% 
SD  4,5       
OBJ  5029       
 











samples. The  reference model was  calculated  from previous work  regarding propofol and BIS[50] as 
shown in table 1. As our closed‐loop controller uses a fixed E0 and Emax (Eq. 4) both at 100, new c50 and 
  typical values were modeled on  the  raw data using NONMEM whereby  the values  for E0 and Emax 
were fixed. This yields the modified reference model as applied in our controller.  
The reference value for the total delay in the system, Dpopulation, was set at 10 s which represents the 









































set  that  will  result  in  optimal  control  for  a  Bayesian‐based,  closed‐loop  system  for  propofol 
administration  using  the  BIS  as  the  controlled  variable,  was  estimated  using  calculations  on  a 
simulated population (defined below).  
To limit the number of evaluations to be done, we selected 625 candidate sets, assuming continuous 





Similar  to  our  previous  closed‐loop  performance  study[171],  we  applied  a  simulation  protocol  to 
evaluate  controller  performance  by  adjusting  parameters  within  the  three  components  that 
comprised  a  study:  (1)  the  virtual  patient,  (2)  a  stimulus  profile,  and  (3)  the  BIS  target  level. Our 
population consisted of 416 virtual patients, generated using population characteristics from previous 
work not connected  to  the closed‐loop controller algorithms  (independent dataset)    [175]. This study 
provided  the pharmacological  characteristics  for 13 patients. Of  these 13 patients, we  created  the 
129 
 













A simulates  the arousal due  to  laryngoscopy/intubation; B  represents surgical  incision  followed by a 






A  total  of  625  different  controllers were  simulated,  each  against  all  patients.  Each  controller was 











            Equation 6 
 
Subsequently, the inaccuracy (MDAPE) was calculated as follows: 

















With  larger  values  for  the  Bayesian  variances,  the  freedom  of  the model  to  be  calculated  for  the 
patient  is  increased,  but  the  chances  to  get  an  “off” model  is  increased  as  well.  Therefore,  we 
introduced  a  cost  function  (COST)  which  penalized  a  higher  degree  of  freedom  (larger  Bayesian 
variance values).   
To ease the search for the best controller, we grouped all criteria  in an overall quality number. This 

























































































the  analysis. We  investigated  the  controller performance during both  the  induction phase  and  the 
maintenance phase.  
 







Target  Bayesian variance  Best controller  Worst controller 


















































Fig.  4.  Pooled  ranking  of  the  controllers  at  BIS  (Bispectral  Index)  target  30.  The  four  charts  each 
represent  a  ranking  of  all  the  Q  factors  for  BIS  target  30  versus  one  of  the  Bayesian  variances 


















Fig.  6.  Pooled  ranking  of  the  controllers  at  BIS  (Bispectral  Index)  target  70.  The  four  charts  each 
represent  a  ranking  of  all  the  Q  factors  for  BIS  target  70  versus  one  of  the  Bayesian  variances 

















































































































































































































































derived  from  the  frontal electroencephalogram as calculated by  the A‐2000 BIS® Monitor using  four 
BIS‐Sensor electrodes.    
In all patients, our setup used a laptop running RugloopII© to calculate the TCI algorithms to steer the 






In  the  closed‐loop  control  group,  the  RugloopII©  platform  also  executed  the  closed‐loop  control, 








The closed‐loop control algorithm attempts  to minimize  the error between  the measured BIS value 
and the target BIS value selected by the anesthesiologist by calculating an adequate propofol effect‐
site concentration using a patient‐individualized, model‐based, adaptive control method. The applied 















































































































fitted.  EC50  and  γ  are  the  nonfixed  terms  of  the  sigmoid  Emax model,  “Population”  is  the  original 
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      Closed‐loop control (n = 20)    Manual control (n = 20) 
Age (yr)      31.6 ± 5.3        32.5 ± 5.0 
Height (cm)    165.0 ± 5.9        168.8 ± 5.5 
Weight (kg)    62.2 ± 9.0        65.4 ± 8.0 
 
Table 2. Clinical data:  
          Closed‐loop control  Manual control (n = 20) 
Induction time (s)        66 ± 25 *    49 ± 9 * 
Propofol dose until LOC (mg)      91 ± 22 *    106 ± 10 * 
BISLOC            73 ± 11 *    82 ± 7 * 
Duration of anesthesia from start until    1013 ± 191     1031 ± 239 
Stop propofol infusion (s) 
Total propofol used (mg)        261 ± 68    292 ± 67 
BIS at stop propofol administration    46 ± 5      43 ± 11 
CePROP at stop propofol administration    3.1 ± 0.8    3.5 ± 0.9 
Recovery time until opening of the eyes (s)    215 ± 133 *    316 ± 125 * 








          Closed‐loop control    Manual‐control 
TBIS TARGET (s)        93 ± 34        89 ± 64 
BISpeak          40 ± 7 *        33 ± 10 * 
TPEAK, BIS (s)        125 ± 61      148 ± 112 
TEQ (s)          176 ± 101      204 ± 124
a 
% of time BIS between 40 and 60    75 ± 13 *      43 ± 17 * 
% of time BIS between 45 and 55    47 ± 13 *      20 ± 16 * 
% of time BIS lower than 40    15 ± 12 *      48 ± 17 * 
% of time BIS lower than 45    39 ± 12 *      69 ± 17 * 
% of time BIS higher than 60    9 ± 3        9 ± 4 
% of time BIS higher than 55    13 ± 3        11 ± 6 
% of time HR between 50 and     100 (6) b       100 (10) b 
90 beats/min 
% of time HR lower than 50 beats/min  0 (0) b        0 (0) b 
% of time HR higher than 90 beats/min  0 (6) b        0 (10) b 
% of time MAP lower than 60 mm Hg  6 (78) b        6 (87) b 
% of time MAP lower than 50 mm Hg  0 (0) b        0 (3)* 







































































      Closed‐loop control  Manual‐control 
Average PE (%)      ‐2.91 ± 24.49*    ‐14.17 ± 28.88* 
MDPE (%)      ‐7.78 ± 3.46*    ‐19.96 ± 8.38* 
MDAP (%)      11.51 ± 4.0*    24.06 ± 8.01* 
Divergence (% min)    ‐0.009 ± 0.012a     0.004 ± 0.025a 




































































































































































































































































































































































  REMI 0  REMI 2  REMI 4  REMI 6 
BIS 70  2/0/0/1/2/5  4/0/2/2/0/0  6/3/1/0/0/0  6/2/1/0/0/1 
BIS 50  3/7/0/0/0/0  10/0/0/0/0/0  10/0/0/0/0/0  10/0/0/0/0/0 
BIS 30  10/0/0/0/0/0  10/0/0/0/0/0  10/0/0/0/0/0  10/0/0/0/0/0 
Tolerant/responsive to the combined OAAS/tetanic stimulus* 
  REMI 0  REMI 2  REMI 4  REMI 6 
BIS 70  1/9  5/4  8/2  9/1 
BIS 50  3/7  10/0  10/0  10/0 




























































































































































































































































Baseline period  CeREMI 0 ng/ml  CeREMI 2 ng/ml  CeREMI 4 ng/ml  CeREMI 6 ng/ml 
BIS 70  Measured BIS  68 (5)  67 (5)  64 (5)  64 (5) 
  CePROP‡‡ (µg/ml)  1.87 (0.49)  2.00 (0.90)  1.49 (0.45)  1.23 (0.37)§  
  CVI  2.55 (0.70)  2.07 (0.46)  2.33 (1.18)  2.01 (0.23) 
   Heart rate (bpm)  67 (10)  59 (6)  55 (8)†  52 (6)† 
   Non‐invasive median blood 
pressure (mmHg) 
68 (10)  61 (10)  59 (6)  54 (4)£ 
BIS 50  Measured BIS  47 (3)‡‡  48 (3)‡‡   44 (7)‡‡  46 (3)‡‡ 
  CePROP‡‡ (µg/ml)  3.40 (0.86)‡‡  2.81 (0.51)  3.28 (1.36)§§  2.60 (0.75)‡‡ 
  CVI  2.44 (1.70)  1.45 (0.22)‡‡  1.48 (0.76)  1.29 (0.18)‡, ‡‡ 
   Heart rate (bpm)  72 (10)  58 (6)¶  58 (11)#   56 (12)** 
   Non‐invasive median blood 
pressure (mmHg) 
77 (11)  61 (11)  58 (8)  54 (5) 
BIS 30  Measured BIS  26 (3)‡‡  26 (2)‡‡  29 (6)‡‡  29 (7)‡‡ 
  CePROP‡‡ (µg/ml)  4.68 (0.98)‡‡  4.43 (0.97)¶¶  4.06 (1.94)££  4.41 (1.57)‡‡ 
  CVI  0.73 (0.14)¶¶  0.80 (0.22)‡‡  0.91 (0.25)££  0.97 (0.40)‡‡ 
   Heart rate (bpm)  66 (7)  65 (14)  62 (7)  56 (10) 
   Non‐invasive median blood 
pressure (mmHg) 
65 (13)  61 (10)  58 (6)  55 (5) 
 
Response period 
BIS 70  Measured BIS  73 (5)  69 (8)  68 (7)  71 (8) 
  CVI  3.67 (1.03)  3.49 (1.36)  3.55 (1.72)  3.81 (2.24) 




67 (8)  65 (13)  61 (5)  58 (6) 
BIS 50  Measured BIS  52 (10)‡‡  49 (4)‡‡  45 (4)‡‡  48 (4)‡‡ 
  CVI  3.85 (1.89)  1.67 (0.46)*  1.37 (0.19)*  1.46 (0.25)* 
   Heart rate (bpm)  73 (13)  58 (6)*  58 (11)*  55 (12)* 
   Non‐invasive median blood 
pressure (mmHg) 
83 (14)§§  62 (11)*  57 (8)*  54 (5)* 
BIS 30  Measured BIS  29 (5)‡‡  29 (6)‡‡  33 (6)‡‡  28 (5)‡‡ 
  CVI  1.06 (0.54)  1.12 (0.88)  1.24 (0.45)  0.89 (0.31) 
   Heart rate (bpm)  66 (8)  64 (13)  61 (7)  56 (9) 
   Non‐invasive median blood 
pressure (mmHg) 






























ΔMeasured BIS  4.71 (3.92)  2.24 (9.45)  3.85 (4.82)  7.29 (6.94) 
ΔCVI  1.11 (1.32)  1.42 (1.51)  1.22 (1.83)  1.80 (2.23) 









ΔMeasured BIS  5.25 (10.30)  0.84 (3.25)  1.28 (4.68)  1.32 (3.46) 
ΔCVI  1.41 (2.56)  0.21 (0.45)‡  ‐0.11 (0.75)  0.17 (0.22)§ 









ΔMeasured BIS  3.64 (5.93)†  3.22 (5.73)  4.65 (7.91)  ‐1.11 (5.28)† 
ΔCVI  0.32 (0.60)  0.32 (0.95)  0.33 (0.54)  ‐0.08 (0.34)† 

















































































Baseline period  Responders  Non‐responders  PK 
  BIS  61 (12)  41 (14)*  0.85 (0.04) 
  CePROP  2.24 (1.20)  3.32 (1.54)*  0.72 (0.05)†§ 
  CeREMI  1.69 (2.22)  3.49 (2.07)*  0.73 (0.06)†§ 
  CVI  2.15 (0.69)  1.37 (0.92)*  0.84 (0.04) 





Response period       
  BIS  68 (13)  43 (14)*  0.89 (0.04) 
  CVI  4.22 (1.65)  1.53 (0.86)*  0.94 (0.03) 





Delta         
  BIS  7 (7)  2 (6)*  0.72 (0.05)‡ 
  CVI  2.07 (1.81)  0.16 (0.78)*  0.87 (0.05) 
























































































































































































































































































The Bayesian method  starts  from a  standard, population‐based  response model providing  the prior 
distribution of parameter values. These values are tuned to the patient’s own parameters based on 
the observed response of the individual patient.  This process makes use of specific modeling weights, 
called  Bayesian  variances, which  determine  how  the  patient‐specific model  can  deviate  from  the 
population model.  For  a  pharmacokinetic model  the  Bayesian  variances  are  the  variances  of  the 
parameters  resulting  from  the modeling process obtained,  for example, using a NONMEM analysis. 
For  the pharmacodynamic portion of  the model,  such a priori population model  information  is not 
readily available  from  the  literature. Moreover, being an essential contributing  factor  in  the control 
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operation, we  choose  to  optimize  these  Bayesian  variances  for  control  performance  in  our  target 
population.  In  a  first  study  we  applied  simulations  to  select  the  Bayesian  variances  yielding  the 
optimal controller for a Bayesian‐based closed‐loop system for propofol administration using the BIS 
as a controlled variable (chapter 6).   
 
The Bayesian approach applies a population‐based or otherwise applicable reference model providing 
the prior distribution of parameter values, which is tuned towards a specific patient based on the 
observed response of the individual patient under varying circumstances. The freedom of the specific 
model to differ from the reference model is determined by the Bayesian variances. These variances 
are the parameter variances resulting from the modeling process, or, as they are equally influential on 
the control actions as the model itself, are carefully selected for optimal control. We realized this 
selection yielding the optimal controller for a Bayesian‐based closed‐loop system for propofol 
administration using the BIS as a controlled variable through computer simulations. A total simulated 
control time of 2340000 hours (416 virtual patients x 625 proposed controllers x 3 target BIS values x 3 
hours/case) resulted in the selection of the optimal set yielding to an acceptable control. (see chapter 
6) [90].  The Bayesian control system has been patented by our team (see appendix).  
 
In chapter 7 [91], we describe how we compared the feasibility and accuracy of the new Bayesian‐
Based closed loop system versus manually controlled BIS guided effect compartment controlled 
propofol TCI during ambulatory gynecological procedures. We especially selected this population as 
the use of only limited amount of opioids during the procedure resulting in a nearly propofol based 
deep sedation, is very challenging for the control system. We found that the closed‐loop control 
system titrated propofol administration accurately resulting in BIS values close to the set point. The 
closed‐loop control system was able to induce anesthesia in the patients within clinically accepted 
time limits and with less overshoot than the manual control group. Automated control resulted in 
beneficial recovery times. This closed‐loop control group showed similar acceptable clinical 
performance specified by similar hemodynamic, respiratory stability, comparable movement rates, 
and quality scores than the manual control group.  
 
Some specific research protocols require a tight control of a specific depth of the hypnotic component 
of anesthesia in patients. Accurate control of such specific levels, especially in the sedation range, is 
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very challenging for any human or automated controller. Since closed‐loop control is designed to 
target a specific level of drug effect, we applied our closed‐loop system described in chapter 8 during 
a specific research protocol requiring 3 different levels of hypnosis, defined as a BIS level of 70, 50 and 
30. During this trial, we could study the stability of our system under various hypnotic conditions and 
found that the system performed well in a larger study of 120 patients.  
 
In this thesis, we were able to answer the 4 questions raised in the introduction. We have successfully 
realized an automatic closed‐loop system for the administration of intravenous hypnotic‐anesthetic 
drugs during sedation and anesthesia offering more accurate drug administration than manual control 
under the studied conditions.  
Our closed‐loop system successfully combines population pharmacological drug models and Bayesian 
methods to compensate for population variability into a technology offering accurate control.  
We proved this technology is able to maintain a specific level of the hypnotic component of 
anesthesia even under extreme conditions, both in clinical practice and during specific research 
conditions.  
 
But can we be satisfied now? Is a hypnotic‐only closed loop control using BIS as controlled variable the 
target and endpoint?  
 
A state‐of‐the art anesthetic procedure introduces sedation or unconsciousness in the patient by 
administration of a hypnotic, accompanied with the infusion of an opioid to prevent noxious stimuli 
from reaching the consciousness centre. [217] MIMO controllers administering the two drugs 
simultaneously require representative controlled variables as well as concise pharmacological 
modeling, not only for the drugs individually but, in case of synergetic or additive drugs, for the 
interaction of these drugs. Experimental feedback systems controlling multiple drugs based on a single 
index have been described but are unlikely in clinical circumstances as they necessarily only 
indicatively titrate the unmeasured analgesic component [232].  
 
In the past ten years research brought major improvements in the building blocks for a true MIMO 
controller.  
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First of all, the exploration for indices accurately describing hypnosis and antinociception is ongoing. 
Indices will evolve and become more accurate as the insight in the anesthesia syndrome grows. 
Indeed, we cannot actually measure sleep today, even the phenomenon of anesthesia related 
unconsciousness is not very well understood [227]. Consequently, BIS monitoring, although considered 
by many as the golden standard for depth of anesthesia monitoring, was criticized [225, 226] and, in time, 
may be replaced with newer indices. The research for an accurate prediction of response to painful 
stimulus continues as well.  
 
New indices were proposed and investigated [175, 190, 224, 228‐230]. Recently, Schneider and colleagues 
found that a multimodal integration of both standard monitoring and electroencephalographic 
parameters may more precisely reflect the level of anesthesia compared with monitoring based on 
one of these aspects alone [231].  
 
But the knowledge of drug action and the interaction between drugs has grown too. Since no drug has 
an exclusively hypnotic or analgesic effect, its dose‐response relationship may be subject to 
simultaneously administered drugs. Drug interaction models were launched with promising result.[218‐
224]  
All these findings offer a framework for a true multimodal closed‐loop system using multiple‐input‐
multiple‐output strategies. More importantly, the evolution shows that such implementation will 
require flexibility to adapt to new insights readily. Our research successfully combined population 
pharmacological drug models and Bayesian methods to compensate for population variability into a 
technology offering accurate control. Whereas our research has focused on control of the hypnotic 
component alone, the applied principle is universally applicable. A Bayesian approach to control both 
hypnotics and analgesics using a carefully selected set of indices seems a viable option for a second 
generation controller.  
 
Our first generation controller has been implemented and used under strict experimental conditions. 
To convert this into a commercial system, the first challenge is to prove fully the safety and utility for 
its adaption into clinical practice and to find industrial partners willing to take all required regulatory 
steps when developing a marketable system [108]. As we have witnessed personally, the worldwide 
financial crisis has directed the monitoring equipment industry to merely focus on consolidation 
205 
 
rather than investing into new technology. But now the dust is settling, a new promising momentum 
can be observed. 
 
Ultimately, clinicians will determine whether or not computer systems facilitate better control and 
improve outcome in their daily clinical practice [4]. Whereas our approach has proven to be clinically 
feasible and efficient, closed‐loop systems only serve to support the clinical decisions of the 
anesthesiologist. They provide the anesthesiologist an automated pilot function executing the basic 
tasks of the anesthetic practice, offering him the opportunity to stay vigilant and focused and to retain 
a better overall view of the patient’s wellbeing. This should ensure better care at critical times where 
it really matters. 
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Summary  
 
 
The objective of any drug administration is to obtain and maintain a desired clinical and therapeutic 
level of drug effect as fast and accurate as possible while minimizing adverse drug effects. Optimizing 
drug administration during anesthesia and sedation has gained importance as essential part of higher 
standards in patient care and peri‐operative management. Most drugs for general anesthesia control 
exhibit large inter‐individual variability requiring the anesthesiologist to titrate drug administration 
continuously to reach and maintain the optimal anesthetic condition for that individual patient based 
on observation of clinical effects. Computer‐based closed‐loop systems may assist the clinician in this 
task by autonomously adapting the administered amount of drugs to reach and maintain directly the 
target effect carefully selected by the anesthesiologist. In closed‐loop systems, measurements of the 
control variable (e.g. measure of the hypnotic or analgesic component of anesthesia) are made and 
the errors between the set point and the actual value are used to alter the input to the system. In 
closed‐loop control, the anesthesiologist only enters the desired clinical‐effect to be maintained.  
 
In this thesis, we hypothesized that it is feasible to develop an automatic closed‐loop system for the 
administration of intravenous hypnotic‐anesthetic drugs during sedation and anesthesia and that this 
system does offer more accurate drug administration than manual control. We claimed that the 
incorporation of population‐based pharmacological models and the implementation of Bayesian 
optimizing theories is beneficial.  
We were able to develop an automatic closed‐loop system for the administration of intravenous 
hypnotic‐anesthetic drugs during sedation and anesthesia and we were able to prove that it offers 
more accurate drug administration than manual control under the studied conditions. By developing 
our system, we proved that the integration of pharmacological models in such a closed‐loop system 
offers accurate control, even under extreme conditions. We were able to develop a technology that 
considers pre‐existing population variability during control of intravenous anesthetic‐hypnotic drugs 
administration with the application of Bayesian theories, and we showed that this technology is 
feasible to be used both in clinical practice and specific research conditions. We depicted that our 
closed‐loop system is very helpful in offering stable research conditions to maintain a specific level of 
the hypnotic component of anesthesia.  
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Samenvatting  
 
Het doel van de toediening van een geneesmiddel is een gewenst klinisch en therapeutisch niveau zo 
snel en nauwkeurig mogelijk en met minimale bijwerkingen te bereiken.  De optimalisatie van de 
toediening van geneesmiddelen bij anesthesie en sedatie heeft aan belang gewonnen als essentieel 
onderdeel van kwalitatieve zorg voor de patiënt en geschikte heelkundige condities.  
 
De meeste medicijnen die gebruikt worden om de anesthesie te controleren vertonen een zeer grote 
interindividuele variabiliteit. Daardoor moet de anesthesist de toediening van het medicijn 
voortdurend zorgvuldig titreren om de optimale anesthesie condities voor een individuele patiënt te 
bereiken en te behouden, op basis van de door hem waargenomen klinische effecten.  
Computer‐gestuurde closed‐loop systemen kunnen de clinicus hierbij ondersteunen door autonoom 
de hoeveelheid toegediend medicijn continu aan te passen om een specifiek klinisch effect, zorgvuldig 
gekozen door de anesthesist, aan te houden. Bij het gebruik van closed‐loop systemen wordt de 
waarde van de te controleren variabele (bijv. meten van de hypnotische of analgetische component 
van de anesthesie) gemeten en wordt de fout tussen de ingestelde en de actuele waarde gebruikt om 
de toediening van het medicijn aan te passen. Gedurende closed‐loop controle zal de anesthesist 
enkel het gewenste te behouden klinisch effect ingeven.  
 
In deze thesis stelden we als hypothese dat het mogelijk is om een automatisch closed‐loop te 
ontwikkelen om intraveneuze hypnotica‐anesthetica toe te dienen. We stelden dat dit systeem een 
meer accurate toediening van het medicijn toe laat tegenover manuele toediening. We beweerden 
hierbij dat de integratie van een op een populatie gebaseerd farmacologisch model en de 
implementatie van Bayesiaanse optimalisatie methode voordelen zou opleveren.  
We zijn in staat geweest om een automatisch closed‐loop te ontwikkelen om intraveneuze hypnotica‐
anesthetica toe te dienen tijdens anesthesie en sedatie en we hebben kunnen aantonen dat dit 
systeem onder de bestudeerde omstandigheden een meer nauwkeurige toediening van deze 
medicijnen toe laat ten opzichte van manueel gecontroleerde toediening. Tijdens de ontwikkeling van 
ons systeem hebben we bewezen dat farmacologische modellen kunnen gebruikt worden in deze 
closed‐loop en accurate controle toelaten, zelfs onder extreme omstandigheden. De ontwikkelde 
technologie kan, door het toepassen van Bayesiaanse theorieën, rekening houden met vooraf 
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bepaalde modellen en hun populatie variabiliteit. We hebben bovendien aangetoond dat deze 
technologie klinisch uitvoerbaar is en de ideale assistentie levert om stabiele omstandigheden te 
creëren door een ingesteld niveau van de hypnotische component van de anesthesie aan te houden.   
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List of abbreviations  
 
BET  bolus, elimination, transfer infusion scheme 
BIS 
BIS A2000 Monitor 
BIS Vista Monitor 
the Bispectral Index derived from the EEG and its generations of 
implementation devices (Aspect Medical, Norwood, MA, USA, now 
Covidien, Boulder, CO) 
BISLOC  BIS at the moment of loss of consciousness 
BISPEAK  observed BIS value at tPEAK, BIS 
BMI  body mass index 
BP  blood pressure 
C50  sigmoid EMax model: concentration at 50% of drug effect 
CeCALC  calculated effect‐site concentration 
CePROP  propofol effect‐site concentration 
CeREMI  remifentanil effect‐site concentration 
CeT  targeted effect‐site concentration 
CpCALC  calculated plasma concentration 
CpM  measured plasma concentration 
CpPROP  propofol plasma concentration 
CpREMI  remifentanil plasma concentration 
CpT  targeted plasma concentration 
CV  coefficient of variation 
CVI  composite variability index (variability in the Bispectral Index) 
Diprifusor®  the first commercially available TCI system (AstraZeneca, London, UK) 
E0  sigmoid EMax model covariate: effect value at no drug effect 
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EEG  electroencephalogram 
Emax  sigmoid EMax model covariate: variation of effect value from none to 
maximum drug effect  
EMG  electromyographic power 
γ  sigmoid EMax model covariate: steepness of drug effect around 50%  
HR  heartrate 
keO  elimination rate constant in a mammilary compartmental model 
kij  rate exchange constant between compartments i,j of a mammilary 
compartmental model 
LBM  lean body mass 
MAP  mean arterial pressure 
MDAPE  median absolute prediction error 
MDPE  median prediction error 
MF  EEG median frequency 
MLAEP  mid‐latency auditory evoked potential 
MPC  model predictive controller 
NMT  neuromuscular transition monitoring 
NONMEM  acronym for non‐linear mixed effects modeling, a software package 
developed by Stuart L. Beal and Lewis B. Sheiner in the late 1970s 
at UCSF for population pharmacokinetic modeling.  
( http://www.iconplc.com/technology/products/nonmem ) 
OAAS  Observer Assessment of Alertness and Sedation 
PD, pharmacodynamics  describes the relationship between blood or effect‐organ concentration 
of a drug and its clinical effect 
PE  prediction error 
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PID  proportional‐integral‐differential 
PK, Pharmacokinetics  describes the relationship between administered dose of a drug and its 
plasma concentration 
PK/PD  the coupling between pharmacokinetics and pharmacodynamics 
Rugloop®, RugloopII©  general infusion pump control and data management system, available 
at http://www.demed.be 
SampleTO  sample timeout, represents the optimal number of samples to consider 
for model estimation 
SD  standard deviation 
sigmoid Emax model (Hill‐
curve) 
mathematical model of the nonlinear dose‐effect relationship 
Stanpump  general infusion pump control system, available at 
http://opentci.org/doku.php?id=code:code 
SYS  systolic blood pressure 
SYSLOC  SYS at the moment of loss of consciousness 
SYSPEAK  observed SYS value at tPEAK, SYS 
tBIS TARGET  observed time required for reaching the target BIS value 
TBW  total body weight 
TCI  target‐controlled infusion 
tEQ  time to steady‐state: observed time to reach the target value of the 
controlled variable after the initial overshoot  
tPEAK, TTPE  peak time: observed time to reach maximal effect of the observed 
variable after unit input 
tPEAK, BIS  observed time to reach maximal drug effect (lowest BIS value) after unit  
input 
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tPEAK, SYS  observed time to reach maximal drug effect (lowest SYS value) after unit 
input 
V1, Vd  central (initial) volume of distribution in a mammilary compartmental 
model 
VARC50  Bayesian variance for squared deviation in C50 
VARDelay  Bayesian variance for the squared deviation in delay 
VAR γ  Bayesian variance for squared deviation in γ 
VARSample  Bayesian variance for the squared deviation in observed samples 
Wobble  median {|PE ij ‐ MDPE i|, j = 1,..., N i } 
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