We carry out an asymptotic analysis as t → ∞ for the nonlinear advectiondiffusion equation,
Introduction. We consider the initial value problem (IVP) defined by
where α is a constant. The initial condition u I is nonnegative, with unit mass, and has a compact support. The degenerate parabolic PDE (1.1) has multiple applications in porous media flow, e.g. in water infiltration theory [3, 11] . More recently, it has been shown to govern the interface shape evolution of a gravity tongue propagating up an inclined porous layer [9] with respect to a moving frame. Here u is the thickness of the gravity tongue, and α > 0 is a parameter proportional to the up-dip slope and the mobility ratio of the lighter to 390 R. DE LOUBENS AND T. S. RAMAKRISHNAN the heavier fluid. By reversing x, the analysis applies to the opposite case of a plume migrating down-dip.
Theoretical proofs of existence, uniqueness and regularity of the solution to the Cauchy problem (1.1)-(1.2) are provided in [2] . It was also shown by Gilding [3] that the solution u(x, t) conserves mass, i.e., R u(x, t) dx = 1 , t ≥ 0 .
(1.3)
Except in the special case α = 0, where a self-similar analytical solution can be constructed for an instantaneous fluid release [1] , (1.1) generally does not admit an exact solution. In [5, 7, 8] , late-time solutions have been explored for a more general form of (1.1), given by ∂u ∂t
where q and m are fixed exponents. For 1 < m < 2q − 1, Gilding [3] showed that there exists a unique weak solution of (1.4) , and that it is characterized by a finite speed of propagation of a left moving boundary and a right moving boundary, defined as x (t) = inf {x ∈ R : u(x, t) > 0} , (1.5) x r (t) = sup {x ∈ R : u(x, t) > 0} .
(1.6)
Gilding [4] proved the existence of frontal solutions for an even more general form than (1.4). When his results are applied to the special case (1.4), we obtain the existence of (1.5) and (1.6) for m > 1 and q ≥ 1. The evolution of the support of solutions to multi-dimensional convection-diffusion problems has also been studied, an example of which is the work of Sapronov and Shishkov [10] . Based on asymptotic expansions, Grundy [5] derived closed-form expressions for the leading-order outer solution of (1.4). For q − 1 < m ≤ q and m > 1, he proposed a boundary layer on both edges of the solution. For late-time convection dominated flow (m > 1 and q ∈ (1, m + 1) or m ≥ 1 and q ∈ (0, 1)), Laurençot [7, 8] showed that with an appropriate L p -norm, p < ∞, the true solution asymptotically converges to the hyperbolic limit.
In this paper, we derive both outer and inner expansions to the problem stated in (1.1) and (1.2). A composite leading-order solution valid for
, is also obtained. The leading-order inner and outer solutions are consistent with those of Grundy [5] , but our results do not indicate a right boundary layer. One has to account for the movement of the boundary through an appropriate expansion, without which a matched solution cannot be obtained. We show that with q = m = 2, there exists an exact solution to (1.1). This solution satisfies the right boundary condition, which also confirms that no boundary layer is required at the leading edge. Higher-order boundary layer solutions at the trailing edge are given along with the results for the composite solution, valid to O(1/t). At this order, an unknown constant appears in the solution. Numerical computations that support these conclusions are presented.
Zeroth-order solution.
We first seek a late-time similarity solution of the form
where a and b are unknown exponents and f is a nonnegative O(1) function. From Gilding's theorem [2] , we have to satisfy the condition that u = 0 at x = x (t) and x = x r (t), where x (t) → −∞ and x r (t) → +∞ as t → ∞. Substitution of (2.1) for u into (1.1) leads to the second-order ODE
From the mass conservation condition,
is a late-time similarity solution, the integral condition is to be applied asymptotically. Hence, with η and η r as the left and right η corresponding to x and x r , respectively, we impose that
, we see that
a result also obtained by Grundy [5] . Thus (2.2) becomes
The above left-hand side is O (1) . Regardless of which term from the right-hand side is dominant, a < 0. For a distinguished limit it is then obvious that
2.1. Outer solution. We now seek an expansion of the form
where f 0 is the leading-order representation of f . We also denote by η 0 and η r0 the unknown zeroth-order left and right boundary positions. Keeping only the O(1) terms in the differential equation (2.5), i.e., dropping the second derivative term on the right-hand side, we obtain 2α(f
Integration of this ODE yields
where C 1 is a constant. To satisfy the boundary condition at the left or the right edge, we need C 1 to be zero. Therefore,
Since f 0 ≥ 0, the first solution is valid for η ≤ 0. It follows that
Using the mass conservation to zeroth-order,
we obtain η 0 = −2 √ α, and conclude that
This solution conforms to the result of [5] for α = 1. We note that u
√ t is the exact solution to the hyperbolic limit of (1.1) for the initial condition u I (x) = δ(x), where δ(x) is the Dirac distribution centered at zero. We refer to Laurençot and Simondon [7] for a proof of asymptotic convergence to the hyperbolic limit solution for a scaled
√ α implies a boundary layer at the left where the secondorder derivative in (2.5) becomes important.
Inner solution.
A boundary layer is constructed by seeking an inner expansion about η 0 = −2 √ α. We introduce the "stretched" coordinate
where d is a positive exponent yet to be determined. With ξ 0 = O(1), the scale of u(x, t) being
as in the outer solution, we write
where g 0 is an O(1) function in the boundary layer. It is important to reemphasize that at this stage, η is known only to leading order η 0 = −2 √ α. After substitution into (1.1), we obtain
In the boundary layer, we satisfy the second boundary condition of u = 0. Unlike the outer solution formulation, the second derivative must be accounted for. Therefore, the distinguished limit is obtained by necessitating the presence of second-order derivatives on the right-hand side of (2.16), or
The leading-order inner solution then satisfies
where C 2 is a constant. Noting that (g 2 0 ) = 2g 0 g 0 also vanishes at the left boundary, it follows that C 2 = 0 and
Imposing the left side boundary condition that g 0 (0) = 0, the solution of this first-order ODE is given by
We now generate the composite solution by matching the outer limit of the inner expansion with the inner limit of the outer expansion [6] . The superscript ol on g 0 denotes the outer limit of the zeroth-order inner expansion. Similarly, the superscript il on f 0 stands for the inner limit of the zeroth-order outer expansion. For the outer expansion,
With η > η 0 , the outer limit of the inner expansion is
The expansion is consistent since
Hence we can construct the leading-order composite solution as
Reexpressed in terms of the original variables, we have
which is valid only for the range of x values for which u 0 (x, t) ≥ 0. As an addendum, we note that
For the leading-order x and x r , the left boundary condition is satisfied exactly, and the right boundary condition is satisfied to exponentially small terms. But the solution itself is valid only to O(
). The left and the right boundaries in x are correct to O( √ t). Thus, the support of the solution is consistent with the leading-order left and right boundaries.
Higher-order solution.
As an extension of the above results, we wish to construct high-order approximations of the late-time outer and inner solutions. These are respectively
and
Here f and g are two bounded O(1) functions and η denotes the left boundary. Similarly η r is the position of the right boundary. We now expand the solution and its two moving boundaries in terms of gauge functions ν n (t) as
where ν 1 (t) → 0 and ν 2 (t)/ν 1 (t) → 0 as t → ∞. The leading-order terms of these expansions have been presented in the previous section. We are now interested in deriving the next-order corrections of these expansions. In a subtle way, we regard g to be dependent on ξ, defined in terms of η as opposed to η 0 . We know that this is true if the expansion is truncated to the first term. For the order of asymptotics of interest, denoted by N , it is implied that ξ will be regarded as ξ 0N , where
3.1. Higher-order outer solution. Substituting (3.1) and (3.3) into the original PDE and keeping all the known terms up to O(
(3.8)
For a distinguished limit, since f 1 = O(1), we impose
The solution of this first-order ODE is given by 10) where C 3 is an arbitrary constant. This expression suggests that the next-order gauge function consists of two parts, namely
Note that, alternatively, if we were to balance the right-hand side of (3.8) with the first term on the left-hand side, we would get ν 1 (t) =
, a term that is already captured by ν 1,2 (t). This observation confirms that the appropriate distinguished limit is indeed given by (3.9).
As per (3.11) and (3.12), we now rewrite (3.3) as Substituting −η/(2α) for f 0 , we get
which amounts to
where C 4 is a constant. The ODE for f 1,2 is obtained by balancing terms up to O(
Substituting the expressions for f 0 and f 1,1 into the above equation, the latter simplifies to
so that
where C 5 is a constant. Since η = 0 is within the domain of the solution,
It follows that
Hence we have shown that
and solving for the η value where the above expression vanishes, we obtain
In terms of the original variables, we have Using (3.29) in the PDE of (1.1) and retaining only the O(t −1 ) terms, we obtain the solution
where the leading-order solution is represented in terms of ξ rather than ξ 0 , an important distinction. We recall that ξ 0N is used in lieu of ξ as given in (3.7). The next order is obtained by matching terms O(t −3/2 ln t) to get the differential equation
This ODE can be rearranged as
Utilizing the exact form of g 0 given by (3.32), and recognizing that g 0 + αg 0 = √ α, the above equation simplifies to
This second-order linear ODE can be solved explicitly, by first observing that ξ → e −αξ is a solution and then, by applying the method of variation of parameters to find a second independent solution. It follows that
where C 7 and C 8 are arbitrary constants. Since the second part of the solution diverges at ξ = 0, C 8 = 0. The boundary condition g 1,1 (0) = 0 implies that C 7 = 0. Thus,
Before proceeding further for evaluating g 1,2 , we need to determine η 1,1 and other constraints if any, by imposing an intermediate matching condition between the outer and inner solutions that have been obtained so far. We define
Using (3.22) and (3.30), we obtain
Similarly, we define
and get
For matching as t → ∞, since η > η (t), we have
Therefore, intermediate matching between inner and outer solutions requires that
A composite solution may also be constructed at this order, as given by
where the subscript 01, 1 implies inclusion from zeroth-order up to ν 1,1 terms. As in the leading-order solution, this expression is exactly zero at x = −2 √ αt + ln t 2α , while it yields an exponentially decaying term at x = ln t 2α . Essentially, this first-order correction is a shift applied to the zeroth-order solution. In particular, the evaluation of the mass balance
leads to
which shows that mass conservation is verified consistently with the present order of approximation. Next, matching the O(t −3/2 ) terms of the expansion, we arrive at
We can now substitute the value of η 1,1 into (3.47). This reduces the equation to
This differential equation is identical to that of g 1,1 except for the nonhomogeneous part. Therefore the homogeneous solution of this ODE is given by (3.36) and, applying the method of variation of parameters, we obtain a particular solution as
where Li 2 is the dilogarithm function defined by
The next-order correction to the inner solution may be expressed as
51) where C 9 and C 10 are constants. Recalling that the second term is incompatible with the left boundary condition and must therefore be zero, and using the condition that g 1,2 = 0 at ξ = 0, we obtain that C 10 = 0 and
We now apply the higher-order matching condition between the inner and outer expansions. Using the definitions (3.38) and (3.40) with η (t) given by (3.30), we write
We consider as before the limiting expressions for t → ∞, ξ fixed for f i (ξ) and η fixed with η > η (t) for g o (η 
The first two terms match automatically. To match the last term we require that
Finally, we construct the new composite solution by adding f (η) and g(ξ), and then subtracting f il or g ol . In a compact form, we obtain
where
The concise representation of the solution in terms of the two boundaries illustrates that u(x (t), t) = 0 and u(x r (t), t) is exponentially small for t → ∞. We point out that the constant C 5 cannot be determined in the general case. However, the value of this constant may be obtained numerically for a particular choice of initial data. With an impulse-like initial data our numerical estimates shown below indicate a value close to unity for 2αC 5 . Our conjecture is that the above solution converges to the true solution as t → ∞ for any L p -norm.
Numerical experiments.
To verify the validity of our results, we solve (1.1) numerically for the following initial condition:
where > 0 is a constant. For good stability properties we apply a fully implicit scheme with first-order upwind discretization for the convective term and central discretization for the diffusive term. If a uniform spatial step size and adaptive time stepping are employed, the discrete form of (1.1) reads
A comparison between the numerical and analytical results is shown in Fig. 1 for α = 2, and = 0.01. In the simulation, Δx = 0.005 and max(Δt n ) = 0.01. It is remarkable that with a pulse initial data, the analytical results are able to generate the complete solution with a high level of accuracy. In Fig. 2 the inner, outer and composite solutions are shown for t = 10 and α = 2. The subscript 01, 2 implies inclusion up to ν 1,2 terms. We point out that u 01,2 is the same as g 01,2 .
Conclusion.
We have derived late-time asymptotic solutions to a nonlinear advective-diffusion equation that has applications in porous media flow. In our particular case, it describes the thickness of a buoyancy driven plume in an inclined bed. With a compactly supported initial condition, the leading-order outer solution also satisfies the hyperbolic problem with a pulse initial condition. The next-order correction for the outer solution is purely time dependent, and at this order the partial differential equation is satisfied exactly. Only a moving left boundary layer is required to generate the composite solution. We have obtained the composite solution to orders 1/ √ t, (1/t) ln t, and 1/t. It is shown that an unknown constant appears in the solution at O(1/t). 
