I. Introduction
Automated knowledge discovery is essential for extracting information from databases 2].
However, complex databases have moved from the simplistic attribute-value representation assumed by recent knowledge-discovery systems to a structural data representation that re ects the relationships among objects. Discovering concepts in this structural data requires the identi cation of common substructures within the data. The motivation for this process is not merely to nd substructures capable of compressing the data by abstracting instances of the substructure, but also to identify conceptually interesting substructures that enhance the interpretation of the data. Substructure discovery is the process of identifying concepts describing interesting and repetitive substructures within structural data. Once discovered, the substructure concept can be used to simplify the data by replacing instances of the substructure with a pointer to the newly discovered concept. The discovered substructure concepts allow abstraction over detailed structure in the original data and provide new, relevant attributes for interpreting the data. Iteration of the substructure discovery and replacement process constructs a hierarchical description of the structural data in terms of the discovered substructures. This hierarchy provides varying levels of interpretation that can be accessed based on the goals of the data analysis.
Discovering interesting concepts requires a cognitive evaluation component and the ability to consider instances of the concept that do not exactly match the concept de nition. We describe the Subdue system that utilizes psychologically-motivated heuristics and an inexact graph match to discover substructures which occur often in the data, but not always in the same form. This inexact substructure discovery can be used to formulate fuzzy concepts, compress the data description, and discover interesting structures in data that are found either in an identical or in a slightly convoluted form. Examples from the domains of scene analysis and chemical analysis demonstrate the bene ts of the discovery technique.
II. SUBDUE
The Subdue system 3] discovers substructure in structured data based on four psychologically motivated heuristics: cognitive savings, connectivity, compactness and coverage.
The cognitive savings of a substructure represents the net reduction in complexity when con- 
III. Inexact Graph Match
Although exact structure match can be used to nd many interesting substructures, many of the most interesting substructures show up in a slightly di erent form throughout the data. These di erences may be due to noise and distortion, or may just illustrate slight di erences between instances of the same general class of structures. Consider the image shown in Figure 1 . The pencil and the cube would make ideal substructures in the picture, but an exact match algorithm may not consider these as strong substructures because they rarely occur in the same form and orientation throughout the picture.
We adopt the approach to inexact graph match developed by Bunke and Allermann 1], where each distortion of a graph is assigned a cost. A distortion is described in terms of basic transformations such as deletion, insertion, and substitution of nodes and edges. Subdue nds the mapping between a substructure de nition and instance that minimizes the cost, or amount of distortion, necessary to make the graphs isomorphic. The order of complexity of the inexact graph match is equivalent to that of exact graph match; however, the inexact match o ers the additional bene t of assigning a similarity measure to each possible mapping.
Integrating the inexact graph match into Subdue is accomplished by including as instances of a substructure all subgraphs in the input data that match the substructure de nition with a match cost within a user-supplied threshold. The contributions of individual instances to the four heuristics are weighted according to their match cost.
IV. Example 1 { Scene Analysis
Images provide a rich source of structure. Images that humans encounter, both natural and synthesized, have many structured subcomponents that draw our attention and that help us to interpret the data or the scene we are viewing. Applying Subdue to image data, we extract edge information from the image and construct a graph representing the scene. were tested. Figure 1 shows the highest-valued substructure for three sets of parameter values. In Test 1, all heuristics are equally weighted. In Test 2, connectivity is stressed. In Test 3, connectivity is still emphasized, but the amount of variation between instances of the substructure is minimized. The results indicate that the amount of noise and the weights of the heuristics greatly a ect the discovered substructure. Each result may be desired, based on whether the goal of discovery is image compression or interestingness. domains and other real domains in order to determine the e ects of parameters and reduce the computational requirements of Subdue's substructure discovery algorithm.
