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ABSTRACT
VIRTUAL INFORMATION IN
GENERALIZED DATA BASE SYSTEMS
by
HOWARD BRUCE SCHUTZMAN
Submitted to the Department of Civil Engineering on
May 10, 1974 in partial fulfillment of the requirements for
the degree of Master of Science.
Most designs for information systems assume
that the data items and relationships physically
exist in the system. There are several unfortunate
consequences of such a view. Items with dynamic
values, such as age, or which depend on other values
in the data base, such as number of employees,
must be updated frequently. Relational information
is restricted to grouping, set type operations.
An information loss results when values which are
calculated are stored, because the procedure used
to calculate the item is not available.
Giving a data base system a virtual information
capability overcomes many of these constraints.
Virtual information is defined as information that
is not physically -in the data base but can be derived
from data that does exist. Information can be
modeled as a spectrum of functions ranging from
pure data to pure algorithm with virtual information
as the unifying concept. Functions can be developed
to analyze the tradeoffs between storage costs,
access costs, and update costs in determining the
best method to store data. Identifying properties
of relationships and using virtual relations gives
the system the ability to infer information even
though that information was never explicitly entered
into the data base.
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CHAPTER 1: INTRODUCTION
One view of data base systems is as a method of
describing and mapping data structures into physical
storage. An alternative view is that, given appropriate
stored data, the problem is how we use it to meet
requests for information. Requests for "answers", whether-
made to processing programs or a stored data base, are
essentially requests for a value of a function, given
various argument values. A model of an information system
as a collection of such functions helps unify many of our
notions about data and algorithms, and provides a convenient
construct for resolving several problems in data base
systems. Such a model will be presented in this thesis.
Much recent work in data base systems has concentrated
in two areas: deriving a suitably powerful logical struc-
ture for abstractly representing information-, and formulating
ways of declaring the policies used to map this structure
into a stored form. Logical structures based on the
mathematical concept of relations have been proposed by
Codd (5) and Mealy (22), whereas the Data Base Task Group
(7), Engles (10), and Senko, et. al. (28) have used
groupings of objects with similar properties, sometimes
referred to as entity sets. Several others have proposed
methods for mapping the resulting logical data structures
to a physical storage medium: trees and other hierarchical
organizations (as in GIS (13) and IMS (14)), chained list
structures based on rings (Bachman (2), DBTG (7), and
IDMS (30)), encoded strings (Senko, et. al. (28)), and
schemes using symbolic rather than physical pointers (Davies
(9) and Rover (24)).
Data relationships in recent information models,
however, essentially group and categorize data in some
static fashion in the data base. But relationships can
also be defined in a procedural fashion. An example of
such an item is age. To maintain a completely accurate
value of someone's age, it would have to be updated
continuously. Therefore, rather than assigning a
particular stored value to the data item age, it might
be preferable to define it procedurally as current date
-minus date of birth. This leads directly to the idea that
a model of information should allow not only static,
grouping relationships, but procedural relationships
as well.
This thesis explores the concept of virtual infor-
mation as a means of increasing the power of data base
systems. Virtual information is defined as information
that is not physically present in the data base but can
be derived from data that does exist. In Chapter 2
a model of information is presented. Virtual information
is used to complete the spectrum between pure data and
pure algorithm. Chapter 3 is concerned with the effect
of virtual information on system cost. Basic costs are
identified and several cost functions derived. The subject
of Chapter 4 is inferential data base systems. Employing
virtual information gives the system the ability to make
some fairly simple but powerful deductions in answering
user inquiries.
The idea of virtual information by itself is not new,
having been discussed previously by the DBTG (7) and
Engles (10). Many systems, especially inquiry-oriented
reporting systems, already virtualize information, although
they often do not consider it as such. All of this
previous work, however, has treated virtual information as
a special case, and dealt with it in a largely ad hoc
fashion. The real value of this concept occurs only when
considered within a larger structure for information which
also includes data and algorithms. In such a context,
work can occur on the relative suitability of each for
solving problems in data base systems.
CHAPTER 2: A MODEL OF INFORMATION
Resolving issues in data base systems has become easier
in recent years as the computer community has developed a
clearer set of notions about information. Of particular
importance has been the distinction between the logical
structuring of facts, and the physical structuring of stored
data.
The essential characteristic of a data base system is
the sharing of data by multiple applications. This type of
environment demands a clearly defined distinction between
system internals and the external view of the- application
programs, or what has been called data independence. A
significant degree of data independence means that access
methods and data organizations are transparent to application
programs, and that the physical aspects of storage are
considered apart from the logical aspects of information.
This implies a logical data structure against which applica-
tion programmers can define their files and specify their
requests for information.
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2.1 A FUNCTIONAL VIEW OF DATA
Many data base designs assume each fact is physically
recorded in the data base. Actually, physically recorded
data is only one point within a spectrum of ways to obtain
information, such as by algorithm or even by derivation from
physically recorded data. Although these other alternatives
are occasionally desirable, they have been largely ignored.
As a consequence, most models of information are not
adequate for obtaining dynamic or procedural relationships
in the data base.
Viewing an information system as a collection of
functions avoids these inadequacies. All requests for
information are in a sense requests for a value of a
function, given various argument values. This functional
model retains all of the power to describe information of
the models of Codd (5), Engles (10), and Mealy (22).
Basically, a function can establish relations (in the set
theoretic sense) between argument values and function
values; it can thus serve the same purpose as a data map.
Although conventionally a function returns a single value,
our consideration includes functions which can return a set
or series of values (which itself could be considered a
value) by calling more primitive functions repeatedly. A
function value of null is also allowed.
As Iverson (15) notes, "In classical applied math-
ematics, most functions of interest can be approximated by
some algorithm which becomes, for practical purposes, the
definition of the function. In other areas, however, many
functions of practical, if not general, interest (such as
the correspondence between employee name and salary) can be
specified only by an exhaustive listing of each argument
value and its corresponding function value."
Most functions of interest in a data base system are of
this latter type. The basic algorithm applied to evaluate
these functions is a search of the list of arguments (i.e.
a comparison of the given argument with the list of
arguments to determine the correspondent to be selected).
It thus becomes efficient to physically record the lists of
function values on storage media. Recorded facts which are
independent of other information in the data base may be
considered as pure data. These enumerated facts can be
obtained merely by use of retrieval procedures.
Function specification can also be by means of
algorithm. Functions requiring no reference to the stored
data b.ase are pure algorithms (such as SINE). In most
conventional systems, whenever function values can be
determined without an exhaustive listing of argument values
and function values, the algorithm is usually associated
with the processing program and not with data management.
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Certain functions should be associated with data base systems
in order to guarantee data independence. The functions of
concern pertain to attribute values, such as summaries,
which can be realized either through a search of a stored
representation of a data map or by other means. Function
references to information may require more than simple
retrieval of a stored grouping of bits. Intermediate
algorithms in the data management system will put the stored
pure data into the necessary form for processing programs.
A model of information, then, must include more than pure
data and pure algorithm--it requires combinations of
algorithms working against values that are either stored in
the data base or derived by other algorithms. Information
obtained in this way, rather than by retrieval procedures
or pure algorithms, can be termed virtual information.
In the most general sense, virtual information is any fact
which is accessible through combinations of pure algorithm
and pure data, but which is not physically stored in the
data base.
Viewing an information system as a collection of
functions shows that pure data and pure algorithm are merely
two different ways to furnish function values in response to
argument values. Pure data and pure algorithm form the
endpoints of a spectrum of ways these values can be
realized, with the middle range being various types of
13
virtual information. More generally, function requests are
always satisfied by combining data and algorithms. Pure
data is merely the special case involving no program, just
as pure algorithm is the special case involving no data.
When one asks for SINE(37.2), it is irrelevant whether
the appropriate function value is obtained by table look-up,
a Taylor series expansion, or possibly by interpolation
between stored table entries. Which method is used to
realize the value is properly a concern of data base
management. The spectrum of information is illustrated in
Figure 2.1.
As Engles (10) notes, the important point in regard to
data independence is that the intermediate algorithms
necessary to map stored data into the logical structure
(and vice versa) must be transparent to the processing
programs. (If something is virtual, you can see it, but
it isn't there; if something is transparent, it is there,
but you can't see it.) The opportunity to realize the
information in the logical structure by other tools than
merely stored data should make it easier to achieve data
independence.
In summary, a model of an information system as a
collection of functions not only helps unify our view of
algorithms and data, but also is consistent with other
trends and needs in the computer field. Increasingly
14
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FIGURE 2.1
The Spectrum of Information Functions
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centralized control of information in data bases necessitates
functions in data base management to preserve data indepen-
dence. Finally, the procedural definition of information
resolves the constraints resulting from physical limitations
in much the same way as procedural definition, or virtuali-
zation, of other system resources (e.g. virtual memory,
virtual processors).
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2.2 CLASSES AND USES CF VIRTUAL INFORMATION
Several categories of -virtual information are of
sufficient generality to merit their inclusion in data base
systems. In particular, various classes of virtual informa-
tion can resolve the fundamental issues of representation
and materialization in data base systems.
Representation
Representation, or data type, is the relationship
between data items and values. The same data item can be
represented as different values; different data items can be
interpreted as the same value. Representation is thus
primarily a matter of form. The same fact can be represented
in many forms. The form which is appropriate to application
programs is not necessarily the best representation for
storage in the data base. Numbers to be displayed to users
are not in the same form required for computation. The form
required for computation by a particular CPU or programming
language is not necessarily the best form for storage.
The key issue, then, becomes how to provide a fact, once
it has been retrieved by the system of functions, in the form
desired. In the DBTG proposal (7), this is accomplished by
the mapping between sub-schema and schema data definitions.
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More generally, data base systems need to contain a library
of conversion procedures that enable any obtained fact to
be translated into any appropriate standard data type.
Where conversion is necessary, the resulting value is virtual
information. Such converted forms enable a data base system
to provide many views of the same, collection of facts.
A special case of conversion occurs when facts are not
represented as standard data types, but are represented as
encoded forms, such as may be required for security or
storage compaction considerations. Compaction techniques can
save considerable amounts of storage but require a
transformation between the encoded and decoded forms. Many
attributes with a limited number of possible values can be
more efficiently stored as code to save space. Engles (10)
offers the example of an application program which stores or
retrieves a field which contains the name of a state. The
data item as manipulated by the application program is a
character string such as "CALIFORNIA". In the data base,
however, the value is represented by a numeric code, and-a
function maps these state codes into state names and vice
versa.' Such mapping functions should be part of data base
management and their use should be transparent to application
programs.
Materialization
Materialization is primarily a matter of content.
Specifically, it is the matter of obtaining facts from the
information system, regardless of form. In the real world,
facts are mostly derived rather than being pure data. As
an example, consider the chart of accounts for a firm. The
only pure data needed are original journal entries; all
other facts are derived by manipulating this data. Derived
facts must exist in data base systems as well as in the
real world.
The key issues related to materialization are diverse.
On a practical level, storing facts procedurally as virtual
information will typically involve tradeoffs of storage and
access time, and will obviate updating. More significantly,
there is the matter of obtaining facts which are implicitly
available given a collection of pure data and pure algorithms.
As a corollary, there is the question of which facts should
be represented in the collection to maximize the amount of
implicit information. Three major classes of virtual
information deal with these issues of extracting the factual
content: factored facts, inferred facts, and computed
facts.
Factored Facts
As Senko, et. al. (28') note, recognizing and taking
advantage of the distinction between types (such as sets
of entities) and instances (such as individual entity
occurrences) offers great power i.n building data base
systems. To improve efficiency, information that is common
to all instances of a particular type can be collected and
placed in a catalog. The complete information about a
particular instance is thus a combination of the information
common to all instances of this type and information that is
specific to it. Factoring, the process of looking for
collections of instance information common to all instances
of a collection and placing it into a type description, is a
powerful method of organizing, simplifying, and condensing
the information about a collection of instances. Recombining
factored values requires procedures to produce the virtual
information about each individual entity from the type
description.
This task becomes more formidable if multi-level
factoring is employed. For example, in considering informa-
tion about U.S. cities, one might factor out information
that pertains to all cities in the same state (e.g. name of
governor), as well as information that pertains to all
states (e.g. name of president). This multi-level factoring
is a major motivation for so-called "tree-structured"
20
data base systems. The user should be able to access
information independent of the factoring employed.
Inferred Facts
Data maps between different entity sets lead to the
notion of related data maps. Consider the maps EMPLOYEE-->
POSITICN, POSITICN---> SALARY, and EMPLOYEE--- DEPARTMENT.
Using these basic maps, the map EMPLOYEE--+SALARY can be
inferred. In addition, the mapping DEPARTMENT--> EMPLOYEE
can be inferred by the inverse of the EMPLOYEE--> DEPARTMENT
map. Furthermore, the DEPARTMENT--. NUM3ER OFEMPLOYEES
data map can be derived from the inferred inverse map
DEPARTMENT--> EMPLOYEE. This may be preferable to storing
a representation of the DEPARTMENT--) NUMBER OFEMPLOYEES
data map, which has to be updated whenever a change is made
to the EMPLOYEE--> DEPARTMENT data map. The user should be
able to access the data to ascertain the NUMBEROFEMPLOYEES
in a DEPARTMENT, whether the desired fact is actually
stored or inferred.
.A simple form of an inferred fact is a single data item
referenced in several ways. Consider two entities with the
same attribute value. For example, each manager has a
name, but also each employee (which includes managers) has
a name. If one attribute is defined as having the same
value as another (similar to the ACTUAL/VIRTUAL SOURCE
clause in (7)), only one data item needs to be changed
during updating. What has been called "transferred data"
(16) is similar. Transferred data is summarized data based
on a supporting subschedule and forwarded to a given portion
of a line item, as in Figure 2.2. Thus, a data item in one
summary table can be a virtual copy of more elementary data
elsewhere in the data base (e.g. NUMBEROFEMPLOYEES in a
DEPARTMiENT may be derived from a summary of the EMPLOYEE---
DEPARTMENT data).
More complex forms of inferred facts stem from the
observation that, in a data base of any complexity, there
will be several alternative combinations of related data maps
that could be used to access a given fact. Selecting the
best access path structure from a set of possible candidates
becomes a crucial factor in achieving performance. Senko,
et. al. (28) propose that possible access paths ("strings")
be explicitly specified. The access path catalog would
record facts (such as length of path and device characteris-
tics) useful in access path selection.
In the most general sense, all inferred facts are
instances where the appropriate fact exists in the
collection of functions; the only problem is obtaining that
fact. Explicitly specifying access paths is one solution,
but such a solution seems to be more for the convenience
FIGURE 2.2
Transferred data
(from reference 16)
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of the system developer than of the end user. If implicit
information is available, why should the user be allowed to
access it only if he had the foresight and knowledge of
the data base structure to specify it as an access path?
Users may even attempt to specify unlikely access paths
"just in case," leading to a data base cluttered with
needless relational information. This leads to some of the
same problems encountered in Codd's normalization strategies
(5), which require a user to know which fields will be used
as identifiers when the data base is defined. Frequently,
this will be difficult and the result will be the designation
of an identifier with many fields, some of which are
completely unnecessary. A more appropriate solution is to
let the information system itself develop the proper access
strategy for a fact. An information system could use the
explicit intermediate relationships necessary to define the
data base to discover whether implicit relationships exist.
Computed Facts
Whereas factored and inferred facts are developed merely
by accessing facts available in the data base system,
computed facts are derived by processing algorithms. A major
distinction to be noted here is that some computed facts are
in terms of an individual entity occurrence, whereas others
are in terms of an entire entity set, or more complex forms.
An example of the first would be that, given an entity
such as room, whose attributes include length and width,
its area could be defined as the product of length and
width. The DBTG (7) ACTUAL/VIRTUAL RESULT clause is of
this type, and allows user-defined procedures to be used to
compute values. A data base system should incorporate
common functions, such as SUM and PRODUCT.
More significant facts can be developed by performing
operations over an entire entity set. Classification
requests such as "List the rooms whose color is beige" can
employ simple comparison operators on a single fact. Boolean
conditions can be used to construct even more complicated
types of requests. Finally, functions such as COUNT,
MAX, MIN, and AVERAGE can be combined with any of the
requests. Lists of suggested operators to use in data base
systems are presented in (6), (8), and (10).
All three types of facts--factored, inferred, and-
computed--may be used either singly or in combination to
extract information from the collection of functions. Any
fact may also be subject to any representation conversions
that may be necessary.
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CHAPTER 3: COST IMPLICATIONS OF VIRTUAL INFORMATION
Virtual information completes the spectrum between pure
data and pure algorithm and allows data to be stored in
many alternative forms. Different forms have different
effects on system costs. In some cases it may be more cost
effective to store data virtually, while, in other cases,
physically recording the values might be better. In this
chapter a methodology is developed to analyze the cost
tradeoffs involved in storing data in a variety of ways.
This methodology is applied to several types of information
forms so that cost comparisons between virtual and real
data can be made.
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3.1 SYSTEM DECISION RULES
Data base systems with virtual data capabilities
increase the variety and flexibility of ways to store a
given fact. In the previous chapter, a spectrum of ways to
store information was discussed. The alternatives range
from physically recording the value to coding an algorithm
to calculate it. However, someone must decide upon the
method to be used to store the data. A problem arises as to
who should make that decision.
Disadvantages of Leaving the Decision to the User
One solution is to have the user who creates the data
decide upon the method used to store it. This is, in fact,
what is done in many systems today. For example, to code
a file in COBOL the programmer must, as a minimum, describe
the data type and length of each field. Even those systems
with default values, such as PL/I, still force the creator
of the data to make a decision on what it looks like. There
are several disadvantages to this approach in a data base
system.
Often, the user is not interested in the internal
representation of data. He doesn't care whether a social
security number is stored as zoned decimal, full word
27
integer, or even double precision floating point. He is
merely interested in getting his information into the
machine as easily as possible.
The user may lack the necessary knowledge to make an
intelligent decision. A zip code may be stored as a
floating point number when, if fact, it should be represented
as zoned decimal since it is only used when printing out
mailing labels. Increasing complexity of computer systems
is making it more difficult even for people who are quite
knowledgeable about computers to choose optimal forms of
data representation.
In a system with many users, it is often difficult
for a single person to decide the best data form for all
users. He will probably pick the optimal solution for his
particular application. This may not be optimal for all of
the users taken together. He may decide to store dollar
amounts as integers without realizing that they should be
packed decimal because some of the magnitudes from other
applications exceed the maximum integer size.
The optimal form for data may change over time as
various applications are added and deleted. It may turn
out that those applications with large dollar amounts are
no longer running on the system in which case it might be
advantageous to switch back from decimal to integer in order
to save space and increase computational speed. However,
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generally in systems-where the decision regarding optimal
form of data is mode at the time of data creation, it is
difficult to change the form once it has been established.
Data Independence
People have realized that these disadvantages make it
important to distinguish between the logical structuring of
information (the user view) and the physical structuring of
data (the system view). The user must have a logical data
structure against which he can define and manipulate his
information. This logical structure must be completely
separate from the access methods and storage techniques used
to file the data. This concept is known as data indepen-
dence. Data independence is important because it allows
changes to be made to the underlying physical data base
system without affecting the applications programs which
deal only with the logical structure.
For example, a vendor file may have been created which
included a two digit location code to represent the vendor
state.. This was fine so long as all vendors were located
in the United States. When the company decided to add its
foreign subsidiaries to the data base, a problem arose. The
new vendors were located in more than fifty foreign countries
so that the two digit code was not long enough to handle
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all locations. In a data independent system, the code could
be lengthened to three digits without adversely affecting
any applications currently running in the system.
The Data Base Manager
Since the user is often not equipped to decide on data
form due to his lack of knowledge about the overall status
of the system, the decision must be made somewhere else.
The decision maker must be knowledgeable about every use and
every user of the data base.
The solution is to have a data base manager who gathers
information about the applications currently running in the
system. Based on this information, the form of data rep-
resentation can be decided upon. This form need not be
fixed at data creation time, as it is today in most systems.
Many applications run in a dynamic environment in which the
situation is changing greatly over time, as illustrated by
the vendor file example. Statistics should be gathered on a
continuing basis so that dynamic restructuring of data can
take place.
The data base manager need not be a person. The system
itself could contain a module which performs the restructuring
function. Since the system must gather statistics anyway
in order for a decision to be made, the mechanism for a
30
self-monitoring system is easy to add.
However, if the system itself is to make data structure
decisions, some fairly precise criteria for making these
decisions must be defined. These criteria are sometimes
known as system decision rules. The remainder of this
chapter will be concerned with defining the types of
information needed to formulate these rules and give some
examples of how actual decision rules might be formulated.
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3.2 COSTS
The decision regarding the correct form in which to
store a given piece of information, be it as pure data or
pure algorithm or somewhere in between, is concerned with
weighing the tradeoffs involved with each possible alterna-
tive. Typically in a computer environment some alternative
might take up a good deal of storage but involve minimal use
of computer time, while another alternative might have the
opposite characteristics. All of the effects of all
alternatives must be reduced to some common units so that
quantitative comparisons can be made. There must be a way
to compare storage considerations with time utilization.
A common technique, and one that will be used here, is to
attempt to transform all factors into units of dollars.
Thus, at the simplest level, all system decision rules can
be formulated as finding the alternative with the lowest
overall cost. Of course, obtaining those costs often
involves complex procedures.
In this section a general discussion of the types of
costs.involved in deciding how best to virtualize data will
be presented.
32
Storage Costs
When examining the storage costs for information in a
data base system, there are two issues which need to be
examined. The first is how much storage a particular
representation uses. The second is where the actual location
of the information should be, in memory or in secondary
storage.
No generalizations can be drawn about the space
requirements for virtual data as opposed to pure data.
Some types of virtual data do take up more storage than they
would had they been physically recorded. For example,
storing a procedure to count the number of employees in a
company could take up more space than storing the number
itself. On the other hand, virtual data can often result in
a great deal of space saving. A common example, used in
current systems, is the technique of encoding. Storing a
state as a two digit code (or a two character abbreviation,
for that matter) results in a great savings over storing the
state name as a character string.
The location of the stored data is also a consideration.
The important distinction is whether or not an item should
be core resident. The major cost difference is between core
storage and any secondary storage device, rather than between
the devices themselves. Although the advent of hierarchical
33
memory and virtual memory systems has made the user view of
location of data less distinct, it is still an important
issue to discuss. The location decision must be made at some
level, be it by the operating system or by the user program.
The general rule is that the more frequently an item is
accessed, the more cost effective it is to make the item core
resident. If the user makes many requests for the state
name in a particular file where encoding was used, the con-
version table between state code and name, as well as the
conversion procedure, should probably be kept in core.
Access Costs
Access costs are concerned with the length of time
required to get at a particular piece of data. The working
definition of access time that will be used in this analysis
is the time required to materialize the data value in memory.
CPU time is a component of this cost. Often, procedures are
invoked to materialize a virtual data item. However,
quite frequently these procedures are fairly simple and do
not require much time to execute. A more important cost is
I/O cost (such as for disk I/O operations). Many types of
virtual data require other data in the system to be accessed.
In general, virtual data has a longer access time than
physically recorded data. However, as will be seen in the
example in the next section concerning factored data,
virtual data does not always have a longer access time. In
those instances where the real data has a longer access path
(i.e. the system has to examine more pointers to get at
the data), access time may be shorter for virtual information.
In real time applications, response time may be an
important consideration as well. In those instances where,
in order to access a virtual item, the system has to perform
a large number of I/O operations, elapsed time may be
considerable even though CPU time may not be of particular
concern. An example of a request with the possibility of
slow response time is one in which the employee with the
longest service to the company is sought. If this item were
stored as an inferred value, it might be necessary to read
every employee record before the answer could be obtained.
This would be intolerable for a user at a terminal who
expects a reasonably rapid response.
Update Costs
Certain information in a data base is very unstable in
its value. This information changes value frequently, perhaps
even several times a day. There are at least two types of
data which exhibit this characteristic. One type is time-
dependent data, that is, data whose value changes as a
result of the passage of time. Examples are age, years of
experience, and years until retirement. The other type is
interdependent data, that is, data whose value depends on
other information in the data base. Examples are average
salary, number of employees, and earnings to date. One
suggestion to handle dynamically valued data has been to equip
the data base system with automatic updating capability. If,
for example, a new employee were added to the data base, then
the value for number of employees would automatically be
increased by one. Using virtual data, the automatic
updating problem disappears. The fact that a virtual data
item is computed rather than stored implies that any changes
to the data base or its environment which affect the value
are automatically taken into account. Application of the
procedure to calculate the value will automatically result
in the correct result. It can be stated that, in general,
virtual data has an advantage in terms of update costs. This
is not to say that all dynamically valued items should be
stored virtually. There may be other cost disadvantages in
terms of space and access time. Examples of the tradeoffs
involved for various data types are discussed in the next
section.
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3.3 EXAMPLE COST TRADEOFF ANALYSES
In chapter two, several types of virtual information
were defined and explained. The tradeoffs between storage
costs, access costs, and update costs are somewhat different
for each type. This section contains cost analyses for
several examples of virtual data. The alternatives for
storing the information, either physically or virtually, are
considered, and the cost effects for each alternative are
discussed. This results in the formulation of a general
cost function. By substituting actual dollar values for each
cost component, quantitative analysis can be made regarding
the advantages and disadvantages of virtual information in
various user applications.
An Example Data Base System
In order to lend substance to the subsequent discussion,
it is useful to present a data base system against which
the cost implications can be considered. It is not the
intention to present here the complete specifications for
a system with virtual information capabilities. Rather,
there will be a brief description of those portions of such
a system which are relevant to the issues under consideration.
The example system is a synthesis of those features
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discussed in the literature which distinguish data bases
from more traditional information systems. The basic frame-
work is taken from the system currently under development
by the Sloan School Information Systems Group (30). Although
the ISG system does not currently have any virtual data
capabilities, it is structured so- that addition of such
features can accomplished here with minimal revision of
the system concepts.
Entities and Entity Descriptions
The basic concept in the system is that of an entity.
An entity is defined as any object in the world about which
information can be collected. Examples of entities are
employees, students, and warehouses.
The important characteristic of an entity is its
description. The description can be thought of as being
similar to a PL/I data structure with the entity being at
the highest level. Thus, an entity can be described as
consisting of both elementary data items and sub-structures.
Elementary items are termed attributes of the entity, and
sub-structures are known as sub-entities.
An example entity description is shown in Figure 3.1.
The entity ROOM is defined. It consists of two attributes,
BUILDING and NUMBER, and one sub-entity, DIMENSIONS.
The entity DIMENSIONS, in turn, consists of the three
38
DEFINE ENTITY:
01 ROOM,
02 BUILDING,
02 NUMBER,
02 DIMENSIONS,
03 LENGTH,
03 WIDTH,
03 AREA;
FIGURE 3.1
An Entity Description
attributes LENGTH, WIDTH, and AREA.
There is a correspondence here to traditional information
systems. Entities can be thought of as corresponding to
files, and entity descriptions as corresponding to record
descriptions such as those in the FD section of a COBOL
program. However, there are important differences.
Data Base Structure
Entity descriptions, rather than being defined in
an applications program, as is done in COBOL or PL/I,
are stored in the data base itself. Thus, physically
recorded data now has two components. One is the value
for the data, and the other is the description of that
data. Traditionally, only values have been stored. In
this system, one must carefully distinguish between data
description and data occurrence.
As an example, consider that we have information
about three rooms as shown in Figure 3.2. It is desired
to store this information in the data base. A possible
method of accomplishing this is illustrated in Figure 3.3.
The descriptor information consists of a table describing
each entity in the data base. Each entity has its attri-
butes and sub-entities defined, as well as a pointer to
occurrences for that entity. The number of columns in the
Building
E53
Number
132
330
330
Length
25
12
25
FIGURE 3.2
Information About ROOMS
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Width
15
12
25
Area
375
144
625
Descriptor Information
Id Name
El ROOM
ENTITY TABLE
Attributes/
Sub-Entities
AlA2,E2
E2 DIMENSIONS A3,A4,A5
Occurrence
TABLE 01
TABLE 02
ATTRIBUTE TABLE
Id Name
Al BUILDING
A2 NUMBER
A3 LENGTH
A4 WIDTH
A5 AREA
Entity
El
E1
E2
E2
E2
Occurrence Information
TABLE 01 TABLE 02
1 132 TABLE 02(1)
1 330 TABLE 02(2)
E53 330 TABLE 02(3)
25 15 375
12 12 144
25 25 625
FIGURE 3.3
Data Base Design
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occurrence table is equal to the total number of attributes
and sub-entities for the corresponding entity. Thus, since
ROOM consists of two attributes and one sub-entity, the
occurrence table for ROOM contains three columns.
Design Implications
One of the major reasons for storing the entity
descriptions in the data base is to maintain a degree of
data independence. Changing the entity descriptions need
not necessarily affect the applications programs accessing
the data. Suppose, for example, it is desired to add
CAPACITY as a new attribute for ROOMS. If this happened
in systems written in COBOL or PL/I, it would be necessary
to change the record descriptions in all programs accessing
.information about ROOMS and recompile, as well as recreate
the ROOMS file. However, in this system, the appropriate
changes need merely be made to the data base tables. Those
programs which are not concerned with the new attribute
(such as one which counts the number of rooms in each
building) are unaffected by the change.
An important implication of storing descriptions is
that information about data form-and materialization
method can be known by the system. The characteristics
of the attributes can be contained in the attribute table.
43
For example, the entity description for ROOM can be expanded
by adding attribute characteristics, as shown in Figure
3.4. These characteristics are stored in the attribute
table (Figure 3.5). Note that AREA is defined procedurally,
and this virtual definition is implemented fairly easily
in the data base.
Obviously the example system presented here is far
from complete. The main purpose of this section was to
give an environment in which the example analysis can be
performed. The main concept in the system is the storage
of data descriptions in addition to data occurrences.
This allows data to be defined in a variety of ways, inclu-
ding virtually, since a procedure to calculate a value
can be considered as a description of that value.
Cost Analysis for Factored Data
Quite often a particular piece of information has a
common value in all occurrences of given entity. For
example, suppose one of the attributes of the entity
describing professors in the civil engineering department
was sex. The value for this attribute might always be
"male" if there were no female professors of civil engi-
neering. Rather than repeating this same value many times
by storing it in every entity occurrence, it can be stored
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DEFINE ENTITY:
01 ROOM,
02 BUILDING CHAR (3),
02 NUMBER CHAR (3),
02 DIMENSIONS,
03 LENGTH FIXED BIN,
03 WIDTH FIXED BIN,
03 AREA = LENGTH*WIDTH;
FIGURE 3.4
Revised Entity Description with Attribute Characteristics
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Name
BUILDING
NUMBER
LENGTH
WIDTH
AREA
Entity
El
El
E2
E2
E2
Characteristics
CHAR (3)
CHAR (3)
FIXED BIN
FIXED BIN
PROC (A3,A4);
RETURN (A3*A4);
END;
FIGURE 3.5
Revised Attribute Table with Attribute Characteristics
Id
Al
A2
A3
A4
A5
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just once. In the example data base system this could be
accomplished by noting the value in the attribute table.
This process is known as factoring.
Cost Comparisons
The most obvious cost savings from factored data is
space. If there are n entity occurrences in the data base,
then the factored value has n-1 f-ewer occurrences than if
it had not been factored.
The relative merits of factored versus unfactored data
in terms of access time are not as clear. The assumptions
used in formulating an access path to the data are important.
In the example data base system, it would seem that factored
data has a faster access time. In order to retrieve any
values for an entity occurrence, it is necessary to access
the entity description information first. Getting at
unfactored values requires two accesses whereas getting at
factored values requires only one access since the informa-
tion is already present in the attribute table. In other
systems the reverse may be true. An extra access might
be required to get at values factored out of the data area.
The occurrence table might have a special pointer to an
area where all factored data is stored so that retrieving
such data is more indirect.
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Factored data saves update time. If the value is
changed, only one item, rather than n items, need be
modified. However, this assumes that all occurrences of
that attribute change in value. If only some occurrences
change, then factoring is no longer a valid means of storage.
For example, if a female professor of civil engineering
were added to the faculty, the sex attribute could no
longer be factored. This updating would result in a
restructuring of the data base, and, in fact, would be more
costly than if the data had not been factored.
Cost Functions
Space component:
It will be assumed in this and all subsequent analyses
that secondary storage costs are the important storage costs.
Presumably, space has been allocated in core for buffers and
system work areas such that the difference in core size
between two alternatives is not meaningful.
Define
n number of entity occurrences
b number of bytes in value
c s cost/byte-day of secondary storage
Factored data component: bcs
Unfactored data component: nbc,
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Note that units are cost/day. This will be true in
all further analyses as well.
Access time component:
Assume that the example data base system is being
analyzed. Furthermore, assume the descriptor information
resides in core and the occurrence information is on
secondary storage. Recall access time is defined as the time
to materialize the value in core and that it is assumed
that I/O cost dominates CPU cost.
Define
c. cost of one I/O operation
a number of accesses/day
Factored data component: 0
Unfactored data component: ac.
Update time component:
The costs dealing with updates which cause a restruc-
turing from factored to unfactored data will not be
considered in this analysis since, except in special cases,
such a restructuring will only occur once at most for each
factored value.
Defi.ne
c. cost of one I/O operation
u number of updates/day
n number of entity occurrences
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Factored data component: uc.
Unfactored data component: nuc
The two cost functions look as follows:
Factored data cost-bcs+uc (3.1)
Unfactored data cost-nbc +ac +nuc (3.2)
The cost difference is (3.1 - 3.2):
-((n-1)bc s+ac +(n-1)ucj)
This indicates that there is a cost advantage to storing
data in factored form when circumstances permit. The cost
advantage increases proportionally to the number of entity
occurrences.
A Quantitative Example
Assigning some numerical values to the components of
the cost functions helps illustrate some of.the implications
of the cost analysis. Values for the cost constants cs
and c. can be calculated using the rates of the MIT
Information Processing Center (23). These are listed in
Figure 3.6, resulting in values of $10-6 for cs and $.0045
for c .
Consider the example of factoring the sex from an
entity where all values were the same. Assume the indicator
is one byte long. If a list of entity occurrences were made
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Storage Costs
Cost for On-line Storage
Capacity of Track
C
s
$.0167/track-day
13,030 bytes
$10 -6/byte-day
I/O Costs
Disk I/O Price
CPU Time
Disk Run Time
C.
I
$1.00/thousand events
$7.00/minute
30 secs./thousand
events
$.0045/event
FIGURE 3.6
Calculation of C and C Based on MIT IPC Rates
about once a week, a good value for a would be n/7. Presuma-
bly, the number of updates is zero in this case. This
leads to a cost difference of
-(n-1)10-6 - (n/7).0045
For a value of n of 1000, the factored data would result in
a savings of about S.50/day.
Cost Analysis for Inferred Data
A data base can be viewed as a collection of information
and relationships between that information. Although many
of the values must be physically stored, there are also
many data items which can be implicitly derived based on
the stored information. Such values can be termed inferred
data. An example of an inferred data item might be number
of employees. Instead of recording this number in the data
base, a procedure which calculates the value. by counting the
occurrences of'employee entities could be used.
Cost Comparisons
Comparison of space utilization between inferred and
physically recorded data depends on the type of inference.
One type of inferred data, termed transferred data in the
previous chapter, is a single data item with copies in more
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than one place. This can be implemented by having a pointer
from one occurrence to the actual value in another occur-
rence. If the pointer is shorter than the value itself,
such as when an entire sub-entity is a transferred data
item, then space will be saved. If, on the other hand, a
procedure is stored to calculate the value, such as the
calculation of an area as length times width, the storage
requirements for inferred data are higher.
Access time is always longer for inferred data items
since the access path is always longer and more indirect.
The attribute occurrence must first be obtained for the
inferred item. This occurrence, in turn, requires the system
to access other data items and then apply a procedure to
transform these items. To find out the number of employees,
for example, requires an access to the procedure to calculate
the value plus an access to every occurrence of the
employee entity.
A significant advantage of inferred data results from
updating. Since the value is implicitly derived from other
values, it is automatically updated any time any data items
from which it is inferred are updated. Inferred data
eliminates any consistency problem that might have arisen
had the value been physically recorded since the inferred
value is always consistent with other values in the data
base.
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Cost Functions
Space component:
Define
b number of bytes in physically stored value
p number of bytes in inferred data procedure
c s cost/byte-day of secondary storage
Inferred data component: pcs
Physically stored data comp.: bcs
Access time component:
Define
c. cost of one I/O operation
a number of accesses/day
e number of I/O operations needed to gather
values to compute inferred value
c cost of running inferred data procedure
p
Inferred data component: a((e+1)c +c )
Physically stored data comp.: ac
The inferred data access time cost component has two
parts--the cost of I/O and the cost of computing. The
number of accesses needed to infer the value is e plus the
one access to get the inferred data procedure. Since many
inferred values are computed from simple procedures, the
component expression can be simplified to a(e+1)c..
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Update time component:
Define
C. cost of one I/O operation
u number of updates/day
Inferred data component: 0
Physically stored data comp.: uc
1
The two cost functions look as follows:
Inferred data cost=pcs+a(e+1)c (3.3)
Physically stored data cost-bc +ac +uc (3.4)
The cost difference is (3.3-3.4):
(p-b)c +aec 
-uci
Assuming p is approximately equal to b,. inferred data
is cost effective when there are a large number of updates
compared to accesses. However, the cost function does not
fully take into account the additional overhead required for
physically stored data to keep consistency after updating.
This must be considered when deciding whether or not to use
virtually inferred data. This is especially true if there
are data values from which many items are inferred.
A Quantitative Example
As an example of a tradeoff between the number of
accesses and number of updates, consider a comparison between
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physically storing the number of employees and inferring the
value by storing a procedure to calculate it. Assume that
there are 1000 employees in the firm. If the storage costs
are neglected, the cost difference is
(10OOoa-u).0045
Thus, storing the procedure is cost effective when there are
about one thousand times as many updates as accesses. In
general, for a company with approximately n employees, the
inferred value should be preferred if u/a is greater than n.
Cost Analysis for Encoded Data
One type of virtual information that commonly appears in
current information systems is encoded data. It consists of
substituting a code for a data value. Replacing a state
name with a two digit code is a good example. Encoded data
has many of the same characteristics as both'factored and
inferred data.* It is similar to inferred data in the sense
that to materialize the value requires additional information
(a conversion table) and a procedure (a conversion routine).
It is similar to factored data because the conversion table
and routine are common to all occurrences of the encoded
attributes.
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Cost Comparisons
The space required for encoded attributes is equal to
the code length times the number of entity occurrences plus
the length of the conversion table and routine. For values
with varying size (such as state names), the length can
be assumed to equal the maximum size value since most
systems are not equipped to handle variable length fields.
Except in those rare cases where the code length is not
less than the value length, or the code length is only
slightly smaller than the value length and the number of
occurrences is small, encoded data results in space saving
over non-encoded data.
Access time for encoded data is slightly higher since
the value not only has to be retrieved but converted as well.
This additicnal time is often not significant. If many
conversions are being made, the conversion routine will
probably be in -core. The number or codes might be quite
small. Even if the table is large, fast search techniques,
such as hashing, can be used to speed the conversion process.
Since encoding is merely the substitution of one value
for another, the cost advantage which other types of
virtual information exhibit for updating do not apply.
However, there are situations where updating cost advantages
are evident. Consider, for example, the file structure
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that might be used by the telephone company for billing
purposes. Rather than storing the monthly sevice charge
in each customer record, a code denoting type of telephone
service (such as message units, contiguous, or unlimited
local) could be stored. The charge could be computed using
a conversion table from code to fee. When rates are changed,
only the conversion table need be changed instead of all
the customer records. In general, encoded data is advan-
tageous for updating when the value corresponding to a
particular code can change.
-Cost Functions
Space component:
Define
n number of entity occurrences
f code length
b value length (if data values vary in length
then b is maximum length)
p length of conversion procedure
t length of conversion table
c S cost/byte-day of secondary storage
Encoded data component: (nf+p+t)c
Non-encoded data component: nbcs
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Access time component:
Define
c. cost of one I/O operation
1
a number of accesses/day
c cost of conversion procedure
p
Encoded data component: a(c +c )
Non-encoded data component: ac
In many cases, c is small.
Update time component:
Define
c. cost of one I/O operation
u. number of updates/day for table entry j
n. number of occurrences of code from table
entry j
Encoded data component: c. u.
Non-encoded data component: c u n
The two cost functions look as follows:
Encoded data cost=(nf+p+t)c s+a(c +c p)+c . u (3.5)
Non-encoded data cost=nbcs+ac +c2 un (3.6)
The cost difference is (3.5 - 3.6):
(n(f-b)+p+t)c +ac -c. u. (n.-1)
In-general, since n is large, p and t are small, and
f is less than b, encoded data results in space cost
savings. For those cases where some u. 's are not close to3
zero, an update cost advantage occurrs as well. Additionally,
c is often quite small so the access cost disadvantage is
p
minimized.
A Quantitative Example
Consider the savings of storing a state code rather
than the name. Assume the code is two bytes long while
storing the name would require a fourteen byte field (for
South Carolina). The procedure to convert thecode would
probably be quite short, say twenty bytes (if run on an IBM
370, for example, the conversion could be accomplished using
a TRANSLATE instruction). The conversion table would be
sixteen bytes wide (two bytes for the code and fourteen
for the name) and would have fifty entries for a total of
eight hundred bytes. Assume the cost of running the
procedure is negligible. Updating is not a factor in this
example. The cost difference between encoded and non-encoded
data is
(n(2-14)+20+800)10-6
Therefore, for any entities with more than about seventy
occurrences, encoding becomes cost effective.
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CHAPTER 4: INFERENTIAL DATA BASE SYSTEMS
There are at least two distinct types of objects defined
in data base systems--data items (values) and relationships
between data items. In the process of explicitly defining
data items and relationships, it.turns out that many implicit
relationships exist in the data base as well. For example,
consider the partial descriptions presented in Figure 4.1
for the entities STUDENTMAILINGINFO and STUDENTREGISTRA-
TIONINFO. Most information systems can answer a question
like, "What is the social security number of the student
named Smith?" quite readily. The relationship between name
and social security number is explicitly defined in the
STUDENTREGISTRATIONINFO entity. However, it would be
much harder to respond to an inquiry such as, "What is the
address of the student with social security number 213566415?"
if there were no entity in which both SOCIALSECURITYNO
and ADDRESS were attributes. However, the system could notice
that the attribute NAME appears in both entities and could
be used to define an implicit relationship between
SOCIAL SECURITY NO and ADDRESS. A system with this ability
can be said to possess inferential capabilities which
result in information profit (18). The system can respond
to questions whose answers were never explicitly entered
into the data base.
DEFINE ENTITY:
01 STUDENTMAILINGINFO,
02 NAME,
02 ADDRESS,
DEFINE ENTITY:
01 STUDENT REGISTRATICN INFO,
02 SOCIAL SECURITYNO,
02 NAME,
FIGURE 4.1
Two Partial Entity Descriptions
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In this chapter, the impact of virtual information on
the design of inferential data base systems is examined. A
relational model for a data base with no inferential abili-
ties is presented. By extending this model through the use
of virtual information, inferential capabilities can be
added to the system. One type of.inference that is discussed
is obtained by more specifically defining the types of
relationships in the data base. Another type of inference
which is examined arises by taking advantage of the implicit,
or virtual, relationships in the data base. The MAPL
system is briefly discussed in terms of its inferential
capabilities. An example problem, that of defining a
method for handling units of measure in information systems,
illustrates an area in which virtual information and
inference prove useful.
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4.1 A RELATIONAL MODEL FOR INFORMATION
Codd (5) has suggested a fairly simple but quite
powerful model of information structure for non-inferential
systems. In this section, the model is summarized and
related to the example data base system of the previous
chapter. In later sections, the model is extended to give
inferential abilities to the system.
The model is based on the mathematical concept of a
relation. Given the sets S1 ,S 2 ''''' n (not necessarily
distinct), R is defined as a relation of order n on these
sets if R is a set of n-tuples each of which has its first
element from Slf its second element from S2, and so forth.
The set S. is denoted the jth domain of R. A data base can
3
be viewed as a series of time varying relations.
An example will help illustrate the application of this
model to the example data base system. Consider the entity
description of ROOM from the last chapter, reproduced in
Figure 4.2. This description can be thought of as a rela-
tion of order 5. The first domain is denoted BUILDING,
the second domain NUMBER, and so on. Example occurrences
of the relation ROOM are shown in Figure 4.3.
This example illustrates several important points
linking, the relational model and the example data base
system. An entity occurrence can be transformed fairly
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DEFINE ENTITY:
01 ROOM,
02 BUILDING,
02 NUMBER,
02 DIMENSICNS,
03 LENGTH,
03 WIDTH,
03 AREA;
FIGURE 4.2
Description of Entity ROOM
Building
1
E53
Number
132
330
330
FIGURE 4.3
The Relation RCOM
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Length
25
12
25
Width
15
12
25
Area
325
144
625
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easily into a relation. A tabular representation, although
not inherent in the description of a relation, is a
convenient form. The columns of the table correspond to the
domains of the relation. The domain names are the same as
the attribute names. Each row of the table represents one
entity occurrence, and the set of occurrences are a relation.
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4.2 DEFINING RELATION TYPES
Expressing information structure merely as a series of
time varying relations causes an information loss. Relations
allow association only by grouping and set type operations.
One item is assumed to be related to another simply because
it appears in the same relation.
In fact, there are many types of relations in a data
base. One way to give the system inference is not only to
provide the knowledge that two items are related, but also
to indicate the type of relationship between the two items.
As an example, consider the relation ROOM described in the
last section. Using just a relational model for information,
AREA would be considered as just another domain. However,
the additional information that AREA is the product of
LENGTH and WIDTH could be provided in order to more fully
define the relation.
Using the model of information presented in Chapter 2,
that all facts can be obtained by applying a function,
the problem of giving a system this type of inferential
ability is reduced to defining the implicit concepts behind
the functional applications (coming up with a good model for
the functions, if you will). With some information, this
is difficult to do., As an example, describing exactly
what is meant by the concept of "color" is a non-trivial
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problem in artificial intelligence. With many functions,
however, especially those near the pure algorithm end of
the information spectrum, a good model is reasonably easy to
derive. Defining rectangular area as PRODUCT(LENGTH,
WIDTH), for example, is a reasonably complete conceptual
description.
One benefit from a system with this inferential ability
is ease of use. Because the system can infer some of the
values in the data base, the user is saved from doing work.
In entering information about rooms, the user need only
input the length and width, but he can query the system
about the room's area even though that information was not
explicitly entered.
Another benefit is a reduction in inconsistency of
information in the data base. As the amount and complexity
of information grows, the probability increases that
contradictory facts exist. Mealy (22) uses the example data
of a person whose date of death precedes her date of birth.
In entering information about rooms, a keypunch error or
computational mistake could result in a wrong value for an
area. 'If the information relationships are more explicitly
defined, it is easier to build in consistency checks.
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4.3 VIRTUAL RELATIONS
Another type of inference arises from the fact that,
given a set of relations in the data base at any instant of
time, there are many new relations which can be constructed
by combining and restructuring the information. Codd (5)
lists several primitives that can be used to construct new
relations.
One primitive of particular interest is denoted join.
It is concerned with creating a new relation from two
relations with a common domain by intersecting the two
relations on the common value. If a relation R has domains
a and b and a relation S has domains b and c, the join of
R and S can be defined formally as follows:
R*S = (a,bc):R(a1b)AS(bc)}
where R(a,b) has the value true if (a,b) is a member of R
and similarly for S(b,c). As an example, consider the two
relations in Figure 4.4 which are defined from the entity
descriptions of Figure 4.1. The join of these two relations
is shown in Figure 4.5.
Even if two relations are not physically joined, there
is an implicit relationship between them if they share a
common domain. This implicit relationship can be considered
a virtual relation. Virtual relations can be used in
inferring responses to inquiries which compare domains in
STUDENT MAILING INFO
Name
Smith
Bi rnbaun
Address
Cambridge
Arlington
STUDENT REGISTRATIONINFO
Name Social Security No.
Birnbaum 040-38-9750
Smith 213-56-6415
FIGURE 4.4
Two Example Relations
Name
Birnbaum
Smith
Address
Arlington
Cambridge
Social Security No.
040-38-9750
213-56-6415
FIGURE 4.5
The Join of Two Relations
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different relations, such assthe question posed in the
introduction to this chapter, "What is the address of the
student with social security number 213566415?". The network
relation defining system of Akemann (1) and the work of the
Inference Group of the Sloan School Information Systems
Group (25, 26) are concerned with giving inferential
capabilities to information systems through the use of virtual
relations.
A more complex example will help illustrate the power
of this type of inference as well as highlight some of the
problems which arise in an inferential system. Consider
the four entity descriptions of Figure 4.6. Suppose there
was the request, "What is the department of the teaching
assistant for the student who lives in Walcott 105?".
More formally, the request might be, "Get TADEPT for
ROOM_# Walcott 105".
The above request can be answered using.a series of
virtual relations which would eventually link the entities
RESIDENCE and STAFF under which the attributes ROOM# and
TA DEPT are found. Figure 4.7 illustrates a tree in which
the correct series of virtual relations are shown. The
system would first find a SS # corresponding to the resident
in Walcott 105. Using this SS_# in the entity STUDENT,
a corresponding STUDENTNAME could be found. Using the
STUDENTNAME in the entity 15_564, a corresponding TANAME
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DEFINE ENTITY:
01 15 564,
02 STUDENT.NAME,
02 YEAR TAKEN,
02 STATISTICS,
03 TANAME,
03 GRADE;
DEFINE ENTITY:
01 STAFF,
02 TA NAME
02 TA DEPT;
DEFINE ENTITY:
01 STUDENT,
02 STUDENT NAME,
02 SS_#,
02 YEAR;
DEFINE ENTITY:
01 RESIDENCE,
02 SS_#,
02 DORM,
03 DORM NAME,
03 ROOM_#;
FIGURE 4.6
A Data Base for Complex Inference
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ROOM #
RESIDENCE
SS_#
STUDENTS
STUDENTNAME
15564
TANAMiE
STAFF
TADEPT
FIGURE 4.7
Inference Using a Series of Virtual Relations
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could be found. Finally, using this TANAME in the entity
STAFF, the proper TADEPT could be retrieved and the original
request answered.
It should be noted that the choice of domain names is
key in determining what types of inferences can be drawn by
the system. It is quite possible that unfortunate choices
will result in some ambiguity and inefficiency problems.
Suppose, for example, that, using the entities of
Figure 4.6, a user wished to know the social security
number of a specific teaching assistant. Since teaching
assistants are also students, the inference system should be
able to handle this request. It could note the name of the
teaching assistant in the STAFF file, and use the name to
find the corresponding social security number in the
STUDENT file. Unfortunately, because of the differentiation
between domains TANAME and STUDENTNAME, the proper
correspondence between STAFF and STUDENT will not be
established.
It could be argued that all that need be done is to
make the names in the STAFF and STUDENT entities be in the
same domain. However, there are cases when these items
should be separate, such as for answering the request, "Get
TADEPT for RCOM_# = Walcott 105".
A solution to this problem is to establish the capa-
bility of defining a hierarchy of domain names. Just as
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there can be a hierarchy of entities by allowing sub-entities
under entities, so could there be sub-domains allowed
under domains. The domain hierarchy could be specified
in a manner similar to the method used to define entities.
For example,
DEFINE DOMAIN:
01 NAME,
02 PERSONNAME,
03 TA NAME,
03 STUDENT NAME,
02 DORM NAME;
In defining an entity, the user would specify the highest
level domain name (e.g. TANAME rather than NAME) which
applies to the particular attribute, and the system could
fill in all lower level domain names. This capability would
allow the user to be very specific in defining his attribute
names, but would give the system a great deal of inferential
ability.
Using a hierarchy of domain names may, in fact, result
in several possible inferential paths, some of which are
incorrect. Consider again the request for the social
security number of a particular teaching assistant. Two
possible inference paths are shown in Figure 4.8. In the
top path, use is made of the lower level domain PERSONNAME
to establish the correct virtual relation between the STAFF
PERSON NAI
TANAME STUDENTNAME
STUDENT
SS_#
TANAME
15 564
STUDENTNAME
FIGURE 4.8
Ambiguous Inferential Paths
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and STUDENT entities. The bottom path uses TANAME to
establish a relation between STAFF and 15_564, and STUDENT_
NAME to establish a relation between 15_564 and STUDENT.
This causes the system to erroneously return the social
security number of the students of the 15_564 teaching
assistants rather than the social security numbers of the
teaching assistants themselves. Therefore, the user must
be able to guide the system by making suggestions and
placing restrictions on the type of inferences which can be
made.
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4.4 MAPL
MAPL is a language which allows the user to define and
differentiate between various types of relations (20, 21).
In this section, some of the basic constructs of MAPL are
presented in order to demonstrate the inferential capabilities
of the language. It should be noted that the complete
specifications for MAPL are quite complex, and the discussion
here is merely intended as a brief summary of a limited
portion in order to give a flavor of the language.
There are two MAPL data types of importance to this
discussion. The first of these is objects. Objects are
defined as particular things, such as a particular person.
Data values in the example data base system are roughly the
equivalent of objects in MAPL, although objects are a much
broader concept. They can include sets of objects as well
as single items. Examples of objects are BUI-LDINGS, ROOMS,
and ROOMI 1132.
The second data type is relations. Relations are
defined as in Section 4.1 concerning the relational model
for information. An important feature of MAPL is that
relations between objects can be defined as being of a
certain type. It is this feature which gives MAPL its
inferential capabilities.
There are several primitive relation types of concern.
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One of these is the relation IS. IS expresses the idea that
an object is a member of a set. For example, to express the
fact that GOOD APPLE_1 is a member of the set of APPLES, one
would write (IS GOODAPPLE_1 APPLE). In general, relations
are written as n-tuples with the left-most member defining
the type of relation and the other members defining the
domain values. (There are several other notational conven-
tions in MAPL which are being omitted from this discussion
in order to make the summary as simple as possible.)
Another primitive relation is AKINDOF, abbreviated
A-K-a. Object A is said to be A-K-O Object B if A is a
subset of B. Thus, (A-K-O APPLE FRUIT) says that apples
are a subset of fruit.
A third relation type is A-CHARACTERISTIC-OF, denoted
A-C-a. It defines a mapping between two objects. (A-C-aO
COLOR FRUIT) specifies that there is a mapping from each
member of the set FRUIT to a member in the set COLOR. In
other words, every fruit has a color. In the example data
base system, attributes are A-C-O entities.
Using these three primitive types allows the system to
do many inferences. For example, consider the two relations
(A-C-O COLOR FRUIT) (4.1)
(A-K-O APPLE FRUIT) (4.2)
From these it can be inferred that
(A-C-O COLOR APPLE) (4.3)
In fact, relation 4.3 need not be input since 4.1 and 4.2
automatically define 4.3.
New higher level relations can be defined using the
primitive relations. For example, relation 4.3 combined with
(IS RED COLOR) (4.4)
allows the relation
(COLOR RED APPLE) (4.5)
to be defined. Consistency checking can be done as well.
The relation
(COLOR SQUARE APPLE) (4.6)
would not be allowed unless SQUARE was defined as a member
of the set COLOR. Fairly complex inferences can be made in
MAPL. By adding
(IS GOODAPPLE_1 APPLE) (4.7)
to the set of relations 4.1 to 4.5, it can be inferred
(COLOR RED GOODAPPLE_1) (4.8)
Relation 4.8 required a three step inferential process:
(A-C-O COLOR APPLE)
(A-C-o COLOR GOODAPPLE_1)
(COLOR RED GOODAPPLE_1)
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4.5 THE UNITS OF MEASURE PROBLEM
An example which illustrates the usefulness of virtual
information and inference is defining a methodology for
an information system to handle units of measure. In this
section, several of the problems involved in dealing with
units of measure are discussed, and solutions to these
problems are suggested.
Associating Units of Measure and Attributes
An important concept to understand when talking about
units of measure is that certain numbers have a dimension as
well as a magnitude associated with them. Thus, simply
stating that something has length 12 is not enough. One
must also associate a dimensionality with the number, such
as 12 microns or 12 feet or 12 light-years.
Often the dimensionality is implied rather than
explicitly stated. You might state your weight as 150. Most
people would understand this to mean 150 pounds since pounds
is the unit of human weight commonly used in this country.
There is the problem that different people may infer
different units. If you expressed your weight as 150 to a
German, for example, he would think you to be quite heavy
since Germans measure weight in kilograms rather than
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pounds.
There must be some way for the information system to
have access to the dimensions of a measure. The simplest
method to accomplish this would be to have each occurrence
of a quantity with a unit of measure have a dimension as well
as a magnitude. This approach is rather inefficient and
does not take advantage of the fact that often the dimensions
can be inferred.
If one realizes that the above discussion illustrates
the idea that certain classes of items can have implicit
units of measure associated with them, a better solution
suggests itself. For many items, dimensionality can be
defined at a class level rather than on an individual basis.
Of course, for those classes in which it is not appropriate
to define a single uhit of measure, the capability must
exist to define units of measure for individual items.
To illustrate, the concept of class definition of
dimensionality can be applied to the example data base
system. Units of measure can be assigned on three levels.
First, a particular domain can have a dimension associated
with it. Second, a particular attribute of an entity might
have a specified unit of measure. Finally, an individual
occurrence of an attribute could be assigned a dimension.
These assignemnts are not mutually exclusive. A hierarchy
of applicability could be established. Thus, individual
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assignments have precedence, followed by assignment by
attribute, followed by assignment by domain. An example
will help illustrate this. One can assign the units of
pounds to the domain HUMANWEIGHT. However, the attribute
HUMANWEIGHT for the entity GERMAN could have kilograms as
its units. Finally, a specific individual might have his
weight specified in ounces. Therefore, if the user requested
a person's weight, the system would first check the individual
occurrence, then the entity definition, and finally the domain
to yield the proper units of measure.
Converting Between Units of Measure
Using the scheme described in the previous section,
it is possible to retrieve the units as well as the magni-
tude of any measurable item. However, the user may not
wish to work with the units in which the data item is stored.
If, for example, the height of a horse is stored in hands,
a user unfamiliar with equestrian terminology might prefer
to deal with feet instead. A problem also arises in comparing
items with two different units of measure. Therefore, a
method for relating different units of measure must exist.
Only certain conversions can be made. It is possible
to convert feet to centimeters but impossible to convert
feet to pounds. This gives rise to the concept of classes
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of units in which all units in a given class are convertible
to all other units in that class. Examples of classes are
"length" and "weight".
There must be conversion factors to relate the different
units. A method for accomplishing this is to establish
a standard unit for each class. All other units are defined
as some multiple of that standard. If, for example, the
standard for the class length was inches, a foot would be
twelve standard units and an inch one standard unit.
When a unit not previously defined is encountered by
the system, the user must define the unit. He does this by
specifying the class of the unit and defining the unit as a
multiple of a unit that has already been defined (not
necessarily the standard, as the system can convert to
standard units automatically). If the unit is not in an
already existing class, a new class is created and the
unit becomes the standard for that class.
A problem may arise with having just one standard for
each class when units have widely varying magnitudes. If,
for example, microns were the standard for length, there
might be a precision problem when defining light-years.
Two alternative schemes were considered to eliminate this
problem. One was to have a series of standards for each
class. The other was to leave the measure as defined by
the user. The advantage that the original scheme has over
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the alternatives is that it is much simpler to relate units.
In addition, the precision problem can generally be alleviated
by having the system redefine the standard if necessary by
putting a.range on the value of the conversion factor (say
10-n to 1 0 n). Thus, in the earlier example, the standard
might be changed from microns to meters.
A possible scheme for implementing this method of
relating units by classes is presented in Figure 4.9.
It consists of two related linked lists, a class list and
a units list.
The implementation illustrates the solution to two
other problems as well. One is handling abbreviations and
synonyms. In the scheme of Figure 4.9, this is handled
by including synonyms and abbreviations as separately
defined units (such as centimeters and cm). Another problem
is that of ambiguity, the use of the same unit name in
different classes. This is illustrated by the use of
pounds as currency and as-weight. The problem is solved by
having multiple entries for the unit, one entry for each
class in which it appears.
It is assumed that the system will initially have some
basic classes and units defined. As the information needs
of the user become clearer, it is reasonably easy to
expand.
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Class List
CLASS ENGLISH LENGTH WE
CURRPENCY
NEXT-CLASS N L
FIRST MEASURE
STANDARD
Measure List
MEASURE CENTIMETERS CF
NEXT MEASURE
NEXT IN CLASS
NOSTDUNITS 0.39
CLASS
FIGURE 4.9
Scheme for Defining Classes and Units of Measure
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Complex Units of Measure
The examples presented thus far deal with simple units
of measurement. There are units, however, that are somewhat
more complex, consisting of combinations of several simpler
units. Examples are pounds per square inch (psi) and dollars
per ton.
One method to deal with these units is to simply define
new classes and place these units in those classes. For
example, the class pressure could be established for the
unit psi.
The weakness with this solution is that there is an
information loss. There is no way of retrieving the fact
that psi is defined in terms of pounds and inches. This
presents a problem if, for example, a user wishes to compare
psi with units not defined in the class pressure (say,
newtons per square meter).
Therefore,- it should be possible to define some classes
in terms of other classes. These complex classes can be
defined as exponential combinations of simpler classes. For
example, pressure can be defined as weight 1length- 2. Figure
4.10 illustrates an extension of the scheme of Figure 4.9
to handle.complex classes. Thus, psi, the standard for
pressure, is defined as 1 pound 1inch-2
Class List
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JGTH WEIGHT PR
.L NULL
,HES PCUNDS PS
L NULL N"U1 1u
NULL
FIGURE 4.10
Handling Complex Classes of Measure
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Multiple Units of Measure for One Attribute
Until now, it has been assumed that each item has only
one unit of measure associated with it. There are times
when it is desirable to assign a combination of units rather
than a single unit. For example, height is often expressed
in feet and inches rather than simply feet or inches.
Therefore, it is necessary for the system to be able to
store items with multiple magnitudes and dimensions. All
units on such items should be from the same class.
The simplest way to manipulate such items is to convert
to a single unit. Comparison and arithmetic operations with
these items then becomes relatively simple. Conversion is a
bit more complex, but can be handled by sorting the measures
in order of number of standard units and insuring that all
magnitudes but the one of the measure with the smallest
magnitude are integral.
Interdependent Units
Sometimes units of measure express a relative rather
than absolute dimensionality. These units can be termed
interdependent units. An example of such a unit is half-
life. In calculating the number of years in one half-life,
the system must realize that the answer varies depending on
the substance under consideration. Half-life cannot be
included directly in the class of units of time since its
relation to the standard is not absolute. However, inter-
dependent units are a special form of inferred data, and the
system should therefore be capable of handling them.
Interclass Conversion
There are occasions when a user request will require a
conversion between two measure classes. To illustrate,
suppose a user requests the cost in dollars of five bolts.
The system finds that bolts cost five hundred dollars per
ton. In order to convert to dollars, the system must somehow
realize that it has to obtain the weight of a bolt. This
problem is compounded further when one considers that the
unit of cost may be partially implicit. For example, suppose
the domain of cost is BOLT_CCSTPERTCN. The system will
then find a cost of five hundred dollars, multiply by five,
and find that five bolts cost twenty-five hundred dollars.
There must be some way of associating implicit units with
items.if the item has implicit units. This problem can be
termed the "each" problem since the most common implicit unit
is an "each". Bolts, 'for example, may cost five hundred
dollars per ton or three cents each. Such complex inference
probl-ems require prompting from the user in order to assist
the system in responding to inquiries.
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CHAPTER 5: SUMMARY AND CONCLUSIONS
Virtual information can be used to increase the
flexibility and power of generalized data base systems.
Some information systems have very limited capabilities for
virtualizing data. For example, retrieval and reporting
systems with primitives such as SUM and COUNT are able to
retrieve values which do not physically exist in the data
base. However, it is when virtual information is viewed as
an integral part of a data base system that its full potential
is realized.
Chapter 2 presents an overall framework for information.
Requests for data are modeled as functions. Virtual
information unifies the spectrum from pure data to pure
algorithm. A designer must be concerned with materialization,
how a specific value is retrieved, as well as representation,
the form of the item in the computer. Types of virtual
information include factoring a common value from all
records in a file, inferring a fact from other items in the
data base, and computing data by a specified procedure.
Chapter 3 examines technical issues of system efficiency.
There are often a variety of ways an item can be stored, and
decision criteria must be developed. It is possible to have
the form of storage be decided by the system rather than
the c.reator of the data. The basic decision rule is to
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minimize overall cost. Three components can be identified--
storage costs, access costs, and update costs. Specific
cost functions can be developed to aid in determining the
optimal storage method for a particular class of information.
Chapter 4 discusses how virtual information can make
information systems easier to use. Responses to user
inquiries can be inferred rather than directly stored in the
data base. Two types of inferential capabilities can be
identified by extending the relational model of a data base,
classifying relation types and making use of virtual
relations. MAPL is a system with some inferential capa-
bilities. Handling units of measure illustrates a problem
area which can make use of inference and virtual information.
A next logical step would be to design and build a data
base system with virtual information capabilities. The
system should be able to perform automatic data restructuring
and to do some types of inference. Hopefully, the work
described in this thesis will help in both the initial
design and in the performance evaluation of such a system.
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