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Utilizing this function, it is not too hard to prove that Carson's rule is asymptotically correct, i.e., 
In Fig. 1 , we plotted 3(1; ; ) and 3[(); ; ] as a function of for = 0:01. It is seen that both curves very closely resemble straight lines.
IV. CONCLUSION
We have proposed a highly pertinent truncation bound for analytic Fourier series based on the maximum modulus of an analytic function inside a strip. This resulted in an asymptotic proof of Carson's rule in frequency modulation theory. Since the truncation bound and the effective bandwidth are related by BW = 4N, the results obtained make it possible to calculate the effective bandwidth of virtually every periodic analytic function by performing a maximization over a strip in the complex plane, followed by a minimization over the positive real axis.
I. INTRODUCTION
A discrete-index n-variate zero-mean real reciprocal Gaussian (random) process (RGP) fx(k) 2 R n ; k 2 T [M; N]g defined on an assigned probability space (; A; P) is described by the usual self-adjoint second-order noncausal difference model [ 
where fM 0 (k);k 2 T 0 g;fM + (k); M k N 0 1g are sequences of (n2n) matrices. The so-called "conjugate process" [1] fe(k);k 2 T 0 g of (1) is bi-orthogonal to fx(k)g (i.e., Efe(k)x T (s)g = I(k; s); k 2 T 0 ; s 2 T ) 1 and its autocorrelation function (acf) is given in [1, (3.4) ], [9, (53) ], and [4, (27) ].
RGP's (which are also known as noncausal one-dimensional (1-D) Gauss-Markov random fields, autoregressive noncausal processes, two-sided Markov processes, and bilateral Markov processes [4] , [5] , [9] ) have received an increasing attention in recent years due to their ability to model noncausal systems. For example, they have been applied in line-by-line image processing for coding, filtering, and restoration (see [9, pp. 506 and 510] and its references); in tracking moving targets with random starting and final positions [1] , [2] , [7] ; in mapping temperature or salinity of 1-D fields in physical oceanography, etc. (see also [4] ). Contributions about the analysis and the identification of RGP's for signal processing purposes have been presented in [5] and [6] , whereas in [10] In the sequel, we assume that the matrix is semidefinite positive and that the acf of fe(k)g is strictly definite positive in T 0 2 T 0 , thus ensuring that the acf fRx(k; s) EfX(k) X T (s)g; k; s 2 T g of the resulting RGP is semidefinite positive in T 2 T [5] , [6] .
The r-variate observed process fy(k) 2 R r ; k 2 T g is modeled as
where the matrices f0(k)g are assumed known, and where fw(k) 2 R r ; k 2 T g is an additive white Gaussian noise (AWGN) process independent from fx(k)g and with known covariance matrices fRw(k) EfW (k) W T (k)g; k 2 T g strictly definite positive over T:
In this correspondence, the general problem of the MMSE estimate of an RGP with random and noisily observed DBC impaired by AWGN is addressed. The noisy observations of the random DBC introduce some additional difficulties in the estimation problem that seem to be unsolved in literature [1] - [3] . The solution is obtained here by decomposing the RGP into a "pinned-to-zero" component plus a component depending on the assigned random DBC only and then following an approach suggested by the innovations theory [8] . The resulting filter and smoothers (constituting the extension of those given in [3] for the case of pinned-to-zero BC) are recursive and exhibit a block structure where the above two components of the RGP are jointly estimated on the basis of the available observed sequence. Recursive expressions for the mean square performances of the proposed estimators are also given. The fixed-interval smoother for the particular case of RGP's with noise-free observations at the boundary points have been given in [1] and [2] , whereas the filter, the smoothers, and their performance for the subclass of pinned-to-zero RGP's have been presented in [3] . 
II. DECOMPOSITION OF AN RGP WITH NOISILY OBSERVED DBC
From the linearity of the model in (1), a reciprocal process fx(k)g with DBC can be decomposed in the form
The component process fx 0 (k)g is described for k 2 T 0 by the same difference model given in (1) for fx(k)g: It is pinned to zero at the boundary @T of the index space, i.e., x 0 (M) = x 0 (N) = 0 and Due to the linearity property of the expectation operator, every MMSE estimation problem for RGP's with DBC can be solved by adding the corresponding MMSE estimates separately obtained for fx0(k)g and for fx b (k)g: For this purpose, let us define the block process fx(k) 2 R 3n g as
which satisfies the second-order noncausal block-difference equation
withx(M ) M 0 (k) 0 n;2n 0 2n;n I 2n 3 0m;n denotes an (m; n) matrix of zeros, and In is the (n;n) identity matrix. The variance of the observation noise is 10, corresponding to an average signal-to-noise ratio of 3.6 dB. Simulation results based on 1000 independent trials are indicated by (x) for the smoother and by (+) for the filter, respectively.
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In this way, the observation model in (2) can be equivalently rewritten as
III. THE MMSE FILTER and the corresponding error covariance matrix is given by
having posed
Equations (10) and (11) give the solution for every MMSE estimation problem (filtering or smoothing, with the related performance) pertaining to the process fx(k)g as a function of the corresponding solution for the block process fx(k)g: Generalizing the procedure developed in [3] and following the well-known innovations' approach [8] , from the observation model in (9), the block filter for the block process fx(k)g is obtained aŝ From the assumptions of Section II and applying the classic Bayes rule, after some standard algebra, the (block) gain sequence ; k 2 T can be computed as
k2T:
From the definition of (6), it follows that the updating of the one- The MSE performance of the block filter in (14) is given by the filtering error covariance matrix Sx(kjk) defined as in (11) with m = k: After introducing the observation model of (9) in the filter equation (14) and then inserting the resulting expression into The desired MMSE filter for the assigned RGP and its performance are finally given by (9) and (10) with m = k, wherex(kjk) and
Sx(kjk) are given by (14)-(18).
The filtering equation (14) looks like the classic Kalman filter for Gauss-Markov processes in AWGN. By fact, conditioning to the end point reduces the reciprocal process fx(k)g of (1) to a standard Markov process, thus also explaining why a first-order equation has been obtained here for the filter. When the model in (1), together with the assigned DBC, gives the reciprocal representation of a Gauss-Markov process, it can be proved that the filter (14) exactly coincides with the classic Kalman filter. Indeed, the reciprocity property of the process fx(k)g directly reflects on the structure of (16) and (17) for the updating of the one-step predictor statistics of the estimator (for further details, see [3] and the references therein).
Finally, it can be also easily verified that when fx(k)g is pinned to zero (i.e., = 0) the equations of this section become the same as those in [3, Sec. II].
IV. THE MMSE SMOOTHERS
On the basis of the observation model in (9) and from the relationships in (14)- (16), extending the procedure developed in [3] for the case of pinned-to-zero RGP's, the general formulas for the smoothingx(kjL) of the block-process fx(k)g are obtained as reported in Table I respect to the observations for the resolution of the smoothing problems. From these, after some algebra, the solutions for the three standard fixed-point, fixed-interval, and fixed-lag smoothing problems graphically defined in Fig. 1 are directly obtained, and the resulting smoothing formulas are reported in Table II . We observe that the boundary r.v. @X obviously does not depend on the value assumed by the index k 2 T so that the solution of the filtering problem of Section III also gives the second component @x(L) of the smoothing block-vectorx(kjL) of (T1.1). As a consequence, once that the solution of the filtering problem of Section III is available, only the first componentx 0 (kjL) of the smoothing block vectorx(kjL) of (17) and the corresponding block elements of the resulting smoothing error covariance block matrix Sx(kjL) of (T1.2) must be computed through the general formulas in (T1.1), (T1.2), or the recursive relationships in (T2.1)-(T2.7).
V. RESULTS
As illustrative examples, in Figs. 2-5, the MSE performance of the proposed estimators is reported for an univariate homogeneous RGP with assigned DBC, assuming different values of the model parameters M0 ; M+; EfX 2 (M)g;EfX 2 (N)g;EfX(M)X(N)g:
The simulation results fully agree with the theoretical curves.
In Fig. 2 , the RGP is only slightly correlated so that far from the ending points, the boundary conditions does not affect the estimation MSE, and the performance curves are nearly flat. Moreover, for the same reason, in this case, the filter performance approaches that of the corresponding fixed-interval smoother. On the other hand, the RGP's of Figs. 3-5 are more correlated, and the boundary conditions do actually affect the MSE performance over the whole index space.
In particular, when the boundary r.v.s fX(M); X (N)g exhibit a nonzero cross correlation, the estimators' performance overcome those of the corresponding case of uncorrelated boundary r.v.s. This can be appreciated by comparing the plots of Fig. 3 with those of Fig. 4 . Finally, in Fig. 5 , the fixed-interval smoother significantly outperforms the filter; however, a fixed-lag smoother with a small estimation delay (1 = 3 in the example of Fig. 5 ) allows us to obtain nearly the same performance of the fixed-interval smoother.
