Topic modeling analyzes documents to learn meaningful patterns of words. Dynamic topic models capture how these patterns vary over time for a set of documents that were collected over a large time span. We develop the dynamic embedded topic model (D-ETM), a generative model of documents that combines dynamic latent Dirichlet allocation (D-LDA) and word embeddings. The D-ETM models each word with a categorical distribution whose parameter is given by the inner product between the word embedding and an embedding representation of its assigned topic at a particular time step. The word embeddings allow the D-ETM to generalize to rare words. The D-ETM learns smooth topic trajectories by defining a random walk prior over the embeddings of the topics. We fit the D-ETM using structured amortized variational inference. On a collection of United Nations debates, we find that the D-ETM learns interpretable topics and outperforms D-LDA in terms of both topic quality and predictive performance. 2 * equal contributions. 2 Code for this work can be found at https://github.com/adjidieng/DETM 3 Blei and Lafferty (2006) called it dynamic topic model, but throughout the paper we refer to it as D-LDA because it is a dynamic extension of LDA, despite the fact that it does not use Dirichlet distributions.
Introduction
Topic models are useful tools for the statistical analysis of document collections (Blei et al., 2003; Blei, 2012) . They have been applied to learn the hidden patterns in documents from many fields, including marketing, sociology, political science, and the digital humanities (Boyd-Graber et al., 2017) . One of the most common topic models is latent Dirichlet allocation (LDA) (Blei et al., 2003 ), a probabilistic model that represents each topic as a distribution over words and each document as a mixture of the topics. LDA has been extended in different ways, for example to capture correlations among the topics (Lafferty and Blei, 2005) , to classify documents (Blei and McAuliffe, 2007) , or to analyze documents in different languages .
In this paper, we focus on analyzing the temporal evolution of topics in large document collections. That is, given a corpus that was collected over a large number of years, our goal is to use topic modeling to find how the latent patterns of the documents change over time.
Dynamic latent Dirichlet allocation (D-LDA) (Blei and Lafferty, 2006) shares the same goal. D-LDA is an extension of LDA that uses a probabilistic time series to allow the topics to vary smoothly over time. 3 However, D-LDA suffers from the same limitations as LDA. In particular, it does not capture the distribution of rare words and the long tail of language data (Dieng et al., 2019) .
Relative to classical LDA, the embedded topic model (ETM) solves these problems (Dieng et al., 2019) . It improves LDA in terms of predictive performance and topic quality by using continuous representations of words (Bengio et al., 2006; Mikolov et al., 2013b) . The ETM defines each topic as a vector on the word embedding space. The ETM then uses the dot product between the word and topic embeddings to define the likelihood of a word in a given topic. While the ETM better fits the distribution of words, it cannot analyze a corpus whose topics shift over time.
To address this limitation we develop the dynamic embedded topic model (D-ETM), a model that extends D-LDA and the ETM. Similarly to D-LDA, the D-ETM involves a probabilistic time series to allow the topics to vary smoothly over time. However, each topic in the D-ETM is a time-varying vector on the word embedding space. Similarly to the ETM, the likelihood of a word under the D-ETM is given by a categorical distribution whose natural parameter depends on the inner product between each term's embedding and its assigned topic's embedding. In contrast to the ETM, the topic embeddings of the D-ETM vary over time.
As for most probabilistic models, the posterior of the D-ETM is intractable to compute, and we need to approximate it. We use variational inference (Jordan et al., 1999; Blei et al., 2017) . To scale up the algorithm to large datasets, we use data subsampling (Hoffman et al., 2013) and amortization (Gershman and Goodman, 2014) ; these techniques reduce the number of variational parameters and speed up the learning procedure. Additionally, we use a structured variational approximation parameterized by a long short-term memory (LSTM) network (Hochreiter and Schmidhuber, 1997) .
We use the D-ETM to analyze the transcriptions of the United Nations (UN) general debates from 1970 to 2015 (Baturo et al., 2017) . The D-ETM reveals the topics discussed in the political debates and their trajectories, which are aligned with historical events. In addition, we quantitatively assess the performance of the D-ETM in terms of predictive performance and topic quality. We found that the D-ETM provides better predictions and topic quality than D-LDA.
The rest of the paper is organized as follows. Section 2 discusses the related work. Section 3 reviews LDA, D-LDA, and the ETM. Section 4 presents the D-ETM and the corresponding inference algorithm. Finally, Section 5 contains the empirical study and Section 6 concludes the paper.
Related Work
The D-ETM is a topic model that incorporates continuous representations of words (Rumelhart and Abrahamson, 1973; Bengio et al., 2003 Bengio et al., , 2006 Mikolov et al., 2013a,b; Pennington et al., 2014; Levy and Goldberg, 2014) . There exist other methods that achieve a similar goal by modifying the prior distributions (Petterson et al., 2010; Xie et al., 2015; Shi et al., 2017; Zhao et al., 2017a,b) . These methods use word embeddings as a type of "side information;" in contrast the D-ETM directly uses the embeddings in its generative process. There are also methods that combine LDA with word embeddings by first converting the discrete text into continuous observations of embeddings (Das et al., 2015; Xun et al., 2016; Batmanghelich et al., 2016; Xun et al., 2017) . These works adapt LDA for real-valued observations; for example using a Gaussian likelihood. In contrast, the D-ETM is a probabilistic model of discrete data. Other ways of combining LDA and word embeddings modify the likelihood (Nguyen et al., 2015) , randomly replace words drawn from a topic with the embeddings drawn from a Gaussian (Bunk and Krestel, 2018) , or use Wasserstein distances to learn topics and embeddings jointly (Xu et al., 2018) .
Another line of research improves topic modeling inference through deep neural networks; these are called neural topic models (Miao et al., 2016; Srivastava and Sutton, 2017; Card et al., 2017; Cong et al., 2017; Zhang et al., 2018) . Most of these works are based on the variational autoencoder (Kingma and Welling, 2014) and use amortized inference (Gershman and Goodman, 2014) . Finally, the ETM (Dieng et al., 2019) is a probabilistic topic model that also makes use of word embeddings and uses amortization in its inference procedure.
Other works find embedding representations of the words that vary over time (Bamler and Mandt, 2017; Rudolph and Blei, 2018) . Despite incorporating a time-varying component, these works have a different goal than the D-ETM. Rather than modeling the temporal evolution of documents, they model how the meaning of words shifts over time.
None of the methods above can model collections of documents whose topics evolve over time, which is the goal of dynamic topic models. The first and most common dynamic topic model is D-LDA (Blei and Lafferty, 2006) . Bhadury et al. (2016) scale up the inference method of D-LDA using a sampling procedure. Other extensions of D-LDA use stochastic processes to introduce stronger correlations in the topic dynamics (Wang and McCallum, 2006; Wang et al., 2008; Jähnichen et al., 2018) . The D-ETM is also an extension of D-LDA, but it has a different goal than previous extensions. The D-ETM better fits the distribution of words via the use of distributed representations for both the words and the topics.
Background
Here we review the models on which we build the D-ETM. We start by reviewing LDA and the ETM; both are non-dynamic topic models. We then review D-LDA, the dynamic extension of LDA.
Consider a corpus of D documents, where the vocabulary contains V distinct terms. Let w dn ∈ {1, . . . , V } denote the n th word in the d th document.
Latent Dirichlet allocation. LDA is a probabilistic generative model of documents (Blei et al., 2003) . It considers K topics β 1:K , each of which is a distribution over the vocabulary. It further considers a vector of topic proportions θ d for each document d in the collection; each element θ dk expresses how prevalent the k th topic is in that document. In the generative process of LDA, each word is assigned to topic k with probability θ dk , and the word is then drawn from the distribution β k . The generative process for each document is as follows:
Here, Cat(·) denotes the categorical distribution. LDA also places a Dirichlet prior on the topics, β k ∼ Dirichlet(α β ). The concentration parameters α β and α θ of the Dirichlet distributions are model hyperparameters.
Embedded topic model. The ETM uses vector representations of words (Rumelhart and Abrahamson, 1973; Bengio et al., 2003) to improve the performance of LDA in terms of topic quality and predictive accuracy, specially in the presence of large vocabularies (Dieng et al., 2019) . Let ρ be an L × V matrix containing L-dimensional embeddings of the words in the vocabulary, such that each column ρ v ∈ R L corresponds to the embedding representation of the v th term. The ETM uses the embedding matrix ρ to define each topic β k ; in particular it sets
Here, α k ∈ R L is an embedding representation of the k th topic, called topic embedding. The topic embedding is a distributed representation of the topic in the semantic space of words. The ETM uses the topic embeddings in its generative process, which is analogous to LDA: 1. Draw topic proportions θ d ∼ LN (0, I).
2. For each word n in the document: (a) Draw topic assignment z dn ∼ Cat(θ d ).
(b) Draw word w dn ∼ Cat(softmax(ρ α z dn )).
The notation LN in
Step 1 refers to the logistic-normal distribution (Aitchison and Shen, 1980) , which transforms Gaussian random variables to the simplex.
In using the word representations ρ 1:V in the definition of β 1:K , the ETM learns the topics of a corpus in a particular embedding space. The intuition behind the ETM is that semantically related words will be assigned to similar topics-since their embedding representations are close, they will interact similarly with the topic embeddings α 1:K .
Dynamic latent Dirichlet allocation. D-LDA allows the topics to vary over time to analyze a corpus that spans a large period of time (Blei and Lafferty, 2006 ). The generative model of D-LDA differs from LDA in that the topics are time-specific, i.e., they are β (t) 1:K , where t ∈ {1, . . . , T } indexes time steps. Moreover, the prior over the topic proportions θ d depends on the time stamp of document d, denoted t d ∈ {1, . . . , T }. The generative process for each document is:
1. Draw topic proportions θ d ∼ LN (η t d , a 2 I).
2. For each word n in the document:
(a) Draw topic assignment z dn ∼ Cat(θ d ).
Here, a is a model hyperparameter and η t is a latent variable that controls the prior mean over the topic proportions at time t. To encourage smoothness over the topics and topic proportions, D-LDA places random walk priors over β (t) 1:K and η t ,
The variables β 
The Dynamic Embedded Topic Model
Here we develop the D-ETM, a model that combines the advantages of D-LDA and the ETM. Like D-LDA, it allows the topics to vary smoothly over time to accommodate datasets that span a large period of time. Like the ETM, the D-ETM uses word embeddings, making it generalize better and improving the predictive performance and the topics of D-LDA. We describe the model in Section 4.1 and then we develop an efficient inference algorithm in Section 4.2.
Model Description
The D-ETM is a dynamic topic model that uses embedding representations of words and topics. For each term v, it considers an L-dimensional embedding representation ρ v . The D-ETM posits an embedding α (t) k ∈ R L for each topic k at a given time stamp t = 1, . . . , T . That is, the D-ETM represents each topic as a time-varying real-valued vector, unlike traditional topic models (where topics are distributions over the vocabulary). We refer to α (t) k as topic embedding (Dieng et al., 2019) ; it is a distributed representation of the k th topic in the semantic space of words.
The D-ETM forms distributions over the vocabulary using the word and topic embeddings. Specifically, under the D-ETM, the probability of a word under a topic is given by the (normalized) exponentiated inner product between the embedding representation of the word and the topic's embedding at the corresponding time step,
Due to the inner product in Eq. 3, the probability of a particular term is higher when the term's embedding and the topic's embeddings are in agreement. Therefore, semantically similar words will be assigned to similar topics, since their representations are close in the embedding space.
The D-ETM enforces smooth variations of the topics by using a Markov chain over the topic embeddings α (t) k , in which the topic representations evolve under Gaussian noise with variance γ 2 ,
Similarly to D-LDA, the D-ETM considers time-varying priors over the topic proportions θ d . This allows the model to capture how the general topic usage evolves over time (in addition to the evolution of the topic themselves). In particular, the prior over θ d depends on a latent variable η t d (recall that t d is the time stamp of document d),
The D-ETM's graphical model is depicted in Figure 1 . The generative process is as follows:
, γ 2 I) for k = 1, . . . , K and t = 1, . . . , T . 2. Draw the latent means η t ∼ N (η t−1 , δ 2 I) for t = 1, . . . , T .
For each document d:
(a) Draw topic proportions θ d ∼ LN (η t d , a 2 I).
(b) For each word n in the document:
4 For the first time step, we consider a standard Gaussian prior N (0, I) over α k and the latent means η t evolve over time. For each document at a particular time step t, the prior over the topic proportions θ d depends on η t . The variables z dn and w dn denote topic assignment and observed words, respectively.
Step 1 gives the prior over the topic embeddings; it encourages smoothness on the resulting topics. Steps 2 is shared with D-LDA; it describes the evolution of the prior mean over the topic proportions. Steps 3a and 3b-i are standard for topic modeling; they represent documents as distributions over topics and draw a topic assignment for each word.
Step 3b-ii is different-it uses the L × V word embedding matrix ρ and the assigned topic embedding α (t d ) z dn at time instant t d to form a categorical distribution over the vocabulary.
Since the D-ETM uses embedding representations of the words, it learns the topics in a particular embedding space. This is particularly useful when an embedding of a word that is not used in the corpus is available. Indeed, consider a term v that was not seen in the corpus. The D-ETM can assign it to topics by computing the inner product ρ v α (t) k , thus leveraging the semantic information of the word's embedding.
Inference Algorithm
Given a dataset D of documents {w 1 , . . . , w D } and their time stamps {t 1 , . . . , t D }, fitting a D-ETM involves finding the posterior distribution over the model's latent variables, p(θ, η, α | D), where we have marginalized out the topic assignments z from Eq. 3 for convenience, 5
However, the posterior distribution is intractable, and therefore we approximate it using variational inference (Jordan et al., 1999; Blei et al., 2017) . Variational inference approximates the posterior using a family of distributions q ν (θ, η, α). The parameters ν that index this family are called variational parameters; they are optimized to minimize the Kullback-Leibler (KL) divergence between the approximation and the posterior. Solving this optimization problem is equivalent to maximizing the evidence lower bound (ELBO),
To reduce the number of variational parameters and speed-up the inference algorithm, we use an amortized variational distribution, i.e., we let the parameters of the approximating distributions be functions of the data (Gershman and Goodman, 2014; Kingma and Welling, 2014) . Additionally, we use a structured variational family to preserve some of the conditional dependencies of the graphical model (Saul and Jordan, 1996) . The specific variational family in the D-ETM takes the form
where we have removed the dependency on the variational parameters to avoid clutter.
The distribution over the topic proportions q(θ d | η t d , w d ) is a logistic-normal whose mean and covariance parameters are functions of both the latent mean η t d and the bag-of-words representation 
k ) for k = 1, . . . , K and t = 1, . . . , T Obtain a minibatch of documents for each document d in the minibatch do Sample the topic proportions
Estimate the ELBO in Eq. 7 and its gradient w.r.t. the variational parameters (backpropagation) Update the model and variational parameters using Adam end of document d. In particular, these functions are parameterized by feed-forward neural networks that input both η t d and the normalized bag-of-words representation. The distribution over the latent means q(η t | η 1:t−1 , w t ) depends on all previous latent means η 1:t−1 . We use a LSTM to capture this temporal dependency. We choose a Gaussian distribution q(η t | η 1:t−1 , w t ) whose mean and covariance are given by the output of the LSTM. The input to the LSTM at time t is the average of the bag-of-words representation of all documents whose time stamp is t. Here, w t denotes the normalized bag-of-words representation of all such documents. Finally, we use the mean-field family for the approximation over the topic embeddings, q(α (t) k ). We optimize the ELBO with respect to the variational parameters. Since the expectations in Eq. 7 are intractable, we use stochastic optimization, obtaining unbiased gradient estimators of the ELBO. In particular, we form reparameterization gradients (Kingma and Welling, 2014; Titsias and Lázaro-Gredilla, 2014; Rezende et al., 2014) . To speed up the algorithm, we take a minibatch of documents at each iteration; this allows to handle large collections of documents (Hoffman et al., 2013) . We set the learning rate with Adam (Kingma and Ba, 2015) . Algorithm 1 summarizes the procedure.
Empirical Study
In this section, we use the D-ETM to analyze the transcriptions of the UN general debates from 1970 to 2015. The D-ETM reveals the temporal evolution of the topics discussed in the debates (such as climate change, war, poverty, or human rights). Besides the qualitative analysis, we quantitatively compare the D-ETM against D-LDA, obtaining that the D-ETM provides better predictive power and higher topic quality.
Dataset. The UN debates corpus spans a period of T = 46 years (Baturo et al., 2017) . Each year, leaders and other senior officials deliver statements that present their government's perspective on the major issues in world politics. The corpus contains the transcriptions of each country's statement at the UN General Assembly.
The dataset is available online. 6 We apply standard preprocessing techniques, such as tokenization and removal of numbers and punctuation marks. In this dataset, the speeches are lengthy and each one discusses a multitude of topics; therefore a topic model trained on entire speeches as documents would not be able to distinguish those topics. Instead, we follow Lefebure (2018) and split the speeches into paragraphs, treating each paragraph as a separate document for the analysis. We additionally filter stop words, i.e., words with document frequency above 70%, as well as standard stop words from a list. We use 85% randomly chosen documents for training, 10% for testing, and Table 1 . The D-ETM outperforms D-LDA on two different vocabulary settings. Here, PPL denotes perplexity on a document completion task (lower is better), TC is topic coherence (higher is better), TD is topic diversity (higher is better), and TQ is a measure of overall topic quality (higher is better). The D-ETM performs better on both datasets and on all metrics except for TC.
Smaller Vocabulary
Larger Vocabulary  Method   PPL  TC  TD  TQ  PPL  TC  TD  TQ D-LDA (Blei and Lafferty, 2006) 5% for validation. We remove one-word documents from the validation and test sets. After all the preprocessing steps, the number of training documents is 196K.
We build two versions of the dataset, each with a different vocabulary size. To form each version, we keep only the words that appear in more than 100 or 30 documents, leading to vocabulary sizes of V = 7,307 and V = 12,466, respectively.
Methods. Besides the D-ETM, we fit D-LDA, as it is the dynamic topic model on which the D-ETM is built. Other dynamic topic models use stochastic processes to model the evolution of topics; we see these models as complementary to the D-ETM. In fact, the D-ETM can be built on continuous time dynamic topic models as well. For a fair comparison, we choose D-LDA as the baseline.
Settings. We fit a 50-topic dynamic topic model, and we follow Blei and Lafferty (2006) to set the hypeparameters as δ 2 = σ 2 = γ 2 = 0.005 and a 2 = 1.
For the D-ETM, we first fit 300-dimensional word embeddings using skip-gram (Mikolov et al., 2013b) . We apply the algorithm in Section 4.2 using a batch size of 1,000 documents for the smaller vocabulary dataset and 500 for the larger vocabulary. We use a fully connected feed-forward inference network for the topic proportions θ d . The network has tanh activations and 2 layers of 400 hidden units each. We set the mean and log-variance for θ d as linear maps of the output. For the latent means η 1:T , each bag-of-word representation w t is first linearly mapped to a low-dimensional space of dimensionality 200. This conforms the input of an LSTM that has 2 layers of 200 hidden units each. The LSTM output is then concatenated with the previous latent mean η t−1 , and the result is linearly mapped to a K-dimensional space to get the mean and log-variance for η t . We apply a small weight decay of 1.2 · 10 −6 on all network parameters. We run Algorithm 1 for 100 epochs. The stopping criterion is based on the held-out log-likelihood on the validation set. The learning rate is 0.01 for the smaller vocabulary and 0.001 for the larger vocabulary. We anneal this learning rate by dividing by 4 if there is no improvement for 10 consecutive epochs.
For D-LDA, Blei and Lafferty (2006) derive a bound of the ELBO to enable a coordinate-ascent inference algorithm that also uses Kalman filtering and smoothing as a subroutine. Besides loosening the variational bound on the log-evidence, this algorithm presents scalability issues. Thus, we leverage recent advances in variational inference to overcome these issues. We use stochastic optimization based on reparameterization gradients and we obtain batches of 1,000 documents at each iteration. We collapse the discrete latent topic indicators z dn to enable the reparameterization gradients, and we use a fully factorized Gaussian approximation for the rest of the latent variables, except for η 1:T , for which we use a full-covariance Gaussian for each of its dimensions. We initialize D-LDA using LDA. In particular, we run 5 epochs of LDA followed by 120 epochs of D-LDA. For D-LDA, we use RMSProp (Tieleman and Hinton, 2012) to set the step size, setting the learning rate to 0.05 for the mean parameters and to 0.005 for the variance parameters.
Quantitative results. We compare the D-ETM and D-LDA according to two metrics: perplexity on a document completion task and topic quality. The perplexity is obtained by computing the probability of each word in the second half of a test document, conditioned on the first half (Rosen-Zvi et al., 2004; Wallach et al., 2009) . To obtain the topic quality, we combine two metrics. The first metric is topic coherence; it provides a quantitative measure of the interpretability of a topic (Mimno et al., 2011) . We obtain the coherence by taking the average pointwise mutual information of two words drawn randomly from the same document (Lau et al., 2014) ; this requires to approximate word probabilities with empirical counts. The second metric is topic diversity; it is the percentage of unique words in the top 25 words of all topics (Dieng et al., 2019) . Diversity close to 0 indicates redundant topics. We obtain both topic coherence and topic diversity by averaging over time. Finally, topic quality is defined as the product between topic coherence and diversity (Dieng et al., 2019) . Figure 2 . Temporal evolution of the top-10 words from a topic about climate change learned by the D-ETM. This topic is in agreement with historical events. In the 1990s the destruction of the ozone layer was of major concern. More recently the concern is about global warming. Events such as the Kyoto protocol and the Paris convention are also reflected in this topic's evolution. For each topic, we choose a set of words whose probability shift aligns with historical events (these are not the words with the highest probability in each topic). For example, one interesting finding is the increased relevance of the words "gender" and "equality" in a topic about human rights. Table 1 shows that the D-ETM outperforms D-LDA according to both metrics-perplexity and topic quality. The topic coherence of D-LDA is slightly better, but the D-ETM finds more varied topics, as evidenced by a significantly higher topic diversity score. However, note that the topic coherence numbers may be rough approximations, as each individual time step might not contain enough documents to accurately approximate the pointwise mutual information.
Qualitative results. The D-ETM finds that the topics' evolution over time are in agreement with historical events. As an example, Figure 2 shows a topic on climate change. In the 1990s, protecting the ozone layer was the primary concern; more recently the topic has shifted towards global warming and reducing the greenhouse gas emissions. Some events on climate change, such as the Kyoto protocol (1997) or the Paris convention (2016), are also reflected in the topic's evolution.
We now examine the evolution of the probability of individual words. Figure 3 shows these probabilities for a variety of words and topics. For example, the probability of the word "Vietnam" in a topic on Southeast Asia decays after the end of the war in 1975. In a topic about nuclear weapons, the concern about the arms "race" between the USA and the Soviet Union eventually decays, and "Iran" becomes more relevant in recent years. Similarly, words like "equality" and "gender" become more important in recent years within a topic about human rights. Note that the names of the topics are subjective; we assigned the names inspired by the top words in each topic (the words in Figure 3 are not necessarily the most likely words within each topic). One example is the topic on climate change, whose top words are shown in Figure 2 . Another example is the topic on human rights, which exhibits the words "human" and "rights" consistently at the top across all time steps.
Conclusion
We developed the D-ETM, a probabilistic model of documents that uses semantic representation of words to define the topics. Under the D-ETM, each topic is a time-varying vector in the embedding space of words. Using a probabilistic time series, the D-ETM uncovers topics that vary smoothly over time. We use the D-ETM to analyze a dataset of UN debates and find that the D-ETM has better held-out perplexity and provides higher topic quality than D-LDA.
