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Abstract
The harmonic block Arnoldi method can be used to ﬁnd interior eigenpairs of large matrices. Given a target point or shift  to
which the needed interior eigenvalues are close, the desired interior eigenpairs are the eigenvalues nearest  and the associated
eigenvectors. However, it has been shown that the harmonic Ritz vectors may converge erratically and even may fail to do so. To do a
better job, a modiﬁed harmonic block Arnoldi method is coined that replaces the harmonic Ritz vectors by some modiﬁed harmonic
Ritz vectors. The relationships between the modiﬁed harmonic block Arnoldi method and the original one are analyzed. Moreover,
how to adaptively adjust shifts during iterations so as to improve convergence is also discussed. Numerical results on the efﬁciency
of the new algorithm are reported.
© 2006 Elsevier B.V. All rights reserved.
MSC: 65F15; 65F10
Keywords: Interior eigenproblems; Block Arnoldi process; Harmonic Arnoldi method; Harmonic Ritz vectors; Modiﬁed harmonic Ritz vectors
1. Introduction
Suppose we wish to solve the large eigenproblem
Axi = ixi , (1.1)
where A is an n× n real matrix, and (i , xi) is referred to as an eigenpair of A with ‖xi‖ = 1, here the norm used is the
Euclidean norm.
Recently, interior eigenproblems have been receiving a lot of attention. Eigenvalues in the middle of the spectrum are
required for studying tidal motion [5], and for both adaptive polynomial preconditioning [1] and Richardson’s iteration
for indeﬁnite systems of linear equations [4]. Other implementations include power system simulations [2] and stability
analysis in computational ﬂuid dynamics [15], and so on. In this paper we assume that factorization is impractical for
the size and structure of the matrix, this makes the problem difﬁcult.
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It iswell known that the classical Rayleigh–Ritz projectionmethods are suitable for exterior eigenproblems.However,
they may not work well for interior eigenproblems [16]. In the past decade, the harmonic Rayleigh–Ritz projection
methods [7,16,19–21,27] have been accepted to be efﬁcient technologies for interior eigenproblems. Given a subspace
V and a target point , the mechanism of harmonic Rayleigh–Ritz projection methods can be illustrated as follows:
1. Compute an orthonormal basis V forV;
2. Form C = V H(A − I )HV and D = V H(A − I )H(A − I )V ;
3. Solve the generalized eigenproblem
Dy = Cy,
where (, y) are eigenpairs of the matrix pencil (D,C);
4. Take ˜ =  +  and x˜ = Vy as approximations to the desired eigenpairs.
Block eigensolvers remain important throughout the development of modern numerical linear algebra [3,8,10,19,
22–26,29–31]. Both block methods and non-block methods have their own merits. For instance, block methods are
preferable for multiple or clustered eigenproblems. Another advantage of block methods over non-block ones is
computational efﬁciency. The harmonic block Arnoldi method due to Morgan [19] can be utilized to look for interior
eigenpairs near a given target point . Unfortunately, it has been revealed that harmonic Ritz vectors gained by standard
harmonic projection methods may converge erratically and even may fail to do so, even if the corresponding harmonic
Ritz values do [13]. Therefore, it is necessary to ﬁnd new approximations to take the place of harmonic Ritz vectors
and improve the performance of the harmonic block Arnoldi algorithm.
Let V1 be an n by p orthonormal block vector, then the m-step block Arnoldi process generates an orthonormal basis
V1, V2, . . . , Vm+1 for the block Krylov subspaceKm+1(A, V1). That is, the (m + 1)th block basis Vm+1 is already at
hand. However, the harmonic Ritz vectors obtained by the standard harmonic block Arnoldi method are inKm(A, V1).
In this paper, we discuss how to make use of the (m + 1)th block basis vector Vm+1 to enhance the quality of the
harmonic Ritz vectors. Each new approximation, called the modiﬁed harmonic Ritz vector, is a linear combination of
the harmonic Ritz vector and the columns of Vm+1, and the residual norm of the resulting approximate eigenpair is
minimal in some sense, so that the new vector is at least as good as the original one. The essence of the novel method
is revealed, and the relationship between the harmonic Ritz vector and the modiﬁed one is also shown.
For a harmonic projection algorithm, a crucial and practical question is how to select a good shift. Another innovation
to the harmonic block Arnoldi algorithm is to consider how to adaptively adjust shifts during iterations. Numerical
comparisons are drawn for the harmonic block Arnoldi algorithm and the new algorithm, which illustrate that the latter
often has a superiority, especially when m is small.
The plan of this paper is as follows. In Section 2 we brieﬂy describe the harmonic block Arnoldi method due to
Morgan [19]. In Section 3 we propose a new version and discuss how to efﬁciently achieve it. In Section 4 we give an
insightful analysis on the relationship between the new method and the original one. In Section 5 we discuss practical
implementations and report some real-world experiments which show the new algorithm often outperforms its standard
counterpart considerably. Concluding remarks are given in Section 6.
Let us introduce some notations. Throughout this paper, we denote by Km+1(A, V1) the block Krylov subspace of
dimension (m + 1)p, where p denotes the block size, by “H” the conjugate transpose of a matrix or a vector, by “−”
the conjugate of a vector or a scalar, and by  the number of desired eigenpairs. Let min(X) be the smallest singular
value of the matrix X, and I be the identity matrix with the order clear from context. The norm ‖ · ‖ used throughout
this paper is the Euclidean norm unless otherwise stated.
2. The harmonic block Arnoldi method
Let V1 be an n × p orthonormal block vector. Then the m-step block Arnoldi process constructs an orthonormal
basis Um+1 = [V1, . . . , Vm, Vm+1] for the block Krylov subspace
Km+1(A, V1) = span{V1, AV 1, . . . , AmV1}.
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There is a block Arnoldi recurrence formular [23,29]
AUm =UmHmp + Vm+1Hm+1,mEHm, (2.1)
whereHmp is an mp×mp block or band upper-Henssenberg matrix, Hm+1,m is a p×p matrix, and Em is an mp×p
zero matrix except for its last p rows being an identity matrix.
If  is not an eigenvalue of A, then we have from (1.1) that
(A − I )−1xi = 1
i −  xi .
Therefore, the interior eigenvalues near  are transformed into exterior ones with largest magnitudes of (A − I )−1.
Given a subspace Km(A, V1) and a target point , the harmonic block Arnoldi method projects over subspace
(A − I )Km(A, V1) using the operator (A − I )−1. That is, the harmonic Ritz pairs (˜i , x˜i ) satisfy the harmonic
projection [19,20,27]{
x˜i ∈Km(A, V1),
Ax˜i − ˜i x˜i ⊥ (A − I )Km(A, V1). (2.2)
So we have from (2.2)
[(A − I )Um]H[(A − I )Umgi − (˜i − )Umgi] = 0.
That is,
[(A − I )Um]H(A − I )Umgi = (˜i − )UHm(A − I )HUmgi , (2.3)
where x˜i =Umgi .
Based on (2.1) and (2.3), some elementary algebra manipulations yield
[(Hmp − I )H(Hmp − I ) + Em(HHm+1,mHm+1,m)EHm]gi = (˜i − )(Hmp − I )Hgi . (2.4)
This problem can be rewritten as
[(Hmp − I ) + (Hmp − I )−HEm(HHm+1,mHm+1,m)EHm]gi = (˜i − )gi , (2.5)
providedHmp − I is nonsingular.
Therefore, the above procedure reduces to solving the small generalized eigenvalue problem (2.4). In practice, one
can order the ˜i’s according to the smallest (˜i − )’s in magnitude to approximate the required interior eigenvalues
i’s of A.
We now develop a formula for the residual vector, which provides a cheap stopping criterion for convergence. By
(2.1),
r˜i = Ax˜i − ˜i x˜i
= AUmgi − ˜iUmgi
=Um(Hmp − ˜iI )gi + Vm+1Hm+1,mEHmgi .
From (2.5), we obtain
(Hmp − ˜iI )gi = −(Hmp − I )−HEm(HHm+1,mHm+1,m)EHmgi .
Therefore,
r˜i = −Um(Hmp − I )−HEm(HHm+1,mHm+1,m)EHmgi + Vm+1Hm+1,mEHmgi
=Um+1
[−(Hmp − I )−HEm(HHm+1,mHm+1,m)EHmgi
Hm+1,mEHmgi
]
≡ Um+1f , (2.6)
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and
‖r˜i‖ = ‖f ‖, (2.7)
where
f =
[−(Hmp − I )−HEm(HHm+1,mHm+1,m)EHmgi
Hm+1,mEHmgi
]
. (2.8)
In summary, we present an iterative harmonic block Arnoldi algorithm, for more details and discussions, we refer
to [19].
Algorithm 1. (An iterative harmonic block Arnoldi algorithm).
1. Start: Given a target point , the block size p, the steps m of block Arnoldi procedure, an initial orthonormal
block vector V1 of size n × p, the number  of required interior eigenpairs, and a user described tolerance
tol;
2. Run the m-step block Arnoldi process
for j = 1, 2, . . . , m
Z = AV j ;
for i = 1, 2, . . . , j
Hi,j := V Hi Z
Z := Z − ViHi,j
end
Vj+1Hj+1,j = Z, the QR decomposition
end
to form Um+1 = [V1, . . . , Vm, Vm+1] as well asHmp;
3. Solving the small generalized eigenproblem (2.4) for (˜i , gi), i = 1, . . . , mp. Then select the ˜i’s with
respect to the smallest (˜i − )’s in magnitude to approximate the desired eigenvalues, i = 1, . . . , ;
4. Take the harmonic Ritz pairs (˜i , x˜i = Umgi), i = 1, . . . ,  as approximations. Residual norms can be
calculated and convergence can be checked. If they are all satisﬁed with the given accuracy, then stop, else
continue;
5. Restart: Use the harmonic Ritz vectors x˜i , i = 1, . . . , , to form a new initial guess V new1 , and go to step 2.
3. A modiﬁed harmonic block Arnoldi method
Regretfully, it has been revealed that harmonic Ritz vectors may not be good approximations since theymay converge
very slowly or even fail to do so [13]. Therefore, the harmonic block Arnoldi algorithm may be inefﬁcient and slowly
convergent. So as to circumvent this difﬁculty, we have to seek better approximate eigenvectors to replace harmonic
Ritz vectors.
Keep inmind that them-step blockArnoldi process builds an orthonormal basis for the block subspaceKm+1(A, V1),
which means the (m + 1)th block basis Vm+1 is already available. Our goal is to ﬁnd certain better approximations to
xi based on the harmonic Ritz vectors x˜i , i = 1 · · · ,  and the (m + 1)th basis vector Vm+1.
3.1. Modiﬁed harmonic Ritz vectors
For each given i, 1 i, deﬁne the (p + 1)-dimensional subspace spanned by x˜i and the columns of Vm+1 as
follows
Wi = span{x˜i , Vm+1}.
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Rather than use the harmonic Ritz vector x˜i as the approximate eigenvector, we now seek a unit norm vector xMi ∈Wi
satisfying the following optimality property
‖(A − ˜iI )xMi ‖ = min
yi∈Wi‖yi‖=1
‖(A − ˜iI )yi‖, (3.1)
and use it as a new approximation to xi .We call xMi themodiﬁed harmonic Ritz vector with respect to ˜i inWi , 1 i.
Clearly, it is obvious to see that
‖(A − ˜iI )xMi ‖‖(A − ˜iI )x˜i‖, i = 1, . . . , , (3.2)
so the modiﬁed harmonic Ritz vectors are at least as good as the harmonic Ritz vectors.
Remarks. 1. We would like to point out that these xMi are not the reﬁned harmonic Ritz vectors proposed in [12], since
the solving subspaces are different;
2. We commend that the idea using the (m + 1)th basis vector to improve convergence is not novel, see [11,14,30],
but the optimality conditions (3.1) with respect to (p + 1)-dimensional subspacesWi , i = 1, . . . , , seem new.
Weare ready to consider how to computemodiﬁedharmonicRitz vectors efﬁciently and reliably.NoteWi=[x˜i , Vm+1]
is an orthonormal basis for the subspaceWi , 1 i. It follows from (3.1) that
‖(A − ˜iI )xMi ‖ = min
yi∈Wi‖yi‖=1
‖(A − ˜iI )yi‖
= min
z∈Cp+1
‖z‖=1
‖(A − ˜iI )Wiz‖ (3.3)
= min
z∈Cp+1
‖z‖=1
‖(A − ˜iI )[x˜i , Vm+1]z‖
= min
z∈Cp+1
‖z‖=1
‖[r˜i , (A − ˜iI )Vm+1]z‖ (3.4)
≡ ‖[r˜i , (A − ˜iI )Vm+1]zi‖.
Therefore, zi is the right-singular vector associated with the smallest singular value min([r˜i , (A − ˜iI )Vm+1]), and
xMi = Wizi .
There are variable modes for problem (3.4). In this paper we advocate using the following approach. Recall that zi
is also the right eigenvector corresponding to the smallest eigenvalue of the (p + 1) × (p + 1) matrix
Ci =
[
r˜Hi
(AV m+1)H − ˜iV Hm+1
]
× [ r˜i , AV m+1 − ˜iVm+1 ]
=
[‖r˜i‖2 S
SH T
]
,
where
S = r˜Hi (AV m+1 − ˜iVm+1), T = (AV m+1)HAVm+1 − 2Re(˜i (AV m+1)HVm+1) + |˜i |2I ,
here Re(.) represents the real part of a matrix. From (2.6),
S = r˜Hi AV m+1 − ˜i r˜Hi Vm+1
= r˜Hi AV m+1 − ˜i (Hm+1,mEHmgi)H,
since V Hm+1Um = 0. Moreover, we have ‖r˜i‖ = ‖f ‖, as was shown in (2.7).
It is seen that the main overhead for directly forming the  matrices Ci, i = 1, . . . , , is p matrix–vector products for
AVm+1, 2p2 inner products for (AV m+1)HAVm+1 and (AV m+1)HVm+1, and p inner products for r˜Hi (AV m+1), i =
1, . . . , . Furthermore, when A is real, we can further reduce some surplus cost by noticing from (3.3) that xMi+1 = xMi ,
if ˜i = ˜i . So we need to form at most  matrices Ci, i = 1, . . . , .
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Wewould like to stress that them-step modiﬁed harmonic block Arnoldi algorithmmay be cheaper than the standard
(m + 1)-step one per iteration. In fact, the (m + 1)-step standard block Arnoldi process needs not only p extra matrix-
vector products for AVm+1, but at least (m+ 1)p2 inner products, hence the m-step modiﬁed harmonic block Arnoldi
algorithm is cheaper than the standard (m + 1)-step one if < (m − 1)p, which is a most common form of use.
We then calculate the smallest eigenvalues of Ci, i = 1, . . . , , whose square roots are ‖(A− ˜iI )xMi ‖, i = 1, . . . , ,
and the corresponding right eigenvectors, are nothing but zi , in O((p + 1)3) ﬂops [9]. It is easy to see that this cost is
negligible compared to the over all one per iteration, where n?p. In the same way, we can get the modiﬁed harmonic
Ritz vectors xMi =Wizi and the residual norms ‖(A− ˜iI )xMi ‖, i = 1, . . . ,  efﬁciently. As a consequence, we achieve
the following theorem.
Theorem 3.1. Denote by Wi = [x˜i , Vm+1], and by
Ci =
[‖f ‖2 S
SH T
]
,
the (p + 1) × (p + 1) matrix, where
S = r˜Hi AV m+1 − ˜i (Hm+1,mEHmgi)H, T = (AV m+1)HAVm+1 − 2Re(˜i (AV m+1)HVm+1) + |˜i |2I ,
and f is deﬁned in (2.8), then
xMi = Wizi, ‖(A − ˜iI )xMi ‖ =
√
min(Ci), (3.5)
where min(Ci) and zi represent the smallest eigenvalue and the associated eigenvector ofCi, i=1, . . . , , respectively.
Stewart [29, pp. 212–213] has shown that using the square root of the computed smallest eigenvalue ofCi as residual
norm may be inaccurate when the condition number of the matrix (A − ˜iI )Wi is sufﬁciently large. However, it is a
curious and useful fact that the eigenvector obtained by this way can be quite accurate. In practical computations, we
recommend to directly compute the residual norms ‖(A − ˜iI )xMi ‖, i = 1, . . . , , for numerical stability.
Due to the above discussions, we present the following algorithm, in which we used MATLAB-like notations. For
example, gi(mp − p + 1 : mp) represents the vector composed of the last p elements of gi .
Algorithm 2. (A modiﬁed harmonic block Arnoldi algorithm).
Steps 1–3 are the same as those in Algorithm 1;
4. Take xMi = Wizi as approximations to xi, i = 1, . . . , , and compute zi, i = 1, . . . ,  as follows:
(4.1) Z = AVm+1;
(4.2) Z1 = ZHZ;Z2 = ZHVm+1;
(4.3) Z3 = −(Hmp − I )−HEm(HHm+1,mHm+1,m);
(4.4) for i = 1, 2, . . . , 
(4.4.1) Z4 = Hm+1,mgi(mp − p + 1 : mp);
(4.4.2) f =
[
Z3gi(mp − p + 1 : mp)
Z4
]
;
(4.4.3) S = (Um+1f )HZ − ˜iZH4 ;
(4.4.4) T = Z1 − 2real(˜iZ2) + |˜i |2I ;
(4.4.5) Form C =
[‖f ‖2 S
SH T
]
,
and solve theHermitian eigenproblemwith respect toC for the eigenvector corresponding to the smallest
eigenvalue, which is just zi ;
5. Check convergence: Residual norms can be calculated and convergence can be checked. If they are
all satisﬁed with the given accuracy tol, then stop, else continue;
6. Restart: Use the modiﬁed harmonic Ritz pairs xMi , i = 1, . . . , , to form a new initial guess V new1 ,
and go to step 2.
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Now we discuss how to update the new initial vector V new1 based on the modiﬁed harmonic Ritz vectors. Decompose
zi =
[
i
i
]
,
where i denotes the ﬁrst element of zi and i denotes the p-dimensional vector composed of the remaining elements.
Then we can rewrite the modiﬁed harmonic Ritz vector as
xMi = Wizi
= [x˜i , Vm+1]
[
i
i
]
= i x˜i + Vm+1i
=Um+1i ,
where
i =
[
igi
i
]
,
is a vector of dimension mp + p.
Introduce the (mp + p) ×  real matrix
Q = [zˆ1, zˆ2, . . . , zˆ],
in the following way.
For real i , we take zˆi =i , 1 i, as a column of Q; if it is complex, we take zˆi =Re(i ), 1 i, as a column
of Q, if the columns of Q are still less than , we take zˆi+1 = Im(i ), and proceed analogously until Q has  columns,
here Re(.), Im(.) denote the real and imaginary part of a vector, respectively. Then build V new1 as follows:
Case 1. p = . Set V new1 =Um+1Q;
Case 2. p<. Set V new1 = Um+1(Q · Q(1 : , 1 : p)), where Q(1 : , 1 : p) denotes the  × p leading principle
sub-matrix of Q;
Case 3. p>. Let gl+1, gl+2, . . . , gpbe the eigenvectors of Hmp corresponding to the next p− closest undesired
harmonic Ritz values ˜+1, ˜+2, . . . , ˜p. Then construct the mp × (p − ) matrix
Qˆ = [zˆ+1, . . . , zˆp]
as follows: if gi is real, we take zˆi = gi, + 1 ip, as a column of Qˆ; otherwise, we take zˆi =Re(gi), + 1 ip,
as a column of Qˆ. If the columns of Qˆ are still less than p − , we take zˆi+1 = Im(gi), and proceed analogously until
Qˆ has p −  columns. Denote by
Q˜ = [Qˆ; O]
the (mp + p) × (p − ) matrix with zero entries at the bottom. We can take
V new1 =Um+1 · [Q, Q˜],
as the new initial vector for the next iteration.
Remarks. 1. In all the cases discussed above, it is advisable that the columns of V new1 be orthogonalized at each
restarting for improving numerical stability;
2. In Case 2, note that V new1 = (Um+1Q) · Q(1 : l, 1 : p), and
span{Um+1Q} = span{x˜1, x˜2, . . . , x˜}.
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Therefore, V new1 is nothing but a linear combination of the approximate eigenvectors. This implies that V
new
1 can be a
good approximation to the desired part of the spectrum, provided the x˜i’s are accurate enough;
3. In Case 3, recall that the eigenvectors g+1, . . . , gp are available from Step (3) of Algorithm 2, so we only
need to compute  modiﬁed harmonic Ritz vectors throughout the algorithm. Moreover, it is easy to
see that
span{x˜1, x˜2, . . . , x˜} = span{Um+1Q} ⊂ span{V new1 }.
Thus the initial block vector V new1 is a good approximation to the desired invariant subspace when the x˜i’s are good
enough. Furthermore, we would like to mention that adding the next closest undesired approximate
eigenvectors has been used in LAPACK to look for more than the desired number of eigenpairs to increase
convergence.
For Algorithm 1, the construction of V new1 is analogous to that in Algorithm 2, the changes are that the i’s should
be replaced by the gi’s and Q˜ be replaced by Qˆ.
3.2. Adaptively adjusting the shifts
Proper selection of shifts is crucial for a harmonic projection method. If the shift is reasonably selected to which
the desired interior eigenvalues are close, then the harmonic projection method can converge rapidly. Conversely, the
harmonic projection method may be slowly convergent or it can even miss the desired eigenpairs. In this section we
focus on how to adaptively adjust shifts during iterations.
The strategy is based on the harmonic Ritz values. We note from (2.8) that the target point  should not be very close
to any eigenvalues ofHmp, otherwise,Hmp − I can be singular or nearly singular. Let
‖r˜j‖ = max
1 i
‖r˜i‖, ‖r˜k‖ = min
1 i
‖r˜i‖,
be the largest and smallest residual norms of the current iteration, and denote by ˜j and ˜k the corresponding
harmonic Ritz values, respectively. We can take a new shift new for the next iteration as follows.
if tol1 < ‖r˜j‖< tol2 % tol1 and tol2 are two user described threshold
if ˜k is real
new = ˜k + ‖r˜j‖
else
new = Re(˜k) + ‖r˜j‖
end
end
if tol< ‖r˜j‖ tol1 % tol is the prescribed convergence tolerance
if ˜j is real
new = ˜j + ‖r˜j‖
else
new = Re(˜j ) + ‖r˜j‖
end
end
Numerical experiments show that this strategy is attractive and favorable, and more theoretical study is needed of
this. In practical computations, one can still sort the approximate eigenvalues ˜i’s with respect to the initial shift . We
now describe the main algorithm in view of the above discussions.
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Algorithm 3. (A modiﬁed Harmonic block Arnoldi algorithm with adaptive shifts).
1. Start: Given the initial target point , the block size p, the steps m of block Arnoldi procedure, an initial
orthonormal block vector V1 of size n×p, the number  of required interior eigenpairs, and a user described
tolerance tol, two prescribed parameters tol1 and tol2. Set initial = , new = ;
2. This step is the same as that in Algorithm 1;
3. Compute (˜i , gi), i = 1, . . . , mp by solving the small generalized eigenvalue problem: [(Hmp −
newI )H(Hmp − newI ) + Em(HHm+1,mHm+1,m)EHm]gi = (˜i − new)(Hmp − newI )Hgi . Then select the
˜i’s with respect to the smallest (˜i − initial)’s in magnitude to approximate the desired eigenvalues;
4. The computation of the modiﬁed harmonic Ritz vectors: This step is the same as that in Algorithm 2, except
that the shift  should be replaced by the new shift new;
5. Check convergence: Residual norms can be calculated and convergence can be checked. If they are all
satisﬁed with the given accuracy tol, then stop; else choose a new shift new:
Let ‖r˜j‖ = max1 i ‖r˜i‖ and ‖r˜k‖ = min1 i ‖r˜i‖;
if ‖r˜j‖> = tol2
new = initial;
end
if tol1 < ‖r˜j‖< tol2
if imag(˜k) = =0
new = ˜k + ‖r˜j‖
else
new = real(˜k) + ‖r˜j‖
end
end
if tol< ‖r˜j‖ tol1
if imag(˜j ) = =0
new = ˜j + ‖r˜j‖
else
new = real(˜j ) + ‖r˜j‖
end
end
6. Restart: Use the modiﬁed harmonic Ritz vectors x˜i , i = 1, . . . , , to form a new initial guess V new1 , and go
to step 2.
4. A comparison of the modiﬁed harmonic block Arnoldi method and the harmonic block Arnoldi method
In this section, we ﬁrst derive the sine of angle between the harmonic Ritz vector x˜i and the modiﬁed harmonic Ritz
vector xMi . Secondly, we give insight into the relationship between residual norms ‖(A − ˜i )x˜i‖ and ‖(A − ˜iI )xMi ‖.
Finally, we relate the modiﬁed harmonic block Arnoldi method with the original one, and shed light on the nature of
the new version.
The following theorem shows a computable result for the acute angle between x˜i and xMi .
Theorem 4.1. Let x˜i , xMi be the harmonic Ritz vector and the modiﬁed Ritz vector with respect to ˜i , respectively, and
deﬁne i the p-dimensional vector composed of the last p elements of zi , then
sin  (x˜i , xMi ) = ‖i‖. (4.1)
Moreover, if we denote by 	m =UmUHm the orthogonal projector onto the subspaceKm(A, V1), then the deviation of
xMi fromKm(A, V1) is
‖(I − 	m)xMi ‖ = ‖i‖. (4.2)
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Proof. By deﬁnition,
xMi = Wizi
= [x˜i , Vm+1]
[
i
i
]
= i x˜i + Vm+1i . (4.3)
Therefore,
cos  (x˜i , xMi ) = |x˜Hi xMi |
= |x˜Hi (i x˜i + Vm+1i )|
= |i |,
and sin  (x˜Hi , xMi ) =
√
1 − |2i | = ‖i‖, where we used the relations x˜Hi Vm+1 = O and |i |2 + ‖i‖2 = 1.
For (4.2), we have
‖(I − 	m)xMi ‖ = ‖xMi −UmUHmxMi ‖
= ‖xMi −UmUHm(i x˜i + Vm+1i )‖
= ‖xMi − i x˜i‖
= ‖Vm+1i‖
= ‖i‖. 
Deﬁne ‖r˜i‖ = ‖(A − ˜iI )x˜i‖ and ‖rMi ‖ = ‖(A − ˜iI )xMi ‖, we trivially have ‖rMi ‖‖r˜i‖. We now aim at deriving
a computable relation for ‖r˜i‖ and ‖rMi ‖.
Recall from (3.3) that
‖rMi ‖2 = ‖(A − ˜iI )Wizi‖2
= 2min((A − ˜iI )Wi),
where Wi = [x˜i , Vm+1] is an n × (p + 1) orthonormal matrix, and zi is the right-singular vector associated with the
smallest singular value min((A − ˜iI )Wi).
While
‖r˜i‖2 = ‖(A − ˜iI )x˜i‖2
= ‖(A − ˜iI )Wie1‖2, (4.4)
where e1 denotes the ﬁrst canonical vector.
Let
(A − ˜iI )Wi = PiSiQHi (4.5)
be the thin singular value decomposition of (A− ˜iI )Wi , where Pi , Qi are n× (p + 1) and (p + 1)× (p + 1) unitary
matrices, and Si is an (p + 1) × (p + 1) diagonal matrix with diagonal elements 1 · · · pp+1. Note that
p+1 = min((A− ˜iI )Wi)= ‖rMi ‖, and the last column of Qi , is nothing but zi . Denote by Qi = [q1, q2, . . . , qp, zi].
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Therefore,
‖r˜i‖2 = ‖(A − ˜iI )Wie1‖2
= ‖PiSiQHi e1‖2
= ‖SiQHi e1‖2
= 21|qH1 e1|2 + · · · + 2p|qHp e1|2 + ‖rMi ‖2|zHi e1|2
=
p∑
j=1
2j cos
2  (qj , e1) + ‖rMi ‖2 cos2  (zi, e1)
= ‖rMi ‖2 cos2  (x˜i , xMi ) +
p∑
j=1
2j cos
2  (x˜i ,
j ),
where 
j = Wiqj , j = 1, . . . , p. So we get
Theorem 4.2. Under the above notations, then
‖r˜i‖2 = ‖rMi ‖2 cos2  (x˜i , xMi ) +
p∑
j=1
2j cos
2  (x˜i ,
j ). (4.6)
Now we wish to study the natures and properties of the modiﬁed harmonic block Arnoldi method and compare it
with the standard one. Denote byWi the subspace spanned by the columns ofWi , then we have the following theorem.
Theorem 4.3. The modiﬁed harmonic Ritz vector xMi and the residual ‖rMi ‖ satisfy the classical orthogonal projection{
xMi ∈Wi ,
(A − ˜iI )H(A − ˜iI )xMi − ‖rMi ‖2xMi ⊥Wi .
(4.7)
Proof. We see from (3.3) that (‖rMi ‖2, zi) is the smallest eigenpair of
Ci = WHi (A − ˜iI )H(A − ˜iI )Wi .
Obviously,Ci is the projected matrix of (A− ˜iI )H(A− ˜iI ) onto the subspaceWi . Thus, the eigenvalues ofCi are the
approximate eigenvalues of (A− ˜iI )H(A− ˜iI ) fromWi , and the approximate eigenvectors fromWi can be viewed
as approximations to the desired eigenvectors of (A− ˜iI )H(A− ˜iI ). Therefore, (‖rMi ‖2,Wizi) is an approximation
to the smallest eigenpair of (A − ˜iI )H(A − ˜iI ), and it must satisfy the classical orthogonal projection (4.7). 
In terms of (2.2) and (4.7), it is shown that the modiﬁed block Arnoldi method is a composite of a conventional
oblique projectionmethod with a classical orthogonal projectionmethod, in which the approximate eigenvalue ˜i is still
computed by the standard oblique projection method, while the approximate eigenvector xMi is obtained by realizing
a classical orthogonal projection of the matrix (A − ˜iI )H(A − ˜iI ) onto the subspaceWi .
5. Numerical experiments
In this section we report some numerical experiments on four problems. We have tested all the algorithms using
MATLAB 6.5 on a Pentium IV 2.53GHz with main memory 512Megabytes and machine precision  ≈ 2.22× 10−16.
To make a fair and reasonable comparison, for each example, the same block vector was generated randomly in a
uniform distribution, orthogonalized and utilized as the initial guess. The algorithms stopped as soon as
max
1 i
‖Axˆi − ˜i xˆi‖ tol,
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where tol is a user described tolerance and (˜i , xˆi ) represents an approximate eigenpair. In all the tables below, we
denote by p the block size, by m the steps of the block Arnoldi process, by iter the number of restarting, and by time
the CPU timings in seconds. In all the algorithms compared, we have used the MATLAB function eig.m to solve the
generalized eigenproblem (2.4). For convenience, we have abbreviated Algorithm 1, Algorithm 2 and Algorithm 3 with
Alg. 1, Alg. 2 and Alg. 3, respectively.
Example 1. This problem is from[2], and it models the concentration waves for reaction and transport interaction of
chemical solutions in a tubular reactor. The concentrations x(t, z) and y(t, z) of two reacting diffusing components are
modelled by the system
x
t
= 1
L2
2x
2z
+ f (x, y),
y
t
= 2
L2
2y
2z
+ g(x, y),
with the initial conditions
x(0, z) = x0(z), y(0, z) = y0(z),
and the Dirichlet boundary conditions
x(t, 0) = x(t, 1) = x∗, y(t, 0) = y(t, 1) = y∗.
where 0z1 is the space coordinate along the tube, and t is the time. If the functions f (x, y) and g(x, y) satisfy
f (x, y) =  − ( + 1)x + x2y, g(x, y) = x − x2y,
then the system is the famous Brusselator wave model and it admits the stationary solution x∗ = , y∗ = . Ordinarily,
the parameters chosen are 1 = 0.008, 2 = 121 = 0.004,  = 2,  = 5.45. If we discretize the interval [0, 1] using n
interior points with the uniform mesh size h = 1/(n + 1), then the discretized Jacobian of the system is a 2 × 2 block
matrix A, whose (1, 1)th and (2, 2)th blocks are
1
h2
1
L2
tridiag{1,−2, 1} + fh(x, y)
x
,
and
1
h2
2
L2
tridiag{1,−2, 1} + gh(x, y)
y
,
and the (1, 2)th, (2,1)th blocks are
fh(x, y)
y
,
gh(x, y)
x
,
respectively, and the resulting matrix A is of order N = 2n.
We have tested the matrix A with order N = 200, and the associated data ﬁle is Bwm200.mat. The six eigenvalues
nearest = 0 were interested and the algorithms stopped as soon as the residual norms were below tol= 10−6. We ﬁnd
that the six eigenvalues nearest  = 0 are exactly the rightmost eigenvalues of A. Therefore, the rightmost eigenvalues
of A are just the ones of smallest magnitudes, so that they can also be viewed as being interior eigenvalues [12]. We
compared Algorithms 1–3 with the iteratively classical block Arnoldi algorithm, denoted by BArnoldi, whose initial
vector at each restarting was constructed by the similar way presented in Section 3.1. In Algorithm 3, we have chosen
tol1 = 10−5 and tol2 = 10−3. The six approximate eigenvalues calculated were ˜1,2 ≈ 0.000018 ± 2.139498i, ˜3,4 ≈
−0.674710± 2.528560i, ˜5,6 ≈ −1.798530± 3.032165i. Table 1 and reports the results obtained, where n.c. denotes
no convergence occurred even after 5000 iterations.
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Table 1
Example 1, = 0,  = 6, tol = 10−6
Alg. 3 Alg. 2 Alg. 1 BArnoldi
p = 3,m = 17
Iter 505 491 5000 5000
Time 54.7 53.3 n.c. n.c.
p = 3,m = 18
Iter 207 189 229 5000
Time 25.8 23.4 26.5 n.c.
p = 3,m = 19
Iter 132 111 159 5000
Time 18.7 15.7 21.3 n.c.
p = 3,m = 20
Iter 88 87 99 543
Time 14.2 14.2 15.4 79.9
p = 4,m = 8
Iter 557 533 1257 5000
Time 19.0 18.3 38.1 n.c.
p = 4,m = 9
Iter 191 177 386 497
Time 8.8 7.9 16.1 20.1
p = 4,m = 10
Iter 164 143 169 196
Time 8.8 7.7 8.4 9.4
p = 4,m = 11
Iter 142 127 153 160
Time 9.5 8.4 9.3 9.5
For this example, it was shown that Algorithms 1–3 outperformed the iteratively classical block Arnoldi algorithm
considerably, while Algorithms 2 and 3 often worked better than Algorithm 1, especially when m was relatively small.
For instance, when p = 3,m= 18, the harmonic algorithms converged in about 200 iterations, while BArnoldi was not
convergent even after 5000 iterations. Fig. 1 plots the convergence history of the four algorithms when p = 4,m = 8.
One observes that Algorithms 2 and 3 converged much faster than Algorithm 1, while Algorithm 1 ran better than the
standard block Arnoldi algorithm. In fact, the latter did not converge at all after 5000 iterations. Its residual reached
5 × 10−3 after about 1100 iterations, but did not decrease since then.
Example 2. This example attempts to illustrate the efﬁciency of the adaptive shifts strategy. Thematrix is due toMorgan
[17]. It is a tridiagonal matrix with 1, 2, 2.05, 2.1, 3, 4, 5, . . . , 998 on the main diagonal, −0.1 in each superdiagonal
position and 0.1 in each subdiagonal position. We wanted to compute the four eigenvalues near =3 and the associated
eigenvectors. This is an interior eigenvalue problem, so only Algorithms 1–3 were tested. All algorithms stopped as
soon as the residual norms were below tol = 10−6. For Algorithm 3, we took tol1 = 10−5 and tol2 = 10−1. The
approximate eigenvalues calculated were ˜1,2 ≈ 2.050223 ± 0.128635i, ˜3 ≈ 2.050584 and ˜4 ≈ 2.998943. Table 2
lists the results obtained.
It is obvious to see that Algorithm 3 was considerably better than the other two, while Algorithm 2 was superior to
Algorithm 1 in most cases. Figs. 2–4 depicts the convergence history of the three algorithms when p = 3,m = 15. We
see that Algorithm 3 converged much faster than its counterparts. In fact, the shifts used in Algorithm 3 were essential
new ≈ 2.05 after about 100 iterations. So we are beneﬁted from the adaptive shifts. However, we would like to remind
the reader that changing the shifts too frequently during iterations may cause numerical instabilities, which was seen
from the spikes in Fig. 2.
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Fig. 1. Example 1, the convergence curves of the four algorithms when m = 8, p = 4.
Table 2
Example 2, = 3,  = 4, tol = 10−6
Alg.3 Alg.2 Alg.1
p = 3,m = 15
Iter 366 562 2716*
Time 78.4 120.4 557.5∗
p = 3,m = 16
Iter 120 196 5000
Time 28.4 47.4 n.c.
p = 3,m = 18
Iter 63 93 129
Time 21.6 30.7 43.9
p = 3,m = 20
Iter 66 73 99
Time 26.3 28.3 38.1
∗missed the eigenvalue 2.050584.
Furthermore, we would like to point out when p = 3, m =15, Algorithm 1 missed the eigenvalue 2.050584 actually,
which implies that it failed to converge. One may also note that Algorithm 3 with p = 3,m = 20 used more iterations
than that with p = 3,m = 18 to get the desired accuracy. This is not an astonishing thing, since a larger subspace may
not necessarily give better approximate eigenvectors than a smaller one does, so that a new initial block vector V new1
in the next iteration may not contain more eigen-information on the desired eigenvectors.
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Fig. 2. Example 2, A modiﬁed harmonic block Arnoldi algorithm with adaptive shifts (Alg.3).
0 100 200 300 400 500 60010
−7
10−6
10−5
10−4
10−3
10−2
10−1
100
101
102
103
R
es
id
ua
l n
or
m
s
p=3,m=15
Fig. 3. Example 2, A modiﬁed harmonic block Arnoldi algorithm (Alg. 2).
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Fig. 4. Example 2, The iterative harmonic block Arnoldi algorithm (Alg. 1).
Example 3. This test matrix arises from the following constant-coefﬁcient convection–diffusion equation
−
u(x, y) + p1ux(x, y) + p2uy(x, y) − p3u(x, y) = f (x, y),
deﬁned on the unit square region [0, 1]×[0, 1]with the boundary conditionu(x, y)=0 andp1, p2, p3 being nonnegative
constants. Discretizing the above equation by ﬁve point difference on a uniform N by N grid and numbering the grid
points using the row-wise natural ordering yield a block tridiagonal matrix of the form
A =
⎛
⎜⎜⎜⎜⎜⎝
T ( + 1)I
(− + 1)I T ( + 1)I
. . .
. . .
. . .
. . .
. . . ( + 1)I
(− + 1)I T
⎞
⎟⎟⎟⎟⎟⎠ ,
with
T =
⎛
⎜⎜⎜⎜⎜⎝
4 −   − 1
− − 1 4 −   − 1
. . .
. . .
. . .
. . .
. . .  − 1
− − 1 4 − 
⎞
⎟⎟⎟⎟⎟⎠ ,
where  = p1h/2,  = p2h/2,  = p3h2 and h = 1/(N + 1). The order of A is n = N2.
The matrix A with p1 = 1, p2 = p3 = 0 and n = 2500 was tested and we aimed to compute the three eigenvalues
near 0 : 0.00768, 0.01905, 0.01905. Therefore, this is a multiple eigenvalue problem. We took the initial shift  = 0
G. Wu / Journal of Computational and Applied Mathematics 205 (2007) 343–363 359
Table 3
Example 3, = 0,  = 3, tol = 10−7
Alg.3 Alg.2 Alg.1
p = 2,m = 15
Iter 391 436 1082
Time 112.6 123.7 294.4
p = 2,m = 16
Iter 124 149 494
Time 36.0 42.6 142.5
p = 2,m = 18
Iter 67 41 83
Time 27.3 17.7 40.3
p = 2,m = 20
Iter 37 36 45
Time 18.9 18.1 24.3
p = 3,m = 4
Iter 145 142 373
Time 6.6 6.5 16.5
p = 3,m = 6
Iter 91 113 131
Time 8.6 10.5 12.4
p = 3,m = 8
Iter 60 67 79
Time 7.7 9.7 11.4
p = 3,m = 10
Iter 34 45 78
Time 6.4 9.0 14.8
p = 4,m = 4
Iter 149 256 243
Time 9.9 16.9 15.7
p = 4,m = 5
Iter 94 82 134
Time 8.8 7.7 12.8
p = 4,m = 6
Iter 61 70 76
Time 7.4 8.3 8.4
p = 4,m = 7
Iter 58 56 121
Time 10.0 9.7 20.5
and the stopping criteria tol = 10−7. For Algorithm 3, we selected tol1 = 10−5 and tol2 = 10−3. See Table 3 for the
numerical results of Algorithms 1–3.
It is seen from this table that Algorithms 2 and 3 were more powerful than Algorithm 1, that is, the modiﬁed
harmonic algorithms improved on their original counterpart considerably. For this experiment, Algorithms 3 and 2
were comparable when m was relatively large, but the former was often more efﬁcient than the latter for smaller m.
For example, when p = 4,m = 4, Algorithm 3 used 149 iterations while Algorithm 2 used 256 iterations to get the
desired accuracy. Fig. 5 plots the curve of the maximal differences max1 i sin  (xMi , x˜i ) between the harmonic
Ritz vectors and the modiﬁed harmonic Ritz vectors, and that of the minimal ratios min1 i‖rMi ‖/‖r˜i‖ of residual
norms for p = 2,m = 15 at each restarting of Algorithm 2. This illustrated that the modiﬁed harmonic Ritz vectors
were different from the harmonic Ritz vectors at many restarts.
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Fig. 5. Example 3, Alg. 2, the maximal differences max1 i   sin  (xMi , x˜i ) between the harmonic Ritz vectors and the modiﬁed harmonic Ritz
vectors (upper), and the minimal ratios min1 i   ‖rMi ‖/‖r˜i‖ of residual norms (lower) during iterations for p = 2,m = 15.
Example 4. This test matrix is from the Harwell-Boeing Sparse Matrix Collection [6]. The matrix is SHERMAN4,
which is a 1104 × 1104 nonsymmetric matrix from an oil reservoir modelling. We are interested in the four small-
est eigenvalues 0.0307, 0.0847, 0.2776, 0.3988. The desired eigenvalues are on the interior and are not separated
well from each other, so this is a clustered eigenvalue problem. We took the initial shift  = 0.01 and tol = 10−6.
For Algorithm 3, we took tol1 = 10−5 and tol2 = 10−3. Table 4 gives the results obtained. One observes that both
Algorithms 2 and 3 worked better than Algorithm 1 in most cases. However, for Algorithms 2 and 3, we cannot
tell which one is better. For instance, when p = 3,m = 7, Algorithm 3 used 387 iterations while Algorithm 2 used
444 iterations to achieve the prescribed tolerance, 16.0 s versus17.9 s, while for p = 4,m = 4, Algorithm 3 used
572 iterations and Algorithm 2 used 491 iterations, 13.7 s versus 11.9 s. The reason may be that, for this experi-
ment, the initial shift  = 0.01 is well chosen to which the desired interior eigenvalues are close. On the other hand,
if the initial shift is not well determined, then Algorithm 3 may be far superior to Algorithm 2, as was shown in
Example 2.
6. Conclusion
The harmonic Ritz vectors obtained by the harmonic block Arnoldi method may not be good approximations since
they may converge erratically and even fail to do so. To improve the performance of the harmonic block Arnoldi
algorithm, a modiﬁed harmonic block Arnoldi method is presented in which we use the modiﬁed harmonic Ritz
vectors to replace the harmonic Ritz vectors. A theoretical comparison of the new version and the original one is
given. We also introduce a strategy to adaptively adjust the shifts during iterations inside the modiﬁed harmonic block
Arnoldi algorithm. Numerical experiments indicate that the new algorithm often performs much better than its original
counterpart.
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Table 4
Example 4, = 0.01,  = 4, tol = 10−6
Alg.3 Alg.2 Alg.1
p = 2,m = 18
Iter 162 180 219
Time 17.5 20.1 23.3
p = 2,m = 19
Iter 94 70 90
Time 11.5 9.1 10.7
p = 2,m = 20
Iter 55 36 67
Time 7.2 4.7 8.5
p = 2,m = 22
Iter 27 41 48
Time 4.4 6.9 8.2
p = 3,m = 7
Iter 387 444 778
Time 16.0 17.9 28.7
p = 3,m = 8
Iter 170 187 309
Time 10.6 11.8 18.7
p = 3,m = 9
Iter 154 171 201
Time 11.9 13.3 15.1
p = 3,m = 10
Iter 115 124 157
Time 10.9 11.7 14.3
p = 4,m = 4
Iter 572 491 851
Time 13.7 11.9 17.9
p = 4,m = 5
Iter 314 339 409
Time 10.2 11.0 11.7
p = 4,m = 6
Iter 258 257 312
Time 10.8 10.9 12.3
p = 4,m = 8
Iter 133 129 153
Time 11.5 11.3 12.4
The main purpose of this work is to show the superiority of the modiﬁed harmonic Ritz vectors over the harmonic
Ritz vectors. It is beyond the scope of this paper to compare our new algorithm with other approaches such as the
implicitly restarted harmonic Arnoldi method [18] and the Jacobi-Davidson method [27]. However, how to combine
the famous implicit restarting strategy [28] or the thick restarting strategy [32] with our new approach efﬁciently, and to
compare the resulting algorithms with eigs in MATLAB or the Jacobi–Davidson algorithm carefully, is an interesting
topic and is certainly a part of our future work.
Furthermore, we would like to point out that the strategy presented in this paper may also be combined with other
block Krylov subspace methods, such as the deﬂated block GMRESmethod [19] and the ABLEmethod [3]. We expect
the resulting algorithms were more powerful.
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