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VI. CONCLUSIONS
Systems analysis was applied to a comprehensive list of 83 sports. Each of those sports can be placed into one of three categories: combat sports where each competitor tries to control the opponent, object sports where each competitor tries to control an object or independent sports where each competitor in unimpeded by the opponent and therefore must control him(her)self. Each ensuing SRS consists of three phases: evaluation, weighting and rating. The input to the evaluation phase is a performance in a sport. Each performance is then evaluated by either judgement, measurement or objective scoring. In the weighting phase, a matrix of weights is applied to the evaluated performances. In the rating phase, operations are classified as being accumulative or adjustive. Most accumulative SRS's are ad-hoc using a sum of some or all of the weighted evaluated performances. For accumulative SRS's, each rating changes monotonically except for data ageing. Most adjustive SRS's are based on some theoretical concept in which predictor-corrector action causes ratings to either increase, decrease or remain the same as required by the corrector. Each SRS is analogous to a one-level neural network (weighting phase) followed by an inference engine (rating phase) generating the ratings.
Accumulative SRS's, in contrast to adjustive SRS's, appear to encourage more participation by high-rated players as noted by administrators of men's and women's professional tennis. Conversely, adjustive SRS are about equally sensitive to motion up or down and are more commonly used to predict future performance. For adjustive SRS's applied to sports with few draws and operating on margin of victory adjusted for home advantage, it is possible to predict the correct winning team about 70% of the time.
It is hoped that this survey and taxonomy of SRS's may be an aid to those who are interested in evaluating human performance (not necessarily restricted to sports).
I. INTRODUCTION
Growing traffic congestion and the number of traffic casualties are two of the most significant transportation problems today. At the same time, building additional highways is becoming increasingly difficult for both monetary and environmental reasons. One of the solutions to this problem is the Automated Highway System (AHS). AHS will evolve from today's roads, and provide a fully automated "handsoff" operation at better levels of performance than today's roadways in terms of safety, efficiency, and operator comfort. Vehicle control is one of the most vital parts of the AHS research. Considering the complexity of an intelligent vehicle/highway system, it is becoming apparent that conventional methods are not sufficient to provide a fully automated, collision-free environment. The task of creating intelligent systems that we can rely on consequently brings the idea of "artificial intelligence" (AI) to mind. Several AI paradigms are emerging as candidate solutions.
Automatic vehicle control, as defined within AHS, proposes to remove the driver as the source of control in the vehicle. In the early stages of this evolution, not all vehicles may be equipped with this technology; "intelligent" and "nonintelligent" vehicles will have to coexist for some time. In this paper, we suggest an intelligent controller for an automated vehicle that plans its own trajectory based on sensor-and, in the future, communication-data received. We visualize our controller as a part of the five-layer hierarchical control architecture described by Varaiya [20] . The layers of this architecture, starting at the top, are network, link, planning and coordination, regulation and physical layers. The planning layer creates a plan that approximates the desired path. The regulation layer controls the vehicle trajectory so that it conforms to this plan. Below the regulation layer, the physical layer provides sensor data and responds to actuator signals.
Our intelligent controller can be visualized as part of this planning layer. It uses an AI technique called learning stochastic automata. The aim is to design a system that can learn the best possible action(s) based on the data from on-board sensors and/or roadside-to-vehicle communications. We visualize the intelligent controller of a vehicle as two stochastic automata (one for lateral, the other for longitudinal control) in a nonstationary environment. The system will control the path of the vehicle in the automated highway in the case of communication loss with the higher layer in the hierarchy and/or during the transition from automatic to manual control. It may also be used as the sole system for path planning, though it is not necessarily fail-safe. A learning automaton system for vehicle control has the advantage of being able to work in unmodeled dynamic environments, unlike adaptive control methods or expert systems that need detailed information about the system. It is also possible to model driver characteristics as a part of the system.
In the next section, we will introduce the learning automata and related definitions. Section III describes our application in intelligent vehicle control. Simulation results and discussion of improvements and further research are in Sections IV and V, respectively.
II. LEARNING AUTOMATA
Classical and modern control techniques require a fair amount of knowledge of the system to be controlled, in the form of a mathematical model of the system or statistical values such as mean and variances of the uncertainties. However, not all those assumptions on the system or uncertainties may be valid or accurate. It is therefore necessary to obtain further knowledge of the system by observing it during operation. One approach is to view this as a problem in learning [6] , [16] , [18] . Rule-based systems, although performing well on many control problems, cannot handle unanticipated situations. The idea behind designing a learning system is to guarantee robust behavior without the complete knowledge, if any, of the system and/or environment. A crucial advantage of reinforcement learning compared to other learning approaches is that it requires no information about the environment except for the reinforcement signal [9] , [14] . "In a purely mathematical context, the goal of a learning system is the optimization of a functional not known explicitly" [13] .
The stochastic automaton attempts a solution of the problem without any a priori information on the optimal action. One action is selected at random, the response from the environment is observed, action probabilities are updated based on that response, and the procedure is repeated. A stochastic automaton acting as described to improve its performance is called a learning automaton [3] , [14] . Stochastic automata were first used in control applications by Fu et al. [5] . Several researchers studied different learning schemes (e.g., [4] and [7] ) and applications to different control problems (e.g., [12] and [14] ). Recent applications to real life problems include control of absorption columns [11] , pattern recognition [17] , active vehicle suspension [9] , path planning for manipulators [15] , and mobile robots [1] . Here, we will describe the use of learning automata as an intelligent controller for vehicle path planning in unmodeled traffic.
When a specific action is performed at time n; the environment responds by producing an environment that is stochastically related to the action (Fig. 1) . In the simplest case, this response may be favorable or unfavorable (0 for reward and 1 for penalty). The environment may be time varying, i.e., the stochastic characteristics of the output of the environment may be caused by the actions of other agents unknown to the automaton. If the probability of receiving a penalty for a given action is constant, the environment is called a nonstationary environment. The need for learning and adaptation in systems is mainly due to the fact that the environment changes with time. Performance improvement can only be a result of a learning scheme that has sufficient flexibility to track the better actions.
The main concept behind the learning automaton model is the concept of a probability vector defined as p(n) = fp i (n) 2 f0; 1gjpi(n) = Pr[(n) = i]g where i is one of the possible actions. The updating of the probability vector at every time step with a reinforcement scheme provides the learning behavior of the automaton. A reinforcement scheme, is a mapping from current action ; current environment response ; and current action probability vector p(n) to p(n + 1); the action probability vector at the next time step. If the automaton is "learning" in the process, its performance must be superior to an automaton for which the action probabilities are equal. Based on the average value of the penalties received by the automaton, several definitions of behavior, such as expediency, optimality, and absolute expediency, are given in the literature [14] . An automaton is absolutely expedient if the expected value of the average penalty at one iteration step is less than it was at the previous step for all steps. Absolutely expedient learning schemes are presently the only class of schemes for which necessary and sufficient conditions of design are available [2] , [14] . The algorithm we will present in this paper is derived from a nonlinear absolutely expedient reinforcement scheme presented by Baba [2] .
A learning automaton may send its action to multiple environments at the same time. In that case, the action of the automaton results in a vector of responses from environments (or "teachers"). Then, the automaton has to find an optimal action that satisfies all the teachers. This problem was previously discussed in [2] . Some difficulties arise while formulating a mathematical model of the learning automaton in a multiteacher environment. The question of how to interpret the output vector (n) is important: Are the outputs from different teachers to be summed after normalization? Can we introduce weight factors associated with specific teachers? If so, how?
The elements of the output vector must be combined in some fashion to form the input to the automaton. In this application, since the environment response is binary, teacher responses are combined using an OR gate, which forces the system to satisfy all the teachers simultaneously. However, due to safety reasons, the finalized function for the combined response includes conditions in which one teacher response inhibits the others, as we discuss later in Section III-B.
III. INTELLIGENT VEHICLE CONTROL
We model the path controller of an intelligent vehicle as a pair of automata. The aim is to design an automata system that can learn the best possible action(s) based on the information received from on-board sensors. Vehicle-to-vehicle and roadside-to-vehicle communications could be future extensions. The system we define will be useful as a backup system (or the only system in a homogeneous traffic network) in controlling the path of a vehicle in the case of communication loss with the higher layer in the hierarchy, as well as during the transition between fully automatic and manual control. Our model for lane and speed control of a vehicle is shown in Fig. 2 . The automata that constitute the decision structure have three actions each: stay in lane, shift to right (lane), shift to left for lateral control (SiL, SR, and SL); accelerate, decelerate and same speed for longitudinal control (ACC, DEC, and SS). We assume that there are four different types of sensors (front, right, left and speed) that provide data. Each sensor block is a "teacher" in a nonstationary environment. (Inter-vehicle and roadside-to-vehicle communications, as well as a feedback from the regulation layer, could be added as additional "teachers."). The response of the environment is a combination of the outputs of all four teachers. The mapping F from sensor block outputs to the input to the automata can be a binary function, a linear combination of five teacher outputs, or a more complex function-as is the case in this application. The function F is described in Section III-B.
It is important to differentiate between the "automaton environment" and the "physical environment." The automaton environment is the stochastic system model that provides responses to the automata actions. The action of the automaton is a signal to the regulation layer that defines the current choice of action. It is the regulation layer's responsibility to interpret this signal. When an action is carried out, it affects the physical environment. The teachers/sensors in turn sense the changes in the environment, and the feedback loop is closed with the signal : The discussion of nonstationary environments is based on the changing penalty probabilities of actions. In this application, the action probabilities in the learning automaton environment are functions of the status of the physical environment (e.g., a vehicle in front will result in a penalty response from front sensor/teacher if the chosen action is SiL or ACC). The realization of a deterministic model of this physical environment would be extremely difficult.
A. Sensors
The four sensor/teacher modules listed above are simple decision blocks that calculate the penalty response associated with the corresponding sensor, based on the chosen action. Tables I and II below describe the output of the decision blocks for front and side sensors. As seen in Table I , a penalty response from left sensor module is received only when the lateral action is SL and there is a vehicle in the left sensor's field of view. Similarly, the action SR is penalized if there is a vehicle on the right lane. All other situations result in a reward response for the lateral actions. Longitudinal actions are not affected by the side sensor responses. We assume that the front sensor is capable of providing the headway distance and we can measure its rate of change by comparing two consecutive sampling values. If the sensor "sees" a vehicle at a very close distance (d 1 ); a penalty is sent in response to automata actions SiL, ACC, and SS. All other actions may serve to avoid a collision, and therefore, would be "encouraged." If the vehicle in front is not too close (i.e., the distance to the vehicle is greater than d 1 ; but less than d 2 ) and is not approaching, the response from front sensor is favorable (Table II) .
Consider the situation shown in Fig. 3 , where the controlled vehicle's left and front sensors detect vehicles, and the vehicle in front is slower that the controlled vehicle. If the current automata actions are SL and ACC, the lateral automaton will receive a penalty from the left sensor. At the same time, the longitudinal automaton will receive a penalty from the front sensor because of the approaching vehicle. Table III gives the penalty definitions for the speed sensor. The deviation (dev) is defined as the difference between current speed and the desired speed. A penalty response is received only by longitudinal actions. Lateral actions are not affected by the speed sensor block. The values of the limits d1; d2; and ds define the capability of the sensors as well as the "behavior" of the vehicle, i.e., the sensitivity to the headway distance and to the speed fluctuations. The fifth block in Fig. 2 represents the evaluation of the information received via vehicle-to-vehicle and/or roadside-to-vehicle communications [19] . The addition of communication capabilities increases an autonomous vehicle's capability to handle complex traffic situations. Here, we will emphasize the learning algorithm and its application to automated vehicle control, and therefore will not include this block in our discussion for reasons of clarity.
In the case shown in Fig. 3 , the action SL will receive a penalty response, although it is one of the two actions needed to avoid a collision (the other one is DEC). Using the present algorithm, the vehicle decelerates in a situation like this (the mapping F forces this), and although it is able to avoid a collision, the resulting path is far from optimal. We can show that additional information about the environment would enable the vehicle to "escape" the pocket created by the slow-moving vehicles [19] . We expect our automata and multiteacher automata environment to guide the vehicle without collision using the learning algorithm described below.
B. The Algorithm
In a stationary N-teacher P -model environment, if an automaton has the action i and the environment responses are j i = 1; 1 1 1 ; N at time step n; then the probabilities for r actions P (n + 1) = fp 1 p 2 11 1p r g are updated as follows: where the functions i and i satisfy the following conditions:
for all i; j = 1; 111; r; i.e., the update functions i and i have a constant value for all components of P (n); and updates of probability Theorem: If the functions (P ) and (P ) satisfy the following conditions:
then the automaton with the reinforcement scheme in (1) is absolutely expedient in a stationary environment. The proof of this theorem can be found in [2] . In this application, we defined a single environment response that is a function of four teacher outputs, however, the theorem is also valid for our description of a single-teacher model. Our simulations are based on the following model and assumptions.
• There are three actions defined for each of two automata: stay in lane, shift left, shift right, and accelerate, decelerate, same speed.
• Four sensor modules are assumed: front, left and right range sensors and a speed sensor.
• The environment is of P-model, i.e., all inputs are binary. The basic function for the mapping F that computes the combined input to the automaton is an OR-gate. However, the front sensor block inhibits the penalty response from the speed sensor block in order to avoid a collision. This enables the action DEC to be sent to the regulation layer even if the actual speed of the car is much less than the desired speed. Otherwise, the action DEC would receive a penalty response from the speed sensor block that would restrain its action probability from approaching 1. Prioritizing the sensor information in this way is important.
• To smooth the system output, the regulation layer carries out an action if it is recommended m times consecutively by the automaton. (In other words, the length of the memory vector is m: Whenever this vector/buffer is filled with the same action, the action is fired.) This may of course be changed to "k times in the last m choices," or to a more sophisticated decision rule. When an action is carried out, action probabilities are re-initialized to 1=r: The value m is chosen to be equal to the processing speed in iterations per second. Therefore, the regulation layer executes and action if it is sent consecutively over a period of 1 s.
• The technological requirements for the models used in the simulation (as well as the model described above) are no different from those defined in the current AHS research [8] . Processing speed range is [25, 200] . This is related only to computation; the sensor data feeds have a different rate.
• Mapping F can be represented as shown in Fig. 4 . From (1), we can write our update algorithm as
i.e.:
where learning parameters k and are real values and satisfy:
The feedback f is given as in Fig. 4 , and the function H is defined as:
Parameter " is an arbitrarily small positive real number. Also note that the function H includes pi which is the action probability corresponding to the current action. We now show that the defined algorithm [(4)- (7)] satisfies all the conditions in (2) and (3).
• From (5), we have
and
That is, our definition is consistent with the first two conditions of (2).
• Using (4) and (5), the rest of the conditions on i and i translates to the following:
Conditions (a) and (b) are associated with the reward updates while the last one is associated with the penalty updates. These conditions guarantee that the probabilities stay in the range (0, 1) at all times (with the assumption that none of the probabilities is initially 0 or 1). Conditions (a) and (b) can be shown to be satisfied as follows, using the fact that the sum all probabilities is 1: 
For the third condition, we have
This condition is already satisfied by the previous definition of the function H(n): For the limiting values 0 and 1, we have:
• H = 0 ) pi(n) > 0 which is true for all probabilities at all times.
• For H = 1; we must have p i (n)0k1 1(10p i (n)) > 0 to satisfy condition (c). From the definition of the function, we conclude
This inequality can be rewritten as
or, omitting the time step variable and rearranging pi 0 k 1 1 (1 0 pi) 0 " 1 k 1 1 (1 0 pi) > 0: (16) Since, all the factors of the third term are positive real, we may omit this term without affecting the inequality to obtain
which is exactly what we must have for H = 1:
Thus, all the conditions (2) in the definition of the reinforcement scheme are satisfied. Furthermore, the functions and satisfy the following:
(P (n)) = 0 < 0 (P (n)) = 0k 1 1 H 0 (P (n)) + (P (n)) = 0 0 k 1 1 H < 0 (18) because 0 < < 1; 0 < l 1 < 1; and 0 < H < 1:
Comparing (18) and (2), we see that the theorem is satisfied, i.e., the algorithm given in (4)- (7) is absolutely expedient in a stationary environment.
The physical environment (the automated highway) is of course changing with time. However, the automata environment can be considered to be stationary, since the update rate for the action probabilities is relatively high. That is, for a physical environment that does not change quickly, the automata would be capable of finding the necessary action by a learning process that does better at each time step. Here, the reinforcement scheme updates the probability values so that the expected value of the total penalty received from the environment decreases at each iteration.
The choice of the function H is also due to another factor besides the conditions for absolute expediency (2). Our algorithm converges to a solution faster than the one given in [2] . We compared two reinforcement schemes using three actions and two different initial conditions. Our definitions result in a faster update in general as shown in Table IV . The new definitions are based on the fact that the update rate for a penalty response from the environment is higher when the probability of the current action is close to 1. [Note that H is a function of the probability of the current action pi; it is not related to the index j in (1) .] This provides a much faster convergence rate when the actions receiving a penalty from the environment have high associated probability values.
The data shown in Table IV are the results of two different initial conditions where 1) all probabilities are initially the same with only one action receiving reward (i.e., optimal action) and 2) the optimal action initially has a small probability value. The difference in convergence rate is more distinct in the situation where the probability of the optimal action is initially very close to 0. (This situation occurs frequently in our application. For example, while the probability of the lateral action shift left is converging to 1, a vehicle may enter the left sensor range. In this case, we need a "strong" penalty update to decrease the probability of this action, while "encouraging" the action stay in lane.) In order to have a fast update on the probability vector, the function H is set to the highest possible value [see (6) and (7)] satisfying the conditions given in (2). As seen in Table IV , when popt = 0:005; the number of iteration steps to reach popt = 0:995 is reduced drastically for relatively large values of the learning parameter :
IV. SIMULATION RESULTS
In this section, we will give the snapshots of a very short segment of the simulation (14 s) with the action probability vectors of two automata. As seen in Fig. 5 , the controlled vehicle (darker color) travels in a traffic moving from left-to-right with an speed of 88 km/h at time t = 10 s. The action probabilities for lateral and longitudinal automata (Fig. 6 ) are updated based on the sensor data received. Sensor ranges during the given simulation are d = 10 m for side sensors, and d 1 = 6 and d 2 = 12 meters for the front sensor.
Controlled vehicle that is initially in the middle lane decelerates from 90 km/h as it detects the car in front. While decelerating, the lateral action SR (shift right) is fired at around t = 15 s, due to the penalty responses received from left and front sensors. After shifting to the leftmost lane, vehicle speed increases (ACC is fired around t = 18 s) because the front sensor no longer detects any vehicle. This increase is the result of our definition of the desired speed range which is 9063 km/h (i.e., ds = 3). As soon as the car in the rightmost lane enters the front sensor range, the controlled vehicle shifts to the middle lane. It can also be seen from Fig. 6 that the probability of the action DEC increases until the moment that the lateral action SL (shift left) is fired (t 23 s). The velocity keeps increasing after B, and is necessary. Otherwise, the vehicle could not shift lanes in time because of the presence of vehicles on both sides. The slowest update rate used for both the sensor data and the decision algorithm is 25 iterations per second which is very low considering the values assumed in current AHS research [8] .
V. DISCUSSION ON RESULTS AND FURTHER RESEARCH
With its limited sensor capabilities, the vehicle cannot obtain a global view of its environment. The need for a higher layer of hierarchy (such as the link layer in [20] ) and vehicle-to-vehicle communications is inevitable. In the situation shown in Fig. 3 , one of the two possible solutions for avoiding a collision is shifting to the leftmost lane. If the vehicle is not capable of quickly changing its speed, the vehicle's decision block based on local sensor data cannot avoid an imminent collision, because action SL is prohibited by the left sensor. For similar reasons, a connection to a higher layer (of information) is necessary. Such a layer that has more complete data of the changing environment, must assist/supervise the vehicle in its actions/decisions.
In the simulations, we assumed an execution time of 0.5 s for actions in order to guarantee a comfortable acceleration for lane change maneuvers. However, the regulation layer that controls the vehicle trajectory may not always be ready to execute the recommended action. Therefore, the regulation layer must inform the planning layer about the feasibility of the actions.
The behavior of the controlled vehicle currently depends on several factors, such as frequency of update, sensor definitions, and learning parameters. For example, the vehicle sometimes changes its lane after a short period of time, and sometimes in the last possible moment.
Consider the situation shown in Fig. 7 . Controlled vehicle (V = 90 km/h) approaches two other vehicles, one in the middle lane (V = 86 km/h), the other in left lane (V = 87 km/h). Suppose that at the instant that the other vehicles are at 12.5 m (in front) and 10m (on the left) from the controlled vehicle, the probabilities of the three actions SiL, SR, and SL are equal (1/3). It is obvious that the vehicle will shift to the rightmost lane as soon as the action SR is chosen m times, in order to avoid collision (if it does not change its speed). Fig. 8 shows the effect of sensor limit d 2 ; learning parameters k and ; and processing speed on the convergence to the optimal solution. As seen in Fig. 8(a) , the decision to change lane is obtained faster if the sensor limit d 2 is higher. Since the initial headway distance is defined as 12.5 m, the response is the same for d 2 A second important factor is the learning parameters. As increases, the time to shift lane decreases, since the probability updates are faster [ Fig. 8(b) ]. The data obtained suggest that values greater than or equal to 0.04 must be used for this application. When the learning parameter k is increased, the time to shift lane decreases, this time due to faster updates when a penalty is received [ Fig. 8(c) ]. For k 10; the effect on the decision is the same. Small values of k can be used to adjust the "reaction" time. Furthermore, the effects of the learning parameters are not as significant as the sensor limit definition.
The last parameter we tested is the processing speed. If we keep the length of the memory vector for a regulation layer decision the same, increasing the frequency of the updates will of course decrease the time to reach the optimal decision. However, if the definition of this memory vector is kept the same as the processing speed (i.e., one-second memory), larger values of the processing speed increase the time to reaction [ Fig. 8(d)] . Again, the data show that doubling the processing speed (and the length of the memory vector) results in a loss of (82/25)-(101/50) = 1.26 s on the maximum, and (43.23/25)-(64.31/50) = 0.44 s on the average.
Extension to the S-model (where the teacher outputs are continuous) may help to decrease the update frequency, because it will give the automaton more time to adjust. Adjusting the parameters simultaneously for optimum results is a very difficult task, even for a simple automaton/environment pair.
The need for more complicated sensor definitions and for a "hierarchical interference" (such as commands from a higher layer [20] ) is obvious. Our research will continue toward the development of a more complex decision system. Initially, learning automata algorithms are found to be a promising tool for intelligent control of vehicles in AHS. Since highway traffic may have a heterogeneous character (i.e., automatically and manually controlled vehicles in the same highway), it is important for an automatically controlled vehicle to differentiate between "intelligent" and "dumb" vehicles. This is important because the roadside structure may not have complete information about those vehicles without communication capabilities. Therefore, a controlled vehicle must rely on its own sensors input for complete data on its immediate neighborhood in heterogeneous traffic. Also, some form of feedback from the lower/regulation layer, describing the plausibility of the action requested by the automata (planning layer), must be included in order to guarantee safe operation of the vehicle.
As a practical matter, we should note that our model of vehicle control is consistent with the current assumptions on sensors and communications capabilities. Desired sensor and communication characteristics for the controller described here are generally the same, if not lower, than the ones required by other control aspects of AHS. Some applications of longitudinal vehicle control require a communication rate of 200 Hz and headway sensors with a few centimeters resolution.
There are many ways to improve our initial controller design. Some of the issues that need investigation are as follows.
• The P-model environment may be extended to S-model in order to incorporate a priority level with the teacher outputs. The multiteacher characteristic of the environment will then show its potential application. The weighting factors and/or parameters associated with each teacher/sensor output define the "behavior" of the vehicle. The adjustment of these can be viewed as another level of learning.
• The use of two or more automata for vehicle control will move the control problem toward a multi-automata system, which could subsequently bring us to an application of game theory to interconnected automata.
• Our intelligent controller model must be incorporated with a realistic vehicle model to simulate the physical constraints of the actions to be carried out by the regulation layer. Emerging hybrid system modeling applications provide the necessary simulation platform for such applications. The parameters of the learning automata and the definition of sensor ranges, as well as the processing speed and the size of the memory vector for the regulation layer, define the behavior of a single vehicle on a highway. Simulation of vehicle flow in a single lane highway using learning automata may prove to be useful, since previous attempts using more "discrete" methods (e.g., cellular automata) and simpler control rules were successful [10] . Our approach should bring a "less discrete" model to traffic simulations, and multilane simulations would be possible.
VI. CONCLUSION
The intelligent controller for vehicle path planning described here consists of two stochastic learning automata. Using the data received from on-board sensors, each automaton can learn the best possible lateral/longitudinal action to be sent to lower layer in the control hierarchy in order to avoid collisions. This nonmodel-based adaptive method would be especially useful in situations where complete information about the flowing traffic is not provided by the higher levels of the control hierarchy. The reinforcement scheme for the learning process is designed to guarantee a fast convergence to an action that is optimal. Simulations for simultaneous lateral and longitudinal control provided encouraging results. This method is also capable of capturing the overall dynamics of the system that includes the vehicle, the driver and the roadway.
