Abstract: We give several conditions for pregaussianity of norm balls of Besov spaces defined over R d by exploiting results in Haroske and Triebel (2005) . Furthermore, complementing sufficient conditions in Nickl and Pötscher (2005), we give necessary conditions on the parameters of the Besov space to obtain the Donsker property of such balls. For certain parameter combinations Besov balls are shown to be pregaussian but not Donsker.
Introduction
Bounds for the size (measured, e.g., by metric entropy) of a subset F of the space L 2 (P) of functions square-integrable w.r.t. some probability measure P allow one to derive limit theorems for the empirical process (indexed by F ) as well as continuity properties of the (limiting) Gaussian process (indexed by F ). These bounds are often derived from smoothness conditions on the functions contained in F . Function classes that satisfy differentiability or Hölder conditions were among the first examples for pregaussian and Donsker classes, cf. Strassen and Dudley [14] , Giné [7] , Stute [15] , Marcus [11] , Giné and Zinn [8] , Arcones [1] and van der Vaart [18] . In recent years, interest in spaces of functions with 'generalized smoothness', e.g., spaces of Besov-and Triebel-type, has grown. These spaces contain the spaces defined by more classical smoothness conditions (such as Hölder(-Zygmund), Lipschitz and Sobolev spaces) as special cases and serve as a unified theoretical framework. Besov and Triebel spaces play an increasing role in nonparametric statistics, information theory and data compression, see, e.g., Donoho and Johnstone [3] , Donoho, Vetterli, DeVore and Daubechies [4] and Birgé and Massart [2] . Relatively little was known until recently about empirical and Gaussian processes on such function classes, in particular with focus on spaces defined over the whole Euclidean space R d . Building on Haroske and Triebel [10] , sufficient conditions for the parameters of the Besov space were given in [12] implying that the corresponding norm balls are Donsker classes. In the present paper, we extend and complement these results. We give necessary and sufficient conditions for the pregaussian/Donsker property of balls in Besov spaces. In certain 'critical' cases, Besov balls are shown to be pregaussian but not Donsker.
Besov spaces
For h a real-valued Borel-measurable function defined on R d (d ∈ N) and µ a (nonnegative) Borel measure on R d , we set µf := R d f dµ as well as h r,µ := ( R d |h| r dµ) 1/r for 1 ≤ r ≤ ∞ (where h ∞,µ denotes the µ-essential supremum 
Then the functions ϕ k form a dyadic resolution of unity. Let S(R d ) denote the Schwartz space of rapidly decreasing infinitely differentiable complex-valued functions and let S ′ (R d ) denote the (dual) space of complex tempered distributions on R d .. In this paper we shall restrict attention to real-valued tempered distributions T (i.e., T =T , whereT is defined viaT (φ) = T (φ) for φ ∈ S(R d )). Let F denote the Fourier transform acting on S ′ (R d ) (see, e.g., Chapter 7.6 in [13] ). Then
and any k by the PaleyWiener-Schwartz theorem (see, e.g., p. 272 in [13] ).
with the modification in case q = ∞
Define further (real) Besov spaces as
is a Banach space and the norm is independent of the choice of ϕ 0 , and, in particular, different ϕ 0 result in equivalent norms, cf. Edmunds and Triebel [6] , 2.2.1.
Remark 2. (i)
The focus in the present paper will be on s > 0, in which case it follows (e.g., from 2.3.2 in [17] ) that B s pq (R d ) consists of (equivalence classes of) pfold integrable functions. In fact, for these parameters, we could alternatively have defined the spaces B
(ii) We note that T s,p,q,λ < ∞ if and only if T s,p,q,λ
holds for some 1 ≤ c < ∞ and for every T ∈ S ′ (R d ). As a consequence, one can easily carry over results for complex Besov spaces to real ones and vice versa.
(iii) At least for positive s, there are many equivalent norms on B s pq (R d ), some of them possibly more common than the one used in Definition 1; see, e.g., Remark 2 in [12] . In particular, the Hölder-Zygmund Spaces are identical (up to an equivalent norm) to the spaces B 
(again normed by · s,p,q,λ ) by collecting the continuous representatives.
Throughout the paper we shall use the following notational agreements: We define the function x γ = (1 + x 2 ) γ/2 parameterized by γ ∈ R, where x is an element of R d and where · denotes the Euclidean norm. Also, for two real-valued functions a(·) and b(·), we write a(ε) b(ε) if there exists a positive (finite) constant c not depending on ε such that a(ε) ≤ cb(ε) holds for all ε > 0. If a(ε) b(ε) and b(ε) a(ε) both hold we write a(ε) ∼ b(ε). [In abuse of notation, we shall also use this notation for sequences a k and b k , k ∈ N as well as for two (semi)norms · X,1 and · X,2 on a vector space X.]
Main results
Let (S, A, µ) be some probability space and let P be a (Borel) probability measure on
will be called P-pregaussian if such a Gaussian process G can be defined such that for every s ∈ S, the map f −→ G(f, s) is bounded and uniformly continuous w.r.t. the semimetric ρ from F into R. For further details see p.92-93 in [5] .
Let P n = 1/n n i=1 δ Xi denote the empirical measure of n independent R d -valued random variables X 1 , . . . , X n identically distributed according to some law P. [We assume here the standard (canonical) model as on p.91 in [5] 
The class F is said to be P-Donsker if it is P-pregaussian and if ν n converges in law in the space ℓ ∞ (F ) to a (generalized) Brownian bridge process over F , cf. p.94 in [5] . Here ℓ ∞ (F ) denotes the Banach space of all bounded real-valued functions on F . If F is P-Donsker for all probability measures P on R d , it is called universally Donsker.
In [12] , Corollary 5, Proposition 1 and Theorem 2, the following results were proved. [Clearly, one may replace U by and bounded subset of B 
Let P be a probability measure on R d .
1. Let 1 ≤ p ≤ 2 and s > d/p. Then U is P-Donsker, and hence also Ppregaussian.
Then U is P-Donsker, and hence also P-pregaussian. 3. Let d = q = 1, 1 ≤ p < 2 and s = 1/p. Then U is P-Donsker, and hence also P-pregaussian.
In the present paper we show on the one hand that, if one is interested in the pregaussian property only, the conditions of Proposition 3 can be substantially weakened. On the other hand, we show that Proposition 3 is (essentially) best possible w.r.t. the Donsker property: It turns out that s ≥ max(d/p, d/2) always has to be satisfied for U to be P-Donsker and that the moment condition in Part 2 of Proposition 3 cannot be improved upon. We also give a rather definite picture of the limiting case s = d/p (where only the cases q = 1 and d > 1, as well as p = 2 and q = 1, will remain undecided).
The pregaussian property
We first discuss the pregaussian property in the 'nice' case s > max(d/p, d/2): If s > d/p and p ≤ 2, Proposition 3 implies that the unit ball of the Besov space is pregaussian for every probability measure. On the other hand, maybe not surprisingly, if the integrability parameter p of the Besov space is larger than 2, Proposition 1 requires an additional moment condition on the probability measure to obtain the pregaussian property. The following theorem shows that this additional moment condition is also necessary (for most probability measures possessing Lebesguedensities). [Note that s > d/2 ensures also that s > d/p holds, so the condition Proof. Note first that U is a bounded subset of C(R d ) (see, e.g., Proposition 3 in [12] ) and hence also of
Hence we have for the metric entropy (see Definition 9 in the Appendix) that
holds. We obtain a lower bound of order ε −α for the r.h.s. of the above display from Corollary 12 in the Appendix upon setting γ = (d − 2δ)/2 in that corollary. Since
where Z is a standard normal variable independent of G. It is easily seen that this process has covariance EL(f )L(g) = Pf g. Since a > 2 and since P possesses a Lebesgue-density, we can apply the Sudakov-Chevet minoration (Theorem 2.3.5 in [5] ) which implies that the process L is µ-a.s. unbounded on U. Since sup f ∈U |Pf | < ∞ holds, we have that sup f ∈U |L(f )| = ∞ µ-a.s. implies sup f ∈U |G(f )| = ∞ µ-a.s. This proves that U is not P-pregaussian.
The set U is uniformly bounded (in fact, for p < ∞, any f ∈ U satisfies lim x →∞ f (x) = 0, see Proposition 3 in [12] ), but nevertheless one needs a moment condition on the probability measure to obtain the pregaussian property.
Proof. Note first that U is a bounded subset of L 2 (R d , λ) (by Proposition 11 and (4) in the Appendix) and hence also of
by Hölder's inequality. Hence we apply Corollary 12 in the Appendix with γ = d/2 to obtain
where α = d/s if s − d/p < 0 and α = p if s − d/p > 0 and where we have used that P is absolutely continuous w.r.t. Lebesgue measure λ. In both cases we have α < 2. Hence we can apply Theorem 2.6.1 in [5] to obtain (a.s.) sample-boundedness andcontinuity of the process L (defined in the proof of Theorem 4 above) on U w.r.t. the
is also (a.s.) samplebounded and -continuous on U and hence we obtain the P-pregaussian property for U by the same reasoning as on p.93 in [5] . Note that any probability measure P that possesses a bounded density which is eventually monotone, or a bounded density with polynomial or exponential tails, satisfies the condition of the theorem. [We note that at least for the special case d = q = 1, s = 1/p, p < 2, the condition on P can be removed by Proposition 3.] The following theorem deals with the remaining cases and shows that s ≥ d/2 always has to be satisfied (irrespective of p) to obtain the pregaussian property. 
We first handle the case p = 1. 
, so U cannot be P-pregaussian. We now turn to p > 1. We first treat the case s = d/2−ε where ε > 0 is arbitrary subject to
by Proposition 11 and (4) in the Appendix and hence also of L 2 (R d , P) since ϕ is bounded. We now obtain a metric entropy lower bound for U in
holds. By 3.3.3/1 in [6] , we obtain the entropy number (see Definition 8 in the Appendix) e k, id(U |Ω ), · 0,2,∞,|Ω ∼ k −s/d .
Now by Lemma 1 as well as expression (4) in the Appendix we obtain
But since s < d/2 holds by assumption, this (together with (1)) implies that sup f ∈U |G(f )| = ∞ µ-a.s. by the same application of the Sudakov-Chevet minoration as in the proof of Theorem 4 above, noting that sup f ∈U |Pf | < ∞ holds since U is bounded in L 2 (R d , P). Hence U is not P-pregaussian in this case. The remaining cases s − ε with ε ≥ d − d/p now follow from the continuous imbedding B
Observe that P in the above theorem could be compactly supported, so the pregaussian property cannot be restored by a moment condition. Inspection of the proof shows that a similar negative result can be proved for the unit ball of a Besov space over any subdomain of R d (that possesses a suitably regular boundary).
The limiting case p = 2, 1 ≤ q ≤ ∞, s = d/2 remains open: Here, one would have to go to the logarithmic scale of metric entropy rates, in which case it is known that metric entropy conditions are not sharp in terms of proving the pregaussian property, see p.54 in [5] . At least for q ≥ 2 we conjecture that the unit ball of B d/2 2q (R d ) is not P-pregaussian for absolutely continuous probability measures possessing a bounded density.
The Donsker property
In this section we show that Proposition 3 is (essentially) best possible in terms of the Donsker property for norm balls in Besov spaces. We first discuss the 'nice' case s > max(d/p, d/2). If p ≤ 2, Part of Proposition 3 is certainly best possible (since then Besov balls are universally Donsker). Since P-Donsker classes must be Ppregaussian, the moment condition in Part 2 (p > 2) of Proposition 3 is (essentially) necessary in view of Theorem 4 above. For the case p = q = ∞, these findings imply known results for Hölder and Lipschitz classes due to Giné and Zinn [8] , Arcones [1] and van der Vaart [18] ; cf. also the discussion in Remark 5 in [12] .
We now turn to the critical cases s ≤ d/p and/or s ≤ d/2. Since Donsker classes need to be pregaussian, Theorem 6 implies that s ≥ d/2 always has to be satisfied (at least for the class of probability measures defined in that theorem).
On the other hand, for 1 ≤ p < 2 we showed in Theorem 5 that norm balls of B On the other hand, the following theorem shows that the function classes that were shown to be pregaussian in Theorem 5 are in fact not P-Donsker for probability measures P possessing a bounded density if s < d/p, or if s = d/p but q > 1 hold. The proof strategy partially follows the proof of Theorem 2.3 in [11] . Proof. We first consider the case s = d/p but q > 1. By Theorem 2.6.2/1 in [16] 
for |x| ∈ (0, ε] and some 0 < ε < 1. We may assume w.l.o.g. ψ s,p,q,λ ≤ 1. Since (F ψ(· − y))(u) = e −iyu F ψ(u) holds, inspection of Definition 1 shows that 
, so we have sup f ∈U |Pf | < ∞ by using the Cauchy-Schwarz inequality. Conclude that
holds λ-a.e. Since P is absolutely continuous, we have that U is not a P-Donsker class since t 2 P(M P > t) → 0 is necessary for the P-Donsker property to hold for U (see, e.g., Proposition 2.7 in [9] ). The remaining cases follow from the continuous imbedding
At least on the sample space R d we are not aware of any other ('constructive') examples for pregaussian classes that are not Donsker: The above theorem shows that the empirical process does not converge in law in ℓ
. However, if p < 2 and s > d/2 a sample-bounded and -continuous Brownian bridge process can be defined on U by Theorem 5 above.
Inspection of the proof shows that a similar negative result can be proved for the unit ball of a Besov space defined over any (non-empty) subset Ω of R d (at least if Ω has regular boundary). Note that the above theorem also implies for the case p = 2, s = d/2 (not covered in Section 3.1) that the unit ball of B We then have for the metric entropy
Proof. The inequality H (ε) ≤ C 1 ε −α is part of the proof of Theorem 1 in [12] . The lower bound follows from an obvious inversion of the argument.
We next state a special case of more general results due to Haroske and Triebel [10] . Here we use weighted Besov spaces B Proof. The first imbedding follows from Theorem 4.2.3 in [6] . The remaining claims of the proposition are proved in Theorem 4.1 in [10] for complex Besov spaces noting that the norms used in that reference are equivalent to the weighted norm (·) x −γ 0,2,q2,λ used here; cf. Theorem 4.2.2 in [6] . The proposition for real Besov spaces follows from Lemma 1 in [12] , see also the proof of Proposition 2 in the latter paper.
Finally, we obtain the following corollary. [Here, and in other proofs of the paper, we use the obvious fact that metric entropy is not increased under Lipschitztransformations between normed spaces (e.g., linear and continuous mappings); cf. also Lemma 2 in [12] ]. 
