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Complexity of dynamics is at the core of quantum many-body chaos and exhibits a hierarchical
feature: higher-order complexity implies more chaotic dynamics. Conventional ergodicity in ther-
malization processes is a manifestation of the lowest order complexity, which is represented by the
eigenstate thermalization hypothesis (ETH) stating that individual energy eigenstates are thermal.
Here, we propose a higher-order generalization of the ETH, named the k-ETH (k = 1, 2, . . . ), to
quantify higher-order complexity of quantum many-body dynamics at the level of individual energy
eigenstates, where the lowest order ETH (1-ETH) is the conventional ETH. The explicit condition
of the k-ETH is obtained by comparing Hamiltonian dynamics with the Haar random unitary of
the k-fold channel. As a non-trivial contribution of the higher-order ETH, we show that the k-
ETH with k ≥ 2 implies a universal behavior of the kth Re´nyi entanglement entropy of individual
energy eigenstates. In particular, the Page correction of the entanglement entropy originates from
the higher-order ETH, while as is well known, the volume law can be accounted for by the 1-ETH.
We numerically verify that the 2-ETH approximately holds for a nonintegrable system, but does
not hold in the integrable case. To further investigate the information-theoretic feature behind
the k-ETH, we introduce a concept named a partial unitary k-design (PU k-design), which is an
approximation of the Haar random unitary up to the kth moment, where partial means that only a
limited number of observables are accessible. The k-ETH is a special case of a PU k-design for the
ensemble of Hamiltonian dynamics with random-time sampling. In addition, we discuss the relation-
ship between the higher-order ETH and information scrambling quantified by out-of-time-ordered
correlators. Our framework provides a unified view on thermalization, entanglement entropy, and
unitary k-designs, leading to deeper characterization of higher-order quantum complexity.
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I. INTRODUCTION
Generic nonintegrable quantum many-body systems
grow into more and more complex states as time evolves,
which is the essence of chaos in isolated quantum sys-
tems; a simple and precise characterization of higher-
order complexity of many-body Hamiltonian dynamics
is desirable for deeper understanding of quantum chaos.
Recently, several fundamental notions have attracted
much attention regarding this problem. One is quantum
ergodicity — the equivalence between the long-time aver-
age and the thermal average —, which is phrased in terms
of the eigenstate thermalization hypothesis (ETH) [1–4].
The ETH states that the expectation value of an observ-
able in an energy eigenstate equals its thermal average,
which is regarded as representing the lowest order com-
plexity of chaotic dynamics.
Another fundamental notion is a unitary k-design,
which is an ensemble of unitary operators that simu-
lates the Haar random unitary (HRU) up to the kth mo-
ment [5–7]. The HRU requires an exponential number
of quantum gates to implement, because it is the most
random dynamics with full complexity [8], while unitary
k-designs can be approximately implemented by using
a polynomial number of quantum gates [9–11]. It has
been argued that unitary k-designs have the fundamental
relationship with information scrambling [12–17] quanti-
fied by out-of-time-ordered correlators (OTOCs) [18–25],
which is originally motivated by the black hole informa-
tion paradox [26–28]. There are also several studies that
discussed the relationship between thermalization and in-
formation scrambling in quantum chaotic systems [29–
39].
In this paper, we propose a unified framework for the
ETH and unitary k-designs by introducing a higher-order
generalization of the ETH, named the k-ETH (see Fig. 1).
The lowest order of the k-ETH, i.e., 1-ETH, is nothing
but the conventional ETH. For k ≥ 2, the k-ETH repre-
sents higher-order complexity than the conventional er-
godicity. Our formulation is based on the expectation
that chaotic dynamics share common properties with the
HRU at the level of the higher-order moments described
by unitary designs. We derive the explicit condition of
the k-ETH by considering a k-replicated system and k-
fold channels (i.e., a standard technique to deal with the
kth moment of dynamics in unitary k-designs). We point
out, however, that the relevance of the k-ETH to the
kth order information scrambling quantified by 2k-point
OTOCs [12, 13] is not straightforward.
We show that the k-ETH (k ≥ 2) leads to the univer-
sal subsystem-size dependence of the kth Re´nyi entangle-
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FIG. 1: Hierarchy of the k-ETH and PU k-designs. The 1-
ETH and a PU 1-design reflect the lowest-order complexity
of chaotic dynamics, i.e., thermalization. The 1-ETH also
implies that the volume law of the eigenstate entanglement
entropy. For k ≥ 2, the k-ETH characterizes higher-order
complexity related to the Page curve of the k-REE.
ment entropy (k-REE) of individual energy eigenstates
at infinite temperature. For the k-REE of local regions,
the leading term of the k-ETH leads to the volume law,
which can also be derived from the 1-ETH [40]. On the
other hand, for the k-REE of a non-local region (e.g., the
half of a spin chain), the subleading term of the k-ETH
becomes dominant and gives a non-negligible correction
to the volume law, which corresponds to the Page cor-
rection [41]. Thus, we see that the Page correction for a
single energy eigenstate is understood as a unique contri-
bution from the higher-order ETH. More generally, the
finite-temperature Page curve of the k-REE [42–44] is
obtained from the k-ETH at finite temperature.
By using numerical exact diagonalization, we verified
that the 2-ETH holds for the XXZ ladder model [45–
47]. We found that, in the nonintegrable case, the error
of the 2-ETH for a local observable scales as d−a with
a ∼ 0.5, while as d−a with a ∼ 1 for a non-local observ-
able, where d is the dimension of the energy shell. On
the other hand, we found that the 2-ETH does not hold
even approximately for an integrable model. These re-
sults imply that the connection between nonintegrability
and quantum chaos is true even at a higher-order level
than conventional ergodicity.
To look into a more quantum-information theoretic
ground of the k-ETH, we introduce a partial unitary k-
design (PU k-design), which is a slight generalization of
a unitary k-design. It is shown that Hamiltonian dynam-
ics are not unitary designs with random-time sampling,
because the energy conservation does not allow random-
izing any energy eigenstate even in the first moment [12].
However, as long as only a limited number of observ-
ables are observed, it is possible that dynamics can be
almost indistinguishable from the HRU, even if the un-
derlying unitary dynamics itself is not HRU and not even
a unitary design. We formalize such partial imitation of
the HRU by a PU k-design. A conventional unitary k-
3design is also a PU k-design where all of the observables
are observed. Then, we show that the k-ETH is a con-
sequence of a PU k-design where the ensemble is given
by the random-time sampling of Hamiltonian dynamics.
In particular, from the perspective of a PU k-design, we
specify the set of observables that satisfy the exact k-
ETH.
This paper is organized as follows. In Sec. II, we in-
troduce the notation and give the definition of the HRU
and the k-fold channel as a preliminary. In Sec. III, we
introduce the k-ETH and discuss its relationship to in-
formation scrambling. In Sec. IV, we derive the Page
curve of the k-REE on the basis of the k-ETH. In Sec. V,
we numerically confirm the 2-ETH for the nonintegrable
model. In Sec. VI, we define PU k-designs and show spe-
cial examples. In Sec. VII, we summarize our results and
discuss future perspectives. In Appendix A, we provide
the detail of the proofs of our results. In Appendix B, we
consider the k-ETH in the presence of a unitary symme-
try as well as an anti-unitary symmetry. In Appendix C,
we show the derivation of the Page curve of the operator-
space entanglement entropy (OSEE) from the k-ETH. In
Appendix D, we provide supplemental numerical results.
II. PRELIMINARIES
In this section, we briefly overview fundamental con-
cepts regarding random unitary dynamics [48], and set
our notations used in this paper. In particular, we focus
on the HRU and the k-fold channel.
Let H be a d-dimensional Hilbert space, B(H) be the
set of linear operators on H, and U(H) be the set of uni-
tary operators onH. The HRU is the ensemble of unitary
operators sampled according to the Haar measure. It is
defined as the normalized left and right invariant measure
on U(H):∫
dU = 1,
∫
f(V U)dU =
∫
f(UV )dU =
∫
f(U)dU,
(1)
for all continuous functions f and for all V ∈ U(H). It
is known that such a measure is unique. We denote the
ensemble of the HRU by H.
Let ν be an arbitrary ensemble of unitaries sampled
from U(H). We denote the ensemble average of f(U)
with U ∈ U(H) over ν by EU∼ν [f(U)]. If ν = {pj , Uj}
is a discrete ensemble, where unitary Uj is sampled with
probability pj , the ensemble average is given by
EU∼ν [f(U)] :=
∑
j
pjf(Uj). (2)
If ν = {p(U), U} is a continuous ensemble, where p(U) is
a probability density, then
EU∼ν [f(U)] :=
∫
dUp(U)f(U). (3)
FIG. 2: A graphical depiction of the k-fold channel (4). Each
horizontal line represents a single Hilbert spaceH, and “time”
flies from right to left.
It is convenient to consider k replicas of H to treat the
kth moment of ν. The k-fold channel Φ
(k)
ν with respect
to ν is defined as
Φ(k)ν (O) := EU∼ν
[
U†⊗kOU⊗k
]
, (4)
where O ∈ B(H⊗k) is an arbitrary operator acting on
the k replicas (see Fig. 2 for a graphical representation).
The k-fold channel has all the information about the kth
moment of ν, and is used to define unitary k-designs [5–
7], as will be discussed in Sec. VI.
We next show the explicit form of the k-fold channel
of the HRU. Let Sk be the symmetric group of degree k.
We introduce a permutation operator Wpi as a unitary
representation of a permutation pi ∈ Sk, which acts on k
replicas as
Wpi |i1, i2, . . . , ik〉 = |ipi(1), ipi(2), . . . , ipi(k)〉 (5)
with |i1〉 , |i2〉 , . . . , |ik〉 ∈ H. Due to the unitary in-
variance (1) of the Haar measure, Φ
(k)
H (O) is invari-
ant under any k-fold unitary conjugation Φ
(k)
H (O) 7→
U†⊗kΦ(k)H (O)U
⊗k. From the Schur-Weyl duality [49], this
implies that Φ
(k)
H (O) is given by a linear combination of
permutation operators. Thus, we can write the k-fold
channel of the HRU as
Φ
(k)
H (O) =
∑
pi,τ∈Sk
Wgpi,τ (d)tr [WτO]Wpi, (6)
where Wgpi,τ (d) is the Weingarten matrix [50, 51], which
is the inverse of the matrix whose elements are given by
Qpi,τ (d) := tr [WpiWτ ].
The simplest case is the 1-fold channel, which is given
by
Φ
(1)
H (O) =
tr [O]
d
I, (7)
where I is the identity operator on H, and tr [O] /d is
the expectation value of O in the maximally mixed state
I/d. The 2-fold channel is given by
Φ
(2)
H (O) =
dtr [O]− tr [SO]
d(d2 − 1) I
⊗2 +
dtr [SO]− tr [O]
d(d2 − 1) S,
(8)
4where S is the swap operator between the two replicas
of H. As is Fig. 2, the swap operator can be graphically
represented as
S = , (9)
where the upper and lower lines describe the two replica
systems.
III. HIGHER-ORDER ETH
In this section, we investigate a higher-order general-
ization of the ETH. Our basic idea is that chaotic Hamil-
tonian dynamics can imitate the HRU in the long time
run, as long as one observes a few particular observables.
The condition of the k-ETH is obtained by using the k-
fold channel discussed in Sec. II.
A. Long time ensemble
First of all, we introduce the long-time ensemble
(LTE), which is the ensemble of unitaries given by the
random-time sampling of Hamiltonian dynamics and de-
scribes the late-time behavior of the dynamics. We con-
sider a quantum many-body system on a lattice with N
sites in any spatial dimension. We assume that there is
no symmetry and no local conserved quantities except
for the Hamiltonian itself. We restrict Hamiltonian dy-
namics to the energy shell defined below, reflecting the
energy conservation.
LetH be a Hilbert space spanned by energy eigenstates
contained in the energy shell
IE := [E −∆E,E]. (10)
Here, ∆E is the width of the energy shell and is inde-
pendent of N . The dimension of H is denoted by d
as before, which is exponentially large in N . We as-
sume that, for simplicity, the Hamiltonian has no de-
generacy, and denote an eigenenergy contained in IE by
Ei (i = 1, . . . , d) and the corresponding eigenstate by
|Ei〉. Then, the Hamiltonian acting on H is written as
H :=
∑d
i=1Ei |Ei〉 〈Ei|.
The LTE, denoted as L, is the ensemble parametrized
by time t as
L := {e−iHt}t∈(0,∞). (11)
Throughout this paper, we set ~ = 1. As seen from
the above definition, the LTE L describes the uniform
sampling of time for Hamiltonian dynamics in the long-
time limit. The ensemble average of a function f with
respect to L is given by
EU∼L [f(U)] = lim
τ→∞
1
τ
∫ τ
0
f(e−iHt)dt. (12)
We note that, because of the Poincare´’s recurrence the-
orem [52, 53], e−iHt will return to the identity within an
arbitrarily small error at some point. By considering the
LTE, however, we can ignore the effect of shot time in-
tervals in which recurrences occur, and can characterize
the typical behavior of e−iHt at late times.
A simplest characterization of complexity of the LTE is
quantum ergodicity. Among several definitions of quan-
tum ergodicity [4, 54], we adopt a definition that is di-
rectly related to the ETH [1–4]: For a given observable
O ∈ B(H), the LTE L satisfies quantum ergodicity, if the
corresponding 1-fold channel satisfies
Φ
(1)
L (O) = Φ
(1)
H (O), (13)
where H is the HRU on H. The left-hand side above is
the long-time average of the Heisenberg evolution of O,
which is given by
Φ
(1)
L (O) = limτ→∞
1
τ
∫ τ
0
O(t)dt =
∑
i
|Ei〉 〈Ei|O|Ei〉 〈Ei| .
(14)
This definition is similar to that of classical ergodic-
ity, stating that the long-time average equals the micro-
canonical average. We note that the validity of Eq. (13)
depends on the choice of an observable O, while clas-
sical ergodicity is usually regarded as an observable-
independent concept [54].
On the other hand, the ETH (strictly speaking, the
strong ETH [55]) states that for all Ei in the energy
shell (10),
〈Ei|O|Ei〉 = 〈O〉mc , (15)
where 〈O〉mc := d−1
∑d
i=1 〈Ei|O|Ei〉 is the microcanoni-
cal ensemble average of O. The ETH (15) is equivalent
to quantum ergodicity in the sense of Eq. (13), as seen
from Eq. (7) and Eq. (14).
B. Definition of k-ETH
We now formulate the higher-order extension of quan-
tum ergodicity (13) and the ETH (15). We consider k
replicas of H and the k-fold channel (4). For a given
operator O ∈ B(H⊗k), we say that the LTE L satisfies
the kth-order quantum ergodicity, if the corresponding
k-fold channel satisfies
Φ
(k)
L (O) = Φ
(k)
H (O). (16)
Equation (16) implies that the LTE is indistinguishable
from the HRU as long as only O is observed.
To derive a formula for the k-ETH, for simplic-
ity, we assume the incommensuration of the en-
ergy spectrum [56, 57]: The spectrum of H is kth-
incommensurate, if
∑k
l=1(Eil−Ejl) = 0 holds only when
5(i1, . . . , ik) is a permutation of (j1, . . . , jk). This con-
dition is a generalization of the non-resonance condi-
tion [58, 59] and ensures the absence of resonances in
e−iHt. The kth-incommensuration is also equivalent to
that the LTE is indistinguishable from the ensemble of
random unitaries that are diagonal in the energy eigen-
basis, given by U =
∑
j e
iφj |Ej〉 〈Ej | with φj distribut-
ing uniformly over [0, 2pi], up to the kth moment, (i.e.,
a diagonal-unitary k-design [11, 60, 61]). We can ex-
pect that generic nonintegrable systems have incommen-
surate spectrum, while integrable systems do not in gen-
eral [56, 57].
Under the kth incommensurate condition, we ob-
tain the following necessary and sufficient condition for
Eq. (16) : for any i1, . . . , ik and σ ∈ Sk,
〈Ei1 . . . Eik |O|Eiσ(1) . . . Eiσ(k)〉
=
∑
pi,τ∈Sk
δpiσ(i)Wgpi,τ (d)tr [WτO] , (17)
where δσ(i) := δi1iσ(1) . . . δikiσ(k) . The proof is presented
in Appendix A 1. We call Eq. (17) the k-ETH for O. For
k = 1, we recover the conventional ETH (15), which can
be referred to as the 1-ETH. Although the 1-ETH con-
cerns only the diagonal elements of O, the k-ETH with
k ≥ 2 gives a condition about the off-diagonal elements
as well, which will be explicitly shown for k = 2 later.
We note that, we need to project O in right-hand side of
Eq. (17) to the Hilbert spaceH⊗k of the energy shell (10).
As will be discussed in Sec. IV in detail, the k-ETH
(k ≥ 2) gives a non-negligible contribution in the case of
non-local operators acting among multiple replicas. For
example, we will show that the k-ETH of the partial swap
operator leads to the Page correction of the k-REE. In
such a case, the k-ETH cannot reduce to the conventional
ETH, which is the situation that we mainly focus on in
this paper. On the other hand, if the operator is given
by a tensor product of the replicas, i.e., O = A⊗k with
A ∈ B(H), the k-ETH reduces to the 1-ETH and the
off-diagonal ETH [2, 4] up to the subleading correction,
as shown below.
Let O = A⊗k. Then, the k-ETH (17) is rewritten as
Ai1iσ(1) · · ·Aikiσ(k)
=
∑
pi,τ∈Sk
δpiσ(i)Wgpi,τ (d)
c(τ)∏
m=1
tr
[
Alm(τ)
]
, (18)
where Aij := 〈Ei|A|Ej〉, c(τ) is the number of cycles
in the representation of τ of the products of cycles, and
lm(τ) is the length of the mth cycle. We now consider the
asymptotic behavior of the right-hand side of Eq. (18)
with d → ∞, where we use the Landau symbol O(·).
Assuming that 〈Al〉mc := tr
[
Al
]
/d = O(1) for any l =
1, . . . , k, we have
Ai1iσ(1) · · ·Aikiσ(k)
=
{
〈A〉kmc +O(d−1) for i1 = iσ(1), . . . , ik = iσ(k)
O(d−1) otherwise.
(19)
The proof of this is again given in Appendix A 2. For
k ≥ 2, this result implies that Aii → 〈A〉mc and Aij =
O(d−1/2) (i 6= j) in the limit of d → ∞. The former is
equivalent to the 1-ETH (15), and the latter is the scaling
consistent with the off-diagonal ETH [2, 4]. In this sense,
the k-ETH for A⊗k reduces to the conventional ETH.
We remark that a specific case of the higher-order ex-
tension of the ETH is also discussed in Ref. [62]. They
derived the higher-order ETH for the product of k ma-
trix elements with cyclic indices, i.e., Ai1i2Ai2i3 . . . Aiki1 .
This is a specific case of Eq. (18) where σ is a cyclic
permutation, which reduces to the conventional ETH as
discussed above. On the other hand, our proposal (17)
is more general and applicable to the operators which
cannot be represented as a tensor product of operators
acting on the individual Hilbert spaces.
As is the case for the 1-ETH, the k-ETH (17) does
not exactly hold for generic many-body but finite-size
systems. Thus, an important point is whether Eq. (17)
asymptotically holds in the limit of d→∞, which brings
us to investigate the finite-size scaling of the error in
Eq. (17), as will be discussed in Sec. III C.
We note that the k-ETH differs from the 1-ETH of
k-replicas with Hamiltonian Hk := H ⊗ I⊗(k−1) + · · · +
I⊗(k−1) ⊗H. In fact, the corresponding 1-ETH is given
by
〈Ei1 . . . Eik |O|Ei1 . . . Eik〉 =
tr [O]
dk
. (20)
The right-hand-side of Eq. (20) is the average of O in
the maximally mixed state of H⊗k, which does not equal
the right-hand side of Eq. (17). If |Ei1〉 , . . . , |Eik〉 were
independent and identically distributed (i.i.d.) random
states, Eq. (20) would be true. In reality, however, energy
eigenstates are not independent due to their orthogonal-
ity condition. This fact does not affect the first moment
(and thus the 1-ETH), while cannot be ignored for the
higher moments (and thus the higher-order ETH).
We finally note that Eq. (16) is very similar to the defi-
nition of a unitary k-design, which requires that Eq. (16)
holds for all operators. Indeed, we discuss the relation-
ship between the k-ETH and unitary k-designs in Sec. VI.
C. Approximate k-ETH
As already mentioned, the k-ETH does not exactly
hold in general when d is finite. Thus, the validity of
the k-ETH should be investigated through the scaling
6of the system-size dependence. We can say that the k-
ETH approximately holds when the error of the k-ETH
vanishes in d → ∞. In the following, we introduce the
indicator to evaluate the error of the k-ETH in a similar
fashion to the 1-ETH.
For the 1-ETH, several indicators of the ETH have
been proposed for numerical studies [45, 63–68]. Among
them, we here focus on the indicator [65]
I1(O) := max
i∈{1,...,d}
|〈Ei|O|Ei〉 − 〈O〉mc| . (21)
The 1-ETH is true in the strong sense (i.e., there does
not exist any non-thermal energy eigenstate), if and only
if I1(O) vanishes with d → ∞. Here, we used the as-
sumption that the width of the energy shell ∆E is O(1).
We note that I1(O) is the strongest indicator of the ETH,
because I1(O)→ 0 implies the decay of the other indica-
tors [55]. In particular, it has been numerically confirmed
that I1(O) decays in generic nonintegrable systems in the
absence of any exceptional “scar” state [69–71], while
does not decay in integrable systems [65].
We now introduce an indicator of the k-ETH as a nat-
ural generalization of I1(O). For O ∈ B(H⊗k), we define
Ik(O) := max
i1,...,ik∈{1,...,d}
σ∈Sk
|∆(i1, . . . , ik;σ)| , (22)
where ∆(i1, . . . , ik;σ) is the difference between the both-
hand sides of Eq. (17), i.e.,
∆(i1, . . . , ik;σ) = 〈Ei1 . . . Eik |O|Eiσ(1) . . . Eiσ(k)〉
−
∑
pi,τ∈Sk
δpiσ(i)Wgpi,τ (d)tr [WτO] .
(23)
We note that Ik(O) equals the maximum norm of op-
erator ∆(k)(O) := Φ
(k)
L (O) − Φ(k)H (O). The k-ETH (17)
exactly holds if and only if Ik(O) = 0. The validity
of the k-ETH for many-body systems can be judged by
looking at weather Ik(O) converges to 0 with d → ∞.
Thus, we say that the k-ETH is approximately true, if
limd→∞ Ik(O) = 0. On the other hand, we say that the
exact k-ETH is true if Ik(O) = 0.
We note that the approximate k-ETH is typically true
for random operators. To see this, we consider the uni-
formly random sampling of operator O from the nor-
malized operator space of B(H⊗k) with respect to the
Hilbert-Schmidt norm ‖O‖2HS := d−ktr[O†O]. Then, we
can show that
Ik(O) = O(d−k/2+δ) (24)
holds with a probability close to 1, where δ > 0 is an arbi-
trary positive constant (see Appendix A 3 for the proof).
For k = 1, Eq. (24) recovers the known result for the
1-ETH, I1(O) = O(d−1/2+δ) [72].
To obtain the above scaling (24), the operator O is
sampled from the operator space on H⊗k. Thus, we ex-
pect that the scaling (24) can be confirmed in noninte-
grable systems, by choosing O as a generic operator that
is not in the tensor product form O = A⊗k and collec-
tively acts on the k replicas. Indeed, we will numerically
show the scaling of Eq. (24) with k = 2 for a non-local
partial swap operator in Sec. V.
On the other hand, if the operator is given by the ten-
sor product form O = A⊗k, it does not correspond to a
typical operator on B(H⊗k), and thus exhibits a different
scaling from Eq. (24). In fact, random matrix theory for
the Hamiltonian predicts that |Aii − 〈A〉mc| = O(d−1/2)
and |Aij | = O(d−1/2) (i 6= j) [4]. Thus, from Eq. (19),
|Akii − 〈A〉kmc | = O(d−1/2) leads to Ik(A⊗k) = O(d−1/2)
for |〈A〉mc| = O(1), and |Aii| = O(d−1/2) leads to
Ik(A
⊗k) = O(d−1) for 〈A〉mc = 0. If |〈A〉mc| = O(1)
and k ≥ 2, this scaling is different from that obtained
for random operators (24), because A⊗k is not a typi-
cal operator in B(H⊗k) as mentioned above. In fact, the
measure of operators given by the tensor product form
in B(H⊗k) is zero. More generally, if O is a linear com-
bination of O(1) operators in the form of A⊗k, we have
the above scaling.
In addition, we consider the case that the microcanon-
ical average itself scales as |〈A〉mc| = O(d−α) with some
constant 0 ≤ α < 1/2. As an example, let us con-
sider the microcanonical average of a local Pauli oper-
ator at infinite temperature. Its average is exactly zero
if we take the average over the completely mixed state
of the entire Hilbert space (i.e., the microcanonical av-
erage including negative temperature states). On the
other hand, if we take the microcanonical average with
the energy shell (10), the average can deviate from zero
because of the finite-size effect. These averages coincide
in the thermodynamic limit because of the equivalence
of ensembles [73, 74], and thus we can expect the above-
mentioned scaling. In this case, we have |Akii−〈A〉kmc | =
O(d−1/2−α(k−1)), and thus
Ik(A
⊗k) = O(d−1/2−α(k−1)). (25)
D. 2-ETH
As a special case, we consider the 2-ETH in detail. For
k = 2, the general condition (17) reduces to
〈EiEi|O|EiEi〉 = tr [O] + tr [SO]
d(d+ 1)
, (26)
〈EiEj |O|EiEj〉 = dtr [O]− tr [SO]
d(d2 − 1) (i 6= j), (27)
〈EiEj |O|EjEi〉 = dtr [SO]− tr [O]
d(d2 − 1) (i 6= j), (28)
where O ∈ B(H⊗2), and S is the swap operator (9). In
the above condition, there are totally d2 equalities for the
diagonal elements of O (Eqs. (26) and (27)) and d2 − d
equalities for the off-diagonal elements of O (Eq. (28)).
As a specific (and not generic) case, let O = A⊗2 with
7A ∈ B(H). In this case, Eqs. (26)-(28) reduce to
AiiAii = 〈A〉2mc +
〈A2〉mc − 〈A〉2mc
d+ 1
, (29)
AiiAjj = 〈A〉2mc −
〈A2〉mc − 〈A〉2mc
d2 − 1 (i 6= j), (30)
AijAji =
d(〈A2〉mc − 〈A〉2mc)
d2 − 1 (i 6= j), (31)
where we used tr
[
SA⊗2
]
= tr
[
A2
]
= d 〈A2〉mc. We note
that these equalities has been obtained from random ma-
trix theory in Ref. [75]. We remark that the 2-ETH for
A⊗2 is not exactly compatible with the 1-ETH for A.
In fact, the 1-ETH for A gives AiiAjj = 〈A〉2mc for all
i, j. This deviates from the 2-ETH by the second terms
on the right-hand sides of Eqs. (29) and (30), which are
not zero in general. With d → ∞, however, these terms
vanish if 〈A〉mc = O(1) and 〈A2〉mc = O(1). Therefore,
the 2-ETH is compatible with the 1-ETH only approxi-
mately. In other words, the 2-ETH for A⊗2 only gives the
subleading correction of the order O(d−1) to the 1-ETH.
We next discuss the approximate 2-ETH as a special
case of the general argument in Sec. III C. The indica-
tor (22) now reduces to
I2(O) = max
i,j∈{1,...,d}
[∣∣∆1i ∣∣ , ∣∣∆2ij∣∣ , ∣∣∆3ij∣∣] , (32)
where
∆1i := 〈EiEi|O|EiEi〉 −
tr [O] + tr [SO]
d(d+ 1)
, (33)
∆2ij := 〈EiEj |O|EiEj〉 −
dtr [O]− tr [SO]
d(d2 − 1) , (34)
∆3ij := 〈EiEj |O|EjEi〉 −
dtr [SO]− tr [O]
d(d2 − 1) . (35)
In our numerical calculation by exact diagonalization
(presented in Sec. V), we find that I2(O) decays poly-
nomially with d for several operators of a nonintegrable
system and does not decay in an integrable system.
E. k-ETH and information scrambling
We discuss the relationship between the k-ETH and in-
formation scrambling. Considering the 2k-point OTOC
as an indicator of higher-order scrambling [12, 13], we
show that the exact k-ETH is a sufficient condition for
the decay of the 2k-point OTOC to the exact value of
the HRU average. However, we point out that the ap-
proximate decay of the 2k-point OTOC follows only from
the conventional diagonal and off-diagonal ETH, and the
unique role of the higher-order ETH is smaller than the
finite-size effect as for the OTOC.
We define the 2k-point OTOC [12, 13] for A,B ∈ B(H)
by
F
(2k)
A,B (t) := 〈A(t)B · · ·A(t)B〉mc , (36)
where the most commonly discussed case is k = 2. We
also consider its HRU average defined as
F
(2k),H
A,B := EU∼ν
[〈(UAU†)B · · · (UAU†)B〉mc] . (37)
If the 2k-point OTOC decays to the exact HRU average,
we say that dynamics exhibits the exact kth-order infor-
mation scrambling. It is known that if the dynamics is
a unitary k-design, the 2k-point OTOC equals the exact
HRU average value [12, 13].
We consider the long-time average of the 2k-point
OTOC
F
(2k)
A,B := lim
T→∞
1
T
∫ T
0
F
(2k)
A,B (t)dt, (38)
which characterizes the typical late-time behavior of
F
(2k)
A,B (t). As represented by Eq. (16), the k-ETH implies
that the LTE is indistinguishable from the HRU if the
k-fold channel is applied. This suggests that the k-ETH
also implies that the long-time average of the 2k-point
OTOC equals its HRU average. In fact, if the exact k-
ETH (17) for O = A⊗k is satisfied, we have
F
(2k)
A,B = F
(2k),H
A,B (39)
for any B ∈ B(H) (see Appendix A 4 for the proof). This
implies that the exact k-ETH is a sufficient condition
for the exact kth-order information scrambling at late
times, which is a generalization of the fact that the 1-
ETH is a sufficient condition for thermalization. In other
words, the k-ETH represents the kth-order information
scrambling at the level of individual energy eigenstates.
As mentioned in Sec. III C, however, the exact k-ETH
is hardly satisfied for many-body quantum systems. It
is thus crucial to ask whether Eq. (39) is approximately
satisfied if the system size is large. For k = 2, Ref. [76]
has provided an affirmative answer only by assuming
the approximate 1-ETH: If the approximate 1-ETH for
A,A2, B,B2 is true, then
F
(4)
A,B = F
(4),H
A,B + o(1), (40)
where o(1) denotes a function that vanishes with d→∞.
In terms of the k-ETH, their result is understood from
the fact that the approximate 2-ETH for A⊗k is reduced
to the approximate 1-ETH as shown in Sec. III C.
For k ≥ 3 with traceless operators A,B ∈ B(H),
we can show the following statement (see Appendix A 5
for the proof). Suppose that, for O = A,B, the 1-
ETH is approximately true with scaling of the form
|Oii − 〈O〉mc| = O(d−1/2) and that the off-diagonal ETH
with |Oij | = O(d−1/2) for i 6= j is true as in Sec. III C.
Then, we can show that
F
(2k)
A,B = O(d−1), (41)
which is slower than the decay of the HRU average
F
(2k),H
A,B = O(d−2) [12].
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imate decay of the 2k-point OTOC is a consequence of
the conventional ETH rather than the higher-order ETH,
while the exact decay requires the exact k-ETH. Since the
k-ETH holds only approximately in generic many-body
systems, the exact decay to the HRU average would never
be achieved. Moreover, as shown in Appendix D, we nu-
merically confirmed that the decay of the 4-point OTOC
in a nonintegrable many-body system is consistent with
the prediction from the conventional ETH (41). There-
fore, we conclude that the relationship between the kth-
order information scrambling and the k-ETH (and thus
unitary k-designs) is not straightforward.
We note that information scrambling is also character-
ized by the operator-averaged OTOC [23, 77], which is
equivalent to the operator space entanglement entropy
(OSEE) of unitary operators [78, 79]. In Appendix C,
we will prove that the page curve of the kth Re´nyi OSEE
(k-OSEE) follows from the k-ETH.
IV. EIGENSTATE ENTANGLEMENT
In this section, we derive the Page curve of the k-REE
(k ≥ 2) in individual energy eigenstates at infinite tem-
perature, on the basis of the k-ETH for the partial cyclic
permutation operator. The Page curve has been origi-
nally proposed as the average entanglement entropy of
Haar random states [41], while we here focus on the en-
tanglement entropy of a single energy eigenstate as nu-
merically studied in Refs. [40, 47, 80–84]. In addition, we
consider the case of finite-temperature eigenstates and
derive a generalized Page curve [42–44, 85, 86].
We start with the definition of the partial cyclic per-
mutation operator and the k-REE. For simplicity, let us
consider a system with N qubits. We divide the system
into two regions (i.e., two groups of qubits), written as X
and Xc, each containing n and N −n qubits. We denote
the dimension of the Hilbert space of X as dX := 2
n. The
partial cyclic permutation operator CX associated with
X is defined as the operator that cyclically permutes the
k replicas of subsystem X as
CX |x1y1, x2y2, . . . , xkyk〉 = |x2y1, x3y2, . . . , x1yk〉 ,
(42)
where |xi〉 and |yi〉 (xi ∈ {0, 1}n, yi ∈ {0, 1}N−n, and i =
1, . . . , k) respectively represent the computational bases
of X and Xc. We note that CX cannot be represented
as the tensor product form A⊗k, and its support is in
the entire Hilbert space but not in the energy shell H⊗k.
With the use of CX , the k-REE of |Ei〉 is now defined as
R
(k)
i (X) :=
1
1− k log 〈Ei . . . Ei|CX |Ei . . . Ei〉 , (43)
which is equivalent to the standard definition through the
reduced density operator [87]. An important point here
is that the k-REE is expressed as the expectation value
of CX , which allows us to apply the k-ETH (17).
A. Page curve
We first consider the Page curve of energy eigenstates
at infinite temperature, which has been numerically stud-
ied in Refs. [40, 47, 80]. In this subsection, we simplify
our setting by considering the entire Hilbert space of N
qubits (including negative temperatures) with dimension
d := 2N , instead of the energy shell (10). For further sim-
plicity, we consider the 2-REE, where the partial cyclic
permutation operator is reduced to the partial swap op-
erator SX , which acts as
SX |x1y1, x2y2〉 = |x2y1, x1y2〉 . (44)
In this case, the 2-ETH for SX is expressed as
〈EiEi|SX |EiEi〉 = d/dX + dX
d+ 1
, (45)
〈EiEj |SX |EiEj〉 = d
2/dX − dX
d2 − 1 , (46)
〈EiEj |SX |EjEi〉 = ddX − d/dX
d2 − 1 , (47)
where we used tr [SX ] = d
2/dX and tr [SSX ] = ddX .
If X is much smaller than the entire system (n N),
the second terms of the numerators on the right-hand
sides of Eqs. (45) and (46) are negligible, and the 2-ETH
is approximated as
〈EiEi|SX |EiEi〉 ≈ d−1X , (48)
〈EiEj |SX |EiEj〉 ≈ d−1X , (49)
〈EiEj |SX |EjEi〉 ≈ 0. (50)
The diagonal elements of SX are nonzero and take the
same value for all i, j, whereas the off-diagonal elements
are approximately zero, which is the same as the case of
the 2-ETH for A⊗2 (see Eqs. (29)-(31)).
On the other hand, when X is a half of the system
(n = N/2), the second term of the numerator on the
right-hand side of Eq. (45) are comparable to the first
term. In this case, the 2-ETH is approximated as
〈EiEi|SX |EiEi〉 ≈ 2d−1/2, (51)
〈EiEj |SX |EiEj〉 ≈ d−1/2, (52)
〈EiEj |SX |EjEi〉 ≈ d−1/2. (53)
The factor of 2 in front of d−1/2 in Eq. (51) is important,
which leads to the Page correction as shown below.
From Eqs. (43) and (45), the 2-REE of |Ei〉 is now
obtained as a consequence of the 2-ETH:
R
(2)
i (X) = − log
d/dX + dX
d+ 1
(54)
= n log 2− log
(
1 +
22n − 1
2N + 1
)
. (55)
The first term in the second line represents the volume
law, and the second term is the subleading correction to
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value log 2 at n = N/2, while negligible at n N . Equa-
tion (55) as a function of n is called the (2-Re´nyi) Page
curve [41].
The volume law of the 2-REE can also be accounted
for by the 1-ETH, while the Page correction cannot [40].
To see this, we set k = 2 and O = SX in Eq. (20), and
obtain
〈EiEi|SX |EiEi〉 = d−1X , (56)
which is a straightforward generalization of the 1-ETH
to the partial swap operator. It is obvious that Eq. (56)
gives the volume law, but not the Page correction. Thus,
the Page correction for individual energy eigenstates
comes essentially from the 2-ETH.
We note that Eqs. (46) and (47) are not directly re-
lated to the entanglement entropy of energy eigenstates.
These equations represent the correlations among eigen-
states and are closely related to the 2-OSEE of the LTE.
Especially, Eqs. (46) and (47) give the volume law and
the Page correction of the 2-OSEE, respectively (see Ap-
pendix C).
B. Thermal Page curve
We next consider the 2-REE for the finite temperature
case, where the Hilbert space H does not equal the entire
Hilbert space, but is spanned by energy eigenstates only
in the energy shell (10). In this case, the support of SX is
not in the energy shell H⊗2, and thus we need to project
SX to H⊗2. We denote the projection operator from
the entire Hilbert space to H by Psh and the projected
partial swap operator by S˜X := P
⊗2
sh SXP
⊗2
sh . Then, we
can easily show that
tr
[
S˜X
]
= d2e−R
(2)
mc(X), (57)
tr
[
SS˜X
]
= d2e−R
(2)
mc(X
c). (58)
Here, R
(2)
mc(X) is the 2-Re´nyi entropy of the reduced
microcanonical state on X, defined by R
(2)
mc(X) :=
− log tr [ρ⊗2mcSX]. From Eqs. (57) and (58), we find that
the 2-ETH for S˜X is expressed as
〈EiEi|S˜X |EiEi〉 = d
d+ 1
(
e−R
(2)
mc(X) + e−R
(2)
mc(X
c)
)
,
(59)
〈EiEj |S˜X |EiEj〉 = d
2
d2 − 1
(
e−R
(2)
mc(X) − e−R(2)mc(Xc)/d
)
,
(60)
〈EiEj |S˜X |EjEi〉 = d
2
d2 − 1
(
e−R
(2)
mc(X
c) − e−R(2)mc(X)/d
)
.
(61)
These are the extensions of Eqs. (45)-(47) to finite tem-
perature.
Taking the logarithm of Eq. (59), we obtain the follow-
ing relation for the 2-REE:
R
(2)
i (X) = R
(2)
mc(X)− log
1 + eR
(2)
mc(X)−R(2)mc(Xc)
1 + 1/d
(62)
=: R
(2)
th (X), (63)
which is the finite-temperature Page curve. The first
term on the right-hand side of Eq. (62) represents the lo-
cal thermality, which is accounted for by the 1-ETH (20).
The second term reflects the correlations among energy
eigenstates, and represents the finite-temperature coun-
terpart of the Page correction, and becomes log 2 at
n = N/2, which is the same value as the Page correction
obtained in Sec. IV A. We note that essentially the same
formulas as Eq. (62) have been obtained in Ref. [42–44]
by using random pure states.
We next show that R
(2)
th (X) follows a universal formula
of the 2-REE of thermal pure states, which has been
proposed in Refs [42, 43]. It is written as
R
(2)
th (X) = n log a(β)− log(1 + a(β)−N+2n) + logK(β),
(64)
where a(β) and K(β) are constants depending only on
the inverse temperature β. When the interaction of
the system is spatially homogeneous, we expect that
the reduced microcanonical state of X gives the vol-
ume law of the 2-REE. We thus assume that there exists
1 ≤ w(u) ≤ 2 depending only on the energy density
u := E/N , and that the following relation holds:
R(2)mc(X) = n logw(u). (65)
By substituting Eq. (65) into Eq. (62), we obtain
R
(2)
th (X) = n logw(u)− log(1 + w(u)−N+2n) +O(d−1).
(66)
It is known that there is a one-to-one correspondence be-
tween the energy density and the inverse temperature ex-
cept for phase transition points [73]. Assuming no phase
transition, we can rewrite w as a function of β. Then, we
rewrite Eq. (66) as
R
(2)
th (X) = n logw(β)− log(1 + w(β)−N+2n) +O(d−1).
(67)
This expression coincides with the universal form (64) by
setting a(β) = w(β) and logK(β) = O(d−1). As men-
tioned before, the original formula (64) has been obtained
by calculating the 2-REE of random pure states. On the
other hand, we derived Eq. (67) for energy eigenstates
from the 2-ETH for the partial swap operator.
We consider the infinite temperature case, β → 0,
where the energy shell is given by Eq. (10). In this case,
we can expect that for 1 ≤ n ≤ N/2
R(2)mc(X) = n log 2 + o(1). (68)
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This is rigorously provable for n  N from the equiva-
lence of ensembles [73, 74]. Under the assumption (68),
Eq. (62) reduces to the Page curve (55) of the entire
Hilbert space of dimension 2N , up to the o(1) correction
(see Eq. (55) in Sec. IV A).. We note that the o(1) cor-
rection term in Eq. (68) completely vanishes if we take
the entire Hilbert space.
C. k-REE
The foregoing argument can apply to the higher k-REE
(k ≥ 3). We consider the k-ETH (17) for the projected
partial cyclic permutation operator C˜X := P
⊗k
sh CXP
⊗k
sh .
In this case, the k-ETH with i1 = i2 = · · · = ik =: i is
rewritten as
〈Ei . . . Ei|C˜X |Ei . . . Ei〉
=
dk−1
(d+ 1) · · · (d+ k − 1)
∑
τ∈Sk
tr
[
WτCXρ
⊗k
mc
]
, (69)
where we used
∑
pi∈Sk Wgpi,τ (d) = d
−1(d + 1)−1 · · · (d +
k− 1)−1 [51]. The leading term of the right-hand side of
Eq. (69) comes from the term of τ = I, and is given by
tr
[
CXρ
⊗k
mc
]
= e−(k−1)R
(k)
mc (X), (70)
where R
(k)
mc(X) := (1−k)−1 log tr
[
CXρ
⊗k
mc
]
is the k-Re´nyi
entropy of the reduced microcanonical state on X. For
d 1, Eq. (69) is approximated as
〈Ei . . . Ei|C˜X |Ei . . . Ei〉 ≈ e−(k−1)R(k)mc (X) + wk(X),
(71)
where wk(X) :=
∑
τ 6=I tr
[
WτCXρ
⊗k
mc
]
is the subleading
term. Taking the logarithm, we obtain the following re-
lation for the k-REE:
R
(k)
i (X) ≈ R(k)mc(X) +
1
1− k log
(
1 + e(k−1)R
(k)
mc (X)wk(X)
)
(72)
=: R
(k)
th (X). (73)
As in Eq. (62), the first term on the right-hand side
of Eq. (72) represents the local thermality, and the sec-
ond term is regarded as the generalized Page correction.
Thus, R
(k)
th (X) is a higher-order counterpart of the finite-
temperature Page curve (62). For example, in the case
of k = 3, we have
R
(3)
th (X) = R
(3)
mc(X)−
1
2
log
(
1 + e2R
(3)
mc(X)w3(X)
)
,
(74)
where
w3(X) = e
−2R(3)mc(Xc) + 3tr
[
ρmc(ρ
X
mc ⊗ ρX
c
mc)
]
+tr
[
CXC
−1
Xcρ
⊗3
mc
]
, (75)
0 1 p-1
p p+1 2p-1 2p
rung
leg
n-1
FIG. 3: The graph structure of the XXZ ladder model (77)
and the labeling of sites. The blue region shows X :=
{0, 1, . . . , n− 1}, which is used in the calculation of I2(SX).
and ρXmc is the reduced microcanonical state onX. Again,
essentially the same formulas as Eq. (74) have been ob-
tained in Ref. [42–44] by using random pure states. In
contrast to the case of k = 2, the finite-temperature
Page correction of the 3-REE (i.e., the second term of
Eq. (74)) does not match the original value of the infinite-
temperature Page correction even at n = N/2.
We remark on the 1-REE, namely the von Neumann
entanglement entropy R(1)(X) := −tr [ρX log ρX ]. In
contrast to the case of k ≥ 2, the Page curve of the 1-REE
does not follow from the 1-ETH, because R(1)(X) cannot
be expressed as the expectation value of an operator that
is independent of the state. However, the 2-ETH gives
the following lower bound on the 1-REE of the energy
eigenstate:
R
(1)
i (X) ≥ R(2)i (X) = R(2)th (X), (76)
which ensures the volume law of the 1-REE.
Recent studies [81–84] showed that the average of the
1-REE over all the energy eigenstates of an integrable
system obeys the volume law, but does not follow the
Page correction in a non-local region. Their results sug-
gest that the average error of the 2-ETH for the non-local
partial swap operator quantified by Eq. (33) does not de-
cay faster than d−1/2.
V. NUMERICAL VERIFICATIONS OF THE
2-ETH
By using numerical exact diagonalization, we con-
firm that the approximate 2-ETH is true for the one-
dimensional XXZ ladder model, which is nonintegrable
except for a particular parameter point [45–47]. We show
that the indicator of the 2-ETH (32) decays polynomi-
ally as d−a with a ∼ 0.5 for operators in the form of
O = A⊗2. We also show that the indicator decays as
d−a with a ∼ 0.5 for the local partial swap operators,
while decays with a ∼ 1 for the non-local (half) partial
swap operator. The latter is in particular consistent with
the random operator argument (24), and makes the Page
correction non-negligible.
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A. Model and Method
We consider the one-dimensional spin-1/2 Heisenberg
XXZ ladder model, which is composed by two chains
whose lengths are p and p+ 1 respectively (Fig. 3). The
total number of spin is N = 2p+ 1. The Hamiltonian is
described by
HXXZ :=
p−2∑
i=0
hi,i+1 +
2p−1∑
i=p
hi,i+1 + λ
p−1∑
i=0
hi,i+p, (77)
hi,j := XiXj + YiYj + ∆ZiZj , (78)
where N is the number of sites and Xi, Yi, Zi are the
Pauli operators at site i. As the number of up-spins
N↑ :=
∑N
i=1(Zi + 1)/2 conserves [HXXZ, N↑] = 0, we
use the sector of N↑ = p in the following calculations.
The anisotropy parameter ∆ is fixed as ∆ = 0.8. The
coupling constant λ in the rungs tunes the integrability
of the model. The model is nonintegrable at λ 6= 0 and
is integrable at λ = 0.
We numerically calculate the indicator of the 2-ETH
I2(O) defined in Eq. (32) by using numerical exact di-
agonalization. We sample all of the energy eigenstates
whose energies are in the energy shell [E−∆E,E], whose
Hilbert-space dimension is written as d. To remove the
finite-size effect and the statistical error, we paid atten-
tion on the following points in line with Refs. [45, 68]. It
is desirable that the width ∆E is large, because the num-
ber of eigenstates in [E − ∆E,E] is responsible for the
statistical error of sampling. We thus adopt ∆E = Nδ
with δ being a fixed constant. On the other hand, the
matrix elements of an operator 〈EiEj |O|EkEl〉 sensi-
tively depend on the eigenenergies. Thus, for ∆1i (O),
we calculate the microcanonical ensemble average by us-
ing a thinner energy shell [Ei − δmc, Ei] by changing
Ei for each energy eigenstate |Ei〉, where δmc is an N -
independent constant that is much smaller than ∆E. We
also calculate the microcanonical ensemble average for
∆2ij(O),∆
3
ij(O) by using the energy shell [Eij − δmc, Eij ]
with Eij := (Ei+Ej)/2. We note that we need to project
O to the Hilbert space H of the energy shell to calculate
the indicator of the 2-ETH I2(O).
In the following calculations, we set E to the energy at
infinite temperature E = tr [HXXZ] /2
N , and set δ = 0.02
and δmc = 0.1.
B. Tensor product operator
We show the d-dependence of the 2-ETH indicator (32)
for the tensor product operator O = A⊗2 with A ∈ B(H).
In the following, we take Z0, Z1, Z1Z2, and Z1Zp+1 for
A. We remark that the traces of the above operators
on the entire Hilbert space are exactly zero, while their
microcanonical averages are not necessarily zero even at
infinite temperature due to the present definition of the
energy shell (10), as mentioned in Sec. III C.
(a) (b)
FIG. 4: (a) The d-dependence of I2(A
⊗2) with λ = 1 (nonin-
tegrable). I2(A
⊗2) decays polynomially with respect to d. (b)
The λ-dependence of the exponent a of I2(A
⊗2) = O(d−a).
At λ 6= 0 (nonintegrable), the exponent a is positive and close
to 0.5. At λ = 0 (integrable), a is around zero and seems even
negative but almost within the numerical error. In both pan-
els, the circles, triangles, squares, and diamonds represent the
results for Z0, Z1, Z1Z2, and Z1Zp+1, respectively.
Figure 4 (a) shows the d-dependence of I2(A
⊗2) for the
XXZ ladder model (77) with λ = 1. The system size is
N = 11, 13, 15, 17. For all of the four cases, I2(A
⊗2) de-
cays polynomially with respect to d. This result implies
that the approximate 2-ETH holds in this model.
To investigate the d-dependence of I2(A
⊗2) in more
detail, we fit the numerical data of log I2(A
⊗2) against a
fitting function f(d) := −a log d + b with fitting param-
eters a and b. The positive a implies the approximate
2-ETH. We perform the fitting analysis by changing the
rung interaction λ to study the role of the nonintegrabil-
ity. Figure 4 (b) shows the λ-dependence of the exponent
a. The error bars show the numerical error of the fitting.
While a ∼ 0 in the integrable case (λ = 0), a takes a fi-
nite positive value close to 0.5 in the nonintegrable cases
(λ 6= 0). This implies that I2(A⊗2) does not decay for
the integrable case, while decays for the nonintegrable
cases.
If the Hamiltonian is sufficiently quantum chaotic,
I2(A
⊗2) would match the prediction (25) of random ma-
trix theory. Since we numerically find that the micro-
canonical average of A scales as 〈A〉mc = O(d−α) with
α ∼ 0.1 (see Appendix. D 2), Eq. (25) gives I2(A⊗2) =
O(d−a) with a ∼ 0.6. On the other hand, Fig. 4 (b)
shows that the exponent takes a ∼ 0.5 in the noninte-
grable cases, which is a bit smaller than the prediction.
This would reflect the finite-size effect and perhaps the
fact that the Hamiltonian is not perfectly chaotic due to
the locality of interactions.
C. Partial swap operator
We next show the d-dependence of I2 for the partial
swap operator SX defined in Eq. (44). The region X is
chosen as X = {0, 1, . . . , n− 1} (see Fig. 3). Figure 5 (a)
shows the d-dependence of I2(SX). The parameters are
the same as those in Fig. 4. Similar to the case of O =
A⊗2, I2(SX) decays polynomially with respect to d, and
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(a) (b)
FIG. 5: (a) The d-dependence of I2(SX) with λ = 1. I2(SX)
decays polynomially with respect to d. (b) The λ-dependence
of the exponent a of I2(SX) = O(d−a). At λ 6= 0 (noninte-
grable), a is positive, especially a ∼ 0.5 for n = 1, 2, 3, and
a ∼ 1 for n = p. As is the case for Fig. 4 (b), I2(SX) does
not decay at λ = 0 (integrable). In both panels, the cir-
cles, triangles, squares and diamonds represent the results for
n = 1, 2, 3, and n = p.
the approximate 2-ETH holds. Thus, all the eigenstates
obey the volume law of the 2-REE.
We also perform the fitting analysis in the same way
as in Sec. V B. Figure 5 (b) shows the λ-dependence of
a. In the integrable case (λ = 0), the exponent a takes a
value around zero but slightly negative. The negativity
could be a finite-size effect. Thus, the approximate 2-
ETH does not hold in the integrable case. On the other
hand, in the nonintegrable cases (λ 6= 0), the exponent
a takes a sufficiently large positive value, which implies
that the approximate 2-ETH holds.
Let us consider the implication of the above result in
more detail. For n = 1, 2, 3, we find that a ∼ 0.5 in the
nonintegrable cases (λ 6= 0), which is close to the case of
O = A⊗2. This is understood from the fact that SX is
represented as a sum of operators in the tensor product
form:
SX =
1
dX
∑
i
Pi ⊗ Pi. (79)
Here, the summation is taken over all many-body Pauli
operator Pi supported on X, whose number d
2
X is in-
dependent of d as long as X is local. Thus, we can
apply Eq. (25) to this case. On the other hand, for
n = p = (N − 1)/2, the exponent of the half-swap oper-
ator SX takes a ∼ 1. In this case, dX = O(d1/2) grows
with d, and thus Eq. (25) cannot apply. Instead, Eq. (24)
is now consistent with the numerically obtained a, sug-
gesting that the half-swap operator is a typical operator
in B(H⊗2). Thanks to this scaling of the error of the 2-
ETH, the Page correction discussed in Sec. IV becomes
non-negligible in the 2-REE.
We note that in our calculations of the second terms
on the right-hand sides of Eqs. (33)-(35), we used ran-
dom states sampled from the Hilbert space correspond-
ing to the energy shell [Ei − δmc, Ei] for Eq. (33) and
[Eij − δmc, Eij ] for Eqs. (34), (35), instead of taking the
trace directly. It is known that the expectation value
over such a random state agrees with the microcanonical
TABLE I: Summary of the exponent a of the 2-ETH indicator
I2(O) = O(d−a). The approximate 2-ETH holds only in the
nonintegrable cases.
A⊗2 SX
local non-local
Integrable ∼ 0 ∼ 0 ∼ 0
Nonintegrable ∼ 0.5 ∼ 0.5 ∼ 1
ensemble with the probability close to unity, if the num-
ber of energy eigenstates in the energy shell is sufficiently
large [88].
D. Summary of numerics
Table I summarizes our numerical results about the
exponent a of I2(O) = O(d−a). In the integrable case,
I2(O) does not decay and thus the approximate 2-ETH
fails. On the other hand, I2(O) decays polynomially with
respect to d in the nonintegrable cases, implying that the
approximate 2-ETH is true. For the local operators such
as A⊗2 (A = Z0, Z1, Z1Z2, Z1Zp+1) and SX (n = 1, 2, 3),
the exponent satisfies a ∼ 0.5, which is close to (but does
not perfectly match) the prediction of random matrix
theory discussed in Sec. III C. For the non-local swap
operator SX (n = p), the exponent satisfies a ∼ 1, which
is consistent with the typicality prediction (24).
As is the case for the conventional ETH, we can also
consider the weaker version of the 2-ETH, which states
that the fraction of the eigenstates that do not satisfy the
2-ETH vanishes in the thermodynamic limit. We expect
that weak 2-ETH is true even in the integrable case, as is
the case of the weak 1-ETH [89–91]. However, this is not
clear from our numerical data because of the finite-size
effect.
VI. PARTIAL UNITARY DESIGN
In this section, we reconsider the k-ETH in light
of quantum pseudo-randomness in order to give an
information-theoretic view on the hierarchy of quantum
many-body chaos. We introduce a slight generalization of
unitary k-designs, named partial unitary (PU) k-designs.
A PU k-design is defined as an ensemble of unitaries that
is indistinguishable from the HRU as long as one only ob-
serves a limited class of observables. The formula of the
k-ETH (17) is obtained from a PU k-design for the LTE.
A. Basic idea
The essence of the k-ETH is quantum pseudo-
randomness of chaotic dynamics. In the quantum in-
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formation context, quantum pseudo-randomness is for-
malized by the concept of unitary k-designs, as defined
by using the k-fold channel (4) as follows. An ensemble
of unitaries ν is a unitary k-design, if Φ
(k)
ν (O) = Φ
(k)
H (O)
holds for all O ∈ B(H⊗k), which implies that all the kth
moments of ν equal those of the HRU [5–7]. The previous
studies [12–17] revealed the fundamental relationship be-
tween unitary k-designs and information scrambling. As
discussed below, on the other hand, there is a subtle is-
sue about the relationship between unitary k-designs and
Hamiltonian dynamics [12].
If the k-ETH (17) was satisfied for all observables, the
LTE would become a unitary k-design, because in that
case Eq. (16) holds for all O ∈ B(H⊗k). In reality, how-
ever, there are exceptional observables that do not satisfy
Eq. (16) (and thus the k-ETH) even approximately. For
example, the projection to an energy eigenstate |Ei〉 〈Ei|
does not satisfy Eq. (16) because of the energy conserva-
tion:
Φ
(1)
L (|Ei〉 〈Ei|) = |Ei〉 〈Ei| 6= Φ(1)H (|Ei〉 〈Ei|). (80)
Thus, the LTE is not a unitary k-design. This can be also
understood from the fact that e−iHt is diagonal in the
energy eigenbasis and never randomizes the occupations
of the energy eigenstates.
The above observation brings us to the notion of PU k-
designs. First, we notice that in practice we can hardly
measure all of the observables on the Hilbert space in
realistic experimental situations of many-body systems,
because the Hilbert space dimension grows exponentially
in the system size. In particular, it is a common exper-
imental setting [6, 92, 93, 95, 96] that one only has the
access to (i.e., the ability to perform measurements on)
few-body observables such as the total magnetization and
local correlation functions, that is, one does not observe
highly non-local and many-body observables. Such limi-
tation of accessibility to observables suggests that many-
body chaotic dynamics can be indistinguishable from the
HRU, only when one looks at the expectation values of
the accessible observables. On the other hand, the ex-
pectation value of an observable outside the accessible
set can deviate from the HRU behavior, which implies
that chaotic Hamiltonian dynamics are not full unitary
designs. Thus, we consider unitary k-designs only on the
accessible observables, which we formally define as fol-
lows.
B. Definition of PU designs
We fix an arbitrary subset of B(H⊗k) and denote it by
A, which is interpreted as the set of accessible operators.
A PU k-design is the ensemble indistinguishable from the
HRU as long as one measures the operators in A. A PU
k-design is then defined as follows.
Definition 1 (Partial unitary k-design) An ensem-
1-design
2-design
3-design
k-design
FIG. 6: Schematic of PU k-designs. A is an arbitrary subset
of operators, which is interpreted as the set of accessible op-
erators. M(k)ν and M(k)ν′ are the subsets of B(H⊗k) defined
by Eq. (82) for given ν and ν′. IfM(k)ν includes A, ν is a PU
k-design on A. If M(k)ν includes M(k)ν′ , we can say that ν is
more random than ν′.
ble ν is a PU design on A if
Φ(k)ν (O) = Φ
(k)
H (O) (81)
for all O ∈ A.
A unitary k-design is a special case of PU k-designs,
where all the operators are accessible: A = B(H⊗k). It
is also obvious from the definition that a PU k-design on
A is also a PU k-design on A′ for any A′ ⊂ A. This is a
generalization of the fact that a unitary k-design is also
a unitary (k − 1)-design.
Now fix an ensemble ν. We define the maximum subset
of B(H⊗k) such that the ensemble ν becomes a PU k-
design, and denote it as
M(k)ν := {O ∈ B(H⊗k) : Φ(k)ν (O) = Φ(k)H (O)}. (82)
By using this, the foregoing definition of a PU k-design
on A can be rephrased as
A ⊂M(k)ν . (83)
See also Fig. 6 for a schematic.
For example, the identity ensemble νid := {I}, where
the identity I appears with probability 1, is the most triv-
ial ensemble. The maximum subset where νid becomes
a PU k-design is given by a linear combination of the
permutation operators (see Sec. VI C):
M(k)νid = span {Wpi : pi ∈ Sk} , (84)
where span {· · · } represents the operator space spanned
by {· · · }. We note that
M(k)νid ⊂M(k)ν ⊂M
(k)
H (85)
holds for any ensemble ν. M(k)ν =M(k)H is achieved only
if ν is a unitary k-design.
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In general, the subset M(k)ν allows us for quantifying
partial pseudo-randomness of ensemble ν. We can say
that an ensemble ν is more random than an ensemble ν′,
if
M(k)ν′ ⊂M(k)ν (86)
holds for all k. In fact, if an ensemble is indistinguish-
able from the HRU for a larger set of operators than
another ensemble, the former is regarded as intrinsically
more random than the latter (see also Fig. 6). Specifi-
cally, the dimension of M(k)ν as an operator space (i.e.,
the number of generators ofM(k)ν ) provides quantitative
characterization of partial pseudo-randomness of ensem-
ble ν, because we have
dim(M(k)ν′ ) ≤ dim(M(k)ν ), (87)
if Eq. (86) holds.
For the LTE L, M(k)L equals the set of operators that
satisfy the exact k-ETH (17). In other words, the k-
ETH is regarded as a specific case of PU k-designs,
where pseudo-randomness originates from the random-
time sampling of quantum chaotic dynamics. We show
an explicit expression of M(k)L in Sec. VI C.
C. Examples
We show some special examples of PU designs that are
not full unitary designs.
1. Single unitary
The first example is a trivial case, where the ensem-
ble consists of just a single unitary operator. We fix a
unitary operator U ∈ U(H) and denote the ensemble by
νU := {U}. The identity ensemble mentioned above is
a special case of νU with U = I. Obviously, νU is not
a unitary k-design for any k. The maximum subset of
B(H⊗k) that makes νU a PU k-design is given by the
linear combination of the permutation operators:
M(k)νU = span {Wpi : pi ∈ Sk} . (88)
We note that dim(M(k)νU ) = k!, which does not scale with
the system size. Equation (88) is proven as follows. If
O ∈M(k)νU , we have
U†⊗kOU⊗k = Φ(k)H (O). (89)
Multiplying this by U⊗k from left and by U†⊗k from
right, we have
O = U⊗kΦ(k)H (O)U
†⊗k = Φ(k)H (O), (90)
where we used the left and right invariance of the HRU.
Equation (6) implies that Φ
(k)
H (O) is a linear combi-
nation of the permutation operators. Thus, we ob-
tain M(k)νU ⊂ span {Wpi : pi ∈ Sk}. Because M(k)νU ⊃
span {Wpi : pi ∈ Sk} is obvious, we obtain Eq. (88).
2. Random diagonal-unitaries
The second example is the ensemble of random
diagonal-unitaries [11, 60, 61], which includes the LTE
L as a special case. We will derive an explicit expression
of the set of operators that satisfy the exact k-ETH (17).
Let J := {|j〉}j∈{1,...,d} be an orthonormal basis of
H. A random diagonal-unitary in the basis J is given
by U =
∑d
j=1 e
iφj |j〉 〈j| with φj distributing uniformly
over [0, 2pi]. We denote the ensemble of random diagonal-
unitaries in the basis J by DJ . The maximum subset of
B(H⊗k) that makes DJ a PU k-design is given by
M(k)DJ = span{Wpi, |j〉 〈j′| : pi ∈ Sk, j 6∼ j′}, (91)
where j := (j1, . . . , jk), j
′ := (j′1, . . . , j
′
k), and j 6∼ j′ de-
notes that (j1, . . . , jk) is not a permutation of (j
′
1, . . . , j
′
k).
Equation (91) is proven as follows. The k-fold channel
of DJ is given by
Φ
(k)
DJ
(O) =
∫ 2pi
0
d∏
j=1
dφj
2pi
∑
j,j′
e
−i∑i(φji−φj′i ) |j〉 〈j|O|j′〉 〈j′|
(92)
=
∑
j∼j′
|j〉 〈j|O|j′〉 〈j′| , (93)
where j ∼ j′ denotes that (j1, . . . , jk) is a permutation of
(j′1, . . . , j
′
k). Any operator O ∈ B(H⊗k) can be expanded
as
O =
∑
j∼j′
|j〉 〈j|O|j′〉 〈j′|+
∑
j 6∼j′
|j〉 〈j|O|j′〉 〈j′| . (94)
From Eq. (93) and Eq. (94), if O ∈M(k)DJ , we have
O = Φ
(k)
H (O) +
∑
j 6∼j′
|j〉 〈j|O|j′〉 〈j′| . (95)
Thus, we obtain M(k)DJ ⊂ span{Wpi, |j〉 〈j′| : pi ∈ Sk, j 6∼
j′}. Because M(k)DJ ⊃ span{Wpi, |j〉 〈j′| : pi ∈ Sk, j 6∼ j′}
is obvious, we obtain Eq. (91).
Let us consider the LTE. As in Sec. III B, we assume
that the Hamiltonian satisfies the kth-incommensurate
condition. As mentioned in Sec. III B, the LTE is a
diagonal-unitary k-design in the energy eigenbasis E :=
{|Ej〉}j∈{1,...,d}. Therefore, from Eq. (91), we obtain
M(k)L =M(k)DE (96)
= span{Wpi, |E(i)〉 〈E(i′)| : pi ∈ Sk, i 6∼ i′}, (97)
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where |E(i)〉 := |Ei1 · · ·Eik〉. Equation (97) is the main
result of this subsection and completely characterizes the
operators that satisfy the exact k-ETH (17).
3. Pauli ensemble
We next consider the uniform ensemble of the many-
body Pauli operators, which is not a full unitary 2-design
but can be a PU 2-design. We denote the set of the Pauli
operators of a single qubit by P := {I, X, Y, Z}. The
set of the many-body Pauli operators acting on N qubits
consists of N tensor products of elements of P, denoted
as PN := P⊗N . The total number of elements in PN is
4N = d2.
We denote the uniformly distributed ensemble over PN
by P. It is known that P is a unitary 1-design [48], and
thus
M(1)P = B(H). (98)
On the other hand, P is not a unitary 2-design [48]. In
fact, if N = 1 and O = X⊗2, we have
Φ
(2)
P (X
⊗2) =
1
4
(
I⊗2X⊗2I⊗2 +X⊗2X⊗2X⊗2
+Y ⊗2X⊗2Y ⊗2 + Z⊗2X⊗2Z⊗2
)
(99)
= X⊗2, (100)
which does not equal Φ
(2)
H (X
⊗2) = − 13I⊗2 + 23S with S
being the swap operator introduced in Eq. (9).
On the other hand, the maximum set of operators such
that P become a PU 2-design is given by a linear combi-
nation of Pauli operators and the swap operator:
M(2)P = span{Wpi, Pl ⊗ Pm ∈ P⊗2N : pi ∈ S2, l 6= m}.
(101)
We note that the number of the generators of M(2)P is
d4 − d2 + 2 (i.e., dim(M(2)P ) = d4 − d2 + 2), which is
close to the maximum value dim(B(H⊗2)) = d4. This
is contrastive to the fact that M(2)νU = span{I, S} for a
single unitary has only two generators for k = 2. In
other words, P is very close to a full unitary 2-design in
the sense of the argument around Eq. (87).
Equation (101) is proven as follows. First, any Pl ∈ PN
with Pl 6= I commutes with a half of the elements of
PN and anti-commutes with the other half. Then, we
introduce a function F (l,m) for any Pl, Pm ∈ PN by
F (l,m) :=
{
0 for PlPm = PlPm
1 for PlPm = −PmPl. (102)
Because PN forms an orthonormal basis of B(H) with the
Hilbert-Schmidt inner product 〈A|B〉 := d−1tr [A†B],
any operator O ∈ B(H⊗2) can be expanded as O =
∑
l,m clmPl ⊗ Pm, where clm := 〈Pl ⊗ Pm|O〉. Thus, the
2-fold channel of P is written as
Φ
(2)
P (O) =
1
d2
∑
j,l,m
clm(PjPlPj)⊗ (PjPmPj) (103)
=
1
d2
∑
j,l,m
clm(−1)F (j,l)+F (j,m)Pl ⊗ Pm (104)
=
∑
l
cllPl ⊗ Pl, (105)
where we used d−2
∑
j(−1)F (j,l)+F (j,m) = δlm to obtain
the final line. Comparing Eq. (8) and Eq. (105), we ob-
tain
cll =

tr [O]
d2
(Pl = I)
dtr [SO]− tr [O]
d2(d2 − 1) (Pl 6= I),
(106)
as a necessary and sufficient condition for Φ
(2)
P (O) =
Φ
(2)
H (O). In other words, O is written as
O = cII
⊗2 + cSS +
∑
l 6=m
clmPl ⊗ Pm, (107)
where
cI =
dtr [O]− tr [SO]
d(d2 − 1) , cS =
dtr [SO]− tr [O]
d(d2 − 1) . (108)
Therefore, we obtain Eq. (101).
VII. SUMMARY AND DISCUSSION
In this paper, we have proposed the k-ETH (17) to
characterize complexity of chaotic dynamics in quantum
many-body systems. A positive integer k stands for the
kth moment of dynamics and is regarded as the order of
complexity. While the 1-ETH is the conventional ETH,
the k-ETH (k ≥ 2) gives deeper characterization of quan-
tum chaos beyond thermalization. In particular, the k-
ETH (k ≥ 2) gives a non-negligible contribution to the
k-REE (72), which corresponds to the Page correction for
individual energy eigenstates. By using numerical exact
diagonalization, we have confirmed that the 2-ETH is
approximately true with respect to a proper norm (32),
except for the integrable case (Table I).
Our formulation of the k-ETH is intrinsically related to
unitary k-designs. To further elaborate this relationship,
we have proposed a new information-theoretic concept
of quantum pseudo-randomness: PU k-designs (Defini-
tion 1). The k-ETH is a specific example of PU k-designs
of the LTE. As anticipated from the connection between
information scrambling and unitary k-designs [12, 13],
the exact k-ETH implies that the long-time average of
the 2k-point OTOC equals the exact HRU average (39).
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However, we have pointed out that, as for the OTOC, the
difference between the 1-ETH and the higher-order ETH
is smaller than the finite-size effect in quantum many-
body systems.
Our theory would be regarded as a first step for un-
derstanding why random dynamics can well approximate
chaotic quantum dynamics, nevertheless the Hamiltonian
in itself does not have randomness. An immediate open
question is whether the k-ETH with k ≥ 3 is true in
many-body systems, for which we need more comprehen-
sive numerical studies with various non-integrable mod-
els. We note that the Page curve for the 3-REE has been
numerically investigated in Ref. [44]. Also, the validation
of the weak k-ETH in integrable models is an open issue,
as well as the possibility of many-body scar [70, 71] of
the higher-order ETH.
Toward more profound understanding of quantum
chaos and many-body complexity, there are numerous
issues to investigate in the future. For example, it
would be important to bridge the higher-order ETH
with the early time scrambling behavior beyond our late-
time characterization. In fact, a recent study [97] red-
erived the Maldacena-Shenker-Stanford (MSS) bound on
OTOCs [24] from the ETH in the form of Srednicki’s
ansatz [2]. To get a unified view on their approach and
ours is an interesting future direction.
Recently, the circuit complexity, a more direct measure
of quantum complexity, has been studied in the context
of black hole geometry [98–100]. In the circuit model,
thermalization and information scrambling are accompa-
nied by growth of the circuit complexity, and therefore
it is interesting to investigate the circuit-complexity as-
pect of our PU design formulation. It is known that
the circuit complexity of a unitary k-design is linearly
lower-bounded by the number of qubits [12]. However, a
direct connection between the circuit complexity and PU
k-designs is not known so far.
Nowadays, chaotic many-body dynamics have been
studied extensively in experiments with isolated quan-
tum systems, such as ultracold atoms [92–94] and su-
perconducting qubits [95, 96]. The 2-REE has been ob-
served in a recent experiment with ultracold atoms [101,
102]. There are also several proposals of measuring
OTOCs [103–105], and OTOCs have been indeed mea-
sured with trapped ions [106]. Furthermore, unitary de-
signs are experimentally realized with nuclear magnetic
resonance systems [107, 108]. In light of the develop-
ment of such state-of-the-art technologies, the experi-
mental study of higher-order complexity and quantum
pseudo-randomness is an interesting future issue, because
these experimental setups would reach much larger-scale
quantum many-body systems beyond the numerically ac-
cessible scale.
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Appendix A: Proofs
In this appendix, we prove several results of the main
text.
1. Derivation of Eq. (17)
The k-fold channel of the LTE is written in terms of
the energy eigenbasis as
Φ
(k)
L (O) =
∑
i,j
S(i, j) |E(i)〉 〈E(j)| , (A1)
where
S(i, j) : = lim
T→∞
1
T
∫ T
0
dt exp
[
it
(
k∑
m=1
(Eim − Ejm)
)]
× 〈E(i)|O|E(j)〉 (A2)
with |E(i)〉 := |Ei1 · · ·Eik〉. If the spectrum of H is kth-
incommensurate, we have
lim
T→∞
1
T
∫ T
0
dt exp
[
it
(
k∑
m=1
(Eim − Ejm)
)]
=
{
1 (i ∼ j)
0 (i 6∼ j), (A3)
where i ∼ j (i 6∼ j) denotes that (i1, . . . , ik) is (not)
a permutation of (j1, . . . , jk). Substituting this into
Eq. (A2), we obtain
Φ
(k)
L (O) =
∑
i∼j
|E(i)〉 〈E(i)|O|E(j)〉 〈E(j)| . (A4)
By comparing the matrix elements of Eq. (6) and
Eq. (A4), we have
〈Ei1 · · ·Eik |O|Eiσ(1) · · ·Eiσ(k)〉
=
∑
pi,τ∈Sk
Wgpi,τ (d)tr [WτO] 〈Ei1 · · ·Eik |Wpi|Eiσ(1) · · ·Eiσ(k)〉
(A5)
=
∑
pi,τ∈Sk
δpiσ(i)Wgpi,τ (d)tr [WτO] (A6)
for any σ ∈ Sk. All other matrix elements of Φ(k)H (O) and
Φ
(k)
L (O) are zero. Therefore, the k-ETH (17) is a neces-
sary and sufficient condition for the kth-order quantum
ergodicity (16).
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2. Proof of Eq. (19)
For large d, the Weingarten matrix Wgpi,τ (d) scales as
follows [50]:
Wgpi,τ (d) = O(d−2k+c(piτ)), (A7)
where the dominant term is given by τ = pi−1:
Wgpi,pi−1(d) = d
−k +O(d−k+2). (A8)
From the assumption that 〈Al〉mc = O(1), we have
c(τ)∏
m=1
tr
[
Alm(τ)
]
= dc(τ)
c(τ)∏
m=1
〈Alm(τ)〉mc = O(dc(τ)).
(A9)
From this and Eq. (A7), we have
Wgpi,τ (d)
c(τ)∏
m=1
tr
[
Alm(τ)
]
= O(d−2k+c(piτ)+c(τ)) (A10)
= O(d−k+c(pi)), (A11)
where we used c(piτ) ≤ k + c(pi) − c(τ) [109]. Because
of the fact that c(pi) = k holds if and only if pi is the
identity, we obtain
∑
τ∈Sk
Wgpi,τ (d)
c(τ)∏
m=1
tr
[
Alm(τ)
]
=
{
O(1) for pi = I
O(d−1) for pi 6= I.
(A12)
Thus, the right-hand side of Eq. (18) is O(d−1) unless
δσ(i) = 1, or equivalently i1 = iσ(1), . . . , ik = iσ(k). If
i1 = iσ(1), . . . , ik = iσ(k), the leading term of the right-
hand side of Eq. (18) is given by pi = τ = I, which
asymptotically equals d−2k+k · dk 〈A〉kmc = 〈A〉kmc. This
proves Eq. (19).
3. Proof of Eq. (24)
Let {A1, . . . , Ad2} be an orthonormal basis for the op-
erator space B(H) with respect to the Hilbert-Schmidt
inner product. Then, any operator O ∈ B(H⊗k) can be
expanded as
O =
∑
i1,...,ik
ci1,...,ikAi1 ⊗ · · · ⊗Aik , (A13)
where ci1,...,ik := 〈Ai1 ⊗ · · · ⊗Aik |O〉. The normalization
〈O|O〉 = 1 is equivalent to ∑i1,...,ik |ci1,...,ik |2 = 1. This
leads to a one-to-one correspondence between a normal-
ized operator O and a normalized vector |O〉 (regarded
as a quantum state), which is referred to as the channel-
state duality [110, 111] (see also Appendix C). Also,
{ci1,...,ik} are identified with a point of the (2d2k − 1)-
dimensional unit hypersphere.
In the following, we consider a random operator O ex-
pressed as Eq. (A13), where {ci1,...,ik} are distributed
according to the uniform ensemble on the (2d2k − 1)-
dimensional unit hypersphere. We denote the average
over this ensemble by 〈· · ·〉. Equation (24) is now rigor-
ously stated as follows. Let O be a random operator of
B(H⊗k) and consider the k-ETH indicator Ik(O) defined
in Eq. (32). Then,
Prob
[
Ik(O) ≥ d−k/2+δ
]
≤ 2(k!)d2k exp
(
−2d
−2δ
36pi3
)
(A14)
holds for any δ > 0. Because the right-hand side of
Eq. (A14) decays double exponentially in the system size,
Ik(O) = O(d−k/2+δ) (i.e., the approximate k-ETH) holds
for almost all operators.
The proof of the above statement is given in the same
manner as in Ref. [72]. The key of the proof is the Levy’s
lemma [112] stating that for any ε > 0 and any Lipschitz
continuous function f with the Lipschitz constant η,
Prob [|f(x)− 〈f(x)〉| ≥ ] ≤ 2 exp
(
− 
2n
9pi3η2
)
(A15)
holds if x is uniformly randomly sampled from the (n−
1)-dimensional unit hypersphere. We apply the Levy’s
lemma to ∆(i1, . . . , ik;σ) defined in Eq. (23). Note that
the average of ∆(i1, . . . , ik;σ) is exactly zero, and the
Lipschitz constant is bounded as η ≤ 2dk/2. The Levy’s
lemma now implies that
Prob [|∆(i1, . . . , ik;σ)| ≥ ] ≤ 2 exp
(
−2
2dk
36pi3
)
. (A16)
Therefore, we obtain
Prob [Ik(O) ≥ ] ≤ 2(k!)d2k exp
(
−2
2dk
36pi3
)
, (A17)
and complete the proof by setting  = d−k/2+δ.
4. Proof of Eq. (39)
We represent the 2k-point OTOC by the k-fold chan-
nel. The trace of the product of k operators can be writ-
ten as
tr [A1 · · ·Ak] = tr [Wcyc(A1 ⊗ · · · ⊗Ak)] , (A18)
where Wcyc represents the cyclic permutation operator
on H⊗k. By using the above relation, we have
EU∼ν
[〈(UAU†)B · · · (UAU†)B〉mc]
=
1
d
tr
[
Φ(k)ν (A
⊗k)B⊗kWcyc
]
, (A19)
which is graphically represented in Fig. 7. Because the
k-ETH for A⊗k implies that Φ(k)L (A
⊗k) = Φ(k)H (A
⊗k), we
obtain Eq. (39).
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FIG. 7: Graphical representation of the right-hand side of
Eq. (A19), where we impose the periodic boundary condition.
5. Proof of Eq. (41)
From Eq. (A4) and Eq. (A19), the long-time average
of the 2k-point OTOC is represented as
F
(2k)
A,B =
1
d
∑
i∼j
Ai1j1 · · ·AikjkBj1i2 · · ·Bjki1 . (A20)
When Aij = O(d−1/2) and Bij = O(d−1/2), we have
F
(2k)
A,B = O(d−1). (A21)
Appendix B: k-ETH with symmetry
In this appendix, we generalize Eq. (17) in the presence
of a unitary symmetry or an anti-unitary symmetry (class
AI or AII in the Dyson’s classification [113]). The former
simply gives the same form as Eq. (17) for each symmetry
sector, as is the case for the 1-ETH [4]. The latter, on
the other hand, leads to a different form depending on
the symmetry class for k ≥ 2, while the 1-ETH takes the
same form for these symmetry classes.
1. Unitary symmetry
We first briefly note the case that the Hamiltonian has
a unitary symmetry described by a group G. Let {V (g) :
g ∈ G} be a unitary representation of G on H. We can
decompose it to irreducible representations as
H =
⊕
λ
Mλ ⊗Nλ, (B1)
where λ is a label of an irreducible representation, Mλ
is the representation space of λ, and Nλ describes the
multiplicities of λ. Correspondingly, V is decomposed as
V (g) =
⊕
λ
Vλ(g)⊗ INλ , (B2)
where INλ is the identity operator on Nλ. We assume
that the Hamiltonian H has the G-symmetry, and com-
mutes with V (g) for all g ∈ G. Because of the Schur’s
lemma [49], the Hamiltonian is decomposed as
H =
⊕
λ
IMλ ⊗Hλ, (B3)
that is, the Hamiltonian takes a block-diagonal form
with each block corresponding to the sector of the ir-
reducible representation (the symmetry sector). Because
the Hamiltonian acts on each sector independently, we
focus on a single sector with Hamiltonian Hλ. We then
obtain the k-ETH for Hλ in the same manner as Eq. (17)
in Sec. III B:
〈Eλi1 . . . Eλik |O|Eλiσ(1) . . . Eλiσ(k)〉
=
∑
pi,τ∈Sk
δpiσ(i)Wgpi,τ (nλ)tr [WτO] , (B4)
where O ∈ B(N⊗kλ ), |Eλi 〉 is an eigenstate of Hλ, and nλ
is the dimension of Nλ. This is just a straightforward ex-
tension of the well-established fact that the 1-ETH holds
within each symmetry sector [4].
2. Anti-unitary symmetry
We next consider the case that the Hamiltonian has
an anti-unitary symmetry. We here restrict ourselves to
class AI and AII, where the Hamiltonian only has an anti-
unitary inversion symmetry such as time-reversal symme-
try. We denote the corresponding anti-unitary operator
that commutes with the Hamiltonian by T , which satis-
fies T 2 = 1 (class AI) or T 2 = −1 (class AII).
a. Class AI
We assume that H does not have any degeneracy and
its eigenstates satisfy T |Ei〉 = |Ei〉. If H is in class AI,
the unitary operator e−iHt is in U(d)/O(d), where U(d) is
the unitary group and O(d) is the orthogonal group. The
uniform ensemble over U(d)/O(d) is the circular orthog-
onal ensemble (COE). We can then derive the k-ETH of
class AI by using the COE instead of the HRU (CUE),
which gives
〈Ei1 . . . Eik |O|Eiσ(1) . . . Eiσ(k)〉
=
∑
τ∈S2k
WgAI(τ, d) 〈Ei1 . . . Eik |OAIτ |Eiσ(1) . . . Eiσ(k)〉 .
(B5)
Here, WgAI(τ, d) is the Weingarten function of COE [114,
115], and
OAIτ := tr2[W
>
pi∗τpi−1∗
(I ⊗O>)], (B6)
where > denotes the transpose, tr2 denotes the partial
trace over the second Hilbert space of H⊗k ⊗H⊗k, and
pi∗ :=
(
1 · · · k k + 1 · · · 2k
2 · · · 2k 1 · · · 2k − 1
)
. (B7)
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For k = 1, Eq. (B5) reduces to the conventional ETH
〈Ei|O|Ei〉 = 〈O〉mc.
We show the derivation of Eq. (B5). The k-fold channel
of the COE is given by [114, 115]
Φ
(k)
COE(O) =
∑
σ∈S2k
WgAI(τ, d)OAIτ . (B8)
In the same manner as the derivation of the k-ETH of
class A, we compare Eq. (A4) and Eq. (B8), and obtain
Eq. (B5).
b. Class AII
For a Hamiltonian H in class AII, it always has degen-
eracies called the Kramers degeneracies. Here, we assume
that H have no other degeneracies than the Kramers
degeneracies. We denote an eigenstate of H by |Ei, a〉
(i = 1, . . . , d), where a = 0, 1 is the index of the Kramers
degeneracy. We assume that T |Ei, 0〉 = − |Ei, 1〉 and
T |Ei, 1〉 = |Ei, 0〉 without loss of generality.
If H is in class AII, the unitary operator e−iHt is
in U(2d)/Sp(2d), where Sp(2d) is the symplectic group.
The uniform ensemble over U(2d)/Sp(2d) is the circular
symplectic ensemble (CSE). We can derive the k-ETH of
class AII by using the CSE instead of the HRU, which
gives
〈Ei1a1 . . . Eikak|O|Eiσ(1)b1 . . . Eiσ(k)bk〉
=
∑
τ∈S2k
WgAII(τ, d)
× 〈Ei1a1 . . . Eikak|OAIIτ |Eiσ(1)b1 . . . Eiσ(k)bk〉 .
(B9)
Here, WgAII(τ, d) is the Weingarten function of the
CSE [115], and
OAIIτ := tr2[W
>
pi∗τpi−1∗
(Id ⊗OD)], (B10)
where OD is the dual operator of O defined as
OD := J⊗kO>J>⊗k (B11)
with
J :=
(
0d Id
−Id 0d
)
. (B12)
For k = 1, Eq. (B9) again reduces to the conventional
ETH 〈Ei|O|Ei〉 = 〈O〉mc. The derivation of Eq. (B9) is
the same as that of Eq. (B5) by using
Φ
(k)
CSE(O) =
∑
σ∈S2k
WgAII(τ, d)OAIIτ . (B13)
(a)
input
output
(b)
EPR pairs
FIG. 8: Graphical representation of the channel-state dual-
ity of a unitary operator U . (a) The channel representation
of U , which has an input leg and an output leg. Each leg cor-
responds to a single Hilbert space H. (b) The corresponding
state representation of U . By bending the input leg, we treat
U as a state ofH⊗2, written as |U〉. The bent line corresponds
to N EPR pairs.
Appendix C: Operator space entanglement entropy
We consider the OSEE, which is an analog of the en-
tanglement entropy in the operator space [78, 79]. Specif-
ically, we prove that the kth Re´nyi OSEE (k-OSEE) of
the LTE follows the Page curve if the k-ETH holds. This
is a natural extension of our result of the entanglement
entropy in Sec IV.
1. Definition of the OSEE
To formulate the OSEE, we use the channel-state du-
ality (the Choi-Jamio lkowski isomorphism), which maps
a quantum channel (unitary operation) to a quantum
state [110, 111]. Let us consider the extended Hilbert
space that consists of the input system and the output
system: Hin⊗Hout ∼= H⊗2. A unitary operator U acting
on H is mapped to the following state of H⊗2:
|U〉 := 1
d1/2
∑
i,j
Uji |i〉in ⊗ |j〉out . (C1)
When U is the identity, this state corresponds to a max-
imally entangled state (N EPR pairs) between the input
and output states. We graphically show the channel-state
duality in Fig. 8.
The k-OSEE of U is defined as the k-REE of |U〉 [78,
79]. We divide the input (output) system into X and Xc
(Y and Y c). We denote the reduced state of |U〉 on X
and Y by ρUXY . The k-OSEE is defined as
R
(k)
U (X,Y ) :=
1
1− k log tr
[
(ρUXY )
k
]
, (C2)
which satisfies 0 ≤ R(k)U (X,Y ) ≤ log dXdY . The k-OSEE
of the identity operator is zero. We expect that the more
complex unitary operator is, the larger the k-OSEE is.
The k-OSEE is used as a measure of information scram-
bling [15, 16, 116–118]. In fact, the k-OSEE is related to
the operator-averaged 2k-point OTOC [12, 23].
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With the use of the partial cyclic permutation opera-
tor (42), for k ≥ 2, the k-OSEE is rewritten as
R
(k)
U (X,Y ) =
1
1− k log
tr
[
C−1X U
†⊗kCY U⊗k
]
dk
. (C3)
We also define the k-OSEE of an ensemble ν of uni-
taries [119] by
R(k)ν (X,Y ) :=
1
1− k log
tr
[
C−1X Φ
(k)
ν (CY )
]
dk
. (C4)
In general, R
(k)
ν (X,Y ) does not equal
EU∼ν
[
R
(k)
U (X,Y )
]
.
2. Page curve of the k-OSEE
Considering the k-OSEE of the HRU, we derive the
Page curve of the k-OSEE [16, 120]. We first consider
the infinite temperature case, where the energy shell H
is given by the entire Hilbert space of dimension 2N as
in Sec. IV A. From Eq. (6), we have
tr
[
C−1X Φ
(k)
ν (CY )
]
=
∑
pi,τ∈Sk
Wgpi,τ (d)d
c(pi−1cycpi)
X d
c(pi)
Xc d
c(τpicyc)
Y d
c(τ)
Y c , (C5)
where we used tr [Wpi] = d
c(pi) and picyc is the cyclic per-
mutation. From Eq. (A7) and (A8), we have
tr
[
C−1X Φ
(k)
ν (CY )
]
≈
∑
pi∈Sk
d−k+2c(pi)(dXdY )c(pipicyc)−c(pi).
(C6)
The leading term of this is given by pi = I and equals
dkd1−kX d
1−k
Y . Dividing Eq. (C6) by d
k and taking the
logarithm, we obtain
R
(k)
H (X,Y ) = (m+ n) log 2− γ(k)X,Y , (C7)
where we denoted the number of qubits in X and Y by
m and n, respectively, and
γ
(k)
X,Y
:=
1
k − 1 log
(∑
pi∈Sk
d−2k+2c(pi)(dXdY )c(pipicyc)−c(pi)+k−1
)
.
(C8)
Equation (C7) is the counterpart of the Page curve (55)
for the k-OSEE. The first term on the right-hand side of
Eq. (C7) is proportional to the sum of the size of regions
X and Y , implying the volume law. γ
(k)
X,Y is the sublead-
ing correction to the volume law, i.e., the Page correc-
tion. Especially, for the half partitions (m = n = N/2),
we have γ
(k)
X,Y → logCk in the limit of d → ∞, where
Ck := (2k)!/k!(k + 1)! is the Catalan number [16]. For
k = 2, Eq. (C7) and Eq. (C8) reduce to
R
(2)
H (X,Y ) = (m+ n) log 2− γ(2)X,Y , (C9)
γ
(2)
X,Y = log
(
1 +
1− 22m − 22n + 22(m+n)
22N − 1
)
.
(C10)
γ
(2)
X,Y is approximately zero for m + n  N , whereas
γ
(2)
X,Y ≈ log 2 for m+n = N . These properties are similar
to the case of the Page curve of the 2-REE (55).
We next generalize the above argument to the finite
temperature case, where the energy shell H is a strict
subspace of the entire Hilbert space as in Sec. IV B. For
simplicity, we consider the case of k = 2. The 2-OSEE
of the HRU on H is defined as
R
(2)
H (X,Y ) := − log
tr
[
S˜XΦ
(2)
H (S˜Y )
]
d2
, (C11)
where S˜X and S˜Y are the partial swap operators pro-
jected onto H. By using Eqs. (57) and (58), we have
d−2tr
[
S˜XΦ
(2)
H (S˜Y )
]
≈ e−R(2)mc(X)−R(2)mc(Y ) + e−R(2)mc(Xc)−R(2)mc(Y c) (C12)
for d  1. Taking the logarithm of the above equality,
we obtain
R
(2)
H (X,Y ) ≈ R(2)mc(X) +R(2)mc(Y )− γ˜(2)X,Y , (C13)
where
γ˜
(2)
X,Y := log
(
1 + eR
(2)
mc(X)+R
(2)
mc(Y )−R(2)mc(Xc)−R(2)mc(Y c)
)
.
(C14)
Equation (C13) is a finite-temperature generalization of
the 2-OSEE Page curve (C9). The first and the second
terms on the right-hand side of Eq. (C13) represent the
thermal behavior, and the third term γ˜
(2)
X,Y represents the
Page correction, which becomes log 2 at m = n = N/2.
In the same manner as in Sec. IV B, we can show that
R
(2)
H (X,Y ) follows Eq. (64) by replacing n with n + m
under assumption (65). The foregoing argument can also
apply to the higher k-OSEE (k ≥ 3), and we can derive
the finite-temperature Page curve (72) for the k-OSEE.
3. k-OSEE and k-ETH
We next consider the k-OSEE of the LTE. If the system
satisfies the exact k-ETH for C˜Y , the k-OSEE of the LTE
follows the finite-temperature Page curve of the k-OSEE.
This is because the exact k-ETH for C˜Y implies that
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Φ
(k)
L (C˜Y ) = Φ
(k)
H (C˜Y ). Since the 2-ETH is true for the
nonintegrable model discussed in Sec. V, the 2-OSEE of
the LTE follows the Page curve in this model.
In Refs. [118, 120], it has been numerically shown that
the 1-OSEE R
(1)
U (X,Y ) of e
−iHt saturates at almost the
maximum value in nonintegrable systems. This can also
be accounted for by the 2-ETH as follows. At late times,
we expect that R
(1)
U (X,Y ) ≈ R(1)L (X,Y ) holds if the ini-
tial state is given by a large number of energy eigen-
states [58, 59]. By combining this and R
(1)
L (X,Y ) ≥
R
(2)
L (X,Y ), we obtain
R
(1)
U (X,Y ) & R
(2)
L (X,Y ) ≈ R(2)H (X,Y ), (C15)
where we used the 2-ETH to obtain the right equal-
ity. Since R
(2)
H (X,Y ) gives the Page curve that is also
an upper bound of R
(1)
U (X,Y ), Eq. (C15) implies that
R
(1)
U (X,Y ) takes almost the maximum value. On the
other hand, the 1-OSEE does not saturate at the maxi-
mum value in integrable systems [118, 120], as consistent
with our numerical result that the 2-ETH does not hold
in the integrable system.
We note that the dominant contribution to the 2-OSEE
comes from Eqs. (60) and (61) at finite temperature
(Eqs. (46) and (47) at infinite temperature), which are
not related to the 2-REE. From Eq. (A4), we have
d−2tr
[
S˜XΦ
(2)
L (S˜Y )
]
= d−2
∑
i
〈EiEi|S˜X |EiEi〉 〈EiEi|S˜Y |EiEi〉
+ d−2
∑
i 6=j
〈EiEj |S˜X |EiEj〉 〈EiEj |S˜Y |EjEi〉
+ d−2
∑
i 6=j
〈EiEj |S˜X |EjEi〉 〈EiEj |S˜Y |EiEj〉 . (C16)
The three terms on the right-hand are evaluated by
Eqs. (59), (60), and (61), respectively. For d  1, we
have
1st term ≈ 0, (C17)
2nd term ≈
{
e−R
(2)
mc(X)−R(2)mc(Y ) (m,n N)
e−2R
(2)
mc(X) (m = n = N/2),
(C18)
3rd term ≈
{
0 (m,n N)
e−2R
(2)
mc(X) (m = n = N/2).
(C19)
Here, if m,n  N , only the second term contributes to
R
(2)
L (X,Y ), implying the thermal behavior R
(2)
L (X,Y ) ≈
R
(2)
mc(X) +R
(2)
mc(Y ). On the other hand, if m = n = N/2,
the second and the third terms contribute in the same
order as e−2R
(2)
mc(X), leading to both the thermal behavior
and the Page correction R
(2)
L (X,Y ) ≈ − log(e−2R
(2)
mc(X) +
e−2R
(2)
mc(X)) ≈ 2R(2)mc(X)− log 2. The reason why the first
term is negligible is that the sum in that term runs over
d elements while the sums in the other terms runs over
d2 − d elements.
Now, the implications of the 2-ETH for S˜X is summa-
rized as follows: Eq. (59) implies the Page curve of the
2-REE (62), Eq. (60) implies the thermal behavior of the
2-OSEE, and Eq. (61) implies the Page correction of the
2-OSEE.
The first and the second terms on the right-hand side
of Eq. (C13) (the volume law at infinite temperature) are
also accounted for by the 1-ETH as follows. The 1-ETH
for the partial swap operator S˜X is regarded as quantum
ergodicity for S˜X :
Φ
(2)
L (S˜X) =
tr
[
S˜X
]
d2
I⊗2 = e−R
(2)
mc(X)I⊗2. (C20)
In this case, we have
R
(2)
L (X,Y ) = R
(2)
mc(X) +R
(2)
mc(Y ), (C21)
which equals the sum of the first and the second terms
on the right-hand side of Eq. (C9). Therefore, the Page
correction of the OSEE originates from the higher-order
ETH.
4. Operator-averaged OTOC
We remark on the relationship between the OSEE and
the operator-averaged OTOC. For the infinite tempera-
ture case with the Hilbert space of dimension d := 2N ,
the operator-averaged (4-point) OTOC on region X and
Y c is defined by
FX,Y (t) :=
1
d2Xd
2
Y c
∑
PX ,PY c
〈PX(t)PY cPX(t)PY c〉mc ,
(C22)
where the sum is taken over all the Pauli operators PX
on X and PY c on Y
c. As mentioned before, the operator-
averaged OTOC is related to the 2-OSEE [12, 23] as
EU∼ν [FX,Y ] = 2−m−ne−R
(2)
ν (X,Y ) (C23)
with an arbitrary ensemble ν. Thus, the long-time av-
erage FX,Y exactly decays to the HRU average F
H
X,Y , if
the 2-OSEE of the LTE exactly follows the Page curve:
R
(2)
L (X,Y ) = R
(2)
H (X,Y ), (or equivalently, the exact 2-
ETH holds for SY ).
We next consider approximate decay of the operator-
averaged OTOC. For d  1, the HRU average of the
operator-averaged OTOC is approximated as
FHX,Y ≈
{
2−2(m+n) (m,n N)
2 · 2−2N (m = n = N/2), (C24)
where the prefactor 2 for m = n = N/2 originates from
the Page correction. If X and Y are local (m,n 
22
integrable
non-integrable
integrable
non-integrable
non-integrable
integrable
integrable
non-integrable
(a) (b) 
(c) (d) 
FIG. 9: The time-dependence of the OTOC (D1) for the
XXZ ladder model (77) with λ = 0 (integrable) and λ = 1
(nonintegrable). The dotted lines show the HRU average. We
set A = B = (a) Z0, (b) Z1, (c) Z1Z2, and (d) Z1Zp+1. The
OTOC relaxes (does not relax) to the HRU average for the
nonintegrable (integrable) case.
N), the approximate decay of the operator-averaged
OTOC is guaranteed by the volume law of the 2-OSEE,
R
(2)
L (X,Y ) ≈ (m + n) log 2, as a consequence of the 1-
ETH . On the other hand, for m = n = N/2, the 1-ETH
does not give the prefactor 2, which is a consequence of
the 2-ETH.
Appendix D: Supplemental numerical results
In this Appendix, we provide supplemental numerical
results.
1. 4-point OTOC
We here provide supplemental numerical results for the
(4-point) OTOC
FA,B(t) := 〈A(t)BA(t)B〉mc , (D1)
in the XXZ ladder model (77) by using numerical ex-
act diagonalization. To simplify notation, we omit the
superscript ‘(4)’.
Figure 9 shows the time-dependence of the
OTOC (D1). We set A = B = Z0, Z1, Z1Z2, Z1Zp+1,
and the parameters are the same as those in Sec. V.
For the nonintegrable case (λ = 1), FA,B(t) relaxes to a
small value near the HRU average. On the other hand,
for the integrable case (λ = 0), FA,B(t) exhibits larger
(a) (b)
FIG. 10: The d-dependence of ∆F defined in (D2) for the
XXZ ladder model (77) with λ = 0, 0.1, 0.5, 1. We set A = B
to (a) Z0, (b) Z1. These results imply that the deviation from
the HRU average vanishes (does not vanish) with d→∞ for
the nonintegrable (integrable) case.
temporal fluctuations and does not relax to the HRU
average. These results again confirm that information
scrambling occurs only in nonintegrable systems.
In order to further clarify the relationship between the
integrability and the OTOC at late times, we investigate
the d-dependence of the deviation of the long-time aver-
aged OTOC (38) from the HRU average (37):
∆F :=
∣∣FA,B − FHA,B∣∣ . (D2)
We calculated F¯A,B with the help of the analytical
form (A20). We note that we numerically confirmed
the 2nd-incommensurate condition of the spectrum of the
XXZ ladder model.
Figure 10 shows the d-dependence of ∆F with the in-
tegrability breaking parameter λ = 0, 0.1, 0.5, 1. For the
nonintegrable case, ∆F decreases polynomially with d,
implying that the long-time average of the OTOC agrees
with the HRU average in the limit of d → ∞. On the
other hand, ∆F does not decay for the integrable case.
We note that ∆F is larger than O(d−2) for all the param-
eters. This fact implies that, for finite d, the OTOC does
not achieve the exact decay to the HRU average even in
the nonintegrable case.
These results are consistent with our theory in the
main text as follows. The conventional diagonal and off-
diagonal ETH is only true for the nonintegrable cases
(λ 6= 0). Thus, Eq. (41), which implies the decay of the
long-time average of the OTOC, is only applicable to the
nonintegrable cases. For the integrable case, Eq. (41)
does not give any information about the OTOC.
2. The d-dependence of the microcanonical average
We show the d-dependence of the microcanonical av-
erage 〈A〉mc to estimate the exponent a of I2(A⊗2) =O(d−a) from Eq. (25).
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FIG. 11: The λ-dependence of the exponent α of
∣∣〈A〉mc∣∣ =
O(d−α). The exponent takes α ∼ 0.1 in the nonintegrable
case (λ 6= 1). As in Fig. 4, the circles, triangles, squares, and
diamonds represent the results for Z0, Z1, Z1Z2, and Z1Zp+1,
respectively.
As in Sec. V, we calculate the microcanonical average
of A corresponding to the the energy shell [Ei − δmc, Ei]
by changing an eigenenergy Ei. We choose the maximum
absolute value |〈A〉mc| over Ei ∈ [E − ∆E,E], and fit
log |〈A〉mc| against a fitting function f(d) := −α log d +
β with fitting parameters α and β. We use the same
parameters as in Sec. V.
Figure 11 shows the λ-dependence of the exponent α
of |〈A〉mc| = O(d−α). We find that the exponent α is
positive for all the cases, implying that |〈A〉mc| → 0 in the
limit of d → 0. This is consistent with the expectation
from the equivalence of ensembles [73, 74]. α depends on
parameter λ and operator A, but takes a value around
0.1. We thus used α ∼ 0.1 to estimate the exponent a in
Sec. V B.
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