Abstract-We analyze the performance of underwater acoustic ad-hoc networks in the presence of interference. We assume a uniform distribution of nodes over a finite area, and focus for simplicity on a two-dimensional network. The node-to-node channel is modeled using frequency dependent path loss and Ricean fading. We adopt a communication theoretic approach and study the sustainable number of hops through the network as an indicator of the network connectivity, as well as power and bandwidth requirements. The network operation is highly dependent on the node density with two distinct regions of limited performance: the coverage-limited region, where the number of nodes in the network is small, and the interference-limited region, where the number of nodes is large. We show that a desired level of connectivity can be achieved through a judicious selection of the operating frequency, power and bandwidth. Numerical examples illustrate the results of the analysis.
I. INTRODUCTION
T HE DESIGN and analysis of underwater wireless (acoustic) communications systems is receiving an increased interest by both researchers and practitioners in the area [1] , [2] , [3] . Initial research efforts have focused on underwater acoustic channel modeling, link capacity analysis and pointto-point communications, (see [4] , [5] and references therein). Motivated by these theoretical models and driven by the maturation of underwater acoustic modem technology [6] , the development of underwater acoustic networks is coming close to realization. In order to facilitate these developments, a further study and an improved understanding of underwater networking principles is of paramount importance. The design of underwater networks is afflicted by the harshness of the acoustic propagation medium. The limited, distance-dependent bandwidth, the poor quality of the physical link, as well as the associated deployment difficulties, preclude direct application of existing land-based radio network solutions, necessitating novel approaches in the design of underwater acoustic networks.
The study of underwater acoustic networks encompasses two very different directions. The first direction follows the paradigm of cellular systems with distributed nodes communicating through a fixed infrastructure of base stations [7] . The base stations may either be mounted on surface bouys and connected by radio links or be bottom mounted with a cable-based infrastructure. The second direction focuses on decentralized ad-hoc networks where there is no established infrastructure, and the nodes communicate through multihop relaying. While ad-hoc networks operating in terrestrial radio environments have been studied extensively [8] , [9] , the analysis of ad-hoc network performance in an underwater acoustic environment remains a very challenging and complicated task. There has been recent progress on the design of multiple-access methods [10] , [11] , [12] , medium access control protocols [13] , [14] , [15] , [16] , [17] , [18] and routing schemes [19] , [20] , [21] , [22] , [23] for underwater networks. These are very important considerations in their own right; nonetheless, they focus on certain aspects of the network's performance, rather than the behavior of the network as a whole. Therefore, there is still a need for an approach that would provide a perspective on the overall performance of underwater acoustic ad-hoc networks.
In this paper, we focus on an underwater network of bottom mounted nodes, i.e., a two-dimensional network topology. In underwater acoustic communication systems, the power is subject to high attenuation that depends both on the distance and the frequency of the signal, while the bandwidth is severely limited. Hence, we assume multihop transmission based on nearest neighbor routing, as it offers more beneficial bandwidth and path loss conditions [4] . As the physical layer plays a fundamental role in the performance of underwater acoustic systems, a bottom-up approach for the study of underwater acoustic networks emerges quite naturally. The capabilities and limitations of the physical layer in fact impact certain design parameters and the performance of the overall network. Hence, we adopt a communication theoretic approach [24] and investigate the ad-hoc network performance in the presence of interference from other nodes in the network. The node-to-node channel is subject to frequency dependent 0733-8716/11/$25.00 c 2011 IEEE path loss and is modeled as Ricean fading [25] , [26] . We focus on the interdependence between the sustainable number of hops in the network, as an indicator of network connectivity; end-to-end frame error probability, power, and bandwidth allocation. Our study reveals that the network operation is highly dependent on the node density with two distinct regions of limited performance: the coverage-limited region, where the number of nodes in the network is small, and the interferencelimited region, where the number of nodes is large.
We also introduce a hierarchical sensor network architecture in which the sensors and collector stations operate in distinct layers. The architecture is motivated by the properties of acoustic propagation. Namely, it exploits the frequencydependent attenuation, which implies that for each transmission distance, there exists an operating frequency for which the narrow-band signal-to-noise ratio is maximized. Multihop communications are established in the context of a data gathering protocol which conveys the information from the sensors to the collectors. As the distance between the sensors is shorter than the distance between the collectors, the sensor-to-sensor transmissions are allocated a higher operating frequency than the collector-to-collector transmissions. The orthogonality in the frequency domain guarantees that the sensor-to-sensor transmissions will not create interference for the collector-tocollector transmissions and vice versa.
We emphasize that in addition to the choice of communication architecture, the actual network design will be largely driven by the trade-offs between node costs, endurance, and sensor performance. Potential applications could include target tracking by a sensor field, submarine detection, mine countermeasures, etc., as discussed, e.g., in [3] and references therein.
The paper is organized as follows. Section II describes the underwater acoustic propagation model. The analysis of underwater acoustic ad-hoc networks is discussed in Section III. Section IV introduces the hierarchical sensor network architecture. Numerical results are presented in Section V. Section VI concludes the paper.
II. UNDERWATER ACOUSTIC ATTENUATION AND NOISE
Underwater acoustic communication channels are characterized by a path loss that depends not only on the distance between the transmitter and the receiver, as is the case in many other wireless channels, but also on the signal frequency. The absorption loss increases with frequency, as well as with distance and limits the practically usable bandwidth. In this Section, we briefly overview the salient characteristics of acoustic propagation. A reader familiar with these aspects may wish to skip to the next Section.
A. Attenuation
Attenuation, or path loss, that occurs in an underwater acoustic channel over a distance d for a signal of frequency f , is given by
where A 0 is a unit-normalizing constant that includes fixed losses, a(f ) is the absorption coefficient and κ is the spreading factor. In the case of practical spreading κ = 1.5. The The absorption coefficient a(f ) given in dB/km for the signal frequency f in kHz.
absorption coefficient can be expressed empirically, using Thorp's formula which gives a(f ) in dB/km for f in kHz as [27] 10 log a(f ) = 0.11f
This formula is generally valid for frequencies above a few hundred Hz. It is reproduced in Figure 1 .
B. Noise
The ambient noise in the ocean can be modeled using four sources: turbulence, shipping, waves and thermal noise. Most of the ambient noise sources can be described by Gaussian statistics and a continuous power spectral density (p.s.d.). The following empirical formulae give the power spectral densities of the four noise components in dB re μ Pa per Hz as a function of frequency in kHz [27] 
where s is the shipping activity factor, 0 ≤ s ≤ 1, and w is the wind speed in m/s. The overall p.s.d. of the ambient noise is
III. UNDERWATER ACOUSTIC AD-HOC NETWORKS
We analyze the performance of underwater acoustic adhoc networks, where the nodes communicate with each other without the presence of a central authority, under the constraint that a certain quality-of-service level, represented by a maximum allowed end-to-end frame error probability, needs to be maintained. In particular, we find that the network connectivity, in terms of the sustainable number of hops, can be compromised by coverage, when the node density is too small, and by interference, when the node density is too high. Moreover, the range of node densities that support full connectivity depends on the choice of the transmit power and the operating frequency.
A. Network Topology
We focus on a two-dimensional network geometry, 1 and consider a network of bottom mounted nodes. Let the area of the network be a circle of radius r. We assume a uniform distribution of nodes in the network as depicted in Figure 2 . Given the number of nodes in the network, N , and the area of the network, A, the density of the network is
Given the uniform node distribution, the distance between the nodes is
where c is a constant that depends on the node placement (grid pattern). Without the loss of generality, we let c = 1. We assume multihop transmission based on nearest neighbor routing. This is an energy saving strategy, hence it may be attractive for networks with battery-powered nodes. The analysis is performed under the assumption that the route discovery phase between the source and the destination has been successful. Further discussion regarding route discovery and the exchange of control messages may be found in [24] and references therein. As the longest multihop route in the network is along the diameter of the network, D = 2 A/π, the maximum number of hops is
Let the average number of hops for a multihop route be n h . As long as the probability distribution of the number of hops is symmetric, that is, as long as very long and very short routes source destination Fig. 3 .
Interference model. The black circles indicate nodes that are transmitting at the same time and on the same frequency as the source node (interfering nodes).
are much less likely than routes with an average number of hops, we have that [24] n h = n
B. Interference Model
In order to illustrate the effect of interference, we focus on a single transmission from a source node to a destination node, as depicted in Figure 3 . We impose a protocol constraint: no nodes that are at the same distance from the destination node as the source node are allowed to transmit in the same time slot and in the same frequency band as the source during the source node's transmission.
The remaining nodes that may interfere with the source's transmission are organized in tiers. Assuming a hexagonal grid as an approximation of the network topology, there will be at most 12 interfering nodes in tier 1, 18 interfering nodes in tier 2, etc. A scenario where all the nodes in the network transmit at the same time is unrealistic, as some nodes will be receiving while others transmit. Figure 3 depicts a scenario where a half of the nodes in tier 1 and a third of the nodes in tier 2 transmit at the same time and in the same frequency band as the source, thus creating interference. Assuming that all the nodes transmit with some constant p.s.d. S, the combined interference from the nodes in the first and second tier is
where c 1 ≤ 12 and c 2 ≤ 18 are constants indicating the number of interfering nodes in tiers 1 and 2, respectively. In the example presented in Figure 3 , we have c 1 = c 2 = 6. As there are multiple interfering nodes in the network, we assume that the interference is Gaussian with p.s.
d. I(f ).
Using the attenuation A(d, f ), the noise p.s.d. N (f ) and the interference p.s.d. I(f ), we can evaluate the signal to interference plus noise ratio (SINR) observed over a distance d, as shown in Figure 4 . We observe that there is a preferred operating frequency, f o (d), which depends on the distance, d. 
The factor
−1 is maximized at this frequency. 
C. Multihop Transmission
We assume a simple demodulate-and-forward relaying strategy. The end-to-end frame error probability (FEP) for a multihop route with n h hops is given by (10) where p b denotes the bit error probability of a single node-tonode link, and L denotes the frame size in bits. 2 Note that an acoustic signal propagates as a pressure wave whose level is commonly measured in dB relative to 1 μ Pa. We consider the network quality-of-service in terms of the maximum allowed end-to-end route FEP, i.e., we require that p route ≤ p max route . Let the number of hops that can be sustained by the network, i.e., the number of hops that can satisfy the maximum end-to-end route FEP, be denoted by n sh . From Eq. (10), it follows that n sh can be calculated as
While the analysis does not consider it explicitly, we note that in practice n sh and n max h are chosen as nearest integers. Without the loss of generality, we focus on uncoded BPSK transmission. Under the assumption of a Ricean fading model for the node-to-node channel [25] , [26] , and assuming that perfect channel state information is available at the receiver, the bit error probability 3 can be upper bounded as [29] 
where K denotes the Ricean fading factor and γ denotes the SINR. We assume that the attenuation, noise and interference are constant over the operational bandwidth B, so that the SINR can be calculated at the operating frequency
Evaluating the SINR at f o (d) maximizes the SINR in Eq. (13), minimizes the node-to-node bit error probability p b in Eq. (12), and consequently maximizes the sustainable number of hops n sh in Eq. (11). The frequency-nonselective assumption is a suitable approximation for systems with narrow bandwidth. It can also be extended to wideband multi-carrier communication systems, such as OFDM [30] . In that case, the operating frequency, f o (d), would describe the performance on one of the carriers. The performance on the other carriers would correspond 
IV. HIERARCHICAL SENSOR NETWORK ARCHITECTURE
The findings of Section III, motivate a hierarchical underwater acoustic sensor network architecture in which the sensors and the collector stations operate in distinct layers. The bottom mounted sensors constitute the first layer in the architecture. The sensors are organized into disjoint cells, as illustrated in Figures 8 and 9 . The sensors in each cell communicate their information utilizing multihop relaying to the collector station located at the center of the cell. The collector stations (collectors), which are also bottom mounted, form the second layer in the hierarchical architecture. The collectors similarly utilize multihop relaying to transmit their respective information to the central collector. As the distance between the sensors is shorter than the distance between the collectors, the sensor-to-sensor transmissions are allocated a higher operating frequency than the collector-to-collector transmissions.
A. Data Gathering Protocol
Both the sensors and the collectors utilize the same data gathering protocol. We consider two versions of the protocol and describe it in terms of sensor-to-sensor transmissions to the collector.
1) Protocol 1:
The protocol is illustrated in Figure 7 . The sensors closest to the collector transmit their information first in a single-hop transmission to the collector. The sensors that are two hops away transmit next through a two-hop route to the collector and so on. As they need to relay the data, the sensors closer to the collector can take advantage of the established route and transmit again. For example, Figure 7 shows sensors that are three hops away from the collector. They establish three-hop routes. The other sensors in the route, that are within two hops and a single hop from the collector, take advantage of the established route and send new information to the collector.
We note that spatial reuse of the bandwith is possible, so that there can exist multiple routes to the same collector. Of course, this leads to interference among transmissions utilizing the same time slot and the same bandwidth [28] .
2) Protocol 2:
The second data gathering protocol is a simplified version of the protocol described above. In this case, the sensors still utilize multihop transmissions; however, all sensors that are within the collector's cell transmit only once to the collector. In other words, sensors closer to the collector that are part of a multihop route for a sensor that is farther away from the collector only act as relays and do not transmit new information to the collector.
B. Collector Network Topology
We consider a network of bottom mounted collectors that is set-up in a manner analogous to the original network structure. The network of uniformly distributed collectors is shown in Figure 8 . Given the number of collectors in the network, K, and the area of the network, A, the density of the collectors in the network is ρ c = 
C. Sensor Network Topology
We consider a network of bottom mounted sensors. We assume a uniform distribution of N sensors in the network. , respectively.
D. Multihop Transmission
We assume that both the sensor network and the collector network utilize uncoded BPSK transmission with a simple demodulate-and-forward strategy employed by the relays. Assuming the interference model presented in Section III-B and following the approach described in Section III-C, the number of hops that can be sustained by the network can be calculated as,
, where the bit error probability, p b , is upper bounded by Eq. (12) and the SINR is given by Eq. (13) . We note that while not considered explicitly in the analysis, in practice, n sh , n max c , and n max s will be selected as nearest integers.
V. NUMERICAL RESULTS
In this section, we present numerical examples that examine the relationships between the sustainable number of hops, the end-to-end FEP, the signal power, and the bandwidth. We assume a circular network of area A = 1000 km 2 , the attenuation model given in Eq.
(1), and we neglect any fixed losses. 4 We assume Ricean fading for each node-to-node channel [25] , [26] , [29] . The Ricean fading factor is taken to be K = 10. The spreading factor is κ = 1.5, the shipping activity factor is s = 0.5, and we assume calm conditions, that is, the wind speed is w = 0 m/s. The frame size is L = 100 bits. Figure 10 presents the sustainable number of hops for a target (maximum allowed) end-to-end FEP of p max route = 10 −2 , bandwidth B = 4 kHz and transmit power P = 140 dB re μ Pa. The nodes are able to adjust their powers, so that the sustainable number of hops through the network never exceeds the maximum number of hops given in Eq. (7). The average number of hops given by Eq. (8) is also presented. We observe that when there are N 30 nodes, the network cannot provide connectivity. This is due to the fact that with so few nodes in the network, the nodes are too far apart to guarantee the required end-to-end FEP for the available transmit power. Hence, the network is coveragelimited. Contrary to this situation, when the number of nodes in the network is N 560, we observe that the network can no longer sustain routes with the maximum number of 4 Inclusion of additional frequency independent losses, and an adjustment of the background noise level to suit a particular environement and provide the necessary SINR margins, will scale the results in absolute value, but will not alter the general behavior. hops. As we increase the number of nodes, while keeping the area of the network constant, the distance between the nodes decreases and the interference becomes stronger. Hence, the sustainable number of hops begins to decrease. We note, however, that even with N = 1000 nodes in the network, the network can still maintain routes with an average number of hops. Nonetheless, the network is interference-limited. When the number of nodes in the network is between these values, 30 N 560, the network can provide full connectivity and meet the target end-to-end FEP. Figure 11 presents the sustainable number of hops for different values of the power. The required end-to-end FEP is 10 −3 . The bandwidth is B = 4 kHz. When the power is P = 168 dB re μ Pa the network provides full connectivity for all values of N < 1000. If the power is decreased to P = 164 or 160 dB re μ Pa, the network becomes interference-limited when the number of nodes in the network is N 700 and N 400, respectively. The corresponding operating frequency and the minimum transmit power needed to achieve full connectivity, i.e., n sh = n max h , are illustrated in Figure 12 . Figure 13 depicts the sustainable number of hops for different values of the bandwidth. The required end-to-end FEP is 10 −3 . The power is P = 164 dB re μ Pa. We observe that the network behavior changes as we vary the bandwidth. For example, when the bandwidth is B = 1 kHz the network provides full connectivity for all values of N < 1000. When the bandwidth is B = 2.5 kHz, the network becomes interference-limited when the number of nodes is N 830. When the bandwidth is increased to B = 4 kHz, the network becomes interference-limited when the number of nodes exceeds N 700. Note that this behavior is not inherent to the channel, but is rather caused by the fact that we have used the same signal power in all three cases. In other words, while the signal power remains the same, the noise power increases with the increased bandwidth causing an overall degradation in the system performance. Figure 14 presents the sustainable number of hops for various values of the maximum allowed end-to-end FEP and transmit power. The bandwidth is B = 4 kHz. We observe that for a target end-to-end FEP of 10 −3 and P = 164 dB re μ Pa, the network becomes interference-limited when the number of nodes is N 700. In this case the nodes have sufficient transmit power so that the network does not become coveragelimited when the number of nodes is small. When the target end-to-end FEP is 10 −2 and P = 138 dB re μ Pa, the network can provide full connectivity when the number of nodes is between 70 N 300. Above N 300 nodes, the network becomes interference-limited. In contrast, when the number of nodes in the network is less than N 70 nodes, the network is coverage-limited.
A. Ad-Hoc Network
The sensitivity of the sustainable number of hops to the carrier frequency is addressed in Figure 15 . The required endto-end FEP is 10 −3 , the bandwidth is B = 4 kHz and the transmit power is P = 164 dB re μ Pa. We observe that when f o is chosen as the operating frequency, the network becomes interference-limited when the number of nodes is N 700. At this frequency, the transmit power is sufficiently high that the network is not coverage-limited even for a small number of nodes. If the carrier frequency is f o ± 5 kHz, the network becomes interference-limited when the number of nodes is N 650 and coverage-limited when the number of nodes is N 80. When the carrier frequency is f o ± 8 kHz, the changes in the operating regions of the network are more pronounced. We observe that when the number of nodes is N 600 nodes, the network becomes interference-limited. The network is also coverage-limited when the number of nodes in the network is N 250. The network behaves in this way because a deviation from the preferred operating frequency f o causes the SINR to decrease, as depicted in The area is A = 1000 km 2 , the bandwidth is B = 4 kHz, the transmit power is P = 164 dB re μ Pa. Figure 4 , and consequently, the sustainable number of hops decreases as well.
B. Hierarchical Sensor Network
We present numerical examples that examine the relationships between the sustainable number of hops, the end-toend FEP, the signal power, and the bandwidth. The target (maximum allowed) end-to-end FEP is p max route = 10 −3 for both the collector and the sensor networks. We assume that the hierarchical sensor network utilizes the data gathering protocol 1. Hence, the average number of collector-to-collector hops, n c , and sensor-to-sensor hops, n s , are calculated for δ = Figure 16 . The collector's initial transmit power level is P c = 152 dB re μ Pa and the bandwidth is B c = 4 kHz. The corresponding performance of each collector's cell sensor network is presented in Figure 17 . The sensor's initial transmit power level is P s = 148 dB re μ Pa and the bandwidth is B s = 4 kHz. We assume that the collectors and the sensors have the ability to adjust their power levels, so that the sustainable number of hops through the network never exceeds the maximum number of hops. The figures present the sustainable number of hops, the preferred operating frequency and the transmit power. Clearly, we require the sustainable number of hops to be equal to the maximum number of hops in order to guarantee full connectivity. As we observe from Figures 16 and 17 , this is the case for both the collector network and the sensor network. We also observe that the operating frequency for the collector network is different from the operating frequency for the sensor network. For example, the operating frequency for the collector network when the number of collectors is K = 200 is f o (d c ) = 22.5 kHz. However, the operating frequency for the sensor network when the number of sensors per collector cell is N c = 50 is f o (d s ) = 125 kHz. Hence, there is a sufficent frequency separation to ensure the operation of the hierarchical sensor network without any cross-interference between the collector network and the sensor network. Figure 18 presents the sustainable number of sensor-tosensor hops in a collector cell for different values of the transmit power. 5 The bandwidth is B s = 4 kHz. The required end-to-end FEP is 10 −3 . We observe that the sustainable number of hops decreases as we decrease the sensors transmit power. For example, a transmit power of P s = 148 dB re μ Pa results in full connectivity in the collector cell: hence, data can be gathered from the entire area of the sensor field. However, if the transmit power is reduced to P s = 140 dB re μ Pa, full connectivity cannot be achieved, as the network becomes interference-limited when the number of sensors in the collector cell is N 32. In other words, a reduction of the sensors power essentially leads to a reduction in the area of the sensing field of the respective collector cell.
VI. CONCLUSIONS
We provided a communication theoretic analysis of underwater acoustic ad-hoc networks in the presence of interference. In particular, we studied the interdependence between the sustainable number of hops in the network, end-to-end FEP, power, and bandwidth allocation. We found that the region of the network where it provides full connectivity can be limited from below by coverage and from above by interference. When the number of nodes in the network is small, such that the available power is not sufficient to provide connectivity over a (large) area, the network is coveragelimited. As the number of nodes in the network increases while the network area remains constant, the distance between the nodes decreases, and the network becomes interferencelimited. Both the coverage-limited region and the interferencelimited region can be controled through a proper choice of the operating frequency and the transmit power. Specifically, when the operating frequency is chosen to maximize the SINR, the range of supported node densities (those for which full connectivity can be established) is widest. In contrast, if the operating frequency deviates from this value, or if the power is reduced from the minimum needed to achieve full connectivity, the range of supported densities narrows. We presented numerical examples that support these findings.
We also introduced a hierarchical sensor network architecture where the sensors and the collector stations operate in distinct layers. The hierarchical architecture was motivated by the fact that for each transmission distance there exists an operating frequency for which the SINR is maximized. We assumed a uniform distribution of both the sensors and the collectors over the finite area of the sensing field. The communication theoretic analysis supported by numerical examples showed that there is a sufficient frequency separation to ensure the operation of the hierarchical sensor network without 
