Introduction {#Sec1}
============

In the last two decades the wavelet transform has positioned itself as a powerful tool for digital signal processing complementing the Fourier transform and in some cases more powerful, since the wavelet transform performs an analysis both in time and in the frequency at the same time. On the other hand, the independent component analysis (ICA) provides an analysis perspective of the signals from the statistical point of view. In relation to the combined use of the Wavelet transform and the ICA, some related publications are shown below.

In \[[@CR1]\], an adaptive hybrid algorithm based on DWT and ICA is proposed to remove noise from images obtained by means of magnetic resonance imaging, where this combined technique is compared to conventional techniques, such as DWT, undecimated discrete wavelet transforms (UDWT) and ICA. In \[[@CR2]\], the idea of energy efficiency state identification is proposed and the monitoring strategy of energy efficiency state is established for a metal cutting process. A combined application method of continuous wavelet transform (CWT) and fast independent component analysis (FICA) is proposed for feature extraction of low or high energy efficiency state. On the other hand in \[[@CR3]\] an electrocardiogram (ECG) signal noise elimination method is proposed based on wavelet transformation and ICA. First, two-channel ECG signals are acquired. We decompose these two ECG signals by wavelet and adding the useful wavelet coefficients separately, obtaining two-channel ECG signals with fewer interference components. Second, these two-channel ECG signals are processed and a channel signal constructed to perform an additional process with ICA, obtaining the separate ECG signal. In \[[@CR4]\], a possible solution to the problem is proposed. Forensic speaker verification systems show severe performance degradation in the presence of noise when the signal to noise ratio (SNR) is low. Also use a combination of feature warped Mel frequency Cepstral coefficients (MFCCs) and feature warped MFCC extracted from the DWT of the enhanced speech signals as the feature extraction. In \[[@CR5]\], a method for separation of mixed signals using ICA and Wavelet transform is proposed. This problem is solved using DWT based parallel architecture, which is a combined system consisting of two sub-over complete ICA. One process takes the high-frequency wavelet part of observations as its inputs and the other process takes the low-frequency part. Then, the final results are generated by merged these results. In \[[@CR6]\], authors proposed a new wavelet based ICA method using Kurtosis for blind audio source separation. In this method, the observations are transformed into an adequate representation using wavelet packets decomposition and Kurtosis criterion.

Independent Component Analysis (ICA) {#Sec2}
====================================

There is an essentially statistical method for signals which simulates the way that human brain is able to differentiate a particular signal when it is listening to several signals at the same time (Fig. [1](#Fig1){ref-type="fig"}). We use the premise of the statistical independence from the origin signals. It means the signals are mixed with a noise which has a probability function and subsequently through ICA to obtain the original independent signals.Fig. 1.The human brain according to ICA

Operation of the ICA Method {#Sec3}
---------------------------

Usually when there is a social meeting and two persons are talking, the brain of the person who is listening only concentrates on the voice of the person with whom he is talking and keeping his main characteristics of the signal \[[@CR7]\]. The human brain is able to isolate and separate the different sounds that it is listening in order to concentrate only on the voice that is interested (Fig. [2](#Fig2){ref-type="fig"}). This ability to separate and recognize a sound source from a noisy environment is known as the Cocktail Party effect technique. This acoustic phenomenon of human psychology was initially proposed by Colin Cherry \[[@CR8]\].Fig. 2.Cocktail Party effect applied with ICA

In the following example there are two speakers **A** and **B** that each of them is speaking independently. The signals are separated by a mathematical process where two acoustic signals s~a~ and s~b~ are generated. Also, The signals are mixed and next to them there is a microphone that record these signals independently \[[@CR9]\]. The ICA method takes these signals (generated independently) which are mixed with random noise and then using a statistical process (ICA) to recover the two original signals separately (Fig. [2](#Fig2){ref-type="fig"}).

This process can be observed in greater detail when the signals **A** and **B** (Fig. [3](#Fig3){ref-type="fig"}) are mixed linearly through a linear function $\documentclass[12pt]{minimal}
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                \begin{document}$$ s = 0.7*{\text{A}} - 0.11*B $$\end{document}$ to generate two new mixed signals M~A~ and M~B~ \[[@CR10]\].Fig. 3.Independent signals A and B

Once they are separated, the ICA method is applied to the processed signals M~A~ and M~B~. When the process is finished, it is recovered with the two independent signals except for a very low noise factor called scalar which can be positive or negative (Fig. [4](#Fig4){ref-type="fig"}).Fig. 4.Recovered signal

Formulation of the ICA Method for Discrete Signals {#Sec4}
--------------------------------------------------
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This can be expressed in Eq. [1](#Equ1){ref-type=""}:$$\documentclass[12pt]{minimal}
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In practice, only the vector of mixtures $\documentclass[12pt]{minimal}
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                \begin{document}$$ x $$\end{document}$ that is generated when sampling a dialogue event for example is known. Therefore, the ICA method consists in applying the algorithm that allows to find a mixed desiccation matrix $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$ W $$\end{document}$ in such a way that $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$ y = Wx $$\end{document}$ is a good approximation of the vector ***s*** (**y ≌** ***s***).

Wavelets Process {#Sec5}
================

The wavelet transform has as main characteristics that is low computational and algorithmic complexity and the high probability of recovering small details in the inverse transformation \[[@CR11]\]. These are very interesting characteristics for human voice signals. In addition, the process for the compression of the sampled data is the most efficient to optimize the computation time of the ICA method \[[@CR12]\]. Another reason why wavelet was selected for use in research is its conduction in the areas of medicine, especially for the separation of brain signals where have good results \[[@CR13]\] in combination with ICA. The mother wavelet that is selected for this work is the HAAR because it is appropriate to look for the points of inflection and discontinuities in the signals \[[@CR14]\].

HAAR Wavelet Transform {#Sec6}
----------------------

The HAAR wavelet functions provides an optimal balance between the resolutions in time and frequency spaces. It is more efficient tool to compute the wavelet transform. This wavelet is the most used since it is reduced to calculate averages (sums) and changes (differences) between the data. Every mother wavelet has an associated scale function $\documentclass[12pt]{minimal}
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The mother scale function is defined as:$$\documentclass[12pt]{minimal}
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Using the same scale function, the basic HAAR wavelet function is considered as:$$\documentclass[12pt]{minimal}
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These two previous definitions multiplied by the coefficients 1 and 2 allow to generate the wavelet coefficients with the data of our sample in a way using only averages and differences between the data. If we have a vector *s* of *m* data with *m* = 2*n*, we calculate the first level of wavelet coefficients as:$$\documentclass[12pt]{minimal}
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It is shown that the vector *c*^1^ is divided into two parts. The first part corresponds only to the averages of two elements of *s* and the second section corresponds to the differences two of the elements of *s*.

For the next wavelet level, the first section of the vector *c*^1^ is taken and the previous procedure is repeated. The second part of the vector is only multiplied by scale factor. We notice the elements of *c*^1^ as the next level of wavelet coefficients will be the vector *c*^2^ contains in the first quarter, the averages of the elements of *s* in the second quarter, and the differences of the averages of *s* and the second half only the differences of the elements of *s*.$$\documentclass[12pt]{minimal}
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The procedure can be repeated up to *n* times, which is the number of subdivisions in half that can be made from the vector *s*. Therefore, in each subsequent level sums and differences of each sub-vector of averages are calculated. In the following, the algorithm for calculating the coefficients of the wavelet HAAR is presented.

Inverse Wavelet HAAR {#Sec7}
--------------------

It is possible to return by performing simple addition and subtraction operations again in terms of the mother wavelet function and the mother scale function, when calculating the wavelet coefficients up to some level *t*. To obtain the original data again, it can be expressed through:$$\documentclass[12pt]{minimal}
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In terms of the data generated by performing a wavelet level (*c*^1^), we obtained the data as:$$\documentclass[12pt]{minimal}
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The original data is also recovered as:$$\documentclass[12pt]{minimal}
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This process can be repeated with all the data of a *c*~t~ vector until all the data of the previous wavelet level is recovered.

Data Compression Process Through Wavelet {#Sec8}
----------------------------------------

The simple way is known as the wavelet HAAR allows to calculate wavelet coefficients. It is possible to perform a compression of the data without losing relevant information of them \[[@CR15]\]. As was explained, in the HAAR wavelet, additions and subtractions are made. As several c~t~ levels of wavelet coefficients are calculated, the energy of the signal *s* is concentrated in the first section of the vector c~t~ and to the left of the vector. The result of the vector c~8~ shows (8 wavelet levels) the coefficients decay approach to zero (Fig. [5](#Fig5){ref-type="fig"}).Fig. 5.Density functions of the mixed signals.

Implementation Between the ICA and Wavelet Methods {#Sec9}
==================================================

Once these two techniques are described (wavelet transform and the ICA technique), they must combined in an optimal way for a better compression of the sampled data and trying to avoid the loss of information in the communication between these processes. To obtain the two virtual data streams, an arithmetic mean between data is applied by means of such a way to generate two equal data streams in their creation and an independent requirement to be able to use the ICA process. At the time of processing the information through ICA and in order to reduce the amount of sampled data that have to be calculated by the ICA algorithm, the HAAR wavelet algorithm was applied to further reduce the data that ICA needs.

Process of Generation of Data Trains {#Sec10}
------------------------------------

This process must be done using the sample taken from a data source and must create two equal samples, but linearly independent between them (Fig. [6](#Fig6){ref-type="fig"}).Fig. 6.Mixing process of the implemented algorithm

For this process we should look for the sampled elements that are missing in each of the data streams. These coefficients are searched using a simple arithmetic mean between the previous and above to generate the data stream. When generating the two sampled data streams, they are independent and then processed by the wavelet transform and this generates coefficients that will be taken by the ICA method as shown in Fig. [7](#Fig7){ref-type="fig"}.Fig. 7.Arrangements that are created independently

Results and Discussions {#Sec11}
=======================

Computational Analysis Using ICA and Wavelet Techniques {#Sec12}
-------------------------------------------------------

The algorithm complexity evaluation technique is used to calculate the number of required operations. It focuses on classifying the complexity of the processes and performing the algorithm of the ICA method. It determines that the order is 120**m**6**n**6 where **n** is the number of signals received and **m** the number of iterations of the algorithm. The number of operations necessary for the data reduction process using wavelet HAAR is of the order **mn** (6t−12\*2t), where **t** is the number of wavelet levels processed \[[@CR16]\]. The calculation of the total number of operations for the wavelet analysis was made, but it is negligible compared to the operations necessary for ICA. These results give a linear polynomial as explained above. They show the potential of wavelet analysis to generate good performance, reducing the computational cost.

Graphic Interface {#Sec13}
-----------------

For this work two algorithms were implemented, one for signal separation using ICA and another wavelet supported by the platform of a graphical interface that allows to visualize and compare part of the compression process of audio signals. The related process is illustrated through a graph to determine the similarity of the signals. However, to compare the transformations and their application in each reading it is more practical to develop each of the steps and display them visually through a graphic.

Process Time Between Algorithms {#Sec14}
-------------------------------

The result of the algorithms (the running time in micro second) are presented in Table [1](#Tab1){ref-type="table"}. As seen in this Table, the used time by wavelet is better in larger files and in smaller files the ICA is better. It can be deduced that for a large data the ICA has more calculations to perform, but if the compression of the data with the wavelet technique is used, it has fewer calculations.Table 1.The result of the algorithms (ICA and ICA+wavelet)ICAICA+WAVELETFiles sizes1995 µs2334 µs10 seg.4123 µs4256 µs20 seg.6234 µs5232 µs30 seg

Conclusions {#Sec15}
===========

The ICA method is a very effective tool for the blind separation of signals, especially if it is combined with other techniques such as the wavelet transform. In the present study, this statistical mathematical model was developed to separate audio signals using the ICA method, which are generated independently. So that these signals do not have a statistical dependency. This process is supported by the wavelet transform to decrease the processing data. The integration of these methods is performed for the separation of audio signals in which the processing time is optimized using previously the wavelet technique before the use of the ICA algorithm. Because the input signals to the ICA algorithm must be statistically independent, these signals are artificially generated. In this way, the problem is faced where the human being listens to several sound sources at the same time, having the ability to pay attention to the signal coming from one in particular. These signals, which are transported through the ear canal, can be separated and identified by the human being. However, the developed application gives a clear example of the versatility of the wavelet technique properly combined with ICA.

The authors acknowledge the financial support of Projects: FONDECYT No. 11180107, FONDECYT Postdoctorado No. 3190147 and Dicyt Project 061713AS.
