We prove that a sumset of a TE subset of N (these sets can be viewed as "aperiodic" sets) with a set of positive upper density intersects a set of values of any polynomial with integer coefficients., i.e. for any A ⊂ N a TE set, for any p(n) ∈ Z[n] : deg p(n) > 0, p(n) → n→∞ ∞ and any subset B ⊂ N of positive upper density we have R p = A + B ∩ {p(n) | n ∈ N} = ∅. For A a WM set (subclass of TE sets) we prove that R p has lower density 1. In addition we obtain a generalization of the latter result to the case of several polynomials and several WM sets (see theorem 1.3).
Introduction
We start from the following question: Can we provide non-trivial examples of subsets A ⊂ N (density of A should be as small as we wish) such that for any B ⊂ N of positive density the set A + B (A + B = {a + b | a ∈ A, b ∈ B}) intersects a set of values of any polynomial with integer coefficients with a positive leading coefficient? It means that ∀p(n) ∈ Z[n] such that p(n) → n→∞ ∞ we have (A + B) ∩ {p(n) | n ∈ N} = ∅. We introduce a notion of a "pgood" set ("p" stands for polynomials). A set A ⊂ N is a p-good if for every B ⊂ N of positive upper density and every p(n) ∈ Z[n], p(n) → n→∞ ∞ we have (A + B) ∩ {p(n)|n ∈ N} = ∅. If we fix a polynomial p of degree greater or equal than 2 then for infinitely many primes q ∈ P we have that the set of values {p(n) | n ∈ N} projected on F p is not surjective. The latter follows from the fact that for a given polynomial p ∈ Z[n] there are infinitely many primes q such that p(n) projected to F q [n] is splitting, see [5] . There are two possible cases. In the first case p(n) ∈ F q [n] has at least two different roots. Then it means that zero has at least two pre-images. So, the projection of {p(n) | n ∈ N} on F p is not surjective. In the second case, we have that p(n) covers just all roots of degree d, where d = deg p. We know that it can not be more than q−1 d such numbers. So for a fixed p(n) ∈ Z[n] such that deg p ≥ 2 there are infinitely many primes q such that for every congruence class A modulo q there exists another congruence class B modulo q with (A + B) ∩ {p(n) | n ∈ N} = ∅. So, for a periodic set A we don't have any hope that for any B ⊂ N of positive density the set A + B intersects non-trivially a set of values of every polynomial. The natural question is the following. If A does not exhibit any periodicity (in dynamical context it is equivalent to total ergodicity of A) does it follow that A is p-good? An answer to this question is affirmative. Before stating the theorem one gives a formal definition of a TE set and of WM set (we will need this notion later). We remind basic notions of ergodic theory: measure preserving system, generic point, ergodicity, total ergodicity and weak mixing. Let X be a compact metric space, B the Borel σ-algebra on X, T : X → X be a continuous map and µ a probability measure on B such that for every B ∈ B we have µ(T −1 B) = µ(B). The quadruple (X, B, µ, T ) is called a measure preserving system. For a compact metric space X we denote by C(X) the space of continuous functions on X with the uniform norm. Definition 1.1 Let (X, B, µ, T ) be a measure preserving system. A point ξ ∈ X is called generic if for any f ∈ C(X) we have
We recall the definitions of ergodic, totally ergodic and weakly mixing measure preserving systems. A measure preserving system (X, B, µ, T ) is called totally ergodic if for every n ∈ N the system (X, B, µ, T n ) is ergodic. A measure preserving system (X, B, µ, T ) is called weakly mixing if the system (X × X, B X×X , µ × µ, T × T ) is ergodic.
Let ξ(n) be any {0, 1}−valued sequence. There is a natural dynamical system (X ξ , T ) connected to the sequence ξ: On the compact space Ω = {0, 1}
N endowed with the Tychonoff topology, we define a continuous map T : Ω −→ Ω by (T ω) n = ω n+1 . Now for any ξ in Ω we define X ξ to be (T n ξ) n∈N ⊂ Ω. Let S be a subset of N. Choose ξ = 1 S and assume that for an appropriate measure µ, the point ξ is generic for (X ξ , B, µ, T ). We can attach to the set S dynamical properties associated with the system (X ξ , B, µ, T ). S is called totally ergodic if the measure preserving system (X ξ , B, µ, T ) is totally ergodic. S is called weakly mixing if the measure preserving system (X ξ , B, µ, T ) is weakly mixing. We remind the notion of a density of a subset of N. In our discussion of TE (WM) sets corresponding to totally ergodic (weakly mixing) systems, we add the condition that the density of a set (which exists) should be positive. Without making this assumption any set of zero density would be in our class of totally ergodic sets (weakly mixing sets). But a set of zero density might be as bad as we like. Therefore we concerned only with sets of positive density. (weakly mixing) and the density of S is positive. That is to say, 1 S is a generic point of the totally ergodic (weakly mixing) system (X 1 S , B, µ, T ) and d(S) > 0.
Remark 1.2 Any WM set is a TE set.
In the paper we prove that any TE set is p-good: Theorem 1.1 Let A ⊂ N be a TE set. Then for any B ⊂ N of positive upper density and any non-constant polynomial p(n) ∈ Z[n] with a positive leading coefficient we have A + B ∩ {p(n) | n ∈ N} = ∅. Moreover, if density of B exists and positive then the set R p = {n ∈ N | p(n) ∈ A + B} is syndetic (it has bounded gaps).
If we require from A to be WM set, then we can prove that the set R p is of lower Banach density 1. We remind the definition of lower Banach density.
We can generalize the result of theorem 1.2 and to prove the similar result for a number of different WM sets and different polynomials which have the same degree. Before stating the result we remind the notion of essentially distinct polynomials.
All polynomials p(n) that we consider satisfy p(n) → n→∞ ∞. 
has lower Banach density 1.
Remark 1.3 Any element n ∈ R p 1 ,...,p k corresponds to a solution of the equation:
where x ∈ B, y 1 , . . . , y k ∈ A.
There is an easy case which shows the necessity of some restrictions on the degrees of the polynomials; namely, when there are two polynomials with degrees which differ by at least two.
Remark 1.4 If among p 1 (n), . . . , p k (n) there are two polynomials with degrees which differ by at least two, then there exists a WM set A such that the set
Proof. We take an arbitrary WM set A; then removing a set of density zero from A leads again to a WM set (see definition 1.4). In particular, we can exclude from A all solutions of the system (1.2) by removing a set of density zero. Namely, if deg p 1 ≤ deg p 2 − 2 then replace A by
which is again a WM set. (For sufficiently large n the polynomials p 1 (n), p 2 (n) are monotone.) Within A ′ the system (1.2) is unsolvable.
In the next sections we prove theorems 1.1 and 1. 2 Proof of theorem 1.1
Let A be a totally ergodic set (we don't require that density of A is positive). We introduce the normalized totally ergodic sequence
We use the following Notation: The Hilbert space L 2 (N) is the space of all real-valued functions on the finite set {1, 2, . . . , N} endowed with the following scalar product:
We denote by u N = u, u N . The key tool to prove theorem 1.1 is the following lemma.
A proof of lemma 2.1 relies on a standard technique introduced by V. Bergelson in his paper [1] . A main ingredient is a finitary version of van der Corput lemma. At this stage we need the following simplified version of lemma 5.1.
Lemma 2.2 Let {u j }
First we prove a similar kind of result concerning polynomial shifts of a totally ergodic sequence.
be non constant polynomials with p(x), q(x) → x→∞ ∞ and deg q(x) < deg p(x), then for any ε > 0 and any 
Proof. By induction on deg q(x).
For deg q(x) = 1 the claim follows from total ergodicity of A.
where δ N,J → N →∞ 0. By genericity of the point ξ ∈ X ξ it follows that
where f ∈ C(X ξ ) and it is defined by f (ω) = ω 1 , ω = (ω 1 , ω 2 , . . . , ω n , . . .). Note that
Applying Von-Neumann ( L 2 ) ergodic theorem and by using ergodicity of (X ξ , B, µ, T a ) we get
where c is some constant. To prove c = 0 we use the easy fact that if
is ergodic thus by using Birkhoff ergodic theorem we get
Let ε > 0 and J ′ is given. We showed that there exists J(ε) such that for
Define J max(J(ε), J ′ ). Then from (2.1) it follows that for every J ≥ J there exists N 1 (ε, J) such that for every N ≥ N 1 (ε, J) we have
On the other hand there exists
We have v q j p(N ) ≤ 1, therefore by lemma 2.2 it is enough to show that there exists J ≥ max(J ′ , J(ε)) such that for every J ≥ J there exists N(ε, J) such that for every N ≥ N(ε, J) and every i : 1 ≤ i ≤ I(ε) we have
, i, J) and we have
, i) and every N ≥ N(
, i, J)). Then for every J ≥ J ε,i,J ′′ and every
Finally for every J ≥ J max 1≤i≤I(ε) (J ε,i,J ′′ ) and for every N ≥ N(ε, J) max 1≤i≤I(ε) (N ε,i,J ) the inequality (2.2) holds for every 1 ≤ i ≤ I(ε).
Proof of lemma 2.1. 
One knows
Therefore for infinitely many N's we have
. By lemma 2.1 there exists J and N(J) such that for every N ≥ N(J) we have
We have got a contradiction.
If we assume that density of B exists and positive, then by use of (2.4) for N sufficiently large (A + B) ∩ {p(N + 1), . . . , p(N + J)} = ∅. Thus the set
is syndetic.
Orthogonality of polynomial shifts
The following lemma is essentially the main tool in the proof of theorem 1.3. It is inspired by the analogous proposition 2.0.1 in [2] . 
for every {a n } ∈ {0, 1} N .
Proof. We prove this statement by using an analog of Bergelson's PET induction, see [1] . Let F = {p 1 , . . . , p k } be a finite set of polynomials and assume that the largest of the degrees of p i equals d. For every i : 1 ≤ i ≤ d we denote by n i the number of different groups of polynomials of degree i, where two polynomials p j 1 , p j 2 of degree i are in the same group if and only if they have the same leading coefficient. We will say that (n 1 , . . . , n d ) is the characteristic vector of F . We prove a more general statement than the statement of the lemma. Let F (n 1 , . . . , n d ) be the family of all finite sets of essentially distinct polynomials having characteristic vector (n 1 , . . . , n d ). Consider the following two statements: L(k; n 1 , . . . , n d ): 'For every {g 1 , . . . , g n 1 , q 1 , . . . , q l } ∈ F (n 1 , . . . , n d ), where d ≤ deg (q), q is increasing faster than any q i , i : 1 ≤ i ≤ l (the exact statement is formulated in lemma) and g 1 , . . . , g n 1 are linear polynomials, and every ε, δ > 0 there exists H(δ, ε) ∈ N such that for every H ≥ H(δ, ε) there exists J(H, ε) ∈ N such that for every J ≥ J(H, ε) there exists N(J, H, ε) ∈ N such that for every N ≥ N(J, H, ε) for a set of {h 1 . . . ,
for every {a n } ∈ {0, 1} N '. L(k; n 1 , . . . , n i , n i+1 , . . . , n d ): 'L(k; n 1 , . . . , n d ) is valid for any n 1 , . . . , n i '. Lemma 3.1 is the special case L(0; n 1 , . . . , n d ), where d ≤ deg (q) and the polynomial q is increasing faster than all polynomials in the given family of polynomials which has the characteristic vector (n 1 , . . . , n d ). In order to prove the latter it is enough to establish L(k; 1) , ∀k ∈ N ∪ {0}, and to prove the following implications:
We start with a proof of statement S.2 d,i . Suppose that F is a finite set of essentially distinct polynomials and assume that the characteristic vector of (h 1 , . . . , h k ) ∈ {1, . . . , H} k of density which is at least 1 − δ we have
for every {a n } ∈ {0, 1} N and with the condition deg (q) ≥ d and q is increasing faster than any q i , i : 1 ≤ i ≤ l. Denote by
The sequence w(n) is bounded by 1 and therefore to prove that
b N +j ξ(n−r 1 (N+j)) . . . ξ(n−r m−1 (N+j))ξ(n−r m (N+j)) . . .
where in the second equality we used a change of variable n ← n = n −
For all but a finite number of h's the polynomials {r t (n)} 2m+2l−1 t=1
are essentially distinct, because i > 1 and the polynomials g 1 , . . . , g m , q 1 , q l are essentially distinct. To see the last property we notice that if we take two polynomials r t 's from the same group (there are 4 groups), then their difference is a non-constant because the initial polynomials are essentially distinct. If we take two polynomials from different groups then three cases are possible. In the first case the difference of these polynomials is g t (n + h) − g t (n) or q t (n + h) − q t (n) for some t. We assume that i > 1 therefore min 1≤t≤l min(deg (q t ), deg (g 1 )) > 1 and from this it follows that g t (n + h) − g t (n) and q t (n + h) − q t (n) are non-constant polynomials. In the second case we get for some t 1 = t 2 : g t 1 (n + h) − g t 2 (n) or q t 1 (n + h) − q t 2 (n). Here we note that the map h → p(n + h) is an injective map from N to the set of essentially distinct polynomials, if deg (p) > 1. Thus, for all but a finite number of h's we get again a non-constant difference. In the third case we get for some t 1 , t 2 : g t 1 (n + h) − q t 2 (n) or q t 1 (n + h) − g t 2 (n). The resulting polynomial has the same degree as q t . The characteristic vector of the set of polynomials {r 1 , . . . , r 2m+2l−1 } has the form (c 1 , . . . , c i−1 , n i , n i+1 , . . . , n d ). The polynomials from the second and the fourth group have the same degree as q t and the same leading coefficient as q t if deg (q t ) > deg (g 1 ) and the leading coefficient will be the difference of leading coefficients of q t and g 1 if deg (q t ) = deg (g 1 ). The polynomials from the first and the third group will be of degree smaller than deg (g 1 ). Applying L(0; n 1 , . . . , n i−1 , n i , . . . , n d ) with the new polynomial q(n) − g 1 (n) which is increasing faster than all the polynomials {r t (n)} 2m+2l−1 t=1 and the Cauchy-Schwartz inequality we get that for all but a finite number of h's and for every ε > 0 there exists J(ε, h) such that for every J ≥ J(ε, h) there exists N(J, ε, h) such that for every N ≥ N(J, ε, h) we have
for every {a n } ∈ {0, 1} N . By the van der Corput lemma it follows that for every ε > 0 there exists J(ε) such that for every J ≥ J(ε) there exists N(J, ε) such that for every
for every {a n } ∈ {0, 1} N . Thus we have shown the validity of L(k; 0, . . . , 0 i−1zeros
, n i + 1, n i+1 , . . . , n d ).
We proceed with a proof of S.1 d . We fix the n 1 + 1 groups of the polynomials of degree 1 and denote its polynomials by g 1 (n) = c 1 n + d 1 , . . . , g n 1 +1 = c n 1 +1 n + d n 1 +1 . (By the assumption that all given polynomials are essentially distinct we get that in any group of degree 1 there is only one polynomial).
The remaining polynomials we denote by q 1 , . . . , q l . The set of polynomials {g 1 , . . . , g n 1 +1 , q 1 , . . . , q l } has the characteristic vector (n 1 + 1, n 2 , . . . , n d ).
Again we apply the van der Corput lemma. Let u j (n) be defined as following
Then we have 1 J
where in the second equality we made a change of variable n ← n − g 1 (N + j) and
Then the last expression may be rewritten as
For every i : 1 ≤ i ≤ l the polynomials s i , t i are in the same group (have the same degree and the same leading coefficient), therefore the characteristic vector of the family {s 1 , t 1 , . . . , s l , t l } is the same as of the family {s 1 , s 2 , . . . , s l } and , obviously, the characteristic vector of the latter family is the same as of the family {q 1 , q 2 , . . . , q l } and is equal to (0, n 2 , n 3 , . . . , n d ).
Again the polynomial q(n)−g 1 (n) is increasing faster than any polynomial in the family {s 1 , t 1 , . . . , s l , t l } . By use of L(k + 1; n 1 , . . . , n d ) and the CauchySchwartz inequality we show that |E1| is arbitrarily small for a set of arbitrarily large density of (h 1 , . . . , h k , h)'s. Therefore, by the van der Corput lemma we deduce the validity of L(k; n 1 + 1, n 2 , . . . , n d ).
The proof of S.3 d goes exactly in the same way as that of S.
Assume that g 1 (n) = c 1 n + d 1 , c 1 > 0 and q is increasing faster than g 1 (q(n) − g 1 (n) → n→∞ ∞). We show that For every ε, δ > 0 there exists H(δ, ε) ∈ N such that for every H ≥ H(δ, ε) there exists J(H, ε) ∈ N such that for every J ≥ J(H, ε) there exists N(J, H, ε) such that for every N ≥ N(J, H, ε) we have for a set of (h 1 , . . . , h k ) ∈ {1, . . . , H} k of density which is at least 1 − δ the following
for every {a n } ∈ {0, 1} N . We recall that to a WM set A is associated the weakly-mixing system (X ξ , B, T, µ), where ξ(n) = 1 A (n) − d(A). We define the function f on X ξ by the following rule: f (ω) = ω 0 , ω = {ω 0 , . . . , ω n , . . .} ∈ X ξ . It is evident that f is continuous and X ξ f (x)dµ(x) = 0. By genericity of the point ξ ∈ X ξ we get
Denote by g h 1 ,...,h k the following function on X ξ :
Then we use the following statement which can be viewed as a corollary of theorem 13.1 of Host and Kra in [4] ( X ξ f (x)dµ(x) = 0). For every ε, δ > 0 there exists H(δ, ε) ∈ N such that for every H ≥ H(δ, ε) for a set of (h 1 , . . . , h k ) ∈ {1, . . . , H} k which has density at least 1 − δ we have
Let ε, δ > 0. By the foregoing statement there exists H(δ, ε) ∈ N such that for every H ≥ H(δ, ε) the set of those (h 1 , . . . , h k ) ∈ {1, . . . , H} k such that
has density at least 1 − δ. For any fixed {h 1 , . . . , h k } lemma 5.2 implies that there exists J(ε) ∈ N such that for every J ≥ J(ε) we have
for any sequence {b n } ∈ {0, 1} N . Therefore, by merging the two last statements we conclude that there exists H(δ, ε) ∈ N such that for every H ≥ H(δ, ε) there exists J(H, ε) ∈ N such that for every J ≥ J(H, ε) and for a set of (h 1 , . . . , h k ) ∈ {1, . . . , H} k which has density at least 1 − δ we have
for any sequence {b n } ∈ {0, 1} N . Finally, by use of (3.1), the fact that lim N →∞
> 0 and the last statement we deduce the validity of L(k; 1).
The next lemma is a simple consequence of the previous one and is used in the next section to prove theorem 1.3. 
N , where ξ(n) = 1 A (n) − d(A) for non-negative n's and zero for n ≤ 0.
Proof. For a family of polynomials F = {p 1 , . . . , p k } with a maximal degree d denote by n d the number of different leading coefficients of polynomials of degree d from the family F . As in the proof of lemma 3.1 we fix one of the groups of polynomials of degree d (all polynomials in the same group have the same leading coefficient). Assume that the group {g 1 , . . . , g m } has the maximal leading coefficient among all polynomials p 1 , . . . , p k . The rest of the polynomials we denote by q 1 , . . . , q l . Without loss of generality assume that p 1 = g 1 , . . . , p m = g m . Denote by u j (n) , 1 ≤ n ≤ p 1 (N) the following expression where b n = a n a n+h and δ J,N → J N →0 0. Denote by r i (n) = p 1 (n) − q i (n) ; s i (n) = p 1 (n) − q i (n + h) , i : 1 ≤ i ≤ l and t i (n) = p 1 (n) − p i (n) ; f i (n) = p 1 (n) − p i (n + h) , i : 1 ≤ i ≤ m. Then for all but a finite number of h's the polynomials F . = {r 1 , . . . , r l , s 1 , . . . , s l , t 2 , . . . , t m , f 1 , . . . , f m } are essentially distinct and p 1 is increasing faster than any polynomial inF . Therefore by lemma 3.1 for all but a finite number of h's the following expression is as small as we wish for appropriately chosen J, N.
Finally by Cauchy-Schwartz inequality and van der Corput's lemma we get the desired conclusion. 1, 2, . . . , N; which has the same meaning as 1 A , f N = 1 N N n=1 1 A (n)f (n). For i = 0 and every k the statement is exactly of lemma 3.2. For every i < k − 1 we will prove the statement of the claim for i + 1 and k provided the statement for i and k, and for i, k − 1: , where c = min 2≤i≤k−1
(c i is a leading coefficient of polynomial p i ) for every {0, 1}-valued sequence {b n } which has density bigger than
on all intervals I l,J . The proof is by induction on k. For k = 1 by using lemma 3.2 we have that for J and l big enough 0 we have 1 N N n=1 | T n f, f | → 0. We denote by c n = c (−n) = | T n f, f | and we have that
