Useful analytic solutions of the discrete Wiener-Hopf (W-H) matrix equation (using the method of undetermined coefficients (UC)) are presented for general rational input spectra. For the spe- 
Introduction
In recent years, considerable interest has been focused on linear predictive filtering.
Makhoul [1] has summarized many of its applications to such areas as neurophysics, geophysics, speech communications, etc. The basic steps in linear predictive filtering consists of first obtaining the autocorrelation lags, of a process, x(k).
We will assume that the process is stationary and, therefore, the las are given by: (f) = E[x(k). In (1) , R is the LxL autocorrelation matrix with elements(R)fk = (t-k); W is the L-dimensional optimal weTght vector (column vector) with elements (w*) = w*(k_1); and P is the L-dimensional crosscorrelation column vector with elements ()k = xx1) where A is a positive integer representing the prediction distance of the filter.
In this paper, we will present analytic solutions of eq.(1) when the autocorrelation lags are known exactly. In particular, we will consider the solution of (1) when the input spectral density,
k=-is a rational function of z. An analytic solution for this case is particularly interesting since it displays the end effects of the finite length filter and shows when these effects become negligible.
These results are especially relevant to the all pole modeling of spectra which contain both poles and zeroes. The approach which is used in this paper to obtain w*(k) is based on the method of undetermined coefficients. (A similar method was applied to the continuous analog of (1) by Zadeh and Ragazzini [2] ).
where an! < 1; jb< 1; and a denotes the complex conjugate of a. The zeroes and poles of S(z) occur at {bm,5ml} and {a,1} respectively.
The expansion in (2) represents the spectral density of a general complex process. For a real process, the an as well as the bm will always occur in complex conjugate pairs. The autocorrelation function corresponding to (2) is given by (assuming N>M):
The discrete Wiener-Hopf matrix equation (1) can be written in component form as follows:
Analysis
We shall write the spectral density, S(z), as follows:
where an exp(-un+jwn),(un>O); and Dn(k) is given We now wish to apply the above method of undetermined coefficients to two special cases of practical interest. The first case considered is that of all pole input spectra,i.e., when Sxx(z) is given as, follows:
IT (z-a)(z -a) Eq.(5) together with eqns.(6) and (7) give the expression for the impulse response of the finite length, optimum predictive digital filter, w*(k). (A more complete derivation of these equations will be presented in a forthcoming paper). A number of interesting properties of w*(k) can be seen from these equations. First, it is seen from eq.(5) that w*(k) consists of sums of damped exponentials, exp(±iik+j0k) as well as impulses.
It is further seen that the exponentials, which are the zeroes of the input spectral density, decay away from each end of the filter with the B and B representing the amplitudes of the damped exponentiale which decay away from the beginning and end of the filter, respectively. Likewise, the C and C represent the amplitudes of the impulses which occur at the beginning and end of the filter, respectively. Therefore, the constants associated with the "-" superscripts can be thought of as will lead to a solution of (4). Substitution of (12) 
On
The application of equations (12)- (15) to the adaptive least mean squares filtering of multiple sinusoids in white noise will be considered in a forthcoming paper.
Conclusion
Solutions of the discrete Wiener-Hopf matrix equation for the optimum linear predictive filter have been presented for general rational input spectra using the method of undetermined coefficients. This method was also applied to the special cases of all pole input spectra and inputs consisting of multiple sinusoids in white noise.
