Much research has gone into using wireless sensor networks to monitor structural health by sensing and measuring vibrations. One problem here is that structural vibrations can be affected by many factors, which can make it difficult to determine the contribution of structural condition to measured vibrations. We propose a robust solution to this difficulty that consists of a wireless sensor network that implements a highly efficient, fully distributed pattern matching algorithm. Here, we exploit correlation between sensed vibration signals at different locations on the structure under measurement to detect damage. Potential applications for our system are numerous. They include many infrastructure applications such as those involving railroad and pipeline monitoring. The general solution is described, including tradeoffs between accuracy and energy/memory consumption. It is shown that the accuracy of our approach grows gracefully at the expense of memory and energy consumption. Additionally, a case study involving railroad applications is discussed. Simulations in our case study indicate that our distributed approach can reduce the consumed energy for transmitted data by 50% compared to a centralized architecture.
Introduction
Much research has been done regarding using wireless sensor networks (WSNs) to do structural health monitoring (SHM) on engineering structures. Most commonly, SHM is performed by analyzing structural vibrations [1] . The problem with this is that vibrations can be affected by many factors, not just the condition of the structure (factors other than structural condition will herein be referred to as 'extraneous factors'). Environmental factors such as temperature and humidity are examples. Also factors related to the stimuli that produce the vibrations being monitored, such as the magnitude and placement of the stimuli, affect the vibrations. These factors all contribute to the vibrations and make it difficult to determine the contribution of structural condition to the vibrations [2, 3] .
Our solution to this problem consists of a WSN with motes (i.e., sensors nodes with limited computational resources) distributed throughout the monitored structure. Each mote measures vibrations and uses the data to compute a relevant statistical feature. In this paper, the term statistical feature is used to refer to a quantity calculated from the raw vibration data that provides useful information about the data as a whole, such as a time domain average. Once a particular mote computes the value of the statistical feature, it maps the value into a discrete index value. The motes share their index values amongst themselves to form tuples, or patterns, of index values. The resulting patterns are checked against a reference list of 'healthy' patterns. These healthy patterns are determined during a training phase that takes place immediately after the system is installed. If a match is not found, potential damage is flagged.
Overall, our system uses a statistical approach to flag conditions that are abnormal with respect to operating conditions observed during the system's training phase. It is not intended to determine the exact condition of a structure (e.g. 50% reduction in thickness of a particular structural element). If the system is installed on new construction, a flag serves to indicate that the structure is transitioning to an unhealthy state. If it is installed on a structure that already has damage, a flag would serve to indicate that the condition of the structure is growing worse. By employing our statistical approach, we are able to achieve the following three goals: (1) an efficient, computationally simple solution suitable for implementation in a WSN; the structure does not have to be mathematically modeled and the WSN system does not have to solve equations. (2) a portable solution, independent of structure that is easy to deploy. (3) a solution that does not require the values of involved parameters to be input to the system. Additionally, our system has many potential applications and is especially well suited for structures that carry live loads in a linear fashion, such as pipelines (e.g. water or gas) and railroads.
Previous Work
The problem of environmental and operational variability has received a good amount of attention in research. Approaches to the problem can be divided into two main categories: input-output and output-only. With input-output approaches, in determining structural condition, measured values of extraneous parameters are input to regression models that describe the relationship between structural response and extraneous parameters. The disadvantage of this approach is that it is often difficult to establish good regression models. With output-only approaches, statistical methods are used to determine structural condition without measuring the extraneous factors. Our method is of the output-only type.
Many different output-only methods have been proposed. One technique that has been investigated is the usage of factor analysis [4, 5] . Another popular approach is the usage of principal component analysis (PCA) [6] [7] [8] . The authors of [9] use PCA to perform SHM on wind turbines. In [10] , the authors use adaptive PCA to continually update the PCA model with new data to improve the performance of the system. In [11] , to compensate for environmental and operational variability, an output-only method involving regression analysis is proposed. The authors of [12] suggest using a spatiotemporal infinite impulse response to filter out the environmental and operational effects from damage estimates. Overall, these approaches are promising with regard to achieving immunity to environmental and stimuli-related variability but they tend to be computationally intensive.
More efficient output-only methods suitable for implementation in WSNs have also been proposed. The authors of [13] use the efficient Goertzel algorithm to compute transmissibility. The authors of [14] use an autoregressive process model to fit vibration data to sets of coefficients for different environmental and operational conditions. In [15] [16] [17] , WSNs are used to perform modal analysis on structures. These approaches have the potential to achieve computational efficiency, however the extent to which they ameliorate the problem of environmental and operational variability is unclear.
Also, regarding modal analysis in particular, an accurate synchronization of the motes in a network is required at the onset of data collection [18] . Our approach is both computationally efficient and demonstrably effective at circumventing variability due to extraneous parameters.
Proposed Method
In our method, each of the motes measures vibrations and uses the data to calculate a statistical feature. Overall it is helpful to use the simplest feature possible to impose as little burden as possible on the WSN motes. We emphasize the usage of time-domain features in this paper, and the average absolute deviation (AAD) feature in particular. The general formula for computing AAD can be seen in Eq 1. In the equation ' ' is the value, at a particular instant in time, of the parameter being measured, ' ' is a DC offset, and ' ' is the total number of samples over which the average is to be performed.
The computation of AAD requires relatively little energy, as it can be computed primarily in an online fashion and involves only simple operations. It is also of substantial use as it is sensitive to many different types of damage. One important type of damage that it is sensitive to is corrosion: that is, the gradual wearing-away of structural material. When an element of a structure corrodes it loses thickness, and as such its elastic properties change. In general, as thickness decreases the elastic modulus, which is defined as stress per unit strain, decreases; that is it takes less stress, which is defined to be force per unit area, to produce the same strain in the element. Given this, for a particular vibration inducing-stimulus, we would expect the amplitude of the vibrations in an element to increase as corrosion sets in. As such, the AAD of the vibrations should increase.
The AAD feature is sensitive not only to damage (corrosion and other forms) but also to extraneous factors. Temperature, for instance, can change the elastic properties of structural elements and thus the amplitude of their vibrations for a given stimulus. Changes in the intensity of the stimulus producing the vibrations can also change the intensity of the vibrations and thus the value of the AAD feature. For instance in the case of a railroad bridge, the intensity of vibrations in the bridge deck at a location over which the train is moving will increase with train weight.
Because extraneous factors tend to be random in nature, the statistical features that they effect may be treated as random variables [19] . We focus on the AAD feature in particular in this paper.
Assume now a group of motes distributed about a particular structure. Each mote measures vibrations and calculates the AAD of the data. As such, there is an AAD random variable associated with each mote. The AAD random variables will be denoted ' ,' where ' ' is the number of the mote. The set of AAD random variables may be expressed as a vector, as seen in Eq 2.
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Assume now that the random variables in the ' ' vector are correlated. That is, assume that none of the elements of the covariance matrix associated with the ' ' vector are equal to zero. This is a valid assumption in many cases, and is especially true when the motes are in spatial proximity to each other [20] [21] [22] . The elements of the covariance matrix can be found using Eq 3.
, , .
When the structure is healthy, the ' ' random variables follow a particular probability distribution. The probability density function (PDF) for this distribution will be denoted . There is a good chance, for instance, that the random variables will follow (at least approximately) a multivariate
Gaussian distribution [19] . The PDF for an arbitrary multivariate Gaussian distribution can be seen in Eq 4. In the equation ' ' is the mean vector corresponding to the ' ' vector.
An illustration of 1000 outcomes from a sample healthy distribution for a two mote system can be seen in Figure 1 . For the figure, , , . Note the dense concentration of outcomes in the middle of the plot. , .
For correlated random variables, the outcomes of a healthy distribution will generally fall within a particular region of the N-dimensional space formed by the random variables. This region will be denoted ' '. This is exemplified in Figure 1 where the outcomes of , are concentrated toward the middle of the plot. When damage occurs around one of the motes, the distribution shifts [19] . The distribution that results will be denoted . When this happens, outcomes occur outside of the region ' ' more frequently than with the healthy distribution, . This is illustrated in Figure 2 . patterns, of index values. An illustration of this for a two mote system can be seen in Figure 3 . In the figure, and are mapped into and , respectively, using Eq 7 with 2. Figure 3 . Illustration of the discretization of the space associated with the AAD random variables for a two mote system. The variables and are mapped into and , respectively, using Eq 7 with 2. Each block of points is indexed by a 2-tuple consisting of the values of and . Examples of 2-tuples appear in parentheses within several of the blocks. They are formatted as follows: ( , .
Our method calls for two primary phases: a training phase and an operational phase. During the training phase, the motes obtain a number of data points, where each data point consists of an AAD value from each one of the motes. To generate a data point each mote collects vibration data, calculates the AAD of the data, and sends its AAD value to a base station. The timing of the data collection between the motes depends upon the application and is arranged to achieve as high a correlation between the AAD random variables as possible. Once the base station collects all of the AAD values for a particular data point, it takes each mote's AAD value and determines the corresponding index value using each mote's mapping function, (Eq 6.). It combines the index values to form an N-tuple of index values and thus determine which block the data point falls into. It then stores the N-tuple in memory.
The base station collects many data points and thus builds up a large database of N-tuples corresponding to the healthy structure, thereby, in terms of blocks, establishing the healthy behavior of the structure. An illustration of this process for a two mote system can be seen in Figure 4 . From the N-tuple database for the motes, subset databases can be obtained for subsets of the motes. For example, for the system of Figure 4 , a database of 1-tuples could be generated for the mote associated with the random variable by simply deleting the values from the entries of the 2-tuple database. We use this to implement the operational phase of our system in a distributed manner. During the operational phase, to assess the condition of a structure, the motes must (in the aggregate) collect a data point, determine which block it falls into, and then determine whether or not the corresponding Ntuple is one recorded by the base station during the training phase. If it is not, damage is indicated. To accomplish this in a distributed fashion, among the motes we define a transmission chain. Each mote is assigned to a particular link in the chain. The motes can be denoted 'm1' through 'mN'. Mote m1 is defined to be the first mote in the transmission chain, and mote m N is defined to be the last mote in the transmission train. Each mote contains a subset of the base station's N-tuple database that corresponds to the subset of motes consisting of itself and its predecessors in the transmission chain. Pseudocode 1, one iteration of the while loop corresponds to one data point. It should be noted that, assuming no damage is detected, the base station does not have to do any processing. In the operational phase, the only role of the base station is to process alerts from the motes when they detect an abnormal condition. For instance, the base station might relay an alert over the internet to the engineering office in charge of the structure on which the system is installed. When monitoring an entire structure, with motes distributed throughout the structure, it is unlikely that all of the associated AAD random variables will be strongly correlated with each other. In this case, the motes can be divided into several highly correlated N-mote groups. Here, a cluster topology such as that proposed in [23] can be implemented, where each cluster independently runs an instance of our method. In general, the motes in each cluster can be connected using a ring topology. During the training phase the cluster head can be elected using algorithms such as those discussed in [24] .
Computational Complexity
The operational phase of our algorithm is to be implemented in a distributed fashion, on the network's motes. As described, each of the motes must check a tuple obtained through measurement against a reference list of healthy tuples. In Pseudocode 1, this process is represented by the 'check_Di_for_tuple' function. Assuming that, during the training phase, the base station sorts the lists of healthy tuples before storing them on the motes, the process of checking a list of healthy tuples for a measured tuple amounts to searching a sorted array. As such, the 'check_D i _for_tuple' function can be implemented with a binary search algorithm. On any given mote, the binary search algorithm has a worst-case run time of log 1 , where is the size of the list of healthy tuples on mote m i (the size of D i ). Since tends to increase exponentially as ' ' increases, the worst-case run time for each individual mote increases as ' ' increases. The worst case run-time for the algorithm of Pseudocode 1 as a whole is equal to the sum of the worst-case run times for the individual motes, as seen in Eq 8.
By making some simplifying assumptions, a closed form solution to the worst-case run time for the algorithm of Pseudocode 1 can be determined. Firstly, if each value of ' ' is a power of two, the worst-case run time for a given mote reduces to log 1. The ' ' values can be made to be powers of two by padding the databases. Secondly, it should be assumed that ' ' increases with ' ' in the manner seen in Eq 9. This can be achieved (at least approximately) in most cases by using Eq 6 such to realize Eq 9. That is, subject to other constraints to be introduced shortly, blocks can be generated using Eq 6 such to make Eq 9 true. Given these assumptions the worst case run time for the algorithm of Pseudocode 1 can be found from Eq 10.
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In Eq 10, it can be seen that the worst-case run time of the algorithm grows quadratically with the number of motes in the system. As such, in terms of ' ', the worst case performance of the algorithm may be expressed as . It can also be seen from Eq 10 that the run time increases logarithmically with ' '. In terms of ' ', the worst case performance of the system can be expressed as log .
Overall, the performance of the algorithm decreases as the number of motes in the system increases. It also decreases as the number of healthy tuples increases. One way to optimize performance is to keep the number of tuples as small as possible. This can be done by using non-linear mapping functions (non-linear ) for the motes. The idea here is to achieve large blocks in the space where has its highest density (the space ' ') and smaller blocks elsewhere. This helps to reduce the number of blocks and thus the number of healthy tuples. To do this, each mapping function should be developed based upon the marginal PDF of the random variable that it is mapping. In particular, in terms of the value of the random variable being mapped, the minimum value of the derivative of the mapping function, , should correspond to the maximum value of the PDF. This is the case because we want to achieve the fewest index values per AAD value (largest blocks) where the random variable has its highest density. As the PDF decreases on either side of its maximum value, the value of the derivative of the mapping function should increase.
An illustration of blocks obtained through non-linear mapping for a two mote system can be seen in Figure 5 . For the system the healthy distribution used for Figure 1 , Figure 2 , and Figure 4 was used.
Recall that a bivariate Gaussian PDF was used for , : , , . With a multivariate Gaussian PDF, the marginal PDF for each random variable is a Gaussian distribution. As such, graphically speaking, for each random variable ' ' a concave function centered about the variable's mean should be used for the derivative of the mapping function. The simplest function to use here is a quadratic function of the form seen in Eq 11. In this equation, the constants ' ' and ' ' are used to tune the mapping function to achieve an appropriate block size. The corresponding mapping function (the integral of ) can be seen in Eq 12. In Eq 12, the value of ' ' is determined based upon the constraint that 0 ('0' index value) should correspond to 0 ('0' AAD value): 0 0.
, .
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To generate the blocks of Figure 5 , Eq 12 was used to map the AAD random variables into index value random variables. In particular, the following values were used for ' ' and ' ' for both and would be recorded if the system were to use linear mapping, as described by Eq 7. Here, we used 0.2. We then determined, also based upon the outcomes, the number of tuples that would be recorded if the system were to use non-linear mapping using Eq 12, for several different values of ' .' Here, we used 1. The results of our calculations are summarized in Table 1 . The results of Table 1 show that the number of tuples that must be stored decreases as ' ' gets larger. This is because, as ' ' is made larger, block size is being strategically increased in the areas where the distribution of outcomes is the most dense. The reduction in tuples comes at a cost, however. In general, when using non-linear mapping, there is a tradeoff between accuracy and memory/energy consumption.
Mapping
As blocks are made bigger, the number of tuples that must be stored in memory decreases. Additionally, the amount of energy that the motes must spend searching their databases, on average, decreases.
However, the potential for false negatives increases. That is, it becomes more likely that a data point from a damaged structure (one that falls outside of the region ' ') will fall inside a healthy block and thus go undetected. Accuracy can be improved by decreasing block size. As block size approaches zero, the likelihood that a data point outside of the region ' ' will fall inside a healthy block also approaches zero.
Accuracy, in this regard, approaches 100%.
Hardware and Software
We used Zolertia's Z1 mote for our simulations and experimental system. The Z1 mote is a general purpose development platform for WSNs. It is compatible with the popular Tmote family of motes. According to Zolertia, the Z1 offers roughly a two times improvement in performance over the Tmote motes [25] .
One possible operating system to use for our system is Contiki [26] . This is the operating system that we used for our experimental system and simulations. Contiki is a lightweight, open-source operating system designed for use in WSNs. It is based on an event-driven kernel, where preemptive multithreading is implemented as an application library that can be linked to programs that require it. As a result, it combines the advantages of event-driven systems and systems that use multi-threading.
Simulation and Experimentation
There are many potential applications for our SHM technique. One such application is that of railroad monitoring. We investigated this potential application in detail through experimentation and simulation. For our experiments, we used a model railroad setup. This allowed us to carefully control extraneous factors (such as train weight, track temperature, and train speed) and structural condition.
Importantly, the results obtained from the model setup provide insight into the behavior of full-scale systems. A picture of the setup can be seen in Figure 8 . For our simulations, we used Cooja. Cooja is a network simulator that was designed to simulate WSNs whose motes run the Contiki operating system
[27]. In Cooja, a simulated Contiki mote is an actual compiled and executing Contiki system, compiled for a specific hardware platform.
a. Energy consumption simulation results
We performed simulations to investigate the improvement in efficiency garnered by implementing our system with a distributed architecture, using the algorithm of Pseudocode 1, over a centralized architecture in a railroad monitoring application. To measure energy in the simulations, Contiki's Powertrace application (a power state tracking mechanism) was used.
Overall, we performed two simulations. For both simulations a system with ten motes and a base station was used. The motes and base station were placed along a virtual, closed railroad track. A visualization of the system can be seen in Figure 6 . A virtual train was made to move around the track in a clockwise fashion, starting and ending at the base station. As the train passed over the motes, the motes were made to collect simulated vibration data. Regarding transmissions, each node (including the base station) had only enough power to reach its immediate neighbors. Contiki's Rime protocol stack was used for wireless communication. Figure 6 . Illustration of the system used in the energy consumption simulations. The inner circle surrounding the base station, which has a radius of 50m, indicates the size of the area over which the base station and motes can reliably transmit.
In the first simulation, a centralized architecture was implemented in which all of the processing was done by the base station. As the train passed over each mote, each mote was made to collect vibration data and immediately transmit the raw data to the base station. Since the nodes only had enough power to transmit to their two nearest neighbors, multi-hop communications were necessary. Here, a shortest path routing protocol was used. In the second simulation, a distributed architecture was used.
The algorithm of Pseudocode 1 was implemented on the motes. As the train passed over each mote, the mote was made to collect vibration data, calculate the AAD of the data, and determine the corresponding index value. The mote was then made to combine its index value with those from any previous motes to form a tuple and search for the tuple in its database. Assuming no damage was found, the mote would then send its index value and those from previous motes on to the next mote in the transmission chain (the next mote in the direction of the movement of the train). In each simulation, we measured the amount of energy that each mote spent on transmitting. Figure 7 shows the data obtained through the simulation.
The curves in the figure are fits to the data determined using MATLAB. Figure 7 . Plot of energy spent transmitting versus mote number for local and distributed processing. The mote numbers correspond to those in Figure 6 . The discrete points represent the data obtained from the simulations. Figure 7 shows that when the vibration data is processed locally, all of the motes spend the same amount of energy transmitting. This is because the number of transmissions per mote and the amount of data per transmission are the same for each mote. It can also be seen that when the vibration data is processed by the base station, each mote spends substantially more energy transmitting than it does in the case when processing is done on the individual motes.
Recall that in the simulation for the centralized architecture, a shortest path routing algorithm was used. Referring to Figure 6 , this means that motes n1 through n5 transmit counterclockwise through the network to the base station, and that motes n 6 through n 10 transmit clockwise through the network to the base station. As a result of this, motes n1 and n10 had to forward the most packets. This means that they also had to spend the most energy transmitting. Motes n 2 and n 9 had to forward the second most amount of packets, and thus had to spend the second most amount of energy transmitting. In general, the number of packets that a mote must forward, and the amount of energy that a mote must spend transmitting, decreases as one moves away from the base station. This is why the graph for the centralized architecture, as seen in Figure 7 , is concave.
It should be noted that, although motes n 5 and n 6 only have their own data to transmit and no packets to forward in the centralized architecture, they still spend more energy transmitting than they do when processing is done locally. This is because, when the data is processed by the base station, the motes have to send more data per transmission than they do when processing is done in a distributed fashion. When the data is processed on the motes, it is compressed into a smaller representative form before it is transmitted. On average, with the distributed architecture, the motes used 50% less energy transmitting than they did with the centralized architecture.
b. Results from our experimental system
We tested an experimental version of our system on a model railroad setup. The system consisted of two motes and a base station. The two motes were modified versions of Zolertia's Z1 mote and the base station was a PC. We modified the Z1 mote by adding an analog accelerometer and an external voltage reference. We did this because the digital accelerometer that the Z1 comes with was not capable of sampling fast enough for our application (it could sample at 3.2kHz whereas we required 10kHz) and the supplied voltage reference was not stable enough for our analog-to-digital conversions. In the experiment, to simulate track damage, fastening elements in the track were loosened.
Through preliminary experimentation, we found that the AAD of the vibrations of the structure supporting the track was sensitive to such damage. As such this is the statistical feature that the motes were made to monitor. The only extraneous factor that was allowed to vary in the experiment was train weight. This factor we also found (through preliminary experimentation) to affect the AAD of the support vibrations. In particular, we found that the AAD of the vibrations increased linearly with cargo (mass added to the train) weight. The other significant factors, such as train speed and air temperature were held constant.
Regarding our setup (referring to Figure 8 ), Mote One was connected to the base station via a USB interface. Mote Two wirelessly transmitted to Mote One. In our experiment, we first sent an engine attached to an empty gondola car around a healthy track at a speed of 0.18rev/s. Each of the motes collected vibration data, calculated the AAD of its data, and mapped the AAD value to an index value.
Overall, the tuple produced by the two index values was found to be healthy. This was the correct result, as no damage had been done to the track. Next, two weights totaling 3.26 kg were placed in the gondola car and the train was again sent around a healthy track at a speed of 0.18rev/s. Here, for each of the motes, the vibration levels and their associated index values were higher than they were for the run with the empty gondola car. Again, the system determined that the index values were such to produce a healthy tuple. This was the correct result, as no damage had yet been done to the track. After this, to simulate damage, a couple of screws were taken out of the track by Mote One. The weights were taken out of the gondola car and the train was then sent around the track at the same speed as the previous two runs. Here, Mote Two responded as it did when the train with the empty gondola car was sent around the track with the screws tightened. The AAD of the vibrations corresponded to the same index value. On the other hand, the vibrations at Mote One changed and the AAD value corresponded to a different index value than it did for the healthy run with the empty gondola car. As a result of this, a tuple other than a healthy tuple was produced and the system was able to detect that damage had occurred.
Conclusion and Future Work
Largely as a result of environmental and stimuli-related variability, WSNs have not seen widespread commercial usage in SHM applications [1] . Most deployments have been of an experimental nature [28, 29] . In this paper, we present a dynamic pattern matching technique that can adequately deal with environmental and stimuli-related variability in many cases of SHM. We described our method in general and discussed a case study involving railroad monitoring. Simulations reveal that, for our railroad application, we are able to cut energy consumption due to transmitting by 50% by using a distributed architecture over a centralized architecture. Future work includes an investigation of the tradeoffs between energy and accuracy, and the possibility of using energy harvesting to power the system.
