In the recent years three-dimensional buildings modelling based on an raw airborne laser scanning point clouds, became an important issue. A significant step towards 3D modelling is buildings segmentation in laser scanning data. For this purpose an algorithm, based on the multi-resolution analysis in wavelet domain, is proposed in the paper. The proposed method concentrates only on buildings, which have to be segmented. All other objects and terrain surface have to be removed. The algorithm works on gridded data. The wavelet-based segmentation proceeds in the following main steps: wavelet decomposition up to appropriately chosen level, thresholding on the chosen and adjacent levels, removal of all coefficients in the so-called influence pyramid and wavelet reconstruction. If buildings on several scaling spaces have to be segmented, the procedure should be applied iteratively. The wavelet approach makes the procedure very fast. However, the limitation of the proposed procedure is its scale-based distinction between objects to be segmented and the rest.
Introduction
In the recent years three-dimensional modelling of space elements, derived from a raw airborne laser scanning point clouds, becomes an important issue. One of its components is to model buildings based on airborne laser scanning data. 3D models of buildings are increasingly used in many areas, such as promotion of the city, urban planning, shadow modelling, spread of noise in the city etc. A building modelling with its complex topology is still a challenging research topic. In research particular emphasis is placed on both, the efficiency and process automation.
Many studies are dealing with buildings modelling from LiDAR data. A good overview of issues in this area can be found in the book by Vosselman and Maas (2010) . Review of methods, algorithms and solutions applicable on the various stages of modelling is given in (Dorninger and Pfeifer, 2008; Haala and Kada, 2010) .
Building extraction from airborne LiDAR data is a complex process, which proceeds in several basic steps. In the first step buildings have to be detected in point clouds. Building detection is a classification task which separates them from ground and other objects (Vosselman and Maas, 2010) . For this reason different filter techniques can be used. Some of them are linear prediction (Kraus, 2000; Kraus and Pfeifer, 2001; Briese et al., 2002) , adaptive TIN models (Axelsson, 2000) , mathematical morphology (slope adaptive filtering) (Sithole, 2001; Filin and Pfeifer, 2006) , data clustering analysis (Roggero, 2001) , or surface energy minimization (Elmqvist, 2002; Borkowski, 2004; Borkowski and Jóźków, 2008) . Evaluation and comparison of some filtration methods can be found in the study (Sithole and Vosselman, 2004) . Unfortunately, all filtration methods have their limitations and often a manual inspection is needed.
After the points belonging to the buildings have been identified, they have to be extracted from the point cloud and have to be segmented. Segmentation is a process in which the points belonging to the individual buildings are identified. In the following, 2D outlines of building footprints can be derived. In this stage the region growing algorithm and RANSAC algorithm are frequently used (Neidhart and Sester, 2008) . Sampath and Shan (2007) use a slope based 1D bi-directional filter for buildings points separation and then region growing approach for the segmentation. Also Forlani et al. (2006) use region growing technique, but they perform a complete segmentation of raw LiDAR data in a multi stage framework at different levels of resolution.
The modelling process and the used algorithms depend also on the type of available data. Scanning data are combined frequently with additional information sources. Oude Elbering and Vosselman (2009) use laser point clouds and topographic maps as an initial information in their workflow from point clouds to 3D models. Awrangjeb et al. (2010) presented an automatic building detection technique using LiDAR data and multispectral imagery. An automatic method for extracting buildings based on the snake model with improved external energy using LiDAR data and aerial images in urban areas is proposed by Kabolizade et al. (2010) .
For classification of airborne laser scanning data in urban environment several methods were applied. Frequently no filtering is applied before the classification. For example Melzer (2007) used the unsupervised Mean-Shift classification method, while Mallet et al. (2008) used supervised classification algorithm such as Support Vector Machines. A cascade of binary classifiers based on 3D shape analysis was proposed by Carlberg et al. (2009) . Airborne laser scanner data classification can also be performed using geometrical and textural features (Matikainen et al., 2003) . Chehata et al. (2009) proposed a method for urban scenes classification using Random Forest algorithm.
The existing algorithms and methods do not work perfectly and they have limitations. Some of them are listed and discussed in (Vosselman and Mass, 2010) . Additional data sources, e.g. multispectral data are useful for buildings segmentation. However such a data is not always available. Modern airborne laser scanning systems provide multiple returns and higher point densities. This implicates higher numerical effort, which can be a challenge for some algorithms.
Wavelets are commonly known for their excellent numerical properties. Wavelet algorithms can process very fast huge data sets. Also thresholding is frequently used in several segmentations algorithms. In this context the wavelets analysis seems to be attractive for buildings segmentation in airborne laser scanning data.
Wavelet analysis has been used for airborne laser scanning data filtering (Vu et al., 2002; Wei and Bartels, 2006) . Xu et al. (2007) used the wavelet analysis for the automatic extraction of bare earth from point clouds. Wavelets have also been used for compression of full-waveform airborne laser scanning data (Laky et al., 2010) .
In this paper, a wavelet segmentation method based on multi-resolution analysis of scanning data sets is proposed. The method concentrates only on buildings, which have to be segmented. All other objects and ground have to be removed. The algorithm works on gridded data and does not need any other pre-processing steps.
Brief review of wavelet theory
Before describing the wavelet based algorithm of image segmentation, a brief outline of the necessary parts of wavelet theory will be given. This outline will be only one-dimensional. The generalization to the n-dimensional case will be given in section 3.
A function ψ is called a wavelet, if its Fourier transformψ fulfils
From this definition can be concluded, that a wavelet is an oscillating function, which decays to zero for x → ±∞. Frequently used wavelets are the Haar wavelet or the Daubechies wavelet (Fig. 1) . The continuous wavelet transform of a real function f is defined by
This means the wavelet spectrum W { f } (a, b) measures the degree of similarity of the function f in the vicinity of b with a scaled version ψ (x/a) √ a of the wavelet ψ. Due to the finite support of the wavelet, the wavelet spectrum does not only inform about the scale of features contained in the function f , but also about the place b, where this feature appears in the signal. As an example we compare the wavelet and the Fourier spectrum (Fig. 3 ) of the following function (Fig. 2) . While the Fourier spectrum informs only about the two wave-lengths contained in the signal, the wavelet spectrum additionally shows at which epochs which wave-lengths appear in the signal.
The continuous wavelet spectrum is well suited for signal interpretation, but expensive to compute and therefore less well suited for signal processing. The break-through of wavelet signal analysis is connected with the discrete wavelet transform, where the wavelet spectrum is computed only on a discrete {a, b} grid. This discrete wavelet transform is closely related to conjugate-quadrature filtering. Conjugate quadrature filters try to decompose a signal f into a low-frequency part Hf and a high-frequency part Gf, in such a way that both parts are uncorrelated
Of course this is not possible for every wavelet, but only for a certain subclass. Wavelets of this subclass possess a so-called scaling function ϕ. The scaling function allows to express both, the dilated version of the wavelet as well as the dilated version of itself as linear combination of shifted scaling functions.
The coefficients h k g k of these linear combinations form the weights of the low-pass filter H and the high-pass filter G.
The filters H,G decompose the signal f in a low-and a high frequency part. For the low-frequency part the procedure can be repeated.
In the end the signal has been decomposed into uncorrelated frequency bands (see Fig. 4 ). If the original signal is a member of a certain set V 0 , say the set of all signals not having details smaller than 1, the smoothed signal Hf is an element of V 1 , the set of all signals not having details smaller than 2. The difference signal Gf then belongs to the space W 1 , the set of all signals containing details only in the range between 1 and 2. In this way, the discrete wavelet transform is related to a so called multi resolution analysis of the space L 2 (R) where the scaling spaces V i are spanned by the shifted and scaled versions of the scaling function ϕ and the difference spaces W i are spanned by the shifted and scaled versions of the wavelet ψ. This multi-resolution analysis is the point of departure for the wavelet segmentation. Since the object to be extracted has an a-priori known range of size it falls into a certain difference space W j . Therefore the only thing one has to do is to delete all difference spaces W i W j and perform the inverse discrete wavelet transform for the modified wavelet spectrum.
This brief and therefore rather imprecise introduction into discrete wavelet analysis will be generalized for n dimensions in section 4.
Multi-resolution analysis of L
be a multi-scale analysis of L 2 (R). The corresponding orthogonal scaling function and the corresponding orthogonal wavelet are denoted by ϕ and ψ, correspondingly. Their scaling equations are
Based on the multi-scale analysis of L 2 (R) we first construct a multi-scale analysis of
and
The base space V 0 is again spanned by the integer translates of a scaling function ϕ
As it is shown in Louis et al. (1998), and Keller (2004) , there exist 2 n − 1 wavelets ψ (1) , . . . , ψ (2 n −1) which generate the orthogonal complements W
The scaling function ϕ and the wavelets ψ ( j) of the n-dimensional multi-resolution can be constructed from the known scaling function and wavelet of the one-dimensional multi-resolution analysis in the following way
For definition of the wavelets ψ ( j) the multi-index
is used and the modulus of d is defined by
The tensor wavelets are defined by
Their scaled and shifted versions are defined by
Now, in L 2 (R n ), there are 2 n scaling equations
where the sequences are defined in the following way:
and g
A function f ∈ V −1 has two representations. Firstly a representation with respect to the base of
and secondly, because of (6) a representation with respect to the bases of V 0 and W
The terms k∈Z n c 
Lemma 1 c
Proof:
Then the n-D Mallat-algorithm uses the filters H :
The n-D-filter applies the one-dimensional H-filter successively to each index. The G
(1) filter applies the one-dimensional G filter to the first index and the one-dimensional H-filter to all other indicees, and so on. With the help of the Mallat filters the change of the representations can be written in a more compact form
This compact notation is the key for a schematic description of the change of the representation of a function f on different levels of a multi-resolution analysis. This schematic description is given in Figure 5 . We define the n-dimensional adjoint Mallat filters by
On the other hand
holds, which combines to
and because the coefficient sequence c (−1) is arbitrary, this proves the theorem. The meaning of the theorem above is that the adjoint operator comes into the picture, when the representation of a function is changed back to the original level of the multi-resolution analysis. This is schematically shown in Figure 6 . 
Wavelet segmentation

Principle solution
is a multi-resolution analysis (MRA) of L 2 R 2 . The space V 0 corresponds to the sampling step-width of a given data set f . Supposed, the signal f has only components in a few of the scaling spaces V k , we are aiming at the detection of those signal parts, which belong to V m , m > 0. The given signal has the representation
with ϕ being the scale function of the MRA. The signal part f m ∈ V m has the representation
The coefficients c (m) can be computed from the given coefficients c (0) by m steps of the Mallat-algorithm
with H :
The signal part f m does not only contain those signal parts from V m but also the projection of finer signal parts into V m . For this reason these projections still have to be subtracted. First, the shadow-projection from V j , j < m into V m have to be eliminated. The key to this elimination is the fact, that the magnitude of these shadow projections is significantly smaller than the magnitude of the V m content of f . Hence, the elimination can be achieved by a thresholdinḡ
The thresholded signal isf
Since an element of V m has no entry in the detail spaces W
• Example
In order, to make this procedure more transparent, it will be applied to a very academic example. The data set (Fig. 7) consists of two parts, belonging to V 4 and V 6 , respectively. The data consist of a smaller structure in the north-west corner and a larger structure in the south-east corner. After 6 steps of Mallat's algorithm the contents of the space V 6 and of the detail spaces W (i) 6 , i = 1, 2, 3 are shown in Figure 8 . The dark structure is the V 6 content of the signal, while the light structures are the shadow projections of the smaller structure. In order to remove these shadow projections, the V 6 content has to be thresholded. After thresholding the content of the level 6 spaces are displayed in Figure 9 . Finally, if the details are removed from the threshold dV 6 signal content, the smaller structure is eliminated from the data. As it is shown in Figure 10 . 
Limitation of principal solution and work-arounds
The basic limitation of the MRA is its dyadic structure: All structures are assumed to have sizes, which equal a power of two, times the sampling step size. Because, this limitation is never met in practice, the thresholding has to be carried out not only in one scaling space V m but also in its adjacent spaces V m+1 and V m−1 . If some coefficients are removed by threshold the corresponding coefficients in the coarser scaling-and detail spaces also have to be removed. These coefficients can be located by the so-called influence-pyramid. Size and shape of this pyramid is determined by the length of the wavelet filter. Assume, that for the filter coefficients holds
In this case we say, the filter has the length L + 1.
For an arbitrary coefficient c
If now by thresholding the coefficient c
k is set to zero, the coefficients
have to be set to zero as well. On the level m the influence-region of the thresholded coefficient c
k is only the coefficient itself
This means, the influence region of the coefficient c
k in the decomposition level m on the coefficients in the decomposition level m -1 given by
where ⊗ is the Konecker product and 1 L is a row-vector with L + 1 entries, all of them being 1. Each non-zero entry in I (m,k) l creates an influence region in the level m -2 by
If the levels are stacked vertically, the influence-regions in the different levels form a pyramid, the so-called influence pyramid. Schematically, this is displayed in Figure 11 . For each coefficient on level m which is set to zero during the thresholding, all coefficients, which fall into its influence pyramid have to be set to zero as well. After this modification of the wavelet spectrum, the wavelet reconstruction yields the segmentation of the given data set into objects of the size corresponding to the chosen level m.
Wavelet segmentation algorithm
The wavelet segmentation algorithm is described in the flow-chart given in Figure 12 . From the given sampling step-width h and the average size of the objects to be detected a decomposition depth m is chosen so, that 2 m h is as close as possible to . As next step a wavelet decomposition up to level m + 1 is carried out. In the levels m -1, m, m + 1 a thresholding is carried out, aiming at a suppression of the shadow elements in these levels. The indices of the suppressed coefficients are stored. For each of the stored entries the corresponding influence pyramid is constructed. All smoothing coefficients c (n) k and detail coefficients d (i,n) k , falling into one of these pyramids are set to zero. A wavelet reconstruction of the so modified wavelet spectrum yields the segmented scene, which still can be improved by a morphologic dilatation. The thresholding makes the objects to be segmented much clearer visible. But still, there are shadow projections visible in the detail coefficients. If the thresholding is carried out on the levels 4, 5, 6 and the coefficients of the corresponding influence pyramids are set to zero, the wavelet reconstruction yields the segmentation. The result is displayed in Figure 16 . In the segmented scene the small details, not belonging to buildings, are eliminated. But larger detail, as for instance big trees with crowns having sizes of small buildings, are still contained in the segmented scene. This is unavoidably, because the wavelet segmentation is a size based algorithm. The separation between buildings and treetops can only be achieved by a subsequent texture analysis.
Two-step procedure
In most scenes not only the elements of a single scaling space V m but of two V m , V n ore more scaling spaces are to be segmented. This can be done by iterative application of the one-step procedure: First the elements of the coarser of the two scaling spaces V m are segmented. Then the segmented objects are removed from the original scene. And as the following step, the objects of V n are segmented in the modified scene. In Figure 17 a laser-scanning scene is displayed. Fig. 17 . Laser-scanning scene with objects on two different scales
In the first step the larger objects are to be segmented. For this purpose the scene was decomposed up to level 5. The content of V 5 is shown in Figure 18 . The smoothed scene shows the objects to be segmented but also smaller objects. The two classes of objects can be distinguished by their intensities. The smaller objects appear on a coarser scale only as shadow-projections and have therefore a lower inten-sity. The shadow-projections can be discriminated by a thresholding. The remaining objects after a morphologic dilatation operation are shown in Figure 19 . If the values, which fall into the mask of the segmented objects are replaced by the values of the surrounding terrain, the segmented objects are erased from the original scene. The modified scene is shown in Figure 20 . Fig. 20. Residual scene If the same procedure is repeated for the residual scene, also the smaller objects can be segmented. The result is shown in Figure 21 . 
Conclusions and future work
We have developed and tested a wavelet-based procedure to segment buildings from laser-scanning scenes. The wavelet approach makes the procedure very fast and enables the processing of large data sets. The limitation of the procedure is its scale-based distinction between objects to be segmented and the rest. For this reason the algorithm is not able to distinguish between small buildings and trees with large crowns. Here only a texture analysis could be a solution, but at the moment is it not clear, how this can be achieved by wavelet analysis.
Another way to improve the algorithm is to use wavelet-packages instead of wavelets. The key of the numerical efficiency of wavelet decomposition and reconstruction is its dyadic structure. The data is decomposed in data sets of two-times, four-times, 8-times... the sampling width structures. Real objects have never two-, fouror 8-times the size of the sampling width, but also sizes, which lay between these scales. This results in the wide distribution of shadow-projections over different scales. Wavelet packages provide a finer scale division but on the costs of higher numerical effort. Here a suitable balance has to be found.
However, the results in the present form are promising and useful. The result of laser scanning data segmentation using wavelet-based algorithm can be used as initial information for another, more sophisticated method such as region growing method.
