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ABSTRACT
This study improves the ergonomics of using the Leap Motion hand tracking device with an Oculus Rift. The im-
provements were realised through the use of a 3D printed mount that angled the Leap Motion down by 30 degrees.
This allowed for users to interact with a virtual environment in which their arms may be held in a biomechanically
less stressful location, rather than up and in front of their face. To validate the configuration, 15 participants com-
pleted a specially designed task which involved pressing virtual buttons in a given location. The button pressing
task was performed in three configurations that compared the angled mount against the standard forward facing
mount. Results indicate that the angled mount eliminates tracking loses, whilst producing comparable accuracy
against the control condition and allowing the participant to interact in a more natural arm posture.
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1 INTRODUCTION
In recent years the VR (Virtual Reality) industry has
grown considerably with the mainstream adoption and
release of multiple high fidelity HMD’s (Head Mounted
Displays) including the Oculus Rift [1] and the HTC
Vive [2]. Both of these HMD’s use physical hand con-
trollers that allow users to interact with the virtual en-
vironment. These controllers are very accurate, but do
not allow for the natural inputs afforded by the entire
hand and fingers. An ideal solution would involve high
fidelity low latency hand tracking that allows the user
to manipulate 3D representations of his/her own hands
in VR.
The Leap Motion [3] device was designed to allow
users to interact in virtual environments using only their
hands. It is an optical tracking device that uses time of
flight calculations from emitted infrared light to track
both the hands and fingers in 6 DOF. Though originally
designed as a desktop mounted device, the potential to
solve the limitations of inputs in VR with physical con-
trollers was realised. Leap Motion’s Orion update al-
lowed the device to be mounted directly on a HMD and
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track the hands in front of the face. The Leap’s software
has undergone serious optimisations whilst the hard-
ware remains the same. The Leap Motion now tracks
a participants hands with the highest accuracy with the
palms facing away and parallel to the device, this can
be seen in Figure 1c.
However, the limited 120 degree horizontal FOV (Field
Of View) produces a new set of challenges when track-
ing users hands in VR. A user has to bring their hands
directly into view (Figure 1c) or point the HMD to-
ward what they are interacting with (Figure 2c). Both
of these movements are unnatural and have the poten-
tial to cause user discomfort. Persistently elevated arm
positions in user interfaces causes arm fatigue [4, 5]
and looking down at the hands causes discomfort in the
shoulders and neck when used for extended periods.
Ideally, the FOV of the Leap Motion would be large
enough to allow the user to look forward and interact
with his/her forearms at a more ergonomic 90 degree to
his/her body (Figure 3c).
The research documented within this paper was de-
signed to investigate the potential for an angled mount
to mitigate the aforementioned limitation of current
Leap Motion design. The mount developed for this re-
search, angles the Leap Motion down, toward the users
hands by 30 degrees. This changes the optimal track-
ing area, allowing a user to look up and forward at the
surrounding environment, whilst their hands are still
tracked. As shown in Figure 3c this allows users to
interact with the environment in a more comfortable
manner. It was hypothesized that moving the effective
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(a) Scene view of desk and monitor
with forward pressing buttons
(b) User view of Forward condition (c) Interaction posture of Forward
condition with original mount
Figure 1: Forward Condition
tracking range down would eliminate tracking loses,
improve user comfort and provide a better VR inter-
action experience. Section 2 details related literature,
however, to the knowledge of the authors no one has
attempted to angle the Leap Motion whilst attached to
a HMD before. Section 3 covers the device and mount
set-up and Section 4 details the conducted user study.
The results are detailed and discussed in Section 5, with
Conclusions in Section 7.
2 RELATEDWORK
The Leap Motion has been used for numerous human
computer interaction studies from numerical gesture
recognition [6] to hands-free immersive image naviga-
tion [7]. The Leap Motion has allowed researchers to
acquire 6 DOF tracking data of both the hands and fin-
ger at millimetre accuracy [8, 9]. Though still using
hardware from 2013, the Leap Motion controller con-
tinues to under go software revisions, most recently re-
ceiving the Orion update. This update was specifically
designed to improve use when mounted on VR head-
sets. However, little research uses the Leap Motion
mounted on the front of the HMD, it is instead used in a
desktop fashion. Both desktop and HMD mounted con-
figurations of the Leap Motion can cause fatigue and
this is reflected in the literature.
This is the case in [10], where they highlighted that
users appeared to become tired when using the Leap
Motion, having to hold their hands above the Leap Mo-
tion when mounted in a desktop configuration.
To improve driving pleasure in autonomous vehicles
Manawadu et al. [11] used the Leap Motion to give the
driver some lateral and longitudinal control of the vehi-
cle. However, they observed that drivers found it diffi-
cult to input the gestures exactly inside the interaction
space. The interaction space, which was desk mounted,
was not in a comfortable position, from the upper chest
to the users chin.
Vosinakis et al. [12] found that half of the participants
reported arm fatigue during an engraving task when us-
ing the Leap Motion for Cycladic Sculptur. The Leap
Motion was mounted in desktop mode with partici-
pants having to hold their hands above the device. The
authors recommended that participants not hold their
hands out at a stretched position for more than 20 sec-
onds at a time. This recommendation is not practical
for interacting in VR, interaction with VR should not
be contained to 20 second bursts.
Lee et al. [13] evaluated adding a touch screen to the
front of a GearVR headset [14] as a means of input to
the mobile HMD. They attached the touch screen to the
front of the HMD pointing outward, a participant raised
their hands in front of their face and touched the screen
to interact. They noted that 15 out of 20 participants
experienced neck and arm fatigue when interacting with
the touch screen on front of their face.
Al-Megren et al. [15] conducted a shoulder fatigue
study, using both subjective and objective measures.
The objective measures involved using surface Elec-
tromygraphy (SEMG) to monitor three muscles on
each arm. They tested horizontal and vertical multi
touch displays for arm fatigue when interacting,
subjective measures showed arm fatigue for both
horizontal and vertical interactions. However, objective
measures showed a significant level of muscle fatigue
on the middle deltoids and the non-dominant extensor
digitorum for the vertical configuration only. This
shows that participants shoulders were suffering from
fatigue when interacting on a vertical panel, or up in
front of their face. The authors noted that their results
have clear implications on interaction design for large
interactive displays, noting that vertical displays, while
acceptable for short periods of time, are not suitable
for frequent use. Whilst this study was conducted
using interactive touch screens, the same applies to
interacting with tracked hands in VR, specifically with
ISSN 2464-4617(print) ISSN 2464-4625(CD) CSRN 2702 Computer Science Research Notes
http://www.WSCG.eu
Short Papers Proceedings 168 ISBN 978-80-86943-50-3
(a) Scene view of desk and monitor
with down pressing buttons
(b) User view of Down condition (c) Interaction posture of Down
condition with original mount
Figure 2: Down Condition
the Leap Motion. This is because to achieve the best
tracking a participant must interact with a vertical
plane parallel to the device, provided that participant is
looking forward.
To help reduce shoulder fatigue, Vuibert et al. [16] de-
signed the width of the tracking volume to reside be-
tween the hip and the shoulder of the participants. In
other work, researchers at NASA incorporated point-
ing rather than hand positioning to move the cursor in
a VR menu. This allowed the user greater flexibility in
the positioning of the arms and hands. It also reduced
fatigue and improved accuracy [17].
In sum, there are motivations for making the interac-
tion with VR and the use of the Leap Motion more
ergonomic or user friendly. The literature shows that
participants interacting with their arms raised will get
fatigued, this also happens to be where the Leap’s track-
ing is most accurate.
3 DEVICE AND MOUNT SETUP
In order to shift the optimal tracking volume of the Leap
Motion to a position that is more comfortable for the
user, the device was angled downward. In order to do
this a custom angled mounting bracket was created. Us-
ing a DaVinci 1.0 [18] 3D printer various degrees of
angled mounting brackets were printed. These brack-
ets attached into the clip that holds the original, official
Leap Motion mount. Initially 30, 45, 60 and 90 degree
angled mounts were created. Though through prelimi-
nary testing, all but the 30 degree mount were deemed
too large. The standard Leap Motion mount can be seen
in Figures 1c and 2c, the 30 degree angled mount can
be seen in Figure 3c. The mounts were attached onto
an Oculus Rift CV1.
4 USER STUDY
A total of 15 people took part in the user study with
an average age of 27. 60% were male and the remain-
ing 40% female. 74% of participants were right handed
with the remaining 26% left handed
Interaction with VR is task dependant [19], so the task
in the present study was designed to mirror a generic
task where the user is providing inputs dictated by the
information being presented on a display. Because of
the nature of the original Leap mount this type of task
becomes difficult as in order to insure minimal track-
ing losses the user interaction has to be moved up, in
front of the user. The input task required participants to
press virtual buttons whose colours corresponded with
the colour presented on a virtual display as quickly and
accurately as possible. The scene was developed using
Unreal Engine 4.13. Within the scene there was a ren-
dered computer monitor, (Figures 1a,2a,3a), circles of
a specific colour would appear on the monitor, and the
user would have to hit the corresponding button. There
were four colours available, these were randomly gen-
erated to appear on the monitor. Each colour was dis-
played on the monitor for 500ms. Participants had one
second to respond in total. The locations of the four
coloured buttons were randomised for each condition.
All trials were conducted while participants were stand-
ing.
The user study consisted of three conditions counter-
balanced across participants, with 100 trials per condi-
tion, these were spilt into blocks of 20. The participants
started each block of 20 by pressing a start button to
their left (Shown in Figure’s 1a,2a,3a).
Condition one consisted of buttons that faced the par-
ticipant (Forward pressing buttons), raised on a stand,
this can be seen in Figure 1. These buttons were paral-
lel to the screen and to the Leap Motion. For condition
one the Leap Motion was mounted in its original offi-
cial mount. A view from the participants perspective
can be seen in Figure 1b. It should be noted here that
both the displayed colour and the interaction buttons
are within the participants FOV. We will refer to condi-
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(a) Scene view of desk and monitor
with down pressing buttons
(b) User view of Angled condition (c) Interaction view of the Angled
condition, with the angled mount
Figure 3: Angled Condition
tion one as the Forward (Buttons) condition. Condition
two consisted of buttons on the desk that the rendered
computer monitor was placed on, shown in Figure 2a.
This is more a comfortable position for the participant
to hit the buttons, again for this trial the Leap motion
was mounted in its original position. However, from
the participants perspective (Figure 2b), only one of ei-
ther the displayed colour or the buttons can be seen at
a time, the FOV is not large enough to capture both.
We will refer to condition two as the Down (Buttons)
condition. Lastly, the third condition (Figure 3a) used
the 30 degree angled mount, like the second trial the
buttons where placed on the desk for a more comfort-
able experience. In contrast to the Down condition, our
modified setup with the angled mount allows for both
the buttons and the displayed screen colour to be seen
at the same time, within the participants FOV (Figure
3b), whilst also providing a more comfortable interac-
tion environment. Condition three will be referred to as
the Angled (Mount) condition.
Participants completed a short survey after the com-
pletion of each experimental condition to subjectively
assess each condition. Participants rated their level of
agreement from 1 (disagree) to 7 (agree) on the follow-
ing statements:
1. I could easily press the correct buttons with the vir-
tual fingers.
2. I often hit buttons I did not mean to hit.
3. It was easy to move the virtual hands where I
wanted.
4. It was frustrating trying to hit the correct buttons in
the virtual environment.
5. The virtual hands often disappeared when I was try-
ing to press the buttons.
The expected results are shown in Table 1. Accuracy
is defined as the correct number of displayed colours
matched with a hit on the correctly coloured button, be-
fore a new colour has appeared on the monitor, only the
first hit counts. Tracking losses were measured as the
number of times one or more hands was not visible in
VR, this is because both hands were required for the
task. User comfort was quantified subjectively, asking
the participants if they felt fatigued after each condition.
The direction view vector of the HMD was recorded to
allow for tracking of gaze direction and height. Re-
sponse times were also recorded for each condition.
5 RESULTS
Dependant measures were each analysed in separate
one-factor repeated measures ANOVAs with three lev-
els (Condition: Forward, Down, Angled). Compari-
sions across the levels were made using 95% CI’s (Con-
fidence Intervals) generated from the ANOVAs [20].
Tracking Loss. Of primary interest was that the an-
gled mount substantially reduced tracking losses rel-
ative to the other conditions, F(2,28) = 13.874, p <
.001, part− eta = .4498. As shown in Figure 4, there
were significantly fewer tracking losses in the Angled
condition than in the Forward and Down conditions. In
fact, the number of tracking losses in the Angled condi-
tion was negligible with a mean of 0.66 times, indicat-
ing that the Leap Motion system with the angled mount
was able to maintain near 100% tracking of the users
hands.
Accuracy. The Analysis of the mean accuracy scores
showed a significant effect of condition, F(2,28) =
11.228, p< .001, part−eta= .445 As shown in Figure
5 participants were significantly less accurate at hitting
the correct virtual button in the Down condition than
the Forward and Angled conditions. The finding that
the accuracy did not differ between the Forward and
the Angled conditions is important as it shows that the
most effective tracking volume has been moved.
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Table 1: Expected Results
Forward Condition Down Condition Angled Condition
High accuracy Low accuracy High accuracy
Low tracking loss High tracking loss Low tracking loss
User discomfort (Arms) User discomfort (Neck) User comfort
Low gaze variation High gaze variation Low gaze variation
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Figure 4: Tracking Losses
Response Times. Response times were measured from
the initial presentation of a target to the point at which
a virtual button was hit. Overall, 7.4% of the response
time data was lost due to mechanisms used to make the
buttons ’bounce’. The buttons work by linear interpo-
lating between two positions. If the participant did not
move their hand away quick enough and were late in
reacting to the displayed colour, the system registered a
hit for the next displayed colour, at an instant response
time of zero seconds. It is interesting to note that the
more data was lost in the Down (12.3%) condition as
compared to 5.3% of the Forward condition and the An-
gled condition at 4.4%.
An analysis of the mean correct response times showed
a significant effect of condition, F(2,28) = 5.827, p =
.008, part− eta = .294. Response times were faster in
the Forward (714 ms) condition than in the Down (733
ms) and the Angled (755 ms) conditions. This was ex-
pected as in the Forward condition the response buttons
and the target were both presented in the same forward
field of view. Response times did not differ significantly
between the Angled and the Down conditions.
Gaze Variation. Gaze Variation was calculated as the
standard deviation of gaze location across each of the
100 trials for each condition. The gaze variation is mea-
sured as z height variation from the HMD view vector.
There was a significant effect of condition on gaze vari-
ation, F(2,28) = 23.383, p < .001, part − eta = .625.
As shown in Figure 6, gaze variation was larger in the
Down than the Forward and Angled conditions. This
reflects the fact that in the Down condition participants
had to move their gaze from the targets in the up posi-
tion in order to see the virtual buttons in the down loca-
tion. Gaze variation did not differ significantly between
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Figure 6: Gaze Variation
the Forward and the Angled conditions. Gaze varia-
tion was understandably low in the Forward condition
as both the targets and the virtual buttons were posi-
tioned in the same forward field of view. The low gaze
variation in the Angled condition suggests that with the
30 degree mount participants were able see their hands
while also seeing the target stimuli.
Survey Responses. Analysis of the survey results in-
dicated that two of the questions indexed a significant
impact of condition. The first question asked the par-
ticipants how easily they could press the buttons with
the virtual tracked fingers. Participants indicated that
the Forward condition had the highest score (Higher
is better) out of 7 at 5.29, with the Angled condition
following closely at 4.96, the Down condition trailed
both these with an average answer of 3.79. The second
question asked how often the participants felt the hands
disappeared when they were trying to press a button,
again out of 7. The Angled condition achieved the low-
est score (Lower is better) at 2.29, with the Forward
condition receiving 3.04 and the Down condition the
highest at 3.96.
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6 DISCUSSION
Due to the high variability in gaze location in the Down
condition, there was a dramatic difference in the num-
bers of times that tracking was lost (Figure 4) over the
100 trials in each condition. For the angled condition,
there was an average of 0.66 tracking losses over 100
trials. In contrast, there was an average of 11.27 track-
ing losses per 100 trials on the Down condition. Be-
cause the Leap is mounted on the head, every head
movement changes the location of the Leap tracking
volume thus increasing the likelihood of a tracking loss
occurring.
As predicted the Down condition had the lowest accu-
racy while there was no difference between Forward
and Angled conditions. The lack of difference in the
accuracy between the Forward and Angled conditions
is because the angled mount allows for the emulation
of similar characteristics of the Forward condition, in a
more comfortable manor. In the Forward condition the
forward buttons, target stimuli and hands are all located
in the users FOV. Using the angled mount allows for
the buttons, target stimuli and hands to all be within the
users field of view when interacting with down buttons,
which they are not in the Down condition. The accu-
racy on the Down condition was well above chance so
although more challenging, the task was of reasonable
difficulty.
Gaze location can be used as a metric for task com-
fort. Moving the head up and down or standing with
the neck angled down for long periods can lead to a
host of health problems [21]. For this metric, we are
concerned with the height component of the view vec-
tor. In this case the z component represents gaze height.
Ergonomists recommend that one’s gaze be aligned par-
allel to the floor. This insures the neck in aligned ver-
tically with the spine. In relation to this, a higher z
value, or as the value approaches zero (See Figure 7)
the more optimal the value is. In Figure 7 the view
vectors from an arbitrary point (HMD Origin) are dis-
played. All 100 trials per condition are averaged across
participants. Blue arrows represent the Forward condi-
tion. As predicted, the Forward condition has the high-
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Figure 8: Survey questions results.
est gaze height with little variability which means par-
ticipants did not move their head much. Ergonomically,
the Forward condition is the best position for the neck.
However, the Forward condition requires participants to
hold their arms in front of their face for the majority of
the trials.
The Down Condition (Red) had the lowest gaze
height and highest gaze variability making it the least
ergonomic. The use of the angled mount resulted in
an improvement in the gaze height and a reduction
of gaze variability. It was initially assumed that use
of an angled mount of 30 degrees would allow for an
improvement of 15 degrees between the Down and
Angled conditions. However, when all the trials are
averaged out, and the angle between the upper x axis
(parallel to the floor) and these gaze vectors are calcu-
lated, this assumption was shown to be incorrect. The
angle between the x axis and the Forward conditions
gaze vector is -8.29 degrees. The angle for the Down
condition is notably larger, at -21.71 degrees. The
angled mount improves this for the Angled condition
to -16.89 degrees, an improvement of 4.82 degrees
(4.87cm z height difference).
Response times were significantly faster in the Forward
condition when the buttons were elevated up in front
of the participants and close to where the targets were
displayed. We hypothesized that the fastest response
times would occur in the Angled condition because par-
ticipants hands were in the most comfortable position
while still being tracked. However, it is likely that due
to the proximity of the buttons and the target stimulus,
although less comfortable, the Forward condition al-
lowed for quicker responses. We hypothesized that the
Down condition would result in the slowest response
times because participants had to move their heads from
trial to trial in order to keep the Leap hands in view. The
results reveal this not to be the case. It is possible that
there was a speed accuracy trade-off in the Down condi-
tion with participants being relatively quick but making
more errors and resulting in more tracking losses.
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Although subjective, a number of participants (three),
mentioned explicitly that their shoulders were feeling
fatigued, also worth noting is that these participants ran
the study in one of the counter balanced orders resulting
in them completing the forward condition last, the most
taxing.
In the Forward condition, the optimal position for track-
ing (Figure 1c) consisted of the user looking straight
ahead and bringing their hands into view. However, af-
ter a number of trials participants began to lower their
arms and look down slightly. They lowered their arms
into what we call the "T-Rex" position, that is their el-
bows tucked tight into their sides for support with their
hands up and pulled back parallel to their shoulders.
From this position participants in the Forward condi-
tion raised their hands up into the field of view to push
a virtual button. Had a default resting position been set,
or a line drawn in front of them in VR, where the par-
ticipant had to keep their hands above for the duration
of the condition, there may have been a similar amount
of tracking losses to the Angled condition.
The participants were asked to answer five questions af-
ter each condition. Answers ranged from 1-7, 1 mean-
ing disagree, 4 neither agree nor disagree and 7 agree.
Comparing the participants survey answers for both
down button conditions (Down and Angled) it becomes
apparent that they agreed the angled mount made it eas-
ier to press the correct buttons. This is also clear for the
second significant question relating to tracking issues,
there is a huge difference in the amount of times track-
ing is lost across all conditions, the participants also
acknowledged this. The participants answers for the
Down and Angled condition are almost exactly oppo-
site ends of the agree and disagree scale, with scores
of 4.96 and 3.29 (1 to 7 range, 4 neither agree nor
disagree), they both edge into strongly disagree and
strongly agree for how well they thought the hands were
tracked, this is shown in Figure 8. The participants
answers reflect the results measured objectively, they
recognised the benefits of the angled mount.
During the Forward condition the hit location on the
button was recorded, this was recorded as we hypothe-
sized that the vertical location (z) of the hit would drop
if they fatigued, resulting in an objective measure for
fatigue. There was no significant relationship between
the location of button press and the trial number, mean-
ing the data does not support the hyposthsis that peo-
ples hits lowered as the trials went on. This is not to
say they were not fatigued but this measure does not
capture it. We know that participants will get fatigued
based on previous SEMG monitoring studies [15], and
while anecdotal we believe the "T-rex" position they de-
fault to during the Forward condition reflects this.
7 CONCLUSIONS AND FUTURE
WORK
This paper introduced and evaluated a custom 3D
printed angled mount for use with the Leap Motion
and HMD’s. Changing the orientation of the optimal
tracking volume for a Leap Motion attached to a HMD
improves user comfort and allows a more natural
posture to be adopted when using such devices for
a prolonged period of time. The mount allows for a
person to have their arms at a comfortable 90 degrees
to their body, rather than holding them raised in front of
their face, which can result in fatigue. 15 participants
completed a task to evaluate the effectiveness of the
new angled mount. Our hypotheses of the improve-
ments the angled mount would bring were correct. Not
only did the angled mount achieve the accuracy of
the optimal tracking Forward condition (Figure 5), it
eliminates tracking losses, in comparison to both the
Forward and Down conditions (Figure 4).
Alongside the expected behavioural improvement,
the analysis provides evidence that the biomechanical
mechanism by which the test manipulation is expected
to improve performance is detectable itself in gaze
measurements, with the angled mount cutting gaze
variation by over 50%. This reduction in gaze variation
can improve neck comfort. Using the angled mount
allows for optimal tracking, comfortable interaction
and reduced head movement.
The angle of the mount studied may have actually been
too large. We believe the optimal angle to be some-
where between 15 and 30 degrees, so as to reduce the
impact of any possible interactions above the headset.
As interaction with VR is task dependant [19] we fore-
see a use for an adjustable mount in the future. This
mount could feed its angle into Unreal Engine, allow-
ing for on the fly customisation based on the task at
hand.
Virtual reality is centred around experiencing new
sights and environments, this is impacted negatively
when having to look down at what is being interacted
with, rather than being engaged with a greater portion
of what is displayed in the environment. In everyday
life interaction is mostly completed in the peripherals
of our vision. The use of the angled mount affords more
natural interactions utilising more of the peripheral
vision, like that of everyday interactions.
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