We present a uniformly valid ray theory for body-wave propagation in laterally heterogeneous earth models. This is accomplished by implementing Maslov theory, which is a 3-D analogue of the widely used WKBJ seismogram method for spherically symmetric earth models. Away from caustics, complete seismic waveforms can be calculated by solving a system of 14 coupled first-order ordinary differential equations: four equations determine the ray geometry, eight additional equations determine the amplitude, and two further equations determine traveltime and attenuation. In the vicinity of a caustic, neighbouring rays cross, and asymptotic ray theory breaks down. Rather than considering the contribution to the wavefield of one single ray, our strategy is to express the wavefield in the vicinity of a caustic as a summation over neighbouring, non-Fermat rays based upon Maslov theory. Away from caustics, Maslov theory reduces to asymptotic ray theory. We present examples of the ray geometry in the 3-D model SKS12WM13, and demonstrate that small-scale triplications in the traveltime curve associated with large-scale heterogeneities in the lowermost mantle are ubiquitous. The theory is applicable to direct, turning and reflected waves, may to a limited extent be advanced to include head waves, but does not describe waves that are diffracted into the deep shadow.
INTRODUCTION
Recent tomographic studies of the Earth indicate the level of lateral shear-velocity heterogeneities in the upper-and lowermost mantle to be as high as f 4 per cent (Johnson et al. 1994 ; Liu & Dziewonski 1996) . In this paper we present a fast and efficient method for calculating uniformly valid body-wave seismograms in 3-D earth models. Away from caustics, this is accomplished using a method based on asymptotic ray theory (cerveny 8 z Ravindra 1971; h r v e n l , Molotkov & PSenEik 1977; Aki & Richards 1980 Chapman & Drummond 1982 .
In the vicinity of a caustic, we calculate the wavefield by considering the contributions from neighbouring, non-Fermat rays. In spherically symmetric earth models this approach is known as the WKBJ seismogram method, which was developed by Chapman (1976 Chapman ( , 1978 and is equivalent to disc-ray theory (Wiggins & which was developed for seismological problems by Frazer & Phinney (1980) and Chapman & Drummond (1982) , and is reviewed by Thomson & Chapman (1985) . Kendall et al. ( , 1994 ) used Maslov theory to describe the propagation of body waves in global earth models. In this paper we review and implement Maslov theory for body-wave propagation in 3-D earth models.
Large-scale lateral heterogeneities affect traveltimes, can result in small-scale folding of the wavefront, and produce focusing and defocusing of body-wave energy. In addition, 3-D velocity anomalies produce significant perturbations in horizontal and vertical take-off and arrival angles as well as in amplitude. Arrival-angle and amplitude anomalies, in conjunction with traveltime perturbations, can be used to constrain lateral variations in velocity and in its first and second derivatives, as well as topography on internal discontinuities. In surface-wave tomography, Wong ( 1989) used amplitude anomalies in conjunction with phase anomalies to constrain lateral variations in phase velocity, and Laske (1995) used a combination of phase and arrival-angle anomalies. In regional tomography, joint traveltime and arrival-angle inversions were proposed and implemented by Hu & Menke (1992) and Hu, Menke & Powell (1994). In this paper we present simple expressions for take-off-angle, arrival-angle and amplitude anomalies of teleseismic body-wave phases based upon ray perturbation theory (Farra & Madariaga 1987; Coates & Chapman 1990 ).
PRELIMINARIES
Consider an isotropic, elastic earth model with volume V and free surface aV. Let p, K , and p denote the density, bulk modulus, and shear modulus within the volume. We use the Fourier sign convention of Aki & Richards (1980) , such that exp(+iwt) appears in the Fourier integral when transforming from the time to the frequency domain. Throughout this paper, the angular frequency w is assumed to be positive; the corresponding result for negative frequencies can be obtained by using the relation f ( -w where T denotes the stress tensor and D is the strain deviator: (1.8)
The requirement that the action I be stationary with respect to small variations 6u and 6ii leads to the variational principle Rather than the linearized equations (1.1)-( 1.4), we will use the action (1.7) as a basis for our asymptotic analysis.
ASYMPTOTIC RAY THEORY
Most aspects of the ray theory discussed in this section are well known (Cerveny & Ravindra 1971; Cerveny et al. 1977 ; Aki & Richards 1980; Chapman & Drummond 1982) . What this section offers is an elegant, systematic treatment of highfrequency body-wave propagation based upon the variational approach of Whitham (1965 Whitham ( , 1974 , Bretherton (1968) , and Hayes (1973) . We demonstrate that the body-wave ray geometry can be determined by solving a system of four firstorder ordinary differential equations, and we show that amplitude variations can be determined by solving an additional system of eight first-order ordinary differential equations. The calculation of traveltime and attenuation adds another two equations, such that complete body-wave forms can be obtained by integrating a system of 14 coupled first-order ordinary differential equations. The results in this section form the basis of a subsequent Maslov analysis, which provides a means of calculating uniformly valid ray synthetics by summing over the contributions from neighbouring rays.
Slow variational principle
We seek to determine asymptotic body-wave solutions to the linearized equations of motion (1.1)-( 1.4) in the high-frequency limit w co. This is accomplished by substituting the WKBJ Ansatz u = o -' A exp(iwT) (2.1)
The phase oT has to be continuous across the interface. In terms of the slowness vector s this means that the component of the slowness vector tangent to the boundary has to be continuous:
[(I-fifi)-s]'=O. (2.19)
This is effectively Snell's law. At this point we give our definition of SH and SV motion. For a given location on a discontinuity C, we define the SH wave to be the shear wave polarized in a direction locally tangential to the discontinuity and perpendicular to the slowness vector s. The SV wave, on the other hand, is polarized in the plane defined by the local outward normal fi and the slowness vector s in a direction perpendicular to the slowness vector and the SH wave. For a spherically symmetric discontinuity an SH wave is horizontally polarized whereas an SV wave is vertically polarized; hence the H and the V. We continue to think of the SH wave as a horizontally polarized shear wave and of the SV wave as a vertically polarized shear wave, even though this is a bit of a misnomer. As a result of these definitions, the SH motion is locally decoupled from the P-SV motion at a discontinuity. In addition to Snell's law (2.19), the boundary conditions for the S H motion are (2.24)
On the fluid side of a fluid-solid boundary Asv =Fsv = 0, whereas on the + side of the free surface A, = As, = FP = Fsv = 0.
Notice that away from boundaries we can propagate the phase oT and the amplitude A of the P, SV and SH waves into the action (1.7), where it is our goal to determine the amplitude A, and what will turn out to be the traveltime T.
To lowest order in 0 -l we obtain the slowly varying action
The slowly varying Lagrangian density YO is given by
where A = (A * A)"'. The slowness vector s is defined in terms of the traveltime T by 1 2 
(2.14)
The last equation has roots for two values of the slowness s:
(2.15)
We use a subscript P for the slowness of P waves, and a subscripts S for the slowness of S waves. Because sg is a double root there exist two linearly independent types of S waves: SV waves and SH waves. We will be more specific about the definition of the two S waves when we discuss the boundary conditions. Eqs (2.15) are called eikonal equations. They are first-order partial differential equation for the traveltime T and can be solved by the method of characteristics, as demonstrated in the next section.
independently from one another. At an interface, however, the P and SV waves interact, and compressional energy is converted into shear energy, and vice versa. (2.36) Let us introduce two angles i and (, as shown in Fig. 1 , such that the slowness vector can be written in terms of these two angles as s = v -' ( c o s i i + s i n i c o s r e + s i n i s i n i~) .
(2.37)
The covariant components of the slowness vector are defined in terms of the angles i and ( by s,=v-'cosi, s,=v-'rsinicos(,
In terms of the traveltime T, using the relation (2.29), the ray-tracing equations for r, 0, 4, i, and ( become (Julian 1970) dr 
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The initial conditions are in this case
44)
where is and <, are the vertical and horizontal take-off angles,
respectively. This reduces the number of ray-tracing equations from six to five. To reduce the number of ray-tracing equations further, we eliminate the traveltime T from eqs (2.39)-(2.43) by using the longitude Q as the independent parameter, based upon (2.41).
We obtain
The initial conditions can now be written as
By rotating the earth model such that both the source and receiver are located on the equator, one is assured that the longitude Q always increases along the ray. As a result, singularities associated with ( = 0 and ( = n do not arise. In practice, one wants to find take-off angles i, and (, that connect a given source and receiver pair. In Section 5 we demonstrate how this can be accomplished using a method based on perturbation theory in conjunction with a 'shooting' method. Fig. 2 shows examples of typical ray geometry in the 3-D earth model SKS12WM13 (Liu & Dziewonski, in preparation) .
At a discontinuity we connect ray segments using Snell's law (2.19). For a spherically symmetric discontinuity, this implies that the quantities r, 8, Q, sin ilu, and ( are continuous across the discontinuity. We demonstrate in the Appendix that across a smooth, undulating boundary of the form 
(2.52)
Traveltime and attenuation
Once we have found the geometrical ray, the traveltime is determined from (2.41):
This equation can be integrated along a ray segment to find the traveltime along that segment: Here uo denotes the reference velocity for waves with angular frequency wo, Q denotes the quality factor, and w denotes the (positive) angular frequency of interest. The term ln(w/wo)/nQ accounts for physical dispersion and reflects the fact that the velocity is frequency-dependent in an anelastic medium, and the term -i/(2Q) represents attenuation. In what follows we ignore the effect of attenuation on ray geometry, but incorporate it in the calculation of the phase. This is accomplished by making the substitution
where T* is given by
At this point we have determined the ray geometry and traveltime. What remains to be determined is the variation in amplitude along rays. This is the subject of the next section.
Amplitude variation
For both P and S waves, the transport equation The last equation can be solved with the aid of Smirnov's lemma (Smirnov 1964; Thomson & Chapman 1985) . Consider the Jacobian Thus we obtain Smirnov's lemma: 
4
As a result we deduce that for rays emanating from a point source the amplitude variation along a ray is given by
where the constant A, is determined by the source.
(2.66)
Calculation of the Jacobian
In order to calculate the Jacobian J , we need to know the partial derivatives arpi,, ar/a[,, aO/ai,, and a0/a[, along a ray. These partial derivatives are determined by differentiating the ray-tracing equations (2.45)-(2.48) with respect to the take-off angles i, and [,. We obtain the so-called ray-bending equations (2.68) 4 at, at, d4 at, 2.75) are continuous across a discontinuity. In deriving (2.75) we have used the continuity of sin i/v, which follows from Snell's law, in addition to the continuity of aO/a#. The effects of boundary topography on the partial derivatives are discussed in the Appendix.
For later reference we note that the partial derivatives as#<,, as,/at,, and as,/ag, can be obtained by differentiating (2.38), with the result
Caustic phase shifts
It is clear from (2.66) that the amplitude A diverges at caustic singularities, where J goes to zero. Physically, this corresponds to a vanishing of the area of a ray tube, which is associated with a crossing of neighbouring rays. The ray-tube area can be considered to change sign at a caustic. In an isotropic earth model, the resulting change in sign of A 2 causes the phase of a wave to be retarded by n/2 upon every passage of a bodywave trajectory through a caustic singularity (Chapman & Drummond 1982; Thomson & Chapman 1985) . The phase of a body wave should therefore be modified such that 79) where the integer M is the Maslov index which increases by one upon every passage of a body-wave ray through a caustic singularity; the index keeps track of the number of n/2 phase delays. In the unusual case of a point, rather than a line, caustic, the Maslov index increases by two. It is perhaps worth mentioning that the Maslov index may actually decrease in an anisotropic earth model. In Section 3 we show that asymptotic body-wave solutions can still be constructed in the vicinity of a caustic based upon Maslov theory. The essential strategy is to express the wavefield as a summation over neighbouring rays, rather than just considering the contribution associated with the geometrical ray.
We are now in a position to determine the asymptotic response to an earthquake. This is accomplished by matching the asymptotic solution to the far-field response of a homogeneous space in the neighbourhood of the source, where both representations are equivalent. In the following two sections we determine the asymptotic Green's tensor and the response to a moment-tensor source. 2 2.7 Green's tensor For P, SV, and SH waves, the far-field Green's tensor in a homogeneous space Go can be written in the form (Aki & Richards 1980; Ben-Menahem & Singh 1981) 
where D is the distance from the source, and v and fi are the velocity and polarization direction of the P, SV, or SH wave. For the asymptotic Green's tensor G in an inhomogeneous earth model, we make the Ansatz
G = A , ( p~r s i n i s i n < J ) -' /~e x p i w T -M -$A8. (2.81)
To determine the constant A, and the polarization vector A,,
we follow the approach of Kendall, Guest & Thomson (1992) .
In the vicinity of the source the traveltime T is obtained from (2.54): 
at, From (2.62) we deduce that, in the vicinity of the source,
(2.88) Using (2.82) and (2.88) we see that, in the neighbourhood of the source, (2.80) and (2.81) can be written as As a result, the asymptotic Green's tensor is given by 1 sin is
474 pp,vv,r sin i sin <J
The effects of reflection and transmission by internal discontinuities or the free surface are easily incorporated by multiplying (2.92) by the product of all the appropriate reflection and transmission coefficients lId I/d:
It is important to use the reflection and transmission coefficients V, that correspond to conservation of energy flux. For example, at a solid-solid interface, for P-SV waves one needs to use the scattering matrix (5.41) of Aki & Richards (1980) . Reciprocity of the asymptotic Green's tensor (2.93), G(r, r,) = GT(rs, r), is demonstrated by Richards (1971) .
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2.8 Response to a n earthquake The response to an equivalent force
where M is the Fourier transform of the moment-rate tensor, is given in terms of the Green's tensor G by
The notation V, denotes the gradient with respect to the source coordinates r,, and the superscript T denotes the transpose.
Using the asymptotic Green's tensor (2.93), it is straightforward to demonstrate that the asymptotic body-wave response to a moment-tensor source can be written in the form
where u = 9 . u , and 9 is the polarization direction of the receiver. Eq. (2.96) should be read as follows. A body wave is excited at the source by the parameter S, which is given by
(2.97)
Here, p,, v,, 3, and fi, are the density, velocity, direction of the slowness vector, and polarization vector, respectively, at the source. We have from (2.38) that 6, = cos i,i, + sin is cos cs6, + sin is sin i,Q,.
(2.98)
For P waves the polarization vector at the source fi, is equal to the direction of the slowness vector 3,. As a result we have
(2.99)
For SV waves we choose fi, = -sin is?, + cos is cos i,6, + cos is sin is+,, (2.100) and the excitation of SV waves is determined by 1 2 M:-(Ssfis +fi,S,) 
The excitation of SH waves is therefore determined by
(2.103)
As the wave travels from the source to the receiver it accumulates a traveltime T. Remember that the effects of attenuation are incorporated in the definition of the traveltime (2.56), such that 'traveltime' is a bit of a misnomer for T. The integer M is the Maslov index of the wave; it starts at zero and is increased by one upon every passage of the wave through a caustic singularity. Amplitude variations along the ray are described by the focusing term F , which is given by r sin i sin ( J (2.104)
Here i and [ are the arrival angles at the receiver, and J is the Jacobian (2.62), which describes the geometrical spreading for body waves emanating from a point source. The focusing term F is identical to the geometrical spreading ratio of Julian & Gubbins (1977) . In Fig. 3 we compare the focusing term F in spherically symmetric earth model PREM (Dziewonski & Anderson 1981) against typical focusing terms in the 3-D earth model SKS12WM13 (Liu & Dziewonski, in preparation) .
The focusing term of a spherically symmetric earth model is discussed further in Section 4. The product of all the appropriate reflection and transmission coefficients is represented by the factor n d &. The final amplitude at the receiver is determined by the quantity R, which is given by In practice, we calculate the response (2.96) in the time domain. Upon taking the inverse Fourier transform of (2.96), using the relation u(-w) = ii(w), where the overbar denotes complex conjugation, we obtain
The traveltime is denoted by T, and a represents the effects of attenuation: and the instrument response. In Fig. 4 examples of synthetic seismograms calculated based upon (2.109) are displayed.
MASLOV THEORY
We have already mentioned that asymptotic ray theory breaks down in the vicinity of caustics where neighbouring rays cross and the Jacobian J goes to zero. One can think of the bodywave trajectories as defining a 5-D manifold in 6-D phase space (r, 0,$, s,, so, so). As a result of Liouville's theorem (Goldstein 1980; Thomson & Chapman 1985) , there are no caustics in phase space; it is only when the trajectories are projected onto configuration space (r, 8, #), mixed spaces such as (r, so, $), (r, 0, so), and (r, so, so), or momentum space (s,, so, so), that caustics occur. To find an asymptotic solution that is valid in the vicinity of a configuration-space caustic, our strategy is to express the wavefield as a summation over neighbouring, non-Femat rays, rather than just considering the contribution from a single ray. This amounts to choosing an alternative projection of the rays in phase space. As discussed by Kendall & Thomson (1993) , we have a considerable amount of freedom in choosing our representation in the vicinity of a configuration-space caustic. In the following two sections we discuss projections onto the mixed spaces (r, 0, so), ( I , se, 41, and ( I , se, 4).
For convenience, we rotate the earth model such that both the source and receiver lie in the equatorial plane with the source at longitude zero and the receiver at longitude A. If gradual changes in take-off angle produce crossing of neighbouring rays in the equatorial plane, as shown in Fig. 5(a) , then the rays should be projected onto the mixed space (r, 8, s+). For spherically symmetric earth models, this approach is equivalent to Chapman's (1976) WKBJ seismogram method, as we demonstrate in Section 4. On the other hand, if smooth changes in take-off angle produce crossing of neighbouring rays in the meridional plane through the receiver, as shown in Fig. 5(b) , then the rays should be projected onto (r, se, $) space. In spherically symmetric earth models this situation arises near the source and antipode. Finally, if smooth variations in takeoff angle produce folds in the wavefront in both the equatorial Bolivia Earthquake and the meridional plane, a combination of the situations depicted in Figs 5(a) and (b), then the rays should be projected onto (r, sg, so) space.
3.1
Suppose that smooth variations in take-off angle produce triplications in the traveltime curve, as shown in Fig. 5 The approach is as follows. Trace rays from the source to the general vicinity of the receiver such that the final radius r and colatitude 0 of each ray are equal to those of the receiver. The intercept locations (r, 4 2 , #*) are those points where the rays intersect the great circle through the source and receiver, as shown in Fig. 5(a) . We use an asterisk to denote evaluation at an intercept location. The traveltime to an intercept location is T* and the Q component of the slowness vector at an intercept location is given by s , . The wavefield is obtained by integrating over the contributions from all intercept locations. Mathematically, the intercept locations Q*(r, 7c/2,s,) are determined by 8, T(r, n/2, Q*) = s , .
(3.2)
The amplitude & is determined by requiring that away from a caustic the Maslov Ansatz (3.1) reduces to asymptotic corresponds to a caustic in the mixed-space (r, 19, s,) . Such mixed-space caustics are called 'p-domain caustics' (Chapman & Drummond 1982) , 'telescopic points' (Frazer & Phinney 1980) or 'pseudo-caustics' (Kendall & Thomson 1993) , which is the nomenclature we use throughout the rest of this paper. Pseudo-caustics do not correspond to anomalous amplitudes on the earth's surface, but are an artefact due to a particular choice of coordinate system. When this occurs, we can use asymptotic ray theory or, if this too fails, choose an alternative projection of the rays in phase space, as we do in the following two sections.
At this point we can choose to determine the time-domain response by evaluating the slowness integral in (3.4) first, based upon a generalized Filon method (Frazer & Gettrust 1984) , followed by an FFT. Alternatively, by analogy with the 1-D WKBJ seismogram method, we can evaluate the inverse Fourier transformation first, analytically, and the slowness integration second. We can write the inverse Fourier transform of (3.4) in the form e Figure 5 . Examples of wavefront folding, i.e. crossing of neighbouring rays, due to heterogeneity. (a) Gradual changes in take-off angle produce crossing of neighbouring rays in the equatorial plane. In this situation the rays in phase space should be projected onto (I; 8, s+) space. (b) Gradual changes in take-off angle produce crossing of neighbouring rays in the meridional plane through the receiver. In this situation the rays in phase space should be projected onto the mixed space (I; so, 4). ray theory. Upon evaluation of the integral in (3.1) by the method of stationary phase we obtain the following relation between the Maslov amplitude d and the amplitude along the geometrical ray:
Here sgn denotes the sign of @/as,. For turning phases, such as P, ad/as, < 0 and sgn = -1, whereas for reflected phases, such as PcP, a#/ds,>O and sgn= $1. Putting everything together, we can write the Maslov representation of the wavefield in the vicinity of a configuration-space caustic in the form
The quantity S, given by (2.97), describes the excitation of the source of each individual ray that contributes to the integral. where we have used (2.45). The traveltime to an intercept location is denoted by T*. The Jacobian f is given by and can be calculated based upon (2.78). Notice how the Maslov amplitude is determined by the Jacobian 9, whereas the geometric ray amplitude is determined by the Jacobian J . It is precisely this property that renders the Maslov amplitude regular in the vicinity of a configuration-space caustic where the geometric ray amplitude diverges. Unfortunately, the result (3.4) breaks down when the Jacobian f goes to zero; this
where H denotes the Heaviside function, and sgn denotes the sign of @/as,. As in Section 2.8, the quantity [s(t) + ihl(t)] is the analytic delta function, the effects of attenuation are represented by a, which is given by (2.110), and the Mth order Hilbert-transform operator is defined by (2.1 11). We have assumed that attenuation can be incorporated by calculating T* along the reference ray. A subsequent evaluation of the slowness integral yields
At any given time t, the summation in (3.9) is over all values of s, that solve the equation t = Y.
The Maslov response (3.9) is singular when aY /as, = 0. It is evaluated by means of the THETAC subroutine from the book Seismological Algorithms (Chapman et al. 1988) ; this subroutine smoothes the response (3.9) (Dey-Sarkar & Chapman 1978). The convolution with w is accomplished by means of the subroutine CCSQRT from the same book. Both subroutines were originally developed to describe the wavefield in spherically symmetric earth models, but are equally applicable to 3-D problems. In Section 4, we demonstrate that in spherically symmetric earth models (3.9) reduces to Chapman's ( 1976) WKBJ seismogram method.
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To minimize problems associated with the truncation of T as a function of s+, we extrapolate T at its end points and zero-phase taper the associated amplitudes. One has to choose the taper width with care and make sure that all extrema in the Maslov phase T are incorporated in the slowness integration. Near a shadow region this becomes problematic because turning and reflected phases undergo a transition to a diffracted phase, which cannot be modelled based upon Maslov theory. Mathematically, one can think of the tapering procedure as switching from a real-to a complex-valued slowness outside the interval of interest. This approach minimizes the effects of so-called end-point contributions (Chapman & Orcutt 1985; Thomson & Chapman 1986 ).
It should be noted that there is a subtle difference in the interpretation of the Maslov index M in the ray response (2.109) and the Maslov response (3.9). If we wish to evaluate the wavefield along the backward branch of a traveltime triplication based upon asymptotic ray theory, the Maslov index used in (2.109) is one since the rays have passed through a caustic. Contributions from the two remaining branches, with Maslov index zero, have to be added to obtain the full wavefield in the triplication. In the Maslov approach (3.9), however, the Maslov index is zero and we sum over all relevant rays in the triplication. Fig. 6 shows a comparison between asymptotic ray theory and Maslov theory in the vicinity of an SH caustic. This figure illustrates the behaviour of the function T as a function of the slowness sg, the output from the subroutine THETAC as a function of epicentral distance, and the associated accelerograms. Notice that asymptotic ray theory dramatically overpredicts the amplitude within the caustic.
Projection onto the mixed space (I, so, $)
Next, suppose that smooth variations in take-off angle produce crossing neighbouring rays, i.e. folds in the wavefront, in the meridional plane through the receiver, as shown in Fig. 5( b) .
In this case we project the rays onto the mixed space (r, se, 4):
We trace rays from the source to the general vicinity of the receiver such that the final radius r and longitude 4 of each ray are equal to those of the receiver. An asterisk denotes evaluation at an intercept location. The intercept locations (r, O*, A) are those points where the rays intersect the meridian through the receiver, as shown in Fig. 5(b) . The intercept locations e*(r, so, A) are determined by a, T(r, e*, A) = S, . As in the previous section, the amplitude & is determined by requiring that away from a caustic the Maslov Ansatz (3.10) reduces to asymptotic ray theory:
In this case sgn denotes the sign of delas,. For waves that do not pass through the antipode, ae/as, > 0 and sgn = + 1, whereas for waves that pass through the antipode (but not through the source), which can occur, for example, for PPP and SSS, al?/ds, < 0 and sgn = -1. The Maslov representation (3.10) can now be rewritten in the form (3.13) where sin is I = T* + se(x/2 -e*), y* = ( (3.14)
In this case the Jacobian 65 is given by (3.15) and may be calculated based upon (2.77). The asymptotic solution (3.13) diverges when the Jacobian 2 goes to zero.
This situation corresponds to a pseudo-caustic in the mixed space (r,se,4), and can be remedied by choosing a different projection of the rays in phase space.
In the time domain we obtain
The summation in (3.16) is over all values of Se that solve the equation t = F, and the functions hM, w, and a are as defined in the previous section. The summation and the convolution with w in (3.16) may, again, be accomplished by means of the subroutines THETAC and CCSQRT from the book Seismological Algorithms (Chapman et al. 1988) .
Projection onto the mixed space (I, so, s, )
Finally, we consider a projection of the rays in phase space onto the mixed space (I; so, s+). This approach is necessary when smooth variations in take-off angle produce folds in the wavefront in both the equatorial and the meridional plane This mixed-space representation has the form of a Fourier transformation with respect to the 0 and 4 components of the slowness vector s. In this case we trace a pencil of rays from the source to the general vicinity of the receiver such that the final radius of each ray is equal to the receiver radius r. The intercept locations (r, e*, I$*) are those points where the rays that constitute the pencil intersect the surface with radius r. Again we use an asterisk to denote evaluation at an intercept location. The traveltime to an intercept location is T*, and The maxima and minima in this function correspond to geometrical arrivals. Notice that Y has one minimum away from the triplication, but three extrema within the triplication. In spherically symmetric earth models the function F is identical to the @-function of Chapman ( 1976) and the J-function of Aki & Richards (1980) . Centre column: output from the subroutine THETAC from the book Seismological Algorithms (Chapman et a] . 1988). This subroutine evaluates the slowness integral in (3.7). The bottom two rows correspond to epicentral distances within the triplication. The second arrival within the triplication is very weak and therefore difficult to discern. Right column: comparison between asymptotic ray theory and Maslov theory transverse component accelerograms. The first row corresponds to an epicentral distance well away from the triplication; here ray theory and Maslov theory agree quite well, as expected. Within the triplication (bottom two rows), ray theory dramatically overpredicts the amplitude.
the 6' and # components of the slowness vector at an intercept
The relation between the Maslov amplitude and the location are given by so and so. The wavefield is obtained by integrating over the contribution from all intercept locations. The difference between the number of positive and negative At any given time t , the synthetic (3.25) can be obtained by performing an integration along the contour Y ( S 0 , s+) = t, which is numerically rather time consuming. Keers & Chapman (1995) have recently developed a numerical method for the evaluation of the 2-D slowness integral in (3.25).
Uniformly valid representation
We have determined four asymptotic solutions to the equations of motion: asymptotic ray theory (2.109) and the three Maslov solutions (3.9), (3.16), and (3.25). Each solution has limited validity due to the presence of caustics in the various projections of the rays in phase space. At each location on the earth's surface, at least one of the local asymptotic solutions is valid. We can construct a uniformly valid solution to the equations of motion by blending together the locally valid asymptotic solutions with weighting functions. Let ql, qz, q3, and q4 denote functions that weigh the contributions of the four asymptotic solutions (2.109), (3.9), (3.16), and (3.25), respectively. Each weighting function varies smoothly between one, when the corresponding asymptotic solution is valid, and zero, when it is not. At every point along a ray the weighting functions add up to one: ql + q2 + q3 + q4 = 1. The exact form of the weighting functions is unimportant since at any given location more than one asymptotic solution may be valid. The choice and design of weighting functions is discussed in more detail by Chapman & Drummond (1982) and Brown (1994) . In Fig. 7 several examples of Maslov synthetic seismograms calculated based upon (3.9) are compared against asymptotic ray synthetics. All synthetics are calculated away from caustics, where asymptotic ray theory and Maslov theory should be equivalent.
A problem arises when a caustic in configuration space occurs close to a pseudo-caustic in mixed space. As discussed by Kendall & Thomson (1993) , this situation can be remedied by choosing a different coordinate system, or by subtracting a reference phase, something that is beyond the scope of the present paper. The 2-D Maslov integration technique developed by Keers & Chapman (1995) may reduce problems associated with pseudo-caustics. If this is the case, the 2-D Maslov representation (3.25) may be preferable under all circumstances.
SPHERICALLY SYMMETRIC EARTH MODELS
In this section we take our general asymptotic ray theory and Maslov results and demonstrate that they reduce to wellknown results for spherically symmetric earth models. First of all, assuming that both the source and receiver lie in the equatorial plane with the source at longitude zero and the receiver at longitude A, the ray-tracing equations for Q and (, (2.46) and (2.48). can be integrated with the result These equations simply state that the ray travels in the plane defined by the source, receiver, and origin 0. The ray-tracing equations for r and i, (2.45) and (2.47), are reduced to
which must be solved subject to the initial condition r ( 0 ) = r s . It is easily demonstrated that the ray parameter The partial derivatives arlai, and aijai,, (2.67) and (2.69), are determined by 
On a spherically symmetric earth model, synthetic seismograms can be calculated exactly up to any given period by normalmode summation. Fig. 8 shows a comparison between transverse-component-ray and normal-mode accelerograms on the spherically symmetric earth model PREM. Both synthetics incorporate the effects of attenuation. The ray synthetics do not incorporate crustal reverberations, which is why the later parts of the phases are not as well matched.
What about the Maslov response (3.4) in the vicinity of a caustic? In the case of a spherically symmetric earth model we where
, and where we have defined A(p) = #*. For a turning phase, such as P or S, dA/dp < 0 and sgn = -1, whereas for a reflected phase, such as PcP or ScS, dA/dp > 0 and sgn = + 
4zv, rr, 27rpps
PVS (4.21)
At any given time t, the summation is over all values of slowness p that solve the equation t = F. The functions hM, w and a are defined by (2.111), (3.8) and (2.110), respectively.
ESTIMATING TAKE-OFF A N D ARRIVAL ANGLES
The most time-consuming part of calculating ray synthetics is finding the geometrical ray that connects a given source and receiver pair. In our approach, we seek to determine the takeoff angles is and (, that define the geometrical ray. To accomplish this, it i s convenient to rotate the earth model such that both the source and receiver are located in the equatorial plane, an epicentral distance A apart. To find the geometrical ray that connects the source located at (rs.n/2,0) with the receiver located at (rrr 4 2 , A) we must solve the ray-tracing equations ( Finding the geometrical ray can be accomplished by either a shooting or a bending method (Julian & Gubbins 1977) ; in this paper we use a shooting method. Figure 8 . Comparison between transverse-component-ray and normal-mode seismograms on the spherically symmetric earth model PREM. Unlike all other seismograms shown in this paper, this synthetic has been convolved with the instrument response. The point-source location is that of the Great 1994 Bolivia earthquake, and the receiver is located in Cathedral Cave, Missouri (CCM). The ray synthetics do not incorporate crustal reverberations, which is why the later parts of the phases are not as well matched.
In the following two sections we demonstrate how take-off and arrival angles can be estimated based upon perturbation theory; we do this for spherical as well as undulating boundaries. Good estimates of the take-off angles substantially decrease the number of iterations required to 'hit' the receiver. The arrival-angle predictions can be used as a basis for tomographic inversions. The ray perturbation theory presented here is similar to that discussed by Farra & Madariaga (1987) and Coates & Chapman (1990) .
Spherical boundaries
We assume that the lateral variations in velocity are small and write the velocity as where r and i are determined by the spherical earth ray equations (4.2) and (4.4). To first order in the small perturbations, we obtain the following equations for the perturbed ray:
The associated boundary conditions are that 68, a[,
are continuous across a spherical discontinuity. The term -u-'6u in (5.8) arises because the velocity perturbations for the incoming wave and the reflected or transmitted wave may differ.
In current tomographic models such velocity perturbation contrasts exist at the Moho, the coremantle boundary, and, in some split models, at the 670 km discontinuity. Notice that the equations for 6r and 6i, (5.4) and (5.6), are decoupled from those for 68 and a[, (5.5) and (5.7).
Let us consider the equations for 60 and S[ first. Eqs (5.5)
Body-wave ray theory 479
and (5.7) can be written in the vector form where I denotes the 2 x 2 identity matrix. The propagator matrix P is given by (5.12)
In terms of the propagator matrix the solution to (5.9) can be written in the form
The second equality holds because of the relation P(4, o)P-1(4'> 0 ) = P(4,0)P(O, 4') = P(4, 4').
(5.14)
The result (5.13) is most easily verified by direct substitution in (5.9). We require that the perturbed ray emanates from the same source as the unperturbed ray, and that the perturbed ray hits the same receiver as the unperturbed ray. This implies that M ( 0 ) = M(A) = 0, or, in terms of the vector y,
(5.15)
where 65, and S[, denote the perturbed horizontal take-off and arrival angles, respectively. Using the boundary conditions (5.15) we obtain from (5.13) that the perturbed take-off angle 65, and arrival angle 65, are given by Notice that, although the integration is over 4, we integrate along the unperturbed ray which is defined in terms of 4 by r = r(4) and i = i(4). Notice also that the horizontal take-off and arrival angles 6[, and S[, are determined by gradients perpendicular to the plane of the spherical Earth ray: a,&.
Eqs (5.16) and (5.17) are the body-wave equivalents of eqs (49) and (50) of Woodhouse & Wong (1986), which were derived for surface waves. Using (5.13) we determine that the perturbed ray is determined in part by The vector b represents the fact that the velocity perturbation for the incoming wave may be different from that of the reflected or transmitted wave. In this case, we define the propagator matrix P by where r' = r(4') and i' = i(4'). Written out explicitly, the elements of the propagator matrix &/ail, ail&', &jar', and sip' are determined by the equations In terms of the propagator matrix P and its inverse P-' the
The summation is over all boundaries between the source and receiver. Only when the velocity perturbations for the incoming and outgoing waves are different, which may happen for example at the Moho or at the coremantle boundary, do the boundary terms contribute. When they do, their effect can be quite significant. A subscript d denotes evaluation at the dth discontinuity. A superscript i denotes that a quantity should be evaluated on the side of the discontinuity on which the incoming wave impinges, whereas a superscript o denotes evaluation on the side of the discontinuity from which the outgoing wave departs. The result (5.35) can be obtained by using the propagator matrix (5.29) to integrate the differential equations ( 5.20) from the source to the first discontinuity, connecting the incoming and transmitted or reflected waves based upon the continuity of (5.21) and (5.28), subsequently using the propagator matrix to continue from the first discontinuity to the second discontinuity, using the continuity of (5.21) and (5.28) at the second discontinuity, and so on until one hits the receiver. Again we want to start from the same source and hit the same receiver as the unperturbed ray; this imposes the boundary conditions 6r(0) = &(A) = 0, or, in terms of the vector y:
Using the boundary conditions (5.36), we obtain from (5.35) that the perturbed take-off angle 6i, and arrival angle 6i, are given by
where (5.39)
We have used the fact that r'( 0) = r, and i'( 0) = is. Notice that the vertical take-off and arrival angles 6i, and hi, are determined by gradients in the spherical earth ray plane a,6u and a&, as well as contrasts in the velocity perturbation 6v/v at a discontinuity.
When we attempt to find the geometrical ray between a given source and receiver, we can use (5.16) and (5.37) to estimate initial values for the take-off angles is and is. Good estimates of the initial take-off angle can substantially decrease the number of iterations needed to determine the geometrical ray.
The perturbed ray is determined by (5.18) and (5.19) in addition to
40) &(A) = 6i,, as expected. In Fig. 9 we show several examples of the PREM ray, the true ray, and the ray based upon perturbation theory. In general, perturbation theory predicts the ray geometry very well.
For the sake of completeness we note that the perturbation in traveltime 6T due to a perturbation in velocity 6u is determined to first order by
42)
where the integration is along the unperturbed spherical earth ray. In Fig. 10 perturbations in traveltime, take-off angles, and arrival angles calculated based upon the perturbation theory discussed in this section are compared against results obtained by 3-D ray tracing. Notice that there is a bias in the arrival times of waves that have not passed through a caustic, such as P, S, PcP, and ScS, but not for waves that have passed LA through a caustic, i.e. SS and PP. This phenomenon is consistent with Fermat's Principle, which states that, for waves that have not passed through a caustic, the true ray path is the minimum-time path. This Fermat bias was noted for firstarriving surface waves by Wang & Dahlen (1994) . The horizontal take-off-and arrival-angle perturbations of reflected phases, such as ScS and PcP, are usually larger than those of turning phases, such as S and P, because the term (sin i)-' in (5.16) and (5.17) is generally larger; hence reflected phases are more sensitive to transverse velocity gradients. The arrivalangle predictions (5.17) and (5.38) can be used in tomographic inversions to constrain velocity gradients, and complement traveltime tomography based upon (5.42).
Undulating boundaries
The effect of boundary undulations on the ray geometry is discussed in the Appendix and can be incorporated in calcu- 
Epicentrd Distances (degrees)
lations of the perturbed ray by modifying the boundary conditions (5.8) to continuity of and arrival angles Sl, and Sir. The predictions for the perturbations in take-off and arrival angles become
where r = h(8, 4) describes the topography on the discontinuity.
To lowest order, the equations for 68 and 6( remain decoupled . . Body-wave ray theory 485
(5.48)
Eqs (5.45)-( 5.48) demonstrate, among other things, how takeoff and arrival angles are sensitive to topography on internal discontinuities and the free surface. They can be used to correct for the earth's ellipticity and variations in crustal thickness.
Observations of anomalous arrival angles can be used to determine topography on internal discontinuities, which has been proposed to exist at the core-mantle boundary, the 400 km discontinuity, and the 670 km discontinuity. Notice how transverse gradients in topography a,Inh affect the horizontal take-off and arrival angles SC, and 6[,, whereas longitudinal gradients a, In h affect the vertical take-off and arrival angles 6i, and hi,.
1
The perturbed ray is determined by
-(u-'6u -cot id, In h)a].
(5.52)
Finally, we note that the effect of source mislocations on arrival-angle perturbations can be incorporated by allowing for mislocations 68, and 6r, in (5.46) and [ 5.48), respectively.
The results are
(5.54)
ESTIMATING AMPLITUDE ANOMALIES
In this section we demonstrate how amplitude anomalies can be estimated based upon perturbation theory. As in the previous section, our approach is similar to that of Farra & Madariaga (1987) and Coates & Chapman (1990) . Observations of amplitude anomalies can be used in conjunction with arrival-angle and traveltime anomalies to constrain the earth's lateral heterogeneity. We will see that amplitude anomalies are sensitive to second derivatives in velocity. Let A denote the amplitude in a spherically symmetric reference earth model, and let A + 6A denote the amplitude in a 3-D earth model. We demonstrated in Section 2.8 that the amplitude A can be written in the form
The amplitude anomaly 6A/A is therefore determined by
From (2.97) and (2.105) we conclude that the source and receiver perturbations 6S/S and 6R/R are given by (6.4)
Notice that perturbations in the velocity at the source, 6vs/v,, are five times more effective than velocity perturbations at the receiver, 6ur/v,, in terms of producing amplitude anomalies 6A/A. For P, SV, and SH waves the perturbed polarization vectors 6fi are given by, respectively, (6.8)
The perturbation in the focusing term (2.104) is given by
Using definition (2.62) of the Jacobian J we find that (6.10)
To determine the perturbations 6(ar/ai,) and 6(aO/a[,) we need to perturb the dynamical ray-tracing equations (2.67)-(2.70). We make the substitutions x ~-+~+ 6 u , r -+ r + 6 r , 6-+-+66, 2 (6.11) (6.12) ag/ay, -, cos 4 + 6(ay/ais), & p i s -+ ariais + 6(ar/ai,), (6.13) ail&, -+ ai/ai, + 6(ai/ai,), (6.14)
where r and i are determined by the spherical earth ray equations (4.2) and (4.4), &-pi, and aipi, are determined by (4.9)-(4.12), and 6r, 68, hi, and SY are determined by (5.4)-(5.7) subject to the initial conditions 6r(0) = 0, 68(0) = 0, 6i(O) = hi,, and 6[(0) = Sl,. To first order in the small perturbations we obtain the following result for the perturbed dynamical ray-tracing equations:
(6.18)
The associated boundary conditions can be obtained by perturbing (A15), (A18), and (A19). We find that the quantities tan i6 ($)
+ t a n i [ t a n i a , I n h -r~' 6 r + ( s i n i~o s i )
-(sinicos i)-1(r-1v-1a,6v+drlnua,lnh) Notice that the equations for 6(aO/ai,) and 6(ai/ai,) are decoupled from those for 6(ar/ais) and 6(ai/ai,). As in the previous section, 6(d6/a[,) and S(a[/a<,) can be obtained by integrating (6.16) and (6.18) by means of the propagator matrix (5.12). The result is Body-wave ray theory 487 (6.19) and (6.20) . In Fig. 11 we compare amplitude anomalies based upon perturbation theory with results obtained by exact ray tracing. The agreement is quite good, but not as good as for the take-off and arrival angles. Let us conclude by noting that the effect of perturbations in attenuation 6Q/Q on amplitude anomalies of 6A/A can be incorporated by rewriting (6.2) as
The perturbation 6T* is defined in terms of perturbations in attenuation 6Q/Q by Perturbation Theory Figure 11 . Comparison between amplitude anomalies 6A/A based upon perturbation theory and exact ray tracing. Each graph contains results for 500 paths, which are determined by random events from the Harvard CMT catalogue and random stations from the Global Seismic Network. Epicentral distance ranges are as follows. P and S: 30"-80", PP and SS: 60'-160", PcP and ScS: 10"-75", P K I K P : 130"-170", and S K S : 85"-125". Problems with asymptotic ray theory are signalled by zeros in the Jacobian (2.62), which correspond to caustics in configuration space (r, @, #). In the vicinity of a caustic, gather a collection of neighbouring, non-Fermat rays. If smooth variations in take-off angle produce a caustic in the equatorial plane (Fig. 5a ), i.e. a triplication in the traveltime curve, shoot neighbouring rays to the great circle between the source and receiver and calculate waveforms based upon (3.9). This corresponds to projecting the rays in phase space (r, 0, #, s, , so, s+), where there are no caustics, onto the mixed space (r, 0, s+). On the other hand, if smooth variations in take-off angle produce a caustic in the meridional plane through the receiver (Fig. 5b) , shoot neighbouring rays to the meridian through the receiver and calculate waveforms based upon (3.16). This corresponds to a projection of the rays in phase space onto the mixed space (r, so, 4). Finally, if variations in take-off angle produce folds in the wavefront in both the equatorial and the meridional plane, shoot rays to the general vicinity of the source and calculate waveforms based upon (3.25) . This amounts to a projection of the rays in phase space onto the mixed space (r, so, so). Each of the asymptotic solutions (2.109), (3.9), (3.16), and (3.25) has limited validity due to the presence of caustics or pseudo-caustics. Just as caustics correspond to a folding of the wavefront in configuration space (r, 6, #), pseudo-caustics are the result of wavefront folding in mixed space (I; so, 4).
(r, 0, s+), or (r, set s+). Uniformly valid body-wave synthetics can be obtained by blending the four representations together with weighting functions that vary smoothly between one, when the corresponding solution is valid, and zero, when it is not. The time required to make a Maslov synthetic is controlled by the number of neighbouring rays included: we generally use about 20 rays.
The theory presented in this paper is applicable to direct, turning, and reflected waves, and can to a limited extent be advanced to include head waves. Neither the 1-D WKBJ method nor its 3-D extension Maslov theory discussed in this paper can account for diffracted signals in the deep shadow. Recently, Helmberger et al. (1996) extended 1-D generalized ray theory (Gilbert & Helmberger 1972 ) to 2-D problems. Figure 12 . Example of a triplication in the F-function defined in (3.5). This occurs when a caustic and a pseudo-caustic appear close together. In this situation the rays should be projected onto the mixed space (T, sg, s+), as discussed in Section 3.3.
Unlike WKBJ and Maslov theory, generalized ray theory accurately models phases that are diffracted into the shadow.
The results presented in this paper are also inapplicable when caustics and pseudo-caustics occur close to each other. Such an occurrence leads to triplications in the Maslov phase, as shown in Fig. 12 . As discussed by Kendall & Thomson (1993) , this situation can be remedied by choosing a different coordinate system or by subtracting a reference phase. In catastrophe theory (Arnold, Gusein-Zade & Varchenko 1985; Arnold 1989) . choosing a different coordinate system is referred to as a 'diffeomorphism of the base', whereas subtracting a reference phase is called 'addition of a function on the base'. Both operations are examples of a 'Lagrangian equivalence mapping'. Perhaps the 2-D Maslov integration technique developed by Keers & Chapman (1995) avoids problems associated with pseudo-caustics. If this is the case, the 2-D Maslov representation (3.25) enables us to calculate accurate body-wave synthetic seismograms under all circumstances.
As a by-product of our analysis, we determine predictions for the horizontal and vertical arrival angles, (5.53) and (5.54), and for the amplitude anomaly (6.2). Arrival angles are determined by velocity gradients, velocity contrasts across discontinuities, and topography on discontinuities. Predictions based upon perturbation theory generally agree very well with results obtained by 3-D ray tracing. If the arrival angles of a seismic phase can be measured reliably, for example by means of an array analysis, then eqs (5.53) and (5.54) can be used in tomographic inversions to constrain gradients in the earths lateral heterogeneity. In particular PcP and ScS reverberations show significant perturbations in the horizontal arrival angle, which is uniquely sensitive to transverse velocity gradients. Arrival-angle inversions complement traveltime tomography, based upon (5.423 which constrains the velocity itself but not its gradients. Furthermore, anomalous arrival angles can be used to determine topography on internal discontinuities such as the 400 km and 670 km discontinuities, as well as the core-mantle boundary.
Finally, we note that the bounce point of phases like PP and SS can be perturbed by as much as 2" from the PREM bounce point, as illustrated in Fig. 13 . It is common practice in global seismology to plot quantities such as SS delay times or topography on upper-mantle discontinuities inferred from SS precursors at the PREM bounce point. Fig. 13 suggests that this may be inappropriate.
APPENDIX A: B O U N D A R Y TOPOGRAPHY
At a discontinuity we need to determine the boundary conditions that connect two ray segments. We assume that an interface is determined by an equation of the form r = NO, 41, such that the unit outward normal to the discontinuity is given
('42)
For simplicity, we assume that the topography is small, such that we can ignore contributions of order V, In h*V1 In h. As a result we have ('43) At a boundary we require that the component of the slowness vector tangent to the boundary is continuous, as stipulated by (2.19 
