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1. INTRODUCTION 
A. This paper is concerned with solutions of boundary value problems 
of the form 
= uyy +.L(u)? O<y<L 
O=L(4 ~y)ly=o=Lk ~y)lyd, 
(l), 
where I, and I, are of the form 
Z,(u,u,)=au,-(l-a)u 
(O,<a< 1). 
ra(u, uy) = my + (1 - a) u 
The nonlinear term f will be assumed to be of the form 
f,(u)=u(l-u)(u-a) (O-Ccc<;). 
Solutions of (1 ), can be interpreted as equilibrium solutions of reaction- 
diffusion equations, and so, their multiplicity and spectra are of interest in 
the stability theory of nonlinear diffusion problems. 
The goal of this paper is to obtain a homotopy of the boundary value 
problem (l),, which continues the -Dirichlet problem (a = 0) to the 
Neumann problem (a = 1) in such a manner that all solutions of (I), 
remain nondegenerate (in the linearized sense) for all boundary value 
problems appearing in the homotopy. This will require that the parameters 
L and a be chosen in a suitable manner as a varies over the interval [0, 11. 
Before stating the main result, it will be useful to mention some results 
concerning the multiplicity of solutions of (I),, and (l), . 
THEOREM A (Smoller and Wasserman [4]). suppose that 0 < a < 5; then 
there exists L, > 0 such that for L > L,, ( 1)0 admits exactly three solutions: 
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u. = 0, u,(y), ul(y). Moreover, 0 < u,(y) < ul(y) for 0 < y -C L and all three 
solutions are linearly nondegenerate solutions of (l),. 
THEOREM B. There exists L(a) >O such that for all L < L(a) the 
Neumann problem ( 1)1 admits exactly three solutions 0, a, 1. 
The proof of Theorem B is well known; it can easily be derived from the 
results of Conway, Hoff, and Smoller Cl]. 
We can now state the main result. 
THEOREM 1. There exists u homotopy of (l), (a(A), L(A), a(A)), 
0 < 1 d 1, such that at 1= 0, a(0) = 0, L(0) > Lo, and a(0) < i, and that at 
A= 1, a(l)= 1, L(l)<L(a), andaE(0, 1) isarbitrary. For ah 1~ [0, 11, the 
relevant boundary value problem admits exactly three solutions. These 
solutions are linearly nondegenerate. 
The main motivation for this paper is an application of the above result 
to the existence of multidimensional travelling waves in an infinite strip, 
with Dirichlet conditions prescribed on the strip’s boundary. Theorem 1 is 
used to continue such solutions to the corresponding Neumann problem, 
wherein the travelling wave coincides with a portion of a plane wave 
solution. We refer to Gardner [2] for further details. 
B. Method of Proof We have tried without success to extend the 
estimates of Smoller and Wasserman for the Dirichlet problem to mixed 
boundary conditions; the derivatives of the “time map” (see below) appear 
to be much more complicated in this case. Rather, our approach is to 
employ the theory of nondegenerate solutions of Smoller, Tromba, and 
Wasserman [3]; see also Smoller [S, Chap. 24.F]; our constructions are 
quite similar. The main difference with the above is that degenerate 
solutions can appear in two ways here, either (i) through a tangency with 
the boundary conditions (see Fig. l), or (ii) the solutions u,(y) and ul(y) 
coalesce into a single solution. More precisely, the homotopy is divided 
into essentially two separate regimes. In the first case, our choice of the 
parameters L, a, and a are such as to ensure that the hypotheses of [3] are 
satisfied along all solutions of the boundary value problem. In the second 
case, the hypotheses of [3] necessarily fail to hold along the solution ul( y); 
here, we choose L so large that the time map is monotone near the relevant 
solutions. 
We first express (1) as a planar system 
u’ = w 
iv’= -fJu) 
L(4 ~)ly=o~ rdu, w)l,=.=O. 
(2a) 
(2b) 
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FIGURE 1 
Recall that (2a) admits a Hamiltonian, E = w*/2 + FE(u), where F,(U) = 
f;;f,(s) ds, so that solution curves of (2a) coincide with the levels of E (see 
Fig. la). Solutions of the boundary value problem must start at y = 0 on 
the line I, = 0 and end on the line ra=O at y= L. For the Dirichlet 
problem, lo=0 is the positive w-axis and r0 =0 is the negative w-axis. For 
the Neumann problem, I, = rl = 0 both coincide with the u-axis. 
As a is increased from a = 0 to a = 1, degenerate solutions can appear in 
two ways. For example, the solution curve inside the teardrop in Fig. la 
tangent to I, and r* is clearly degenerate. It can also happen that the 
solution curves u,(y) and u,(y) in Fig. la coalesce into a single, degenerate 
solution. Thus our choice of L and CI must be such as to rule out these two 
types of degeneracies. 
To this end we introduce the time map, 
(3) 
which measures the amount of time it takes a solution curve starting on 
I, = 0 to reach the point (p, 0) on the u-axis. T is well defined for solutions 
which lie strictly between the boundary conditions I, = ra = 0; for the 
moment we restrict attention to such solution curves. Thus, given a point 
(p, 0) there exists a unique point (II,, w,) such that E(q,, w,) = E(p, 0) and 
such that I,(q,, w,) = 0. This defines v],(p) in the integral in (3). 
Solutions between I, = ra = 0 are symmetric with respect to reflection 
across the u-axis. Thus if L = 2T(cr, a, p) then the solution through (p, 0) 
will be a solution of (2). 
We mention the following result for the Dirichlet problem for later 
reference. 
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LEMMA 2 (Smoller and Wasserman [4]). Let ya E (a, 1) be the unique 
point where F,(u) = 0. Suppose that 0 < CI < $; then T(a, 0, y,) = T(a, 0, 1) = 
+ 00 and there exists a unique p,, E (y, 1) such that T,(a, 0, pO) = 0. 
Theorem A easily follows from Lemma 2. This gives a criterion for 
locating degenerate solutions; namely, for fixed (a, a), a solution will be 
degenerate at a local extremum of T(a, a, . ). 
The homotopy will proceed in several steps. It will be simplest o start at 
the Neumann problem, a = 1, and continue backwards to the Dirichlet 
problem a = 0. 
In the following, we shall denote the lines I,, ra = 0 simply by Z,, ra. 
2. PROOF OF THEOREM 1 
Step I. Perturbing off of the Neumann Problem. We begin with a = 1, 
a E (0, l), and L < L(a), where L(a) is as in Theorem B. We will see later 
that the critical points of the time map T are related to a quantity p,, 
which we define to be the unique value of u for which f,(u)/u = f &(u) (see 
Fig. lb). A simple computation shows that ps( = (1 + a)/2. Later we shall 
require that the equal area point yil be less than pbl, where ya is the unique 
positive value of u for which F,(u) =O. It is easy to verify that this con- 
dition will hold provided that a is sufficiently near zero. Thus the first part 
of the homotopy is to decrease a to a value 6 near zero. At the same time, 
we must also modify L to ensure that L remains less than L(a) as a is 
decreased. In the following we assume that a is fixed at a = 6, and for 
notational convenience, we shall drop the bar. 
LEMMA 3. Suppose that L = L,, where L,, < L(a) is so small that all 
- II’/L, + f ‘(a) c 0. Then for all a sufficiently near unity there exist exactly 
three solutions of (l),, say u. = 0, u,(y), ul(y) in some C’[O, L] 
neighborhood of { 0, a, 1 }. 
Proof Let X= C2[0, Lo] x R’, Y= C’[O, L,] x R2, and define a map 
F:X+Yby 
F(u, a) = (u” +f,(u), Mu(O), u’(O)), r,(u(L,), u’(L,))). 
We must describe the solution set of 9(u, a) = 0 for a < 1. Our proof uses 
the implicit function theorem. Let A = f ‘(p), where p = 0, a, or 1; then 
9Qp, 1) U = (u” + Au, U’(O), u’(L,)). 
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It is sufficient o show that gU(., 1): C2[0, L,] --+ Y is an isomorphism; i.e., 
for (g, ~1, /I) E Y, there exists a unique u E C’[O, L,] such that 
u”+Au= g 
u’(0) = a, u’( Lo) = p. 
We express u and g as 
A straightforward computation shows that 
a, = g, - (U’VN - 1)” - u’(O)) 
-n2n2/Lo + A ’ 
b = hn + hdL)C4L)( - 1)” - 4O)l 
n - n27c2/Lo + A 
Since f’(O), f’( 1) < 0 the denominators are always nonzero if p = 0, 1. If 
p = a the condition on Lo ensures that the denominators are nonzero. 
In order that u satisfy the prescribed boundary conditions we require 
that u’(0) = a and u’(L,) = /I. The coefficients a,, are now completely deter- 
mined. Finally, values for u(0) and u(L,) can be determined from a, p, and 
the a,% by evaluating the Fourier series for u at y = 0, Lo. This uniquely 
determines the b,‘s. It easily follows that u is C* and, as the a,% and b,‘s 
are uniquely determined, that the Fourier series for u assumes the correct 
boundary values at y = 0, Lo. Thus u is also unique. 1 
We now prove that the three solutions of Lemma 3 are the exact solution 
set of (1 ),, or equivalently, (2), for a sufficiently near unity. 
To this end we shall employ the results of Smoller, Tromba, and Wasser- 
man [3] on nondegenerate solutions. We first introduce some notation. 
Let q = (u, w)~, and let X, = (w, -~Ju))~ be the vector field on the right 
side of (2a). Thus (2a) can be expressed as q’ = X, ; let a,(q) be the 
corresponding flow, so that a,(q) = q and o,(q) = q(y). Also, let (r denote 
the vector with components (-w, u)‘, where q = (u, w)~. Finally, let 
y(y) = o,(q,), where I,(q,) = 0. Suppose that y(y) hits the u-axis at a point 
(p, 0) with p>O. From the definition of the time map it follows that 
Y(T(6 4 P)) = (P, 0). 
LEMMA 4 (See Smoller, Tromba, and Wasserman [3]). With notation 
as above, suppose that the following conditions hold for each point q = y(y), 
Cl < y < T(a, a, p): 
X;Q#O (44 
q’dX,q-X;q#O. (4b) 
505 ‘61~3.3 
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Let q0 = y(O) E I,, and define 
&,(Y) = d~,h)C~ol~ Y”(Y); 
then TJy)#Ofor O<y6T(a,a,p)=T. 
Remarks. (1) Let v = dodqO)[qO]; then v is the tangent vector to the 
curve oAl,) at (p, 0). Thus if r,& T) # 0, this curve is transverse to the 
u-axis, and so y(v) is a nondegenerate solution of the boundary value 
problem. 
(2) Condition (4a) requires that X, never be radial along y(y); for 
solutions y(y) which lie strictly between I, and ro, this condition is always 
satisfied. 
(3) Condition (4b) is equivalent to requiring that f,(u)/u -f’(u) be 
of one sign along y(y). This will hold if y( y) is exterior to the shaded region 
in Fig. 2; if y lies to the left to this region it is negative and if y lies on the 
right it is positive. The theorem proved in [3] assumed that this quantity is 
always positive; the same proof remains valid if the sign is reversed. 
(4) It follows from the proof in [3] that the sign of r,,(T) is the 
same as that of f( u)/u -f’(u). 
COROLLARY 5. Suppose that (4a) holds along a solution y(y) with 
y(O) E 1,. Then the sign of T,(a, a, p) is the same as that of rqO( T), where 
T= T(a, a, p). 
Proof For all s near 1, let T(s) = T(a, a, sp). It follows that 
~T&qo) - aTtq0) 
is a vector of the form (*, 0)‘, and so 
FIGURE 2 
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Thus 
Now take the dot product of each side of the above with y(T)“= (0, p) to 
obtain 
Now xym. Y(T)-= -Pi, and since c( < p < 1 (see Fig. 2) it follows that 
this quantity is negative. 1 
It follows from the uniqueness assertion of Lemma 3 that the solutions 
u,(y) and ur(y), which are respectively near LX and 1, lie strictly between 
the lines 1, and r,. Thus u,(y) and ui(y) satisfy the hypotheses of Lemma 4 
and so, they are nondegenerate. Let pi, i = tl, 1 be the point where ui hits 
the u-axis, i = a, 1, i.e., where w = U: = 0. It follows from Corollary 5 that 
T,(cr, a, p,) < 0 and T,,(a, a, pi) > 0. If p,* is as in Fig. 2 it follows that for 
some p E [p,, p,*], T,(cc, a, p) = 0. We then have the following result. 
LEMMA 6. Let L, = 2T(cr, a, p,), i= a, 1, be as in Lemma 3. Then for a 
sufficiently near unity, L, > 2T(a, a, p) for all p E [p,, p,*]. 
Proof Since X, has no critical points in the shaded region in Fig. 2, it 
follows that solution segments run from I, to ra in time not exceeding 
0( 1 - a), i.e., T(a, a, p) = O( 1 - a). Thus for all a sufficiently near unity and 
P E CP,, P,*I, L, > 2T(4 a, P). 
It follows from the monotonicity of T(a, a, p) off [p,, p,*] and from 
Lemma 6 that the solutions U, and uI are the only (nonconstant) solutions 
which lie strictly between I, and r,. 
To complete Step I, it only remains to show that solutions which do not 
lie between I, and r, (see orbit ABC in Fig. 2) exist only on time intervals 
larger than L,. 
LEMMA 7. {u,,, u,, ul} is the exact solution set of (2) for a sufficiently 
near unity. 
Proof: From the above remarks, we need only consider solutions such 
as ABC in Fig. 2. Suppose that for some sequence a, --P 1 - there exists such 
a solution y,(y) of (l), on an interval of size L,. From Lemma 3, there 
exists a neighborhood N of (a, 0) such that (u,, u&) is the only solution of 
(2) in N for a sufficiently near unity; thus for large n, Y,, is disjoint from N. 
Moreover, yn must clearly remain inside the teardrop, since it is bounded 
by the homoclinic orbit. It follows that yI1 (or some subsequence) converges 
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to a nonconstant solution of the Neumann problem as n + co. This con- 
tradicts our assumption that L, < L(X). 1 
Step II. Moving u, outside the Teardrop. We now suppose that a is 
sufficiently near unity that Lemma 7 is valid. We now decrease L from its 
original value in Lemma 3 to a value L, <LO. It follows from the 
monotonicity of T(a, a, p) for p$ [p,, p,*] that p, and pl, and hence, U, 
and u, move closer together. In order to ensure that U, moves outside the 
teardrop before coalescing with ui we use the hypothesis made at the 
beginning of Step I that yo, < pE. This ensures that the shaded region in 
Fig. 2 is exterior to the teardrop. It follows from the above remarks that u, 
and ui remain nondegenerate as L is decreased to L,, and also that 
solutions such as ABC in Fig. 2 exist only on intervals larger than those 
under consideration here. The only difficulty that arises is with the proof of 
Lemma 6. In particular, T(a, a, p) = 2L, is of order 1 - a for p > y, and a 
near unity and so, solutions in the shaded region in Fig. 2 may solve (2) on 
intervals of size L,. In order to rule out this possibility we shall require a 
more detailed estimate. 
LEMMA 8. Let ya < p1 < pz <p,. For a sufficiently near unity, 
T(u,a, p)>T(ol,a,B)for all~ECp,,p~l andallbECp,,pZl. 
Proof. The lemma is proved with the aid of the following claim: 
Claim. There exists C > 0 depending only on pa - p2 such that for all a 
near unity and all PE [p,, p2] 
T&a, a, PI < -CT(a, a, PI. (5) 
Assuming the validity of the claim we first prove the lemma. Integrate (5) 
from PE [p,, pl] to p2 to obtain 
T(a, a, pz) < ePc(p2-P)T(cr, a, p) 6 rT(a, a, p), 
where r = exp[ - C(p, - p,)] < 1. Since TP < 0 for all p E [p2, pJ it follows 
that 
T(a, a, P,) < rT(a, a, P) (6) 
for all P E Cp,, hl. 
We now show that for $E [p,, p,*], 
T(a, a, j?) = T(cr, a, p,) + 8( 1 -a)*. (7) 
To this end note that solution curves have vertical tangents on the u-axis. 
A simple computation shows that p,* = par + O( 1 -a)*. In fact, a similar 
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estimate holds for any points q, 4 in the shaded region of Fig. 2 which lie 
on a ray through the origin. Let i = T(cr, a, a) and let t, = T(a, a, p,). If 
qP(y) and d(y) are the solution curves through (p,, 0) and (a, 0), respec- 
tively, then 
14,(O) - 4(O)l = @Cl - aI2 
IPol-PI = 14p($J-4u)l =O(l -42? 
(8) 
since qP(0) and g(O) lie on I,. From Lemma 6 it follows that i, 
t, = 0( 1 - a). Let d(y) = qP(y) - d(y); for definiteness, assume that i < t,. 
It follows that qP( y), g(y) remain in the shaded area for 0 d y 6 t, and so, 
/d(y)/ < Lo(1 -a) on this interval. We now have that 
Since i=0(1-a) and IA(s)l=0(1-a) on O<s<t, it follows from (8) 
that 
G IA( + Ip - @I + Ki max Id(s)1 d cO(l -a)‘. 
O<s<i 
Finally note that the second component -f(u) of X, is bounded away 
from zero for p, d u d p,*, and so, there exists a constant c > 0 such that 
C -’ It,-il < ~~~X~ocs,dr~ =O(l -u)~. 
This establishes (7). 
We prove one final estimate, namely that 
T(a,a,~)>K(l-a) (9) 
for some constant K > 0 independent of ~1, and for all p E [p,, p, 1. For 
p = p1 this easily follows from the identity 
where T, = T(cr, a, pl). In particular, the second component of X4 is boun- 
ded away from zero on the solution q(y), 0 < y < T, , and so the right-hand 
side exceeds c- ’ T, for some constant c > 0. Also, q(0) E I, and q( T,) lies on 
330 ROBERT GARDNER 
the u-axis, where the tangent to the solution is vertical. Thus, the left side is 
of order 1 -a for a near unity. This establishes (9) for p = pl. For 
pcl < p < p1 (9) holds with the same bound K, since T,(a, ~1, p) < 0 for all 
such p. 
We now prove the lemma. Thus, suppose that p E [p,, pl] and that 
@E [p,, p,*]. It follows from (6), (7), and (9) that 
T(a, u, p) - T(a, a, p) > (1 - r) T(a, a, p) + 0( 1 - a)* 
>K(l-r)(l-a)+6(1-a)*, 
where r E (0, 1) and K > 0 are independent of a. Thus the right-hand side is 
positive for a near unity. 
We finally establish the claim at the beginning of the lemma. It follows 
from Corollary 5 that 
where y(y) is a solution through (p, 0) with qo= y(O)EZ, and where 
T= T(a, a, p). 
It can be shown that 
Go(Y) = 4YY PI xyog. KY), 
where the scalar function A satisfies 
g = (y”(Y)’ qo) Y(Y) - J&j. y”(Y))l~,,,, . y”(Y), 40, PI=0 (11) 
(see [3]). If y(y) is a solution curve which lies strictly between I, and the 
u-axis, it follows that for p E [p,, p2], both numerator and denominator in 
(11) are strictly negative. Thus from (10) and (11) it follows for 
PE CP,, p21 that 
- T,(a, a, P) = 4T(a, a, P)) > WE, a, P), 
where the positive constant C depends only on pE - p2; this establishes 
(5). I 
It follows from Lemma 8 that L can be decreased to a value L, < Lo such 
that a, is exterior to the teardrop when L = L,, and that this part of the 
homotopy can be performed so that {uO, u,, Us} is the exact solution set of 
(2) for L, <L < Lo. We remark that since T(a, a, p,) = T(a, a, pl) = L,/2, it 
also follows that the solution u1 is exterior to the shaded region in Fig. 2, 
and so, both u, and u, are nondegenerate. 
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Step III. Fitting the Teardrop inside the Boundary Conditions. We now 
fix a at a value ii near unity, so that Steps I and II are valid. In this step, we 
decrease a from its original value & (which was set at the beginning of 
Step I) to an even smaller value, a,, c Cr. A simple computation shows that 
the eigenvectors of the linearization of (2) about the origin are (1, + &). 
Since the teardrop is convex, it follows that if &< ti, the teardrop will lie 
strictly between 1, and r. when CI = q (see Fig. 3). 
It can be assumed that Cr is initially chosen so that 
and that L, is such that yoi < pa < $. As CI + 0, ya + 0 and p, + 4. As c1 is 
decreased we shall also modify L to ensure that u, remains exterior to the 
teardrop. Thus, let L, be chosen as in Step II, and for a < Cr define L,(a) by 
L,(a) = 2T(a, ci, p,). 
Thus with L = L,(a) the solution u, of (2) will pass through the point 
(p,, 0) on the u-axis, and so, u, will remain exterior both to the teardrop 
and to the shaded region in Fig. 3 for all a < 6. 
It follows that the estimate of Lemma 8 is valid for fixed a = Z and for all 
CI 6 6. In particular, the only solutions of (2) with L = L,(a) exterior to the 
teardrop are u, and u1 for a0 < a 6 Cr. 
It only remains to show that solutions inside the teardrop exist only on 
intervals L > L,(a). This follows from the fact that y, < pa for all a < o! and 
from the monotonicity of T(a, a, p) with respect to p. In particular, 
T(a, a, y,) > T(a, ti, pi) for all a 6 6. A solution curve which lies inside the 
teardrop and between I, and ra hits the u-axis at a point (p, 0) with p Q ya, 
and so 
L = 2T(a, a, p) > 2T(a, 5, y,) > 2T(a, ii, p%). 
r6 
FIGURE 3 
332 ROBERTGARDNER 
Finally, we consider solutions which are not strictly contained between I, 
and ra. A portion of such a solution must run from I, to rri and lie strictly 
between these lines, e.g., segment BC of the orbit ABC in Fig. 2. The 
segment BC satisfies the conditions of the previous paragraph and so, it 
can exist on intervals L > L,(a). Since ABC exists on a still larger interval, 
it follows that such solutions do not exist on intervals of size L,(a), 
a0 < a < a. 
We summarize this in the following lemma. 
LEMMA 9. For a,, 6 a <Cc there exists an L = L,(a) such that {u,,, u,, u1 > 
is the exact solution set of (2). 
Step IV. Continuation to the Dirichlet Problem. With a = a,, there are 
no solutions interior to the teardrop which solve the boundary value 
problem. We now increase L from L,(a,) to a much larger value, say L,, 
which will be specified later. Since the conditions of Lemma 4 and hence. 
Corollary 5 hold for the solutions U, and u1 at L = L,(a,), it follows from 
the monotonicity of the time map that U, and u1 move apart as L is 
increased; i.e., both solution curves move further away from the shaded 
region in Fig. 3. It follows that both conditions in (4) of Lemma 4 hold 
along U, and u1 for all L > L,(a,), since the nonradial condition (4a) is 
always satisfied; (4b) is always satisfied by the previous remark. Thus 
{uO, u,, or} is the exact solution set of (2) for all L > L,(a,). 
From the above we have that at L = L,, u will approximate the orbit 
homoclinic to the origin, while a1 will approximate the union of two 
solutions in the stable and unstable manifolds of (l,O). 
We shall next decrease a from a = ti to a = 0. By choosing L2 large, the 
conditions of Lemma 4 will hold for all a E [0, a] along the solution u,. 
This is not true of ul; it must clearly assume the value pa0 as a is decreased, 
and so, Lemma 4 is not applicable. We must therefore provide a different 
estimate to ensure that U, remains nondegenerate. 
LEMMA 10. There exists p* E (p,, 1) such that for each aE [0, a], 
T,(a,, a, p)>Ofor allpe [p*, 11; infact T(a,, a, l)= T,(a,, a, l)= +co. 
Proof: Let TD(p) = T(a,, 0, p) be the time map for the Dirichlet 
problem, and let 
be the time map for the orbit segment running from the positive w-axis to a 
point (V,(P), W,(P)) on 1,. It follows that T(a,, a, p) = TD(p) - 
T*(a,, a, P). 
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It is easily shown that TD(l) = T:(l) = +co (see Smoller and Wasser- 
man [3]). Moreover, for a~ [0, ti] and PE [p,, 1) the integrand of T* is 
uniformly bounded on O<u<q&). It is also easily checked that laq,/+( 
is uniformly bounded for such a and p. It follows that T* and T,* are 
uniformly bounded for a E [0, a] and p E [p,, 11. It follows that for some 
P* E (P,? I), TJcr,, a, p) >O for all PE [p*, 1) and T(a,, a, 1) = 
T,(cr,, a, l)= +cc. 1 
We can now complete the homotopy. With a = ti increase L from L,(Q) 
to a value L, so large that the solution pl(ti) of 
L,=27l~,@ P), P>P,~ 
lies in the interval (p*, 1). This is possible by Lemma 10. From the same 
lemma it follows that the solution U, through (p(C), 0) is nondegenerate. 
Again by Lemma 10, for each a E [0, Cs] there exists a unique solution p,(u) 
of 
L,=~T(Q,Q, P), p2plr0 
in the interval (p,, l), provided that L, is sufficiently large. Thus, for such 
L,, we can decrease a from iz to zero while ensuring that U, remains non- 
degenerate. 
It also follows that for large L,, the solution U, continues to 
approximate the orbit homoclinic to the origin for all UE [0, ii]. Thus U, 
satisfies the hypotheses of Lemma 4 for all such a and is therefore non- 
degenerate. 
Finally, since T(cc,,, a, 1) = T(cr,, a, yZO) = +cc, it follows that for L, suf- 
ficiently large, U, and u1 are the only nonconstant solutions of (I), for 
O<u<Z Thus {u,,, u,, Us} is the exact solution set of (l), for O<u<ti. 
With u=O, we finally return a and L to the values a(0) and L(0) 
specified in Theorem 1. From [3], it follows that U, and U, remain non- 
degenerate. 
It only remains to show that each of the solutions is linearly non- 
degenerate throughout the homotopy. To this end let H be the subspace of 
functions in H’(0, L) which satisfy the boundary conditions in (la), and 
define a map 9: H + L’(O, L) = Y, by 
F(u) = u” +f,(u). 
Let UE {z+,, u,, u,}; it is easily seen that @(U) is symmetric, when viewed 
as an unbounded operator on Y with domain H. It follows that the spec- 
trum dF(U) is real. Thus it is sufficient to prove the following lemma. 
LEMMA 11. Let ZfiE {%, &, Ul>. Then &F(U) = H-r Y is an 
isomorphism. 
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Proof: Since U(U) is Fredholm it suffices to prove that ker(H(ti)) = 
(0). If ii = a0 = 0, this follows as in Lemma 3. Assume that ti = U, or ui. 
Suppose that dP(U) u =0 and let q = (U(y), ii’(y))‘, y(y) = (u(y), u’(y))‘. 
Then our problem is equivalent to 
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v,.y(O) =vL.y(L) =o, (12b) 
where v0 = (- (1 -a), a) and vL = (( 1 -a), a). Let o,(q) be the flow for 
(2a); then M(y) = da,(q(O)) . is a un f d amental matrix for (12a); i.e., if y(y) is 
a solution (12a), then y(y) = M(y) y(O). 
Note that if y(i). vi = 0, i= 0, L then y(O) E 1, and y(L) ETA. Thus it suf- 
fices to show that if y is not the zero solution, then 
M(L) Y(O) B ra. (13) 
The relationship between the monotonicity of the time map and (13) is 
provided by Eq. (10) and Remark (1) following Lemma 4. The validity of 
(10) was established in Corollary 5 where the only assumption was that the 
nonradial hypothesis (4a) is satisfied. This is true for the solutions U, and 
a1 throughout the homotopy. Moreover, we can now identify the quantity 
T,,,(y) in Lemma 4 as M(y) y(y). y(y)‘-, and when, if y is not the zero 
solution, we assume that y is scaled so that y(O) = ii(O) = q. E I,. If y(L) E ru, 
then T,,(L) is the projection of M(L) y(O) on a vector perpendicular to ra. 
Thus if T,,,(L) #O it follows that M(L) y(O)~r, if and only if y(O) is the 
zero vector. 
Now let L(p) = 2T(cr, a, p) be the time map for the solution U on the 
whole interval. Then L’(p) = 2T,( a, a, p), so that if Tp # 0, Eq. (1) implies 
that r,J L) # 0. This condition is always satisfied by the solutions U, and u1 
throughout the homotopy. This is obtained either through Lemma 4 if con- 
dition (4b) is valid along U, or if (4b) fails to hold, through Lemma 10. 1 
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