We are given a set A of buyers, a set B of houses, and for each buyer a preference list, i.e., an ordering of the houses. A house allocation is an injective mapping τ from A to B, and τ is strictly better than another house allocation τ ′ = τ if for every buyer i, τ ′ (i) does not come before τ (i) in the preference list of i. A house allocation is Pareto optimal if there is no strictly better house allocation.
Introduction
In this short note we consider set system properties related to the following house allocation problem: Suppose we are given an m-element set A of buyers, an infinite set B of houses and for each buyer a ∈ A we are given a preference list of B. Then we say that a matching τ from A to B is Pareto optimal (a POM) if there does not exist a nonempty subset A ′ of A (a blocking coalition) and another matching τ ′ from A to B that differs from τ only on A ′ such that for every a ∈ A ′ , τ ′ (a) is placed higher in the preference list of a than τ (a). If for some matching τ , there does not exist a blocking coalition of size at most i, we say that τ is an i-POM.
There is a very natural way to generate POMs: Consider a permutation π of A and let the buyers select their favorite house from those that are not already taken, in order π(1), π(2), . . . , π(m). The corresponding matching is denoted by τ π . For any matching τ the set {τ (a) : a ∈ A} of houses which are taken is denoted by s(τ ). The following lemma from [2] summarizes all that we will use in this paper about POMs. We say that a subset E of B is reachable if there exists a POM τ with s(τ ) = E. Lemma 1.1 (Lemma 7 in [2] ). Let E ⊆ {1, ..., n} with |E| = m. The following statements are equivalent.
1. E is reachable, i.e., there exists a POM τ with s(τ ) = E.
2. There exists a permutation π such that for the greedy matching τ π we have s(τ π ) = E.
There exists a 1-Pareto optimal matching
The number of reachable sets depends on the preference lists. Let f (m) denote the maximum number of sets of reachable houses taken over all m-tuples of preference lists. We will elaborate more on the motivation and background of the problem of determining f (m) in the next subsection.
Let us begin by introducing the set system properties that we will be interested in.
We say that a family F of m-element sets has property P if for any integer k and any F 1 , . . . , F k ∈ F , there exists j, 1 ≤ j ≤ k, such that |F j \ ∪ i =j F i | ≤ ⌊m/k⌋. Let g(m) denote the largest cardinality of a family with property P . Definition 1.3. We say that a family F of m-element sets has property Q if for any integer k and any F 1 , . . . , F k ∈ F , we have | k i=1 F i | ≤ k i=1 ⌊m/i⌋. Let h(m) denote the largest cardinality of a family with property Q.
Obviously property P implies property Q. Therefore, g(m) ≤ h(m). The following lemma is hidden in the proof of the upper bound on the number of reachable houses from [2] . Note that ℓ ≥ log m log log m , therefore the bounds of (i) and (ii) differ by a factor of log m m .
Applications to pattern matching problems
In the topic of matchings the problem of counting the number of sets of reachable houses has still not received considerable attention. The problem was first raised in [8] (a precursor of [3] ) where it was shown that it can be applied to upper bound the complexity of a certain subdivision of the plane which arises from a pattern matching problem. Moreover, this was used to derive efficient algorithms for this pattern matching problem. Before stating the connection and the implication of our result, we repeat the most important definitions from [3] .
Let A = {a 1 , . . . , a n } and B = {b 1 , . . . , b m } be two sets of points in the plane. We assume that m ≤ n, and we seek a minimum-weight maximum-cardinality matching of B into A. This is a subset M of edges of the complete bipartite graph with edge set B × A, so that each b ∈ B appears in exactly one edge of M, and each a ∈ A appears in at most one edge. The weight of an edge (b, a) is b − a 2 , the squared Euclidean distance between b and a, and the weight of a matching is the sum of the weights of its edges.
Allowing the pattern B to be translated, we obtain the problem of computing the minimum partial-matching RMS (Root Mean Square) distance under translation. That is, we want to find a translation vector t and a matching of B into A such that the weight of the matching edges determined by the Euclidean distances between B(t) (B translated by t) and A is minimal.
This problem induces a subdivision of the plane, where two points t 1 , t 2 are in the same region if when translating B by t 1 or t 2 , the above defined minimum-weight matching of B to A is the same. This is called the partial-matching subdivision and is denoted by D B,A .
In [8, 3] it was shown that the combinatorial complexity of D B,A can be upper bounded by O(n 2 m 4 f (m)) and that computing a global minimum of the partial-patching RMS distance can be done in time O(n 3 m 8 f (m)).
Using the result of [2] this implied for them the upper bound O(n 2 m 3.5 (e ln m + e) m ) for the complexity of D B,A . Our Theorem 1.5 improves this to O(n 2 m 3.5 4 m ). Similarly, their upper bound on computing a global minimum was O(n 3 m 7.5 (e ln m+e) m ), which Theorem 1.5 improves to O(n 3 m 7.5 4 m ).
These bounds are still not polynomial in m, but unfortunately we cannot even hope to achieve a polynomial bound on these problems only by improving bounds on f (m) as it was shown in [3] that f (m) = Ω(2 m / √ m).
Proofs
We start with a lemma about reachable sets. We think of the m buyers' preference lists as a preference matrix M of m infinite rows. The (i, j)-entry of M is the index of the house that buyer i has in the j-th place in his preference list. Proof. If we can find ℓ rows such that the first ℓ − 4 columns of the preference matrix are constant restricted to these rows, then obviously the elements in these rows belong to every s(τ ). We are going to work in rounds, and we want to find A 1 ⊇ A 2 ⊇ · · · ⊇ A ℓ−4 nested sets of rows such that |A i | ≥ m ℓ i and the first i columns of the preference matrix are constant on the rows in A i . If we succeed, then we have |A ℓ−4 | ≥ ℓ 4 . It is easy to see that every element from the first ℓ − 4 columns in the rows of A ℓ−4 must be in every s(τ ), thus | τ s(τ )| ≥ ℓ − 4.
Clearly, every element in the first column belongs to all sets s(τ ), therefore either there are at least ℓ − 4 elements in the first column and then we are done, or there is an element that appears at least m ℓ−4 ≥ m ℓ times. These rows form A 1 . Suppose we have defined A i such that the first i columns are constant on the rows belonging to A i . If we are not able to form A i+1 , then every element appears less than m ℓ i+1 times in the (i + 1)st column on the rows of A i . Also, any element x that appears at least i + 1 times in column i + 1 on the rows of A i must belong to every s(τ ). Indeed, the i + 1 buyers corresponding to these rows share their first i preferences, so one of them will have to pick its (i + 1)-st preferred house x. Either that buyer or a buyer from a different row must take x.
Let X be the set of elements appearing in the (i + 1)-st column in the at least m ℓ i rows belonging to A i . By the argument above, if | ∩ τ s(τ )| < ℓ − 4 and A i+1 does not exist with the required properties, then each element of X appears less than m ℓ i+1 times, and all but at most ℓ − 5 elements appear at most i times in the (i + 1)-st column in those rows. Hence
Observe that for any τ the set s(τ ) contains at least |X| − i elements of X, those that belong to rows of A i of which the corresponding buyer has not picked their house from its first i preferred houses.
We remark that it is easy to obtain some negligible improvement by a more precise analysis of the above arguments. For example, we used that an element that appears at least i + 1 times in column i + 1 on the rows of A i must belong to every s(τ ). However, in addition to these elements, the i elements appearing in the first i columns in those rows also belong to every s(τ ). For simplicity, we did not take this (and similar arguments) into account in our calculation.
Let us now introduce the last and most important notion and result that we need for the proof of Theorem 1.5. We say that a family of k sets A 1 , . . . , A k is disjointly representable, if there are elements x 1 , . . . , x k such that x i ∈ A j if and only if i = j (for all 1 ≤ i, j ≤ k). In other words, none of the A i 's are contained in the union of the others. We will use the following theorem of Frankl and Pach [6] .
Theorem 2.2 (Frankl, Pach [6] ). Let f (r, k) be the maximum size of an r-uniform family that does not contain k disjointly representable sets. Then we have .
Observe that F Y also has property P , thus F Y cannot contain m + 1 disjointly representable sets. Therefore, by Theorem 2.2 we obtain |F Y | ≤ 2m−|X|+ℓ m and thus |F | ≤ |X| ℓ 2m−|X|+ℓ m . As |X| ≥ ℓ 2 , the latter expression is smaller than 2m−ℓ+4 m if m is large enough. To see the improvement of (ii), we will use only that property P holds for k = 2 and k = m + 1. As we have seen, k = m + 1 means there are no m + 1 disjointly representable sets in F . On the other hand, k = 2 means that for every pair of sets, one has at most ⌊m/2⌋ elements not in the other, which means their intersection has size at least ⌈m/2⌉. We will only use that the intersection is non-empty. As observed by Frankl and Pach [6] , if F 1 , F 2 , . . . , F t do not contain m + 1 disjointly representable sets, then for any 1 ≤ i ≤ t a minimal set E i ⊂ (∪ j F j ) \ F i that meets every F j (j = i) has size at most m. Then ≤ 1, in particular t ≤ 2m m as all F ′ j s and E j 's have size at most m.
Since the F j 's are intersecting, one can define another collection
Then this collection is skew cross-intersecting, i.e., for any i < j we have A i ∩ B j = ∅ and A i ∩ B i = ∅ for all 1 ≤ i ≤ 2t. As proved by Frankl [5] and Kalai [9] , if in such collections all sets have size m, then the number of pairs is at most 2m m . Thus |F | = t ≤ 1 2 2m m = 2m−1 m , as claimed.
Note that Theorem 2.2 is very close to being sharp (also shown in [6] ). We believe that both bounds in Theorem 1.5 are far from being sharp. The best construction we are aware of is summarized in the following simple proposition. . Property Q holds for this family for k = 1 because of the uniformity, and for larger k because k i=1 |F i | cannot be larger than the underlying set.
Many variants, generalizations and strengthenings [5, 7, 9, 10, 11, 12, 13, 15, 16, 17, 18, 19] of Bollobás's inequality have been established. By the remarks above, to improve our bounds, we would be interested in versions of Bollobás's inequality when the A i 's satisfy some extra intersection property. Let j(m) denote the largest cardinality of an (⌈m/2⌉)-intersecting family without m + 1 disjointly representable sets. Then by the arguments above we have
We finish our note with two conjectures starting with the 1-intersecting case. with |A 1 | ≤ |A 2 | ≤ · · · ≤ |A m | and |B 1 | ≥ |B 2 | ≥ · · · ≥ |B m |, their result implies that in Conjecture 2.4 the bound m ≤ 1 2 a+b a holds. We propose a straightforward generalization for the t-intersecting case. Let AK(n, k, t) denote the maximum size of a k-uniform t-intersecting family F ⊆ [n] k . The value of AK(n, k, t) for any n, k, t was determined by Ahlswede and Khatchatrian [1] . 
