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c© EDP Sciences / Società Italiana di Fisica / Springer-Verlag GmbH Germany, part of Springer Nature,
2019
Abstract. We have performed detailed simulations of the energy spectra, recorded at several angles, of
proton and helium ion beams after traversing thin cylindrical targets of different nature (liquid water and
ethanol jets, as well as a solid aluminium wire), in order to reproduce a series of measurements intended
to assess the stopping power of 0.3–2 MeV ions. The authors of these experiments derived values of the
stopping power of liquid water (a quantity essential for the evaluation of radiation effects in materials, par-
ticularly for radiotherapy purposes) that are ∼10% lower than what is expected from other measurements
and theories. In our simulations, instead of treating the stopping power as an unknown free parameter
to be determined, we use as input the electronic stopping power accurately calculated within the dielec-
tric formalism. We take into account in the simulations the different interactions that each projectile can
experience when moving through the target, such as electronic stopping, nuclear scattering or electron
charge-exchange processes. The detailed geometry of the target is also accounted for. We find that our
simulated energy distributions are in excellent agreement with the published measurements when the di-
ameter of the cylindrical targets is slightly reduced, what is compatible with the potential evaporation of
the liquid jets. On the basis of such an excellent agreement, we validate the accuracy of the model we use
to calculate electronic excitation cross sections for ions in condensed matter in its range of applicability
(particularly the electronic stopping power) needed for charged particle transport models, and we offer a
consistent, but alternative, interpretation for these experiments on ion irradiation of cylindrical targets.
1 Introduction
The energy loss of fast charged particles in condensed mat-
ter has a great interest due to its important applications
in science, industry and medicine. In particular, the inter-
action of ion beams with biological materials is of great
relevance for ion beam cancer therapy or hadron therapy
as well as for radiation protection. The former is a promis-
ing technique for killing tumour cells, whose physics ratio-
nale lies in how ions move through a medium almost in
ballistic trajectories (i.e., with small lateral dispersion),
in the manner in which they deliver most of their energy
at the end of their trajectories (in the so-called Bragg
peak region) by means of electronic excitations, as well as
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in the way in which ions interact with biomolecular tar-
gets on the nanometre scale, which enhances the effects of
radiation [1,2]. Ion beams allow destroying tumours while
preserving the healthy tissue, which is crucial for cancers
in close vicinity to critical structures or sensitive organs.
As for radiation protection, damage to human tissues by
ions can happen as a result of natural radioactivity, acci-
dental exposure at nuclear power plants or by radiation in
space. The latter represents an important limiting factor
for manned space missions [3]. Hence, it is a critical issue
to accurately characterize the electronic interaction of ions
with liquid water (the main constituent of living tissues)
for radiotherapy and radiation protection purposes.
Ion beam damage of biomaterials is a complex prob-
lem, which involves phenomena in multiple space, time
and energy scales [2,4]. It starts in a macroscopic scale
with the energy loss of ion beams of tens or hundreds of
MeV/u moving through biological targets, which has a
length scale of tens of centimetres. The next step consists
Page 2 of 9 Eur. Phys. J. D (2019) XXXX: XXXX
on the production of secondary electrons in the biologi-
cal targets. The characteristic length scale of this step is
microscopic, since the produced secondary electrons, and
the other tertiary electrons produced by them, have ener-
gies mainly of a few eV, so they will travel distances of
nanometres around the ion’s path. These are, precisely,
the characteristic length scales of the biological macro-
molecules, which are regarded as the sensitive targets in
radiobiological models. Finally, this shower of electrons
may produce clustered damage in these ultimate nanomet-
ric targets, such as DNA, proteins, or other biomolecules.
The level of clustering of damage events in these nano-
metric targets will determine the final effects of radiation
[4,5].
Simulation of the transport of ion beams and secondary
electrons in condensed-phase biotargets within arbitrary
geometries, as well as their interaction with the relevant
biomolecules, is often performed by means of Monte Carlo
(MC) techniques [6]. A critical point for the reliability of
MC simulations is the availability of accurate cross sec-
tions for all the possible processes that can occur in the
interaction of radiation with matter. The interaction of
charged particles with liquid water, the main constituent
of biological media, is especially important. In the energy
range of interest in hadron therapy (from several hundreds
of keV/u to several hundreds of MeV/u) the electronic
interactions are the main cause of the slowing down of ion
beams and of the production of secondary electrons, and
thus to know the electronic cross sections of ions in liq-
uid water and other biomaterials is of capital importance.
It should be noted that, despite its intrinsic importance,
experimental data for the electronic stopping power and
other electronic cross sections in liquid water is scarce,
due to the difficulties of doing measurements in the liquid
phase.
Traditionally, electronic interaction cross sections for
water vapour were used in Monte Carlo codes, being scaled
to liquid water density, in order to simulate the biological
medium, since most of the experimental and theoretical
information was available for that target. Nowadays, sev-
eral methodologies have been developed to calculate [7–13]
and measure [14–18] different quantities for the energy-
loss of charged particles with liquid water, which is a much
more realistic representation of biological targets. Partic-
ularly, the dielectric formalism [19] has been established
over the last years as a reliable and convenient method-
ology for evaluating electronic cross sections, not only in
liquid water, but also in other condensed-phase biologi-
cal targets. Even though initially this method was mainly
used to obtain total energy-loss quantities (such as the
stopping power), it was latter demonstrated to be very
useful to obtain other important quantities such as elec-
tronic excitation and ionization cross sections, both for
ions [9,11,20–22] and for electrons [13,20,23], which are
a needed input for the multiscale simulation of charged
particle beams interaction with biomaterials.
Still, the determination of the fundamental energy-loss
quantities in liquid water, such as the electronic stopping
power (one of the main basic electronic interaction quan-
tities which, among other issues, determines the range
of projectiles in tissue [24]), is an ongoing problem [25].
In recent times, two experiments concerning the stop-
ping power of liquid water for proton beams have been
reported. The one by the Kyoto group [14–17], for ener-
gies from 0.3–2 MeV, appears to be about 10% low with
respect to current theories [26]. Whereas the other one
by the Jyväskylä group [18], for proton energies from
4.8–15.2 MeV, agrees nicely with the Bethe theory and
other theoretical calculations. This discrepancy can be
understood from the form in which these stopping power
data were obtained. The data by [18] where directly
assessed by transmission through a thin liquid water foil
(enclosed within two thin copper sheets). On the other
hand, the data by the Kyoto group [17] were deduced from
the analysis of the proton energy spectra emerging at dif-
ferent angles after traversing a liquid water jet by means
of simulations with the Geant4 code [27]. The stopping
power of liquid water and the diameter of the liquid jet
were treated as fitting parameters to be determined in
these simulations. A similar procedure was repeated for
other cylindrical targets made of liquid ethanol [16,28,29]
and solid aluminium [16].
In this paper we use the SEICS code [8,30] to simu-
late the experiments performed by the Kyoto group in the
different targets, where the energy spectra of protons or
alpha particles reaching the detector at several angles after
traversing a cylindrical target (either a liquid water jet, a
liquid ethanol jet or an aluminium wire) were reported.
In all the cases, our simulations are fed with reliable elec-
tronic stopping powers obtained within the dielectric for-
malism. It is demonstrated that our simulations are able
to perfectly reproduce the complete set of measurements
in the three target materials by only using the diameter
of the cylinder as a fitting parameter, in contrast to the
results shown by the Kyoto group. We thus offer an alter-
native interpretation of their measurements and check the
reliability of the dielectric formalism for calculating the
electronic stopping power (as well as other electronic inter-
action quantities), so important for the description of the
radiation damage of biomaterials.
This paper is organized as follows. A description of the
experimental set-up developed by the Kyoto group, to be
reproduced in our simulations, is presented in Section 2.
The theoretical calculation, within the dielectric formal-
ism, of the electronic stopping power of condensed targets
for swift ions is outlined in Section 3. The transport of ions
through condensed media is simulated by the SEICS code,
which is described in Section 4, whereas the comparison
with the experimental results and the corresponding dis-
cussion are presented in Section 5. Finally the conclusions
of the work appear in Section 6.
2 Description of the experimental set-up
from Kyoto group
The stopping power of ions in condensed matter is one of
the main input parameters in MC simulations. However,
measurements of the stopping power of protons in liquid
water are scarce. Apart from the thin film measurements
reported at high energies by [18], a previous experiment
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Fig. 1. Set-up of the experiments with cylindrical targets
developed by the Kyoto group [14–17,28,29]. A proton (or
alpha particle) beam with an initial energy T0 and with a
width equal to the cylinder diameter φ enters the target (liq-
uid water, liquid ethanol, or aluminium wire, depending on the
experiment), and a detector analyses the energy of the particles
exiting the cylinder with a given angle θdetector ± dθdetector.
was reported where a proton beam interacts with a liquid
water jet, which was used to determine (indirectly) the
stopping power of liquid water [14–17].
The experiment carried out by the group of Kyoto con-
sisted in the irradiation of a liquid water jet with a proton
beam, and the subsequent measurement of the energy dis-
tribution of the protons leaving the jet at different angles
with respect to the initial beam direction. A sketch of
this experimental setup is shown in Figure 1. In detail,
a liquid water jet of micrometric dimensions was deliv-
ered into a vacuum chamber by a super-fine nozzle, at an
appropriate flow to keep the low pressure of the vacuum
chamber and the stability of the jet. Then, a swift pro-
ton beam of 2 MeV was delivered from a Van de Graaff
source, and collimated to match the dimensions of the
jet, so unscattered particles do not arrive to the detector.
The beam reached the jet at a point where the temper-
ature is estimated to be 0◦C and the density is almost
1 g/cm3 [15]. Then, a movable detector was placed at the
other end of the jet, allowing to measure the energy dis-
tributions of the outgoing protons at different scattering
angles, θdetector, between 5 and 50 mrad, with an accep-
tance angle of dθdetector = ±2 mrad. The same system
was adapted for other targets different from liquid water,
so measurements for protons of 2 MeV in an aluminium
wire [16] and for protons and alpha particles of 2 MeV/u
in a liquid ethanol jet [28,29] were also performed.
In these experiments the exact diameter of the jet is
unknown, although it should be close to the nominal noz-
zle diameter (50µm for liquid water, 20µm for liquid
ethanol and 26µm for the aluminium wire). Since the
diameter is not exactly known, and because the exper-
iments where intended to obtain the “unknown” values
of the stopping power by their analysis by means of MC
simulations, two fitting parameters where chosen by the
authors in their simulations [14–17,28,29]: the jet diam-
eter, φ, and a multiplicative factor α to the stopping
power SSRIM tabulated by SRIM2003, that is, Sexp (T0) =
αSSRIM(T0), for every projectile energy T0. With these
assumptions, the authors performed Monte Carlo simula-
tions by means of the Geant4.9.1.p02 code [27], varying
these two fitting parameters until the experimental pro-
jectile energy spectra were satisfactorily reproduced. The
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Fig. 2. Stopping power of liquid water for protons as a func-
tion of their incident energy. Symbols correspond to available
experiments in H2O ice [31], D2O ice [32,33] and liquid water
[15,17,18]. Lines correspond to theoretical calculations from
the dielectric formalism and the MELF-GOS methodology [36]
(solid black line), from the semiempirical code SRIM2008 [34]
(dashed red line), and from a compilation of data by ICRU [35]
(dash-dotted blue line).
experimental results (symbols) of the projectile distribu-
tion together with the Geant4 simulations (dotted lines)
will be presented in Section 5, where they are compared
with our simulations obtained with the SEICS code [8,30].
The stopping power of liquid water for protons indi-
rectly determined from experiments by the Kyoto group
[14–17] is shown in Figure 2, together with the experi-
mental stopping power obtained directly by a transmis-
sion technique [18]. Due to the lack of experimental data
for liquid water, we also include in the figure measure-
ments for H2O ice [31] and D2O ice [32,33]. Other esti-
mations for the stopping power of liquid water from the
semiempirical SRIM code [34] or from the data compiled
by ICRU [35] are also depicted. The theoretical electronic
stopping power calculated by us by means of the dielec-
tric formalism, whose methodology will be outlined in the
next section, is also reported in the figure [36].
3 Calculation of the electronic stopping
power of light ions in condensed targets
Our model to calculate the electronic stopping power of
energetic ions in condensed targets is based on the dielec-
tric formalism, taking into account the charge exchange of
the projectile during its travel through the target. Also,
corrections associated with the polarization of the projec-
tile charge density are taken into account [36–38].
When energetic particles impinge on a target, most of
their energy is lost by exciting its electrons, resulting in
inelastic energy losses. The dielectric formalism [19], which
is based on the first Born approximation, provides a sim-
ple expression for the electronic stopping power, S, for a
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projectile with atomic number Z1, mass M and kinetic





















































Here, e is the absolute value of the electron charge, ρq(k)
is the Fourier transform of the projectile electronic den-
sity for the charge state q, ~k and ~ω are, respectively, the
momentum and energy transferred in an inelastic process.





is the energy loss function (ELF) of the stopping mate-
rial, which contains all the information about the possible
electronic excitations in the target. In this expression, the
second term denotes the contribution due to the polariza-
tion of the electronic cloud of the projectile, originated by
its self-induced electric field, which displaces the centre of
the projectile electronic cloud from its nucleus a distance
dq [38].
Also, the dynamic electron capture and loss processes
experienced by the projectile as it moves through the
medium are included in this calculation, which results
in an energy loss that depends on the projectile charge
state, accounted through the probability Φq (T0) of find-
ing the projectile in the charge state q. These equilibrium
charge states are determined through a parameterisation
to experimental data [39].
At this point a good description of the target’s ELF for
the entire k−ω plane (i.e., of its electronic excitation spec-
trum) is needed. The MELF-GOS method [36,37] makes
a realistic description of the electronic excitations in the
condensed-phase targets, where the outer electron exci-
tations are represented by a sum of Mermin-type ELFs
[40], fitted to the experimental data in the optical limit
(k = 0), whereas the inner-shell electron excitations are
modelled by the corresponding atomic generalized oscilla-
tor strengths.
The excitation of the outer-shell electrons of the solid
include both collective and single particle excitations, tak-
ing into account the finite collective excitation lifetime
and its damping through phonon-assisted electronic tran-
sitions [40]. The fitting parameters at the optical limit are
related with the position, width, and weight of each exci-
tation of the experimental ELF spectrum. On the other
hand, inner-shell electrons retain their atomic character,
due to their large binding energies, and are described in
terms of the hydrogenic generalized oscillator strengths
(GOS). Also, the ELF built by the MELF-GOS method-
ology must fulfil physical constraints such as the f -sum
rule at any momentum transfer. It is worth noting that
using the experimental optical ELF in the calculations,
all possible excitation channels are considered, including
chemical bonding or physical state effects. The MELF-
GOS methodology has been applied successfully to several
condensed-phase targets. In particular, for liquid water we
have obtained excellent agreement with experimental ELF
data [41] at different values of the transferred momentum
[36].
In Figure 2 we present the electronic stopping power cal-
culations of protons in liquid water based on the dielectric
formalism, through equation ((1)), using the MELF-GOS
model to describe the electronic excitation of the target
(solid black line with the label MELF-GOS). The stop-
ping power data compiled by ICRU [35] is shown by a
dash-dotted blue line, whereas the semiempirical results
provided by the SRIM code [34] are represented by a
dashed red line. The predictions at high proton energies
of all the models (MELF-GOS, SRIM and ICRU) agree
(among them and) with the experimental data in liquid
water from Siiskonen et al. [18]. At intermediate energies,
around 300–2000 keV, the MELF-GOS calculations agree
with the ICRU compilation, being 10% larger than the
experimental data deduced from fitting between simula-
tions and measurements performed by the Kyoto group
[15,17]. The SRIM data agree with the experimental data
from [15,17] because recently SRIM uses these experimen-
tal data for its parameterisation. It should be noted that
in the SRIM curve a strange change in the slope appears
at proton energies around 1 MeV/u. At lower energies
the predictions of the different models clearly disagree
among them and depart from the available experimen-
tal data, although these are not data for liquid water
but for ice. Both SRIM and ICRU curves show a better
agreement with the experimental data for H2O and D2O
ice [31–33], because they use a parameterisation to these
experimental data. Despite the differences at low energies
between the MELF-GOS predictions and the experimen-
tal data, the energies used in the simulations performed
in this work are in the range 1–2 MeV where our theoret-
ical predictions satisfactorily agree with the experimental
data.
The discrepancy in the liquid water stopping power for
protons between our theoretical calculations and the exper-
imental data from the Kyoto group [26] has stimulated us to
perform simulations of its experimental setup, and to try to
reproduce the projectile energy spectra after the irradiation
of cylindrical targets by means of the SEICS code, where our
theoretical value of the electronic stopping power is used as
input data, without further refitting it.
4 Simulation of ion transport in condensed
matter
The SEICS code (Simulation of Energetic Ions and Clus-
ters through Solids) was designed to follow the motion of
energetic ions and clusters travelling through condensed
targets, which is based on a combination of Molecular
Dynamics and Monte Carlo techniques [8,30]. This code
includes in a detailed manner both the interaction of the
projectile with the target electrons (i.e. the electronic
stopping force, which is mainly responsible for the energy
lost by the projectile), as well as the interaction with the
target nuclei (i.e. the elastic scattering, which is mainly
responsible for the beam angular spread). Given that the
electronic stopping force depends on the charge-state of
the projectile, the electron-capture and -loss processes
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by the projectile when it moves through the target have
also been implemented in the simulation. The statistical
fluctuations in the electronic energy-loss, i.e., energy-loss
straggling, are also accounted for. The electronic stopping
power and energy-loss straggling were obtained within the
dielectric formalism and the MELF-GOS model, as it was
presented in Section 3. Relativistic corrections have been
introduced in the equation of motion of the projectile to
properly reproduce the motion of very high kinetic ener-
gies as well as nuclear fragmentation reactions [42]. A
more detailed description of the SEICS code can be found
in [8,30], and here only the main features will be briefly
explained.
Taking into account all the previous processes, the
SEICS code dynamically follows the motion of each pro-
jectile through the condensed target, providing its posi-
tion, velocity and charge-state at any instant by solving
its equation of motion at discrete time intervals, by means
of the velocity variant of Verlet’s algorithm. The force that
acts on the projectile is only due to the inelastic collisions
of each ion with the target electrons, which produces the
so-called electronic stopping force, depending on the pro-
jectile charge-state and its velocity. To take into account
the fluctuations in the force felt by the projectile, due
to the stochastic nature of the interactions with the tar-
get electrons, in the simulation we get the modulus of
the electronic stopping force felt by the projectile (with a
given charge state) from a Gaussian distribution where its
mean value is the electronic stopping power and the stan-
dard deviation is related with the energy-loss straggling
[8], which are calculated from the dielectric formalism
as has been outlined in the previous section. The elastic
scattering between the projectile and the target atoms is
described by the screened Coulomb universal interatomic
potential [34].
The SEICS code has been applied successfully to study
the motion of molecular ions when traversing thin layers
which have applications in microelectronics or in nuclear
fusion induction by inertial confinement [38]. Lately, the
SEICS code has been used to simulate several problems
of interest in ion beam cancer therapy, such as the eval-
uation of the Bragg curves as well as the lateral aper-
ture of the beam for proton beams at therapeutic energies
[42,43].
5 Results and discussion
The SEICS code has been applied to simulate the exper-
iment developed by the Kyoto group [15], from which
the stopping power of liquid water for swift protons in
the energy range 0.30–2 MeV was deduced though a fit-
ting procedure. As we presented in Section 2, a proton
(or alpha particle) beam irradiated micrometric cylindri-
cal targets and the energy spectra at given angles was
recorded. The set-up for the simulations is the same as for
the experiments (see Fig. 1), where the geometry of the jet
and the position of the detector are emulated. Since the
elastic peak was subtracted in the experiments, for the
simulations we can assume that the width of the beam is
equal to the jet diameter.
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Fig. 3. Energy distribution of protons at 10, 30 and 50 mrad
after a 2 MeV proton beam crosses a liquid water jet exiting
a nozzle with a (nominal) diameter of 50µm. Symbols corre-
spond to experimental measurements from Shimizu et al. [17].
The blue dotted lines are the energy distributions obtained
with the Geant4 code [17]. The solid lines represent the simu-
lations obtained by means of the SEICS code [8,30].
This case study is of particular relevance, since it offers
both the possibility of benchmarking our simulation code
SEICS as well as the electronic stopping power calculated
with the dielectric formalism and the MELF-GOS tech-
nique. In our simulations we use only one fitting param-
eter, the diameter of the cylindrical target, which is not
exactly known in the experiments. So, by (slightly) chang-
ing the diameters it is possible to reproduce the experi-
mental energy spectra of protons and alpha particles after
traversing cylindrical targets made of liquid water, liquid
ethanol and aluminium.
In Figure 3, we display the energy distribution of a
2 MeV proton beam irradiating a liquid water jet exit-
ing a nozzle with a (nominal) diameter of 50µm. The
scattered protons have been collected for several posi-
tions of the detector: 10, 30 and 50 mrad angles from
the incident beam with ±2 mrad acceptance. The symbols
are the experimental measurements from Shimizu et al.
[17], obtained from the yields in their solid-state detectors
(without mentioning possible effects due to energy deposi-
tion on them, which could affect a proper energy calibra-
tion). The dotted blue lines are the energy distributions
obtained with the simulation code Geant4 [27], where both
the diameter of the jet target and a multiplicative factor
α to the stopping power provided by the SRIM2003 code
for water vapour was used as fitting parameters to repro-
duce the experimental spectra (see Sect. 2). The two fit-
ting parameters correspond to a diameter to 51µm and
a parameter α = 0.89 [17]. All (experimental and simu-
lated) curves have been scaled, in this and in subsequent
figures, so they integrate to unit area.
The solid black lines represent the simulations obtained
by the SEICS code, where only the diameter of the jet
target was treated as a fitting parameter; neither the res-
olution of the detectors nor their possible dead layer effects
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were taken into account in the simulations. As it can be
seen, the agreement between simulations and the experi-
mental data is almost perfect by setting the jet diameter to
48.25µm, i.e., reducing it by 3.5%. Our simulated energy
distribution agrees very nicely with the measurements at
all the detector angles, and we obtain better results than
with the Geant4 simulations, especially at larger angles of
the detector; possible background effects, as seen in the
experimental data below 1 MeV, have not been incorpo-
rated in our simulations. It is worth to consider that the
jet diameter can either decrease or increase. In a simi-
lar study, the actual diameter of the jet was measured
and it was essentially equal to the nozzle diameter [44].
Nonetheless, it is also expected that a liquid jet evaporates
in vacuum [45], thus being its diameter reduced. Taking
this into account, evaporation is a plausible explanation
for the 3.5% reduction in the liquid water jet diameter,
although it can also be due to uncertainties in the nozzle
diameter.
From the above discussion we conclude that our theoret-
ically calculated electronic stopping power of liquid water
for protons is compatible with the energy-loss measure-
ments performed in cylindrical jets by the Kyoto group
[17]. However, we estimate that the stopping power values
they derive, on the basis of using two fitting parameters
in their simulations (the scaling factor for the stopping
power together with the jet diameter) are 10% lower than
our estimate, which is in agreement with other models and
experiments at larger energies [26].
In order to verify these simulation results, we have tried
to reproduce the rest of the experiments performed by
the Kyoto group in cylindrical targets. In particular, the
bombardment of an aluminium wire with a proton beam
is especially relevant and can be used as a reference, since
in this case there is no possibility of evaporation, and the
uncertainties in the wire diameter should be small.
In Figure 4 we show, by symbols, the experimental mea-
surements of the proton energy distributions of 2 MeV pro-
tons interacting with a cylindrical wire of aluminium for
three positions 10, 30 and 50 mrad of the proton detector
with respect the incident proton beam. The acceptance
angle is ±2 mrad. The nominal diameter of the Al wire
is 26µm. The dotted blue lines are the results obtained
by the Geant4 code [16], where two fitting parameters are
used (the diameter of the target and the stopping power).
The solid black lines correspond to the energy spectra
simulated by the SEICS code, after fitting only the wire
diameter to 25.5µm. In this case, there is no adjustment
of the stopping power of aluminium for protons, which is
provided by the dielectric formalism and the MELF-GOS
method, showing a very good agreement with the abun-
dant experimental data [46]. The experimental spectra are
rather well reproduced by the SEICS simulations, with
only small differences, which could be attributed to the
non-perfect cylindrical shape of the wire [16]. Therefore,
we have demonstrated that it is possible to reproduce the
experimental measurements of the energy distributions of
projectiles after traversing cylindrical aluminium targets
by only using the diameter as a fitting parameter, being
necessary a reduction of the wire diameter to 25.5µm,
that is, less than 2% of its nominal value. There is a
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10 mrad
Fig. 4. Energy distribution of protons after a 2 MeV proton
beam crosses an aluminium wire with a (nominal) diameter of
26µm at three detector angles: 10, 30 and 50 mrad. Symbols
correspond to experimental measurements [16]. Dotted blue
lines correspond to the distributions obtained with the Geant4
code [16]. Solid black lines are the simulation obtained by the
SEICS code.
very small change in the diameter in this case, as it was
expected.
Finally, the last experiment performed by the Kyoto
group was the measurement of the energy distributions
of ions that traverse a liquid ethanol jet exiting at sev-
eral angles to the detector. These results are depicted in
Figure 5 by symbols. The projectiles are (a) H+ and (b)
He+2 with an initial energy of 2 MeV/u [16,28,29]. The
nominal diameter of the jet is 20µm; the acceptance angle
of the detector is ±2 mrad for H+, and ±1 mrad for He+2.
These experiments are very interesting because they are
reported for the irradiation with both protons and alpha
particles, so a proper simulation of the energy spectra for
both ions should yield the same diameter of the ethanol
jet. However the simulations obtained by means of the
Geant4 code, shown as dotted blue lines in the Figure 5,
were obtained by fitting the stopping power and setting
the jet diameter to 17.3µm for protons and to 18.4µm for
alpha particles, being these results not consistent among
them.
As we have commented previously, to run the SEICS
code we need to know the stopping power of H+ and He+2
in liquid ethanol, and in order to apply equation ((1)),
we need to know the experimental optical ELF of liquid
ethanol, which is not available. Therefore, in this case we
will use an empirical parametric approach for predicting
the optical ELF of bio-organic materials developed by Tan
and co-workers [47]. Taking into account that most of the
organic materials evaluated have a similar excitation spec-
trum with a maximum around 20 eV, they proposed that
the experimental optical ELF of the outermost electrons
of organic compounds can be parameterised with a single
Drude-type function, with parameters that are obtained
as a function of the mean atomic number of the target
(i.e., the number of electrons per formula divided by the
number of atoms) [47]. This approach has been applied to
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Fig. 5. Energy distribution at different angles of the detec-
tor for (a) of 2 MeV H+ and (b) 4 MeV He+2 beams inter-
acting with a liquid ethanol jet with a (nominal) diameter
of 20µm. Symbols correspond to experimental measurements
[28,29]. Dotted blue lines represent the simulation with the
Gean4 code [28,29] and solid black lines are the results obtained
by the SEICS code.
obtain electronic cross sections and stopping power of rel-
evant biological materials for different ions [9,11,48]. Once
the optical ELF of liquid ethanol is obtained, we applied
the MELF-GOS method to find the Bethe surface, which
allows calculating quantities such as the electronic stop-
ping power and the energy-loss straggling.
In Figure 6, we display by solid black lines the cal-
culated electronic stopping power of liquid ethanol for
protons and alpha particles using the dielectric formal-
ism and the MELF-GOS method, where an optical ELF
predicted by the empirical parametric approach has been
used [47]. Experimental data are only available for alpha
particles (triangles from [50], squares from [51] and cir-
cles from [29]) and, in this case, the comparison with the
calculations is quite good, with the absolute value of the
maximum fairly reproducing the results by [51], although
slightly shifted in energy. Our results are also compared
with the semiempirical predictions of SRIM [34] (dashed
red lines), showing a very good agreement at high energies,
although differences emerge around the maximum and for
lower energies, where our calculations seem to be closer
to the experimental data. Once the stopping quantities
have been calculated, we have performed simulations of





























Fig. 6. Stopping power in liquid ethanol for (a) protons and
(b) alpha particles. Symbols represent experimental data taken
from Helmut Paul’s database [49], dashed redlines are the
results of SRIM [34] and solid lines are our calculations using
the dielectric formalism and the MELF-GOS model with the
optical ELF predicted by the parametric approach by Tan
et al. [47].
ethanol. The results of our simulations are shown by solid
black lines in Figure 5. The good agreement between the
experiments and the simulations from the SEICS code is
obtained when reducing the diameter to 18.2µm for both
projectiles (H+ and He+2). It has to be noted that the
reduction of the nominal diameter of the nozzle is 9%,
much larger than in the cases analysed previously of liq-
uid water or aluminium. This fact reinforces the hypoth-
esis of the liquid jet evaporation in vacuum, since ethanol
is much more volatile than liquid water. Importantly, the
energy spectra obtained by simulations with the SEICS
code, without adjustment of the stopping power of liquid
ethanol but using the electronic stopping power provided
by the dielectric formalism, reproduce very well the exper-
imental data for both ions. The same reduction of the jet
diameter is necessary for both proton and alpha particle
beams. Nevertheless, the Kyoto group [28,29] has used dif-
ferent diameters depending on the projectile. Therefore, it
is clear that it is not necessary to use two fitting parame-
ters to reproduce the jet experiments.
In view of the good agreement between the measure-
ment of the energy distributions of proton and alpha par-
ticle beams after traversing cylindrical targets (water and
ethanol liquid jets, and aluminium wire) with the simula-
tions made with the SEICS code, where only the diameter
of the target was treated as a free parameter, we validate
our calculated electronic stopping powers obtained within
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the dielectric formalism and the MELF-GOS method, at
least in the energy range covered by these experiments.
Our confidence on the model is based on the suitability
of the dielectric formalism for calculating electronic stop-
ping quantities in condensed targets in this energy range,
in the good agreement of the MELF-GOS ELF with the
experimental Bethe surface of liquid water [36], and in the
excellent agreement of our calculated electronic stopping
power with the more recent experiments for liquid water
at larger energies [18], as can be seen in Figure 2. Also,
the mean excitation energy for liquid water predicted by
the MELF-GOS method, I = 79.4 eV, is within the rec-
ommendation recently given by [25], I = 79.2 ± 1.6 eV.
In the study of the energy distributions of protons in an
aluminium wire, the good agreement of our simulations
with the experimental data, as well as of the calculated
electronic stopping power with the large abundant exper-
imental data [46], validate the simulations by the SEICS
code.
6 Conclusions
Monte Carlo simulations of the transport of light ions
in cylindrical condensed-phase targets (liquid water and
ethanol jets, as well as aluminium wire), based on the
SEICS code, have been performed in order to reproduce
the experiments reported by the Kyoto group for protons
and alpha particles for different detection angles [14–17].
In our simulations, the only free parameter is the diameter
of the target, since we use as input reliable stopping pow-
ers for these ions calculated within the dielectric formalism
by using a proper description of the Bethe surface of the
materials. This is in contrast with the Geant4 simulations
originally performed by the authors of the experiments,
where both the jet diameter and the stopping power were
used as fitting parameters [14–17]. In all the analysed
cases, our simulations reproduce perfectly the full experi-
mental set of energy distributions of projectiles measured
by the Kyoto group.
In the case of liquid water, which is the most interesting
target due to its ubiquity in biological environments, the
jet diameter only had to be reduced by 3.5% in order
to fully reproduce the experimental data for the different
detection angles. This reduction is compatible with the
experimental uncertainty on the jet nozzle diameter, or to
the potential evaporation of the liquid jet in the vacuum
chamber.
Less uncertainty is expected in the nominal diameter for
the case of the aluminium wire. Here, a reduction of only
2% was needed to reproduce the experimental data. For
the last jet target, liquid ethanol, a larger reduction in the
jet diameter had to be introduced. However, this reduction
was the same for protons and alpha particle beams. This
coincidence, together with the larger volatility of ethanol
as compared to liquid water, supports the obtained results.
The presented results demonstrate that it is not needed
to use a scaling factor for the stopping power as a fitting
parameter (together with the jet diameter, as done by the
Kyoto group) in order to reproduce all the sets of exper-
imental data for the different ions, targets and detection
angles. Indeed, fixing the stopping power to an accurately
calculated value makes possible to use the jet diameter
as the only fitting parameter, excellently reproducing all
the experimental data. The variation in the jet diame-
ter with respect to the nominal value is minimum for the
aluminium wire, where the uncertainty is expected to be
less, and is larger for ethanol, which is more volatile than
liquid water. This supports the hypothesis of evaporation
to justify the deviation from the nominal diameter of the
nozzle, and validates our Monte Carlo simulations and the
electronic stopping powers calculated from the dielectric
formalism, at least for ion energies larger than 100 keV/u
(at which the dielectric formalism is better justified) and
in the range covered by the experiments analyzed.
It should be noted that the dielectric formalism has
been shown to be very useful to accurately obtain many
quantities (not only the stopping power) which are needed
as input for Monte Carlo simulation codes, such as elec-
tronic excitation and ionization cross sections, both for
incident ions and electrons [9,11,13]. The stopping power is
an important quantity for treatment planning (i.e., range
calculation), while other cross sections (excitation, ion-
ization) are needed to assess the effects of radiation on
the nanoscale in order to estimate DNA damage. Thus,
the validation of the reliability of the electronic stopping
power obtained from the dielectric formalism for different
condensed-phase materials serves as a further benchmark
of this methodology, which is so versatile for obtaining
the input data needed for track-structure simulations for
applications in medical physics and nanodosimetry.
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Avalos, R. Garcia-Molina, Phys. Stat. Solidi. B 245, 1498
(2008)
47. Z. Tan, Y. Xia, M. Zhao, X. Liu, F. Li, B. Huang, Y. Ji,
Nucl. Instrum. Meth. Phys. Res. B 222, 27 (2004)
48. S. Limandri, P. de Vera, R.C. Fadanelli, L.C.C.M.
Nagamine, A. Mello, R. Garcia-Molina, M. Behar, I. Abril,
Phys. Rev. E 89, 022703 (2014)
49. H. Paul, Stopping Power of Matter for Ions. Graphs, Data,
Comments and Programs, https://www-nds.iaea.org/
stopping/
50. A. Akhavan-Rezayat, R.B.J. Palmer, J. Phys. E 13, 877
(1980)
51. A.K.M.M. Haque, A. Mohammadi, H. Nikjoo, Radiat. Pro-
tect. Dosim. 13, 71 (1985)
