A major challenge for collaborative filtering (CF) techniques in recommender systems is the data sparsity that is caused by missing and noisy ratings. This problem is even more serious for CF domains where the ratings are expressed numerically, e.g. as 5-star grades. We assume the 5-star ratings are unordered bins instead of ordinal relative preferences. We observe that, while we may lack the information in numerical ratings, we sometimes have additional auxiliary data in the form of binary ratings. This is especially true given that users can easily express themselves with their preferences expressed as likes or dislikes for items. In this paper, we explore how to use these binary auxiliary preference data to help reduce the impact of data sparsity for CF domains expressed in numerical ratings. We solve this problem by transferring the rating knowledge from some auxiliary data source in binary form (that is, likes or dislikes), to a target numerical rating matrix. In particular, our solution is to model both the numerical ratings and ratings expressed as like or dislike in a principled way. We present a novel framework of Transfer by Collective Factorization (TCF), in which we construct a shared latent space collectively and learn the data-dependent effect separately. A major advantage of the TCF approach over the previous bilinear method of collective matrix factorization is that we are able to capture the datadependent effect when sharing the data-independent knowledge. This allows us to increase the overall quality of knowledge transfer. We present extensive experimental results to demonstrate the effectiveness of TCF at various sparsity levels, and show improvements of our approach as compared to several state-of-the-art methods.
Matrix illustration of some related work on transfer learning in collaborative filtering. Note that SoRec, CMF, CBT and RMGM can be applied in more general problem settings, e.g. more than two matrices, more than one types of alignments, etc.
Methods
Training data Auxiliary data SoRec (user side) [39] R ∼ UV
Knowledge sharing:
CBT (not aligned) [31] R ∼ UBV
Knowledge sharing: B = B 3 Value domain: (U, V), (U 3 advantage of auxiliary knowledge in the form of binary ratings to alleviate the sparsity problem in numerical ratings when we build a rating-prediction model? To the best of our knowledge, no previous work answered the question of how to jointly model a target data of numerical ratings and an auxiliary data of binary ratings. There are some prior works on using both the numerical ratings and implicit data of "whether rated" [28, 35] or "whether purchased" [57] to help boost the prediction performance. Among the previous works, Koren [28] uses implicit data of "rated" as offsets in a factorization model, and Liu et al. [35] adapt the collective matrix factorization (CMF) approach [52] to integrate the implicit data of "rated." Zhang and Nie [57] convert the implicit data of simulated purchases to a user-brand matrix as a user-side meta data representing brand loyalty and a user-item matrix of "purchased." However, none of these previous works consider how to use auxiliary data in the form of like and dislike type of binary ratings in collaborative filtering in a transfer learning framework.
Most existing transfer learning methods in collaborative filtering consider auxiliary data from several perspectives, including user-side transfer [39, 11, 58, 38, 55] , item-side transfer [52] , or knowledge-transfer using related but not aligned data [31, 32] . We illustrate the ideas of knowledge sharing from a matrix factorization view as shown in Table 1 . We show four representative methods [39, 52, 31, 32] in Table 1 and describe the details starting from a non-transfer learning method of probabilistic matrix factorization (PMF) [47] .
Probabilistic matrix factorization The PMF [47] or latent factorization model (LFM) [4] seeks an appropriate low-rank approximation, R = UV T , for which any missing value can be predicted byr ui = U u· V T i· , where U ∈ R n×d , V ∈ R m×d are user-specific and item-specific latent feature matrices, respectively. The optimization problem of PMF is as follows [47, 4] ,
where
F is the loss function, and R(U,
) is a regularization term used to avoid overfitting. SoRec [39] is proposed to alternatively factorize the target rating matrix R and a user-side social network matrix R 1 with the constraint of sharing the same user-specific latent feature matrix (see U = U 1 in Table 1 ). The objective function is formalized as follows [39] , min U,V 1 ,U
Social recommendation
where (U, V) ∈ D R , and R(U, V, V 1 ) = 1 2
F ) is a regularization term on the latent variables.
Collective matrix factorization CMF [52] is proposed to alternatively factorize the target rating matrix R and an item-side content matrix R 2 with the constraint of sharing the same item-specific latent feature matrix (see V = V 2 in Table 1 ). This approach is similar to that in SoRec [39] , but with different auxiliary data. The optimization problem of CMF is stated as follows [52] , min U,V,U 2
where (U, V) ∈ D R , and R(U, V, U 2 ) = 1 2
F ) is again a regularization term used to avoid overfitting.
Codebook transfer
The CBT [31] method consists of codebook construction and expansion steps. It achieves knowledge transfer with the assumption that both auxiliary and target data share a common cluster-level rating pattern (see B = B 3 in Table 1 ).
are user-specific and item-specific membership indicator matrices of the auxiliary rating matrix R 3 , which are obtained using co-clustering algorithms such as NMF [19] . The constructed codebook is represented as
k denotes the summation of ratings by users in a user cluster k on items in an item cluster . [U T 3 (R 3 > 0)V 3 ] k denotes the number of ratings from users in a user cluster k on items in an item cluster , hence, the element-wise division resembles the idea of normalization, and [B 3 ] k is the average rating of users in a user cluster k on items in an item cluster .
2. Codebook expansion. The codebook expansion problem is formalized as follows [31] ,
F is a B-regularized square loss function, and B = B 3 is the codebook constructed from the auxiliary data R 3 . In [31] , an alternating greedy-search algorithm is proposed to solve the combinatorial optimization problem in Eq. (4), and the choices of U uk = 1, V i = 1 are used to select the entry located at (k, ) of
k is the average rating of users in the user cluster k on items in an item cluster of the auxiliary data.
Rating-matrix generative model RMGM [32] is derived and extended from the FMM generative model [50] , and we rewrite it in a matrix factorization manner,
where E B (U, V) is again a B-regularized loss function, the same as given in Eq. (4). We can see that RMGM is different from CBT since it learns (U, V) and (U 3 , V 3 ) alternatively and relaxes the hard membership requirement as imposed by the indicator matrix, e.g. U ∈ {0, 1} n×d . A soft indicator matrix is used in RMGM [32] , e.g., U ∈ [0, 1] n×d .
In this paper, we consider the situation where the auxiliary data is such that the following information are aligned: users and items of the target rating matrix and the auxiliary binary rating matrix. This assumption gives us precise information on the mapping between auxiliary and target data, which can lead to higher performance than not having this knowledge. We illustrate the idea of these assumptions using matrices in Table 2 , where we can see that our problem setting and proposed solution are both novel and different from the previous ones as shown in Table 1 . We will discuss these novelty in the sequel.
Our idea extends the ideas in our previous conference papers on this topic [43, 42] , on which we have extensively extended. Compared to these preliminary works, we have extended in the following aspects. First, we have included a new analysis of transfer learning methods in collaborative filtering from the perspective of matrix factorization in Section 1. Second, we have provided more detailed derivations of our equations in Section 3. Third, we have included more experimental results that are reported in Section 4. Finally, we have added more related works and associated discussions as given in Section 5. 
The organization of the paper is as follows. We give a formal definition of the problem in Section 2 and then describe our solution in detail in Section 3. We present experimental results on real-world data sets in Section 4, and discuss about some related work in Section 5. Finally, we give some concluding remarks and future works in Section 6.
Heterogeneous collaborative filtering problems

Problem definition
In the target data, we have a user-item numerical rating matrix R = [r ui ] n×m ∈ {1, 2, 3, 4, 5, ?} n×m with q observed ratings, where the question mark "?" denotes a missing value, which can be an unobserved value. Note that the observed rating values in R are considered as unordered bins and are not limited to 5- n×m , and u,iỹ ui =q. Note that there is a one-one mapping between the users and items of R andR. Our goal is to predict the missing values in R by transferring the rating knowledge fromR. Note that the binary ratings here are different from the implicit data used in [28, 35, 57] , which can be represented as {1, ?} n×m , since implicit data corresponds to positive observations only.
Challenges
Our problem setting is novel and challenging. In particular, we enumerate the following challenges for the problem setting (see Fig. 1 ).
1. How to make use of the existing correspondences among users and items from two domains, given that such relationships are important and can serve as a bridge across two domains. Some previous solutions were proposed without such correspondences [31, 32] , and are thus imprecise. Other works have used correspondence information as additional constraints on the user-specific or item-specific latent feature matrices [39, 52] . 2. What to transfer and how to transfer, as raised in [41] . Previous works that address this question include approaches that transfer the knowledge of latent features in an adaptive way [43] or in a collective way [39, 52] . Some works in this direction include those that transfer cluster-level rating patterns [31] in an adaptive manner or in a collective manner [32] . 3. How to model the data-dependent effect of numerical ratings and binary ratings when sharing the data-independent knowledge? This question is important since clearly the auxiliary and target data may have different distributions and quite different semantic meanings.
From Table 1 , we can see that the solutions of [39, 52, 31, 32] were proposed for different problem settings as compared to ours, as shown in Table 2 and Fig. 1 . More specifically, for the aforementioned three challenges from our problem setting, the approaches of [39, 52] cannot capture the data-dependent information, and the methods of [31, 32] cannot make use of the existing correspondence information.
Overview of our solution
We propose a principled matrix-based transfer-learning framework referred to as Transfer by Collective Factorization, which jointly factorizes the data matrices in three parts: a user-specific latent feature matrix, an item-specific latent feature matrix, and two data-dependent inner matrices. Specifically, the main idea of our solution has two major steps. First, we factorize both the target numerical rating matrix, R ∼ UBV T , and the auxiliary binary rating matrix,R ∼ŨBṼ T , with constraints of sharing user-specific latent feature matrix U =Ũ and item-specific latent feature matrix V =Ṽ (see Table 2 for matrix illustration). Second, we learn the inner matrices B andB separately in each domain to capture the domain-dependent information, since the semantic meaning and distributions of numerical ratings and binary ratings may be different. As an alternative interpretation, the inner matrices B andB can be considered as data-dependent correlations between the rows of U and columns of V T for target data and auxiliary data, respectively. Those two major steps are iterated to have richer interactions for knowledge sharing [13, 54] until we reach convergence to a locally optimal state. The intuition of our approach is that same users and items in two domains are likely to have the same latent feature matrices, e.g. U =Ũ and V =Ṽ, while the domain differences, the data-dependent information, are left for the inner matrices, B andB.
In summary, our major contributions are:
1. We make full use of the correspondences among users and items, from a source and a target domains. We allow the aligned users and items to share the same user-specific latent feature matrix and item-specific latent feature matrix, respectively. 2. We construct a shared latent space to address the what to transfer question, via a matrix tri-factorization, or trilinear, method in a collective way to address the how to transfer question. 3. We model the data-dependent effect of binary ratings and numerical ratings by learning the inner matrices of trilinear method separately.
Transfer by collective factorization
Model formulation
We assume that a user u's rating on an item i in the target data, r ui , is generated from the user-specific latent feature vector U u· ∈ R 1×d u , item-specific latent feature vector V i· ∈ R 1×d v , and some data-dependent effect denoted as
Note that this formulation is different from the PMF formulation [47] , which only contains U u· and V i· . Similarly, our graphical model as shown in Fig. 1 is a significant extension of the graphical model of PMF [47] , where U u· , u = 1, . . . ,n, and V i· , i = 1, . . . ,m, are shared to bridge two data, while B,B are designed to capture the data-dependent effect. We fix
is the Gaussian distribution with mean μ and precision α. We further define the prior distributions over U u· , V i· and B as p (U u· 
We then have the log-posterior function over the latent variables U ∈ R n×d , B ∈ R d×d and V ∈ R m×d via Bayesian inference,
is a constant. Setting α r = 1, we have
Similarly, in the auxiliary data, we have a log-posterior function for the matrix tri-factorization, or trilinear, model,
To jointly maximize these two log-posterior functions, we have
where λ > 0 is a tradeoff parameter to balance the target and auxiliary data and D is the value domain of the latent variables.
to get the effect of finding latent topics [18, 43] and noise reduction [6, 27] in SVD. Thus we have two variants of TCF, CMTF (collective matrix tri-factorization)
for D R and CSVD (collective SVD) for D ⊥ . Although 2DSVD or Tucker2 [20] can factorize a sequence of full matrices, it does not achieve the goal of missing-value prediction in sparse observation matrices, which is accomplished in our proposed approach. Finally, we obtain the following equivalent minimization problem for TCF,
To solve the optimization problem in Eq. (6), we first collectively factorize two data matrices of R andR to learn U and V. We then estimate B andB separately. We transfer the knowledge of latent feature matrices, U and V via collective factorization of the rating matrices R andR. For this reason, we call our approach Transfer by Collective Factorization.
Learning the TCF
Learning U and V in CMTF Given B and V, we show that the user-specific latent feature matrix U in Eq. (6) can be obtained analytically.
Theorem 1.
Given B and V, we can obtain the user-specific latent feature matrix U in a closed form.
F }, and we have 
We can see that U u· in Eq. (7) is independent of all other users' latent features given B and V, thus we can obtain the user-specific latent feature matrix U analytically. 2
Similarly, given B and U, the latent feature vector V i· of each item i can be estimated in a closed form, and thus the whole item-specific latent feature matrix V can be obtained analytically,
The closed-form update rule in Eq. (7) or Eq. (8) can be considered as a generalization of the alternating least square (ALS) approach in [4] . Note that Bell and Koren [4] consider bilinear model in a single matrix, which is different from our trilinear models of two matrices.
Learning U and V in CSVD Since the constraints D ⊥ have similar effect of regularization, we remove the regularization terms in Eq. (6) and reach a simplified optimization problem,
We have the gradients on U as follows,
Then, the variable U can be learned via a gradient descent algorithm on the Grassmann manifold [21, 10, 27] ,
We now show that γ can be obtained analytically in the following theorem. 
F , and the gradient
from which we obtain γ = − tr(t
via setting
Similarly, we have the update rule for the item-specific latent feature matrix V,
Note that the previous works of [10, 27] use the gradient descent approach also on a Grassmann manifold. But, they study a single-matrix factorization problem and adopt a different learning algorithm on the Grassmann manifold for searching the step size γ .
Learning B andB Given U, V, we can estimate B andB separately in each data, e.g. for the target data. Let
Thus, we obtain the following equivalent minimization problem,
where the data-dependent parameter B can be estimated exactly the same as that of estimating w in a corresponding least square SVM problem, where
is a large vector that is concatenated from columns of matrix B. The instances can be constructed as {x ui , r ui } with y ui = 1, where
. Hence, we obtain the following least-square SVM problem,
where 
Note that B or w can be considered as a linear compact operator [1] and solved efficiently using various existing off-theshelf tools. Finally, we can solve the optimization problem in Eq. (6) by alternatively estimating B,B, U and V. The complete algorithm is given in Fig. 2 . Note that we can scale the target matrix R with r ui = r ui−1 4
,
order to remove the value range difference of two data sources. We adopt random initialization for U, V in CMTF and SVD results [17] ofR for that in CSVD.
Analysis
Each sub-step of updating B,B, U and V in Fig. 2 will monotonically decrease the objective function in Eq. (6), and hence ensure the convergence to a local minimum. We use a validation data set to determine the convergence condition and tune the parameters (see Section 4.3). The time complexity of TCF and other baseline methods (see Section 4) are obtained as follows: [48] : O (nm) since it fills the missing ratings with average values, (v) PCC [45] : O (n 2 ), (vi) OptSpace [27] :
, where K is the number of iterations to convergence, q,q (q,q > n, m) is the number of non-missing entries in the matrix R andR, respectively,c is the average number of raters of an item inR, and d is the number of latent features.
Note that the TCF algorithm can be sped up via a stochastic sampling (or stochastic gradient descent) algorithm or distributed computing. More specifically, the step for estimating B orB in both CMTF and CSVD is equivalent to that Input: The target user-item numerical rating matrix R, the auxiliary user-item binary rating matrixR, the target user-item indicator matrix Y, the auxiliary user-item indicator matrixỸ.
Output:
The shared user-specific latent feature matrix U, the shared item-specific latent feature matrix V, the inner matrix to model the target data-dependent information B, the inner matrix to model the auxiliary data-dependent informationB.
Step 1. Scale ratings in R (r ui = rui− 1 4 ,
m).
Step 2. Initialize U, V: randomly initialize U and V for CMTF; initialize U and V in CSVD using the SVD [17] results ofR.
Step 3. Estimate B andB as shown in Eq. (14).
Step 4. Update U, V, B,B. repeat repeat
Step 4.1.1. Fix B and V, update U in CMTF as shown in Eq. (7) or CSVD as shown in Eq. (10).
Step 4. of least square SVM, thus various existing off-the-shelf tools can be used, e.g. we can use the stochastic sampling (or stochastic gradient descent) method [8] and distributed algorithms [14] . Second, the step for estimating U, V in CMTF can be distributed the same as that of PMF and CMF. For example, once B and V are given, each user u's latent feature vector U u· is independent of that of other users, which fits the MPI (message passing interface) framework well.
Experimental results
Our experiments are designed to verify the following hypotheses. We believe that transfer learning is effective in addressing the data sparsity problem in collaborative filtering, although the smoothing methods are very competitive baselines for the task of missing-value prediction in a sparse rating matrix. In particular, (a) we believe that the proposed transfer learning methods, CMTF and CSVD, perform better than baseline algorithms; (b) we believe that the transfer learning method CMTF-link is better than the non-transfer learning methods of PMF [47] , SVD [48] and OptSpace [27] ; (c) we believe that the transfer learning method CMTF is better than CMF-link, since the inner matrices B andB in CMTF are used to capture data-dependent information; (d) we believe that the transfer learning method CSVD is better than CMTF, since the orthonormal constraints in CSVD can selectively transfer the most useful knowledge via noise reduction.
We verify each of the above four hypotheses in Section 4.3.
Data sets and evaluation metrics
We evaluate the proposed method using two movie rating data sets, Moviepilot and Netflix, 6 and compare to some state-of-the-art baseline algorithms. and 0.8% correspondingly; 3. we randomly pick 40 observed ratings on average from T R for each user to construct the auxiliary data matrixR. To simulate heterogeneous auxiliary and target data, we adopt a pre-processing approach [51] onR, by relabeling ratings with value r ui 4 movies. The data set used in the experiments is constructed as follows, 1. we use the target data in our previous work [43] , which is a dense 5000 × 5000 rating matrix R from the Netflix data; more specifically, in [43] , we first identify 5000 movies appearing both in MovieLens 7 and Netflix via the movie title, and then select 10 000 most frequent users and another 5000 most popular items from Netflix, and the 5000 items used in this paper are the movies appearing both in MovieLens and Netflix and the 5000 users used in this paper are the most frequent 5000 users;
Subset of Moviepilot data
2. we randomly split R into training and test sets, T R , T E , with 50% ratings, respectively. T E is kept unchanged, while different (average) number of observed ratings for each user, 10, 20, 30, 40, are randomly sampled from T R for training, with different sparsity levels of 0.2%, 0.4%, 0.6% and 0.8% correspondingly; 3. we randomly pick 100 observed ratings on average from T R for each user to construct the auxiliary data matrixR. To simulate heterogeneous auxiliary and target data, we adopt the pre-processing approach [51] onR, by relabeling 1, 2, 3 ratings inR as 0 (dislike), and then 4, 5 ratings as 1 (like). The overlap betweenR and R ( u,i y uiỹui /n/m) is 0.035%, 0.071%, 0.11% and 0.14% correspondingly.
The final data sets 8 are summarized in Table 3 .
Evaluation metrics We adopt the evaluation metrics of Mean Absolute Error (MAE) and Root Mean Square Error (RMSE),
where r ui andr ui are the true and predicted ratings, respectively, and |T E | is the number of test ratings. In all experiments, we run 3 random trials when generating the required number of observed ratings from T R , and averaged results are reported.
Baselines and parameter settings
We compare our TCF method with five non-transfer learning methods: the average filling method (AF), Pearson correlation coefficient (PCC) [45] , PMF [47] , SVD [48] , OptSpace [27] , as well as two learning methods using auxiliary data: CMF [52] with logistic link function (CMF-link) and constrained PMF (cPMF) [47] .
We study the following six average filling (AF) methods, For SVD [48] , we adopt the approach of 5-star numerical rating predictions, which are reported as the best one in [48] . Specifically, we convert the original rating matrix R toȒ as follows [48] ,
wherer u· is the user u's average rating andr ·i is the item i's average rating, the same as that used in the aforementioned average filling methods; and then we apply SVD [5, 48] on the matrixȒ,Ȓ = UΣV T ; and finally, the rating of user u on item i can be predicted as follows [48] ,
where the average ratingr u· is added to the prediction rule. For PCC, since the data matrices are sparse, we use the whole set of neighboring users in the prediction rule. ) is embedded in the auxiliary data matrix factorization of CMF,
where σ (x) = 1 1+exp{−γ (x−0.5)} (see Fig. 3 ) and different parameters γ ∈ {1, 10, 20} are tried.
For cPMF [47] , we integrate the auxiliary data as follows, where U ∈ R n×d is a user-specific latent feature matrix, V ∈ R m×d is an item-specific latent feature matrix, and W ∈ R m×d is called the latent similarity constraint matrix [47] . Once we have learned the model parameters, we can predict the rating Table 4 Prediction performance on the subset of Moviepilot data (see Table 3 
. In our experiments of cPMF, we use auxiliary data of "like" since it produces better results than using both "like" and "dislike."
Summary of the experimental results
We randomly sample n ratings (one rating per user on average) from the training data R and use them as the validation set to determine the tradeoff parameters (α u , α v , α w , β, λ) and the number of iterations to convergence for PMF, cPMF, OptSpace, CMF-link and TCF. For AF, PCC and SVD, both the training set and validation set are combined as one set of training data. The results on test data (unavailable during training) are reported in Tables 4 and 5 . We can make the following observations:
1. For the smoothing method of average filling (AF), we can see that the best variant,r ui =r u· +b u· +b ·i , is very competitive for sparse rating data, while the commonly used average filling methods ofr ui =r u· andr ui =r ·i are much worse. There are two reasons for the advantages of AF. First, average filling is a very strong baseline, especially on small and dense subsets of the Netflix and Moviepilot data. Second, PMF and cPMF show their advantages when the user-item rating matrix is large, e.g. the whole data set used in the Netflix competition, and can be improved if we tune the parameters in finer granularity. 2. For matrix factorization methods with orthonormal constraint including SVD and OptSpace, we can see that SVD is better than OptSpace when the sparsity is lower (e.g. 0.6% for Moviepilot and 0.4% for Netflix), while OptSpace beats SVD when the rating matrix becomes denser, which can be explained by the different strategies adopted by SVD and OptSpace for missing ratings. SVD fills the missing ratings with average values, which may help for an extremely sparse rating matrix, but will hurt the performance when the rating matrix becomes denser. 3. For the sparsity problem in collaborative filtering, transfer learning is a very attractive technique:
(a) The proposed transfer learning methods of CMTF and CSVD perform significantly better than all other baselines at all sparsity levels. (b) For the transfer learning method of CMF-link, we can see that it is significantly better than the non-transfer learning methods of PMF, SVD and OptSpace at almost all sparsity levels (except the extremely sparse case of 0.2% on Moviepilot), but is still worse than AF, which can be explained by the heterogeneity of the auxiliary binary rating data and target numerical rating data, and the usefulness of smoothing (AF) for sparse data. For PMF and cPMF, we can see that cPMF with auxiliary data is better than PMF in most cases. (c) For the transfer learning methods of CMTF and CMF-link, we can see that CMTF performs better than CMF-link in all cases, which shows the advantages of modeling the data-dependent effect using inner matrices B andB in CMTF. Prediction performance on the subset of Netflix data (see Table 3 (d) For the two variants of TCF, we can see that the transfer learning method CSVD further improves the performance over CMTF in all cases, which shows the effect of noise reduction from the orthonormal constraints, U T U = I and
To further study the effectiveness of selective transfer via noise reduction in TCF, we compare the performance of CMTF and CSVD at different sparsity levels with different auxiliary data of sparsity 1%, 2% and 3% on the subset Netflix data. The results are shown in Fig. 4 . We can see that CSVD performs better than CMTF in all cases, which again shows the advantage of CSVD in transferring the most useful knowledge.
There is a very fundamental question in transfer learning [41] , namely when to transfer, which is related to negative transfer [40] . For our problem setting (see Fig. 1 ), negative transfer [40] may happen when the density of auxiliary binary ratings is lower than that of target numerical ratings, or the semantic meaning of auxiliary binary ratings are completely different from that of target numerical ratings. However, in our work, we assume that the auxiliary binary ratings are denser than the target numerical ratings, and both ratings are related though there are some differences. Thus, under our assumption, negative transfer is not likely to happen. In fact, negative transfer is not observed in our empirical studies.
Related works
SVD Low-rank singular value decomposition (SVD) or principal component analysis (PCA) [5, 25] is widely used in information retrieval and data mining to find latent topics [18] and to reduce noise [6] . These solutions have also been applied in collaborative filtering [24, 22, 7, 44, 48, 53, 29, 10, 27] . Among them, some works apply non-iterative SVD or PCA on a full matrix after some preprocessing to remove the missing values [24, 22, 7, 44, 48] , while other works [53, 29] use iterative SVD on a full matrix in an expectation-maximization (EM) procedure. Still other works [10, 27] take the missing ratings as unknown and directly optimize the objective function over the observed ratings only. Our strategy is similar to that of [10, 27] , since we also take missing ratings as unknown. We use two representative methods of SVD [48] and OptSpace [27] as our baselines in the experiments.
The differences of our approach and those previously published SVD-based methods can be identified from two aspects. First, we take missing ratings as unknown, while most previous works pre-process the rating matrix to obtain a full matrix on which PCA or SVD is applied. Second, we make use of some auxiliary data besides the target rating data via transfer learning techniques, while the aforementioned works only have a target rating matrix.
PMF PMF [47] is a recently proposed method for missing-value prediction in a single matrix, which can be reduced from TCF in Eq. (6) when D = D R , λ = 0, β = 0 and B = I. The RSTE model [38] generalizes PMF and factorizes a single rating matrix with a regularization term from the user-side social data, which is different from our two-matrix factorization model. The PLRM model [57] generalizes the PMF model to incorporate numerical ratings, implicit purchasing data, meta data and social network information, but does not consider the explicit auxiliary data of both like and dislike. Mathematically, the PLRM model only considering numerical ratings and implicit feedback can be considered as a special case of our TCF framework, CMTF for D = D R , but the learning algorithm is still different since CMTF has closed-form solutions for all steps.
CMF CMF [52] is proposed for jointly factorizing two matrices with the constraints of sharing item-specific latent features, and SoRec [39] is proposed for sharing user-specific latent features. CMF and SoRec can be reduced from TCF in Eq. (6) when D = D R , β = 0, B =B = I, and only requiring one-side latent feature matrix to be the same, e.g. user side of R ∼ UV T ,
T . However, in our problem setting as shown in Fig. 1 , both users and items are aligned. To alleviate the data heterogeneity in CMF or SoRec, we embed a logistic link function in the auxiliary data matrix factorization in our experiments.
There are at least three differences between TCF and CMF. First, TCF is a trilinear method, R = UBV T ,R = UBV T , where the inner matrices B andB are designed to capture the domain-dependent information, while CMF is a bilinear method and cannot be applied to our studied problem (see Fig. 1 ). Second, we introduce orthonormal constraints in one variant of TCF, CSVD, which is empirically proved to be more effective on noise reduction, while CMF does not have such constraints and effect. Finally, the learning algorithms of TCF (CSVD), TCF (CMTF) and CMF are different.
DPMF Dependent probabilistic matrix factorization (DPMF) [2] is a multi-task version of PMF based on Gaussian processes, which is proposed for incorporating homogeneous, but not heterogeneous, side information via sharing the inner covariance matrices of user-specific and item-specific latent features. The slice sampling algorithm used in DPMF may be too time consuming for some medium sized problems, e.g. the problems studied in the experiments.
CST Coordinate system transfer (CST) [43] is a recently proposed transfer learning method in collaborative filtering to transfer the coordinate system from two auxiliary CF matrices to a target one in an adaptive way. CST performs quite well when the coordinate system is constructed when the auxiliary data is dense, and when the target data is not very sparse [43] . However, when the auxiliary and target data are not so dense, constructing the shared latent feature matrices in a collective way as used in TCF may perform better, since the collective behavior brings in richer interactions when bridging two data sources [13, 54] . [56] Parallel to the PMF family of CMF and DPMF, there is a corresponding NMF [30] family with non-negative constraints:
1. Trilinear method of WNMCTF [56] is proposed to factorize three matrices of user-item, item-content and userdemographics, and 2. codebook sharing methods of CBT [31] and RMGM [32] can be considered as adaptive and collective extensions of [50, 19] . RMGM-OT [33] is a follow-up work of RMGM [32] , which studies the effect of user preferences over time by sharing the cluster-level rating patterns across temporal domains. This work focused on homogeneous user feedbacks of 5-star grades instead of heterogeneous user feedbacks.
Models in the NMF family usually have better interpretability, e.g. the learned latent feature matrices U and V in CBT [31] and RMGM [32] can be considered as memberships of the corresponding users and items, while the top ranking models [28] in collaborative filtering are from the PMF family. We summarize the above related work in Table 6 , in the perspective of whether having non-negative constraints on the latent variables, and what & how to transfer in transfer learning [41] .
Clustering on relational data Long et al. [36, 37] study a clustering problem on a full matrix without missing values, which is different from our problem setting for missing rating prediction, while the idea of sharing common subspace or latent feature matrices is similar to ours. Cohn et al. [15] study document clustering using content information and auxiliary information of document-document link information, while the two matrices of term-document and document-document are both full without missing values. Banerjee et al. [3] study clustering of relational data without missing values or the missing entries are imputed with zeros, while our approach takes missing values as unknown and aims for missing rating prediction.
Logistic loss function in matrix factorization
There are some matrix factorization methods using logistic loss functions for binary rating data [16, 26, 49] . There are two reasons why we do not use such loss functions. First, using different loss functions, e.g. the logistic loss function in binary PCA [16, 26, 49] , is a vertical research direction to our focus of developing transfer learning solutions, and we will study this issue in our future work. Second, it is difficult to justify using logistic loss function [16, 26, 49] in the factorization of the auxiliary binary rating matrix and square loss function in the target numerical rating matrix, since the objective functions are then totally different, and thus the meanings and scales of the user-specific latent feature matrix U in two domains are not comparable (similar for V), which may cause the difficulty of knowledge sharing.
We illustrate the two loss functions bellow, To sum up, the differences between our proposed transfer learning solution and other works include the following. First, we focus on missing rating prediction instead of clustering [36] . Second, we study auxiliary data of user feedbacks instead of content information [52] . Third, we leverage auxiliary data from frontal side instead of user side [11] or item side [52] . Fourth, we take missing ratings as unknown instead of negative feedbacks of zeros [3] in order to optimize the objective function specifically on the observed ratings only. Fifth, we introduce orthonormal constraints instead of non-negative constraints [56] to resemble the effect of noise reduction. Sixth, we design a collective algorithm instead of an adaptive algorithm for richer interactions between the auxiliary domain and the target domain [13, 54] . Seventh, we transfer knowledge of latent features among all aligned users and items instead of sharing only compressed knowledge of cluster-level rating patterns [31, 32] or covariance matrix [2] . Finally, we extend a trilinear base model instead of a bilinear model [52] to capture both domain-independent knowledge and domain-dependent effect. In summary, the first three points illustrate the novelty of our proposed problem setting, and the next six points show the novelty of our designed algorithm.
Conclusions and future work
In this paper, we investigate how to address the sparsity problem in collaborative filtering via a transfer learning solution. Specifically, we present a novel transfer learning framework of Transfer by Collective Factorization, to transfer knowledge from auxiliary data of explicit binary ratings (like and dislike), which alleviates the data sparsity problem in the target numerical ratings. Note that we assume the 5-star ratings are unordered bins instead of ordinal relative preferences. Our method constructs the shared latent space U, V in a collective manner, captures the data-dependent effect via learning inner matrices B,B separately, and selectively transfers the most useful knowledge via noise reduction by introducing orthonormal constraints. The novelty of our algorithm includes generalizing transfer learning methods in collaborative filtering in a principled way. Experimental results show that TCF performs significantly better than several state-of-the-art baseline algorithms at various sparsity levels.
The problem setting of TCF ( Fig. 1) for heterogeneous explicit user feedbacks is novel and widely applicable in many applications beyond the user-item representation in recommender systems. Examples include query-document in information retrieval, author-word in academic publications, user-community in social network services [59] , location-activity in ubiquitous computing [60] , and even drug-protein in biomedicine, etc.
For our future work, we will study and extend the transfer learning framework in additional areas and to include more theoretical analysis and larger-scale experiments. In particular, we will address the "pure" cold-start recommendation problem for users without any rating, sparse learning and matrix completion [27] , partial correspondence between users and items [34] , distributed implementation on the MPI framework, adaptive transfer learning [12] in collaborative filtering, more complex user feedbacks of different rating distributions, and different loss functions [16, 26] , etc.
