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Abstract 
The integrated space-time fhïte volume method for predicting time-dependent fluid 
flow problems is developed- B y enforcing discrete conservation over space-the con- 
trol volumes which till the space-time domain, this method satisfies global conser- 
vation in space-time. Unlike traditional finite volume methods, there is no need 
to incorporate the Leibnitz Rule or the geometrical conservation law into the dis- 
cretization. The method is validated using a variety of two-dimensional problems 
featuring both prescribed and fiee boundary motion. Advances in other aspects 
of cell-centered finite volume discretization - most notably in the m o d e h g  of 
diffusion terms and free surface flows - are &O describeci. 
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In the past few decades, the ability to predict complex flows of industrial signifi- 
came using computationd fluid dynamics (CFD) has advanceci tremendously- CFD 
has become an indispensable tool in many diverse fields, including aerodynamics, 
turbomachinery-, combustion, and others. 
The basic idea of CFD is to replace the differential equations which describe 
fluid fiow with algebraic equations which can be solved by cornputers. One of the 
most popular techniques for doing so is provided by the finite voiume method. 
According to this method, the solution domain is filled with a mesh, which is used 
to define storage locations for each variable. F i t e  control volumes are constructeci 
around each storage location, and the governing equations integrated oves each 
control volume. The volume integrals are converte? '3 surface integrals by means 
of Gauss' divergence theorem, and the surface integrais are approdated  in terms of 
variables defined at the adjacent storage locations. By this process, the differential 
equations are replaced by algebraic equations: one for each consemation equation 
for each control volume. 
The finite volume method is strictly consemative in the sense that global con- 
servation is satisfied by the discrete equations. This follows provided the dlscrete 
transport through each internal face has the same magnitude but opposite sign for 
the two control volumes which touch the face. Consequently, if the algebraic equa- 
tions for the two control volumes are added together, the terms arising Tom the 
surface integral for the face they share must cancel. 
For time-dependent problems, the finite volume principle has traditionally been 
used to discretize the spatial dimensions only. Time has b e n  discretized using a 
finite difierence procedure, such as the Euler or Runge-Kutta methods. If the mesh 
undergoes motion these methods require the use of the Leibnitz Rule to account for 
mesh motion. Global conservation is satisfied provided the geometrical conservation 
law (GCL) [15,67,75] is satisfied. If, however, the mesh topology changes with time 
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(for instance by v e r t a  insertion or removal), these methods are not conservative- 
The motivation for the current work is the observation that conservation pnnci- 
pIes apply to both space and tirne- Consequently, it makes sense to extend the h i t e  
volume principle aIso to the time dimension. The assertion that "if indeed hite 
elements have advantages in space, they shodd also have advantages in space-then 
[35] is equaUy tme of finite volumes. We c d  the resulting technique the integrzted 
space-time (ET) finite volume method. With this method, the space-time solution 
domain is fUed with a space-time mesh, which is used to construct space-tirne con- 
trol volumes. The governing equations are integrated over each space-time control 
volume, and the volume integrals are converted to d a c e  integrals using Gauss' 
divergence theorem. The IST finite volume method is conservative in space-the 
provided the discrete transport through each interna1 space-time face has the same 
magnitude but opposite sign for the two control volumes which touch the face. 
Consequently, there is no need to  consider the Leibnitz Rule or the GCL. 
Potential application of the IST finite volume method occurs wherever conser- 
vation in tirne is important, In many cases, txisting h i t e  volume discretizations, 
in pai-ticular those with fked @ds or with moving grids which satisfy the geomet- 
rical conservation law, already satisfy this property. However, extension of these 
methods to  flows where remeshing is reguired is problematic. One may identiS. 
two classes of problems where this may occur: moving boundary problems where 
the boundary motion is severe, and time-accurate mesh adaptation requiring the 
insertion and removal of points. 
In this thesis, only moving boundary problems are considered. One particuiarly 
interesting fgpe of moving boundaq problem involves fiee surface flow, in which 
the boundary motion itself is an outcome of the solution. 
Objectives 
The primary objective of the thesis is to demonstrate that the IST concept does 
lead to a viable aigorithm for moving boundary problems- This will be performed 
by considering several smaller objectives: 
The work is built around the extension of the finite volume method to space- 
time. The f is t  objective is to develop and test a robust, second-order accurate 
finite volume method for steady-flow problems on unstructured meshes. The 
unstructured capability is deemed important because the types of unsteady 
motions to  be coasidered are quite generd. 
Just as spatial finite volume methods require a spatial mesh to EU the spatial 
domain, so &O the IST h i t e  volume method requires a space-time mesh to 
fill the space-time domain. A second objective of this work is the development 
of a space-time rneshing strategy for moving boundary problems. 
Another objective is to develop a robust , second-order accurate IST finite vol- 
ume solver for unsteady problems involving prescribed boundary motion. 
The fbd objective is to apply the IST method to free surface flow. 
In order to  demonstrate the method most effectivdy, our attention WU be restricted 
to the incompressible Bow of constant-property fluids in one and two spatial dimen- 
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sionç. This is done for convenience only. In deveioping the method, we have at- 
tempted to formulate the method in such a way that its extension to more complex 
fiows is relatively straightforward. The only exception is the space-time meshing 
algorithm, which as it stands would require s i w c a n t  effort to extend to three 
dimensions. 
The thesis is divided into seven chapters, of which this is the first. The second 
chapter will discuss the differential equations describing fluid flow together wSb 
a review of the relevant iiterature. In the third chapter, a two-dimensional finite 
volume solver for steady flows will be developed and validated. 
The IST h i t e  vol-me method for unsteady flows is presented in Chapters 46. 
Chapter 4 describes the space-time meshing dgorithm, Chapter 5 the deveIopment 
and validation of the solver, and Chapter 6 the extension to kee-surface flow. 




In order to place the IST finite volume method into context, it is important to de- 
velop a sense of existing methodologies. This chapter will provide a framework for 
doing so. First, the physics of fluid flow, as described by the Navier-Stokes equa- 
tions and a simpler cornpanion equation, will be reviewed. Traditional approaches 
to discretking these equations will then be çummarized, and &sting space-the 
methods will be introduced. Foiiowing that, some issues rdated to mesb motion 
WU be discussed, and the chapter will conclude with a discussion of the physics and 
modelling of free surface flow. 
2.1 Mathematical Basis 
Fluid dynamics is described by a coupled set of equations representing conservation 
of mass, momentum, and energy. Historically, the equations representing conser- 
vation of momentum together with the assumption of a linear stress-strain rate 
relationship was Iabelled the Navier-Stokes equations; however, in some circles this 
label has also corne to include the conthuity and energy equations. This conven- 
tion is followed here. Only the simplified case of incompressible 0ow with constant 
property fields is considered, which raders the energy equation redundant. Lam- 
inar flow is dso assumed. Then, using Cartesian tensor notation, the continuity 
equation is 
and the momentum equation is 
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where ui is the velocity in the xi-direction, t is tirne, p is the fluid density, p' is 
the pressure, and gi is the gravitational acceleration vector. The deviatoric stress 
tensor 7ji iS obtained fkom the foiiowing constitutive relationship: 
where p is the dynamic viscosity. 
For many flows, the pressure gradient term of the momentum equation nearly 
baIances the gravitational force tenn, and in the hydrostatic limit they balance 
exactly. For this reason the te- are typicdy combined by defining a modified 
pressure p £rom 
in which case the momentum equation becomes 
The relationship between p and @ rnay be obtained by noting that pgi, being irro- 
tationai, may be written as the gradient of a potentid energy function U: 
Solving for U yields 
ri being the position vector- Using Eqs. (2.6) and (2.7), Eq. (2.4) may be written 
as 
By integrating this equation and choosing p = @ = O at a reférence location ri,refr 
we obtain 
which identifies the rnodified pressure as being the deviation of the true pressure 
from the hydrostatic pressure. 
When deveIoping discretization methods, it is useful to consider a simpiified 
conservation equation which retains some of the mechanisms found in general fluid 
dynamics. This scalar comervation equation describes the conservation of a generic 
scdar $ in the presence of a known flow field: 
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where s is the volumetnc generation rate of 9. The difbive flux vector pi is 
obtained from the following constitutive relationship: 
where l' is the diffusion coefficient. 
Although the scalar conservation equation is incomplete for general fluid dy- 
namics problems, it does describe many important physical processes. In particular, 
it expresses the time rate of change of 9 to be a resuit of imbalances in the advective 
and diffusive fluxes and volumetric sources. The equation is mathematically rich 
- in the general case, it is parabolic, but at steady state, it is elliptic, and in the 
absence of diffusion, it is hyperbofic. 
Discretization Techniques 
Two numerical frameworks - the h i t e  element and finite volume methods - 
have found wide use in solving scalar transport and fluid flow probiems in complex 
geometries. Other techniques which have been developed for restricted classes of 
ffows and geometries wiIl be considered ody  where appropriate. 
Both the h i t e  volume and h i t e  element methods involve discretizing the 
governing differential equations; that is, replacing them with discrete analogues 
which can be solved using digital cornputers. The finite element method was first 
developed for the analysis of soiid mechanics, whereas the finite volume method was 
fmt applied to fluid mechanics. Since then, both methods have been extendeci to 
other dasses of problems, but they often retain th& historical terminologies. 
In the finite element method, the domain is covered with a computationai mesh 
consisting of nodes and elements. The solution within each element is described by 
local shape functions, and the global solution field is obtained by piecing together 
the l o d  element solutions. The discrete equations are obtained by integrating 
the governing equations over the domain with respect to  a test function. Different 
choices for the test function yield difFerent discretizations: the most common choice, 
c d e d  Galerkin's method, is to use the shape functions. 
Fn the finite volume method, the domain is covered with a computationai mesh 
consisting of vertices and celis, which correspond to the nodes and elements of the 
finite element method. The cells are used to construct control volumes, over which 
the governing equations are integrat ed. In cd-cen tered methods, the volumes are 
the cells themselves, whereas in vertex-centered methods (also calIed cd-vertex [9], 
element-based h i t e  volume [55], and controI volume finite-dement [7,61] methods), 
the control volume is constructed from a dual mesh. Within each volume or element, 
a solution profile is asswned and used to obtain discrete approximations for the 
fluxes between adjacent volumes. 
In certain cases, the finite element and vertex-based finite volume methodob 
gies lead to similar or even identical discrete equations [9]. Thus the finite volume 
method sometimes has an equivalent finite element interpretation and vice versa 
For these cases, the advantages of one method (such as consewation or ease of 
mathematicd analysis) are shared by the other. 
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In this review, a finite volume perspective is adopted except in those cases 
where other methods do not have a correspoading finite volume interpretation. The 
discretization of the scalar conservation equation will be discussed first, followed by 
the Navier-Stokes equations. 
2.3 The Scalar Conservation Equation 
In the finite volume method, the scaiar transport equation is integrated over each 
control volume R to obtain 
dx; 
The advection and diffusion terms may be converted to surface integrals usïng 
Gauss' divergence theorem, 
where S is the boundaq of fl and ni is its outward-directed normal. 
then simplifies to 
(2- 13) 
Eq. (2.12) 
M h e r  skpWcation can be achieved by using the Leibnitz Rule, which accounts 
for control volume motion. In particuiar, if S moves with velocity wi, the Leibnitz 
Rule for any volumetric quantity f is 
Substitution of this equation into Eq. (2-14) yields the final integral form of the 
scalar conservation equation: 
Possibilities for the discretization of the various terms are now considered. 
2.3.1 Advective Flux 
The advective flux is typicaily discretized independently of the diffusive flux, such 
that it is treated in the same way as if the conservation equation were hyperbolic. 
Mathematical and numerical issues related to hyperbolic conservation Iaws are dis- 
cussed by LeVeque [37]. An important point is that the advective flux is closely 
related to the transient term through the characteristic equations. In particular, 
2 Background 8 
signals are propagated dong the characteristics from the upstream direction, lead- 
ing to a class of upwind differencing schemes. An effective way of doing so was 
found by Godunov [27]. He assumed a piecewise constant solution for each t h e  
step, and then exactly solved the resulting local Riemann problems at  the control 
volume interfaces to yield the solution at the next time step. 
The main source of inaccuracy in Godunov's method is the assumption of a 
piecewise constant solution, which leads to sipifkant numerical diffusion. By as- 
suming a piecewise linear solution, van Leer [69] obtained a second order scheme 
known as MUSCL. Like all higher-order advection discretizations, MUSCL requires 
that special measures be taken in order to avoid spurïous overshoots and under- 
shoots at  extrema. This can be done by using a flux or slope limiter, wtrich reduces 
the scheme to hrst order at  extrema. Sweby [64] later showed that van Leer's limiter 
is a special case of a class of high-resohtion osdation-fiee schemes known as total 
wiation chink6ing (TVD) methods [32]. 
Godunov's method and TVD concepts were derived for one-dimensional con- 
servation equations. For many years, they were applied in a one-dimensional fashion 
to rnulti-dimensional problems. Barth and Jespersen [IO] took a major step forward 
by developing a multi-dimensional linear reconstruction algorithm and flux limiter 
which can be applied to unstructured meshes. The reconstruction algorithm rehes 
on the computation of ceil gradients using an appropriate form of the Green-Gauss 
theorem [IO] or a Ieast-squares procedure [8]. Alternative limiters have dso  been 
developed [2,71,76]. 
Another approach to discretizing the advective flux is to aUow the computa- 
tiond mesh to move with the flow, leading to a Lagrangian formulation. Lagrangian 
methods have the advantage that the advective flux calculation is free of numerical 
diffusion; however, remeshing and projection steps may be required to avoid mesh 
distortion- The arbitrary Lagragian-Eulerian (ALE) method [331 avoids excessive 
distortion by allowing the mesh to move with an arbitrary velociw 
2.3.2 Difksive Flux 
The diffusive term has an elliptical character; that is, it has no preferentid direction 
of influence. I t  is therefore appropriate to  use a centered discretization for it. In the 
finite etement method, Galerkin's method is used almost exclusively, and vertex- 
centered finite volume methods often yield the same discretization as Gderkin's 
method [9,42,62]. Cell-centered methods also use a centered discretization; but, 
because they do not use shape functions, they require gradient information £kom 
adjacent cells [20,41], vertices [23], or a d a r y  cells [3,48]. 
An important consideration in diffusive flux calculations is the maximum prin- 
ciple. If a pure diffusion problem is considered, it may be shown analytically that 
the maximum value of q5 must lie on the boundary. A discrete solution should sat- 
isfy an analogous discrete maximum principle; but, as discussed in Chapter 3, this 
is not always achievable. 
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2.3.3 Source Terms 
When volumetric terms are integrated over the volume, the maçs mat& appears. 
For cell-centered methods, the mass mat& is diagonal. For vertex-centered meth- 
ods, the mass-matrix has off-diagonal entries, but is often replaced with an diagonal 
approximation through a process called mass lwnping [72], 
2.3.4 Transient Term 
M e r  discretizing the advective flux, diffusive flux, and source terms, an ordinary 
differential equation in time results- The discretization of this operator gives rise 
to the same m a s  matrix as in the source term [72]. If the mass m a t e  is diagonal, 
the solution may be explicitly evolved in time using a forward Euler approximation. 
Stability restrictions restrict the time step size for expkit methods based on the 
Courant-Friedrich-Levy (CFL) number and the difhsion number. These restric- 
tions imply that many iterations rnay be required to achieve steady-state solutions, 
but the solution rnay be accelerated using multigrid algorithms [72]. 
The solution rnay also be e v o h d  in t h e  using implicit methods, such as the 
backward Euler approximation. These methods involve the solution of a system of 
equations a t  each time step. As a result, they require more computational effort 
than explicit schemes, but &O have much better stabiliiy characteristics. 
Both the forward and backward Euler methods are first-order accurate in tirne. 
Methods such as Runge-Kutta schemes may be used to achieve higher-order accu- 
racy. 
2.4 The Navier-Stokes Equations 
As with the scalar equation, the finite volume discretization of the Navier-Stokes 
equations starts by integrating them over each control volume, again using the 
divergence theorem and the Leibnitz Rule to simplifv the volume integrals. The 
integral form of the continuity equation thus becomes 
and the momentum equation becomes 
When discretizing the Navier-Stokes equations, the viscous, transient, and 
source terms are typically handled in the same manner as their scalar counter- 
parts, without significant complications. The manner in which the remaining terms 
(advection and pressure) are discretized depends on the nature of the flow. 
For compressible flow, the first-order terms form a hyperbolic set and are dis- 
cretized toget her wit h the energy equation using characteristic-based upwinding 
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methods. These methods include flux vector splitting [S, 63,701, flux clifference 
splitting [60], and fluctuation splitting [l4] -
For incompressible flow, the equations have a mixed hyperboiïc/elliptic char- 
acter, and the standard compressible methods are inappropriate. One approach is 
to restore the hyperbolic character of the equations by adding a time derivative of 
pressure to the continuity equations; this approach is c d e d  the artificial compress- 
ibility method [13]. It may be interpreted as preconditioning the equations to scale 
to the advective velocity rather than the acoustic velocity [73]. 
Other techniques for incompressible flow start by acknowledging its special 
character up Çont. The elliptic character can be traced to the action of pressure, 
for which a Poisson-type equation may be derived [20]. For this reason, pressure 
must have a centered discretization. Unfortunately, when this is done, a decoupled 
"checkerboardn solution may develop [50]. For many years the pressure checker- 
board problem was overcome ushg staggered g d s  [31,50]. More recently, the need 
to solve flow on nonorthogonal meshes in arbitrary geometries has dnven the devel- 
opment of colocated methods, the most common of which is due to Fthie and Chow 
[59] , and developed further by ot hem [39,53]. These colocated methods suppress the 
pressure decoupling mode by introducing a fourth-order pressure-smoothing term 
in the continuity equation, so that the interpolated cd-face veiocity is sensitive 
to the local pressure gradient. This operation may be interpreted as numerically 
distinguishing between two velocities: that which advects consenred quantities and 
that which is itself advected. 
An alternative approach, called the continuity constraint method (CCM) has 
recently been proposed by WiUiams and Baker [743. They do not attempt to remove 
the decoupling, but do prevent it from contnminating the solution by caiculating a 
smooth pressure field from the pressure Poisson equation. 
Various strategies exist for solving the equation set. Most incompressible 
solvers are implicit, because the the-step restriction of explicit methods is pro- 
hibitively small. hpl ic i t  solvers can be either coupled or segregated- Coupled 
solvers, such as coupled algebraic multigrid [58], are ideal for rapid convergence. 
Segregated solvers, on the other hand, require less memory to store the coefficient 
matrix; the most common algorithrns are SIMF'LE [50] and its variants, which guess 
values for the velocity and pressure fields and then iteratively solve the momentum 
and pressure equations to correct the guesses. 
S pace-Time Discretizations 
The discretization techniques discussed above use one type of discretization for the 
spatid terms and another for the time derivative. Streamline diffusion (SD) finite 
element methods are unique in coupling the discretization of space and time. These 
methods subdivide the space-time domain into slabs, each of which is composed 
of space-tirne elements* The elements can be oriented according to an arbitrary 
velocity, Ieading to a relationship with the ALE method [33]. If the space-time 
elements are aligned dong the characteristics of the associated hyperbolic prob- 
lem, the SD rnethod is referred to as a cizaracteristic streamlùle diffusion (CSD) 
method [29,30]. SD methods are typically coupled wit 6 the discontinuous Galerkin 
method in order to retain a time-marching algorithm. They aIso mo- the stan- 
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dard Galerkin discretization by adding s tabihbg terms which vanish as the exact 
solution is reached [Il, 351. Like ALE methods, SD methods may require remeshing 
steps to avoid highly distorted meshes. The remeshing may be made conservative 
by using simplex space-time elements [24]. 
A new space-time discretization, called the space-the conservation element 
method, has recently been proposed by Chang [12). In this method, the space- 
time domain is divided into conservation elements, over which flux balances are 
enforced; and solution elements, which separate the conservation elements. The 
solution is assumed to vary smoothly within the solution elements, leading to simple 
expressions for the fluxes between the conservation elements, Both the unknowns 
and their spatial derivatives are treated as independent variables. 
2.6 Moving Meshes 
There are several motivations for being able to solve flows on thnedependent 
meshes. For instance, there are many cases in which the domain boundary moves 
according to some prescribed, f i e ,  or compüant condition. In other cases, a tran- 
sient solution-adaptive solver may be desired, requiring vertex insertion, movement, 
or deletion. In this section, some of the issues and possibilities related to discretiza- 
tions for moving meshes are explored. This includes some geometrical constraints 
which must be satisfled and a review of methods for fie-surface flows. 
Conservative discretizations an moving grids m u t  sati* a geometricd con- 
straint known as the geometricd conservation law (GCL) [67]. Tt may be derived 
kom the Leibnitz Rule (Eq. (2.15)) by choosing f = 1: 
An interpretation of this equation is that the change in the domain volume during 
a time i n t e d  must equal the volumetrïc changes dong the domain boundaries. If 
face velocities which violate the GCL are used, spurious mass sources and conver- 
gence difficulties may be experienced [15,75]. 
2.7 F'ree Surface Flows 
A special class of problems involving moving meshes involves fkee-surface flow, in 
which the boundary location is not known a priori but must rather be determined 
as part of the solution procedure. A common dass of free surface flow involves 
liquid-tapour interfaces with no heat or m a s  transfer between the phases. 
Methods for free surface flows may be grouped into two categories. Iiiterface- 
tracking methods treat the surface as a true discontinuity, and can therefore a p  
ply appropriate boundary conditions at the interface. Interfiace-capturing methods 
treat the two phases together without explicitly considering the interface; as a con- 
sequence, the computed interface is smeared. There is, however, some ambiguity in 
this classification. For instance, the original vo1ume-of-fluid [34] method treats the 
interface as a true discontinuity and is therefore be dassified as an interface-tracking 
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method [21,68]. However, the same method can bypass the interface reconstruction 
step, in which case it can be ciassifieci as interface-capturing [46]. 
In this review only interface-tracking methods are considered. Two types of 
boundary conditions must be considered: the kinematic condition and the dynamic 
conditions* 
2.7.1 Kinematic Condition 
The free surface is a material surface. It is this Irinematic condition which permits 
the interface location to be tracked. One interpretation of the condition is that no 
mass may flow through the surface: 
where ui,fs is the d a c e  velocity. Alternatively, a particle which Lies on the surface 
must remain attached to it: 
where u and v are the components of the velocity vector and h = h(x, y, t) is the 
surface elevation. Both of these forms of the kinematic condition are commody used 
in free surfwe calculations. Although they are mathematidy equivalent (provided 
the surface elevation is singlle-valued) , they may Iead to different numerical results. 
There have been several approaches to enforcing the kinematic condition. The 
earliest were the hed-mesh Eulerian methods, where a sharp interface is recon- 
structed using information obtained by solving additional equations which satisfy 
Eq, (2-21) in a domain encornpassing the interface. The two most common methods 
of this type are the marker-and-ceil (MAC) method [31], where massless partides 
in the fluid phase are tracked; and the volume-of-8uid (VOF) rnethod [34], where a 
transport equation for lïquid volume fraction is solved. A strength of these methods 
is their applicability to flows involving large surface motions, such as breaking waves 
WI - 
Another approach is obtained using a Lagrangian formulation, where the kine- 
matic condition is satisfied simply by having the mesh points move with their local 
velocity. A related cIass of methods is obtained using the space-time finite element 
concept, which has been applied to fiee surface flow by Hansbo [30] and Tezduyar 
et al. 1651. The drawback of these methods is the nonconservative projection step 
which may be required to maintain mesh quality. 
A third approach to tracking the interface is offered by adaptive-Eulerian 
schemes, where the mesh conforms to the fkee surface and the interior mesh responds 
to the boundary motion without requiring remeshing- Some of these methods de- 
termine the interface location by explicitly integrating EQ. (2.21) using velocities 
at the free surface [4,19,44]. This form of the kinematic condition, however, may 
not guarantee ove rd  m a s  conservation [49]. Other adaptive-Eulerian methods 
[45,55,66] enforce the conservative form of the kinematic condition, Eq. (2.20), by 
forcing the mass flow rate through the fkee surface to zero. Some methods enforce 
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the kinematic condition together with the continuity equation, so that the continu- 
ity equation for ce& next to the boundary yieids the free surface position [55,66]. 
In other studies, the kinematic condition and continuity equation are solved in a 
segregated manner [45]. Adaptive-Eulerian methods must &O devise ways to have 
the interior mesh points respond to the free surface motion- A common approach 
is to have them slide dong predefined spines [36]. 
2.7.2 Dynamic Conditions 
The dynamic conditions arise fiom the condition of force equiribrium at the inter- 
face. If the iiquid and vapour phases are denoted by the superscripts I and g, the 
dynarnic conditions may be expressed as 
(f+ - p  +on)- = 
where o is the surface tension coefficient, points toward the vapow phase, and K 
is the mean surface curvature (positive if the surface is concave in the direction of 
ni). The ideal free surface is obtained if the density differences between the liquid 
and vapour are large, in which case the ody  effect of the gas phase is to sert 
a pressure on the surface. Further simplification results if capillary effects arising 
kom the surface tension and normal stresses a t  the interface can be neglected, in 
which case the dynarnic conditions simplify to 
P = Pfs 
for the normal direction and slip conditions for the tangentid directions. 
Chapter 3 
Discretization for Steady Flows 
In this chapter the cornputation of steady two-dimensional incompressible flow is 
described. Several interconnecteci tasks must be addressed: mesh generation, con- 
trol volume definition, equation discretization, and Iinear equation solution. Each 
of these components will be considered in tuni. In addition, some test cases which 
ver* and validate the method wiII be presented. 
3.1 Mesh Generation 
Mesh generation involves filling the spatial domain with nonoverlapping c&. The 
ceU boundaries are calIed faces, even though geometricaJiy they are edges, to em- 
phasize the role that they play in tramferring discrete fluxes into and out of control 
volumes. 
There are two types of meshes. Structurecl meshes arose first, since they are 
described by simple data structures. In the past decade, however, unstructured 
mesh technologies have become common, because of their convenience for complex 
geometries- In anticipation of extending o u  method to complex boundary motion, 
we have considered unstructured meshes to be important. Triangular meshes are 
generated using a publicly-available package calIed Easymesh [47], which uses an 
incremental insertion algorithm toget her with LapIacian smoothing. It writes data 
files containing several usehl data structures, but its speed degrades significantly 
when the mesh has more than about 10,000 vertices. 
3.2 Choice of Control Volumes 
After generating the mesh, the control volumes must be constnicted- Zn Chapter 2, 
two common approaches for doing so were described: cd-centerd methods, where 
the volumes are the ceils themselves; and vertex-centered (or cell-vertex) methods, 
where the volumes are associated with vertices. E h  method has advantages and 
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disadvantages. In this section, the methods are compareci bas& on accuracy/cost 
ratio, monotonicity, special requirements, and personal preference. 
An ideal discretization method should have a high accuracy/cost ratio, where 
cost involves both CPU time and storage- Comprehensive cornparisons of this ratio 
between celi-centered and vertex-centered methods are not available, but there is 
some indication that on tetrahedral meshes, cd-centered methods have both a 
higher cost and a higher accuracy [72]. 
Monotonicity is also an important consideration: if the physicd process being 
modelled possesses a m e u m  principle, then so shouid the discrete solution. This 
consideration favours ceii-centered methods in some cases but vertex-centered meth- 
ods in other cases. When solving a pure difhision problem on a rectangular mesh, 
vertex-centered methods are guaranteed to be monotone only if the aspect ratio is 
close to unity, whereas cell-centered methods are always monotone. With tnangular 
meshes, on the other hand, cell-centered methods possess no known cliscrete maxi- 
mum principle, while vertex-centered methods are monotone provided the mesh is 
Delaunay [9]. This analysis does not extend easily to three-dimensional tetrahedral 
meshes, where monotonicity is more diffidt to attain with vertex-centered meth- 
ods. Additional issues arise when the mass matrix appears, for off-diagonals in the 
mass m a t e  may introduce nonphysical extrema. Cell-centered methods have a 
diagonal mass mat& by default, whereas its diagonalization with vertex-centered 
methods requires the mass-lumping approximation. 
In some cases, special factors which must be considered may affect the choice. 
For example, material discontinuities are more easily handIed by ceii-centered meth- 
ods, in which the discontinuity lies dong control volume boundaries, than with 
vertex-centered met ho&, in which the discontinuity lies intenial to control voIumes. 
Space-time discretkations pose a simiIar complication for vertex-centered methods, 
as discussed in Chapter 5. On the other hand, it wiU be seen in Chapter 6 that 
free-surface ffow m o d e h g  presents additional diEculties for celi-centered methods. 
The final issue involved in the choice has to do with personal preference. For 
some, cell-centered methods are the most intuitive translation of the finite volume 
principle into a numerical algorithm. O thers prefer vertex-centered methods be- 
cause their mathematicai properties are more easily analyzed [22]. It is perhaps not 
surprising, then, that ceil-centered methods are particularly popular in the engineer- 
ing community, while vertex-based methods are more common in the mathematics 
~011111iunity~ 
In the present work, a cell-centered approach is chosen. The choice is based 
on convenience, for the space-time extension more easily allows for a the-rnarching 
algorithm. 
3.3 The Scalar Conservation Equation 
Having chosen the control voIumes, we now seek to form discrete consemtion equa- 
tions for each. The discretization procedure wiU be described for the scalar conser- 
vation equation in this section and for the Navier-Stokes equatioas in the next. 
The complete integral form of the scalar conservation equation was given earlier 
in Eq. (2.16). Here some simplifications are made by considering o d y  steady source- 
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free transport. The simplifiai equation is 
or, in vector notation, 
The discretization process begins by applying the midpoint rule, wherein the surface 
integrals are approximated at the face midpoints surroundhg each control volume. 
The resulting discrete control volume equations have the fonn 
where FF and Fi' respectively represent the numerical advective and difhisive trans- 
port through each face. Typical faces, together with some associated geometrical 
entities, are illustrated in Figure 3.1. Important vectors shown on the diagram in- 
clude ni (or fi), the unit outward-directecl normaI; si (or 3, the unit vector j o u g  
ceU centroids; and ri (or r), the vector joining a c d  centroid to the face midpoint. 
(a) An internai face (b) A boundary face 
Figure 3.1: Typicai control volume faces and geometrical nomenclature. 
At internd faces, conservative numerical fluxes are required; that is, they must 
have equal magnitude and opposite sign for the two ceils adjacent to the face- At 
boundary faces, appropriate boundary conditions must be applied. Elxpressions for 
the numerical fluxes in terms of the ceIl centroid values of # wiU be given below. 
First, however, an algorithm for calculating cell gradients of 4, which are used in 
the flux approximations, will be presented. 
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3.3.1 Cell Gradient Vectors 
The numerical flux approximations require estimates for ceU gradient vectors V4. 
There are two common techniques for evaiuating the ceU gradients: a Green-Gauss 
theorem [IO] and a least-squares approach (81. We choose the least-squares approach 
for two reasons. First, it is exact for h e a r  profiles, whereas some effort is needed 
to make the Green-Gauss method heariy exact- Second, it extends more naturally 
to space-time, which is useful for the IST algorithm. 
To understand the Ieast-squares algorithm, consider a particular c d  P and its 
set of immediate neighbours qp, as iliustrated in Figure 3.2. (If P is adjacent to a 
boundary, the b o u n d q  face must also be considered a neighbour.) The change in 
centroid values between neighbour j and P is given by #j - #p, j E qp. If the ceil 
gradient Vq51p is exact, then this ciifference is also 
where rj - rp is the vector kcz cell P to cell j But unless the solution is linear, 
the ceii gradient cannot be exact, for ce11 P has more neighbours than the gradient 
vector has components. The least-squares gradient is that which minimïzes 
where wj  is a weighting factor. We choose w j = 1/ [ri - rp 1 2 , which tends to favour 
each neighbour in the stencil equaiiy. 
Figure 3.2: Least-squares stencil uscd in caldating c d  gradient vectors- 
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The solution to this Ieast-squares probIem requires solution of the folIowing 
matrix equation: 
where 
and 4, and 4, are the components of Vq51p. 
When cell gradients appear in the discrete fluxes, they are lagged, which in some 
cases may hamper convergence. It has been found empiricaliy that convergence may 
be significantly improved by underrelaxing the gradient calculations as follows: 
This form of underrelaxation is more effective than underrelaxing the entire solution 
field, for it hones in on the actual cause of convergence difficulties. TypicalIy w = 
0.8. 
3.3.2 Advection Term 
The advective transport is given by 
where 
is the m a s  %ow through the face. An upwind-biased discretization is used for &: 
@ = O assumes a piecewise constant solution and yields a first-order upwind method. 
= 1 assumes a piecewise lin- solution, and applies a second-order correction 
using the upwind cell gradient. Like any second-order advection discxetization, thiç 
may lead to spurious overshoots and undershoots, which can be reduced or elimi- 
nated by limiting 9 near extrema. The limiter of Barth and Jespersen [IO] was the 
first one developed for unstructured meshes. It is based on the principle that, when 
a celi gradient is used to reconstruct g5 at  the face midpoints, the reconstructed val- 
ues must be bounded by the values at the c d  and its neighbours. Unfortunately, 
this limiter has a dope discontinuity, which may produce convergence difficuities. 
Venkatakrishnan [?il has proposed a modification which Mproves convergence at 
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the expense of strict monotonicity. The modifiecl limiter has an adjustable param- 
eter K which controls the magnitude of the allowable overshoots and undershoots. 
Both limiters have been tested in the current work. 
The advective flow must also be evaluated at boundary faces- At walI bound- 
aries, where there is no flow through the face, Jf = O. At i d o w  boundaries, & m u t  
be specified, and at outflow boundaries, & is obtained using the same expression 
as at intemal faces- 
In setting up the mat* equation for the advective flux, the first-order upwind 
term is made active, whiie the second-order correction is Iagged by putting it into 
the right-hand side of the matrix equation. 
In order to validate the advection scheme and illustrate some of its properties, 
consider the advection of 4 in a square geometry. The mesh is shown in Figure 3-3- 
The rotational velocity field is dehed  by u = y ~ - x ~ .  A square-wave profle for q5 is 
specsed dong the inflow boundary, which is placed dong a cut-line to the Ieft of the 
ongin. This square-wave profile should be maintained over the course of a rotation. 
Four solutions are shown in Figure 3.4. As expected, the first-order upwind is very 
diffusive, while the pure second-order method introduces new extrema near the 
discontinuities. Two solutions with Venkatakrishnan's limiter are also provided: 
with K = 1, the overshoots and undershoots are very s m d ,  while with K = 5 they 
are more significant. Convergence could not be achieved with Barth and Jespersen's 
limiter. 
Figure 3.3: Mesh used for circuiar advection test case. 
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(a) Piecewise constant scheme (b) Piecewise linear scheme 
(c) Limitecl scheme, K = 1 (d) Limiteci scheme, K = 5 
Figure 3.4: Solutions to the cUcular advection test case. 
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The trade-off between convergence and accuracy with Venkataknshnan's lim- 
iter is evident in Table 3.1, where the number of iterations required to d u c e  aii 
normaiïzed residuals below IO-' is listed together with the magnitude of the Iargest 
overshoot or undershoot. In ail cases the gradient underrelaxation factor is 0.7 and 
the linear equations are solved directly. (The iteration count remains the same for 
al1 cases 0th- than the piecewise constant solution when the iterative solver of 
Raw [58] is used instead.) InterestingIy, moderate choices for K actuaUy give better 
convergence behaviour than the pure piecewise linear scheme. 
Table 3.1: Convergence and accuracy behaviour for circular advection test case. 




Limited, K = 0.5 
The diffusive transport is given by 




Tn this work, a new discretization for this term has been developed. It features 
several advantages: it is hear ly  exact, collapses to classicd stencils on orthogond 
meshes, extends to higher dimensions without modification, and ccfo be extended 
to anisotropic continua such as space-time. The discretization proceeds by decom- 









Limited, K = 1 1 29 
- 
V# is the average of the adjacent cell gradients, and a! is a scaling factor. We 
demand that cx = 1 on orthogonal meshes in order for the method to collapse to 
58 
Limited, K = 2 
Limitecl, K = 5 
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classicd stencils. Methods deveioped for structureci grids amount to cr = 1/fi - S: 
[41]. Others [20] suggest 
which is quivalent to cu = 1. The optimal choice is a = 6 - S, because it shifts the 
projection of ii - S onto S into the first term, as illustrated in Figure 3 -5. As a result , - 
Vq5 is used only for the nonorthogonal contribution to F f .  This choice also extends 
unambiguously to anisotropic diffusion problerns, as described in Chapter 5. The 
only known disadvantage of thiç a i o n  discretization, which is shared by ail 0th- 
cell-centered methods, is the Iack of a discrete maximum principle. 
Figure 3.5: Moti~ t ion  for choosing a = fi. S for the di&ision ketization. 
At boundary faces, the expression for F: remains the same as at interna1 faces, 
but requires one-sided approximations for some of the terms. In particular, % is the 
vector from the cell centroid to the boundary face midpoint, 
and Vie is the gradient at the celi adjacent to the boundary- $bnd is s p d e d  a t  
infiow boundaries and Dirichlet walls and is extrapolateci to outfiow boundaries. At 
flux-specified w d  faces, Ft is specified and may be used to calculate hnd. 
The orthogonal term of this discretization is made active, while the nonorthog- 
onal term involving the cell gradients is lagged. On highly skewd meshes, the 
lagged term rnay become large, harnper convergence, or even cause divergence. By 
augmenthg the active coefficient by an amount proportional to the nonorthogonal- 
ity of the face, we may reduce the possibility of this occurence. In particdar, the 
active coefficient is repfaced by 
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X is arbitrary, having a typicd d u e  of 0.8. This form of underrelaxation is surgical, 
affecting the coefEcients only in potentidy problematic regions. A cosresponding 
term must be added to the right-hand side of the mat* equation so that the con- 
verged solution is unaffected by A. It has been found that this type of stabilization, 
together with gradient underrelaxation, provides an effective means of achieving 
convergence on a wide range of problems. 
As an example of the robustness of this diffusion discretization, consider the 
diffusion of 4 in a box of length and width L, as shown in Figure 3.6. Along the 
side and top boundaries, C$ = 0, 2nd dong the bottom, Q = sin(nx / L). The mesh 
quality is very poor; the smdest angle is below IO0. Eiiwever, with underrelaxation 
factors w = 0.5 and X = 0.5, an accurate solution has been achieved, as shown 
in Figure 3.6(b). 58 iterations were required to reduce the maximum normalized 
residual below 10-~. 
(b) Solution contours (a) Mesh 
Figure 3.6: D W o n  test case. 
Other tests have confirmed this diffusion discretization to be linearly exact and 
second-order for both triangular and quadrilateral rneshes. 
3.3.4 Solution Methodology 
After calculating the fluxes through each face, and scattering the fluxes to the 
adjacent cells, there results one algebraic equation for each control volume. The 
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equation for a controi volume P has the form 
where the coefficients ap and cs,b arise fkom the active terms and the nght-hand 
side b p  has contributions kom Iagged terms and boundary conditions. 
As a final step before solving the equations, the coefficients are modified in 
order to ensure the m a s  flows used in the advective flmces are mas-conserving. 
This is important in problems where the veiocity field is not yet converged, and 
is achieved by subtracting the discrete continuity equation muitiplied by q5p fiom 
Eq. (3.16). This modification has no effect on the converged solution, but does 
enhance iterative robustness [50,54]. 
As the aigebraic equations for neighbouring celIs are Iinked, the new solution 
field {#) is defined by a system of equations of the form 
The coefficients which have been made active guarantee that the coefficient matrix 
[A] is diagonaüy dominant, which ensures efficient convergence by iterative soIvers. 
The system of equations is actually solved in delta (or update) mode by calcu- 
lating a residual fieId { r )  for the old solution field (p):  
Eq. (3.17) may be written as 
This system of equations is solved iterativdy using an aigebraic muitigrid solver 
[58]. The multigrid algorithm uses adaptive coarsening rules, based on the reIative 
coefficient strengths, so that the errors in ail directions are reduced effectively- 
After solving the system of equations for {b$), the new solution field is updated 
using Eq, (3.19). The boundary values are also updated. Then new cell gradients 
are caldated, and new fluxes assembled, leading to a new systern of algebraic 
equations. This process is repeated until the maximum normalized residual falls 
below a predefined tolerance. The residual for a celi P is normalized by the centrai 
coefficient ap and the maximum difference in solution field: 
A solution field calculated in this manner is stored at the c d  centroids. For 
visualization in a post-processor, however, it is more convenient to obtain values at 
the mesh vertices. This is accomplished using a second-order reconstruction fiom 
the surrounding cell values, 
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3.4 The Navier-Stokes Equations 
In this section, the discretization method developed for the scaiar conservation 
equation wiil be exterded to the Navier-Stokes equations- The equations were 
presented in integral form in Eqs. (2-17) and (2.18). Under the assumption of 
steady flow, they simplifiv to 
representing conservation of mass, and 
representing conservation of the ith component of momentum. By approxhating 
each surface integral a t  the face midpoints, the discrete form of the equations results: 
and 
where Jr, F&, F&, and F'{' respectively represent the mass flow, advective momen- 
tum transport, pressure force, and viscous force at each face. 
In the sections below, the numerical approximations used for the advection 
term, viscous term, pressure term, and mass flows d l  be presented. 
3.4.1 Advection Term 
The advective transport of the ith momentum component through a face is given 
by 
The quantity uf,i is the advected velocity, distinct from the advecting velocity 
which appears in the mass flow Jf. The discretization used for uf,i is the same 
as that used for the advective transport of a scdar (Eq. (3.9)). Unlike the scdar 
case, however, there does not appear to be any motivation for using a nonlinear 
limiter. The ciifference may be traced to the mathematical nature of the equations. 
The scalar equation may be hyperbolic, and therefore p d t  discontinuities in the 
solution field. These discontinuities are responsible for triggerrhg wiggies, and 
the role of the Limiter is to dampen the wiggles by increasing numerical diffusion 
near the discontinuities. The incompressible Navier-Stokes equations, on the other 
hand, have an elliptic character. The solutions are therefore smooth, afTording no 
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opportunities for discontinuity-induced wiggles to &se. Wiggles may stïil occur, 
but they are caused by the pressure-veiocity coupling rather than the advection 
term. Empirical studies have ais0 shown the limiter to have littIe or no effect on 
the solution. For these reasons, unless otherwise stated, the Navier-S tokes sohtions 
shown in this thesis do not use a nonlinear h i t e r .  
Another feature of the advection t m  in moment- which is absent in the 
scalar case is its noniinearity. In particdar, velocity appears both in uf,i and in Jf-  
The discretization far JF will be presented shortly. Ffai is hearized using Picard 
iteration [20], where JF is based on values h m  the prekous iteration. 
3.4.2 Viscous Terms 
The viscous force at a face is given by 
The f k t  term in this expression is identical to Ft in the scalar conservation equa- 
tion, and is approximated using the same new cd-centered discretization. The 
second terrn is lagged using known cell gradients. 
At boundary faces, the viscous tenn treatment becomes more cornplex, for 
several boundary types require F{' to be expressed using a local tangential-normal 
coordinate system: 
Let the subscripts n and t represent the normal and tangentid directions. Then 
the tangentid force is 
where rnt is the shear stress and ti are the components of 
to the boundary face. The normal force is 
the unit tangent vector 
where T, is the normal viscous stress. 
The tangentid force is discretized in a similar rnanner as at interior faces. The 
first term is 
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The second term vanishes at wail boundaries and is caleulated using cell gradients 
at other boundaries. Because the tangential force is calculated using tangentiai 
velocities, rather than Cartesian velocities, it is lagged. In order to prevent con- 
vergence fkom stalling near the boundary, the foilowing approximation is used to 
generate active coefficients: 
with an equivalent amount added to the right-hand side of the matrix equation so 
that the correct resdt is obtained a t  convergence- 
The normal force is discretized in a similar rnanner. The first term is 
au71 ( un,bn i ;  %,P - -/&-sr = -Cc a + vun . (fi - CG)) 
axn 
and the second term is treated using c d  gradients. The following approximation is 
used to generate coefficients: 
At i d o w  boundaries, both components of velocity are hown and both the nor- 
mal and tangential forces are calculated. At outflow boundaries, both components 
of velocity are extrapolated, the taugential force is important, and the normal force 
is neglected in order to enhance convergence. This approximation is not serious 
because the resulting error is immediately advected out of the domain. At all walls, 
the normal velocity is zero. A t  no-slip wails, the normal force vanishes, the tan- 
gential velocity is specified, and the tangentiai force is caiculated using Eq. (3.30). 
At symrnetry and slip walls, the tangential force is zero, the tangential velocity is 
calculated 6rom Eq. (3.30), and the normal force is calculated using Eq. (3.32)- 
3.4.3 Pressure Term 
The pressure force at a face is 
Since pressure has no preferential direction of action in incompressible flow, pf is 
most appropriately approximated by a centered discretization: 
where rc is the vector from the midpoint between centroids f and Q to the face 
midpoint, and 5 is the average of the adjacent cell pressure gradients. The terms 
involving cell pressures are made active- The pressure gradient tenn is lagged. It has 
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apparently not been used before, but is required to make the discretization linearly 
exact. It converges more quickly than an alternative LinearIy-exact discretization, 
At outffow boundaries, pf is specsed. At inflows, no-siip walls, and slip wails, 
pr is extrapolated as folows: 
At symmetry boundaries, the normal derivative of pressure is set to zero: 
3.4.4 Mass Flows 
The mass flow through a face is 
where uf,,  = u p  - ii is the advecting velocity. It is important to discretize the 
advecting velocity in a special manner in order to avoid pressure-decoupling [50]. 
Standard colocated approaches foilow the lead of Rhie and Chow [59] in introducing 
a pressure gradient dependence into t t f V n .  In effect, this mod.ification introduces a 
pressure dissipation tenn into the continuity equation, The particular fonn used 
here is similar to the expression derived for a ceU-vertex method in [Il: 
where Ùf,, is obtained in the same way as pf in momentum, 
and 5 is the average of the adjacent cell pressure gradients. The pressure dissipa- 
tion coefficient at  a face is 
where R is the ce11 volume and a is the average central coefficient for the discrete 
momentum equations. The term involving (pQ - pp) /As  and the t e m  involvhg 
the average of the ceii velocities are made active and ail 0th- terms are lagged. 
This discretkation is similar to existing methods [20,41]. The new features in 
this discretization are the correction to Ufln  in Eq. (3.44) to make it linearly exact 
and the choice of a = fi - G in the pressure dissipation term. 
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The mass flows must also be discretized appropriately at boundary faces. At 
outflow boundarks, pressure is specified and a onesided expression is used to eval- 
Liate UfWn.' 
At other boundaries, Jf is known from other boundary condition information, but 
Eq. (3.46) is useful in calcdating the pressure at certain boundary faces. Numerical 
experiments have shown that this type of pressure extrapolation to the boundary 
is very useful in calcdating ceU pressure gradients, especiaily on triangular meshes 
where the least-squares stencil could otherwiçe be singular. 
As with the scalar conservation equation, good convergence behaviour has been 
achieved through underrelaxhg the gradient calculation and augmenting the coef- 
ficients based on the mesh nonorthogonality rather than by time marching. If time 
marching is used, however, it is important to modify the expression for u f , n  so that 
its value at  steady state does not depend on the t h e  step At [I, 391. This is done 
by defining 
and 
Then the advecting velocity is calculated fiom 
where the superscript O denotes values from the previous iteration. 
3.4.5 Solution Methodology 
The solution rnethodology for the Navier-Stokes equations is simiiar to that de- 
scribed for the scaiar conservation equation. The major difference is that at each 
control volume, there are three algebraic equations: one for continuity and two for 
momentun Thus at each control volume there is a systern of equations having the 
form 
where the point coefficient matrix [a] has the form 
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and the point solution vector (9) has the form 
In these equations p, ut and v represent pressure, u-velocity, and v-velocity, respec- 
tively. Non-zeros rnay &t for all coefficients except a,, and a,. 
The resulting mat& equation for the entire solution field has a block structure. 
The same algebraic multigrid soiver used for the scalar system [58] is used for solving 
this system. After solving the system of equations and updating the ce11 pressures 
and velocities, the bomdary face values and mass 00- are updated. Then new 
ceil gradients are calculated and a new systern of equations is assembled. This 
process is repeated untii the msucimum normalized residuai for ail variables, defined 
in the same manner as for the sdar  conservation equation, f a  below a predefined 
tolerance. 
3.5 Validation 
The discretization procedure described in this chapter ha. been tested for consis- 
tency and coding errors using some very simple test cases. These test cases are not 
described here. Instead, three validation tests for which benchmark solutions are 
avdable are presented: shear-driven flow in a square cavity, shear-driven fl ow in a 
skewed cavity, and flow over a backward-facing step. 
3.5.1 Shear-Driven Square Cavity Flow 
A standard benchmark solution which occurs in the literature is the shear-driven 
cavity. Consider a square cavity of dimension L, as Uustrated in Figure 3*7(a). The 
cavity lid moves to the right with a velocity U, driving a large vortex in the cavity 
and possibly some smdler ones in the corners. Benchmark solutions for a variety 
of Reynolds numbers have b e n  pubiished by Ghia et al. [26]. We have considered 
an intermediate Reynolds number of 1000. 
The problem has been solved using two meshes. The coarse mesh, shown in 
Figure 3.7(b), has 2688 cells. The fine mesh has 10,440 cells. In both cases di 
normalized residuals have been driven below which requifed 27 iterations for 
the coarse mesh and 20 iterations for the fine mesh. 
The computed solutions may be compared with the benchmark solution by 
comparing velocity profiles along the two dashed Iines shown in Figure 3.7(a). The 
normaiized u-velocity is plotted along the vertical line in Figure 3.8 and the nor- 
malized u-vdocity is plotted dong the horizontd line in Figure 3.9. The velocities 
are nofmalized by U and the positions by L. The data points for the computed 
solutions are obtained fiom ce& whose centroid lies within a threshold distance 
from the line- The coarse and f?me mesh solutions are nearly the same, showing that 
the solution is essentidy mesh-independent, and feature excellent agreement with 
the benchmark solution, 
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(a) Geometry of cavity. Velocity pro- 
files will be plotted dong the dashed 
Lines, 
(b) Coarse mesh. 
Figure 3.7: Shear-driven square cavity test case. 
Figure 3.8: Normalized u-veIocity dong a verticai line through the centre of the 
cavity for the shear-driva square cavity test case. 
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Figure 3.9: Nonnaüzed v-velocity dong a horizontal line through the centre of 
the cavity for the shear-driven square cavity test case, 
3.5.2 Shear-Driven Skewed Cavity Flow 
Solutions have also been obtained to a skewed shear-driven cavity problem. The 
problem definition is identical to the square cavity flow except that the cavity is 
skewed to the right by 60°. Benchmark solutions to this case have been published 
by DemirdZiC et al. [17]. Mathur and Murthy [41] perfonned a similar study also 
using an unstructured finitevolume solver. We have obtained solutions using both 
trianguiar and quadrilateral meshes, of which the coarsest are shown in Figure 3.10. 
Four quadrilateral meshes were used, having sizes of l9x 19, 39x39, 79 x79, and 
159x 159, which respectively required 42, 59, 46, and 36 iterations to reduce ali 
nomalized residuds below IO-'. Four triangular meshes were also useci, having 384, 
1512, 6020, and 23,700 ceh, which correspond roughly to the quadrilateral meshes 
and wfiich respectively required 33, 48,42, and 37 iterations to reach convergence. 
The normalized velocities for the solutions are plotted dong a skewed vertical 
line through the centre of the cavity in Figure 3.11 and dong a ho1 Lontal line 
through the centre of the cavity in Figure 3.12. 
3.5.3 Flow over a Backward-Facing Step 
The final test case involves I-ar flow over a backward-facing step. The geometry, 
shown in Figure 3.13, is identical to that given in the benchmark paper by Gartling 
[25]. The domain length is L = 30, the step height is b = 0.5, and the origin is placed 
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(a) Quadrilaterai me& (19x19 ceh) .  (b) 'Eangular mesh (384 cells). 
Figure 3.10: Coarse rnesbes used for shear-driven skewed cavity test case- 
at the top of the step. M y  developed flow is assumed at the inflow boundary: 
which gives an average i d o w  velocity of Z = 1. As in the benchmark paper, a 
Reynolds number of Re = @(2b) /p  = 800 is used. Although this flow is not 
experimentaiiy realizable (three-dimensional effects appear at about Re = 400 [6]), 
it is still a popular test case because of its dïfEculty [28]. The difficulty stems from 
the separation zones dong the lower and upper walls. The two primary zones are 
indicated on the figure: the flow behind the step reattaches at z = L1, while the 
£kt bubble on the upper surface detaches at x = LUI and r e a t t d e s  at x = LUz. 
The solution throughout the domain is sensitive to the positions of the bubbIes, 
leading to slow convergence and a strong sensitivity to discretization error. 
This problem has been solved on coarse, medium, and fine triangular meshes, 
respectively having 2241 cek ,  8947 ce&, and 37,513 ce&. These meshes have 
nonuniform densities, with one grading factor for O < s < 10 and another for 
10 < x < 30. The graidings are such that the cells at z = 10 are 1.5 times larger 
than a t  x = O and the cells at x = 30 are four times larger than at z = O. The 
problem has also been solved on coarçe, medium, and fine quacldaterai meshes, 
having 1600.6400, and 15,600 cells. The quadrilateral meshes have uniform spacings 
in the y - direction, In the x-direction, 75% of the nodes are distributed uniforrnly 
in the region O < x < 15 and the remainder are distributed nonuaiformly in the 
remainder. The ceil aspect ratio in the upstream portion of the duct is five. In ail 
cases, convergence was relatively slow - typicaily 100-150 iterations were required 
to reduce the normaIized residuals below 
T h  calculated detachment and reattachment points are tabulated in Table 3.2, 
together with the benchmark values. They are determined as the points where 
the wall shear stress changes sign- The results indicate that a mesh-independent 
resdt has not yet been reached with the finest meshes, but the solutions feature 
the correct trend toward the benchmark solution. The results &O suggest that 
the quacirilateral meshes give somewhat better results t han the trïangular meshes. 
This appears to be retated to the aspect ratios of the quacirilateral celis: for a given 
mesh size, they resolved the flow features in the transverse direction better than 
the triangular cells. 
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u- 
(a) Quacirilaterai meshes. 
(b) 'lkianguiar meshes. 
Figure 3.11: Normalized u-velocity dong a skewed vertical Iine through the 
centre of the cavity for the sbear-driven skewed cavity test case. 
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(a) Quadrilateral meshes. 
(b) Triangular meshes. 
Figure 3.12: Normalized v-velocity dong a horizontal line through the centre of 
the cavity for the shear-dnven skewed cavity test case, 
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Figure 3.13: Geometry of backward step test case, with b = 1 and L = 30. 
Table 3.2: Separation points for the backward step test case. 
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Unsteady Flows 1: Space-Time 
Mesh Generation 
4.1 Introduction 
In the previous chapter a f i t e  volume methodology for solving steady-state con- 
servation equations was presented- By extending this methodology to the t h e  
dimension, the next two chapters will develop the IST finite volume method for un- 
steady fl ows. This chapter is devoted to space-time meshing for moving boundary 
ptoblerns, and the next to the IST discretization procedure, 
Just as conventional discretization met hods fiil the spatial domain with a spatial 
mesh, so also space-the methods fill the space-tirne domain with a space-tirne mesh. 
Thus the dimension of the mesh is increased by one: for two-dimensional problems, 
the mesb has two spath1 dimensions plus a t h e  dimension. 
Space-time methods usually split the space-tirne domain into time slabs, in 
order to decouple the solution at a particular time from those at later times. There 
bave been various approaches to meshing individuai t h e  slabs. In many of thern, 
the space-time elements foilow the flow, Ieading to a Lagrangian method [29,30]. 
T hese methods typically require periodic global remeshes and solution projections in 
order to avoid mesh distortion and tangling. Another approach has been to tesseliate 
every tirne slab with siniplex space-time elements [24], which seems expensive for 
higher-dimensional pro blems. 
The space-time meshing algorithm presented here avoids global remeshing en- 
tirely, instead using only local mesh modifications near the moving boundaries. The 
algorithm will first be outlined for one-dimensional prob!ems, followed by a more 
involved explmation for two-dimensional problems. 
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4.2 One-dimensional problems 
This section describes the space-time meshing algonthm for one-dimensional moving 
boundary problems, The space-time domain is first subdivided into time slabs, as 
shown in Figure 4.1, and each time slab is med with nonoverlapping ceils. The time 
slabs are bounded by t h e  planes tn and tnf l. Each t h e  plane is covered with a 
spatial mesh, which forms a boundary for the space-time tek above and below the 
t h e  plane. 
Figure 4.1: Division of space-time domain into time slabs. 
In principle, the mesh within a time slab may be quite general. For hpl ic i ty ,  
aII ce& are required to span the distance between times tn and t n f l .  The ceils are 
two-dimensional and bounded by two different types of faces: t h e  faces, whkh lie 
on a time plane, and space-time faces, which span the distance between time planes. 
When tessellating a time slab, the existing spatial mesh on the lower time plane 
tn is used to sunultaneously generate the spatial mesh on tn+' and the space-time 
mesh between the time planes. For the 6rst time slab, the spatial mesh at time ta 
must be given. In one dimension, this initial mesh consists simply of a predehed 
number of vertices evenly spaced over the length of the spatial domain, as weii as 
the time faces of length which which join the vertices. 
The time slab meshing algorithm uses a four step-process, as illustrated in 
Figure 4.2. In step (a), the Iowa spatial mesh is extrudecl in time to generate 
a space-time face from each vertex and a quaMaterd ceii from each time face. 
In step (b), the boundary vertices on the new time plane are moved to their new 
prescribed locations. This step may produce time faces which are too long, too 
short, or even tangled. Step (c) therefore modifies the mesh topoIogy next to the 
boundary by adding or removing vertices- A vertex is added next to the boundaxy 
if the time face length is too long, 
and removed if it is too short, 
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Adding a vertex generates a triangular ceU having a vertex on the Iower time plane 
and an edge on the upper tirne plane (right side of figure). Removing a vertex 
generates a triangular cell having an edge on the lower t k e  plane and a vertex on 
the upper time plane (left side)- O, and are defmed parameters. FinaUy, in 
step (d) the vertex locations on the new time plane are smoothed. 
Figure 4.2: Generating a mesh for a time slab: (a) extrude in time; (b)  move 
boudaries; (c) add/remove vertices; (d) smooth. 
The algorithm as described places a restriction on the dowable time step: no 
more than one vertex may be added or removed next to a boundary in a tirne step- 
However, for one-dimensional problems, it is not hard to m o w  the algorithm to 
allow additionai vertices to be added or removed. An example of a space-time mesh 
generated with this algorithm is shown in Figure 4.3, where a domain has its left 
boundary fixed at x = O and its right boundary varies according to x = -5 sin(?rt). 
The space-time mesh is shown for O < t < 3 using time steps of At = 0.1 and ten 
ce& on the initial time plane. 
4.3 Two-dimensional problems 
Space-time meshing for two-diniensionai problems follows the same general ap- 
proach as with one dimension, but the steps are more involved. As in the one- 
dimensional case, time slabs are used, with space-time c e h  spa,uning the distance 
between the time planes. Generating the space-time mesh requires tracking two 
types of topologies: the two-dimensional spatial mesh on each t h e  plane and the 
space-the mesh which joins the time pIanes. A good space-time mesh requires 
having quaiity meshes for both of these. The initial spatial mesh for the t0 time 
plane is generated by EasyMesh [47]. For çimplicity, oniy triangular time faces are 
considered. 
The hrst step in the meshing aigorithm involves extruding the spatial mesh 
which lies on the lower t h e  plane. Edges generate quadrilaterd space-time faces 
and time faces generate triangular prism. Next, vertices which lie on moving 
4 Unsteady Flows 1: Space-Time Mesh Generation 40 
Figure 4.3: Space-tlme me& for a one-dimensional problem having a fixed Ieft 
boundary and oscillating right boundary. 
boundaries are moved to their new locations. Third, modifications are made to 
the mesh topology near the boundary to maintain mesh quality. This step is the 
most involved, and is discussed in fwther detail below. FinaUy, one or two layes 
of vertices next to the boundary are smoothed. 
Modifying the mesh topology introduces new types of space-time faces and ce&. 
The faces have one of three possible shapes, shown in Figure 4.4. The tinmodified 
topology is a quanlrilaterai, having an edge on both the lower and upper time planes. 
Two triangular topologies may also be encountered. The face types are Iabeiled 
according to how they appear on the lower and upper time planes; eg., a VERT- 
EDGE face has a vertex on the lower t h e  plane and an edge on the upper. 
The ce& have one of six possible topologies, shown in Figure 4.5. The unmod- 
ified topology is a triangular prism, having a triangular time face on both the lower 
and upper time planes. Two pyramid shapes, having a triangular time face on one 
time plane and an edge on the other, may &O be encountered. Three tetrahedra 
are also possible: two have a tfiangular t h e  face on one time plane and a vertex 
on the other, and the third has an edge on both time planes. 
Topology changes near the moving boundary are grouped into three categories: 
adding and removing vertices adjacent to the moving boundary, adding and remov- 
ing vertices on the b o u n d q  itself, and diagonal swapping. Permitting ail of these 
on any given time slab Ieads to a host of interactions between the difEerent opera- 
tions which have to be explicitly considered. The number of interactions is reduced 
by pennitting only one category on a particdar time slab. Each type of modification 
is now considered. 
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EDGEEDGE EDGEVERT VERT-EDGE 
Figure 4.4: Space-the face topologies for two-dimensional problems. 
(a) TRI-TRI (b) EDGETFU (c) TRI-EDGE 
(d) VERT-TRI (e) TRI-VERT (f) EDGE-EDGE 
Figure 4.5: Cd topologies for twdimensional problems. 
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4.3.2 Adding and Removing Vertices Adjacent to the Bound- 
=Y 
Deciding where to add and remove vertices adjacent to the moving boundary in two 
dimensions foilows the criteria for one-dimensional problems. Define to be the 
average edge length on the initial time plane, and L to be the distance of a vertex 
to a moving boundary. A vertex must be added if the distance is too long, 
and removed if it is too short, 
In order to maintain mesh quaiity when these operations are carried out, it is 
essential that the spatial mesh on the new time plane retain its original structure. 
Figure 4.6 distinguishes between two types of vertices on a time plane. The face 
vertex is connected to the boundary by a face, whereas the edge vertex is connected 
by a single edge. Removing these vertices resuits in d8erent topological changes, 
as does adding new vertices when they are too far from the boundary. 
(a) Face vertex (b) Edge vertex 
Figure 4.6: Types of vertices which may be connected to a moving boundary. 
The me& lies on a time plane and the boundary is indicated by the hash marks. 
Adaing a vertex 
When a vertex is added, the topologies of both the spatial mesh on the new time 
plane and the space-time mesh are modiâed. The change to the new time plane is 
relatively straightforward, as iliustrated in Figure 4.7. The resulting topology of the 
t h e  slab, shown in Figure 4.8, is more cornplex. When adding an edge vertex, the 
topological changes can be separated into a left and a right section, each consisting 
of a TRI-VERT celi and two EDGETRI cells. When adding a face vertex, the same 
two sections appear, but now sandwich a central piece consisting of a TM-VERT 
ceii and an EDGETRI c d .  
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(a) Adding a face vertex 
(b) Adding an edge vertex 
Figure 4.7: Topological changes to t h e  plane when a vertex is added. 
(a) Adding a face vertex (b) Adding an edge vertex 
Figure 4.8: Topological changes to t h e  slab when a vertex is added. The dotted 
lines illustrate how the pieces gIue together. 
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These operations have assumed that only a single vertex is added in isolation. 
When adjacent vertices are added, the interaction between them must also be con- 
sidered. For example, Figure 4.9 iliustrates vertices added to adjacent tïme faces. 
The new t h e  plane features a quaMateral face which must be triangulated. The 
resuiting mesh has a squarish appearance- The space-the niesh for this operation 
has been split into six sections. The Ieft and right sections of Figure 4.8 reappear, 
and the central section reappears twice- In the very center, two additional pieces 
appear, which arise from the interaction between the two vertices. The centre- 
left piece is composed of a TRI-VERT and an EDGETRI celi (which also form 
two-thircls of the right section of Figure 4.8(a)). The centre-right piece has an 
EDGEEDGE ceII sandwiched by two VERT-TRI ceils. 
(a) Changes to time plane. The shaded quadrilateral Uustrates h m  the mesh takes 
(b) Structure of time slab 
Figure 4.9: Topological changes when two vertices are added. 
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Removing a vertex 
Removing a vertex is roughly the reverse procedure of adding a vertex. The t o p e  
logical changes to the time plane are shown in Figure 4.10. The operation consists 
of removing ail edges on the tirne plane which touch the vertex and retriangulating 
the resulting polygon. The examples shown are unambiguous, but in other cases, 
where the vertex to be removed has more neighbours, the retriangulation must be 
done in such a way that the mesh quaJity does not deteriorate. 
(a) Removing a face vertex 
(b) Removing an edge vertex 
Figure 4.10: Topologicai changes to time plane when a vertex is removed. 
The topological effects of removing a vertex are illustrated in Figure 4.11. The 
space-time ceils are inverted versions of those which appear when a vertex is added 
(Figure 4.8). For every time face which shares the vertex on the old time plane, 
a TRI-EDGE ceii appears which causes the t h e  face to coilapse into the edge 
opposite the vertex. In addition, for each new time face which appears on the 
new time plane, a VERT-TRI cei l  appears. When the vertex being removed has 
more neighbours than the examples shown here, the central section becomes more 
comptex. Removing adjacent vertices is also more involveci than removing a single 
vertex; however, the situation is quite simirar to adding adjacent vertices. 
4.3.3 Adding and Removing Vertices on the Boundary 
Adding and removing vertices on the moving bounda.ry itself is also based on dis- 
tances. If a b o u n d q  edge is too long a vertex is added at its rnidpoint. If the 
boundary edges adjacent to a vertex are too short, the vertex is removed. The 
resulting topological changes to the time plane and time slab are one-sided relatives 
of the corresponding changes when edge vertices are added or removed adjacent to 
the boundary (haIf of Figures 4.8(b) and 4.11(b)). 
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(a) Removing a face vertex (b) Removing an edge vertex 
Figure 4.11: Topological changes to tirne slab when a vertex is removed. 
4.3.4 Diagonal swapping 
In some cases diagonal swapping is also required to maintain mesh quality. This 
process is ihstrated in Figure 4.12. The space-time ce& having two t h e  faces 
on each of the lower and upper tirne planes, is more complex than the primitive 
shapes presented in Figure 4.5. The ceU could be decomposed into tetrahedra if 
o d y  a single swap is performed. If two adjacent diagonals are swapped, however, a 
decomposition is impossible. For this reason, the ceU is kept as a composite. 
4.3.5 Geometry Calculations 
The cd-centered flow solver requires the calculation of several geometrical entities. 
Areas and centroids are required for time faces; aireas, centroids, and normal vectors 
for space-time faces; and volumes and centroids for cells. 
The faces and ce& through most of the time slab are extruded kom the lower 
time plane, and their geometries are easily calculated. Only near moving bound- 
aries, where vertices have been added, removed, or moved, are more extensive cal- 
culations required. These calculations are explained below. 
The geometries of time, EDGEVERT, and VERT-EDGE faces are straightfor- 
ward, as they are triangular. The geometries of EDGEEDGE faces are ca ldated  
by introducing an auxiliary point as the average of the four bounding vertices. The 
auxiliary point is used to decompose the face into four triangles, whose areas are 
summed to obtain the face area and whose centroids are weighted by area and 
averaged to obtain the face centroid. 
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(a) Changes to time plane 
(b) Structure of space-tirne 
ceii 
Figure 4-12: Swapping a diagonal. 
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A similar process is used for the cell calcuIations. The geometries of VERT- 
TRI, TRI-VERIT, and EDGEEDGE celis are easily caicdated, as they are tetrahe- 
dra- For the remaining cell types, an auxiiiary point is used to decornpose the cell 
into tetrahedra (14 for TRI-TRI celis and 8 for EDGETRI and TRI-EDGE cells). 
Cell volumes are obtained by siimming the tetrahedral volumes, and cell centroids 
are obtained from the volumeweighted average of the tetrahedral centroids. 
It  shodd be noted that, although a Green-Gauss theorem could be used to 
caiculate c d  volumes, it is stiil necessary to decompose the cell into tetrahedra 
for the centroid caiculation. This is because the Green-Gauss surface integral for 
the centroid position has quadratic tenns, which cannot be solved exactly using a 
singlepoint quadrature- 
4.3.6 Test Cases 
To Uustrate how the aigorithm works in practice, consider a square cavity having a 
dimension L. The right boundary of the square moves back and forth in a sinusoida1 
manner. The amplitude of the oscillation is 0.75L and the period of oscillation is 
T. The initial geometry is meshed using 670 triangles and 80 t h e  slabs are used 
per period. Figure 4.13 shows the resulting mesh on time planes O < t < 1.125T in 
intervals of 0.125T. The results clearly show that good mesh quality is maintained 
throughout the oscillation. 
Other cases involving more complex boundary motion wiil be presented later 
in the thesis. 
4.3.7 Discussion 
The results for this test case and others indicate that the method works well on a 
variety of probIems. There are some limitations, however. First, unlike the one- 
dimensional case, there is a CFLtype restriction (based on the bouadary vertex 
speed) on the t h e  slab thickness. This is due to the excessive complexity which 
wodd be required to allow multiple Iayers of vertices to be added or removed in a 
tirne slab. A further limitation is the assumption of an isotropie spatial mesh on 
the time planes; if necessary, it shouid be possible to extend the dgonthm to other 
cases as well. In addition to these limitations, the algorithm is relatively complex 
to  code: many special cases, particularly near corners, must be considered. 
Despite these limitations, the method has some significant advantages. The 
main advantage is its computational efficiency, By using a four-step procedure of 
extmding the mesh on the old time plane, moving the boundary vertices, adding 
and removing vertices near the boundary, and smoothing on the new t h e  plane, 
mesh quaiity is maintained while avoiduig global remeshes. 
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Figure 4.13: SpatiaI mesh for cavity test case on time pianes O < t < 1.125T in 
intervais of 0.125T. The sequence runs by column, 
Chapter 5 
Unsteady Flows II: The Integrated 
Space-Time Finite Volume Method 
In this chapter, the IST discretization will be describeci. It will begin by rewriting 
the governing equations in a form which rinifies the terms involving space and t h e .  
Next, the space-time control volumes will be chosen. The discretization procedures 
for the unsteady scalar conservation equation and the Navier-Stokes equations wiU 
then be described, and the chapter will condude with a validation test case. 
5.1 Mat hematical Formulation 
Underlying the IST concept is the premise that, just as conservation principles 
apply to both space and tirne, so should the discrete finite volume principle. In 
order to translate this premise into a numericd algorithm, it is helpu to rewrite 
the governing equations in a fonn which unifies space and tirne. This will be done 
first for the scdar equation, presented earlier as Eq. (2.10): 
The IST formulation requires the use of space-time vectors, which are distin- 
guished from purely spatial vectors by a prime. A s  space-time vectors have an 
increased span, the subscript t is dehed  to be one more than the number of spatial 
dimensions. Thus the time coordinate is dt- 
By defining a " t h e  velocity" ui = 1, the transient and advection terrns of 
5 Unsteady Flows II: The Integrated Space-Time Finite Volume Method 51 
Eq. (5-1) are combined as foiIows: 
We must also ensure that the other terms maintain the special nature of tirne. For 
instance, diffusion o c c m  in space but not in tirne, The anisotropy of the space-time 
continuum is reffected by the definition of a space-time metric tensor y:, 
For instance, if there are two spatial dimensions, then $j expands to 
Then Eq. (5.1) may be rewritten as 
where 
In the same manner, the continuity equation (m. (2.1)) may be written in IST 
form as 
and the momentum equation (Eq. (2.5)) as 
where 
In the momentum equation, the free index i varies over the spatial dimensions. It 
is fascinating to observe, however, that if the time component is considered, the 
continuity equation is recovered. It is therefore possible to express the m a s  and 
momentum system as a single "space-time momentum equation" . For our purposes, 
however, there does not seem to be any advantage in doing so, and the continu* 
and momentum equations will be considered separately. 
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5.1.2 Integral Forms 
When applying the finite volume principle to steady problems, the differential equa- 
tions are integrated over a control volume fi- In the same manner, the ET finite 
volume principle requires the integration of the differentid equations over a space- 
time control volume R I .  Doing so for the scalar equation, Eq. (54, gives 
Using Gauss' divergence theorem, the volurne integrals are converted to surface 
integrals: 
where S' is the space-time surface bounding n' and nf is the outward-directed 
space-time normal to SI. 
The only volume integral in this equation d e s  from the volumetrie source 
term- Al1 other terms, including the transient tenn now combined with the advec- 
ticln term, involve surface integrals. This occurs because ail corresponding terms in 
Eq. (5.5) are in divergence form, illustrating that conservation principles apply both 
to space and time dimensions. So an interpretation of Eq. (5.11) is: the net outflow 
of t$ fiom Zt' is balanced by intemal generation- Iii contrast, the conventional form 
(Eq. (2.14)) is interpreted as: the rate of change of 4 in R is balanced by the net 
inflow rate through the surface and the intemal generation rate. This conceptual 
simplification also yields algorithmic simplifications, for the Leibnitz rule and GCL 
do not need to be considered- New complexity is introduced, however, fcom the 
time dimension of the control volume. 
Another advantage of the IST formulation follows fiom the combination of 
transient and advection tenns, As a result, the same discretization may be used for 
both. This will be dernonstrateci Iater. 
Following the same procedure, the integral fonn of the continuity equation is 
and of the momenturn equation is 
5.2 Choice of Control Volumes 
In Section 3.2, ditfient issues afFecting the choice of control volumes for steady 
fiows were discussed. With IST, the same choice between cell-centered and vertex- 
centered methods is faced. One additional issue must &O be addressed: the need 
for a time-marching algorithm. Tinmrnarching is possible provided there are time 
5 Unsteady FIows II: The Integrated Space-Time Finite Volume Method 53 
planes across which the solution field is discontinuous. This is ensureci if time slabs 
are used together with a cd-centered method, so long as the fluxes through time 
faces are discretized using "upwindn (fkom the previous time slab) information. 
Vertex-centered methods, on the other hand, explicitly require the soIution to be 
made discontinuous using the discontinuous Gaierkin method [35] - A ceil-cent ered 
method is chosen in this study. 
5.3 The Scalar Conservation Equation 
In this section, the IST algorithm for the scalar conservation equation is described. 
The integral form of the equation was given eariïer as Eq. (5.11). Dropping the 
source term, we obtain 
or, in vector notation, 
The surface integrais are approximated using the midpoint rule. The resulting 
discrete form of the equation for each control volume is 
where, as in the steady algorithm, Fr and F t  respectively represent the numerical 
advective and diffusive transport through each face. Transient effects are incIuded 
in the advection term. Typical faces which bound space-time control volumes for 
one spatial dimension are iliustrated in Figure 5.1. Important vectors shown on the 
diagram are ni (or ii'), s i  (or SI), and ri (or r'), which are space-time extensions of 
the vectors shown in Figure 3.1 for the steady algorithm. 
Before deriving expressions for the numerical fluxes in terms of the ceil cen- 
troid values of #, the method for calculating space-time ceil gradients of q5 wiU be 
presented. 
5.3.1 Cell Gradient Vectors 
A procedure for calcuiating ceU gradient vectors for steady problems was described 
in Section 3.3.1. In space-tirne, the gradient vector also indudes a thne component 
and is therefore denoted by VI$. The extension of the least-squares method to 
space-time is straightforward. Consider aU space-time neighbours of cell P, as 
Uustrated for one spatial dimension in Figure 5.2(a). Note that the space-time 
neighbours from the next time siab cannot be included, for they are not yet known; 
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(a) An internai space-time face (b) A boundary space-time face 
(c) A time f&ce 
Figure 5.1: Typicai control volume faces in space-tirne. 
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this leads to a one-sided stencil in t h e .  The components of the gradient vector are 
determined fiom the matrix equation 
For some degenerate space-time cells, such as the trianguiar c d  shown in Fig- 
ure 5.2(b), this matrix may be poorly conditioned and the stem51 must be modified 
to include c e k  fiom the previous time slab. 
Figure 5.2: Least-squares stencil used in cdculating ceii gradient vectors- 
For two spatial dimerrsions. the ceil gradient vector includes three components, 
and is caIculated from the following m a t h  equation: 
The stencil for cells which are degenerate on the Iower t h e  plane (Le., VERT-TRI, 
EDGETRI, and EDGEEDGE tells) m u t  be modified to include ce& fkom the 
previous time slab. The gradient vectors are underrelaxeci in the same manner as 
described in Section 3.3.1. 
For the steady solver, the weighting factors were chosen to be the squared 
inverse of the distance between the c d  centroids. For one case having a significantly 
nonuniform mesh (Section 6.3.4), this proved to be unstable. Consequentiy, the 
inverse distance, which favours more distant neighbours, has been used for al1 test 
cases. 
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5.3.2 Advection Term 
The advective transport through a face is 
Fr" = Jf4f, 
where 
Jf = pu' . fi'sf (5 -20) 
is the mass transport through the face. Jf has distinctly diEerent interpretations at 
space-time and time faces. At space-tirne faces, it represents the quantity of mass 
which crosses the face during the time sIab, whereas at time faces it represents the 
quantity of rnass at that time Ievel. At both faces, is obtaîned fiom the same 
upwind-biased approximation: 
It is interesthg to note that choosing 9 = O on orthogonal spacetime gives a dis- 
cretization equivalent to the backward Euler approximation for the transient tenn. 
SimSarly, "downwinding" in t h e  would be equivalent to  the fomard Euler a p  
proxhation, and = 1 is similar to a three-level second-order backward-clifference 
scheme- The current fkamework, however, is capable of mahtaining second-order 
accuracy also on general space-the meshes. 
The value of q5f must be spedied at ail inflows into the space-time domain. 
This includes not only traditional idow boundaries but also the initial time plane 
tO, where ut - fit = -1. The d u e s  of specified at these time faces are precisely 
the same as initial conditions specified in traditional methods. 
Nonlinear expressions for 8 may &O be used. For instance, the limiter of 
Barth and Jespersen [IO] may be extended to space-time by requiring that aU & 
around a cell be bounded by the space-time neighbours of the cell. The space-time 
neighbours fiom the next time slab must be excluded, however, for they are not yet 
known. As a result, accurôcy is reduced to first order not o d y  near extrema but 
also wherever temporal gradients are large cornpared with spatial gradients- 
As a test case illustrating aspects of this advection scheme, consider the one- 
dimensional advection of a scalar in a spatial domain O < x < 2 for O < t < 1. 
Figure 5.3 illustrates the space-tirne domain. The velocity is two units to the right, 
and the uùtiaI and boundary conditions are 4(z, 0) = O and b(0, t )  = 1. The 
problem is solved on an orthogonal mesh having 20 c& in the x-direction and 10 
celIs in the t-direction. Solutions ob tained using several discretizations are shown in 
Figure 5.4- The exact solution, which is to maintain the discontinuity between the 
initial and boundary condition dong the characteristic line (alignecl with the space- 
thne velocity vector) is &O included. The solutions obtained by solving ail slabs 
simultaneously, such that all space-time neighbours are included in the gradient and 
limiter calculations, are also shown. 
Most of the solutions bahave as expected. The piecewise constant scheme (b) 
is very diffusive. When all slabs are solved together, the piecewise linear scheme (e) 
generates overshoots and undershoots, which are eliminated by the limiter (f) . Two 
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Figure 5.3: Spacetime geometry for advection test case. 
noteworthy features arise from the use of time slabs. First, the piecewise limiter 
scheme (c) has a larger overshoot than when the slabs are soLved together, but no 
undershoot. This &es from the gradient stencil which, beiug one-sided in t h e ,  
skews the discontinuity to one side. Second, the limiteci scheme (d) is more diffusive 
when time slabs are used; this results from the absence of neighbours from the next 
tirne slab in the limiter calculation. 
5.3.3 Diffusion Term 
The diffusive transport is 
where q' is a vector having components 
Unlike the diffusion tenn considerd in Section 3-3.3, this expression involves an 
anisotropic medium. However, the discretization developed in that section may be 
extended to anisotropic situations in an unambiguous manner by recognizing that 
the diffusive flux is driven by the component of the gradient vector in the direction 
of the spatial component of 3. By defining a vector m' having components 
the diffusive transport becomes 
This expression has the same form as Eq. (3.11). It may be decomposed into 
orthogonal and nonorthogonal contributions as foiIows: 
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(a) lExact solution (b) Piecewise constant scheme 
(c) Piecewise linear scheme (d) Limited scheme 
(e) Piecewise linear scheme, slabs 
solved together 
(f) L i t e d  scheme, slabs solved to- 
gether 
Figure 5.4: Space-tirne solutions for advection test case. 
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where 
- 
and VI$ is the average of the adjacent ceIl gradients. In the anisotropic case, 
the natural choice for the scaling factor a is a = m'-Sf. But at some highly 
nonorthogonal space-tirne faces, this choice may produce negative a, leading to 
convergence dif£icuities. Instead we choose 
This diffusion discretization is valid not only for space-time, but also for general 
anisotropic diffusivities. Because of the special nature of $-i in spacetime, however, 
F,d is zero at time faces. 
The behaviour of this discretization has b e n  studied by considering transient 
difhsion in a oae-dimensional rod having unit length and transIating with a velocity 
of 1.5. Dirichlet boundary conditions of zero are applied to the ends, and the initial 
condition is sin(7rx). The andytical solution features an exponentid decay of t h  
initial condition with time. The problem is solved in the range O < t < 0.5. A typical 
space-time mesh and solution, together with the resuitç of a mesh refinement study, 
are provided in Figure 5.5. With a piecewise linear scheme for the advection term, 
the method is second order. With the limiter, the absence of neighbours in the next 
time level reduces the overail accuracy to h t  order, although it is still better than 
the piecewise constant scheme. 
5.3.4 Solution Methodology 
The procedure for iteratuig towards a converged solution within a time s!ab is 
identicai to that outlined for steady 0ow in Section 3.3.4. After converging the 
solution for a time shb, the solution is reconstmcted at the vertices on the upper 
time plane for post-processing. Then the space-the mesh for the next t h e  slab 
is constructed and a new solution obtained. This process repeats until a specified 
stopping tirne is reached. 
5.4 The Navier-Stokes Equations 
The integral form of the continuity and momentum equations using IST notation 
were given as Eqs. (5.12) and (5.13). After approximating the fluxes at  the faces, 
the dismete form of the equations are 
for the continuity equation and 
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. - 
(a) Typicai space-tirne mesh 
(b) Typical solution 
(c) Mesh r e e m e n t  results, with error being RMS 
error and n being the number of space-tirne tells- 
Figure 5.5: Ikansient diffusion in a transiating rod. 
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for the momentum equation. Jr, %, Fei, and F& respectively represent the mass 
flow, advective momentum transport, pressure force, and viscous force a t  each face. 
They are reIated to the corresponding terms for the steady case discussed in Sec- 
tion 3.4, but &O include the transient effects. In the following sections, the dis- 
cretizations developed for steady flow will be extended to space-time. 
5.4.1 Advection Term 
The advective transport of momentum through a face is 
The prime is left off uf,i to emphasize that only the spatial components of momen- 
tum are relevant. The same upwind-biased discretization described for the scaIar 
equation is used for uf,+ As with the steady Navier-Stokes equations, a nonlùiear 
limiter is not used. Instead, by choosing 9 = 1, second-order accuracy is achieved 
everywhere. Picard iteration is used to Iinearize the advection term. 
5.4.2 Viscous Terms 
The viscous force at a face is given by 
where the prime has again been left off the variables involving the index i, The first 
term is discretized in the same manne as the diffusive flux for the scdar equatioa, 
and the second term is lagged using known ceil gradient vectors. Fi is identicdy 
zero at time faces. 
At boundary faces, Ti must be decomposed into normal and tangential com- 
ponents. This process is similar to that described for the steady equations, but 
additional care is required to ensure that only the spatial normal and tangentid 
vectors are considered. 
5.4-3 Pressure Term 
The pressure force at a face is 
At interior space-time faces, a lineariy-exact centered discretization is used for pp, 
and boundary space-time faces are treated in a simiiar manner as in steady flow. 
At time faces, F<i = O. 
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5.4.4 Mass Flows 
The m a s  flow through a face is given by 
where u;,, is the space-tirne velocity component perpendicular to the face: 
Now, defining uf to be the spatiai components of the space-time vdocity vector, n 
and nf to be the spatial and time components of the spacetime normal vector, and 
usine; the identity U L  = 1, we obtain 
The first term represents the spatial contribution to the mass flow; Le., the m a s  
which exits (or enters) the control volume due to fluid flow. The second term 
represents the temporal contribution; i.e., the mass left behind (or swdowed) as 
the face moves with time. 
At time faces, the spatial contribution vanishes, so 
At space-time faces, the spatial contribution may be discretized in a simdar manner 
as with steady flow: 
where 
and 
The superscript o denotes values from the previous tirne slab. In cases where there 
is no unique space-time face fkom the previous time slab which corresponds to the 
face, an average value is used. 
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5.4.5 Solution Methodology 
The procedure for iterating towards a converged solution within a time sIab is 
identical to  that outlined for steady flow in Section 3.4.5. The time step loop which 
advauces the solution through time is the same as for the unsteady scalar equation. 
Validation 
This section describes a test case involving prescribed b o u n d q  motion, Consider 
a channel featuring a moving indentation in one w d -  Experimental studies of this 
type of flow have been carried out by Pedley and Stephanoff [51], and numerical 
studies have been performed using a vorticity-stream function approach [56] and a 
h i t e  volume method 1161. The geometry is shown in Figure 5.6. The oscillation 
period is T and the nonnaiized time is t* = t /T.  The height of the indentation at  
a particdar time is d e h e d  by 
and the curved portion of the lower wail is desaibed by 
Figure 5.6: Geometry of moving indentation test case, with b = 1. 
As with the previous numerical studies, only the &st cycle of the flow is solved. 
M y  developed conditions are assumed at  the infiow and a t  t = O. Solutions have 
been obtained on a coarse mesh (having 6622 triangles on the initial time plane 
and 50 time slabs) and a fine mesh (having 25,896 triangles and 100 slabs). The 
coarse mesh required 10-25 (but usually 12-20) iterations to reduce ail normalized 
residuh below 10-4 on every time slab. The fine mesh required 9-27 iterations. 
The spatial meshes on various time planes around the downstream end of the 
indentation for the coarse run are given in Figure 5.7. The qualitative nature of the 
solution may be inferred from the u-velocity contours given in Figure 5.8. As the 
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indentation moves into the channel, several downstream separation regions appear 
dong the lower and upper walls. Then, as the indentation recedes, these regions 
are pushed downstrea&and break up. 
Figure 5.7: Mesh ia the downstream vicinity of the indentation for the moving 
indentation test case on time planes t' = 0.1,0.2, . . . , L O S  The sequence runs by 
column. 
More quantitative information can be obtained by plot ting the nondimensional 
shear stress along the channel walls at various time levels. The profïies along the 
upper waU are given in Figure 5.9 aad dong the lower wall in Figure 5.10. Both 
coarse and fine mesh results are provided. The profiles are not entirely the same, 
indicating that a fully mesh-independent solution has not yet been obtained. How- 
ever, they feature the same trends and are consistent with the results provided by 
DemirdZi6 and PeriC [16]. 
A noteworthy feature of the shear stress plots is the presence of smail high- 
fiequency kinks along a few of the curves for the lower wall. These kiuks appear on 
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Figure 5.8: Contours of u-velocity for moving indentation test case on time 
planes t' = 0.1,0.2,. . . ,1.0. 
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(a) Coarse mesh 
Shear stress on upper wall 
0.1 1 1 I I 1 * 
(b) Fine mesh 
Figure 5.9: Shear stress profles dong the upper channel wall for the moving 
indentation test case. 
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(a) Coarse mesh 
Shear smss m bwer waü 
(b) Fine mesh 
Figure 5.10: Shear stress profiles dong the lower channel wall for the moving 
indentation test case. 
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space-the faces which are adjacent to special spac+time cell types, such as ED G E  
TRI or TRI-EDGE cells. The kinkç are much larger when a first-order advection 
scheme is used, indicating that they are discretization-induced, They are apparently 
a consequence of the time offset between the centroids of the boundary face and 
adjacent ceil. 
Chapter 6 
Free Surface Flows 
In the previous chapter, an IST dgorithm for unsteady flows was developed and 
applied to problems having prescribed bounda.ry motion. In this chapter a cüfferent 
class of moving boundary problems is considered: free surfaces flow. The condi- 
tions which hold at kee d a c e s  - the kinematic and dynamic conditions - were 
presented in Chapter 2. By assiirr.ing an ided free surface, the dynamic conditions 
reduce to a slip condition in the tangential direction and an Mposed pressure in 
the normal direction: 
Eq. (6.1) may also be expressed using the modiiied pressure p rather than the tme 
pressure p': 
These conditions are not difficult to apply and are not considered further. 
The greater diEcdty lies with the kinematic condition, which is used to deter- 
mine the interface position. It may be expressed as 
Chapter 2 discussed several approaches to applying this condition. This study 
adopts an adaptive Eulerian scheme. The consemation equations and the kinematic 
condition are solved in a segregated manner, since enforcing them simultaneously 
is an advantage prbnarily for steady flows wbere large time steps are usefil, The 
algorithm used to link the two equations is as follows: 
1. Solve the continuity and mamentum equations, treating the free surface as a 
pressure boundary. 
2. Calculate the mass flows through the fiee surface faces. 
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3. Update the fiee surface position to drive these mass flows to zero. 
4. Repeat steps (1)-(3) until convergence, 
Clearly, steps (2) and (3) are the crucial steps whicb determine the free surface 
position, Conventional finite volume methods find the mas flow rate through a 
free surface face as 
and then dnve it to zero by adjusting the c d  volume adjacent to the face: 
With the IST finite volume method, a space-the formulation of the kinematic 
condition must be satisfied. This condition is stated simply as: no mass crosses the 
space-time faces which lie on the free boundary. Thus step (2) requires fhding the 
mass crossing the space-time faces, 
and step (3) involves adjusting the vertex positions on the upper time plane so that 
Eow this is performed is described in the following sections, first for one-dimensional 
flows and then for two-dimensional flows. Various exampie problerns mill also be 
given. 
6.1 One-Dimensional Flows 
The implementation of the kinematic condition for one-dimensional flows is straight- 
forward. Consider the space-time boundary face shown in Figure 6.1- After solving 
the continuity and momentum equations, a mass Jfs is found to pass through the 
space-time boundary face. To satisfy the bernat ic  condition, a new boundary ver- 
tex location xr, must be found which gives & = O. Rom the definition of Jfs, this 
occurs when 
pu' n' Sf = O, (6.8) 
or, expanding the dot product, 
where u, is the advecting velocity at the free surface face. But the components of 
the normal vector are 
nt& = -(xb -  XE-^), 
n& = At. 
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Solving for zf, gives 
Figure 6.1: Application of kinematic condition for one-dimensional problems. 
Left: before; right: after. 
An equivalent result may be obtained using a residual formulation. Although 
the equation to be solved is Eq- (6.9), at  a particdar iteration there remains a 
residud r (r = Jh): 
where nf is the existing time-cornponent of the normal vector. Subtracting Eq. (6.13) 
from (6.9) gives 
But ntSf = -(xfs - zg-:-') and $Sr = -(x& - xal). Solving for xf. &es 
For one-dimensional problems, either Eq. (6.12) or (6.15) rnay be used to update 
the fiee vertex position. In higher dimensions, however, the equations to be solved 
are nonlinear and the residual form is more useful. 
6.2 Two-Dimensional Flows 
Application of the kinematic condition for one-dimensional flows is straightforward 
because there is one free space-time face for each fiee vertex. Consequently, there 
is one equation which may be used to h d  every free vertex position. Unfortu- 
nately, the same is not true in higher dimensions. For example, consider the two- 
dimensional case show11 in Egure 6.2, illustrating a hypothetical mesh on a t h e  
plane near a free boundary- Depending on whether the corner vertices are free 
or fixed, there may be three, four, or five free vertices dong the free surface. But, 
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assuming that ail the space-time faces are quadrilateral, there axe always four space- 
tirne faces. This austrates that there is in general a mismatch between the number 
of equations (the kinematic conditions for the space-time faces) and the number of 
unknowns (the free vertex positions). The presence of triangular space-time faces 
may also change the balance. 
Figure 6.2: Two-dimensional fiee surface. 
This issue has been noted in the iiterature, although not in the context of a 
space-time method. One work-around is to stagger the control volumes below the 
free surface, such that there is an exact correspondence between the number of 
vertices and control volumes [66]; however, the resultting algorithm complexity is 
significant. Another approach is to introduce new degrees of freedom in the form of 
control points on each face [45]. The kinematic conditions are used to find the con- 
trol point positions, and the vertex positions are obtained by interpolating between 
the control point positions. The disadvantage of this method is the conceptual 
inconsistency in the mesh representation. 
This study adopts a new approach, wherein the kinematic condition is not 
satisfied for each face independently, but rather for an appropriate union of faces 
surrounding each fiee vertex. Define ci to be the set of free faces which touch a free 
vertex. Then, instead of enforcing JF = O for ail fkee faces, the condition 
is enforced for all kee vertices. The weighting factor W j i  determines the fkaction 
of the mass fiow through face j which is apportioned to vertex i. It is chosen as 
wji = l/n, n beùig the number of free vertices which touch the face. In most cases, 
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(a) Etee surface wiggle 
(b) Calculating the redistributeci m a s  
Figure 6.3: A mechan- for damping fiee surface wiggles. 
determined as  the average of the vertex tangents which touch the edge, where each 
vertex tangent is itseif the average of the edge tangents which it touches.) The wig- 
gle will be eliminated when the mass associated with the ara of the cross-hatched 
triangle is redistributecl from vertex P to vertex Q - E A is the triangle area, thea 
Then Jjp  = - Jr and JiQ = Jr. This redistribution is not performed dong faces 
which touch wak, where it may destroy physicdy reasonak.de cufvature. 
All terms in the definition of the mass flows Fi associated with the free vertices 
(Eq. (6.20)) are now defined. Applying the condition that Fi = O for aU fiee vertices 
leads to a tridiagonal Jacobian matrix, which is constructed numerically by coltrmn 
and solved using a tridiagonal matrix algorithm. 
It is valuable to consider the conservation properties of this algorithm- D e h e  
to be the set of free vertices which touch face j .  AIthough the algorithm does 
not satisfy the kinematic condition for ali faces independently, it does s a t e  it both 
globally and in the neighbourhood of each vertex provideci that, for every face, 
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and 
This may be proven by sumrning the mass flows through all free surface faces: 
But if a vertex i 
siimmation may 
kee vertices: 
is in ej1 it must aiso be true that those faces j are also in ci. The 
therefore be shifted fiom being over ail hee faces to being over aii 
because that is the equation being enforced for each vertex. Consequently the 
kinematic condition is satisfied both in the neighbourhood of each free vertex and 
for the free surface as a whole. 
6.3 Validation 
6.3.1 Motion of a One-dimensional Slug 
As an example of the performance of this method for one-dimensional flows, consider 
a slug of fluid of unit length and density. Oscillating pressures imposed on the left 
and right boudaries force the slug to move, as illustrateci in Figure 6.4. The 
boundary pressures are 4sin(4t) on the left side and 3 sin(3t) on the right side. A 
mesh consisting of 10 spatial ceik at t = O and a time step of 0.1 is used to solve 
the problem in the range O < t < 2.5. The space-time meshes for three advection 
schemes are shown in Figure 6.4. The accuracy can be assesseci by comparing the 
boundary of the space-time mesh with the analytical b o u n d q  positions, also shown 
on the plots. Even on this coarse mesh, the soIutions are quite accurate. 
6.3.2 Rotating Slice of Fluid 
The next test case serves to verify the free surface algorithm for two-dimensional 
flows. A slice of fluid, having a length 1 and initiai height ho, rotates about the 
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p = 4sin(4t) [ m = l  1 p = 3sin(3t) 
(a) Problem definition 
(b) Piecewise constant (c) Unlimiteci Piecewise (d) Limited piecewise 
Linear linear 
Figure 6.4: One-dimensional fkee boundary test case. The dashed fine indiates 
the analytical boundary position. 
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x-axis with angular velocity w ,  as illustrated in Figure 6,5(a). At steady-state, the 
fiee-surface profile established by the fluid is 
From this expression a dimensionless spin rate may be identsed as ( ~ 1 ) * / 6 ~ h ~ .  
This flow is modelled by including a volumetric source term pw2x in the 
u-momentum equation. It is solved on a domain having ho = 1 using an ini- 
tial mesh of 247 cells, as shown in Figure 6.5(b). The viscosity is chosen so as to 
ob t ain the steady-state profile relatively quickly without overshoots. Solutions were 
obtained for dimensional spin rates of 1/6 and 1/2. The resuIting final meshes are 
&O inchded in the figure, together with the analytical free surface profiles. The 
anal ytical and computed solutions are nearIy indistinguishable. 
6.3.3 Breaking D a m  
The next test case involves the collapse of a ho-dimensional column of f l ~ d .  Ex- 
periments of this nature using several configurations were performed some time ago 
by Martin and Moyce It is ais0 a common numerical test case [30,34,49,57]. 
The case having an initial aspect ratio ho/wo = 2, where ho is the initial column 
height and wo is the initial width, is considered. As viscous effects are negligible, 
the Bow is modeiled 
and a dimensionless 
as inviscid. A dimensionless time is deiked as 
front position as 
The problern is solved in the time range O < t* < 5 using a coarse mesh 
(having initially 130 ce& and At* = 0.05) and a fine mesh (having 500 c e b  and 
At* = O.025). 
The spatial mesh for the fine a d  results is shown for various time levels in 
Figure 6.6. The figure clearly demonstrates the capacie of the method to hande 
large changes in the fkee surface while maintainhg mesh quality. The only anomaly 
is in the second frame (t* = OS), wbere there is a small kink in the corner resulting 
fiom the mass redistribution near the corner. The kink does not affect the results 
ekewhere in the domain, and other results of the same test case reported in the 
literature reveai similar anomalies. 
To compare the numerical results with the expeïiments, a plot of fiont position 
w* against tirne is given in Figure 6.7. It is important to point out that the m e r -  
imental results have undergone a time shift of At* = 0.3 in order to compensate 
for uncertainties in the t h e  origin. This shift is consistent with what is performed 
(although not acknowledged) in other numericd studies in the literature. Wit h this 
shift, there is excellent agreement berneen the experimental and computed results. 
The plot &O shows that the solution is neady mesh-independent. 
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(a) Problem definition (b) Initiai me& 
(e) Final mesh. = ) (d) Finai mesh. = f 
Figure 6.5: Rotating slice test case. The analytical free surface positions are 
indicated with a dashed line, 
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Figure 6.6: Mesh development for breakhg dam test czse on time planes t' = 
O1 -5, ll 1.5,. . . ,5 -O.  
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Figure 6.7: Cornparison between caldated and experimentd r d t s  for the 
breaking dam test case. The plot shows the evohtion of the dimensionless front 
position w* with dimensioniess time t* . 
6.3.4 Overturning Wave 
A 6nal test case illustrates the capability of this free surface algorithm on a chal- 
lenging fiow - an overturning wave. The wave is generated in a water channel 
by a piston wavemaker, as described by Dommermuth et al. [18]. The piston 
has a tirne-va,rying frequency, amplitude, and phase carefully chosen to generate 
a plunging breaker some distance downstream. These authors performed both an 
experimentd st udy and numerical calculations using a noniinear panel method. 
The wave Channel geometry is illustrated in Figure 6.8. The dimensions are 
normalized by the undisturbed water height , so that the height is 1 m and the length 
20 m. Inviscid fiow is assumed, and the densiw and gravitationai constant are set 
to wiity- These conditions are consistent with those in the numerical calculations of 
Dommermuth et al. [18]. The piston velocity is expressed in terms of its amplitude, 
frequency, and phase, which are in turn defineci by Fourier series- The dominant 
frequencies are in the range of 1-2 rad/s, 
The initial spatial mesh used has 23,170 triangles, whose size vary with position. 
For s < 10, where the primary process is wave propagation, the spacing dong the 
top decreases from 0.04 at 3: = O to 0.03 at x = 10; dong the bottom the spacing is 
0.05. For Il < x < 12.2, where the wave crests and overturns, a more dense spacing 
of 0.01 is used near the surface. For x > 12.2, which is downstream of the region of 
interest, the spacing increases smoothly to 0.2 at x = 20. 
For the overturning portion of the wave, even the spacing of 0.01 is not ad* 
quate, for the thickness of breaking wave may be as small as 0.03. Good resolution 
is partidarly important near regions of high curvature at the plunger nose. If the 
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Figure 6.8: Wave channel geornetry used in overturning wave test case. 
resolution is inadequate, mail kinks rnay appear in the free surface, particuiarly 
when there are irregular space-time cells arising from the addition of a vertex. A n  
example of this behaviour is shown in Figure 6.9. Although the kinks vanish in the 
next time sIab, when the space-time cells are of better quality, they clearly indicate 
an inadequate spatial resolution of the nose. A reasonable resolution for the over- 
twping phase is obtained by reducing the spacing in the range 11.5 < x < 12.2 for 
t > 50.5 according to 0.01/ f ,  where 
This modification forces the spacing to decrease by a fictor of five at  t = 51.8, when 
collision occurs. These spacing functions lead to a mesh which is considerably finer 
at  the end of the computations than at  the beginning: the final mesh, after 3200 
time slabs, has 62,586 triangles. 
An adaptive t h e  step is used, such that no vertex may move more than a 
specified fraction of its local spacing. The &action is 15% if the vertex is moving 
into the domain and 18% if the vertex is moving outward. The difference occurs 
because the space-tùne meshing dgorithm is capable of handling larger t h e  steps 
if the domain expands than if it contracts. With this adaptive procedure, the time 
step is about 0.00035 at the end of the computations. The initial time step is 
set to 0.1, which is approximately one-fortieth of the piston period. Typicdy 3-5 
iterations were required eacb t h e  step to reduce aU residuals below 
Several enhancements to the space-tirne meshing algotithm described in Chap- 
ter 4 were required for this test case. First, the dgorithm has b e n  extended to 
nonuniform mesh spacings by basing the decision to monifv the topology on local, 
rather than global, length scales, A second change is the srnoothing of two layers 
of interior vertices rather than ody  one. Third, the topological modifications have 
been improved to ensure good quzllity mesh near regions where concave or con- 
vex surfaces (during wave cresting and overturning) undergo perpendicular motion. 
This step requires insertion and removal of interior vertices based r)n tangentid 
criteria in addition to the perpendicular criteria outlined in Chapter 4. Finally, to 
avoid complexities near the corner of the piston and the free surface, vertices are 
not added or removed due to the piston motion- Instead, the x-positions of the 
vertices between the piston and z = 1 are calculateci by srnoothing. 
Two solver difficulties have also b e n  encountered. The fi& is reiated to the 
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Figure 6.9: A kink near the nose of the overturoiag wave arising fkom inadequate 
resolution and irreguiar space-time cells. 
weight ing factors in the least-squares gradient comput ation. Originally the weights 
were the square of the inverse distance between the points used in the gradient 
stencil; however, tbis proved to be unstable near x = 12 where the mesh has a highly 
nonuniform spacing. B y changing the weights to inverse distances, the inst abilities 
vanished. The final nui used a mesh with a srnder nonunifonnity and was stable 
with the original weights- Nevertheless, the modSed weights were used to generate 
the results reported hem. AU previous test cases were also re-executed with the 
modification to ensure that the change does not have adverse consequences. 
The second solver difficulw is related to the behaviour of the pressure calcu- 
lation for the very smail time steps experienced toward the end of the simulation. 
According to Eq. (5.39), the pressure dissipation coefficient is 
For smaü At, ff tends toward Atlp, in which case it may become very small. As a 
result, smail changes in normal velocities (generated by vertex smoothing) iadïïce 
large pressure spikes, which in tuni contaminate the solution. As a work-around, 
the coefficient was changed to 
where r = 1 for t < 50.5, 10 for 50.5 < t < 51, and 100 for t > 51. This modification 
recognizes that the expression for f r  is somewhat arbitrary. 
The experimental and numerical raults provided by Dommermuth et al. [18] 
include surface elevations at various locations dong the wave charnel- The ele- 
vations at the same locations using the current results are plotted in Figure 6.10. 
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The agreement with the experiments and cornputations of Dommermuth et al- is 
excellent, the biggest ciifference that the second-Iast wave passing through x = 9.17 
has a Iower amplitude in the m e n t  resuits- It is not clear which amplitude i s  more 
consistent wit h the experiments. 
Outhes of the predicted surface profile during the overturning stage are plotted 
for various times in Figure 6.11. The final fkme (t = 51.81) illustrates that the 
method does m t  handle the coilision phase: a limitation in Mplementation but not 
in concept. 
Figure 6.12 shows a close-up of the mesh at t = 51.80, just before collision- The 
shape differs somewhat fiom the more vertical plunge predicted by Dommermuth 
et al,. Consequently, they have a shorter time (by about 0.2 seconds) to collision. 
Rom a qualitative perspective, the m e n t  results appear more consistent with real 
waves [521. 
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Figure 6.10: Free sudace elevations agaïnst time at various Iocations in the wave 
channel for the overturning wave test W. 
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Figure 6.11: Outlines of the overturning wave at times t = 50.70, 51.05, 51.24, 
51-40, 51.54, 51.65, 51.76. 
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Figure 6.12: Close-up of the overturning wave at t = 51.75. 
Chapter 7 
Conclusions and Recommendat ions 
7.1 Conclusions 
This research has developed a finite volume methodology for steady flow, unsteady 
flow, and fiee surface flow. The new attributes for steady flow are summarized 
below. 
The diffusion discretization is second-order and linearly-exact. This is achieved 
by decomposing the diffusive flux into orthogonal and nonorthogonal compo- 
nents. Linearity-preserving gradients are used for the nonorthgond component. 
By making the decomposition optimal, the discretization extends unambigu- 
ously to anisotropic media- 
* A second-order correction to the approximation for face pressures and advecting 
velocities ensures that these terms are linearly exact- 
* Extrapolating pressure to waU boundaries based on consistency with the dis- 
cretization of advecting velocity is useful for triangular meshes where the least- 
squares matrix for the c d  pressure gradient would otherwise be singdar, 
Good convergence behaviour is achieved by targetting ceii gradients and those 
regions where the mesh is nonorthogonal for underrelaxation. 
The attributes for unsteady flow are given below. 
The ET fiamework enforces discrete consemation in both space and t h e ,  
even when vertices are added and removed. There is no need to consider the 
geometrical conservation Iaw or the Leibnitz Rule. 
The discretizations of space and time are iinified. Second-order accuracy in 
time is thereby reached in the same manner as in space. If limiters are used 
to enforce bomdedness with time slabs, however, accuracy may be reduced to 
first-order. 
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The space-time meshing strategy for one- and two-dimensional moving bound- 
problems is based on making local mesh modifications n e z  the boundary. 
The attributes for kee surface flow are described below. 
O The kinematic condition is applied to vertices rather than faces. As a result, 
it is enforced not for each face independently, but rather for a subset of faces 
in the neighbourhood of each vertex. The mass redistribution mechanism for 
damping wiggles is an essential part of the method. 
O The method applies to flows experiencing severe boundary motion, such as 
overturnllig waves- 
7.2 Recommendat ions 
Although this work represents a significant advance in the modelling of moving 
boundary problems, more work remains to be done to extend it to new types of 
problems. Some possibilities are given below. 
O The space-time meshing algorithm has been adequate for the flows considered 
in this thesis. However, it does have some disadvautages: it is relativeiy cum- 
bersome to code, it is not clear how to extend it to three-dimensional problemç, 
and it is not ciear how to extend it to time-accurate adaptive meshing. Further 
work must be done in generalizing the algorithm or in developing another mesh 
generation framework, 
o The basic concepts of the free surface flow algorithm appear to hold for three- 
dimensional flows, with or without IST. Demonstrating that this is the case 
would be a valuable accomplishment. Incorporating sutface tension in the 
algorithm would also be useful, 
O The use of ET to achieve a conservative time-accurate solution-adaptive mesh- 
ing algorithm would be useful. 
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