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The existence of a local solution to the Sp(2) master equation for gauge field
theory is proven in the framework of perturbation theory and under standard
assumptions on regularity of the action. The arbitrariness of solutions to the
Sp(2) master equation is described, provided that they are proper. It is also
shown that the effective action can be chosen to be Sp(2) and Lorentz invariant
(under the additional assumption that the gauge transformation generators are
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1 Introduction
It is well known that the quantization methods for gauge theories in Lagrangian and
Hamiltonian formalisms can be generalized to include ghost and antighost variables in
a symmetric way [1]–[10]. In that case two nilpotent (BRST and anti–BRST) charges
appears. Ghost and antighost variables, BRST and anti–BRST charges and the pair of
equations for the effective action form Sp(2) doublets. In [2]–[7], the formal proof of the
existence of a solution to the Sp(2) master equation and description of the arbitrariness
of solutions were given. In those papers, however, the locality of the effective action was
assumed as a hypothesis. In [11], the existence of a local solution to the Sp(2) master
equation was demonstrated by using the Hamiltonian Sp(2) formalism in the case of finite
number of degrees of freedom (it was shown also that the Lagrangian and Hamiltonian
Sp(2) formalisms are equivalent).
In the present paper, we shall prove the existence of a local solution to the Sp(2)
master equation in the field theory. For the standard master equation of the BV formalism
the existence of a local solution, the structure of renormalization, anomalies and related
questions have been discussed in literature (see [12], [13], [14] and references therein). The
method for solving the locality problem is based on considering instead of equations for
functionals, equations for corresponding functions on spaces, which have the fields and
their finite order derivatives in an arbitrary spacetime point as coordinates(jet–spaces
[15]). We apply these scheme to the Sp(2) master equation. In sec. 2 preliminary of
the problem and assumptions on regularity of the action are given. In sec. 3 we give
the proof of the existence of a local solution to the Sp(2) master equation. In sec. 4 we
discuss the arbitrariness of solutions of the equations and show, under some restrictions
on the structure of the solution in the first order in the ghost and gauge introducing
fields, that the arbitrariness of solutions is described by special transformations (gauge
transformations), which do not change the physical contents of the theory. It is also
shown that, under some additional assumptions on gauge generators, there exist Sp(2)
symmetric and Lorentz invariant solutions to the Sp(2) master equation.
In what follows ∂µ designates the total derivative with respect to x
µ, ∂µ1...µk ≡ ∂µ1 · · ·∂µk ,
Dµ1...µk ≡ Dµ1 · · ·Dµk . By a local finite order differential operator (LFODO), we mean
the following
M =
n∑
k=0
gµ1...µk∂µ1...µk ,
where gµ1...µk are functions of xµ, of the field variables and their finite order derivatives,
n is a finite number. Transposed LFODO MT ij relative to M is defined as
(MT ijϕj)ψi − ϕiM
ijψj = ∂µj
µ, (M−1)T = (MT )−1, (MT )T = (−1)εi+εjM ij ,
ε(ϕi) = εi, ε(M
ij) = εi + εj
with arbitrary functions ϕi, ψi and local functions j
µ. All considerations are performed in
the framework of perturbation theory, i.e., in terms of formal power series in field variables
and their derivatives. Throughout this article all functions can depend explicitly on xµ,
unless otherwise is stated.
2
2 Preliminary of the problem
In this section we shall discuss the formulation of the problem and assumptions under
which it will be solved. The full set of variables ΓΣ is divided into the groups ΦA,Φ∗Aa, Φ¯A,
a, b, c = 1, 2. The variables ΦA are ΦA = (ϕi, Cαb, Bα), where ϕi are variables of the
classical theory, while Cαb and Bα are respectively ghost, antighost and gauge introducing
fields. All variables are ascribed by the Grassman parity ε(ΦA) = ε(Φ¯A) = εA, ε(Φ
∗
Aa) =
εA + 1, ε(B
α) = εα, ε(C
αb) = εα + 1 and the new ghost number ngh: ngh(ϕ) = 0,
ngh(Cb) = 1, ngh(B) = 2, ngh(Φ¯) = −2 − ngh(Φ), ngh(Φ∗a) = −1 − ngh(Φ), ngh(FM) =
ngh(F) + ngh(M). Moreover, the fields ϕi, Bα, ϕ¯i, B¯α form Sp(2) singlets. C
αb and ϕ∗ia,
B∗αa, C¯αa form respectively Sp(2) doublets and antidoublets, C
∗
αb|a transforms as a product
of Sp(2) antidoublets. In the Sp(2) formalism the effective action S(Φ,Φ∗a, Φ¯) satisfies the
Sp(2) master equation
1
2
(S, S)a +
∫
dxεabΦ∗Ab
δ
δΦ¯A
S = 0, εab = −εba, εabε
bc = δca, ε12 = ε
21 = 1, (1)
and the boundary condition
S|Φ∗a=Φ¯=0 = S(ϕ).
In (1), (, )a denotes the doublet of antibrackets
(F,G)a ≡
∫
dx

F
←−
δ
δΦA
−→
δ
δΦ∗Aa
G− F
←−
δ
δΦ∗Aa
−→
δ
δΦA
G

 ,
where S(ϕ) is the original classical action, which has a gauge symmetry: RiαδS/δϕi = 0.
It is assumed that the effective action conserves ngh, has zero Grassman parity and forms
Sp(2) singlet. Equation (1) will be solved in the framework of perturbation theory in
fields Cαb and Bα:
S = S +
∑
k=1
Sk, Sk ∼ C
lBm, l +m = k.
Let us assume that the terms Sk, are proved to exist for k = 1, ..., n, that is, equation
(1) is satisfied in orders C lBk−l, k ≤ n. In the (n + 1)th order in fields Cαb and Bα, we
obtain equation for Sn+1:
W aSn+1 = F
a
n+1, F
a
n+1 = −
1
2
(S[n], S[n])
a
n+1, S[n] = S +
n∑
k=1
Sk, (2)
where (see next Sec.):
W a =
∫
dx

(−1)εiLi δ
δϕ∗ia
− (−1)εαRiαϕ
∗
ib
δ
δC∗αb|a
+ ((−1)εiRiαϕ¯i + ε
cbC∗αb|c)
δ
δB∗αa
−(−1)εαεabBα
δ
δCαb
+ εabΦ∗Ab
δ
δΦ¯A
)
,
3
Li(x) ≡ δS/δϕi(x).
The operators W a are nilpotent, i.e.,
W aW b +W bW a = 0.
W a and F an+1 form Sp(2) doublets. The Jacobi identity for doublet of antibrackets or
explicit form of F an+1 implies the consistency condition
W aF bn+1 +W
bF an+1 = 0, (3)
for equation (2). One can see that
F an+1 =W
aYn+1 (4)
is a solution to equation (3). If this is the general solution we may choose Yn+1 as Sn+1.
We shall show, that under some assumptions formulated below the general solution to
equation (3) indeed has the form (4). The main difficulty in solving equation (4) is to
obtain a solution belonging to the class of local functionals, i. e., the functionals Sk
should have the form Sk =
∫
dxsk(Γ
Σ, ∂µΓ
Σ, ...). Consequently, F an+1 will be F
a
n+1 =∫
dxfan+1(Γ
Σ, ∂µΓ
Σ, ...) 1. The operators W a on arbitrary local functions are:
W aZ =
∫
dxwaz(ΓΣ, ∂µΓ
Σ, ...),
wa =
∑
k=0
(−1)εiDµ1...µkLi
∂
∂(∂µ1...µkϕ
∗
ia)
−
∑
k=0
(−1)εαDµ1...µk(R
i
αϕ
∗
ib)
∂
∂(∂µ1 ...µkC
∗
αb|a)
+
∑
k=0
Dµ1...µk((−1)
εiRiαϕ¯i + ε
cbC∗αb|c)
∂
∂(∂µ1...µkB
∗
αa)
− (−1)εαεab
∑
k=0
∂µ1...µkB
α ∂
∂(∂µ1 ...µkC
αb)
+
εab
∑
k=0
∂µ1...µkϕ
∗
ib
∂
∂(∂µ1 ...µkϕ¯i)
+ εab
∑
k=0
∂µ1...µkB
∗
αb
∂
∂(∂µ1 ...µkB¯α)
+ εab
∑
k=0
∂µ1...µkC
∗
αc|b
∂
∂(∂µ1...µkC¯αc)
,
Dµ ≡
∂
∂xµ
+
∑
k=0
∂µµ1...µkΓ
Σ ∂
∂(∂µ1...µkΓ
Σ)
,
(5)
all quantities in (5) are taken in an arbitrary fixed spacetime point xµ. The operators wa
and Dµ commute:
wawb + wbwa = [Dµ, w
a] = [Dµ, Dν ] = 0.
Equation (3) in terms of nonintegrated densities is
waf bn+1 + w
bfan+1 = Dµj
µab
n+1, (6)
where jµabn+1 = j
µab
n+1(Γ
Σ, ∂µΓ
Σ, ...) are functions of ΓΣ and their derivatives up to finite order.
To solve equation (6), it is helpful to introduce operators γa, which contain derivatives
∂/∂Li, ∂/∂(R
i
αϕ
∗
ia). To make the introducing of such operators possible we make the
standard assumptions on the structure of the action S and of the gauge generators Riα,
which we will call the regularity assumptions of the theory.
1 The functions sk and f
a
n+1 are defined up to a total derivative.
4
1. Gauge transformation generators are LFODO’s:
Riα = r
i
α + r
iµ
α ∂µ + ... + r
iµ1µ2...µt
α ∂µ1µ2...µt , (7)
riµ1µ2...µkα , k = 0, ..., t, are functions of the classical fields and their derivatives up to finite
order, ε(Riα) = ε(r
iµ1µ2...µt
α ) = εi + εα.
2. Generators Riα form an irreducible set in the sense, that any LFODO Λ
i, satisfying
the equation
ΛiLi = 0,
has the form
Λi = mαRiα + Mˆ
ijLj , Mˆ
ijAj =
∑
k,l
miµ1...µk|jν1...νl∂ν1...νlAj∂µ1...µk ,
miµ1...µk|jν1...νl = −(−1)εiεjmjν1...νl|iµ1...µk
where mα are LFODO’s, miµ1...µk|jν1...νl are functions of ΓΣ and of their derivatives up to
a finite order. Furthermore, equations RT iα n
α = 0 have the only solution nα = 0.
3. Let us consider the space Jl(ϕ) (jet space) with coordinates ϕl ≡ (ϕ
i, ∂µϕ
i, ∂µ1 ....∂µlϕ
i)
. Given set of functions LQ ≡ (Li, DµLi, ..., Dµ1...µσlLi), Q = (i, iν1, ..., iν1...νσl), such that
the order of the highest derivatives of fields ϕi occurring in this set is equal to l. There
exist constraints among the functions LQ
2:
RiαLi = 0, Dµ (R
i
αLi) = 0, ..., Dµ1...µsl (R
i
αLi) = 0, (8)
where sl is chosen from the condition that the highest derivatives of fields ϕ
i occurring in
this set be equal to l 3. Let us rewrite the constraints in the form
R˜QDLQ = R˜
I
DLI + R˜
D′
D LD′ = 0,
where D = (α, αν1, ..., αν1...νsl), R˜
I
D and R˜
D′
D are matrices, depending on ϕl. We assume
that for any l the set LQ can be divided into sets of independent functions LI ([LI ]
designates the number of LI)
rank
(
∂LI
∂ϕl
)∣∣∣∣∣
LQ=0
= [LI ]
and dependent ones LD′, R˜
D′
D being a nonsingular matrix.
In sections 3 and 4 we will show that under the regularity assumptions of the theory
the Sp(2) master equation has a local solution.
2In (8), Riα are given by (7), with ∂µ → Dµ.
3In general, sl and t depend on i and α respectively. In the present paper, we omit these nonessential
questions.
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3 The existence of a local solution
One can check that the functional
S1 =
∫
dx
(
CαaRiαϕ
∗
ia + ε
abC∗αb|aB
α +BαRiαϕ¯i(−1)
εi+εα
)
(9)
is a solution to the Sp(2) master equation in the first order in Cαb, Bα. Let us investigate
the structure of the general solution to equation (6). All functions sk, k ≤ n contain
derivatives of ΓΣ up to a finite order. Consequently, the functions fan+1 also contain
finite order derivatives of ΓΣ. We choose the jet space J(l)(Γ
Σ) = Jl(ϕ)
⊗
JlC (C)
⊗
...,
lϕ∗a = lϕ¯ = σl, lB∗a = lC∗b|a = lB¯ = lC¯a = sl, lCa = lB in such a way that f
a
n+1, w
af bn+1,
Dµj
µab be defined on it. Note, that if we restrict ourselves to the operators wa and Dµ as
only acting on functions defined on J(l)(Γ
Σ), then all sums in expressions (5) and (6) are
finite. Of course, jet spaces are defined ambiguously: if a set (l) is admissible, then any
other set (l′), l′ ≥ l, l′C ≥ lC , ... is admissible, too.
The operators wa acting on J(l)(Γ
Σ) are
wa = (−1)εILI
∂
∂ϕ∗Ia
+(−1)εD′LD′
∂
∂ϕ∗D′a
−(−1)εDR˜QDϕ
∗
Qb
∂
∂C∗Db|a
+((−1)εQR˜QDϕ¯Q+ε
bcC∗Dc|b)
∂
∂B∗Da
−
(−1)εαεab
∑
k=0
∂µ1...µkB
α ∂
∂(∂µ1 ...µkC
αb)
+ εabϕ∗Qb
∂
∂ϕ¯Q
+ εabB∗Db
∂
∂B¯D
+ εabC∗Dc|b
∂
∂C¯Dc
.
After the change of variables
(ϕ∗Ia, ϕ
∗
D′a)→ (ϕ
∗
Ia, ϕ
′∗
Da = R˜
Q
Dϕ
∗
Qa), (ϕ¯I , ϕ¯D′)→ (ϕ¯I , ϕ¯
′
D = (−1)
εQR˜QDϕ¯Q + ε
bcC∗Dc|b),
with the rest of the variables left unchanged, the operators wa take the form (the primer
is omitted)
wa = (−1)εILI
∂
∂ϕ∗Ia
+ εabϕ∗Ib
∂
∂ϕ¯I
− (−1)εDϕ∗Db
∂
∂C∗Db|a
+ εabC∗Dc|b
∂
∂C¯Dc
+ ϕ¯D
∂
∂B∗Da
+
εabB∗Db
∂
∂B¯D
− (−1)εαεab
∑
k=0
∂µ1...µkB
α ∂
∂(∂µ1 ...µkC
αb)
.
Next, we introduce the operators
γa = (−1)
εIϕ∗Ia
∂
∂LI
− εabϕ¯I
∂
∂ϕ∗Ib
− (−1)εDC∗Db|a
∂
∂ϕ∗Db
− εabC¯Dc
∂
∂C∗Dc|b
+
B∗Da
∂
∂ϕ¯D
− εabB¯D
∂
∂B∗Db
.
Simple calculations give the following relations
γaγb + γbγa = 0, w
aγb + γbw
a = δabN, w
aN = Nwa, γaN = Nγa,
N = LI
∂
∂LI
+ ϕ∗Qb
∂
∂ϕ∗Qb
+ ϕ¯Q
∂
∂ϕ¯Q
+B∗Db
∂
∂B∗Db
+ C∗Db|a
∂
∂C∗Db|a
+ B¯D
∂
∂B¯D
+ C¯Dc
∂
∂C¯Dc
.
6
Dλ can be written as Dλ = D¯λ + D˜λ,
D¯λ =
∑
k=1
∂µ1...µkC
αa ∂
∂(∂µ1 ...µk−1C
αa)
+
∑
k=1
∂µ1...µkB
α ∂
∂(∂µ1 ...µk−1B
α)
,
[wa, D¯λ] = [γa, D¯λ] = [N, D¯λ] = 0, [w
a, Dλ] = [N,Dλ] = 0, [γa, Dλ] 6= 0.
Consider equation (6). To solve it we apply the method used in [16] for the standard
formalism. Let us expand fan+1 and j
µab
n+1 according to the total number of derivatives of
the fields Cαa and Bα:
fan+1 =
p∑
k=0
f
(k)a
n+1 , j
λab
n+1 =
m∑
k=0
j
(k)λab
n+1 , Df
(k)a
n+1 = kf
(k)a
n+1 , Dj
(k)λab
n+1 = kj
(k)λab
n+1 ,
D =
∑
k=0
k∂µ1...µkC
αa ∂
∂(∂µ1 ...µkC
αa)
+
∑
k=0
k∂µ1...µkB
α ∂
∂(∂µ1 ...µkB
α)
,
where p and m are finite numbers. It is obvious that m can be put equal to p− 1 [16]. It
follows from (6) that
waf
(p)b
n+1 + w
bf
(p)a
n+1 = D¯λj
(p−1)λab
n+1 . (10)
After applying the results of Appendix 1 to equation (10), we have:
N2f
(p)a
n+1 = w
ay
(p)
n+1 + D¯λj
(p−1)λa
n+1 , y
(p)
n+1 =
(
3
2
N − 1
2
γcw
c
)
γbf
(p)b
n+1,
j
(p−1)λa
n+1 =
(
2
3
N − 1
6
γcw
c
)
γbj
(p−1)λab
n+1 .
(11)
Since ngh(f
(p)a
n+1)=1, f
(p)a
n+1 = O(C
lBn+1−l), n ≥ 1, the functions f
(p)a
n+1 contain antifields
Φ∗a, Φ¯, hence
f
(p)a
n+1 = w
a
(
1
N2
y
(p)
n+1
)
+ D¯λ
(
1
N2
j
(p−1)λa
n+1
)
.
Then, let us write fan+1 as
fan+1 = w
a
(
1
N2
y
(p)
n+1
)
+Dλ
(
1
N2
j
(p−1)λa
n+1
)
+ f
[p−1]a
n+1 .
Obviously, f
[p−1]a
n+1 also obey (6), and the highest summary derivatives of C
αa and Bα
in f
[p−1]a
n+1 is equal to p − 1. Going in the same way and taking into account that
fan+1|Cαa=Bα=0 = 0, we arrive at
fan+1 = w
ayn+1 +Dλj
λa
n+1, F
a
n+1 = W
a
∫
dxyn+1 ≡W
aYn+1
where yn+1 and j
λa
n+1 are some functions. In Appendix 2 we show that, under additional
assumptions the functions yn+1 can be chosen as Sp(2) and Lorentz scalars . Taking
Sn+1 =Yn+1, we can see that the Sp(2) master equation is satisfied up to n+1 order.
Accordingly, the existence of a local solution conserving the Sp(2) symmetry is proven.
7
4 The arbitrariness of solutions of the Sp(2) master
equation
In this section we study the arbitrariness of solutions to the Sp(2) master equation.
Before doing that, let us introduce a set of operators which we will call the gauge (G)
transformations:
K = exp
{
ih¯
2
: εab[∆¯
b, [∆¯a, F ]]+ :
}
, (12)
where
F =
∑
n=0
h¯nFn, Fn =
∫
dxFΣ1...Σnn
δ
δΓΣ1
...
δ
δΓΣn
,
FΣ1...Σnn are functions of Γ
Σ and of their finite order derivatives,
∆¯a =
∫
dx(−1)εA
δ
δΦA
δ
δΦ∗Aa
+
∫
dx
i
h¯
εabΦ∗Ab
δ
δΦ¯A
,
the symbol :...: means that all functionals like δ(0) must be set equal to zero 4.
G transformations have the following properties:
1. A product of G transformations is a G transformation.
2. Given a functional S(ΓΣ), we construct the functional S ′(ΓΣ) in accordance with
the rule
exp
[
i
h¯
S ′
]
= K exp
[
i
h¯
S
]
. (13)
If S is a local functional, then S ′ also is a local functional; if S does not depend on h¯,
then S ′ has the same property; if S satisfies the Sp(2) master equation, then S ′ satisfies
the Sp(2) master equation. Two functionals S and S ′ are called gauge equivalent if they
are related by (13). In [3] it is shown that G transformations do not change the physical
contents of the theory. Let us proceed by studying the general solution to the Sp(2)
master equation in first order on Cαa, Bα. The general form of the functional, that is first
order in Cαa, Bα, conserves ngh and is Sp(2) a scalar is
S1 =
∫
dx
(
CαaΛiαϕ
∗
ia + ε
abBβΛαβC
∗
αb|a(−1)
εβ +BαΛ¯iαϕ¯i(−1)
εi+εα +
1
2
εabBαΛˆijαϕ
∗
jbϕ
∗
ia
)
,
(14)
where Λiα,Λ
β
α, Λ¯
i
α are LFODO’s,
ΛˆijαAjBi =
∑
k,l
λiµ1...µk|jν1...νlα ∂ν1...νlAj∂µ1...µkBi,
λiµ1...µk|jν1...νlα being functions, depending on ϕ
i and their finite order derivatives. The G
transformation on S with F = −(−1)εiϕ¯iϕ¯jΛˆ
ij
αB
α removes the term 1
2
ϕ∗iaϕ
∗
jbε
abΛˆijαB
α from
S1
5.
The Sp(2) master equation for (14) leads to
ΛiαLi = 0, Λ¯
i
α = Λ
β
αΛ
i
β
4Correct definition of operators like (12) and their properties will be given in [17].
5In [3], it was postulated that Λˆijα = 0. In fact, we see, that Λˆ
ij
α can be removed by a G transformation.
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Due to the regularity assumptions one has:
Λiα = m
β
αR
i
β + Mˆ
ij
α Lj , Mˆ
ij
α Aj =
∑
k,l
miµ1...µk|jν1...νlα ∂ν1...νlAj∂µ1...µk ,
miµ1...µk|jν1...νlα = −(−1)
εiεjmjν1...νl|iµ1...µkα ,
where mβα are LFODO’s. The expression C
αaMˆ ijα Ljϕ
∗
ia can be compensated by the G
transformation with F = (1/2)CαaM ijα ϕ
∗
iaϕ¯j . Note, that S|Φ∗A2=Φ¯A=0 is a solution to the
master equation. We suppose that it is a proper solution, i.e. the equations
mTαβ C
βa = 0, ΛTαβ B
β = 0
have only trivial solutions, hence there exist LFODO’s m−1βα , Λ
−1β
α . After the change of
variables
C ′αa = (−1)εα+εβmTαβ C
βa, C ′∗αb|a = m
−1β
α C
∗
βb|a, C¯
′
αa = m
−1β
α C¯βa, B
′α = mTαβ Λ
Tβ
γ B
γ(−1)εγ+εα,
B′∗αa = Λ
−1β
α m
−1γ
β B
∗
γa, B¯
′
α = Λ
−1β
α m
−1γ
β B¯γ
(which conserves the Sp(2) master equation and can be represented as a G transformation)
we transform S1 to the form (9).
Given two solutions S and S ′ to the Sp(2) master equation (1) with the same boundary
condition S(ϕ), we suppose that they are G equivalent up to order n. Performing the G
transformation on S ′, we can write
S[n] = S
′
[n], S
′
n+1 = Sn+1 +∆Sn+1
where S1 is given by (9). Then ∆Sn+1 satisfies the equation W
a∆Sn+1 = 0 or w
a∆sn+1 =
Dµj
µ
n+1. From the results of section 2 and Appendix 1, we conclude that:
∆Sn+1 = W
2W 1Xn+1.
∆Sn+1 can be removed by applying the G transformation to S with F = Xn+1. Applying
the induction method, we conclude that the general local solution to the Sp(2) master
equation, conserving Sp(2) symmetry and ngh can be represented in the form
exp
(
i
h¯
S
)
= exp
{
ih¯
2
: εab[∆¯
b, [∆¯a, X ]]+ :
}
exp
(
i
h¯
Sc
)
,
where Sc is a special solution.
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Appendix 1
Here we show how equation (10) may be solved.
Let the operators wa, γa, N and d define an algebra:
wawb + wbwa = 0, γaγb + γbγa = 0, w
aγb + γbw
a = δabN, [w
a, d] = [γa, d] = 0.
Consider equation
waf = dja.
By using the algebra we have
N2f = N(w2γ1f+dγ1j
2) = dNγ2j
2+w2w1γ1γ2f+dw
2γ2γ1j
1 = w2w1γ1γ2f+d
(
1
2
(N + γaw
a)γbj
b
)
,
or
N2f = w2w1y + dj.
Now, consider the equation
l+1∑
i=1
waifa1... 6ai...al+1 = dja1...al+1 (15)
for the function fa1...al, symmetric in its indices ai. Multiplying (15) by w
bεbal+1 and γal+1 ,
we arrive at
(l + 2)w2w1fa1...al = dwcεcbj
a1...alb (16)
and
γbw
bfa1...al + lNfa1...al −
l∑
i=1
wai
(
γbf
a1... 6ai...alb
)
= d
(
γbj
a1...alb
)
(17)
respectively. After multiplying (17) by γcw
c and taking into account the expressions
γcw
cγbw
b = Nγbw
b + 2γ1γ2w
2w1, γcw
cwa = wa(γcw
c −N),
we have
(l+1)Nγcw
cfa1...al =
l∑
i=1
wai
[
(γcw
c −N)γbf
a1... 6ai...alb
]
+d
[(
l
l + 2
γcw
c +
2
l + 2
N
)
γbj
a1...alb
]
,
(18)
where in derivation of (18) use has been made of the equality γ1γ2w
bεbc = (γbw
b −N)γc.
Substituting (18) into (17), we obtain
l(l+1)N2fa1...al =
l∑
i=1
wai
[
((l + 2)N − γcw
c)γbf
a1... 6ai...alb
]
+d
[(
l(l + 3)
l + 2
N −
l
l + 2
γcw
c
)
γbj
a1...alb
]
(19)
or
N2fa1...al =
l∑
i=1
waiya1... 6ai...al + dja1...al.
Thus, (11) follows from (19) with l = 1, d→ D¯µ, j
a → jaµ.
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Appendix 2
Here we show that the functionals Yn can be chosen Sp(2) and (under additional assump-
tions) Lorentz scalars. We closely follow [12] in our arguments .
Let T σ be transformation generators of the fields ΓΣ, defining a semi-simple algebra
g. Let the action of T σ on any local functional A =
∫
dxa be:
T σA =
∫
dxtσa, (20)
tσ =
∑
k=0
tσ(k)
µ1...µk
Σ
Σ′
ν1...νk
∂µ1...µkΓ
Σ ∂
∂(∂ν1...νkΓ
Σ′)
, (21)
where tσ(k)
µ1...µk
Σ
Σ′
ν1...νk
are constant matrices, tσ define the same algebra g and
[tσ, wa] = τσab w
b, [tσ, w2w1] = 0, [tσ, Dµ] = a
σν
µ Dν , (22)
with constant matrices τσab , a
σν
µ . Next, we consider the functionals
F a = W aY, Y =
∫
dxy, (23)
obeying the conditions
T σF a = τσab F
b. (24)
From (24), it follows that:
watσy = Dµj
µaσ,
with some functions jµaσ. We suppose that there exists an operator N−1 defined on the
functions tσy. Taking into account the results of Appendix 1, one has:
tσy = w2w1zσ +Dµj
µσ. (25)
Every subspace of the fixed power uniform polynomials in the variables ΓΣ and their finite
order derivatives defines a finite completely reducible representation of tσ. The expansion
of y into irreducible representations reads
y = y0 +
∑
R6=0
yR,
where y0 belongs to the trivial representation. Equation (25) can be represented as follows:
∑
R6=0
tσyR = w
2w1zσ +Dµj
µσ. (26)
The equation (26) gives
yR = w
2w1zR +Dµj
µ
R,
with some functions zR and j
µ
R, due to the standard arguments. Hence, we obtain
y = y0 + w
2w1z +Dµj
µ
11
with some functions z and jµ. Thus, we can take Y0 =
∫
dxy0 as Y . In general case, Y is
invariant up to a G transformation. Obviously, the generators of the Sp(2) transforma-
tions obey the conditions (20), (21), (22).
Now let us discuss the problem of Lorentz invariance of the functional Y . The Lorentz
transformation generators are:
Mµν =
∫
dx
(
(xµ∂ν − xν∂µ)Γ
Σ δ
δΓΣ
+MΣ
′
ΣµνΓ
Σ δ
δΓΣ′
)
,
where the Lorentz transformation matrix M i
′
iµν of the original fields ϕ
i are known. The
elements of the matrices for the remaining fields will be defined below. For simplicity, we
consider classical action S(ϕ) which does not depend explicitly on xµ. Then all functions
sk, f
a
n can be chosen independent of x (see section 2). On these functions the operators
Mµν and Dµ are
MµνA =
∫
dxmµνa, mµν =
∑
k=0
M(k)
µ1...µk
Σ
Σ′
ν1...νk|µν
∂µ1...µkΓ
Σ ∂
∂(∂ν1...νkΓ
Σ′)
,
M(k)
µ1...µk
Σ
Σ′
ν1...νk|µν
=
1
k
k∑
i=1
k∑
j=1
1
k − 1
M(k−1)
µ1... 6µi...µk
Σ
Σ′
ν1... 6νj...νk|µν
δµiνj+
1
k
k∑
i=1
M˜(k−1)
µ1... 6µi...µk
Σ
Σ′
ν1...νk−1|µν
δµiνk , k ≥ 2,
λαβ|µν = ηµβδ
α
ν − ηνβδ
α
µ , M(1)
µ1
Σ
Σ′
ν1|µν = λ
µ1
ν1
δΣ
′
Σ +M
Σ′
Σµνδ
µ1
ν1
, mµνϕ
i =M ii′µνϕ
i′.
Dµ =
∑
k=0
∂µµ1...µkΓ
Σ ∂
∂(∂µ1 ...µkΓ
Σ)
,
hence [mµν , Dλ] = λ
σ
λ|µνDσ. The Lorentz invariance of the original action leads tomµνLi =
−M i
′
i Li′ . It is natural to define
mµνϕ
∗
ia = −M
i′
iµνϕ
∗
i′a, mµνϕ¯i = −M
i′
iµνϕ¯i′ .
Next, we suppose that the gauge transformation generators are chosen by Lorentz covari-
ant way ,i.e.,
mµνR
i
α =M
i
i′µνR
i′
α −M
α′
αµνR
i
α′ ,
where Mα
′
αµν are generators of a finite dimensional representation of the algebra o(3, 1)
(gauge parameters transform according to this representation). We will suppose, that the
Lorentz transformation of the fields Cαb, Bα, C∗αb|a, B
∗
αa, C¯αb, B¯α has the following form
mµν(C
αb, Bα) =Mαα′µν(C
α′b, Bα
′
), mµν(C
∗
αb|a, B
∗
αa, C¯αb, B¯α) = −M
α′
αµν(C
∗
α′b|a, B
∗
α′a, C¯α′b, B¯α′)
(the fields Cαb and Bα Lorentz transform in the same way as the gauge transformation
parameters) It is easy to check, that mµν (and Mµν) define the algebra o(3, 1) and that
the relation
[wa, mµν ] = 0
holds. Accordingly, the generators Mµν and mµν obey the conditions (20), (21), (22).
Therefore, the results of this Appendix allow us to choose y as a Lorentz scalar.
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