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Abstract
Although the energy spectrum of the Heisenberg spin chain on a circle defined by
H =
1
4
M∑
k=1
(σxkσ
x
k+1 + σ
y
kσ
y
k+1 +∆σ
z
kσ
z
k+1) (1)
is well known for any fixed M , the boundary conditions vary according to whether
M ∈ 4N + r, where r = −1, 0, 1, 2, and also according to the parity of the number of
overturned spins in the state, In string theory all these cases must be allowed because
interactions involve a string with M spins breaking into strings with M1 < M and
M −M1 spins (or vice versa). We organize the energy spectrum and degeneracies of H
in the case ∆ = 0 where the system is equivalent to a system of free fermions. In spite
of the multiplicity of special cases, in the limit M →∞ the spectrum is that of a free
compactified worldsheet field. Such a field can be interpreted as a compact transverse
string coordinate x(σ) ≡ x(σ)+R0. We construct the bosonization formulas explicitly
in all separate cases, and for each sector give the Virasoro conformal generators in both
fermionic and bosonic formulations. Furthermore from calculations in the literature
for selected classes of excited states, there is strong evidence that the only change
for ∆ 6= 0 is a change in the compactification radius R0 → R∆. As ∆ → −1 this
radius goes to infinity, giving a concrete example of noncompact space emerging from
a discrete dynamical system. Finally we apply our work to construct the three string
vertex implied by a string whose bosonic coordinates emerge from this mechanism.
1E-mail address: thorn@phys.ufl.edu
1 Introduction
This article is a technical follow up to [1], which proposed a string bit model [2, 3] for
superstring [4] in which space is not fundamental, but is rather an emergent feature of
the string bit dynamics. Briefly, a string bit2 is described by annihilation (and creation)
operators, which are N ×N matrices (φA[a1,...an]) βα ((φA[a1,...an]) β†α ), where α, β = 1, . . . , N are
the matrix indices, a1, · · · , an are spinor indices each taking values 1, . . . , s, with n ranging
from 0 to s. The φ are completely antisymmetric in these spinor indices. The index A labels
additional string bit internal states in some models.
In these models the emergence of space starts with the emergence of a worldsheet in ’t
Hooft’s limit N →∞ [5]. In this limit the bits form into noninteracting closed chains. The
lowest energy chains have an infinite number of bits in certain models [6, 7, 8]: then low
energy chains look like strings moving in one space dimension. This one spatial dimension
emerges as the conjugate to bit number M , which for M →∞ can be treated as a positive
continuous variable and interpreted as the lightcone [9] longitudinal momentum P+/m, where
m is the P+ carried by each string bit. This emergent coordinate is therefore appropriately
named x−.
However, instead of transverse spatial dimensions, fluctuations in the string bit internal
states, labeled by the a and A indices, become fermionic or compact bosonic worldsheet
fields. For example, the spinor indices on the string bit operator are promoted, on large
bit number chains [10] to s worldsheet Fermi fields of the Green-Schwarz type [11]. If the
label A is absent, the quantum overlap between a two string state and a one string state is
consistent with Lorentz covariance (SO(1, 1)) only if s = 24 [12]. I call this string in 1 space
1 time dimensions the protostring. It has an interesting degree of freedom count: 16 of the
24 Grassmann dimensions can be bosonized to 8 compactified transverse boson dimensions
leaving 8 Grassmann dimensions. This is the worldsheet field content of the superstring. Of
course the familiar super Poincare´ covariant superstring requires 8 noncompact transverse
dimensions in addition to an operator applied to the overlap at the string separation point.
One way for noncompact dimensions to arise from fluctuations of a finite valued index is
to appeal to the one dimensional Heisenberg spin chain. I noted in [1] that the degrees of
freedom labeled by A could be engineered so that the ’t Hooft N → ∞ limit produces an
additional worldsheet subsystem describing a Heisenberg spin chain with Hamiltonian
H =
1
4
M∑
k=1
(σxkσ
x
k+1 + σ
y
kσ
y
k+1 +∆σ
z
kσ
z
k+1) (2)
whereM is the number of bits in the chain, In fact one can design the string bit Hamiltonian
to produce several independent Heisenberg spin chains. Although the notation suggests that
the σ’s refer to physical spin, we shall refer to the eigenvalues of σz as “charge”. This
Hamiltonian has been very well studied. Eigenstates of H (probably all of them) can be
found via the Bethe ansatz [13], which exploits the fact that the total charge Q =
∑M
k=1 σ
z
k
commutes with H , so that an eigenstate ofH may be assumed to have a fixed charge given by
2Since it is a quantum entity with a finite number of states, it might be thought of as a q-byte.
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Q =M−2q where q is the number of overturned spins compared to a reference state with all
spins up. Yang and Yang [14] solved the Bethe ansatz equations for the ground state in each
charge sector, in the limit M →∞. For ∆ in the range −1 < ∆ < 1, the energy excitations
were shown to be of order O(M−1) corresponding to a nontrivial continuum“stringy” limit.
Earlier Lieb, Schultz, and Mattis had solved the ∆ = 0 case exactly [15], based on the
fact that the Heisenberg spin system is then equivalent to a system of free fermions. A
discussion of the eigenstates (with E = O(M−1) relevant to the interpretation of the system
as a compactified worldsheet coordinate is given in [16, 1]. The compactification radius R
depends on ∆:
R2∆ =
πα′
µ
, ∆ = − cosµ. (3)
Here the Regge slope parameter α′ = 1/(2πT0), where T0 is the rest tension of the string
determined by the excitation energy spectrum. This interpretation is solid when ∆ = 0,
but for ∆ 6= 0 it relies on the Bethe ansatz and the calculations in [14] for some selected
classes of excitation. These included the lowest states with any fixed Q and Pˆ /π and spin
wave excitations relative to these lowest states. Here Pˆ = P − πq with P the total lattice
momentum modulo O(M−1) as M → ∞. For ∆ 6= 0 it is logically possible that the Bethe
ansatz misses some eigenstates, which could also be missed by the compactified coordinate
interpretation.
The equivalence of the Heisenberg spin system to a compactified bosonic worldsheet field
when −1 < ∆ < 1 provides a shortcut to the calculation of string scattering amplitudes: the
string technology for such worldsheet systems is very well developed. However there remains
some doubt that the bosonization formalism really captures all aspects of the Heisenberg
system at large M . The purpose of this article is to flesh out the connection between the
original spin system and its bosonized counterpart. It may be that resort to numerical
methods may be needed. So we lay out in painstaking detail the Fermi Bose connection at
the free fermion point ∆ = 0. This is to test the two descriptions of the string interactions.
This work is quite tedious because the worldsheet fermionic fields of the system have
different boundary conditions for different values of the charge Q. For example, assuming
that M is a multiple of 4, the fermionic fields are antiperiodic when Q is also a multiple
of 4, but periodic when Q is an odd multiple of 2. This assignment is reversed if M is an
odd multiple of 2. When M is odd the situation is even more involved. In string theory the
interactions change the number of bits in a string by breaking one string into two or joining
two strings to form 1. Since bit number is conserved, the three strings in the process cannot
have the same number of bits. One must allow strings with any number of bits. Thus one
must do a separate calculation for 8 different sectors for each of the three chains participating
in the vertex. We set up the vertex construction in a way to cover any of these cases,
In spite of all the different separate cases, in the limit M → ∞ the final result for the
spectrum of the Heisenberg Hamiltonian at the free fermion point is simply described in the
language of bosonization: the energy spectrum is identical to that of a bosonic worldsheet
field compactified on a circle of a specific radius R0 [16]. Thus the contribution to the string
vertex at ∆ = 0 can, in principle, be evaluated in two ways: either in the free fermion
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language, or the free boson language. Whether these two methods give identical results is
not clear. Unfortunately we are so far unable to obtain the M →∞ limit for the fermionic
version for reasons we shall explain. But since bosonization is only valid in this limit, a
direct comparison cannot yet be made.
This bosonized language makes the ∆ 6= 0 case tractable, For the energy spectrum
and degeneracies for M large then includes that of a boson compactified on a circle of
different radius R∆. Interestingly there is a limit (∆ → −1) in which R → ∞, yielding an
uncompactified coordinate, which can be identified as one of the transverse coordinates of a
string moving in flat space. For the superstring we would need 8 such Heisenberg systems
along with the 8 Fermi Grassmann dimensions that emerge from fluctuations in the spinor
indices. While the fermionic Hamiltonian has a quartic interaction term proportional to ∆,
the bosonic form of the Hamiltonian is quadratic for all ∆, and we can calculate the overlap
using the methods of Mandelstam [18], Indeed, for the decompactification limit Mandelstam’s
three string vertex is the desired answer.
In Section 2 we set up overlap calculations of the sort required in string theory for
general free fermion systems. In sections 3 and 4 we do the painstaking, case by case, work
of enumerating the (already known) energy eigenstates and eigenvalues for the Heisenberg
spin system at ∆ = 0. We summarize all the separate cases for ground states in a table. Then
we describe the complete spectrum and degeneracies in the large M limit, using partition
functions. In Section 4 we further characterize the largeM limit by constructing the Virasoro
generators and the operator bosonization formulas. Finally in Section 5 we apply the results
of Section 2 to construct the overlap at ∆ = 0 for finite M , in terms of an M ×M matrix.
A submatrix of this matrix must be inverted to obtain the overlap. This can of course be
done numerically for finite M . We give the large M limit of this matrix, and explain why
Goldstone’s method (at least in its original form) for inverting the matrix, which succeeds
for the bosonic string and Green-Schwarz superstring overlap [17], falls short. Nonetheless,
we can see from the limit that left and right moving spin waves do decouple from each other,
as they should. This feature is shared by the overlap in bosonic language. The latter can be
extended to ∆ 6= 0, allowing Mandelstam’s methods to be applied to the general case.
2 Overlaps in Free Fermion Systems
We are interested in systems that undergo a sudden change of Hamiltonian at various times,
as occurs in the worldsheet description of string theory. But here we concentrate on just a
single sudden change in a system of fermions described by anticommuting energy annihilation
and creation operators. So for the first (second) Hamiltonian we introduce annihilation
operators Bk (bk) and creation operators B
†
k (b
†
k):
[H1, Bk] = −ΩkBk, {Bk, B†l } = δkl (4)
[H2, bk] = −ωkbk, {bk, b†l } = δkl (5)
We shall not assume that the energies ω,Ω are positive. So, as in the Dirac system, the
ground states have negative energy levels occupied. We shall assume there is a common
3
reference eigenstate |0〉 annihilated by both Bk and bk, as well as by H1 and H2. (This is
a feature of the Heisenberg spin system at the free fermion point, and it’s also a feature of
the Dirac free fermion system.) Then any eigenstate of H1 or H2 can be obtained from the
coherent states
|γ〉 = e
∑
s γsB
†
s |0〉 (6)
|α〉 = e
∑
r αrb
†
r |0〉 (7)
where α, γ are Grassmann numbers. Let G be the set of s for which Ωs < 0 and g be the set
of r for which ωr < 0. Then the ground states can be expressed as
|G〉 =
∏
s∈G
d
dγs
|γ〉|γ=0 =
∏
s∈G
B†s |0〉 (8)
|g〉 =
∏
r∈g
d
dαr
|α〉|α=0 =
∏
r∈g
b†r|0〉 (9)
The ordering of the operators applied to a ket is set by convention to be increasing index
from left to right. This ordering is reversed in 〈G|, 〈g|. The bra coherent states are written
〈γ| = 〈0|e
∑
s γsBs (10)
〈α| = 〈0|e
∑
r αrbr (11)
so in obtaining 〈G| and 〈g| from the coherent states one just reverses the ordering of the
derivatives relative to the ket construction. The overlaps of interest to us are between states
obtained by applying monomials of positive energy creation operators and negative energy
annihilation operators to |G〉 or |g〉. In terms of coherent states
|γ, γˆ〉 = e
∑
s/∈G γsB
†
se
∑
s∈G γˆsBs|G〉 (12)
|α, αˆ〉 = e
∑
r/∈g αsb
†
re
∑
r∈g αˆrbr |g〉 (13)
The annihilation operators create holes in the negative energy sea.
We are interested in matrix elements〈
g
∣∣∣e∑r∈g αˆrb†re∑r/∈g αrbre∑s/∈G γsB†se∑s∈G γˆsBs∣∣∣G〉
which can be computed by taking derivatives of〈
0
∣∣∣e∑r∈g αrbre∑r∈g αˆrb†re∑r/∈g αrbre∑s/∈G γsB†se∑s∈G γˆsBse∑s∈G γsB†s ∣∣∣ 0〉
= e
∑
r∈g αˆrαr+
∑
s∈G γsγˆs
〈
0
∣∣∣e∑r αrbre∑s γsB†s ∣∣∣ 0〉
= e
∑
r∈g αˆrαr+
∑
s∈G γsγˆs
〈
0
∣∣∣e∑s γsαr{br .B†s}∣∣∣ 0〉 = e∑r∈g αˆrαr+∑s∈G γsγˆs+∑s γsαrDsr
4
In these fermion models {br.B†s} = Dsr is a numerical matrix. This matrix also gives the
relation between the two bases:
B†s = Dsrb
†
r, Bs = D
∗
srbr = brD
†
rs (14)
The anticommutation relations imply that D is a unitary matrix. If we think of B, b as row
vectors and B†, b† as column vectors, one can safely suppress indices in some equations, e.g.
B† = Db†, B = bD†, b† = D†B†, b = BD. (15)
To construct the ket |G〉 we simply apply a product of derivatives w.r.t. γs with s ∈ G after
which we set these γ to zero.〈
0
∣∣∣e∑r∈g αrbre∑r∈g αˆrb†re∑r/∈g αrbre∑s/∈G γsB†se∑s∈G γˆsBs∣∣∣G〉
= e
∑
r∈g αˆrαr+
∑
s/∈G γsαrDsr
∏
s∈G
(
γˆs +
∑
r
αrDsr
)
to construct the bra 〈g| we again apply a product of derivatives, this time w.r.t. αr, but the
result is more complex because the product factors also contain αr with r ∈ g.〈
g
∣∣∣e∑r∈g αˆrb†re∑r/∈g αrbre∑s/∈G γsB†se∑s∈G γˆsBs∣∣∣G〉
= e
∑
s/∈G,r/∈g γsαrDsr
∏
r∈g
(
d
dαr
− αˆr −
∑
s/∈G
γsDsr
)∏
s∈G
(
γˆs +
∑
r
αrDsr
)
where after the derivatives are performed, αr for r ∈ g is set to zero. This looks daunting,
However, because we are dealing with free fermions, we only need the first two terms in the
expansion of the product of derivatives about xr ≡ −αˆr −
∑
s/∈G γsDsr = 0:
∏
r∈g
(
d
dαr
+ xr
)
=
∏
r∈g
(
d
dαr
)
+
∑
t
xt(−)n−t
∏
r∈gr 6=t
(
d
dαr
)
+O(x2) (16)
The reason is that in a diagrammatic expansion in a free fermion system the only connected
diagram is the two point function, and the sum of all diagrams is just the exponential of the
connected diagrams. The first term in the expansion about x = 0 is the zero point function
and the second nonzero term is the two point function.
Assuming that the sets G, g are the same size, the first term gives
∏
r∈g
(
d
dαr
)∏
s∈G
(
γˆs +
∑
r
αrDsr
)
=
∑
P
(−)P
∏
s∈G,Ps∈g
Ds,Ps = detD
Gg (17)
where DGg is the matrix formed by restricting the matrix Dsr to r ∈ g and s ∈ G.
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The second term gives
∑
t∈g
xt(−)n−t
∏
r∈g,r 6=t
(
d
dαr
)∏
s∈G
(
γˆs +
∑
r
αrDsr
)
=
∑
t∈g
xt(−)n−t
∑
u∈G
(−)u+n

γˆu +∑
r /∈g
αrDur

 ∏
r∈g,r 6=t
(
d
dαr
) ∏
s∈G,s 6=u
(∑
r∈g
αrDsr
)
=
∑
t∈g,u∈G
(−)u−t
(
−αˆt −
∑
s/∈G
γsDst
)γˆu +∑
r /∈g
αrDur

 detmGgut (18)
where mGgut is the minor matrix formed from D
Gg by deleting the row and column containing
Dut. By standard construction, the matrix Atu = (−)u−t detmGgut / detDGg is the inverse of
the matrix DGg. Thus we can write〈
g
∣∣∣e∑r∈g αˆrb†re∑r/∈g αrbre∑s/∈G γsB†se∑s∈G γˆsBs∣∣∣G〉
= detDGge
∑
s/∈G,r/∈g γsαrDsr

1
+
∑
t∈g,u∈G

γˆu +∑
r /∈g
αrDur

 (DGg)−1tu
(
αˆt +
∑
s/∈G
γsDst
)
+ · · ·


= detDGg exp

 ∑
s/∈G,r/∈g
γsαrDsr
+
∑
t∈g,u∈G

γˆu +∑
r /∈g
αrDur

 (DGg)−1tu
(
αˆt +
∑
s/∈G
γsDst
) (19)
The dots within square brackets in the second line signify terms quartic and higher in Grass-
mann variables, and writing the contents of those square brackets as an exponential is valid
because this is a system of free fermions. This formula gives all of the overlaps of interest in
terms of the matrix Drs.
3 Heisenberg Spin System
3.1 Hamiltonian in fermionic language
We write the Hamiltonian for the Heisenberg one dimensional spin system as a nominally
antiferromagnetic system with M spins
H =
1
4
M∑
k=1
(σxkσ
x
k+1 + σ
y
kσ
y
k+1 +∆σ
z
kσ
z
k+1) (20)
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and impose periodic boundary conditions σM+1 ≡ σ1. The σk’s are Pauli spin matrices
independent on each site. They satisfy the commutator algebra
[σak , σ
b
l ] = 0, l 6= k; {σak , σbk} = 2δab. (21)
While the notation suggests the spin interpretation of the Pauli matrices, they could easily
represent an internal symmetry like isospin. That’s how we regard them in the string bit
models. An important symmetry of the Heisenberg model is generated by the charge Q =∑
k σ
z
k, which commutes with H because rotational symmetry about the z axis is unbroken
by ∆ 6= 0. This symmetry underlies the success of the Bethe ansatz.
The Jordan-Wigner trick defines anticommuting variables Sak , a = x, y by
Sx,yk = σ
x,y
k
k−1∏
l=1
σzl , (22)
so that
{Sak , Sbl } = 2δklδab, a, b 6= z. (23)
Using σakσ
b
k = δab + iǫabcσ
c
k one can express H entirely in terms of the S’s. Then the ∆ term
is quartic in the S’s, so the free fermion case corresponds to ∆ = 0 which we assume in the
rest of this section and all of the next section.
3.2 ∆ = 0: Free fermion case
The Hamiltonian then becomes
H =
i
4
M−1∑
k=1
(SxkS
y
k+1 − SykSxk+1)−
i
4
(SxMS
y
1 − SyMSx1 )Ω (24)
where Ω =
∏M
k=1 σ
z
k. We find it convenient to use raising and lowering operators Sk =
(Sxk + iS
y
k)/2 and S
†
k, satisfying {Sk, Sl} = 0 and {Sk, S†l } = δkl. The H reads
H =
1
2
M−1∑
k=1
(S†kSk+1 + S
†
k+1Sk)−
1
2
(S†MS1 + S
†
1SM)Ω. (25)
Clearly the boundary conditions depend on the value of Ω = ±1. The energy raising and
lowering operators are just Fourier transforms of the S’s.
Sk =
1√
M
∑
r
e2piikr/MBr, Br =
1√
M
∑
k
e−2piikr/MSk (26)
Here r = n + α, with n an integer in 0 ≤ n ≤ M − 1. The fractional part of r determines
the boundary conditions on Sk:
SM+1 = e
2piiαS1 (27)
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Thus α = 0 for Ω = −1 and α = 1/2 for Ω = +1. In other words r ranges through integers
(half odd integers) if Ω = −1 (Ω = +1). Plugging the expansions for S, S† into H gives
H =
∑
r
cos
2πr
M
B†rBr, {Br.B†s} = δrs (28)
Thus B†r creates an amount of energy cos(2πr/M), which is negative for r in the range
M/4 < r < 3M/4. In some cases r can be exactly M/4 or 3M/4, in which case the
corresponding B† creates zero energy. In constructing the ground state, all negative energy
levels usually must be occupied3, but the existence of zero energy modes means the ground
level is degenerate, and the selection of ground state is ambiguous, depending on how many
of the zero energy levels are filled. The nonzero energy levels with r 6= M/2 are doubly
degenerate due to the symmetry under r →M − r.
3.3 Dependence of ground energy on the nature of M
The Heisenberg spin chain is antiferromagnetic in character for all values −1 < ∆ < +1.
This means that the ground state tends to minimize |Q|. Starting with the state with all
spins up (Q = M), by overturning q of the spins the charge is lowered to Q =M−2q. When
M is even, the ground state has Q = 0 because one can overturn exactly half of the spins
in the state |0〉. However when M is odd, this possibility is frustrated and the ground state
has Q = ±1. But in each of these cases there are two subcases.
For M even they are M = a multiple of 4, with an even number of negative energy
states filled with half odd integer modes; and M = 2 + a multiple of 4, with an odd number
of negative energy states filled with integer modes. The table shows that when the mode
numbers in these two cases are expressed in terms of M , the patterns in the two cases are
identical and in particular the energies are identical functions of M . The same story holds
for the lowest energy states with opposite value of Ω to the ground state. The degeneracy
between Q = Σ = ±2 is due to time reversal invariance. It can also be seen by applying the
operator B†M/4B
†
3M/4, which creates 0 energy and destroys 4 units of charge, to the Q = +2
ground state.
When M is odd we again have two cases for which M is ±1 plus a multiple of 4. The
Ω’s are opposites, but energy patterns are identical when expressed in terms of M . For a
fixed M there are 4 degenerate states, two with Q = +1 and two with Q = −1. Again
the degeneracy of the Q = ±1 states is a consequence of time reversal, but since they have
opposite Ω’s there is no simple operator linking them as in the even case. But the two states
with the same charge are linked by simple operators: B†(3M−1)/4B(M+1)/4 takes line 7 to line
8 (or line 11 to line 12) in the table, while B†(M−1)/4B(3M+1)/4 takes line 9 to line 10 (or line
13 to line 14). Both of these operators create 0 energy, because they create and destroy two
3Because for fixed Ω excited states always involve at least two levels, it is possible that the lowest energy
state involves an unoccupied negative energy level or an occupied positive energy level, This happens in the
spin system when M is odd.
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M G q Q Pˆ
pi
Ω EG
M ∈ 4N M+2
4
, · · · , 3M−2
4
∈ 1
2
+ Z M
2
, even 0 0 +1 −csc pi
M
M+4
4
, · · · , 3M−4
4
∈ Z M−2
2
, odd +2 0 -1 − cot pi
M
M
4
, · · · , 3M
4
∈ Z M+2
2
, odd -2 0 -1 − cot pi
M
M ∈ 4N+ 2 M+2
4
, · · · , 3M−2
4
∈ Z M
2
, odd 0 0 -1 −csc pi
M
M+4
4
, · · · , 3M−4
4
∈ 1
2
+ Z M−2
2
, even +2 0 +1 − cot pi
M
M
4
, · · · , 3M
4
∈ 1
2
+ Z M+2
2
, even -2 0 +1 − cot pi
M
M ∈ 4N+ 1 M+1
4
, · · · , 3M−5
4
∈ 1
2
+ Z M−1
2
, even +1 − q
M
+1 − cot pi
M
cos pi
2M
M+5
4
, · · · , 3M−1
4
∈ 1
2
+ Z M−1
2
, even +1 q
M
+1 − cot pi
M
cos pi
2M
M+3
4
, · · · , 3M+1
4
∈ Z M+1
2
, odd -1 q
M
-1 − cot pi
M
cos pi
2M
M−1
4
, · · · , 3M−3
4
∈ Z M+1
2
, odd -1 − q
M
-1 − cot pi
M
cos pi
2M
M ∈ 4N− 1 M+1
4
, · · · , 3M−5
4
∈ Z M−1
2
, odd +1 − q
M
-1 − cot pi
M
cos pi
2M
M+5
4
, · · · , 3M−1
4
∈ Z M−1
2
, odd +1 q
M
-1 − cot pi
M
cos pi
2M
M+3
4
, · · · , 3M+1
4
∈ 1
2
+ Z M+1
2
, even -1 q
M
+1 − cot pi
M
cos pi
2M
M−1
4
, · · · , 3M−3
4
∈ 1
2
+ Z M+1
2
, even -1 − q
M
+1 − cot pi
M
cos pi
2M
Table 1: Momentum modes contributing to the ground state(s) in both Ω = ±1 sectors for
fixed M , together with values of q, Q, Pˆ /π, and energy in each case.
states of the same energy:
cos
2π(3M − 1)
4M
= − sin π
2M
= cos
2π(M + 1)
4M
. (29)
3.4 Energy eigenstates for ∆ = 0,
The description of the complete set of energy eigenstates is complicated by the need to switch
mode numbers from half odd integers to integers when Ω changes from +1 to −1. The ground
states delineated in the previous subsection can form convenient starting eigenstates. For
fixed M one must pick a ground state in each of the two Ω sectors. Then a complete set of
states is generated by applying even monomials of eigenoperators, moded appropriately, to
each of the choices. When there is a degeneracy of ground states in a given sector one can
pick one of them at will. For definiteness, we choose lines 1,2,4,5,7,9,11,and 13 as our ground
states. Then the even monomials will consist of half odd integer moded eigenoperators for
cases 1,5,7,13 and integer moded eigenoperators for cases 2,4,9,11.
The momentum carried by a mode r is pr = 2πr/M . This relation is used to calculate
the entries in the table under Pˆ /π. Pˆ ≡ P − πq, where P is the total momentum of the
system. It commutes with the Hamiltonian because there is a discrete lattice translational
invariance with periodic boundary conditions. At the level of individual modes the definition
of Pˆ corresponds to pˆr ≡ pr − π. The pˆr distribution is centered around 0 instead of around
9
π. The eigenvalue of Pˆ distinguishes the degenerate ground states with equal energy and
charge.
One can construct any excited state by applying combinations of bilinears of creation
operators to the ground state in a given sector. For this purpose, creation operators are B†r
for r /∈ G and Bs for s ∈ G. then the possible bilinears are:
B†rB
†
s , B
†
rBt, BtBu, r, s /∈ G; t, u ∈ G (30)
If two or more bilinears are applied, the state will be nonzero only if all indices are different.
Furthermore two nonzero states are proportional if the sets of indices are permutations of
each other. The listed bilinears change Q by -4, 0, +4 respectively; Pˆ by 2π[−1+(r+s)/M ],
2π(r − t)/M , −2π[−1 + (t + u)/M ] respectively; and E by cos(2πr/M) + cos(2πs/M),
cos(2πr/M)− cos(2πt/M), − cos(2πt/M)− cos(2πu/M) respectively.
To get stringy physics, we should take M → ∞, and concentrate on low energy exci-
tations. These occur when the momentum indices stay a finite distance from M/4 or from
3M/4 in the limit. The energies created by B†r are
cos
2πr
M
= cos
(
π
2
+
2π(r −M/4)
M
)
= − sin 2π(r −M/4)
M
∼ −2π(r −M/4)
M
cos
2πs
M
= cos
(
3π
2
+
2π(s− 3M/4)
M
)
= sin
2π(s−M/4)
M
∼ 2π(s− 3M/4)
M
(31)
Notice that in the limit the excitation energies are plus or minus the momenta relative to
the appropriate Fermi momentum M/4 or 3M/4. Also keep in mind that r must be chosen
half odd or integer according to whether Ω of the state is positive or negative. Write the
excitation energies as 2πλr/M we see that λr is integer or half odd integer when M is even,
but is ±1/4+ integer when M is odd.
The large M behaviors of the ground energies (last column of the table) are given by:
− csc π
M
∼ −M
π
[
1 +
π2
6M2
+O(M−4)
]
= −M
π
− π
6M
+O(M−3) (32)
− cot π
M
∼ −M
π
− π
6M
+
π
2M
+O(M−3) (33)
− cot π
M
cos
π
2M
∼ −M
π
− π
6M
+
π
2M
+
π
8M
+O(M−3) (34)
Inspection shows that the right sides of these equations can be summarized by
EG(Q, Pˆ ) = −M
π
− π
6M
+
π
M
[
Q2
8
+ 2
Pˆ 2
π2
]
+O(M−3) (35)
which is the known formula for the ground state in the given charge and momentum sectors.
The negative first 1/M term is the familiar zero point energy associated with the closed
bosonic string, The ground states in the higher Q, Pˆ sectors can be easily constructed by
applying monomials of suitable eigenoperators to the states of the table, which change to
the desired values of Q, Pˆ creating the lowest possible amount of energy. For example the
operator B†(M−2)/4B
†
(3M+2)/4 adds (-4) to Q and 0 to Pˆ and 2π/M = 4
2π/(8M) to the energy.
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3.5 Energy levels and degeneracies for M large
Because the system is one of free fermions it is straightforward to read off the energy levels
and work out their degeneracies. However, it is useful to organize this information in terms
of generating functions, especially whenM is large, when the generating functions are elliptic
functions. There is a famous identity which codes the known possibility (“bosonization”) of
describing free fermion fields by free compactified bosonic fields. We quote it in the form4
qα
2/4
∞∏
n=1
(1 + e2iθq2n+α−1)(1 + e−2iθq2n−α−1) =
∞∏
n=1
(1− q2n)−1
∞∑
m=−∞
q(m+α/2)
2
e2imθ (36)
Putting q = e−pi/M and expansing in powers of q generates the energy spectrum, with the
exponents giving the energies and the coefficients the degeneracy of each level. Inspecting
the large M energies we see we shall need α = 0, 1 for even M , and α = 1/2 for odd M . The
left side of the identity describes the spectrum in terms of free fermions and the right side
as bosonic oscillators.
Let’s start with the case where M ∈ 4N. The operator B†r is a creation operator for
r /∈ G. It creates low energy for r near 3M/4 or M/4. In the first case we call the operator
b†r, which creates −2 units of Q, 1/2 unit of Pˆ /π, and an odd multiple of π/M in energy.
It yields a factor e−2iθ+iφ/2q2n−1. In the second case we call the operator b˜†r, which creates
−2 units of Q, −1/2 unit of Pˆ /π, and an odd multiple of π/M in energy. It yields a factor
e−2iθ−iφ/2q2n−1. When r ∈ G, Br is the creation operator. If r is near 3M/4, it is called br,
and creates 2 units of Q, −1/2 unit of Pˆ /π, and an odd multiple of π/M in energy. It yields
a factor e2iθ−iφ/2q2n−1. Finally the case r near M/4 yields the factor e2iθ+iφ/2q2n−1. Thus the
generating function in fermion language is
∞∏
n=1
(1 + e−2iθ+iφ/2q2n−1)(1 + e−2iθ−iφ/2q2n−1)(1 + e2iθ−iφ/2q2n−1)(1 + e2iθ+iφ/2q2n−1) (37)
Only the terms corresponding to an even number of operators applied to the ground state
are relevant, so this formula should be projected onto that sector. This can be done by
symmetrizing it under θ → θ + π/2. If we apply the elliptic function identity (with α = 0)
twice we arrive at an expression for which the desired projection is transparent. the right
side of the identity is ∏
n
(1− q2n)−2
∑
k,m
qk
2+m2e2i(k+m)θ+i(k−m)φ/2 (38)
In this form the projection is simply to restrict the sum to k + m even. To do this call
k +m = K, so that k −m = K − 2m. If K is even we can define J = m−K/2. Then
m2 + k2 = (J +K/2)2 + (J −K/2)2 = 2J2 + K
2
2
(39)
4 In this subsection we follow standard conventions and denote the elliptic function modulus by q. sus-
pending the use of q for the number of overturned spins.
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and the projected expression is∏
n
(1− q2n)−2
∑
Keven,J
qK
2/2+2J2e2iKθ−iJφ (40)
From the way θ, φ were introduced, it is clear that J = −Pˆ /π and 2K = Q, so the exponent
of q reads Q2/8 + 2Pˆ 2/π@, the known result. But this sector only includes charges Q ∈ 4Z.
the odd multiples of 2 are covered by the Ω = −1 sector built on the second line, which we
turn to next.
The state described by the second line of the table has Q = +2, Pˆ = 0, and energy
π/(2M) above the energy of line 1. Also the excitation energies are even integers times
π/M . It is then straightforward to establish the generating function:
e2iθq1/2(1 + e−2iθ+iφ/2)(1 + e−2iθ−iφ/2)
∞∏
n=1
(1 + e−2iθ+iφ/2q2n)(1 + e−2iθ−iφ/2q2n)(1 + e2iθ−iφ/2q2n)(1 + e2iθ+iφ/2q2n)
= q1/2(eiθ−iφ/4 + e−iθ+iφ/4)(eiθ+iφ/4 + e−iθ−iφ/4))
∞∏
n=1
(1 + e−2iθ+iφ/2q2n)(1 + e−2iθ−iφ/2q2n)(1 + e2iθ−iφ/2q2n)(1 + e2iθ+iφ/2q2n) (41)
Of course only the terms corresponding to an even number of excitation above the second line
ground state are relevant. These are singled out by antisymmetrizing the whole expression
under θ → θ + π/2. Again we can apply the elliptic function (with α = 1) twice to rewrite
the generating function∏
n
(1− q2n)−2
∑
k,m
q(k+1/2)
2+(m+1/2)2e2i(k+m+1)θ+i(k−m)φ/2 (42)
The projection is achieved by restricting the k,m sum to k +m even. in terms of the J,K
summation indices introduced previously the generating function reads∏
n
(1− q2n)−2
∑
Keven,J
q(K+1)
2/2+2J2e2i(K+1)θ−iJφ =
∏
n
(1− q2n)−2
∑
Kodd,J
qK
2/2+2J2e2iKθ−iJφ(43)
Putting the two sectors together simply relaxes the even or odd restriction:∏
n
(1− q2n)−2
∑
K,J
qK
2/2+2J2e2iKθ−iJφ, Q ∈ 2Z. (44)
The analysis for M ∈ 2 + 4⋉ is the same in spite of the flip in Ω assignments because the
momenta relative to the Fermi momenta is identical in both cases.
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The analysis for odd M is a bit more involved. Starting with the ground state described
by line 7 of the table, we read off the generating function:
eiθ−iφ/2q5/8
∞∏
n=0
(1 + e−2iθ+iφ/2q2n−1/2)(1 + e−2iθ−iφ/2q2n+3/2)(1 + e2iθ−iφ/2q2n+5/2)(1 + e2iθ+iφ/2q2n+1/2)
= eiθ−iφ/2q5/8
∞∏
n=1
(1 + e2iθ+iφ/2q2n−3/2)(1 + e−2iθ−iφ/2q2n=1/2)
∞∏
n=1
(1 + e−2iθ+iφ/2q2n−5/2)(1 + e2iθ−iφ/2q2n+1/2) (45)
We use the elliptic function identities for α = −1/2 and α = 3/2 to arrive at the bosonic
form
eiθ−iφ/2
∏
n
(1− q2n)−2
∑
k,m
q(k−1/4)
2+(m+3/4)2e2i(k+m+1)θ+i(k−m)φ/2
=
∏
n
(1− q2n)−2
∑
k,m
q(k−1/4)
2+(m+3/4)2ei(2(k+m)+1)θ+i(k−m−1)φ/2 (46)
Again only the terms with k + m even are relevant. With this restriction the change of
indices k = K/2− J , m = K/2 + J is valid, so
(k − 1/4)2 + (m+ 3/4)2 = (K/2− J − 1/4)2 + (K/2 + J + 3/4)2
= 2(K/2 + 1/4)2 + 2(J + 1/2)2 (47)
yielding the result∏
n
(1− q2n)−2
∑
Keven,J
q(2K+1)
2/8+2(J+1/2)2ei(2K+1)θ−i(J+1/2)φ (48)
Considering the states built on line 9 of the table, shows that the generating function for
such excited states is the complex conjugate of the one just computed for line 7:∏
n
(1− q2n)−2
∑
Keven,J
q(2K+1)
2/8+2(J+1/2)2e−i(2K+1)θ+i(J+1/2)φ
=
∏
n
(1− q2n)−2
∑
Keven,J
q(2K−1)
2/8+2(J−1/2)2ei(2K−1)θ−i(J−1/2)φ
=
∏
n
(1− q2n)−2
∑
Keven,J
q(2(K−1)+1)
2/8+2(J+1/2)2ei(2(K−1)+1)θ−i(J+1/2)φ
=
∏
n
(1− q2n)−2
∑
Kodd,J
q(2K+1)
2/8+2(J+1/2)2ei(2K+1)θ−i(J+1/2)φ (49)
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In successive lines we have reversed the signs of K, J , Shifted J by one unit, and shifted K
by one unit making it odd rather than even, Thus putting the two sectors together simply
relaxes the restrictions on the range of K,∏
n
(1− q2n)−2
∑
K,J
q(2K+1)
2/8+2(J+1/2)2ei(2K+1)θ−i(J+1/2)φ, Q ∈ 1 + 2Z (50)
In spite of the need to allow for 8 base ground states, only four lead to distinct outcomes for
energies and degeneracies. They can be characterized by the nature of Q:
Q ∈ 4Z, Q ∈ 2 + 4Z, Q ∈ 1 + 4Z, Q ∈ −1 + 4Z (51)
4 Conformal Invariance and Bosonization at Large M
4.1 Virasoro generators
We can summarize the spectrum using energy eigenoperators by writing
H =
∑
r
cos
2πr
M
B†rBr (52)
= EΩG +
∑
r /∈G
cos
2πr
M
B†rBr −
∑
r∈G
cos
2πr
M
BrB
†
r (53)
And we remember that r ∈ 1/2 + Z when Ω = +1 , and r ∈ Z when Ω = −1. When M is
large B†r creates energies of order 1/M for r near 3M/4 or near M/4. In the first case we
call the operator b†r−3M/4 and in the second case b˜
†
r−M/4. Then we can write the effective low
energy Hamiltonian
Heff = E
Ω
G +
2π
M
[∑
s/∈G
sb†sbs +
∑
t/∈G
tb˜†t b˜t +
∑
u∈G
(−u)bub†u +
∑
v∈G
(−v)b˜v b˜†v
]
. (54)
We have written each summation index as a different letter, because their ranges can be
different depending on the nature of Q:
Q ∈ 4Z : s, t, u, v ∈ 1
2
+ Z, s, t > 0, u, v < 0 (55)
Q ∈ 2 + 4Z : s, t, u, v ∈ Z, s, t ≥ 0, u, v < 0 (56)
Q ∈ 1 + 4Z : s, t, u, v ∈ −1
4
+ Z, s ≥ −1
4
, t ≥ 3
4
, u ≤ −5
4
, v ≤ −1
4
(57)
Q ∈ −1 + 4Z : s, t, u, v ∈ 1
4
+ Z, s ≥ 5
4
, t ≥ 1
4
, u ≤ 1
4
, v ≤ −3
4
(58)
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We list explicitly the Hamiltonian for each case, dropping the term in EG linear in M :
Heff = − π
6M
+
2π
M
∞∑
n=0
[(
n+
1
2
)
b†n+1/2bn+1/2 +
(
n +
1
2
)
b˜†n+1/2b˜n+1/2
]
+
2π
M
∞∑
n=0
[(
n +
1
2
)
b−n−1/2b
†
−n−1/2 +
(
n+
1
2
)
b˜−n−1/2b˜
†
−n−1/2
]
, Q ∈ 4Z (59)
Heff = − π
6M
+
π
2M
+
2π
M
∞∑
n=1
n
[
b†nbn + b˜
†
nb˜n + b−nb
†
−n + b˜−nb˜
†
−n
]
, Q ∈ 2 + 4Z (60)
Heff = − π
6M
+
5π
8M
+
2π
M
∞∑
n=0
[(
n− 1
4
)
b†n−1/4bn−1/4 +
(
n+
3
4
)
b˜†n+3/4b˜n+3/4
]
+
2π
M
∞∑
n=0
[(
n +
5
4
)
b−n−5/4b
†
−n−5/4 +
(
n+
1
4
)
b˜−n−1/4b˜
†
−n−1/4
]
, Q ∈ 1 + 4Z (61)
Heff = − π
6M
+
5π
8M
+
2π
M
∞∑
n=0
[(
n +
5
4
)
b†n+5/4bn+5/4 +
(
n+
1
4
)
b˜†n+1/4b˜n+1/4
]
+
2π
M
∞∑
n=0
[(
n− 1
4
)
b−n+1/4b
†
−n+1/4 +
(
n+
3
4
)
b˜−n−3/4b˜
†
−n−3/4
]
, Q ∈ −1 + 4Z (62)
The operator products in the above expressions are all normal ordered relative to the ground
state in each sector, that is operators which annihilate the ground state are on the right. If
we understand the double colon notation to mean normal ordering in this sense, we can give
these expressions more compact forms:
H0eff = −
π
6M
+
2π
M
∞∑
n=−∞
(
n+
1
2
)[
: b†n+1/2bn+1/2 : + : b˜
†
n+1/2b˜n+1/2 :
]
H2eff = −
π
6M
+
π
2M
+
2π
M
∞∑
n=−∞
n
[
: b†nbn : + : b˜
†
nb˜n :
]
H1eff = −
π
6M
+
5π
8M
+
2π
M
∞∑
n=−∞
(
n− 1
4
)[
: b†n−1/4bn−1/4 : + : b˜
†
n−1/4b˜n−1/4 :
]
H−1eff = −
π
6M
+
5π
8M
+
2π
M
∞∑
n=−∞
(
n +
1
4
)[
: b†n+1/4bn+1/4 : + : b˜
†
n+1/4b˜n+1/4 :
]
In each sector, the Hamiltonian is a sum of two commuting operators, one depending only
on b and the other on b˜. Each can be identified with the zero member of commuting Virasoro
generators, Ln, L˜n. The Virasoro algebras must take the form
[Ln, Lm] = (n−m)Ln+m + Cnδn,−m (63)
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and similarly for L˜n. When n 6= 0, there is no ordering ambiguity in the definition of Ln so
allowing for fractional modes we may write
Ln ≡
∞∑
k=−∞
(k + n/2 + α)b†k+αbk+n+α, n 6= 0 (64)
This expression is ambiguous up to an additive constant for n = 0. But L0 can be obtained
using the algebra of the unambiguous Ln: namely [Ln, L−n] = 2nL0 + Cn, once conventions
are set in determining Cn. Those conventions will be set by identifying the L0, L˜0 with pieces
of the Hamiltonians in the various sectors. Inspection shows that the appropriate values of
α are 1/2, 0, 1/4,−1/4 for the respective sectors.
It is easy to confirm the Virasoro algebra for n 6= −m, but the determination of the Cn
is more involved.
L00 =
∞∑
n=0
(
n +
1
2
)[
b†n+1/2bn+1/2 + b−n−1/2b
†
−n−1/2
]
L˜00 =
∞∑
n=0
(
n +
1
2
)[
b˜†n+1/2b˜n+1/2 + b˜−n−1/2b˜
†
−n−1/2
]
(65)
L20 =
∞∑
n=0
(n)
[
b†nbn + b−nb
†
−n
]
, L˜00 =
∞∑
n=0
(n)
[
b˜†nb˜n + b˜−nb˜
†
−n
]
(66)
L10 =
∞∑
n=0
[(
n− 1
4
)
b†n−1/4bn−1/4 +
(
n+
5
4
)
b−n−5/4b
†
−n−5/4
]
L˜10 =
∞∑
n=0
[(
n+
3
4
)
b˜†n+3/4b˜n+3/4 +
(
n+
1
4
)
b˜−n−1/4b˜
†
−n−1/4
]
(67)
L−10 =
∞∑
n=0
[(
n+
5
4
)
b†n+5/4bn+5/4 +
(
n− 1
4
)
b−n+1/4b
†
−n+1/4
]
L˜−10 =
∞∑
n=0
[(
n+
1
4
)
b˜†n+1/4b˜n+1/4 +
(
n+
3
4
)
b˜−n−3/4b˜
†
−n−3/4
]
(68)
For each of the four cases, we have 2 commuting Virasoro algebras, with potentially different
central terms for each. With the above identifications for L0 in each case, careful calculation
shows
C0n − C˜0n =
1
12
(n3 − n)
C2n − C˜2n =
1
12
(n3 + 2n)
C1n −
1
12
(n3 + 23n/4), C˜1n =
1
12
(n3 − n/4)
C−1n −
1
12
(n3 + 23n/4), C˜−1n =
1
12
(n3 − n/4) (69)
The coefficient of n3 is universal corresponding to a single bosonic worldsheet coordinate.
This term is controlled by short distances and is expected to be independent of the structure
of the ground state. In contrast, the linear term varies from one case to another. It is
perhaps more natural to include the linear term in the definition of L0, keeping only the
cubic term in the definition of Cn. If this is done one finds that the constant terms in the
Hamiltonian are precisely accounted for with the simple identification H = 2π(L0+ L˜0)/M .
The asymmetry between C and C˜ in the cases that Q is odd, though a little startling,
is understandable given that the occupied states in the chosen vacuum are asymmetric. As
seen in the table the ground energy level with Q = 1 is doubly degenerate, and choosing the
other ground state reverses the asymmetry.
4.2 Bosonization of the spin system at ∆ = 0
The equivalence of free fermion systems to bosonic systems in one space dimension is very
well studied. In this subsection we quote the equivalence in the operator language for the
Heisenberg spin system studied in this article. There are four sectors, each of which is
described by two anticommuting sets of fermion operators b, b˜, so all together eight slightly
different bosonization formulas. Each set is characterized by a fractional mode number,
which we have called α. We first quote the formulas for general α, and use b for the Fermi
description, and a for the bosonic description.
We write the boson as a bilinear of fermions
an =
∞∑
k=−∞
: b†k+αbk+n+α : (70)
where we fix the normal ordering with respect to a vacuum satisfying bk+α|0〉 = 0 for k ≥ 0
and b†k+α|0〉 = 0 for k < 0. it follows from this formula and the anticommutation relations
{bk+α, b†l+α} = δkl that
[an, am] = nδn,−m, a
†
n = a−n, an|0〉 = 0, n ≥ 0. (71)
When calculating the commutator care must be taken to respect normal ordering: each term
in the commutator should be separately normal ordered via Wick;s theorem, after which the
operator parts cancel leaving behind the right side of the equation.
Bosonization in one space dimension, remarkably, leads to an equality between two rel-
atively simple Hamiltonians expressed in terms of bosonic or fermionic degrees of freedom.
For this system at the free fermion point this relation holds for the entire Virasoro algebra.
The fermion form of the Virasoro algebra was given in the previous subsection. The bosonic
form is given by5
Ln = βan +
1
2
∞∑
m=−∞
: a−mam+n : (72)
5More generally one could also add a term inγan to Ln which modifies the cubic term in Cn, but since
the two systems already agree on the cubic term, γ = 0 for us.
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Here normal ordering simply means positive moded a’s always stand to the right of negative
moded a’s. Since we will be inserting the bosonization formula, which uses its own normal
ordering prescription, we write out Ln explicitly:
Ln = βan +
1
2
∞∑
m=0
a−mam+n +
1
2
−1∑
m=−∞
am+na−m
= βan +
1
2
∞∑
m=0
a−mam+n +
1
2
∞∑
m=1
a−m+nam (73)
so that normal ordering is no longer needed.
Now one can plug the bosonization formula into Ln(a) and, with due attention to operator
ordering, obtain
Ln(a) =
∞∑
k=−∞
(k + n/2 + β + 1/2) : b†k+αbk+n+α : (74)
Comparison gives β = α− 1/2.
In bosonic language the β = α − 1/2 term in Ln is equivalent to the replacement a0 →
a0 + β for n 6= 0. For n = 0 the a0 dependence is
a20
2
+ βa0 =
(a0 + β)
2
2
− β
2
2
(75)
so in addition to the substitution a0 → a0 + β a constant term added to L0 appears. With
this definition of L0 the c-number term in the Virasoro algebra assumes the form Cn =
β2 + (n3 − n)/12. Clearly if one removes that extra term from L0 and puts it in the the
c-number term, he latter becomes Cn → (n3 − n)/12, the value it has at β = 0. In short,
with the new definitions
a0 =
∞∑
k=−∞
: b†k+αbk+α + α−
1
2
: (76)
Ln =
∞∑
k=−∞
(k + n/2 + α) : b†k+αbk+n+α : +
1
2
(
α− 1
2
)2
δn0, (77)
the Ln, whose bosonic form is Ln =
∑
m : a−mam+n : /2, satisfy the standard Virasoro
algebra for transverse dimension d = 1
[Ln, Lm] = (n−m)Ln+m + 1
12
(n3 − n)δn,−m (78)
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4.3 Interpretation of zero mode operators
The zero modes a0, a˜0 can be linked to the two conserved operators Q and Pˆ /π, whose values
for the ground states are listed in the table:
Q0 = −2
∞∑
n=0
[
: b†n+1/2bn+1/2 : + : b˜
†
n+1/2b˜n+1/2 :
]
= −2(a0 + a˜0)
Pˆ 0
π
=
!
2
∞∑
n=0
[
: b†n+1/2bn+1/2 : −‘ : b˜†n+1/2b˜n+1/2 :
]
=
1
2
(a0 − a˜0) (79)
Q2 = 2− 2
∞∑
n=0
[
: b†nbn : + : b˜
†
nb˜n :
]
= −2(a0 + a˜0)
Pˆ 2
π
=
!
2
∞∑
n=0
[
: b†nbn : − : b˜†nb˜n :
]
=
1
2
(a0 − a˜0) (80)
Q1 = 1− 2
∞∑
n=0
[
: b†n−1/4bn−1/4 : + : b˜
†
n+3/4b˜n+3/4 :
]
= −2(a0 + a˜0)
Pˆ 1
π
= − !
2
+
!
2
∞∑
n=0
[
: b†n+3/4bn+3/4 : − : b˜†n+3/4b˜n+3/4 :
]
=
1
2
(a0 − a˜0) (81)
Q−1 = −1 − 2
∞∑
n=0
[
: b†n+5/4bn+5/4 : + : b˜
†
n+1/4b˜n+1/4 :
]
= −2(a0 + a˜0)
Pˆ−1
π
=
!
2
+
!
2
∞∑
n=0
[
: b†n+5/4bn+5/4 : − : b˜†n+1/4b˜n+1/4 :
]
=
1
2
(a0 − a˜0) (82)
in all cases the new definitions of a0 and a˜0 are used on the extreme right side. In a similar
vein,using the new definition of L0, L˜0, the Hamiltonian is given by
H = − π
6M
+
2π
M
(L0 + L˜0) (83)
Furthermore if L0, L˜0 are defined so that the c-number term in the Virasoro algebra is purely
cubic in n, the −π/(6M) term on the right of the above equation should be deleted.
5 Spin Chain Contribution to 3 String Vertex.
5.1 Preliminary Discussion
Perturbative string interactions are efficiently obtained using worldsheet path integrals. In
lightcone parameters, using Mandelstam’s interacting string formalism, any worldsheet can
be tessellated by a series of rectangular pieces each describing the propagation of a free string.
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All interactions can be built up from the basic three string vertex at which a long string whose
propagator is a rectangle of width P+1 + P
+
2 makes an instantaneous transition to or from
two shorter strings whose propagators have width P+1 and P
+
2 . Factorizing each propagator
shows that the vertex is nothing more than the overlap of the long string wave function with
the product of the two short string wave functions, the amplitude for the transition in one
direction being the complex conjugate of the amplitude for the time reversed transition.
A given string theory is defined by a number of worldsheet fields, typically including
bosonic coordinates compactified or not, Grassmann fields representing spin degrees of free-
dom, or more generally any worldsheet system that supports the Virasoro algebra. In our
string bit models the worldsheet is not fundamental, but rather is a composite structure de-
scribing the evolution of chains of string bits with time. Any fields living on the worldsheet
must arise from internal degrees of freedom carried by the string bit, and indeed need arise
from only a finite number of bit degrees of freedom. In this paper, we are exploring the
possibility that each spin of the Heisenberg system resides on a single string bit. Then the
Heisenberg chain arises when a large number of bits link together. To the extent that the
effective worldsheet fields arising in this way are decoupled from each other the basic overlap
is just a product of overlaps for each subsystem. Then we can focus on the overlap of the
Heisenberg wave functions alone, as we have done in previous sections.
Away from the free fermion point (∆ 6= 0) the Hamiltonian has terms up to quartic
in fermion fields, making the overlap calculation very difficult. However, by bosonizing
the system, we obtain a Hamiltonian quadratic in boson fields, with zero modes quantized
according to the eigenvalues of Q and Pˆ /π. We interpret Q as a Kaluza-Klein momentum
of a compactified coordinate and Pˆ /π as the associated winding number. Our strategy for
obtaining the overlap even with ∆ 6= 0 is to use Mandelstam’s interacting string formalism
for bosonic string, generalized to allow for compactified coordinates. The only loose end
in this approach, is figuring out how to deal with the two zero modes. If all three states
participating in the overlap have Pˆ = 0, it is probably safe to use the Mandelstam vertex for
continuous (uncompactified) momenta by simply setting those momenta equal to the desired
KK momentum proportional to Q. This is because Q = Q1 + Q2 is an operator equality,
showing that the vertex conserves Q. The same is not true of the momentum operator,
so the possibility that the vertex violates Pˆ conservation can not be ruled out. Indeed,
This is known to occur for the Green-Schwarz worldsheet spinors. We shall find in the next
subsection that for the Heisenberg spin system Pˆ is indeed conserved in the string limit.
5.2 Three string overlap
In string theory the interactions of strings arise from instantaneous changes in the Hamilto-
nian, corresponding to the transition of a single closed string to two smaller closed strings.
In the string bit approach this process does not change the number of string bits. The
overlap involves all available degrees of freedom, but here we only deal with those described
by Heisenberg spins. The Hamiltonian for any single spin chain is the one just described.
Let’s say that the initial chain has M spins, S1, . . . , SM and the smaller chains have K and
L = M −K spins respectively. We identify S1, . . . , SK as the spin variables of the first small
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chain and SK+1, . . . , SM as those of the second small chain,
We construct the raising and lowering operators for the three participating chains
Br =
1√
M
M∑
k=1
e−2piikr/MSk, 0 ≤ r < M (84)
b1r =
1√
K
K∑
k=1
e−2piikr/KSk, 0 ≤ r < K (85)
b2r =
1√
L
M∑
k=K+1
e−2pii(k−K)r/LSk, 0 ≤ r < L (86)
To apply the overlap construction developed in Section 2, we need the matrix D = (D1|D2)
D1sr = {b1r , B†s} =
1√
KM
K∑
k=1
e2piik(s/M−r/K)
=


√
K
M
, (s/M − r/K) ∈ Z
− 1√
KM
1− e2pii(sK/M−r)
1− e−2pii(s/M−r/K) , (s/M − r/K) /∈ Z
(87)
D2sr = {b2r , B†s} =
1√
LM
M∑
k=K+1
e2pii(ks/M−(k−K)r/L) =
1√
LM
e2piiKs/M
L∑
k=1
e2pii(ks/M−kr/L)
= e2piiKs/M


√
L
M , (s/M − r/L) ∈ Z
− 1√
LM
1− e2pii(sL/M−r)
1− e−2pii(s/M−r/L) , (s/M − r/L) /∈ Z
(88)
The special cases can easily be seen to follow from a limit of the generic cases, assuming
K,L,M are continuous variables. It is only necessary to treat them separately in evaluations
(e.g. on a computer) which explicitly require K,L,M to be integers.
We also need a common energy eigenstate, which we called |0〉 in Section 2. A convenient
choice is the state in which all spins are up, σzk|0〉 = |0〉. This state is an eigenstate of Ω
with value +1 and satisfies Sk|0〉 = 0, Bk|0〉 = 0, b1k|0〉 = 0, and b2k|0〉 = 0, for all k. It is
also an eigenstate of the Hamiltonian, even for ∆ 6= 0
H∆|0〉 = ∆
∑
k
σzkσ
z
k+1|0〉 =M∆|0〉 (89)
We shall refer to |0〉 as the “empty” state. It is not the ground state of either system because
there are negative energy levels in both.
Energy eigenstates can be constructed by applying monomials of the B†’s or monomials
of b1†, b2†’s to the empty state, In the first case one builds energy eigenstates of H1 and in the
second case those of H2, Even monomials give eigenstates with Ω = +1 and odd monomials
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give eigenstates with Ω = −1. In the case of H1 which describes a single spin chain, the
operators that go into the even monomials carry half odd integer indices and those going
into the odd monomials integer indices. In the case of H2, which describes two spin chains
with independent operators for each, the operators that go into the even monomials either
have half odd integer indices for both chains or integer indices for both chains, and those
going into the odd monomials have half odd integer indices for either of the two chains but
integer indices for the other one.
In order to make efficient use of the coherent state formalism, we consider two distinct
Hamiltonians for each chain: H+ for which Ω has been set equal to +1 and H− for which
Ω has been set equal to −1. Eigenstates of H± with Ω = ∓1 are not eigenstates of H and
must be discarded. But eigenstates of H± with Ω = ±1 are eigenstates of H , and together
span the eigenspace. For the three chain vertex, one does four separate calculations for
the Hamiltonian choices + → ++, + → −−, − → +−, and − → −+. At the end of the
calculations, one discards the monomial choices that violate the required correlation between
Ω value and index.
In Section 2 we gave the generic construction of the vertex for systems of free fermions
summarized in (19). We need to form four (not necessarily square) matrices from Dsr, where
s labels the modes of the long chain, and r labels the modes of the two short strings:
DGgsr , D
G˜g
sr , D
Gg˜
sr , D
G˜g˜
sr , (90)
Here the superscript G means s labels the levels filled in G, G˜ means s labels the levels
that are empty in G, with a similar meaning for the superscripts g, g˜ with respect to the r
index. Since the overlap construction requires the inverse of the first of these 4 matrices, it is
important that DGg be a square matrix6. Inspection of our table (1) in all of the numerous
allowed cases confirms this to be true. To illustrate consider the cases in which the bit
numbers of all three strings are multiples of 4, so that we can limit attention to the first
three lines of the table. The symbol q is the number of levels filled in the corresponding
ground state. Thus there are M/2 (or K/2 or L/2) labels for the state described by the first
line, (M ∓ 2)/2 (or (K ∓ 2/2 or (L∓ 2)/2) for the state described by the second and third
line respectively. One immediately sees that a square matrix q = q1 + q2 is equivalent to
charge conservation Q = Q1 +Q2. Here we are presuming that 〈G|g〉 6= 0.
The 3 chain overlap becomes the three string vertex in the limit that each chain has an
infinite number of bits: M,K,L = M −K → ∞ at fixed ratio 0 < x = K/M < 1. In this
limit the relevant modes on each string are those with either r−Mk/4 of r−3Mk/4 fixed. To
implement the simplifications of this stringy limit on the overlap matrices D1, D2 we have
to consider four cases for each. Define
s′ ≡ s− 3M
4
, s˜′ ≡ s− M
4
r′ ≡ r − 3K
4
, r˜′ ≡ r − K
4
t′ ≡ t− 3L
4
, t˜′ ≡ t− L
4
(91)
6 In a situation where it is not, modification would be necessary.
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which are held fixed as M →∞ Then in the string limit
D1sr ≈


−√x1− exp{2πi(s˜
′x− r˜′)}
2πi(s˜′x− r˜′) , s˜
′, r˜′ fixed
−√x1− exp{2πi(s
′x− r′)}
2πi(s′x− r′) , s
′, r′ fixed
O
(
1
M
)
s˜′, r′ fixed
O
(
1
M
)
s′, r˜′ fixed
(92)
D2sr ≈


−iK√1− xexp{2πis˜
′x} − exp{2πi(s˜′ − t˜′)}
2πi(s˜′(1− x)− t˜′) , s˜
′, t˜′ fixed
−(−i)K√1− xexp{2πis
′x} − exp{2πi(s′ − t′}
2πi(s′(1− x)− t′) , s
′, t′ fixed
O
(
1
M
)
s˜′, t′; fixed
O
(
1
M
)
s′, t˜′ fixed
(93)
Looking back at Eq (19), we see that the overlap in a free fermion system is the exponential
of a bilinear form in the coherent state parameters. with coefficients built from the matrices
D1, D2. The simplification that the matrix elements, linking modes near 3M/4 to modes
near M/4, vanish in the string limit means that there are no corresponding terms in the
bilinear form. The absence of these terms means that the vertex conserves Pˆ as well as Q.
Thus in the bosonized formulation the zero modes a0 and a˜0 are also separately conserved.
We can call the modes near 3M/4 right moving (Pˆ > 0 and those near M/4 left moving
(Pˆ < 0). The decoupling also implies that the vertex factorizes into a factor involving only
right moving modes times a factor involving only left moving modes.
As we have discussed each of the labels s′, r′, t′, as well as the tilde labels, are integers
plus a fractional part α (α˜) which depends on the charge Q of the corresponding chain:
α =


1
2
Q ∈ 4Z
0 Q ∈ 2 + 4Z
−1
4
Q ∈ 1 + 4Z
1
4
Q ∈ −1 + 4Z
, α˜ =


1
2
Q ∈ 4Z
0 Q ∈ 2 + 4Z
1
4
Q ∈ 1 + 4Z
−1
4
Q ∈ −1 + 4Z
(94)
Note that the fractional parts of the right and left moving modes are the same when Q is
even, and they are opposites when Q is odd.
Conservation of Q implies selection rules for these fractional modes. Once the fractional
modes are assigned to two of the chains, the third is fixed. The following transitions are
allowed:
(1/2, 1/2)→ 1/2, (1/2, 0)→ 0, (1/2, 1/4)→ 1/4, (1/2,−1/4)→ −1/4,
(0, 0)→ 1/2, (0, 1/4)→ −1/4, (0,−1/4)→ 1/4,
(1/4, 1/4)→ 0, (1/4,−1/4)→ 1/2, (−1/4,−1/4)→ 0. (95)
where the fraction refers to the fractional part of the right moving modes. The selection
rules involving only integer and half integer modes match those of the RNS spinning string
23
model, with half odd integers the NS sector and integers the R sector. In fact, the overlap
calculations in these sectors also coincide with those in the RNS formalism. The presence
of quarter integer modes is a peculiar feature of the Heisenberg spin chain not found in the
RNS string.
It is worth noting that these selection rules introduce a complication in manipulations
with D1, D2, required to evaluate the full vertex, compared to some of the forbidden tran-
sitions. First notice that r′ in the numerator of D1 and t′ in the numerator of D2 can be
replaced by their fractional parts. Then, for example, the forbidden transition (0, 0) → 0
would allow an overall factor of 1− e2piis′x to be removed from both D1 and D2. But for the
allowed transitions, e.g. (1/2, 1/2)→ 1/2 or (0, 0)→ 1/2, one of these factors is 1 − e2piis′x
but the other is 1 + e2piis
′x, so this simplification is not possible.
To flesh this out a little, specialize to the case where the fractional parts of all modes are
1/2. Then the matrix D has elements
D1sr ≈


−√x 1 + e2piis˜
′x
2πi(s˜′x− r˜′) , s˜
′, r˜′ fixed
−√x 1 + e2piis
′x
2πi(s′x− r′) , s
′, r′ fixed
O
(
1
M
)
s˜′, r′ fixed
O
(
1
M
)
s′, r˜′ fixed
(96)
D2sr ≈


−iK√1− x e2piis˜
′x − 1
2πi(s˜′(1− x)− t˜′) , s˜
′, t˜′ fixed
−(−i)K√1− x e2piis
′x − 1
2πi(s′(1− x)− t′) , s
′, t′ fixed
O
(
1
M
)
s˜′, t′; fixed
O
(
1
M
)
s′, t˜′ fixed
(97)
Had s′ and s˜′ been integers instead of half odd integers the matrix (D1|D2) could be written
as a diagonal matrix with entries (1+exp{2πis˜′x}) times a matrix with elements 1/(s′x−r′)
or 1/(s′(1 − x) − t′), which can be inverted by a method developed by J. Goldstone using
analytic functions, or by the Neumann function methods of Mandelstam. When on shell
methods were applied to the Neveu-Schwarz vertex by Hornfeck [19], he obtained a double
sum over the simple closed form expressions for the bosonic string or Green-Schwarz three
vertex. It is not mandatory that the answer be in closed form, but it is mandatory that the
matrix (D1|D2) reduce, in the limit M → ∞ with x = K/M fixed, to the overlap matrices
used to derive the string scattering amplitudes, and they do [20].
On a more hopeful note, switching to bosonized language makes the overlap calculation
treatable by Mandelstam’s methods. And this can easily be extended to the conjectured
∆ 6= 0 case. The conjecture, supported by several explicit calculations, is that the only
change for ∆ 6= 0 is a change in the radius of compactification
R2∆ =
1
2πT0
π
µ
= α′
π
µ
, ∆ = − cosµ (98)
24
[1, 16]. We see that the decompactification limit is ∆→ −1. In this limit the chains with odd
M (odd Q) acquire infinite energy in the R → ∞ limit and hence will decouple from finite
energy processes. The conjectured equivalence to a compactified boson is very plausible in a
neighborhood of ∆ = 0. If it holds for all ∆ in the critical range −1 < ∆ < 1, the scattering
amplitudes of closed string theory will apply, including graviton graviton scattering in the
decompactification limit.
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