Abstract. This work is primarily concerned with solving the large sparse linear systems which arise in connection with finite-element or finite-difference procedures for solving self-adjoint elliptic boundary-value problems. These problems can be expressed in terms of abstract variational problems on Hilbert spaces. Our (multi-grid) schemes involve a sequence of auxiliary finite-dimensional spaces which do not have to be nested. We approximate the solution using the largest (finite-dimensional) space. These schemes are recursive in nature: they combine smoothing iterations in a space with solving one or more correction problems using smaller spaces. Under certain circumstances, the solution to a problem can be approximated well using smaller spaces. Since the smaller spaces are required to have geometrically fewer unknowns than the largest space, the savings in computation can be substantial. In fact, we prove that these procedures are optimal order under appropriate conditions. Our general theory is discretization independent and can be applied to problems which do not arise from partial differential equations.
1. General theory. In this section, we discuss the approximate solution of an abstract elliptic variational problem. Our scheme involves a sequence of finitedimensional spaces j, 1, 2, , k. We approximate the solution using the largest space. Under certain circumstances, the solution to a problem can be approximated well using smaller spaces. Since we require the smaller spaces to have geometrically fewer unknowns than the largest one, the savings in computation can be substantial.
In fact, we prove that these procedures are optimal order under appropriate conditions. While this theory is applied to solving the large sparse linear systems which arise in connection with finite-element or finite-difference procedures for solving self-adjoint elliptic boundary-value problems in the next section, it can also be applied to problems which do not arise from partial differential equations.
Our k-level scheme is related to the multi-grid techniques used by Bank and Dupont [6] , which are related to the techniques of Brandt 10 ], Bakhvalov [5] , Federenko [14] , [151, Nicolaides [25] , [26] , and Hackbusch [18] , [19-1, [20] . The earlier proofs are for particular discretizations of model elliptic boundary-value problems. Their domains are covered by meshes or triangulations which are refined uniformly. Only Van Rosendale's proof [29] allows nonuniformly refined domains. The proofs here use abstract function space arguments which make no reference to the particular discretization, domain, or method of refinement. Further, we do not require the solution spaces to be nested as in the proofs of the cited references.
Assume we are given a triple, ( 
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The bilinear form a (., induces the energy norm IlluI 1 1 =--a(u, u).
We seek an approximation to the solution of Problem 1.1. Given {H, a (u, v), f(v)}, find u 6 H such that a (u, v) f(v) for all v H. Problem 1.1 has a unique solution (see Ciarlet [11] ).
We now consider the finite-dimensional approximation of Problem 1. ., k. The k-level scheme has three parameters: m and n, which determine the number of smoothing iterations used; and p, which is used in a recursion iteration. ALGORITHM 1.4. MG(k, m, n,p). Given an integer k> 0 and {ffj, aj(.,.), /(' )}-1, we want to approximate Uk ek, where ak(Uk, V)=fk(V) for all v k. 
(ii) Let q ,/k-1 be the approximation of t/e///k-X obtained by applying p iterations of the (k 1)-level scheme to the residual equation (1.8) ak-X(I,v)=C-(I{fk(EkV)--ak(Z,,EkV)}----fk_I(V), for all starting from an initial guess zero. Then set (1.9) z,,+l z,, + E,q. (iii) If m > 0, then define z, n + 2 -< <-m + n + 1, by (1.7).
In the correction recursion iteration (step (ii)), we approximately compute the elliptic projection of the error in dtk-1 using p iterations of the (k-1)-level scheme applied to a problem of Problem 1.2's form with/' k 1. In the smoothing iterations (steps (i) and (iii)), error components whose oscillation are "large" are damped. A simultaneous displacement procedure is used in this step. Later, in this section, we will see that A can be replaced by a particular type of bound (see Hypothesis 1.6).
We will also see that (1.7) There are three cases of note in Algorithm 1.4: (a) when n >0 and m 0, (b) when n 0 and m > 0, and (c) when n > 0 and m > 0. Case (a) is the scheme analyzed by Astrakhantsev [3] , Bank and Dupont [6] , Hackbusch [18] , [19] , [20] , Nicolaides [24] , [25] , and Van Rosendale [29] for finite-element discretizations of various elliptic boundary-value problems. Federenko [14] , [15] and Bakhvalov [5] analyzed this case for finite-difference discretizations. Each of these authors assumed in their convergence proofs that p > 1. Our convergence result is true even when p 1. Brandt [10] gave a heuristic analysis of (b) and (c) for finite-difference discretizations using local mode analysis. The motivation for studying cases (b) and (c) comes from trying to understand the behavior of a large finite-difference program which is described in Chapter 6 of Douglas [12] , [13] . It was observed empirically that case (b) sometimes required fewer correction recursions to achieve the same accuracy as case (a).
Before proving a convergence theorem for Algorithm 1. 
Proof. Let N =-Nk and A -= Ak. From (1.7), we can deduce that (1.12)
We can expand eo in terms of the eigenfunctions,
Using (1.12), we can show that
Since (1-A/A) _-< 1, we have that
Ille.I I I -< Illeolll.
The proof of (1.11) uses (1.10) and the maximum eigenvalue hypothesis" [2] . One of the surprises of multi-grid is that implementations (e.g., Bank and Sherman [7] or Douglas [12] , [13] ) exhibit the asymptotic convergence rates for very small k's.
Choosing 1-p <tr leads to an optimal order algorithm, in the sense that the error can be reduced by a fixed factor of 3 It is worth pointing out that r is independent of/'. This tells us that Algorithm 1.12 is optimal order whenever 1 < p < o-.
In conclusion, we have shown that solutions to problems like Problem 1.1 can be approximated in finite-dimensional spaces using an optimal order procedure. In the next section, we verify that Hypotheses 1.3, 1.6, and 1.7 hold for particular discretizations of several elliptic boundary-value problems. [22] and Babuska and Aziz [4] . (2.8) N/ rNl, where r =/z asymptotically. Since the triangulations are nested, we have that JA is a subset of egj+l,/' _-> 1. The spaces eg satisfy the following standard approximation property [8] , [9] , [21] , [27] . If u e , 1 s 1 + a, then there exists a u a eg such that (2.9) Ilu -u llo/h llu C( o, f )h/llu I1 . IIIvlll --
where we have suppressed the/' subscript on the norm. Note that II1 111 II1111 and is comparable to Ilollo. In fact, the proof of the following norm equivalence is almost identical to Lemma 1 in Bank and Dupont [6] . c-llv II, --< lily Ill --< CIIvI1 .
In order to establish the convergence of Algorithms 1.4 and 1.12 for the finiteelement case, we must verify Hypotheses 1.3, 1.6, and 1.7. It is immediate that (the energy norm consistency) Hypothesis 1.3 holds. Using (2.10) and the fact that N.---Ch 2, we can verify that (the maximum eigenvalue) Hypothesis 1.6 holds.
A duality argument is used to verify (the approximating error estimate) Hypothesis 1.7. When a is an integer, this is a standard result [11] , [28] II1, e. III,-C,h 111@ e.lll.
However, (2.14)
Substituting (2.13) into the right-hand side of (2.14) gives us which we substitute back into (2.13) to complete the proof. QED This proves that Algorithm 1.4 converges at the rates specified by Theorems 1.9 and 1.10 for the finite-element case of this section.
One of the advantages of finite-element methods is that the theory of 1 can be applied using2a variety of norms. As an example, we prove a special case of Theorem 1.9 for the L norm. It is similar to the results of Nicolaides [25] for the norm and is the analogue of Corollary 1 of Bank and Dupont [6] 
E2
and R E r. Ak-It =Er=--fk-l, l k-1.
Half the rows and columns of Ak-are zero. We can reorder the matrix so that the nonzero rows and columns are the first Nk-rows and columns. Then Ag-1 has a submatrix whose form is identical to Ak. The reordered solution space k-has the form {V e,/klV "--(Vl, V2," VNk_,, 0,' 0)}. For the moment, we assume that P----1 and S 0 in (2.5). The general case will be analyzed in 2.3.3. We discretize (2.5) 
