









PARTIAL LEAST SQUARES PATH MODELLING 
 
 
3.1      INTRODUCTION 
 
For confirming of the research models, researchers have been using the 
statistical analysis tools for several years. The statistical analysis tools separated in to 
two generation (Hair et al., 2013). The first generation statistical analysis tools 
dominated the research landscape through the 1980s, while since the early 1990s, the 
second generation statistical analysis have expanded rapidly and represent almost  fifty  
percent of empirical research used the second generation of statistical tools (Hair et al., 
2013). In this case we will use the partial least squares structural equation modelling 
(PLS-SEM) which is a kind of second generation of statistical analysis tools.  
 
3.2     STRUCTURAL EQUATION MODELLING (SEM) 
 
Structural Equation Modelling (SEM) is a ―statistical methodology that takes a 
confirmatory (i.e., hypothesis-testing) approach to the analysis of a structural theory 
bearing on some phenomenon‖ (Byrne, 2009, p.3). SEM with latent constructs has 
become a quasi-standards statistical tools in psychology (Hu and Bentler, 1998); 
education, social sciences (Emmoglu, 2011) and marketing research for investigating 
the credibility of empirical hypothetical models that explain the interrelationship 





The objective of SEM analysis is to define the level of hypothetical model that is 
supported by targeted population (Lomax and Schumacker, 2012). Although, using 
SEM tools has several advantages (Larwin, 2007). First of all, SEM can measure the 
relationship between observed and unobserved variable without measurement error 
(Kline, 2005) . Secondly, the reliability of measurement can be estimated in the absence 
of measurement error because the error can be isolated (Byrne, 2009). Thirdly, when the 
relationship among observed and unobserved variable are measured and are found to be 
complex, SEM is the top statistical methods for concurrently testing the multiple level 
in a complex mode (Larwin, 2007). Fourthly, SEM treats both endogenous and 
exogenous variables as random variables with errors of measurement (Golob, 2003). 
Finally, SEM can evaluate the models under test, as in many applications SEM is able 
to conduct investigative and confirmatory factor analyses (Emmoglu, 2011 and Hu and 
Bentler, 1998). 
 
To better understand SEM, one needs to understand the models and results 
produced by SEM, as SEM refers to a family of related procedures that does not 
designate a single statistical technique (Kline, 2005). A brief explanation of the 
structure of SEM is as follows.  
 
In SEM, those variables that are not directly measured are called constructs 
(unobserved variables or latent variables), which have two or more items (Byrne, 2009). 
In this study the latent variables are: Affect, Cognitive Competence, Difficulty, Value, 
Effort, Interest and Statistics Achievement. In SEM, a construct in path modelling is 
represented by a circle or an oval (Hair et al., 2013). So, path models in a diagram are 
used to visually exhibit the relationship among the construct and hypothesis that are 
examined when SEM is applied (Chin et al., 2003; Hair et al., 2013 and Tenenhaus et 
al., 2005). In this study, ten hypothesises, are put forward. In path modelling, those 
variables are able to measure directly called indicators, items, manifest variables or 
observed variable; which are a function of the latent variables that underlying constructs 
are supposed to represent (Hair et al., 2013). In this case, the observed variables are all 
those indicators (all questions) that are measured students‘ attitudes towards statistics 





The Structural Equation Model included dependent variable and independent 
variables. It is noted, the independent variables (exogenous variable) are able to explain 
the other dependent variables (endogenous variable) (Hair et al., 2013). In other words, 
exogenous latent variables are synonymous with independent variables, and that their 
causes are unknown and fluctuation in the values of other variables to be represented in 
the model (Byrne, 2009). Overall, in this study, there is only one exogenous variable, 
which is Difficulty. All other constructs that are being explained in the model are 
endogenous constructs, where endogenous variables are synonymous with dependent 
variables (Byrne, 2009);  and the variables are explicitly caused by exogenous variables 
in the model (Kline, 2005). In this case, the endogenous variables, which are Affect, 
Cognitive Competence, Value, Effort, Interest and Statistics Achievement, are included 
in the model specification. 
 
3.3     PLS-SEM PATH MODELLING 
 
The path models are diagram which are used to show the hypotheses and 
constructs relationships that are investigated when structural equation model is applied 
(Hair et al., 2013, Hair et al, 2012 and Hair et al., 2011). Although, partial least squares 
(PLS) is a family of statistical tools that able to extend principal construct and canonical 
correlation analysis (Henseler and Sarstedt, 2013 and Hair et al., 2013). The path model 
included constructs (i.e. factors, components, variables that are not directly measured) 
and indicators (i.e. items, manifest variables that are directly measured).   
 
Researchers who want to examine their complex models by testing structural 
equation model (SEM) with interaction effects of latent variables could use partial least 
squares (PLS) path modelling (Henseler and Chin, 2010); the SEM is able to investigate 
tests the hypotheses about relationships between all the constructs in the hypothesised 
model (Hoyle, 1995).  
 
Partial least squares–structural equation model (PLS-SEM) is a powerful and 
popular statistical estimation that enables a researcher to explore relationships among a 
set of variables and identify the key pathways that exist among the variables (Hair et al., 
2013). The resultant web of relationships can serve as a very useful guide for 
