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A search for B
0
s
oscillations is performed using approximately 4 million Z ! qq











production avour is estimated from the sign of the opposite hemisphere
charge, a fragmentation kaon in the same hemisphere, or a lepton in the opposite








and between 6.5 and 8.8 ps
 1
are
excluded at 95% CL. From the same sample, the B
0
s
lifetime is measured to be 
s
=

















at 95% CL and

s
= 1:51  0:11 ps.
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1 Introduction








states result in oscillations with a frequency m
s






















are derived from calculations of box diagrams where top quark exchange dominates.




































are elements of the Cabibbo-Kobayashi-Maskawa quark mixing matrix.
The quantity 
s
, equal to unity up to SU(3) symmetry breaking factors, is estimated to be














j is expected to be large, the B
0
s
oscillation frequency is thought
to be much higher than the well measured B
0
d
oscillation frequency [2]. As yet, various
analyses to search for B
0
s









at 95% CL [5]. It was obtained by




candidates correlated with an oppositely charged lepton in the same hemisphere












mesons is competitive with more inclusive analyses, the small size of





In this paper, a new and complementary search for B
0
s























































































































As a semileptonic B
0
s






samples are larger than those used in the D
 
s
-lepton analysis. For the same reason their




from Z ! cc and events in which a hadron from the primary vertex
is associated with a D
 
s
from Z ! b

b to form a B
0
s
candidate. Overall, this analysis is
less powerful than the D
 
s
-lepton analysis, but a signicant improvement in sensitivity is
found when the two analyses are combined.
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This paper is organized in the following way. After a brief description of the ALEPH
apparatus, the event selection is described in Sect. 3 and the determination of the




proper time and initial state are estimated; this information is then used to construct
the likelihood of the selected samples (Sect. 7). The results are presented and discussed
in Sects. 8 and 9. Finally the combination with the D
 
s
-lepton analysis is presented in
Sect. 10.
2 The ALEPH detector
The ALEPH detector and its performance from 1991 to 1995 are described in detail
elsewhere [9, 10], and only a brief overview of the apparatus is given here. Surrounding
the beam pipe, a high resolution vertex detector (VDET) consists of two layers of double-
sided silicon microstrip detectors, positioned at average radii of 6.5 cm and 11.3 cm, and
covering respectively 85% and 69% of the solid angle. The spatial resolution for the
r and z projections (transverse to and along the beam axis, respectively) is 12 m at
normal incidence. The vertex detector is surrounded by a drift chamber with eight coaxial
wire layers with an outer radius of 26 cm and by a time projection chamber (TPC) that
measures up to 21 three-dimensional points per track at radii between 30 cm and 180 cm.
These detectors are immersed in an axial magnetic eld of 1.5 T and together measure







GeV=c). The resolution of the three-dimensional impact parameter in the transverse and
longitudinal view for tracks having information from all tracking detectors and two VDET
hits (a VDET \hit" being dened as having information from both the r and z views)
can be parametrized as  = 25m+ 95m=p (p in GeV=c). The TPC also provides up
to 338 measurements of the specic ionization of a charged particle. In the following,
the dE=dx information is considered as available if more than 50 samples are present.




), dened as the dierence
between the measured and expected ionization expressed in terms of standard deviations
for the  (K) mass hypothesis. The TPC is surrounded by a lead/proportional-chamber




projective towers and read out
in three sections in depth, with energy resolution (E)=E = 0:18=
p
E + 0:009 (E in
GeV). The iron return yoke of the magnet is instrumented with streamer tubes to form
a hadron calorimeter, with a thickness of over 7 interaction lengths and is surrounded by
two additional double-layers of streamer tubes to aid muon identication. An algorithm
combines all these measurements to provide a determination of the energy ow [10] with
an uncertainty on the measurable total energy of (E) = (0:6
q
E=GeV + 0:6) GeV.
3 Event selection
This analysis uses approximately 4 million hadronic events recorded by the ALEPH
detector from 1991 to 1995 at centre of mass energies close to the Z mass, and selected
with the charged particle requirements described in Ref. [11]. It also relies on Monte
Carlo samples of fully simulated Z ! qq events, as well as D
 
s
events from all sources.
The Monte Carlo generator is based on JETSET 7.4 [12] with updated branching ratios;
the Korner-Schuler model [13] is used for semileptonic b hadron decays.
The interaction point is reconstructed on an event-by-event basis using the constraint








reconstruction and selection is performed in the ve channels listed in Sect. 1,
using only tracks with at least four TPC hits and well within the detector acceptance





channel, involving the reconstruction of a 
0




lepton analysis, suers from a large combinatorial background and is only used here




































candidates in these channels are combined with hadrons to form B
0
s
candidates. This is performed in two steps. First, each D
 
s
candidate is vertexed with




In the case that a good B
0
s
decay hadron is not found, a second attempt, using a more













candidates. This \multihadron algorithm" is more ecient






decays; however, the increase in












decays, because b hadron
decays in which the D
+
s
comes from a virtual W
+
yield more tracks on average. The
samples selected with the multihadron algorithm have a lower B
0
s
purity, because of the
increased eciency for b hadrons other than B
0
s










Overall, the event selection results in seven dierent samples, each containing D
 
s




candidates. The selection cuts, described in the following sections, are designed to
















































pairs of oppositely charged tracks are required to come from a common vertex and to




. A third track is
then combined with each of these pairs to form a three-prong D
 
s








channel where the additional track is vertexed with the K
0
candidate to












channel, this third track
must have a charge opposite to that of the K
0






 channel it is required to pass standard lepton identication cuts [15].
The cuts listed in Table 1 are applied in order to reduce the background. The K
0
selection is enhanced by requiring the pion candidates to be incompatible with originating
from the primary vertex, the K
0
mass and vertex t to yield a 
2
per degree of freedom
(
2
=dof) less than 10, and the K
0
proper decay time to be larger than 1.5 mm=c. For















candidates without dE=dx information for any of the




candidate arises from a light quark event is calculated from the track impact
parameters with respect to the primary vertex (using the algorithm of Ref. [14]) and












decays, the helicity angle 





and a kaon from the neutral daughter of the D
 
s
in the rest frame of the neutral
3
Table 1: Cuts used to select D
 
s
candidates. Subscript 1 (2) refers to the charged (neutral)
daughter of the D
 
s






























> 10 GeV=c 12 GeV=c 5 GeV=c {
p
1
> 2.5 GeV=c 3 GeV=c 3 GeV=c 3 GeV=c
p
2
> 5.5 GeV=c 4.5 GeV=c { 10 GeV=c
p
3
> 1 GeV=c 2.5 GeV=c { 2 GeV=c
p
4























=dof < 30 4 4 4
N(K








< 1.6 1.6  0:5 2.0
opp. hemi. prob(uds) < { 0.3 0.3 0.1
jcos

j > 0.45 0.65 { {




distribution. Since the background has a atter distribution, the












requirement applies to the K
 








 channel, the D
 
s
mass and momentum are reconstructed assuming
that the neutrino has an energy given by the measured missing energy in the hemisphere
and the same direction as the `
 




















decay vertex candidate is formed by adding to a D
 
s
candidate the highest momentum
track X satisfying the following conditions:




 the cosine of the angle between X and the D
 
s




+X vertex t yields a 
2















vertices projected along the D
 
s





 the invariant mass of D
 
s
+X is smaller than 5.5 GeV=c
2






channel only, larger than 1.8 GeV=c
2
.
This algorithm is rst applied with the additional requirement that X be an electron or




candidate is rejected. The above algorithm is then applied again on the remaining D
 
s






+single hadron candidates. The nal cuts listed in Table 2
are then applied to these B
0
s




> 0 is required, and the hadron
track is required to have a VDET hit and a momentum greater than 1.5 GeV=c.
Ineciencies in the above single hadron vertexing algorithm are mainly due to cases
where the leading track does not originate from the b hadron vertex. These cases can
be recovered if lower momentum tracks are used in the vertex reconstruction. The
4






+ single hadron candidates. The quantity 

is the angle



















































> 23 GeV=c 27 GeV=c 27 GeV=c 30 GeV=c
jcos 
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decay length error < 0.04 cm 0.05 cm 0.10 cm 0.05 cm













candidates that fail the tight single hadron vertexing, cannot be vertexed
satisfactorily with any of the identied leptons in the event, and contain at least two
tracks with a VDET hit.
For any such D
 
s
candidate, each remaining charged track X of momentum greater than
0.7 GeV=c, with a VDET hit, and forming an angle with the D
 
s
candidate whose cosine is
greater than 0.8, is vertexed individually with the D
 
s
candidate. Tracks yielding a vertex

2
=dof in excess of 5 are rejected. A decay length is associated to each remaining track,




on the axis of the closest jet (obtained using the JADE algorithm with y
cut
=0.02). A
clustering algorithm is then applied to group tracks with similar decay lengths. Tracks
originating from a b hadron are expected to cluster around the b hadron decay length,
whereas tracks from the primary vertex either fail the 
2
cut or result in a dierent decay
length. Each cluster of tracks is then vertexed with the D
 
s




candidate. The total charge of these B
0
s
candidates must not exceed two units in absolute
value.
If more than one vertex candidate remains, the visible reconstructed mass (computed
as the invariant mass of the D
 
s
candidate and its associated tracks) and the separation
from the primary vertex are used to select a solution. If the candidate with the highest
reconstructed mass also has the largest separation from the primary vertex ( 85% of
the cases, according to Monte Carlo studies), this candidate is chosen for the b hadron
vertex. It corresponds to the true b hadron vertex in more than 95% of the simulated
events. In the remaining cases ( 15%), the vertex to which the highest momentum track
is associated is chosen. Monte Carlo studies show that for this case the probability to
select the correct B
0
s
vertex is about 80%. Finally, the B
0
s
vertex candidate is required
to be reconstructed upstream of the D
 
s
















A  candidate is reconstructed using two oppositely charged tracks, with individual
momenta greater than 1.5 GeV=c, and identied as kaons (j
K
j < 2:0) if dE=dx




system is required to have a momentum greater
than 4.0 GeV=c and an invariant mass within 9 MeV=c
2
of the nominal  mass.
The 
0
candidates are reconstructed using an algorithm involving a kinematic t with
the 
0
mass constraint [10]. The photons are required to have a minimum energy of
300 MeV each, a combined mass within 40 MeV=c
2
of the nominal 
0
mass, and a total
5
momentum in excess of 1.5 GeV=c. The 
2
=dof of the kinematic t is required to be less




candidate is combined with a charged
track of momentum greater than 0.5 GeV=c and identied as a pion (j

j < 2:0) if dE=dx




system is required to lie within 150 MeV=c
2





candidate is constructed from a  and a 
 
. At least two
of the charged tracks making up the D
 
s
candidate are required to have a VDET hit. A
t to the D
 
s
decay vertex is performed; combinations with a vertex 
2
=dof < 10 are
retained.






candidates are combined with an oppositely
charged lepton identied using standard criteria [15], and required to have a momentum
of 3 GeV=c or more, a momentum transverse to the nearest jet of at least 0.75 GeV=c,
and a VDET hit.
A second vertex t is performed using the reconstructed D
 
s
and the lepton candidate.
The 
2
=dof of the vertex t is required to be less than 5. The B
0
s
decay length is calculated





vertex projected on the















combinatorial backgrounds. The B
0
s




lepton, and missing momentum in the B
0
s
hemisphere, is required to be greater than





system is required to lie between 2.5 and
5.5 GeV=c
2
, and that of the three charged tracks forming the D
 
s
candidate is required to
be below 1.75 GeV=c
2





mass closest to the nominal 
 
mass is chosen; this is done in about 40% of the
events.
4 Signal and background sources
The fraction of D
 
s
events (and that of D
 
, if appropriate) is determined in each sample






contributions of various physics processes; the amount of each of these contributions is
determined from the physics parameters which control the corresponding process and








mass spectra after all the selection criteria described in Sect. 3 are shown in
Fig. 1, separately for each of the seven samples. The superimposed curves represent ts







: the charged tracks used to reconstruct the D
 
s
candidate are the products
of a true D
 
s
decay in the corresponding channel, and their mass assignment is





candidates where the 
0
is incorrectly
reconstructed (either a fake 
0
or a true 
0








: the charged tracks used to reconstruct the D
 
s
candidate are the products
of a true D
 
decay, and their mass assignment is correct. This source is only














overlap only in the 
 



































1 2 3 4 5
a) φpi + hadron
ALEPH
c) K*K + hadron
b) φpi + multi-hadron
Ds candidate mass [GeV/c
2]


























e) K0K + hadron












2 g) φρ + lepton












2 f) φ l ν + hadron




mass spectra for the seven samples. The combinatorial background shapes shown
in the superimposed ts are quadratic polynomials (a, b, c, d, e), or taken from the Monte Carlo
(f, g). True D
 
events (a, b, e, g) or D
 
reections (c, d) are also taken into account in the ts.
The signal and sideband regions are shaded.
 D
 
reection: the tracks used to reconstruct the D
 
s
candidate are the products of
a true D
 






























mass spectrum) with the D
 
s
peak. A possible D
 




channel is negligible because of the tight dE=dx requirement on the K
 
candidate.
 Combinatorial background: the charged tracks used to reconstruct the D
 
s





decay, or their mass assignment
is wrong (and they do not form a D
 
reection), or other additional particles are







In each sample, the combinatorial background is parametrized using a quadratic











the shape of this background is taken from the Monte Carlo as it is not suciently
constrained by the data sidebands. In all cases the normalisation of the combinatorial


















 channels, a Gaussian





) peaks is satisfactory; the width and central











events are reconstructed with the





reconstructed charge and vertex, but have a poorer mass and momentum resolution. Both
the wrong-
0
events and the right-
0
events are parametrized in the mass distributions
with shapes determined from Monte Carlo; the fraction of wrong 
0
's in the peaks are
also taken from the Monte Carlo.







mass spectra is a special case due to the presence of the
D
 
reection. Following the method described in Ref. [16], a simultaneous t is performed





the track associated with the reconstructed K
0






are parametrized with the convolution of a Gaussian and an exponential distribution and
determined from Monte Carlo samples, the only free parameters in the t being the shape











events which are constrained to be the same in
the two spectra.
The signal and sideband regions used in this analysis are shown as shaded areas in
Fig. 1. The width of the signal regions correspond to (1:5   2:0)  depending on the




regions are chosen to contain mostly combinatorial background. The total number of data
candidates in the signal regions is 1620.
4.2 Sample compositions
The reconstruction eciencies of the D
 
s
mesons are determined from fully simulated D
 
s














, charm and light quark events
3






decays is found to be dependent on the fraction of two-body decays of
the b hadron. The assumed fraction of two-body decays relies on the CLEO measurement



















X decays, 0:4570:042 [17],











decays, 0:2 0:1, derived from
Ref. [17]. The quoted errors are taken into account when calculating the systematic error
due the reconstruction eciencies. For the direct b ! D
+
s
decay the eciency is found
to be much less dependent on the decay channels [18].
The list of physics parameters is included in Table 3, together with their values
and uncertainties used in this analysis. The values and uncertainties of the D
 
s





), are irrelevant for this analysis. In the


















































Throughout this paper, the generic notation 
b
is used to designate all b baryons.
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). Where several references are quoted, the weighted average is
























! cc) = 1232  104 pb at
p
s = 10:5 GeV, and
R
c
= B(Z ! cc)=B(Z ! qq) = 0:172.
Physics parameter Value and uncertainty Reference
B
+








lifetime 1:61 0:10 ps [19]

b








= B(Z ! b



























) 0:132 0:041 [19]
B(b! `) 0:1122 0:0021 [20]
B(b! c! `) 0:0803 0:0034 [20]
























































































X) 0:172 0:083 [25]
















decay channels, the fraction
of D
 
events is also obtained from the mass ts. These events can originate either from
charm or b decays. In the 
 
sample, where an additional lepton is required, no D
 
's
are expected from charm. In the other samples, the fraction of D
 
's from b decays is




decays. These values are varied within a wide range, but the eect on the result
is found to be negligible.
Nine dierent source fractions are estimated for each sample and displayed in Table 4.
In addition, a small fraction of D
 
s
mesons produced in the fragmentation of uds events




produced directly in cc events. The quoted uncertainties on the combinatorial background
fractions are obtained from the ts to the invariant mass spectra in the data. The
uncertainties on the other fractions due to the reconstruction eciencies (including the
Monte Carlo statistical uncertainties and the uncertainties from the fraction of two-body





decays as explained above) are typically less than 0.01. These
uncertainties are taken into account, together with those on the physics parameters, in
the calculation of systematic errors. On average, the total B
0
s
purity is estimated to be





























mixing). The last source in the list is the combinatorial background; the
D
 
contributions are included in the other sources. The numbers of data candidates accepted
in the signal regions are given on the header line.








































0.08 0.07 0.04 0.04 0.09 0.07 0.01 0.07
B
+
0.01 0.02 0.02 0.04 0.02 0.03 0.00 0.02
B
 







0.03 0.03 0.01 0.02 0.03 0.03 0.00 0.02
cc 0.19 0.12 0.04 0.22 0.19 0.11 0.00 0.14
comb. 0:350:04 0:450:08 0:710:08 0:300:15 0:330:06 0:480:09 0:690:16 0:430:03
5 Proper time determination
5.1 Decay length resolution
The decay length of the B
0
s
candidates is estimated using the algorithms described in




candidate vertices containing a misassigned track from the primary vertex.
According to Monte Carlo studies, this fraction is 8.5% (21%) for the single hadron
(multihadron) vertexing algorithm. The amount of primary vertex background depends
on the charged track multiplicity of the nal state of the b hadron decay. The probability
to assign a primary vertex track to the B
0
s
vertex is reduced for higher multiplicity decays.
In a study of the fraction of tracks from the primary vertex, a dierence of 7% between
data and Monte Carlo has been observed. Including the error from data and Monte Carlo
statistics, a total uncertainty of 9% on the quoted fraction of primary vertex background
is taken into account to calculate the contribution to the systematic error.
For events in which at least one track from the B
0
s




, an average resolution on the reconstructed decay length of about 265 m
is observed for both vertex reconstruction algorithms, with a core resolution of 160 m
for 50% of the events.
In order to quantitatively determine the dierence in the resolution between the Monte
Carlo simulation and the data, special samples of D
 
s
candidates are selected with relaxed
cuts; these samples are enriched in Z ! b

b events by requiring a displaced vertex in
the thrust hemisphere opposite to the D
 
s




candidate is required to be small. Comparing the negative side of the b hadron
lifetime distribution in data and Monte Carlo indicates that the decay length resolution
is too good in the Monte Carlo by a factor S
MC
= 1:04  0:03. To take this observed
dierence into account, a correction is applied to each proper time resolution function
by multiplying the width of the decay-length-dependent part by 1.04. The 3% statistical
uncertainty on S
MC






The momentum of the B
0
s
candidates is estimated using two dierent algorithms. In both
cases, the energy of the B
0
s
candidate is obtained from its estimated momentum assuming







candidates that decay semileptonically or that are reconstructed in events where




as in Ref. [26]), the momentum is estimated as the vector sum of the reconstructed D
 
s
momentum, the momentum of the track(s) attached to the B
0
s
candidate vertex and the
missing momentum in the D
 
s
hemisphere. In Monte Carlo studies the average momentum
resolution for semileptonic and hadronic decays was found to be 8% and 12% respectively.







momentum reconstruction is based on the following algorithm. The momentum sum
of the reconstructed D
 
s




are used as an initial estimator of the B
0
s
momentum. All possible combinations of the
remaining tracks and neutral particles with momenta greater than 1 GeV=c (assumed
to be charged pions or photons) are then added and for each combination the four-
momentum is calculated. Using this algorithm on Monte Carlo B
0
s
decays yields a mass
distribution with a most probable value of 5.2 GeV=c
2
. From this distribution, each




hypothesis. The combination with the highest probability is selected and its
momentum is used as an estimate of the b hadron momentum. With this method an
average resolution of 9% and an extremely good core resolution of 2% (for 20% of the
events) is found.
The performance of the momentum reconstruction in data and Monte Carlo has been
compared. The average reconstructed momentum in the Monte Carlo has been found
to be shifted by 0.32 GeV=c; a systematic uncertainty of 1.1% is therefore considered
on the momentum estimate. No signicant dierence in the width of the momentum
distributions was observed, nevertheless a systematic uncertainty of 7.1% is considered
on the momentum resolution: this consists of the quadratic sum of the Monte Carlo
statistical uncertainty on the resolution estimate (7.0%) and the statistical precision to
which the comparison with the data was performed (1.2%).
5.3 Proper time resolution
The proper decay time of the B
0
s
candidate is calculated from the reconstructed decay








The proper time resolution worsens with increasing true decay time t
true
, as illustrated
in Fig. 2. In order to take this dependence into account the distributions of t  t
true
are
parametrized as functions of t
true






) are determined from Monte Carlo events for each D
 
s
source j and for each decay topology l. Four dierent decay topologies are distinguished












channel (within each topology) and independent of the b hadron species, but separate




















































Core distribution Primary vertex background































events, reconstructed with the
multihadron algorithm, for dierent true time intervals. Separate distributions are shown for




at least one (primary vertex background) or exactly zero (core distributions, for which the RMS
values are quoted). The curves represent the integral of the time resolution parametrizations
over the corresponding true time intervals.
for double charm decays because tracks from the additional charm vertex are sometimes
associated with the b hadron vertex.







, as supported by Monte Carlo studies.
6 Tagging and discrimination
The avour state of the decaying B
0
s




This nal state tag is incorrect if the D
 
s
is produced via a W
 




is reversed. The avour state at production time is estimated using a variety
of initial state tags. The power of these tags is enhanced by the means of discriminating
variables which have some ability to distinguish whether the tag is correct or not. This
approach was used in the ALEPH D
 
s





candidate is \tagged as unmixed (mixed)" when the reconstructed initial and nal
avour states are the same (dierent). By denition, candidates from cc or combinatorial
backgrounds are only \correctly tagged" if they are \tagged as unmixed".
12




candidate event is divided into two hemispheres using the thrust axis to separate
the products of the b and the

b quarks. The hemisphere containing the reconstructed B
0
s
momentum is referred to as the \same hemisphere", and the other one as the \opposite
hemisphere". For each B
0
s
candidate, one of the tags described below is used to determine
the initial state.
 Lepton tag: Muons (electrons) with momentum greater than 3 (2) GeV=c and
passing standard lepton identication requirements [15] are searched for in the




(computed with respect to the axis of the jet containing the lepton candidate)
tags the nature of the initial b quark in the opposite hemisphere. This tag is not very
ecient due to the low semileptonic branching ratio, but it can have the smallest
mistag probability for large values of p
`
T
, where backgrounds from b ! c ! ` and
c! ` are less important. It takes precedence over the other tags if it is available.
 Fragmentation kaon tag: The fragmentation kaon candidate is dened as the






being more likely to come from the primary vertex than the secondary vertex, and
satisfying 
K




> 0:5. Only tracks which have not already been






vertices are considered as potential candidates. The
sign of the fragmentation kaon candidate tags the sign of the b quark in the same
hemisphere. It is used if no opposite hemisphere lepton tag is found.



























momentum of the i
th
track projected on the thrust axis, q
i
its charge and  = 0:5 [27].
The sign of Q
o
tags the initial state of the b quark in the opposite hemisphere. This
tag is always available but has the largest mistag probability of the three tags. It is
used only if no other tag is available.




candidate events are sorted into ve exclusive classes based on the availability
and results of the three tags. The denition of the tagging classes and the list of the
discriminating variables associated with each class are given in Table 5. The variable Q
s
is the sum of the charges of all the tracks in the same hemisphere and carries information
on the initial state of the B
0
s
. As the sum of charges of tracks originating from the decay
of a neutral particle is zero, it is independent of whether the B
0
s











is the fraction of the available beam energy taken by the fragmentation
kaon candidate (as dened in Ref. [5]). It is expected to be large for a true fragmentation




The inclusion of the reconstructed B
0
s
proper time t takes into account that the mistag
13
Table 5: The tag and discriminating variables used in each class. The quantities S(Q
o
), S(K)
and S(`) are the signs of the opposite hemisphere charge, the fragmentation kaon and the
opposite lepton.
Available tags Tag
Class (in addition to S(Q
o






















































Table 6: The fraction of events, mistag probability  and eective mistag probability 
e
in
each class as determined from Monte Carlo signal events reconstructed with the single hadron
vertexing algorithm. The rst uncertainties quoted on the fractions and on  are statistical. The
second uncertainties quoted on  are the systematic uncertainties described in Sect. 6.3. The
dierence between  and 
e
reects the gain in tagging performance obtained from the use of
the discriminating variable x
e
.
Class Fraction (%) Mistag  (%) Eective mistag 
e
(%)
1 54.8 0.5 37.3 0.6 0.8 31 1
2 20.8 0.4 25.6 0.9 2.0 20 2












ALL 100.0 0.0 34.2 0.4 26 1
probability of the fragmentation kaon increases as the B
0
s
vertex approaches the primary
vertex, due to the misassignment of tracks between the primary and secondary vertices.
Because the performance of the fragmentation kaon tag depends on the multiplicity
of the non-identied B
0
s
decay products, the mistag probabilities and the distributions
of the discriminating variables for the correctly and incorrectly tagged events are























+lepton. However they are independent of the D
 
s
decay channel (within a




The signal mistag probability , as well as the probability distributions for correctly








)) of each discriminating variable x
i
,
are estimated using large Monte Carlo samples. This is done separately in each tagging
class and for each group of channels. The rst columns of Table 6 show examples of class
populations and mistag rates as determined from Monte Carlo signal events.




; : : :, are combined into
a single eective discriminating variable x
e





































)   
; (4)




Table 7: The osets and scale factors, with their statistical uncertainties, representing the





are from Ref. [5]).
Variable Oset Scale factor
Q
o
 0:0005 0.0024 1.026 0.011
Q
s
+0:023  0.019 1.025 0.009


 0:025  0.024 1.01  0.02
Z
K
+0:001  0.001 0.95  0.02
candidate is likely to have been correctly tagged.











j in each tagging class k and for each group of B
0
s
decay channels l, separately for the
correctly (c = +1) and incorrectly (c =  1) tagged events. This determination (as well
as the estimation of the corresponding mistag probabilities 
jkl
) is based on Monte Carlo






) are found to be similar, and therefore assumed to be equal, for all
b hadron species. Examples of these distributions are shown in Fig. 3.
The enhancement of the tagging power provided by the variable x
e
depends on the










) distributions, and can be quantied in




signal are given in Table 6.
6.3 Systematic studies on tagging
As a check of the accuracy of the simulation with respect to the mistag probabilities
and the distributions of the discriminating variables, a comparison between the data
and Monte Carlo distributions is performed, and observed dierences are propagated as
systematic uncertainties. This is done by constructing a \best case" and a \worst case"






an alternative set of mistags and distributions which have been appropriately modied to
yield a better or worse tagging performance.
Following the method used in the D
 
s





















































)   
; (5)
and similarly for x
e worst




, as well as modied









of varying, in a coherent way, all the quantities relevant to a particular tag tends to






functions used in this analysis are shown as dotted and dashed curves in
Fig. 3. All background mistag biases considered to construct the worst and best cases are
taken to be equal to those assumed for the signal.








are obtained by applying
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Figure 3: Distributions of the eective discriminating variable x
e
, as determined in each
tagging class from correctly tagged and incorrectly tagged b hadron Monte Carlo events
reconstructed with the single hadron vertexing algorithm. The discontinuities observed in Class
1 are due to the discrete nature of Q
s
. The plain curves are the parametrizations of these





) used in the
likelihood function. The dashed and dotted curves show modied parametrizations used for
systematic studies.
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comparison between Monte Carlo and data distributions obtained with relaxed selection
cuts. These changes are also propagated to the Q
o





which dier from their nominal values by approximately 0:8%
(absolute). For the fragmentation kaon tag, an absolute mistag bias of 2% is considered.
The mistag of the opposite lepton tag and the power of p
`
T
as a discriminating variable
is determined by the fraction of leptons originating directly from a b decay, i.e., by the
branching ratios B(b! `), B(b! c! `) and B(c! `) given in Table 3. To a lesser
extent it is also inuenced by the assumed model for the decay process and systematics
in the lepton identication purity and eciency. For the best (worst) case, the assumed
value of B(b! `) is increased (decreased) by its uncertainty, the other branching ratios
moved in the opposite direction, and the assumed decay model is modied so as to give
a better (poorer) tagging performance. The modied mistags for Classes 3, 4 and 5, and
all the modied r and w distributions involving p
`
T
are determined in the same way as the
corresponding nominal quantities, but from Monte Carlo events reweighted to the desired
branching ratios and decay model. Absolute changes of 1{2% are obtained on the mistags
(see Table 6 for details).
7 Likelihood function
Each b hadron source has a dierent probability distribution function for the true proper
time t
true
and for the discrete variable , dened to take the value  1 for the mixed case
or +1 for the unmixed case. Assuming CP conservation and equal lifetime for the two
CP eigenstates in each neutral b meson system, the joint probability distribution of t
true

























are the lifetime and oscillation frequency of b hadron source j (with
the convention that m
j




sources). The joint probability distribution




























For all other sources (i.e., cc and combinatorial background), h
jl
( 1; t) = 0 since these
sources are unmixed by denition, and h
jl
(+1; t) are just the reconstructed proper time
distributions. For cc background, these distributions are determined from Monte Carlo
samples; they are consistent with the resolution function for zero-lifetime events and are
parametrized with the sum of two Gaussian functions. The reconstructed proper time




sidebands, separately for the tagged-as-mixed and tagged-as-unmixed candidates.
They are found to be independent of the tagging result within the available statistics.
These functions are parametrized as the sum of two Gaussian functions centred at zero
and the convolution of an exponential function with a Gaussian function. The exponential
term is used to describe the signicant tails observed at positive proper times; these tails




The likelihood function used in this analysis is based on the values taken by three
dierent variables in the selected data events. These variables are the reconstructed
17
proper time t, the tagging result , taking the value  1 for events tagged as mixed or
+1 for those tagged as unmixed, and the eective discriminating variable x
e
. The use
of the discriminating variable x
e
in this likelihood function is reduced to the use of two










), whose values can be interpreted as event-



























where C is a constant independent of b oscillation frequencies and lifetimes, N
kl
is the






































is equal to  1 if the D
 
s
is produced via a virtual W
 
in source j, or +1
otherwise; it multiplies  in order to reverse the tag result for sources where the initial


















) and mistag probabilities 
jkl






























































) and where 
jkl
















is a parameter of the likelihood function and can therefore be determined
by minimizing the corresponding negative log-likelihood. However, for the purpose of
this lifetime measurement for which the tagging information is not important, anything
related to the mistag probability and the discriminating variable x
e
is removed from the









) to the fraction of source j in sample l averaged over all
tagging classes k.






1:47 0:14 ps. This measurement is consistent, within the quoted statistical uncertainty,
with the world average of 1:61  0:10 ps [19]. The proper time distribution of the data
sample is shown in Fig. 4, together with the result of the t.
The various systematic eects are related to underlying parameters which are held




lifetime are estimated by changing in turn the values of the xed parameters
by 1, where  is the uncertainty on the parameters (given in Table 3 for the physics
parameters). The dierent sources of systematic eects can be divided into the following
categories:
 Combinatorial background: the fraction of combinatorial background is



















Figure 4: Distribution of the measured proper time in the data. The curves show the result of
the lifetime t and the contributions of the dierent components to the sample.
from the t to the D
 
s
mass spectrum in the data. In addition, the shape of
the proper time distribution for the combinatorial background is varied within the
uncertainty of the parametrization.
 Reconstruction eciencies: the estimated reconstruction eciencies are changed









eciencies, the b ! D
 
s




 Proper time resolution and bias: various parameters of the proper time
resolution functions are varied, as described in Sect. 5, including the fraction of
primary vertex background, the decay length resolution, the momentum resolution
and bias.
 Analysis bias: to check for possible biases in the event selection and in the




decays generated with an input lifetime of 1:5 ps. The tted lifetime is
19




contributions associated with a physics parameter are given for the parameter variations shown
in Table 3 or in Section 8 with the appropriate sign correlation ( or ). The contributions
















X) are smaller than 0.0005 ps.
Source of systematics 
s












Comb. background shape 0:036 R
b
0:001
































































lifetime 0:007 Quadratic sum of all contributions 0:076

s
= 1:512  0:020 ps, consistent with the input value. The statistical uncertainty
of this result is taken as an upper limit on any possible bias.
 Fragmentation in b decays: the selection eciencies estimated from the
Monte Carlo are sensitive to the momentum distribution of the b hadrons. The
average fraction of the beam energy taken by the b hadron in the Monte Carlo is
x
E
(MC) = 0:714 0:004; the same quantity measured in the data is x
E
(ALEPH) =
0:715 0:015 [30]. Using new eciencies obtained by rescaling the momenta of the
b hadrons in the Monte Carlo by the statistical uncertainty measured in the data
leads to a variation in the tted B
0
s
lifetime of 0:028 ps [18].







lifetimes are varied independently.









, between the two mass eigenstates of the B
0
s
meson and the two mass
eigenstates of the B
0
d








could indeed be signicant enough to bias the
results. The measurement is therefore repeated with a modied likelihood assuming












, plus its quoted positive uncertainty. The resulting lifetime





= 0. This shift is taken as a systematic uncertainty.
































) are varied independently; the quantities used to compute the













































B(b! c! `), are varied separately.
All the contributions, shown by category in Table 8, are added in quadrature to give






Several published experimental results on B
0
s
mixing [4, 5, 8] were obtained using a method
where the log-likelihood dierence with respect to the minimum of lnL is calibrated with
fast Monte Carlo samples to get the correct condence level for excluding m
s
values.
For comparison, the results of this analysis are rst presented using the same likelihood
method. However, the nal results are obtained here with a new method [31] inspired
from Fourier analysis, called the \amplitude method", which is more sensitive and has
the advantage of allowing the outcome of dierent analyses to be easily combined.
9.1 Results with the likelihood method
The negative log-likelihood dierence with respect to the minimum is shown in Fig. 5 for
the total data sample. Minima occur at m
s
= 5:7, 10.0 and 15.5 ps
 1
, but none of them
is signicant enough to claim a measurement.
In order to exclude values of m
s
, 95% CL curves (shown also in Fig. 5) are determined
from a large number of statistically independent fast Monte Carlo experiments generated
at dierent true values of m
s
, with the same number of events in each sample and each
tagging class as observed in the data. The fast Monte Carlo generator takes into account
all the details on the sample compositions, the resolution functions, the mistag rates,
and the distributions of x
e
. Systematic eects are incorporated by varying (from one
experiment to another) all the parameters used in the generation within their estimated
uncertainties. Using this fast Monte Carlo calibration, the data exclude (at 95% CL) all
values of m
s
smaller than 3.7 ps
 1
and in the range 7.0{7.4 ps
 1
.
A check has been made on fully simulated Monte Carlo signal events that there is no
bias, within the statistical uncertainty, when tting for m
s
.
9.2 Amplitude method and sensitivity of the analysis
Rather than looking for an oscillation in the proper time spectrum of the data sample,




proper time oscillations is measured at xed values of the frequency m
s
,
using a modied likelihood function that depends on a new parameter, the oscillation
amplitude A. For the present analysis, the required modication is to replace the
























For each value of m
s
, the new negative log-likelihood is minimized with respect to A,
leaving all other parameters (including m
s
) xed. The minimum is well behaved and
very close to parabolic. At each value of m
s
one can thus obtain a measurement of
the amplitude with Gaussian error, A  
stat
A
. Each systematic eect considered in the
analysis is propagated to an additional uncertainty on the measured amplitudes using the











is far from its true value, a measurement consistent with A = 0 is expected. A
value of m
s
can be excluded at 95% CL if A + 
A













dx = 95%. The lower limit on m
s
is dened as the highest value below
which all values of m
s
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 MC average (∆ ms = ∞)
 95 % CL curve, only stat
 95 % CL curve, stat + syst
ALEPH
Figure 5: Negative log-likelihood dierence with respect to the minimum as a function of m
s
.














) < 1 are





) is an increasing function of m
s
(high frequencies are more dicult to observe),
and one therefore expects to be able to exclude individual m
s













The consistency between the fast Monte Carlo generation and the expectations A = 0
and A = 1 for the tted amplitude has been checked. The average amplitude over













































Figure 6: Distributions of the sensitivity and the 95% CL lower limit on m
s
obtained with




=1. The mean values are 4.9 and 2.7 ps
 1
respectively. The arrows indicate the values




of the statistical uncertainty on the amplitude can be checked by
studying the distribution of A=
stat
A
for cases where A = 0 is expected. The mean value




=1 are found to be consistent with 0 and 1.
The sensitivity (without the inclusion of systematic uncertainties) is derived from
each fast Monte Carlo experiment generated with m
true
s
= 1; its distribution, shown
in Fig. 6, has a mean value of 4.9 ps
 1
and an RMS spread of 0.3 ps
 1
. The distribution
of the lower limits set in the same experiments, also shown in Fig. 6, is broad and has a
median value of 2.5 ps
 1
.
9.3 Results with the amplitude method
The systematic uncertainty on the B
0
s
oscillation amplitude A is estimated using a similar
procedure as for the B
0
s
lifetime measurement, described in Sect. 8. This includes also
the variation of the B
0
s
lifetime and the B
0
d
oscillation frequency. In contrast to the B
0
s
lifetime analysis, varying the b hadron lifetimes and the parametrizations of the proper
time distributions of the combinatorial background within their uncertainties has very
little eect.
Additional systematic uncertainties due to the tagging and discrimination are
estimated by implementing the best case and worst case scenarios, described in Sect. 6.3;
in addition, all the class mistag probabilities are varied by their Monte Carlo statistical
uncertainties, independently in each tagging class.
The amplitude results are summarized in Table 9 and displayed in Fig. 7a as a function
of m
s





, and between 6.5 and 8.8 ps
 1
, are excluded at 95% CL.
The sensitivity, estimated from the data, is 4.1 ps
 1
.
Without the systematic uncertainties, the lower limit and sensitivity from the data
would be 4.0 and 4.7 ps
 1
, respectively. If one assumes that m
true
s
is very large, these
results can be compared with the fast Monte Carlo distributions of Fig. 6. The lower
limit from the data is higher than the expectation, but still quite probable since 22% of
23












4 a) this analysis
95% CL limit
    3.9 ps-1
sensitivity






    6.8 ps-1
sensitivity




4 c) Ds−-X (combined)
95% CL limit
    7.9 ps-1
sensitivity
    8.4 ps-1
Figure 7: Measured amplitude as a function of m
s




analysis [5] and c) the combination of the two analyses. The error bars represent the 1 total
uncertainties, and the shaded bands show the one-sided 95% CL contour, with and without
systematic eects included.
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Table 9: Measurements of the B
0
s
oscillation amplitude A obtained in this analysis at dierent
values of m
s
, together with the statistical uncertainty 
stat
A




; a breakdown of 
syst
A





] 0.00 2.00 4.00 6.00 8.00 10.00













































{ time resolution and bias 0:00 0:01 0:04 0:08 0:04 0:05
























0:01 0:00 0:02 0:02 0:03 0:06















{ branching ratios (background) 0:12 0:04 0:04 0:04 0:04 0:09
fast Monte Carlo experiments give a limit above the one set in the data. The sensitivity
estimated from the data is within one standard deviation of the Monte Carlo expectation.
As a check, a straight line t of the amplitude plot in the data (Fig. 7a) is performed,
taking into account the statistical correlations between the measurements at dierent
values of m
s










to be  0:11  0:18, consistent with zero within the quoted statistical uncertainty, as
expected for no signicant signal.












(stat)  0:04(syst) ps and, using




at 95% CL. The same
analysis is repeated using the amplitude method. The resulting amplitude plot is shown




are excluded at 95% CL. The
systematic uncertainty on the amplitude measurements is small, as can be seen from
Table 10.





oscillation amplitudes measured in the two analyses can
be combined using a standard averaging procedure. The following sources of systematic











and the various b hadron lifetimes, the decay length resolution bias
in the Monte Carlo simulation S
MC
, the mistag probabilities, and the use of the eective
discriminating variable. Since the physics parameters assumed in the two analyses are
slightly dierent, the D
 
s
-lepton results are adjusted to the more recent set of physics
parameters listed in Table 3 before averaging. The combined amplitude results are listed
in Table 11 and displayed in Fig. 7c. No B
0
s











lifetime results of the two analyses yields 
s
= 1:51 0:11 ps.
25
Table 10: Measurements of the B
0
s




at dierent values of m
s
, together with the statistical uncertainty 
stat
A




; a breakdown of 
syst
A
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Table 11: Combined measurements of the B
0
s





), together with the statistical uncertainty 
stat
A































0:00  0:010:140:14 5:00  0:190:370:14 10:00 +0:410:710:31
0:25 +0:030:160:14 5:25  0:180:380:14 10:25 +0:340:750:35
0:50 +0:080:190:16 5:50  0:170:380:13 10:50 +0:320:780:38
0:75 +0:120:200:13 5:75  0:190:390:13 10:75 +0:350:830:41
1:00 +0:090:210:11 6:00  0:240:400:13 11:00 +0:420:850:42
1:25  0:060:220:09 6:25  0:290:420:14 11:25 +0:530:880:43
1:50  0:250:220:09 6:50  0:300:450:14 11:50 +0:640:920:43
1:75  0:370:230:11 6:75  0:300:470:13 11:75 +0:740:960:42
2:00  0:470:230:12 7:00  0:270:480:12 12:00 +0:811:010:41
2:25  0:500:250:12 7:25  0:200:490:10 12:25 +0:871:060:40
2:50  0:440:270:13 7:50  0:100:510:10 12:50 +0:951:110:38
2:75  0:330:290:15 7:75 +0:010:530:12 12:75 +1:041:150:38
3:00  0:260:300:16 8:00 +0:110:550:12 13:00 +1:151:190:38
3:25  0:140:300:16 8:25 +0:160:580:13 13:25 +1:261:230:39
3:50 +0:010:290:14 8:50 +0:180:610:14 13:50 +1:381:260:40
3:75 +0:080:290:12 8:75 +0:260:630:17 13:75 +1:491:300:42
4:00 +0:050:300:11 9:00 +0:370:640:20 14:00 +1:601:350:44
4:25  0:030:310:11 9:25 +0:460:650:23 14:25 +1:701:390:47
4:50  0:100:330:12 9:50 +0:500:660:26 14:50 +1:801:450:49




From a sample of 1620 B
0
s





and between 6.5 and 8.8 ps
 1
are excluded at 95% CL using the amplitude










oscillations. With the same sample, the B
0
s
lifetime is measured to be




{hadron correlations recorded from 1991 to 1993. This new measurement is
more accurate than any other single published measurement [32, 33, 34], except for the




This analysis is statistically independent of the ALEPH D
 
s
-lepton analysis [5]. Taking









= 1:51 0:11 ps ;






+ X candidates with an average purity of 28%.
The combined m
s
analysis presented here is more sensitive than previously published
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