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Abstract
Scramjet engine technology has the potential to transform commercial flight and mankinds’
ability to access space. Major technology hurdles remain which must be investigated and re-
solved before the potential of the scramjet engine can be realised. The ability to scale a small
geometric scale scientific test model to a large practical vehicle size with similar performance
characteristics is one such challenge. In this study, the small scale geometric scaling character-
istics of a scramjet engine, one such tool to aid in future experimental based investigations and
overall scramjet development, is presented. The study specifically concentrates on investigating
the similarity effects for a new type of scramjet engine, the axisymmetric inlet-fuelled radical
farming scramjet engine, and is concerned with the Pressure-Length scaling laws in both plain
air mediums and hypersonic shock tunnel facility test mediums.
The Pressure-Length scaling laws are a type of scaling law in which all inflow parameters
between a base model and a small size model are maintained with the exception of pressure.
In the PL method, pressure is inversely proportional to length scale (i.e. PL = constant), thus
maintaining both Reynolds number and Damköhler number based on ignition delay timescales.
In the PnL method, PnL is maintained constant between the two models where n is selected so
that the Damköhler number based on three-body heat releasing timescales remains identical.
This study employs an experimental and numerical approach. Experiments are performed
in the HEG and HIEST free-piston reflected shock tunnel facilities in order to generate a dataset
for an axisymmetric inlet-fuelled radical farming scramjet engine. CFD reconstructions of the
experimental flowfields are used to validate and gain confidence in the approach of the nu-
merical study in addition to developing a comprehensive understanding of the flow physics,
chemistry and their coupling. The numerical study is performed to conduct the small scaled
scaling studies.
Supersonic combustion is achieved over four nominal dynamic pressures of 27.9kPa, 48.1kPa,
55kPa and 75.5kPa and equivalence ratios ranging 0.0 – 0.98. Wall cp and Stanton number pro-
files are found to be consistent with a radical farming scramjet engine. The computational fluid
dynamics (CFD) solver CFD++ is employed to reconstruct the experimental flowfields. The
CFD reconstructions illustrate the complex coupled fluid dynamic – chemistry interactions in
the engine. These flowfields confirm the radical farming nature of the engine and illustrate the
complex combustion processes occurring within the radical farm. In addition the simulation
establishes that the initial formation of radicals and H2O occurs in the inlet and the existence of
a counter rotating vortex pair, which is crucial in the distribution/mixing of fuel in the engine
and combustion characteristics. The CFD solver is validated with experimental data.
The plain air small scaled length scaling study demonstrates that quasi-scaling, scaling in
which identical flowfields and all non-dimensional numbers are not achieved but strong similari-
ties are present, is achievable under premixed air-fuel inflow conditions, within length scale lim-
its (0.5 length scale), for both the PL approach and the PnL approach. In the three-dimensional
study which includes the effects of discrete fuel injection and complex air-fuel mixing phe-
nomena, quasi-scaling is only found to be achievable with the PL approach. Although the PL
approach could produce the correct general flowfield structures in the flow including the lo-
cation of ignition, excessive heat release due to increased Damköhler numbers based on heat
releasing timescales is evident through the upstream shift of flowfield structures from the point
of heat release, higher normalised pressures and enhanced engine performance. The failure of
the PnL approach is attributed to the extended ignition delay length scales and the location of
the point of ignition in the base scale flowfield.
A contaminated air small scaled length scaling study is also performed in order to examine
the effects of common shock tunnel contaminants on small size engine scaling. This study
demonstrates that quasi-scaling is achievable under both premixed conditions and discrete fuel
injection only with the PnL approach. The action of atomic oxygen reduces the ignition delay
timescales and the relative location of ignition in the base scale simulation. The offset observed
due to the extended ignition delay length scales in the plain air simulations is reduced due to
the action of atomic oxygen. This allows for three-body heat releasing reaction to initiate in a
similar normalised pressure and temperature environment and scaled heat release is achieved.
Normalised pressures to within 5% and normalised shock structure locations within 2.5% of the
base simulation downstream of the radical farm are achieved in both the axisymmetric and three-
dimensional simulations. The PnL approach is also shown to have the capability of generating
in a small length scale engine with YO = 0.01% present a quasi-scaled flowfield sharing many
features with a full scale model in a plain air medium. It is concluded that quasi-scaled heat
release between the small scaled and base scale model is necessary to achieve a quasi-scaled
flowfield.
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Chapter 1
Introduction
1.1 Overview
Over half a century has passed since ‘Sputnik 1’, the world’s first artificial satellite, was launched
from the Earth on board a Soviet R-7 ‘Semyorka’ rocket and placed into orbit. ‘Sputnik 1’ is
widely remembered as the first demonstration of technological achievement in the early years of
the space race. Its existence was however more than just a mere propaganda tool for the USSR.
During its two month orbit it also collected and transmitted back to Earth valuable scientific
data on upper atmosphere density and ion composition, in addition to magnetic field, cosmic
ray and solar radiation measurements (Dickson 2011) [1], demonstrating the great potential for
future satellite applications.
In the more than fifty years since ‘Sputnik 1’, society has become ever reliant on space
technologies and satellites. Communication satellites are critical for modern telecommunication
systems; weather satellites provide great aid in monitoring the Earth’s weather and climate at
any location on the planet; navigational satellites such as GPS provide a reliable and accurate
navigational aid for many forms of transportation; environmental observation satellites may
be used to track bush fires or other natural disasters in real time; reconnaissance satellites are
widely used by various militaries for intelligence gathering; and scientific satellites conduct a
range of research in orbit, ranging from micro-gravity experiments to observing the furthest
reaches of the known universe.
Conventional technology used to launch a satellite into orbit is the rocket motor. Devel-
opment of this technology is challenging and in addition to a rocket motor’s relatively low
efficiency, launch costs are expensive with estimates in excess of approximately USD $10,000
per kilogram to propel an object to a Low Earth Orbit. As a result only eleven nations have
developed their own rocket motor technology and successfully launched a satellite into orbit.
Australia, although having had twelve satellites launched since 1967, does not currently have
the economic nor technological capability to launch satellites into orbit (Anon 2013) [2].
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Figure 1.1: Specific impulses of various propulsion systems. Sourced from Boyce et al. (2011) [3].
The rocket motor is a mature technology but highly inefficient. Figure 1.1 illustrates the
specific impulse, a measure of the ratio of thrust produced to flow rate of weight of propellant,
for a series of propulsion systems showing the relatively low efficiency of the rocket motor.
Unlike conventional airbreathing jet engines found on many of today’s aircraft, rocket motors
carry both fuel and oxidiser. The mass of the oxidiser carried by a rocket reduces net thrust and
the payload capacity leading to the greatly reduced efficiency. Conventional airbreathing tech-
nology, despite attaining higher efficiencies than rocket motors, are operationally limited; this
form of propulsion cannot operate at the speeds required to place an object in orbit due to the
severe thermal loads encountered on the internal components at the extreme velocities, the de-
creasing amount of oxygen available in the upper atmosphere and importantly the requirement
of subsonic flow for combustion.
The scramjet engine is a class of airbreathing engine that mixes and combusts fuel at su-
personic velocities, and does not encounter the same thermal loads issue of conventional air-
breathing engines. Void of any moving components within the engine, air is compressed by
its hypersonic inflow velocity and the geometry of the engine contours in order to produce an
environment in the combustion chamber where pressures and temperatures are conducive of
combustion. Supersonic combustion occurs in the combustion chamber to increase the flow
pressure before expanding on an exit nozzle to generate engine thrust. A schematic of a simple
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Figure 1.2: A cutaway of a typical scramjet engine. Sourced from Heiser et al. (1994) [4].
scramjet engine is depicted in Figure 1.2.
The fact that the scramjet is an airbreathing engine which can operate at hypersonic veloc-
ities gives it the potential to aid in greatly reducing the cost of sending a satellite into orbit,
thus allowing countries that cannot afford current rocket propelled launches, such as Australia,
to have access-to-space capabilities. Studies have shown that the scramjet engine, used in a
rocket-scramjet-rocket configuration, has the potential to reduce launch costs by approximately
50% for small scale payloads (Smart and Tetlow 2009) [5]. Within the scramjet engine family
there are various types of engine concepts which utilise different principles to achieve fuel-air
mixing, combustion and thrust.
In Australia there is currently much interest in the inlet-fuelled radical farming scramjet
engine. Inlet-fuelling is a technique in which fuel is injected on the inlet ramps and not in the
combustion chamber resulting in enhanced mixing prior to the combustion chamber. Radical
farming is a combustion technique which exploits local high pressure and temperature regions in
the combustion chamber to achieve combustion at milder inflow conditions than conventional
technology. The potential for this type of scramjet to be developed into an access-to-space
technology led to the SCRAMSPACE project (Figure 1.3), a multinational project led by the
University of Queensland to test a free-flying inlet-fuelled radical farming scramjet engine at
Mach 8.
The scramjet engine concept dates to the time of the ‘Sputnik 1’ launch (Curran 2001) [7] but
the technology has not yet matured and remains in the research phase of development. Research
into the engine is undertaken using computational modelling or computational fluid dynamics
(CFD), ground based testing and flight testing. Each method provides good insight into the
physical and chemical processes occurring inside the engine, engine characteristics and engine
performance, although no single technique alone is adequate to provide a full understanding of
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Figure 1.3: An computer generated image of the SCRAMPSACE launch vehicle in flight. Sourced from
Boyce (2010) [6].
the engine. In general a combination of CFD and ground based experiments are conducted in
order to establish a base engine design and estimation of engine performance prior to a proof of
concept with flight experiments.
The size of a ground test scramjet engine model is limited by current hypersonic facility
designs to geometric length scales smaller than practical flight engines. Issues arise reconciling
the small scale ground based experimental engine data and performance to that of the flight
experimental model. An understanding of how a small scale design behaves and performs does
not imply correct full flight scale behaviour and performance. This introduces the problem of
engine scaling, complicated by the fact that the various fluid dynamic and combustion processes
occurring within the engine do not necessarily scale in the same manner relative to each other. A
further complication arises due to the presence of different gas compositions in the atmosphere
and a hypersonic test facility.
Despite the fact that research into the scramjet engine has been ongoing for decades, there is
no general consensus regarding the scaling behaviour of the engine in either the atmosphere or a
hypersonic test facility environment. Furthermore the lack of definitive answers to the question
of scramjet engine scaling has tended to lead researchers to use fixed, well known quantities
such as stagnation pressure, stagnation enthalpy and Mach number and not appropriate scaling
laws when performing small scaled ground based experiments (Pellet et al. 2006) [8]. Previous
studies show that the scaling behaviour of an engine appears to be dependent on many factors
including the complicated high speed combustion processes, and therefore may be dependent
on the specific engine design (Pulsonetti 1997) [9] (Karl 2011) [10]. Knowledge of the scaling
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behaviour is vital in order to have the ability to effectively scale the results obtained from a
ground test model to a flight model sized engine to predict engine behaviour. Without such
knowledge, results from a small scaled model used in ground testing, an important method es-
pecially in predicting those phenomena for which CFD modelling has difficulty, cannot be used
to predict accurately the behaviour of a large engine. Very little research has been performed to
date on the geometric scaling phenomena on inlet-fuelled scramjet engines and none at all on
those with axisymmetric configurations or which are radical farming in nature.
This study seeks to fill the gap of knowledge on inlet-fuelled axisymmetric radical farming
scramjet engine scaling through an investigation on the length scaling behaviour of this class of
scramjet engine. In addition, the study develops a relationship for the length scaling behaviour
for use of quasi-scaling1 an inlet-fuelled axisymmetric radical farming scramjet engine. Im-
portant practical issues associated with scaling a small scale model in a ground based facility
environment to a large scale atmospheric flight vehicle are also addressed.
This Chapter expands on the motivation for the thesis, outlines the thesis objectives and
outlines the structure of the remainder of the document.
1.2 Project Objectives
The critical research question under examination in this study is: Can an inlet-fuelled axisym-
metric radical farming scramjet engine be successfully scaled such that the internal fluid physics
and chemistry, in addition to the performance, between two scaled models, one a sub-scaled test
model and the other a full scale flight prototype, be quasi-scaled?
A review of literature (Chapter 2) concerning the similarity effects and scaling criteria of
combustion chambers and various forms of aeropropulsion demonstrates the success of the
Pressure-Length (PL) scaling law (Stewart 1955) [11] (Stewart and Quigg 1963) [12]. In this
scaling technique, all variables between a subscale model and a full scale prototype remain con-
stant except for pressure which is set to a value that is inversely proportionally to the difference
in length scale. In this manner, the Reynolds number between the two flows, and therefore
physical fluid effects, remains constant. The PL scaling law assumes that either two-body dis-
sociation reactions dominate combustion in the engine, giving rise to the term binary scaling,
or that any reactions are mixing limited. The successful application of this law, although pro-
ducing some remarkable results, was however limited to low velocity combustion chambers,
1The term quasi-scaling has been used in previous scramjet engine scaling literature to refer to the condition
in which although true scaling of all non-dimensional parameters is not possible, flowfield structures and perfor-
mances resembling another scaled engine are possible if scaling is completed using the most relevant parameters.
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turbines and liquid fuelled rocket engines. Studies applying the same PL scaling laws to scram-
jet engines however indicate that it may be applicable only under specific operating conditions.
Pulsonetti (1997) [9] showed in her study of a two-dimensional central strut injection engine
that PL scaling was applicable only under the condition of mixing controlled combustion, with
a later review of the data by Pulsonetti and Stalker (2004) [13] confirming the success of the
PL scaling law. More recent numerical results on this subject by Karl et al. (2008) [14] on a
different design of engine however concluded that PL scaling was not an appropriate method
of scaling a scramjet engine. The large discrepancy amongst scramjet engine scaling results
indicates that the length scaled behaviour and hence the scaling criteria of an engine are also
highly dependent on both the engine type and its operating conditions.
A review of more recent literature on scramjet engine scaling has suggests that it is more
appropriate to scale then engine not with PL scaling based on binary scaling and maintenance of
Reynolds number, but with a different Pressure-Length scaling law, PnL, based on maintenance
on Damköhler numbers in order to ensure the correctly scaled chemistry timescales and heat
release at the cost of non-similar Reynolds numbers (Pellet et al. 2006) [8]. This approach is
similar to the PL scaling law, with all parameters between a sub scale model and a full scale
prototype being held constant with the exception of pressure which is set to a value of the
inverse of length scale to a power of 1
n
. Although proposed in the available literature, there are
no studies on scramjet engine scaling using this approach in the available literature.
A review of the available literature on scramjet engine scaling studies also reveals that
no study into the similarity effects or scaling of an axisymmetric inlet-fuelled radical farm-
ing scramjet engine has been undertaken. Axisymmetric engines, in the basic form, do not
exhibit edge or corner effects which are known to promote combustion, implying that scaling
results for previously studied two-dimensional engines may not necessarily be applicable to
an axisymmetric engine. Furthermore the radical farming technique is a different approach to
achieving combustion in the engine. Without specific knowledge of the length scale behaviour
of an inlet-fuelled axisymmetric radical farming scramjet engine, there is the possibility that
the development of a flight model of this type of engine based on experimental data from a
small scaled ground test engine using the established PL scaling criteria will result in flowfield
structures and performances that are not a true indicator of the actual full flight scale engine
behaviour.
There are three objectives of this study in order to answer the research question. These
objectives follow:
• Investigate the underlying coupling effects between the physical flow and chemistry
in an inlet-fuelled axisymmetric radical farming scramjet engine through both ex-
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perimental and numerical studies.
These effects are not well understood and many studies into this class of scramjet engine
are continuing. The coupling effects are complicated by the process of radical produc-
tion in the radical farm, then near freezing of the chemistry in the expansions followed
by three body recombination combustion reactions in the downstream hot pockets. The
combustion process is different to that of a conventional scramjet engine and is three
dimensional in nature.
• Investigate the effects of decreasing geometric length scale on this class of scramjet
engine using both the PL and PnL scaling criteria in a plain air test medium and
determine whether either method produces a quasi-scaled result.
In order to design a large flight scaled engine based on small scaled engine behaviour and
performance, an understanding of the length scale effects and applicable scaling criteria
is vital.
• Investigate the real effects of hypersonic shock tunnel facility contamination on de-
creasing geometric length scale behaviour and scaling criteria.
In practice small scale engine tests at high flight Mach number will be conducted in
hypersonic shock tunnel facilities which generate contaminants in the test flow as part
of the process of producing high enthalpy flows. It is therefore important that a scaling
study should also examine the effects of such contaminants on scaled engine behaviour.
This study of the effects of contaminants on engine length scale behaviour is one point of
differentiation of this research project to previous studies into scramjet engine scaling.
1.3 Thesis Outline
Chapter Two presents a review of the relevant literature. This review encompasses basic chem-
istry and combustion, the radical farming scramjet engine and scaling studies. The literature
review of scaling studies examines work not only on scramjet engines but also on devices with
similar physical and chemical process, including turbojets, ramjets and rocket engines. The
review also includes Damköhler’s original work on chemical reactors, which laid the basis for
scaled behaviour in chemically reactor flows, Stewart (1955) [11]’s work on turbines/turbo-
jets attributed as the first to propose pressure length scaling, Pulsonetti (1997) [9]’s analytical
and experimental study on the scaling behaviour of a two-dimensional central strut injection
8 Chapter 1 Introduction
scramjet engine and Karl (2011) [10]’s numerical investigation into the scaling behaviour of a
scramjet engine combustion chamber.
Chapter Three outlines the numerical tools that have been utilised throughout the study.
This includes both the recreation of experimental results and in the scaling study.
Chapter Four contains information on the experimental procedures used in this study. The
experimental apparatus, the scramjet model, model instrumentation, the method of fuelling the
scramjet, the method of data acquisition and the experimental uncertainties are found in this
Chapter.
Chapter Five presents the results of an experimental study on the inlet-fuelled axisymmetric
radical farming scramjet engine. This Chapter contains an analysis of the experimental data for
Fuel-Off, Fuel into Nitrogen and Fuel into Air experiments across a range of dynamic pressures,
28.5kPa≤ q∞ ≤ 75kPa and fuel equivalence ratios 0.0≤ φ ≤ 0.98. In addition, CFD recreated
of the experimental flowfields are presented and examined for the general fuel arrangements.
The study presented in this Chapter has three objectives. The first is to establish a dataset
on the flowfield and engine behaviour of the examined flowpath. The second is to explore
the underlying coupling effects between the physical flow and chemistry in an inlet-fuelled
axisymmetric radical farming scramjet engine. The third objective is to validate the numerical
techniques, both the CFD solver and the selection of turbulence and chemistry models used in
order to gain confidence in the results of the numerical scaling studies.
Chapter Six contains the numerical plain air scaling study. The plain air study examines
the implementation of the Pressure-Length scaling law on premixed axisymmetric and three-
dimensional inlet-fuelled radical farming scramjet engine flowpaths. The objectives of the study
in this Chapter are to investigate the effects of decreasing geometric length scale on the axisym-
metric radical farming scramjet engine using both the PL and PnL scaling criteria in a plain air
test medium and determine whether either method produces a quasi-scaled result.
Chapter Seven outlines the numerical contaminated air scaling study. The contaminated
air study examines the implementation of the Pressure-Length scaling law on premixed axisym-
metric and three-dimensional inlet-fuelled radical farming scramjet engine flowpaths where the
inflow contains common hypersonic shock tunnel contaminants atomic oxygen and nitric oxide.
The objectives of this study are to investigate the real effects of hypersonic shock tunnel facil-
ity contamination on decreasing geometric length scale on the axisymmetric radical farming
scramjet engine using both the PL and PnL scaling criteria, to note the different outcomes to a
plain air medium and to determine whether either method produces a quasi-scaled result.
Chapter Eight presents a summary and conclusions to this study. Recommendations for
future work on the topics covered in this study are also presented.
Chapter 2
Literature Review
2.1 Overview
A review of the literature associated with scramjet engine scaling is presented in this Chap-
ter, along with a review of the radical farming scramjet engine. Studies on the behaviour of
chemically reacting flows, as well as various scaling studies on propulsion devices including
turbojets, liquid propellant rocket engines and ramjets are presented in addition to scaling stud-
ies undertaken on scramjet engines. Scaling studies of these other engines and reactors share
common results with the scramjet engine due to the similarities of the combustion phenom-
ena and general operating processes. Important practical issues associated with implementing
scramjet engine scaling are also included.
2.2 Combustion Chemistry
Combustion of air and a fuel converts chemical energy into thermal energy in the combustion
chamber. The thermal energy is then converted into kinetic energy as it expands through the
nozzle to produce thrust. The combustion process in general is inherently nonlinear and ex-
tremely complex. Its complexity is only exacerbated when coupled with a fluid flow.
2.2.1 Chemical Kinetics
Combustion describes the exothermic reaction between a fuel and an oxidiser to produce final
products, including H2O, while releasing energy into the surrounds. Combustion may be repre-
sented by a single stoichiometric reaction; although the actual physical process generally con-
sists of a series of reaction steps in which numerous intermediate products and radicals form and
are consumed, until a final equilibrium state is attained. Types of reactions include gas-phase
reactions, liquid-phase reactions, solid-phase reactions and heterogeneous-phase reactions. In a
scramjet engine combustor gas and heterogeneous phase reactions are present.
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According to general theory associated with chemical reaction kinetics, the reaction between
the fuel and oxidiser will occur once their respective molecules with the required amount of
energy for reaction (activation energy) collide with each other in the correct orientation (Kuo
2005) [15]. A general chemical reaction may be expressed through Equation 2.1. The rate at
which most chemical reactions proceed follows Arrhenius equation1, verified experimentally
(Kuo 2005) [15], and is presented in Equation 2.22.
v
′
1[X1] + v
′
2[X2] + · · ·kfkb v
′′
1 [X1] + v
′′
2 [X2] + · · ·
l∑
i=1
v
′
i[Xi]
kf
kb
l∑
i=1
v
′′
i [Xi]
(2.1)
k = AT be(−
Ea
RuT
) (2.2)
Chemical reactions may occur in either a forward or reverse direction and may be classed
either as equilibrium, where the forward and reverse reaction rates are equal, or non equilibrium
reactions. The rates at which the species either form or disappear from a system in non equi-
librium chemistry yields detailed information about the general kinetics and is important in the
analysis of combusting reacting flows (Kuo 2005) [15]. Numerous experimental observations
confirm that the net rate of production of a chemical species in a single step reaction is given
by the law of mass action, expressed in a general form in Equation 2.3. This equation states
that the net rate of molar concentration formation (or depletion) of a species in a single step
reaction is dependent on the stoichiometric molar concentrations of both reactants and products
in the reaction and the forward and reverse reaction rates. The forward rate may be determined
by Arrhenius equation (Equation 2.2) and the reverse reaction may be related to the forward
reaction rate through the equilibrium constant, as expressed in Equation 2.4.
d[Xi]
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′
j,i){kf
∏
i
[Xi]
v
′
i − kb
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i
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∑
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∑
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1Reactions that do not follow this law include low activation energy free radical reactions.
2The Arrhenius equation is valid only strictly for equilibrium chemistry due to assumption of a Maxwell-
Boltzman distribution in the collision frequency (Ingenito and Bruno 2010) [16], but has been successfully em-
ployed in many non-equilibrium chemistry models.
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In a typical chemical reaction process consisting of many single steps reactions, the law of
mass action for a single species undergoing a single reaction may be summed over all chemical
reactions present to determine the net rate of formation (or destruction) of a species during the
entire reaction as depicted in Equation 2.5.
ω˙k =
N∑
k=1
Mid[Xi]
dt
(2.5)
The general kinetic behaviour of a reaction, including trends in species concentration histo-
ries, is largely influence by the order of the reaction, a summation of stoichiometric exponents
of reactants in the reaction (Kuo 2005) [15]. First order reactions are characterised by hav-
ing a single reactant and are generally associated with the re-arraignment or dissociation of a
molecule. Second order or binary reactions are the most common reactions present in combus-
tion. In this class of reaction, two reactants collide to produce one or two products. Third order
or tertiary reactions require three bodies in a collision. Recombination reactions are generally
tertiary in nature where two species collide to form a new molecule requiring a third body in
the collision to dissipate energy from the new product that would otherwise cause its immediate
dissociation (Kuo 2005) [15].
The wall surface in the combustion chambers allows heterogeneous reactions between the
gas and the wall to occur. These reactions are very similar to gas-phase reactions in their general
kinetic behaviour. The presence of small amounts of substances on the wall may give a catalytic
effect, i.e. they may inhibit or accelerate the reaction through various mechanisms.
2.2.2 Hydrogen - Air Combustion
Scramjet engines will carry either a hydrocarbon based or hydrogen fuel. Hydrogen fuel of-
fers greater energy to mass potential but are difficult to store, whereas storage of the lower
energy hydrocarbon based fuels is safer and more developed. Most fundamental research into
scramjet engine combustion proceeds with hydrogen fuelled devices, due to the relative sim-
plicity of the hydrogen-air combustion model. Despite the fact that the overall stoichiometric
reaction is a single step three species reaction, numerous reaction steps consisting of various
chemical species and types of reactions occur during the process to create the final equilibrium
results. Various reaction schemes based on experimentally derived data have been developed
for hydrogen - air combustion including by Evans and Schexnayder (1980) [17], Jachimowski
(1988) [18] and the Jachimowski 13 species 33 reaction step scheme (Jachimowski 1992a) [19]
is displayed in Table 2.1.
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Table 2.1: Jachimowski 92 H2 - Air Reaction Scheme. Sourced from Jachimowski (1992a) [19].
H2 - O2 Reactions Nitrogen Reactions
(1) H2 + O2 ←→ HO2 + H (20) N + N + M←→ N2 + M
(2) H + O2 ←→ OH + O (21) N + O2 ←→ NO + O
(3) O + H2 ←→ OH + H (22) N + NO←→ N2 + O
(4) OH + H2 ←→ H2O + H (23) N + OH←→ NO + H
(5) OH + OH←→ H2O + O (24) H + NO + M←→ HNO + M
(6) H + OH + M←→ H2O + M (25) H + HNO←→ NO + H2
(7) H + H + M←→ H2 + M (26) O + HNO←→ NO + OH
(8) H + O + M←→ OH + M (27) OH + HNO←→ NO + H2O
(9) O + O + M←→ O2 + M (28) HO2 + HNO←→ NO + H2O2
(10) H + O2 + M←→ HO2 + M (29) HO2 + NO←→ NO2 + OH
(11) HO2 + H←→ OH + OH (30) HO2 + NO←→ HNO + O2
(12) HO2 + O←→ O2 + OH (31) H + NO2 ←→ NO + OH
(13) HO2 + OH←→ H2O + O2 (32) O + NO2 ←→ NO + O2
(14) HO2 + HO2 ←→ H2O2 + O2 (33) M + NO2 ←→ NO + O + M
(15) H + H2O2 ←→ H2 + HO2
(16) H + H2O2 ←→ OH + H2O
(17) O + H2O2 ←→ OH + HO2
(18) OH + H2O2 ←→ H2O + HO2
(19) OH + OH + M←→ H2O2 + M
The overall combustion reaction may be classed as either a thermal explosion reaction or a
chain branching reaction. Thermal explosion reactions occur in relatively long time scales and
are propagated by slow heat release leading to temperature increases that allow the reaction to
fully initiate (Kuo 2005) [15]. In the most common type and the type that must occur in the
combustor of a scramjet engine, chain branching reactions, the individual reactions constitute
one of several reaction mechanisms which propagate the reaction by creating reactive radicals in
a series of steps (Kuo 2005) [15]. Chain initiation reactions (Reaction 1 in Table 2.1) produce
free radicals in the system and are the catalyst for the reaction. Chain propagating reactions
(Reactions 4, 12, 16 and 17 in Table 2.1) produce free radicals at a rate of one free radical
product to one reactant. Chain branching reactions produce free radicals at a rate of more than
one free radical per one reactant consumed (Reactions 2, 3, 11 and 21 in Table 2.1). Chain ter-
minating reactions (Reactions 6 and 19 in Table 2.1) result in the destruction of the free radical
to a final stable product (Lewis and von Elbe 1961) [20]. The first three chain type reactions are
binary reactions, including many dissociation reactions, whereas the chain terminating steps are
tertiary exothermic recombination reactions.
The competition between the various chain initiation, propagation and branching reactions,
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and chain terminating reactions (both gas-gas and gas-wall) define limits on whether and what
type of combustion will occur at a given pressure and temperature. The temperature at which
the chain branching reactions overcome the chain terminating reactions in a system for a given
pressure is the cross over temperature. The chain branching cycle will be broken below this
temperature and no combustion will occur3. Temperatures above the cross over limit will re-
sult in a chain branching reaction. The exact temperature limits are dependent on the systems
boundary conditions, but in general for a hydrogen - air system, multiple studies have shown
that three explosion limits exist. Figure 2.1 illustrates these three explosion limits, with results
taken from a study on a stoichiometric H2 - O2 mixture in a 7.4 cm diameter spherical Pyrex
vessel coated with KCl, undertaken by Lewis and von Elbe (1961) [20] and a numerical study
using a hydrogen - air system undertaken by Karl (2011) [10]. Numerical studies on H2 - Air
mixtures produce very similar explosion limits due to the same controlling reactions (Kreutz
and Law 1998) [21], (Deshaies et al. 1995) [22].
(a) Stoichiometric H2 - O2 mixture in a 7.4cm di-
ameter spherical Pyrex vessel coated with KCl
(Lewis and von Elbe 1961) [20].
(b) Stoichiometric H2 - Air mixture numerical
study (Karl 2011) [10].
Figure 2.1: Explosion limits.
The first limit is due to the rate of chain propagating and chain branching reactions being
3Unless the heat produced by very slowly occurring reactions builds up enough to increase the temperature
beyond its cross over limit, resulting in a thermal explosion.
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greater than the rate of radical destruction at the wall (Lewis and von Elbe 1961) [20], (Turns
2006) [23]. The second limit is due to the rate of destruction of the highly unreactive metastable
hydroperoxy molecule created in Reaction 10 in Table 2.1 as it diffuses to the wall due to
wall reactions, being greater than the formation of free radicals through the chain branching
reactions (Lewis and von Elbe 1961) [20], (Turns 2006) [23], (Deshaies et al. 1995) [22]. The
third explosion limit is due to the consumption of the hydroperoxy molecule in a new reaction
(not listed in the Evans and Schexnayder scheme in Table 2.1) to form H2O2 and H, continuing
the chain branching cycle (Turns 2006) [23]. Lewis and von Elbe (1961) [20] determined that
the size of the vessel and type of surface coating had a large influence on the first and second
explosion limit, with a 3.9cm diameter vessel increasing the point of inflection between the first
and second explosion limits by 9mm Hg and increasing the cross over temperature of the second
limit by approximately 20K. Increasing the vessel diameter to 10cm, however, had much less
influence on the results.
Non-Premixed Reacting Flows
A typical scramjet engine flowfield is not premixed. Fuel is injected into the engine, either in the
combustion chamber or the inlet, where it mixes with the ingested air flow. The non premixed
nature of the flow introduces important considerations for the combustion behaviour.
In a scramjet engine, the fuel-air mixing and combustion processes are coupled. The be-
haviour of a reacting flow may be classed by both the chemistry time scale in addition to the
micro-mixing timescale, since chemical reactions will not occur in regions that are not mixed on
the molecular level. One extreme of mixing in reacting flows occurs in reacting flows in which
the chemistry time scale is much faster than the mixing time scale of the flow. In these flows,
the effects of chemical time scales on the flow’s dynamics are not important, as any reaction is
assumed to occur almost instantly after the fluid has achieved a micro-mixed state. Combustion
in this type of flow is deemed mixing limited. The other extreme of mixing in reacting flows
occurs when the mixing time scale of the flow is much faster than the chemistry time scale. In
these flows, the effects of chemical time scales on the flow’s dynamics are important. Com-
bustion in this type of flow is deemed to be reacting limited. In practice these two extremes
represent two distinctive bounds; in supersonic reacting flows the chemistry and mixing time
scales are generally of similar order of magnitude and mixed behaviour may be observed.
A further consideration of mixing in a reacting flow is the difference in temperatures be-
tween the injected fuel and the ingested air. The temperature of injected fuel will typically be
less than the temperature of the surrounding air. Since the ignition reactions of the combustion
processes are a strong function of temperature, the level of local mixedness is directly linked
to the local temperature and will have a further influence on the local ignition properties of the
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Figure 2.2: OH-PLIF image of porthole injection of H2 into supersonic crossflow showing a thin reacting
region on the periphery of the jet (Ben-Yakar et al. 2006) [24].
flow. As a result of this phenomenon there is the possibility that a region of very lean mixed
fuel on the very periphery of a fuel jet may be the only region to auto-ignite, despite the fact
that higher equivalence ratio regions may have achieved mixing on the molecular scale if the
temperature field is such that the temperature of the remaining areas of the flowfield are less
than the explosion limit for the fuel.
Experiments have demonstrated the effects of both the level of molecular mixing achieved
and flowfield temperature distribution on non-premixed reacting flows. In an experimental in-
vestigation of the mixing characteristics of hydrogen and ethylene transverse jets in crossflows,
Ben-Yakar et al. (2006) [24] through OH-PLIF imaging established that hydrogen injection into
air at the test conditions produced a thin area of combustion on the periphery of the jet around
the large scale eddy structures. This is shown in Figure 2.2. The limited band of combustion
lead to the conclusion that mixing occurred only in the finite interfacial diffusion region that
separated the air and fuel with temperature effects being of little importance. In the case of
ethylene fuel injected into an oxygen crossflow, combustion was observed throughout the jet.
This was attributed to a stretching-tilting-tearing mixing mechanism achieving enhanced mix-
ing at the molecular level. Additionally intense OH signals were detected in the vicinity of the
Mach disk where high temperature cross flow entrains deep into the jet.
2.2.3 Chemical Time Scales
Chemistry time scales play an important role in the the overall chemistry and combustion pro-
cess. The chemistry time scale of a reaction is proportional to the fluid pressure raised to the
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exponent of the order of reaction (n) minus one and is also a function of temperature4, based on
the solution to a simple single step reaction mechanism (Kuo 2005) [15], (Schloegel 2014) [25],
as shown in Equation 2.6. The nonlinear coupling of reactive systems, the occurrence of both
binary and tertiary reactions and the occurrence of reactions with large time scales leading to
stiff solutions however complicates the actual relationship between the time scale and pressure.
τ = P−(n−1) × f(T ) (2.6)
The accepted theory in combustion processes is that the total reaction may be considered
as two phases: the first is the ignition delay phase and the second is the reaction phase. In
the ignition delay phase, chain initiation reactions occur to build up a pool of highly reactive
radicals. In the case of the hydrogen-air reaction this is characterised by a build up of the H and
OH radicals. The reaction phase is characterised by exothermic three body reactions that lead
to heat release, pressure increase and formation of final products.
A specific definition for the ignition phase of a reaction has yet to be established. Various
definitions have been proposed including a maxima of H mass fraction (Nicholls 1960) [26],
the maximum inflection of H mass fraction, the increase of OH radical concentration above
10-6 mole/litre (Schott and Kinsey 1958) [27] or a 5% rise in temperature rise (Pergament 1963)
[28]. The reaction phase definition likewise is difficult to establish. Generally it is defined as
the time after combustion has completed the ignition phase until the time where the temperature
of the mixture attains 95% of its equilibrium value (Pergament 1963) [28].
Numerical approaches of complete reaction mechanisms perhaps give the best insight to
transient chemistry behaviour. In these studies stiff numerical integrators are employed to solve
for the reaction mechanisms and transient time characteristics are developed from curve fitted
solution data. The ignition delay and reaction time has been studied for a constant pressure sys-
tem notably by Pergament (1963) [28] and Rogers and Schexnayder (1981) [29]. The earliest
numerical study by Pergament (1963) [28] employed a 6 species 8 reaction hydrogen-oxygen
mechanism and found that over a temperature range of 1000K - 2000K, a pressure range of
0.5atm to 5atm and an equivalence ratio range of 0.8 to 1.2, the ignition delay time to be in-
versely proportional to pressure, in line with Colket and Spadaccini (2001) [30]’s findings. The
reaction time was shown to be inversely proportional to pressure to the 1.7 power with e raised
to the power of a function including the temperature. The deviation of this value to an exponent
of 2, as hypothesised for three body reactions (reaction order minus one), is due to the presence
4This factor is due to the Arrhenius Equation.
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of two body reactions (though not dominant) in the chemical kinetics in the heat release stage
of the reaction. The study by Rogers and Schexnayder (1981) [29] used a 20 species 60 reac-
tion hydrogen-air (oxygen and nitrogen) mechanism found that there were drastic nonlineraties
in the pressure dependence at temperatures below approximately 1100K, due to the inclusion
of a chain terminating reaction associated with the HO2 species (see Reaction 10 Table 2.1),
although above this temperature the effect was not detected. The reaction time dependence was
also found to be slightly different, being inversely proportional to the 1.6 power with this dis-
crepancy considered to be due to the selection of third body efficiencies over Pergament (1963)
[28]’s selections, as found in some other earlier studies (Carson 1974) [31], (Erickson and Klich
1970) [32]. A more recent numerical investigation by Karl (2011) [10] using a constant wall
pressure boundary condition and a modified Jachimowski scheme (Jachimowski 1992a) [19]
with an equivalence ratio of 1.0 over a range of initial temperatures from 800K - 1200K and
pressures from 0.1bar - 10bar found the reaction time to be inversely proportional to pressure
raised to the 1.72 exponent. The general equation for the ignition delay and chemistry time for
a hydrogen air system is present in Equations 2.7 and 2.8. Note the shift of notation away from
molar concentrations to pressure.
τig ∝ 1
P
e
c
RT (2.7)
τchem ∝ 1
P n
ef(T ) (2.8)
where n has been determined by various studies on the hydrogen oxygen nitrogen reaction
scheme as 1.6 < n < 1.72 when pressure dependency is linear (Pergament 1963) [28], (Rogers
and Schexnayder 1981) [29], (Karl 2011) [10].
2.3 Radical Farming
In conventional scramjet engine designs, uniform combustion chamber flow conditions are de-
sired. For scramjet engines operating in pure scramjet mode, uniform combustion chamber
entrance conditions are achieved through the careful and precise design of the inlet to ensure
that shock waves entering the combustion chamber strike the wall right on the combustor cham-
ber entrance expansion. The effects of the shock wave and the following expansion wave thus
cancel each other and uniform flow is attained. In practice this is difficult to achieve and is
impossible at off design conditions.
The radical farming technique, unlike conventional scramjet engine design, relies on local
regions of high temperature and pressure in the combustion chamber and not a uniform combus-
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tion chamber flow condition in order to achieve combustion. In this method, the shock structure
formed in the inlet is not designed to strike the wall at the combustor entrance expansion, but is
rather designed to strike the wall inside the combustor, with a shock train structure thus being
ingested into the engine. This shock train structure present in the scramjet flowpath is exploited
in order to achieve combustion and thrust production at milder compression conditions and
therefore pressure losses over conventional scramjet technology (McGuire et al. 2008) [33]. An
image showing illustrating an axisymmetric conventional and radical farming scramjet engine
flowfield is presented in Figure 2.3.
(a) Conventional Scramjet Engine.
(b) Radical Farming Scramjet Engine.
Figure 2.3: A schematic comparing an axisymmetric conventional scramjet engine and an axisymmetric
radical farming scramjet engine.
The term radical farming is attributed to the observations of shock train structures inside
scramjet combustion chambers and resulting inferences by Paull et al. (2000) [34]. These
observations and inferences included hot pockets, regions of increased pressure and temperature
due to shock interactions along the wall and centreline of the flow. An image showing pressure
trace data in a radical farming scramjet engine is presented in Figure 2.4.
In an inlet-fuelled radical farming scramjet engine fuel mixes with the ingested air upstream
of the combustion chamber such that an at least partially mixed air-fuel gas mixture enters the
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Figure 2.4: Normalised pressure trace data along the wall of a radical farming scramjet engine. Sourced
from Odam and Paull (2008) [35].
combustion chamber. As it passes through the first hot pocket, known as the radical farm,
the temperature and pressure of the gas rises to produce chemical free radicals through chain
initiating and chain branching dissociation reactions. The production of these free radicals is
a critical initial step in the combustion process. The residence time of the parcel of gas in
the radical farm is hypothesised, for combustor lengths of interest, to be insufficient for the
three-body recombination heat releasing chain terminating reactions to occur substantially. The
parcel of fluid passes through an expansion wave as it exits the radical farm. Odam and Paull
(2008) [35] found that the radical production in these regions decreases to the extent where
it can be considered to be frozen, although it was later demonstrated that radicals outside the
hot pockets continue to react, albeit at a much slower rate (McGuire et al. 2008) [33]. The
parcel of gas continues to enter and exit the hot pockets downstream of the radical farm. The
free radicals built up in the radical farm undergo three body recombination reactions to form
final products and in the process release heat, increase pressure and produce engine thrust.
Unlike conventional scramjet engines, this combustion process has been shown to be relatively
independent of the inlet contraction ratio (Odam and Paull 2008) [35].
Although an engine design may permit the formation of the shock train structure in the
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combustion chamber (i.e. any design that does not incorporate an isolator), radical farming is
a phenomenon sensitive to both flow structure and flow conditions. A quantitative definition
of radical farming was first given by McGuire (2007) [36]. A radical farming scramjet engine
may be differentiated from a typically combusting scramjet engine by the measured pressure
rise due to combustion in its first hot pocket and exit. A flow where the pressure rise from
combustion is less than 10% in the first hot pocket but greater than 10% at the end of the flow
domain (McGuire 2007) [36]. An image showing the difference between an engine of the same
geometry, operating under (a) the condition of radical farming and (b) the condition of shock
induced combustion is presented in Figure 2.5, sourced from McGuire (2007) [36].
A series of experiments with CFD reconstructions were performed by Hunt (2014) [37] on
an axisymmetric radical farming scramjet engine at nominal Mach 8, 28km altitude equivalent
flight conditions. Variations in inlet contraction ratio (4.58 and 6.7), freestream dynamic pres-
sure (q∞=74kPa to q∞=147kPa), angle of attack (0◦ to 3.15◦) and fuel equivalence ratios (0.0 to
1.2) were examined. Stable combustion was achieved over the examined conditions and CFD
reconstructions were able to identify a complex coupling of physical fuel injection processes
including the formation of a counter-rotating vortex pair and chemical activity that resulted in
combustion in the radical farm regions. The viscous shock-wave/boundary-layer interactions in
the vicinity of the radical farm were also found to be critical for combustion to initiate. Figure
2.6 illustrates the point of ignition in the radical farm. In this radical farming engine design,
there was no evidence that fuel penetrated the axis of symmetry hot pocket structures.
There are several issues critical to the design of the radical farming scramjet engine. The
first is air-fuel mixing. Microscopic mixing by molecular diffusion must be achieved to a degree
such that as the gas enters the radical farm the chain initiation and chain branching dissociation
reactions take place (McGuire et al. 2005) [38]. Many processes to enhance mixing have been
investigated, with some promising research by researchers from the University of Queensland
and others centring on upstream injection; i.e. injection of the fuel on the inlet ramp to increase
the available mixing time (Gardner et al. 2002) [39], (McGuire et al. 2005) [38]. The second is
fuel location. The fuel needs to be injected into the engine in a manner that will ensure enough
fuel enters the radical farm and hot pocket to sustain initiation and combustion reactions. Fuel in
the flow outside of these regions will not ignite, as the nominal combustion chamber conditions
remain too mild. The third is that it is the height to length ratio of the combustion chamber
that has a large influence on the shock structure inside the combustor and therefore also engine
performance in a radical farming scramjet engine (Odam and Paull 2008) [35].
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(a) Radical Farming
(b) Shock Induced Combustion
Figure 2.5: Pressure contours (top) and wall pressure profiles (bottom) of a two-dimensional premixed
radical farming engine operating at different flight enthalpies and combustion mechanisms. Sourced
from McGuire (2007) [36].
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(a) Outline of computational mesh illustrating fuel distribution. Flow is from left to right.
(b) Mach contours of the engine inlet and combustion chamber illustrating the point of ignition is in
the radical farm region.
Figure 2.6: CFD reconstructions of an axisymmetric radical farming scramjet engine (Hunt 2014) [37].
2.4 Chemical Reactors and Reacting Flow Similitude
In order to achieve similitude between different scale models, important nondimensional num-
bers must be maintained constant through the selection of appropriate conditions. Similarity
studies of chemical reactors have produced important insights into the scaling behaviour of a
reacting flow and scramjet engines. Damköhler (1936) [40]’s similarity analysis on chemical
reactors is attributed as the first in developing similarity and scaling criteria for coupled fluid-
chemistry processes. In this study the governing equations of a multi-component reacting gas
mixture were normalised to reveal five non-dimensional numbers, known as Damköhler num-
bers. Based on a basic understanding of nondimenional numbers, complete similarity of the
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physical flow and chemistry between scaled geometrically similar chemical reactors is achiev-
able when all five of these Damköhler numbers are maintained constant (Damköhler 1936) [40].
The five Damköhler numbers are listed in Equation 2.95. Note that due to its importance and
wide application, Damköhler number I is usually just refered to the Damköhler number.
DI =
Rate of increase in species due to chemistry
Rate of increase in species due to convection
=
ω˙L
ρV
DII =
Rate of increase in species due to chemistry
Rate of increase in species due to diffusion
=
ω˙L2
ρDi
DIII =
Rate of heat evolution due to chemistry
Rate of heat dissipation due to convection
=
q˙RL
cpρTrefV
DIV =
Rate of heat evolution due to chemistry
Rate of heat dissipation due to conduction
=
q˙RL
2
kTTref
Re =
Rate of Convection
Rate of Diffusion
=
ρV L
µ
(2.9)
Penner (1954) [41] examined a number of cylindrical chemical reactor cases including those
with homogeneous and heterogeneous compositions; adiabatic and with wall heat loss; non-
catalytic wall and catalytic wall surface effects, under the criteria of invariant composition,
temperature and pressure, and fixed reaction frequency. Following Damköhler (1936) [40]’s
approach, despite the choice of governing equation for energy was considerably more complex
and accurate, the resulting non-dimensional parameters for a low velocity flow under no exter-
nal forces were found to be Reynolds number, Prandtl number (Pr, a measure of the ratio of
momentum and thermal diffusivities in the velocity and thermal boundary layer respectively),
Schmidt number (Sc, a measure of the ratio of momentum and mass diffusion in the velocity
and concentration boundary layers respectively), Damköhler number I and Damköhler number
III. These were established to be equivalent to Damköhler (1936) [40]’s similarity criteria with
both Damköhler (1936) [40] and Penner (1954) [41] demonstrating that Damköhler number II
is a function of Damköhler number I, Schmidt number and Reynolds number and Damköhler
number IV is a function of Damköhler number II, Prandtl number and Reynolds number. This
study also established that chemical similarity also required the initial chemical concentrations
and time-temperature histories to be equal. Table 2.2 summarises a list of nondimensional pa-
rameters that must be maintained in order for two geometrically similar chemical reactors to be
similar. Appendix A contains the derivations of these nondimensional numbers. Note that the
effects of gravity and buoyancy have been neglected in this assessment.
5Translated from the original document.
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Table 2.2: Reacting flow nondimensional numbers. Reference quantities ()∞ selected in the freestream
with L∞ selected as the combustor length.
Number Abbrev. Definition Notes
Reynolds Re ρ∞V∞L∞µ∞ Ratio of the friction to inertial forces acting
on a fluid. Associated with the viscous shear
effects.
Mach M V∞a∞ A measure of the flow’s kinetic energy to in-
ternal energy. Associated with compressibil-
ity effects.
Ratio Specific Heats γ cp,sh,∞cv,sh,∞ Ratio of thermodynamic properties. Associ-
ated with compressibility effects.
Prandtl Pr cp∞µ∞k∞ A measure of the energy dissipated by friction
to the energy transported by thermal conduc-
tion. Associated with viscous effects. It is a
property of the fluid medium but is influenced
by factors including temeprature and compo-
sition.
Schmidt Sc µ∞ρ∞D∞ A measure of the viscosity to the mass diffu-
sion. Associated with the diffusive effects.
Damköhler I DaI w˙∞L∞ρ∞V∞ Ratio of the rate of increase of species due to
convection to the rate of species increase due
to chemical reactions.
Damköhler III DaIII q˙∞L∞ρ∞V∞cp∞T∞ A measure of the heat of evolution due to
chemistry to the heat dissipated due to con-
vection.
Lewis Le α∞D∞ A measure of the energy transported by ther-
mal conduction to mass diffusion. Equivalent
to the Prandtl and Schmidt numbers Le = PrSc
Eckert Ec V∞
h2∞
A measure of the flow’s kinetic energy to in-
ternal energy. Associated with compressibil-
ity effects. Replaces Mach number and γ for
high temperature flows (Anderson 2006) [42].
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Penner (1954) [41] also determined that achieving complete similarity would be impossible
due to the conflicting requirements of maintenance of both flowfield and chemistry processes.
A solution to this problem was that partial scaling could be employed by relaxing the condition
of geometric similarity6, allowing the chemistry to be maintained with the flowfield (Penner
1954) [41]. Weller and Thomas (1954) [43] questioned the requirement of strict equality of the
Reynolds number for chemical reactor scaling, arguing that for a first approximation it is only
necessary to maintain the laminar or turbulent nature of the flow, and only Reynolds numbers
near transition must be maintained between models.
2.5 Scaling of Propulsion Systems
2.5.1 Gas Turbines - Turbojets
Stewart (1955) [11] completed an early and in-depth study on the theoretical requirements
needed to geometrically scale two different classes of gas turbine engine; the swirl atomiser
type and the vaporiser type. This study examined each of the fundamental processes and deter-
mined through the findings of previous works and the author’s own conclusions the conditions
that were necessary to achieve similarity between two geometrically similar engines of differ-
ent size. Each process was ranked by its perceived importance thus determining which criteria
should be prioritised when processes exhibiting conflicting similarity criteria arose. The ef-
fects that were examined included fuel delivery (injection, distribution and evaporation), igni-
tion delay, chemical reaction and flame propagation, dilution air mixing, turbulent air mixing,
compressibility effects, heat transfer and radiative heat transfer. Treatment of the behaviour of
chemistry and combustion, not well understood at the time of the study, was approached using
three different models. These included flame speed results from Egerton and Lefebvre (1954)
[44], empirical flame stability data in wakes of baffles from Spalding and Tall (1954) [45] and
the results of a study into reaction kinetics by Bragg and Holliday (1955) [46] which found
that for a homogeneous reactor where only two body reactions occur, as found in ignition reac-
tions, the scaling criteria in Equation 2.10 had to be maintained. Stewart (1955) [11] postulated
that the entire reaction could follow the behaviour of the binary ignition reactions resulting in
Equation 2.10 being a valid criterion.
PL
V
= constant (2.10)
Stewart (1955) [11] determined that the process of fuel penetration, momentum, evaporation
and mixing was critical in maintaining similarity but was highly dependent on the type of fuel
6In this case the ratio of the diameter of the reactor to the length of the reactor.
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delivery system. Unfortunately study into much of the behaviour of the fuel delivery processes
was still in its infancy and no concrete conclusions could be dawn. Many general physical flow
processes such as flowfield momentum, viscous effects, and turbulent mixing were determined
to be a function of the Reynolds number. General heat transfer was determined to be a func-
tion of Nusselt number and therefore a function of Reynolds number7. Compressibility effects
were trivially shown to be dependent on Mach number, or identical velocity if the temperature
and gas composition between two chemical similar flowfields was identical. Based on these
requirements to maintain similarity, identical Reynolds number, temperature, chemical compo-
sition (identical thermodynamic properties and chemical kinetics), two body binary reactions
and velocity, Stewart (1955) [11] developed the well established Pressure-Length (PL) scaling
relation as shown in Equation 2.11. A key observation for this scaling criteria is that the pa-
rameter that should be scaled with length is in actual fact density. In practice, it is the pressure
that may be directly controlled (Stewart 1955) [11]. For an ideal gas under constant tempera-
ture and composition, the pressure becomes equivalent to the density and hence the common
representation as PL scaling instead of ρL scaling.
Re =
ρV L
µ
= constant
Re1 =Re2
⇒ ρ1V L1
µ
=
ρ2V L2
µ
∴ PL =constant
(2.11)
Stewart (1955) [11] concludes that although perfect combustion scaling is impossible to
achieve, the PL scaling law can produce reasonable results. Early subscale testing work by
Rolls Royce using a 1
3
sized model shows that the PL scaling method produced combustion
efficiencies to within 5% of the full scale model as shown in Figure 2.7. PL scaling has been
applied to many turbine scaling procedures and tests.
Following the study of Stewart (1955) [11], several more studies into the performance and
scaling criteria of turbines and turbojets arose. Lefebvre and Hall (1958) [47] used fuel burning
velocity theory, reaction order and maintenance of Reynolds number to determine the scaling
criteria for small scale gas turbine models to reproduce similar combustion efficiencies.
Way (1955) [48] and Bragg and Holliday (1955) [46] independently studied turbojet com-
bustion chamber scaling using a similar approach to Stewart (1955) [11] and determined the
7The Nusselt number is a function of the Reynolds number and the Prandtl number in a flow with forced
convection.
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Figure 2.7: A plot showing the PL scaling results of a 1/3 model reheat engine by engineers at Rolls
Royce (Stewart 1955) [11].
requirement of the same scaling criteria in order to successful replicate engine performance on
a small scale test model. In the study of Way (1955) [48], the most important parameter to main-
tain constant was determined to be the Damköhler number in order to ensure similar kinetics
and also the temperature in order to ensure that the reaction rates (dependent on temperature)
remained similar. Way (1955) [48] however also concluded that the combustion chamber cannot
be modelled as a well stirred reactor and that the mixing effects would play a critical role in the
processes occurring in a turbojet. The omission of the strict requirement of Reynolds number
maintenance of these two studies was due to the postulation that the typically high Reynolds
numbers observed in the combustion chambers would probably result in mixing and flowfield
structures that were Reynolds number independent.
Lefebvre and Herbert (1960) [49] examined wall heat transfer effects in gas turbine engines
and found that the application of PL scaling would exponentially increase emissivity and there-
fore radiative heat transfer, thus resulting in non-similar heat transfer characteristics. This study
also noted that at a certain low level pressures would have the effect of suppressing dissociation
and therefore increasing combustor temperature, again resulting in a loss of similarity between
models. Wall temperature data obtained from experiments comparing scaled models to a full
size turbine as shown in Figure 2.8 demonstrates the failure of PL to replicate the correct wall
temperature (Herbert and Bamford 1961) [50].
Chen (1963) [51] reviewed a series of previous gas turbine scaling studies finding that stud-
ies employing the PL scaling criteria had superior similarity achievements. Also included in
this revision was a summary of the six scaling criteria required to achieve similarity between a
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Figure 2.8: The failure of PL scaling in predicting wall temperatures for gas turbine scaling. The PD
line should remain horizontal on the T = 700 K line for successful scaling. Sourced from Herbert and
Bamford (1961) [50].
full scale and subscale gas turbine model; (i) constant fuel injection temperature, (ii) identical
fuel, (iii) constant air-fuel ratio, (iv) geometric similarity, (v) constant Reynolds number and
(vi) constant chemical time scales.
Research into gas turbine and turbojet scaling produced a systematic approach to developing
scaling criteria for propulsion devices. The method of identification of all engine processes, the
assessment of scaling criteria for each of these and the ranking of process importance when in-
compatible scaling criteria was derived to develop the most appropiate scaling criteria to achieve
quasi-scaling success has been used in many subsequent studies. Studies on gas turbines and
turbojet engines introduced two different scaling laws, PL scaling and Damköhler number scal-
ing. Both seek to scale the appropriate non-dimensional parameters through manipulating the
pressure of the scaled model whilst maintaining all other parameters constant in order to achieve
quasi-scaled flowfields and performance. The PL scaling law is based on the hypothesis that
the Reynolds number, important for flowfield structure and mixing processes (and to a lesser
extent that chemical reaction time scales scale inversely proprtionally with pressure) is the most
important non-dimensional parameter to maintain. Damköhler number scaling is based on the
hypothesis that maintenance of the Damköhler number (DaI) is critical to achieve a scaled flow-
field and performance since this will properly scale the chemical kinetics and reaction rates. An
inherent assumption in Damköhler number scaling is that the Reynolds number in the combus-
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tor is at a level such that flowfield structure and mixing processes are independent of Reynolds
number.
2.5.2 Liquid Propellant Rocket Engines
The scaling of Liquid Propellant Rocket Engines (LPRE) can be traced back to the 1950s and
although research contributions on the subject have steadily continued over the past 60 years,
scaling criteria has never been fully developed (Hulka 2008) [52]. The initial similarity and
scaling studies of LPREs followed the approach of Damköhler and centered upon the physical
processes of the steady internal aerothermochemistry for a homogeneous mono-propellant en-
gine (Penner 1954) [41]. Researchers soon came to the realisation that the chemical conversion
rates in the combustion chamber of a LPRE, control of which is essential to maintain similarity,
were related to the atomisation and mixing characteristics and hence overall performance of the
injectors (Penner and Fuhs 1957) [53], (Hulka 2008) [52]. Numereous studies have revealed
that only partial scaling of LPREs is achievable (Hulka 2008) [52]. The common scaling pa-
rameters required to be maintained for LPRE scaling found in many studies are the internal
temperature, species and species concentrations.
Crocco (1955) [54] developed two scaling laws for LPREs, denoted “Rule I” and “Rule II”.
Rule I was based on maintaining similarity of Reynolds number and Mach number. The de-
velopment of Rule II was based on the maintenance of the overall flow-chemistry characteristic
times, assuming an inverse power relation between the overall chemistry characteristic time and
combustion chamber pressure as shown in Equation 2.12.
τreac ∝ P−n (2.12)
where n, the pressure index, is dependent on many variables including fuel type and un-
known at the time of the study. In considering similarity requirements, Crocco (1955) [54]
relaxed the similarity requirement for compressibility (since M << 1 in the combustion cham-
ber) in order to achieve similarity of chemistry whilst maintaining both Reynolds Number and
velocity to assure fluid-mechanical similarity. Applying Equation 2.12 to these scaling require-
ments, Crocco (1955) [54]’s Rule II relating the required pressure ratios to the combustion
chamber diameter’s of the models is presented in Equation 2.138. In Penner and Fuhs (1957)
[53]’s study, the same general approach as Crocco (1955) [54] is followed, modifying Equation
2.12 to incorporate the effects of the fuel droplet in the form of its diameter.
8Under the special condition of n = 1, Reynolds, Mach and Damköhler numbers are all simultaneously pre-
served. Geometric similarity, not strictly presevered under Rule II is also preserved under this condition.
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P2
P1
= (
dc1
dc2
)
−2
1+n (2.13)
Wang et al. (2010) [55] performed a series of comprehensive studies into the subelement
process scaling of a gas-gas injector LPRE. In particular the scaling criteria of the internal flow
(Wang et al. 2010) [55], wall heat transfer (Wang et al. 2011a) [56], wall shear stress (skin
friction) and combustion efficiency (Wang et al. 2011b) [57] were derived with a similarity and
dimensional analysis, and further demonstrated through numerical modeling and the results
of a series of hot flow experiments, using a nominal combustion chamber of diameter 94mm
and operating pressure 3MPa. The similarity criteria for the internal flowfield was determined
to be (i) similar geometry, (ii) identical fuel and oxidiser, (iii) constant injector velocities and
non-slip wall boundary conditions, and (iv) similar species wall boundary conditions (Wang
et al. 2010) [55]. Differing from many previous scaling studies and following the philosophy
of Weller and Thomas (1954) [43] and Crocco (1955) [54] was the omission of the Reynolds
number as it was argued that this parameter does not need to be maintained if the flow is either
laminar or turbulent enough (i.e. not near transition), as the flow transitions to a second self
similar zone where the structure becomes Reynolds number independent. A numerical study on
geometry and pressure, with a combustion chamber pressure range 3MPa to 20MPa and injector
gas Reynolds number varying up to six-fold confirmed the success of the four scaling criteria,
as shown in Figure 2.9. Experiments on a model combustor validated the CFD data.
The investigation into the wall heat transfer and friction effects used engineering approxi-
mations, in spite of the fact that perfect scaling of these processes is achievable by maintenance
of the Nusselt number through the maintenance of Reynolds number. The authors decided to
use engineering approximations due to the practical issues associated with both high and low
limitations of pressure in scale testing and the fact that achieving constant Reynolds number
through a series of experiments can be difficult and may not always be possible (Wang et al.
2011a) [56]. The heat transfer was found to scale with pressure as described in Equation 2.14
and the wall shear stress as in Equation 2.15. These engineering approximations can be used
to rescale the small scale data. Numerical results showing successful scaling this condition for
heat transfer are presented in Figure 2.10.
qw ∝ P 0.8D−0.13 (2.14)
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(a) Geometric scaling, i.e. constant pressure at 3 MPa with prototpye
linear dimensions scaled by a factor of 0.5.
(b) Pressure scaling, i.e. constant dimensions and examined under
variable pressure.
Figure 2.9: Numerical flowfield scaling results for a gas-gas injection LPRE at a distance of 10 diameters
from the injectors showing axial O2 distributions (Wang et al. 2010) [55].
τw ∝ P 0.8D−0.2
⇒ cf ∝ P−0.2D−0.2
(2.15)
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Figure 2.10: A plot showing the numeric constant geometry results along the axial direction with heat
flux scaled by the scaling factor shown in Equation 2.14 (Wang et al. 2011a) [56]
The scaling of the combustion efficiency required the scale effects from all the subprocesses
to be assessed. Although quantitative similarity between the wall heat transfer and wall skin
friction was impossible under the similarity conditions for the internal flow, similarity of quali-
tative distributions was determined as always achievable since the flowfield and wall boundary
conditions of the boundary layer are similar (Wang et al. 2011a) [56], (Wang et al. 2011b)[57].
The numerical and experimental data found that the effect of altering pressure or length on
overall effect of wall shear stress on engine thrust was very weak as suggested by Equation 2.15
and did not have an appreciable effect on the combustion efficiency. The heat transfer effects
were also found to be minor, especially in an engine with regenerative cooling, leading to the
conclusion that the scaling criteria for the internal flowfield was applicable to the combustion
efficiency. Numerical and experimental results for both geometric and pressure scaling shown
in Figure 2.11 and Figure 2.12 with results determining the combustion efficiency as measured
for all scales to be between 97% and 98% (Wang et al. 2011b) [57]. These results confirm that
this scaling technique is a good engineering approximation.
Maintaining similarity of heat transfer from the hot combustion gases to a cooling system is
critical in achieving a similar temperature field throughout the entire engine (Penner and Datner
1954) [58]. The total heat transfer from the combustion chamber to the engine walls will be
directly proportional to the geometric scaling factor if the Nusselt number remains constant
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Figure 2.11: A plot showing the numeric constant geometry results along the axial direction for wall
shear stress neglecting pressure effects on the shear stress and applying the internal flowfield scaling
criteria. Note the good agreement between the two scaled models (Wang et al. 2011b) [57].
Figure 2.12: A plot showing the numeric constant geometry temperature [K] results in contours along
discrete axial axial locations (Wang et al. 2011b) [57].
(Penner and Fuhs 1957) [53]. This condition is achieved for all mentioned LPRE scaling rules
with the exception of those of Crocco (1955) [54] and Wang et al. (2010) [55] due to the
maintenance of both Reynolds number and Prandtl number. The wall temperature distribution
will be maintained between models if the geometric scaling factor is also applied to the wall
outer diameter (Crocco 1955) [54]. The requirement of constant Nusselt number is also true for
the external cooling system in order to maintain similarity. The study of Wang et al. (2010) [55]
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however showed that heat loss is only weakly proportional to pressure in a LPRE combustion
chamber, and thus for certain non-small engines, the effect of the near wall heat transfer may
be considered negligible.
A review of research on LPRE scaling studies has revealed the use of both PL scaling and
approaches to Damköhler number scaling. The use of engineering corrections in order to scale
heat transfer and friction, viscous effects dependent on the flow Reynolds number, for scaled
models where the scaling criteria does not permit the same Reynolds number has also been
presented.
2.5.3 Ramjets
Early ramjet scaling studies were performed by Stewart and Quigg (1963) [12] who conducted
an analytical and experimental investigation on three ramjet combustors. It was determined
that the PL scaling law was a good first approximation since the only major difference between
the ramjet engine and the gas turbine of the study of Stewart (1955) [11] was the fuel distri-
bution process. The ramjet combustors had an overall scaling factor of 2.67 and were tested
under nominal Mach 2.5 flight conditions at 50,000 - 100,000ft altitude. Experimental data
also showed an unexpected result; the injected fuel could move from its primary zone into a
secondary zone. It was found that this led to a high sensitivity of engine performance to fuel
distribution. The experimental results showed for this latter case that empirical formulae were
required to generate scaling parameters whereas PL scaling showed to be an appropriate first
approximation for cases where the fuel remained in the primary zone.
The results of a study by Ben Arosh and Gany (1992) [59] demonstrate that PL scaling was
also applicable to Solid Fuel Ramjet Engines (SFRJ)9. Although the fuel regression and vapor-
isation processes are unique to a SFRJ, through an analytical study following Stewart (1955)
[11]’s approach of examining the similarity requirements of each engine processes, overall sim-
ilarity was demonstrated to be achievable with PL scaling (Ben Arosh and Gany 1992) [59].
It is interesting to note that in this study, as in the studies of Stewart (1955) [11] and Stewart
and Quigg (1963) [12], the chemistry is assumed to be dominated by bimolecular (two body)
reactions. An experimental campaign was conducted using several different combustors with
an overall scaling factor of approximately 4 in an arc heated facility. Results of regression
rate, fuel air ratio, thrust (port hole diameter dependent), specific impulse (constant) and com-
bustion efficiency (constant) all demonstrated that PL scaling achieved similarity of the engine
performance and behaviour to within ±10%.
9In the original paper it was Pd scaling: Pressure - Port hole diameter scaling, equivalent to PL scaling for a
geometrically similar combustor.
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The validity of these results demonstrating the applicability of PL scaling is challenged by
Blevins and Coleman (1999) [60] due to the usage of combustion efficiency based on exhaust
gas velocity as a metric of engine performance. Efficiencies based on exhaust gas velocity and
specific impulse are poor parameters for characterising ramjet combustion performance since
these quantities never approach zero therefore leading to relatively smaller discrepancies than
thermal efficiency (Blevins and Coleman 1997) [61].
A separate scaling law, not available in the open literature but reported by Blevins and Cole-
man (1999) [60] as being used in the ramjet scaling community is mA scaling. The conditions
of this scaling law require that the mass flow rates of the models are scaled to the cross sectional
area of the combustion chamber as shown by Equation 2.16. Under the assumptions of constant
flowfield velocity, this scaling law therefore requires that the pressures of the full scale and sub
scale models’ combustion chambers remains identical (since it is equivalent to ρV = PV =
constant, when temperature remains constant).
m˙
A
= constant (2.16)
This method of scaling seeks to maintain the Damköhler number between the models. The
ignition time and reaction time are held constant through constant velocity, temperature and
pressure. Under the condition of constant velocity, the residence time is maintained constant by
relaxing the requirement of geometric similarity and maintaining the length of the combustion
chambers of the models. Since both chemistry time and residence time are held constant, the
Damköhler number is also constant and the combustion chamber should have identical pressure
and temperature fields (Blevins and Coleman 1999) [60]. For flowfields in which the residence
time is much greater than the chemistry timescales, geometric similarity may be maintained (i.e.
length of combustor to combustor diameter), as the impact of the chemistry on the engine scal-
ing will be minimised with appropriate scaling related more to mixing (Blevins and Coleman
1999) [60]. It is important to note with this scaling law that Reynolds number is not maintained.
This is permissible if the Reynolds numbers of both models exceed a critical value (Chomiak
1990) [62].
In spite of the several experimental investigations supporting the applicability of PL scaling
for ramjet engines (Ben Arosh and Gany 1992) [59], (Stewart and Quigg 1963) [12] and the
use of mA scaling in the ramjet testing community (Blevins and Coleman 1999) [60], a critical
review of the scaling results in the open literature by Blevins and Coleman (1999) [60] found
that neither methods in fact consistently provide satisfactory scaling of thermal efficiency in the
combustion chamber. Within an uncertainty of 5%, it was found that mA scaling was twice
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as successful as PL scaling, however with only still 58% of examined cases producing scaled
results.
Swami and Gany (2003) [63] conducted a theoretical scaling study and then obtained scaled
experimental data on a hybrid rocket motor which shared many physical characteristics with
the SFRJ. Following a very similar approach to the similarity analysis conducted by Ben Arosh
and Gany (1992) [59] the scaling criteria were determined to be (i) preservation of geometry
(ii) identical fuel and oxidiser and a new criteria, (iii) the preservation of the mass flux diame-
ter parameter (GD), the ratio of mass flow to diameter, to achieve constant Reynolds number.
Swami and Gany (2003) [63] stated that preservation of the PL scaling law was not required
as long as the test pressure was large enough to ensure that the chemistry time scale remained
much faster than the physical time scale10 and an aft-mixing chamber was present to allow for
the completion of chemical reactions.
The scaling criteria were applied to five test models covering a five-fold diameter scale
and two different GD conditions were analysed for engine thrust. Despite producing lower
than expected numerical values for thrust, attributed to the lower than expected characteristic
velocities in testing, the general trend in the experimental data is the same indicating successful
scaling (Swami and Gany 2003) [63] as shown in Figure 2.13.
A review of studies of ramjet engine scaling have revealed similarities with the scaling pro-
cesses of gas turbines and turbojets. The PL scaling law has been used extensively in literature,
with its effectiveness in producing scaled flowfields and performance contested. Other meth-
ods in which the constraint of geometric similarity has been removed have been employed with
some success. An important finding in these studies is the importance of the selection of ap-
propriate parameters to assess engine performance and scaling success. Sensitivities of some
parameters may not allow for fair evaluation of a scaling law.
2.6 Scaling Studies of Scramjets
There have been several experimental and numerical studies on the topic of scramjet engine
scaling. Only the work of Pulsonetti (1997) [9] (and the subsequent review by Pulsonetti and
Stalker (2004) [13]) has conducted a thorough similarity analysis and derived scaling criteria.
Other scramjet engine scaling studies have sought to apply the scaling criteria derived by Pul-
sonetti (1997) [9] directly to experiments and numerical modelling.
Pulsonetti (1997) [9] carried out scaling experiments on two geometrically similar scramjet
engines at the University of Queensland’s T4 free piston shock tube facility. The scramjets were
10In this work chemical reaction time scales for hydrocarbon fuels are assumed to be inversely proportional to
pressure.
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(a) m˙D = 1.5 g/s mm
(b) m˙D = 0.8 g/s mm
Figure 2.13: Thrust results for the GD scaling experiments. Note the lower than theoretically predicted
values and similar trends (Swami and Gany 2003) [63].
two dimensional in design with hydrogen fuel injected from the rear of a central strut protruding
into the combustion chamber. A cutaway of the engine is shown in Figure 2.14. The models
tested were a full size model and a geometric scale of 5 model, with the smaller (full size) en-
gine tested under nominal Mach 4.5 flight conditions. An extensive similarity analysis initially
suggested that all scramjet processes will scale by PL scaling with the exception of complete
reaction time (Pulsonetti 1997) [9]. Pulsonetti (1997) [9] postulated that this scaling law would
be applicable to all mixing-limited combustion cases and also in the reaction-limited cases as
the effects of complete reaction time would have a minimal effect, although the relationship
between chemistry time and pressure, given by Pergament (1963) [28] as used by Pulsonetti
(1997) [9] (under the assumption of identical temperature and velocity) shows quite a large
deviation from PL scaling.
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Figure 2.14: A cutaway of the scramjet engine design used in Pulsonetti (1997) [9] showing the central
strut protruding into the combustion chamber.
A series of nine different test conditions were run for nominal Mach 4.5 flight comprising
of constant nozzle stagnation pressure varying stagnation enthalpy test cases producing mixing-
limited combustion, and constant stagnation enthalpy varying nozzle stagnation pressure test
cases which produced the phenomenon of reaction-limited combustion. The test conditions for
the 5:1 scale model were determined using the PL scaling law. Pressure data and heat flux data
were taken from a series of transducers along the combustion chamber wall. Data for both the
no fuel injection and fuel injection into nitrogen (to assess mixing effects only) experiments
showed very similar normalised results demonstrating the applicability of PL scaling under
these conditions.
The fuel into air (combusting) experiments of the engine did not show the same level of sim-
ilarity between the two scaled engines. Despite the heat transfer results showing good similarity
between the models for both the mixing-limited and reaction-limited combustion cases as long
as the laminar flow through the engine did not reach the point of transition into turbulent flow,
this was not true for the pressure data. Normalised pressure plots of the mixing-limited cases
demonstrate the same general trend of linear pressure rise between the large and small model.
The larger models however produced higher normalised pressures, with the difference as great
as approximately 20% at the end of the combustion chamber. The cases of high pressure and
enthalpy produced the results displaying the most similarity. It was assumed that this was due to
the higher pressures overcoming any dissociation of the products associated with the relatively
high combustion chamber temperatures (Pulsonetti 1997) [9]. Normalised pressure plots for
the reaction-limited runs showed a marked difference in the flowfield structure with combustion
occurring much earlier in the larger model than the small model. This was attributed to inap-
propriately scaled pressure resulting in two different combustion explosion regimes (Pulsonetti
1997) [9] (i.e. the larger scramjet engine’s pressure was overcompensated for with PL scaling
and should have had a lower pressure rise). A comparison of typical pressure plots for both the
mixing-limited and reaction-limited cases is shown in Figure 2.15.
In spite of the very different internal pressure distributions for the reaction limited cases, the
ratio of final pressure to pressure at point of injection of large to small models, a measure of
thrust generated by the engine and used in the assessment of whether a scaled model produced
similar performance to the full size model by Pulsonetti (1997) [9], differed by less than 20%,
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(a) Mixing-limited case.
(b) Reaction limited case.
Figure 2.15: Comparison of typical pressure trace data from the results of Pulsonetti (1997) [9].
as shown in Figure 2.16. PL scaling was concluded to be an appropriate first approximation
scramjet engine scaling technique for the central strut injector type examined. The experimental
results would later be verified numerically by Blankson et al. (2006) [64] using 3D simulations
with the SCRAM-3L code.
Pulsonetti and Stalker (2004) [13] re-examined Pulsonetti (1997) [9]’s earlier data and find-
ings of scramjet scaling and found that for all, except two conditions11, for precombustion
combustor entrance conditions of 10kPa - 100kPa and 1010K - 2290K, the normalised pressure
plots of the data showed similarity under the pressure length scaling law. For Pulsonetti (1997)
[9]’s mixing-limited conditions, characterised by a linear pressure rise typical of mixing wake,
Pulsonetti and Stalker (2004) [13] agreed that the most likely reason for similitude was due to
the chemistry quickly coming to a state of equilibrium, although it is noted that the assumptions
used to come to this conclusion may not be valid in mixing flows and similitude may be the
result of a binary reaction dominated flow. For Pulsonetti (1997) [9]’s reaction-limited con-
11One choked condition and one condition where data unobtainable for the full length of the large combustor.
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Figure 2.16: A plot showing a comparison of a measure of scaled thrust produced by the engines from
the results of Pulsonetti (1997) [9].
ditions, Pulsonetti and Stalker (2004) [13] suggests that similitude may be attributed to either
the dominance of binary reactions after ignition or to a rapid switch to equilibrium chemistry.
Tertiary reactions are not seen to dominate any of the conditions.
McGilvary et al. (2010) [65] applied the PL scaling criteria in the testing of two scaled
Mach 10 scramjet engines in the University of Queensland’s T4 reflected shock tunnel and X2
expansion tube. Test section size restrictions and test time limitations of the X2 expansion
tube required the test model to be a 40% length scale model of the engine tested in the T4
reflected shock tunnel. The models were hydrogen fuelled, porthole injected, three ramp, two
dimensional scramjet engines as depicted in Figure 2.17. There was a slight difference in the
geometry of the model, with the length of the inlet ramp on X2’s lengthened in order to allow
the passing of a bow shock, while the T4 model had a reduced normalised combustion chamber
length of approximately 50%. The normalised wall pressure plots of the fuel on runs also
showed similarity within approximately ±15% experimental uncertainty and are depicted in
Figure 2.18 for a nominal Mach 10 flight condition at a dynamic pressure of 66kPa.
Figure 2.17: Cutaway view of the two-dimensional three ramp scramjet engine used in the study of
McGilvary et al. (2010) [65].
Blankson et al. (2006) [64] examined a variety of previous studies on scramjet and other
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Figure 2.18: Normalised wall pressure trace results for the small scale (X2) and large scale (T4) scramjet
engine tests in the study of McGilvary et al. (2010) [65] for a nominal Mach 10 flight condition at a
dynamic pressure of 66kPa.
scaling studies, summarising four different cases of combustor and test conditions for scal-
ing. Also identified were ten performance parameters of interest in scramjet engines and the
processes required for scaling to maintain similarity of engine performance. The identified pro-
cesses differ slightly from previous studies being gas dynamics, gas thermal properties, ignition,
mixing, chemistry and friction and heat transfer (Blankson et al. 2006) [64]. One interesting
result in the scaling of gas dynamics was the scaling of temperature with combustor diameter,
counter intuitive to the scaling of chemistry and heat transfer. Skin friction and heat transfer
were shown to be affected by the combustion process and despite simplified correlations be-
ing available, there are no reliable correlations for the variation of the parameters as would
be expected in a non uniform combusting flow with respect to flow and chemical parameters
(Blankson et al. 2006) [64] and therefore these may not follow PL scaling as suggested by Pul-
sonetti (1997) [9]. Perhaps one of the most important additions to similarity in this PhD thesis
is the influence of vitiation, contaminants and fuel additives on the ignition, combustion and
flame stability. Highlighted is the presence of H2O vapour in the atmosphere and contaminants
in shock tunnel experiments.
Unlike the approach taken by the PL scaling law, Pellet et al. (2006) [8] concludes that the
paramount processes that are required to remain similar in scaled scramjet engine testing are the
chemical kinetics for flameholding, and the heat release for thrust generation. This approach is
noted as being used in the assessment of non-equilibrium effects in shock waves and catalytic
effects over re-entry vehicles. This requires the preservation of the Damköhler number for
similar chemical kinetics and heat release as well as the Lewis number for the correctly scaled
transportation of energy and species.
Karl (2011) [10] investigated with CFD the validity of pressure-length scaling, based both
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on the Reynolds number / Damköhler number for ignition reactions and the Damköhler number
for heat releasing reactions on the hydrogen fuelled HyShot II scramjet engine’s combustion
chamber. A preliminary study was also undertaken on a well stirred constant pressure reactor at
the typical scramjet combustor conditions of 1200K and pressure ranging from 0.1bar to 10bar
to determine the relationship between the total chemical time scale as shown by Equation 2.8.
Using a modified version of the Jachimoswki 13 species 33 reaction step hydrogen-air reaction
mechanism (Jachimowski 1992a) [19], the relationship between the total chemical time scale
and pressure was found to be in agreement with that in Pergament (1963) [28]’s study (i.e. n ≈
1.7).
The HyShot II model was geometrically scaled by factors of one-tenth, one-half, two and
ten. The combustor inlet conditions for the model model were based on the HyShot II flight
profile at 27km altitude. Figure 2.19 illustrates the temperature distribution of the computational
domain for the base model. The combustor inflow conditions of the scaled simulations were
identical to the base condition, with the exception pressure, which was scaled appropriately
with changes in the combustor length.
Figure 2.19: Temperature distribution for the HyShot 27km flight profile (Karl 2011) [10]. Combustor
entrance at the left of figure.
Figure 2.20 illustrates the normalised wall pressure results for the PL scaled simulations.
The 2 scaling replicated the pressure and temperature profiles. The ratio of model Damköhler
number I to that of the base model was 0.6. The simulation with a length scale of 10 how-
ever failed to produce similitude. Karl (2011) [10] attributed this to an insufficient increase in
length scale to compensate the decrease in chemical reaction time scale. Neither the 0.1 or the
0.5 length scale simulations produced results similar to the reference model. The increase in
pressure was found to have increased the consumption of hydrogen and heat releasing chemical
reactions to the extent where the heat released caused a subsonic recirculation region to form
downstream of the injector in which most of the combustion then took place. The chemical
time scale for these models decreased to the extent that the Damköhler number I increased to
the level where equilibrium flow was practically established. Although similitude was not es-
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tablished between the reference model, the scaled down models were found to be similar to
each other.
(a) 0.1 Length Scale (b) 0.5 Length Scale
(c) 2 Length Scale (d) 10 Length Scale
Figure 2.20: Normalised wall pressure distributions for the PL scaling law simulations (Karl 2011) [10].
This Figure shows the results from the base scale simulation (red) and the length scaled simulation
(solid black).
In order to investigate the Damköhler number I scaling based on heat release time scales,
a constant scaling parameter of P1.7L was applied to the scaled simulations. Derivation of this
scaling criteria is presented in Equation 2.17. Like the PL scaling criteria, all quantities between
the two scaled models are held constant except the pressure which scales in response to a change
in the length scale.
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Da =
AP nL
ef(T )V
= constant
Da1 =Da2
⇒ AP
n
1 L1
ef(T )V
=
AP n2 L2
ef(T )V
∴ P n1 L1 =P n2 L2
(2.17)
Figure 2.21 illustrates the normalised wall pressure results for the P1.7L scaled simulations.
Both the 2 and 10 length scale simulations replicate the base scale result due to the similar
combustion characteristics. The 0.1 and 0.5 length scale simulations fail to produce a similar
normalised wall pressure distribution. Unlike the base simulation the scaled pressure in these
simulations is not great enough for the chemical kinetics to achieve ignition delay in the same
normalised location at approximately 0.2 normalised combustor lengths. As a result, the re-
circulation region which forms in the simulations for the base and large scale simulations thus
enhancing the combustion process in this vicinity, does not form and a different combustion
mechanism and flowfield structure in the region and further downstream is observed. In the
case of the 0.1 length scale simulation combustion is inhibited until approximately 0.85 com-
bustor lengths leading to a drastically altered flowfield structure.
Schloegel (2014) [25] completed a numerical and experimental investigation examining the
influence of pressure on ignition delay and chemistry heat release length scales in a two di-
mensional inlet-fuelled radical farming scramjet. The objective of this study was to determine
whether Pressure-Length scaling, presented in Equation 2.18, could describe the relationship
between pressure and the location of ignition and heat release within the engine. In addition,
when Pressure-Length scaling was valid, it sought to establish the pressure exponent ‘n’ that
was required to describe the relationship12. Pressure scaling was examined over four differ-
ent enthalpies (3, 4, 5 and 6 MJkg-1) corresponding to flight Mach numbers 7.86, 9.17, 10.30
and 11.33, respectively. Eleven different inflow pressures (and therefore dynamic pressures)
corresponding to different flight altitudes were examined for each Mach number condition.
P nL = constant (2.18)
Each condition produced a flowfield with an internal shock train structure, with the location
of the features dependent on the inflow conditions. An important feature in the engine flowfield
for all conditions examined was the formation of a separated flow region in the vicinity of
12i.e. such that Pnig Lig = constant and Pnchem Lchem = constant
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Figure 2.21: Normalised pressure wall distributions of the HyShot II P1.7L scaling study. Sourced from
Karl (2011) [10]. Showing the base model (red), 2 length scale (black), 10 length scale (blue), 0.5
length scale (green) and 0.1 length scale (brown).
the combustion chamber entrance. The dimensions of this structure were dependent on both the
inflow Mach number (dimensions decreasing with increased Mach number) and inflow pressure
(dimensions increasing with increased pressure).
Figure 2.22 illustrates the relationship between pressure and ignition delay length scale, and
heat release length scale. In this study the ignition delay length scale was defined to be the
distance from fuel injection to the location of maximum H mass fraction and the heat release
length scale to be the distance from the ignition point to the location of maximum H2O mass
fraction. No agreement between the influence of the pressure and length scales was obtained
across the range of conditions examined; the relationship between pressure and length scales
was dependent on both the inflow Mach number and pressure.
The difference between the pressure dependent and pressure independent results for the ig-
nition delay length scale, Figure 2.22(a), was attributed to the scramjet operating mode. In the
Mach 7.86, dynamic pressure greater than 175kPa and the Mach 9.17, dynamic pressure greater
than 100kPa simulations, the flame holding effects of the inlet separation region produced rad-
icals and released heat to the extent of maintaining temperatures above 2000K throughout the
expansion region in the combustor entrance. As the flow crossed the shock wave of the radi-
cal farm ignition was immediately achieved. In the Mach 10.30 and Mach 11.33 simulations,
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(a) Ignition delay length pressure scaling
(b) Chemistry heat release length pressure scaling
Figure 2.22: Two-dimensional inlet-fuelled radical farming scramjet engine pressure scaling results
(Schloegel 2014) [25].
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the relatively high flow enthalpies led to burning in the vicinity of the fuel core periphery in
the inlet, forming radicals and releasing heat, and again ignition is achieved immediately after
the flow crossed the radical farm shock wave. In all these cases, the location of ignition was
anchored to a shock structure and was independent of the pressure. These simulations did not
operate in a radical farming mode; these flowfields instead exhibited shock induced combustion.
The Mach 7.86, dynamic pressure less than 175kPa and the Mach 9.17, dynamic pressure less
than 100kPa simulations operated in the radical farming scramjet mode, i.e. a finite length is
required for fuel and air to mix and radicals to form across a shock structure. The ignition delay
length scale was established to depend on pressure in these simulations in the form presented in
Equation 2.18, with 1.1 ≤ n ≤ 1.2 for the Mach 7.86 and n ≈ 1.1 for the Mach 9.17 conditions.
The deviation from the two-body reaction exponent of 1.0 was attributed to the presence of
three-body recombination reactions (n=2.0) in the ignition chemistry.
The chemistry heat releasing length scale results, Figure 2.22(b), also show pressure depen-
dent and pressure independent regions. The pressure independent results were attributed to the
attainment of maximum H2O mass fraction at the location of ignition and occurred only in the
engines that were not operating in the radical farming mode. Pressure dependency of the heat
release length scale in the form presented in Equation 2.18 was established in 17 simulations
spanning all Mach numbers. The pressure dependency factor was found to be in the range of
1.5 ≤ n ≤ 1.9 and increases with flight Mach number. The discrepancy in this factor between
different Mach numbers was attributed to the level of activity of the three-body reactions, with
the higher Mach number simulations exhibiting higher three-body recombination reaction rates.
The undetermined region for the Mach 7.86 and 9.17 simulations (dynamic pressure less than
150kPa) was attributed to the definition used to determine the location of heat release (maxi-
mum H2O mass fraction) and the inability to extract this data from these simulations.
A review of the literature on scramjet engine scaling studies has found several experimental
and numerical studies. Engines in these studies have been limited to two-dimensional engines
and although a study has been completed on a radical farming scramjet engine, the scope was
limited to constant combustor lengths. All investigations employed either the typical PL scaling
law, based on the assumption that either binary reactions dominate the combustion process or
that the fluid dynamic effects dominate the entire process (i.e. fluid dynamics time scales are
much longer than chemistry time scales), or the PnL scaling law where the pressure exponent n
is selected in order to achieve similar Damköhler numbers. Although the experimental results
concluded that to within experimental uncertainty PL scaling is an appropriate scaling method,
the PnL scaling law has not been verified experimentally with different length scale models.
Numerical studies have shown that neither method produces quasi-scaled flowfields.
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2.7 Damköhler Scaling
A review of previous scaling studies for various propulsion devices and scramjet engines has
introduced the concept of Damköhler scaling (PnL scaling law). A simple derivation of this scal-
ing law was presented in Equation 2.17. The discussion thus far has centered on the scaling of
chemically reactive flows and the need for maintaining the non-dimensional parameters govern-
ing the flow. In this section important engine processes including fuel injection, air-fuel mixing
and boundary layer effects, and how these are effected by Damkölher scaling are discussed.
2.7.1 Engine Processes
Fuel Penetration
A general schematic illustrating the process of normal injection of an under-expanded jet into
a supersonic flowfield is presented in Figure 2.23. The fuel plume immediately expands from
a high pressure reservoir into the supersonic flowfield at the angle of injection. The under-
expanded nature of the jet results in the formation of a Mach disk in the plume. There is a
subsequent loss of momentum of the fuel due to the presence of the Mach disk and the plume is
rotated into the direction of the free stream flow. A barrel shock envelops the fuel plume with
a separation forming in the wall vicinity near this shock structure and a recirculation region oc-
curring immediately downstream of the jet. Studies have found that the parameters influencing
the injection and penetration include the dynamic pressure ratio, boundary layer thickness, flow
Reynolds number and molecular weights.
The penetration of transverse fuel injection has been derived analytically by many studies.
The generic form of the fuel penetration equation is presented in Equation 2.19 as the ratio of
fuel jet penetration to porthole diameter.
∆finj = Aimp(
qj
qfree
)Bimp(
x
inj + Cimp)Dimp(
δ
inj )Eimp(
Rej
Refree
)Fimp(
Mj
Mfree
)Gimp (2.19)
Where Aimp, Bimp, Cimp, Dimp, Eimp, Fimp and Gimp are empirical constants derived from
each study and may be correlated with flow Mach numbers [68]. The effect of Reynolds number
ratio on fuel penetration is negligible. In the study of Portz and Segal (2006) [68] the coefficient
F is only -0.0084 and hence it may be excluded with minimal consequences. Portz and Segal
(2006) [68] concluded that the most important parameter for penetration is the ratio of dynamic
pressures ( qj
qfree
), and to a lesser degree the boundary layer thickness (δ) and ratio of Mach
numbers ( Mj
Mfree
).
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(a) Plane View, sourced from [66].
(b) Three-Dimensional Representation, sourced from [67].
Figure 2.23: Transverse Fuel Injection.
Air-Fuel Mixing
An image illustrating turbulent air-fuel mixing is presented in Figure 2.24. Turbulent air-fuel
mixing may be described in three stages. In the first stage, entrainment, high shear stresses
present between two streams of viscous supersonic flow with different velocities generate eddy
structures. The large scale eddies are a result of in the high velocity flow engulfing the lower
velocity flow into a vortex structure. The outer boundary of this structure defines the shear layer,
a region dominated by the velocity gradients and shear stresses. In the second stage, stirring,
intermediate scale eddies in the shear layer cause stretching of the interface region between the
fluids. This results in the generation of high species concentration gradients. These first two
stages achieve macro-mixing between the air and the fuel, and are know as near-field mixing.
The third stage, molecular mixing, is characterised by small scale eddies in which molecular
diffusion has the potential to and does occur at accelerated rates across the strained interface.
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This stage achieves micro-mixing and is known as far field mixing. Under extreme conditions
where the velocity difference between the two streams is large enough, the large scale vortices
may immediately break down, further enhancing the mixing process (Dimotakis 2005) [69],
(Dimotakis 2000) [70], (Dimotakis 1989) [71], (Drummond and Diskin 2002) [72], (Heiser et
al. 1994) [4].
(a) Formation of vortex structures in a transitional shear layer (dashed lines).
Cross hatched region represents fully micromixed region. Sourced from
Heiser et al. (1994) [4].
(b) Large vortex structure formation and fluid entrainment. Sourced from Segal
(2009) [67].
Figure 2.24: Two-dimensional air-fuel mixing in a scramjet engine.
Near field mixing is dominated by the formation of the shear layer. Shear layer growth is
dependent on fluid density ratio (ρ2
ρ1
) and velocity ratios (V2
V1
) (Dimotakis 1989) [71]. In addition
compressibility effects have a strong influence on both the shear layer growth rate through the
suppression of transverse Reynolds normal stresses reducing momentum transfer and far field
mixing (Drummond and Diskin 2002) [72]. Compressibility effects are usually accounted for
by the convective Mach number (Mc =
|V2−V1|
|a2−a1| ) of the flow (Dimotakis 1989) [71]. The small
scale eddies associated with far field mixing are thought to be governed by the Batchelor scale
(λB), dependent on the flow Reynolds number, and the diffusion process through a diffusion
scale (λD) (Dimotakis 2005) [69].
Boundary Layer Effects
In most fluids the viscosity is low enough such that the transition from mainstream velocity to
the zero velocity wall condition occurs within a thin boundary layer. The large gradients present
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in the boundary layer generate many effects including wall heat transfer and skin friction.
The common non-dimensional number used with the wall shear stress is the skin coefficient
of friction, cf defined in Equation 2.20. The skin friction coefficient has been derived both
analytically (for simple arrangements) and experimentally. The skin friction coefficient for
turbulent flow over a flat plate is weakly dependent on the flow Reynolds number and is shown
in Equation 2.21. Compressibility effects reduce skin friction and may be accounted for in
Equation 2.21 by a correction to the temperature through the Reference Temperature Method
(Anderson 2006) [42].
cf =
τ
1
2
ρV∞
(2.20)
cf =
0.02296
(Rex)0.139
(2.21)
The Stanton number is a common non-dimensional parameter that relates the heat transfered
into/out of a fluid through a wall to its thermal capacity in forced convection. It is related to
both the wall heat transfer and the temperatures of the wall and freestream flow as shown in
Equation 2.22. The Stanton number may be related to the skin friction coefficient through the
Reynolds Analogy. The Reynolds Analogy for the Stanton number yields Equation 2.23 for a
turbulent flow over a flat plate. The Stanton number (and therefore also heat transfer effects) is
weakly dependent on the Reynolds number and also the Prandtl number.
St =
qw
ρcp(Tw − T∞)V (2.22)
St =
0.02296
2(Rex)0.139
Pr−
2
3 (2.23)
2.7.2 Effects with Damköhler Number Scaling
The fuel penetration will not be similar in two flowfields in which PnL scaling is applied. This is
due to the non similar boundary layer (due to viscous effects thickness) and Reynolds number.
However referring to Equation 2.19, a series of six studies presented in the work of Portz and
Segal (2006) [68] show that the most important factor is the ratio of fuel dynamic pressure to
freestream flow dynamic pressure, with the exponent of the order of -1, while boundary layer
thickness exponent is order of -2 to -1 in the two studies that found it to be of influence (several
studies establish no relationship), and Reynolds number effects are very small (Portz and Segal
2006) [68]. Therefore if the ratio of fuel dynamic pressure to freestream flow dynamic pressure
is maintained, which it will be under the PnL scaling law if scaled amounts of fuel are injected
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(since qj
qfree
is maintained), then quasi-scaled fuel penetration to injector diameters distances
should be achieved.
The air-fuel mixing processes will not be similar in two flowfields in which PnL scaling is
applied. Although the formation of the shear layer appears to be independent of the Reynolds
number, far field mixing processes are dependent on flow Reynolds number. Due the complex
nature of the mixing processes however, how Reynolds number mismatch using this scaling
method effects the similarity is not known. Prior literature however highlights that due to the
high Reynolds numbers experienced in many propulsion combustion chambers leading to highly
turbulent flows, the mixing processes are possibly Reynolds number independent or very weakly
Reynolds number dependent (Weller and Thomas 1954) [43], (Crocco 1955) [54], (Wang et al.
2010) [55]. Under this assumption mixing will be quasi-scaled with the PnL scaling law.
Boundary layer effects were found to be Reynolds number dependent. However scaled
flowfields in which the viscous effects are not maintained between different models through
similar Reynolds number may still produce quasi-scaled flowfields. A correction parameter
taking into account the different Reynolds numbers for various viscous effects (such as heat
transfer and skin friction) may be applied to scaled results. In the absence of different flowfield
structures (such as shock wave impingements, combustion etc at different normalised locations)
the use of such a parameter will give more appropriately scaled results (Wang et al. 2010) [55].
A correction factor may be derived from the relationship between the viscous parameters and
the Reynolds number. Based on the correlated data for fully turbulent compressible flows over a
flat plate (Equations 2.21 and 2.23) the correction parameters for Stanton number and coefficient
of friction, StCP and cf, CP respectively, are presented in Equation 2.24.
StCP =
Stlarge
Stsmall
= cf, CP =
c
f,large
c
f,small
= CP ≈ (Resmall
Relarge
)0.139 (2.24)
2.7.3 Pressure Scaling and Reynolds Number Mismatch
Discussion thus far on scaling has concentrated on methods which only alter the scaled device’s
inflow pressure in order to generate a full scale engine flowfield. In PnL scaling the Damköhler
number based on heat release timescales is maintained at the cost of Reynolds number sim-
ilarity. Given that Reynolds number is a function of several different flow parameters (Re =
f(P ,T ,R,V ,L,µ)), the question arises as to why other parameters using scaling laws are not
manipulated such that Reynolds number remains identical in PnL scaling? The answer is that
because it is not possible due to the numerous non-dimensional parameters and the complex
inter-relations with their defining parameters. Altering any one of the gas composition (R and
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µ), temperature (T and µ) or velocity (V ) will result in a loss of other non-dimensional parame-
ters including Mach number, Prandtl number, ratio of specific heats, in addition to also altering
the Damköhler number of the scaled flow, thus completely invalidating the PnL scaling law.
Refer to Equation 2.17 to see that if the temperature or velocity between two scaled flowfields
is different then PnL scaling law is invalidated. It is for this reason, in addition to the ease of
manipulating only pressure in testing facilities, that pressure length scaling laws are employed.
2.8 Issues with Scramjet Engine Practical Scaling
A review of literature on the subject of scramjet engine scaling has revealed that quasi scaling
has been achieved in small scaled scramjet engine tests when the PnL scaling criteria, where
the pressure exponent n is either 1.0 if the Damköhler number based on ignition is maintained
or 1.7 if the Damköhler number based on heat release is to be maintained. There are however
issues concerning the application of theoretical scaling criteria in ground based experiments. In
particular there are issues in the theoretical understanding of phenomena in deriving the scaling
criteria, and also due to the limitations of hypersonic test facility technology.
2.8.1 Facility Performance Limitations
The PL scaling criteria has been well established as an accurate first order approximation in
many airbreathing propulsive devices and LPREs. Despite its theoretical simplicity large test-
ing pressures may be required for subscale testing, with the level of pressure increasing with
decreasing model scale. Such large pressures may be beyond the limitations of some current
testing facilities and it is for this reason that engineers have from early on tried to develop
criteria more suited for test facilities and their capabilities. This was especially true in the de-
velopment of LPREs in the 1950s and 1960s, where in many cases it was more economical to
produce a full scale model for testing than develop and operate a facility with the capability of
producing a test flow with a pressure demanded by PL scaling for scaled down models (Hulka
2008) [52], (Wang et al. 2010) [55]. It should be noted that any PnL scaling criteria will have the
same issues with regard to test facility pressure limitations. Wang et al. (2010) [55] highlight
the difficulties in conducting a series of tests in which the Reynolds number is preserved.
2.8.2 Combustion Explosion Limits
Morgan and Stalker (1987) [73] demonstrated that scramjet engines under pressure scaling are
subject to explosion limits defining whether combustion will be a slow thermal explosion or a
rapid chain branching explosion. Further, chemical kinetics is a function of both the pressure
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and temperature of the flow. Without preservation of both pressure and temperature, true chem-
istry will not be preserved. In any PnL scaling criteria the exact kinetics will not be replicated
with respect to these explosion limits and hence despite preservation of the Damköhler number,
similarity of the combustion processes is not guaranteed. These explosion limits, along with the
lean and rich limits for scramjets with equivalence ratios not unity, will, with test facility capa-
bilities define a limit of scale achievable through PnL scaling. In practical scramjet down scaled
with PnL tested at greater than flight condition pressure the explosion limit may be approached
if the ignition temperature is low enough (Kuo 2005) [15]. Karl (2011) [10] notes that the pres-
ence of the explosion limits in the P1.7L scaling study of the HyShot combustion chamber was
a major contributor to the failure of this method to replicate small length scale results (although
large length scale i.e. decreased pressures using this method produced superior results to the PL
scaling method).
2.8.3 Hypersonic Facility Test Gas Contamination
Special techniques are required to produce high Mach number flows with equivalent flight en-
thalpies in a laboratory environment. The various approaches currently used all fail to reproduce
the actual flight condition and chemical composition of the air. Contaminants, consisting of both
free radicals and final products, will be present in various amounts as a result of producing high
enthalpy flow. The combustion processes occurring in a scramjet engine are highly dependent
on the species present in the flow and in the case of a scaling criterion, departure from an as-
sumed flow state may have drastic effects on the chemical kinetics and that criterion’s ability to
achieve the desired similarity results. This unfortunate predicament is of major concern and the
influence of contaminants on the chemical mechanisms and processes occurring in a combustor
remains a major research topic in reconciling ground based scramjet engine test data with flight
test data.
Reflected shock tunnels operating at 3MJkg-1 conditions (approximately Mach 8 flight equiv-
alent) produce O and NO contaminants in the test medium flow (Hornung 1995) [74]. The
production of these contaminants arises due to the extreme pressures and temperatures found
in the stagnation region of the shock tube leading to chemical dissociation of air, followed by
chemistry freezing in the expansion nozzle. In vitiated air facilities, another important class of
facilities where combustion techniques are employed to increase the test medium’s enthalpy,
common contaminants include H2O, H, O, OH, CO2 and NO (Fischer and Rock 1995) [75],
(Srinivasan and Erickson 1995) [76], (Pellet et al. 2006) [8].
Blankson et al. (2006) [64] notes that scramjet engine scaling between current ground based
test facility models and full flight test vehicles needs to account for the effects of any contami-
nants produced during ground based tests. Neglecting such effects has the potential to produce
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results with vastly different combustion processes and engine flow characteristics and perfor-
mance. Rockwell et al. (2011) [77] experimentally studied the effects of test medium vitiation
on a dual mode scramjet combustor, finding peak pressure and thrust was reduced by as much
as 20% - 27% depending on facility heating methodology while in dual mode, and 6% - 10%
when run in a pure ram or scram mode, when compared to a clean air test case.
The presence of free radical species in the flow (O, H, or OH for a hydrogen-air system) can
significantly reduce the ignition delay times and enhance flame holding capabilities (Pellet et al.
2006) [8], since the initial pool of radicals will promote the ignition chain branching and chain
propagating reactions. The addition of O as a contaminant promotes the creation of OH and H
through the chain branching reaction O + H2 −→ OH + H, bypassing the slow chain initiation
reaction. The addition of O is approximately 1.5 times more effective at promoting the ignition
phase of the reaction than the introduction of H (Mitani 1995) [78].
A numerical study by Rogers and Schexnayder (1981) [29] found that the inclusion of NO
up to a mass fraction of YNO = 0.01 for hydrogen-air system at 910K and pressure of ap-
proximately 20kPa had little affect on the ignition delay of the reaction, reducing it by ap-
proximately 20%. Increasing the pressure under the same conditions to one atmosphere how-
ever resulted in a reduction of the ignition delay time by a factor of 50. The major chemi-
cal mechanism responsible for the enhanced ignition phase is the chain propagating reaction
NO + HO2 ←→ OH + NO2, which produces the highly reactive OH radical through the deple-
tion of the ignition retarding HO2 molecule13. Numerous other studies have also shown that
the inclusion of NO in a hydrogen-air system up to a mole fraction of XNO = 0.03 exerts strong
effects on low-temperature ignition and flameholding (Pellet et al. 2006) [8].
The inclusion of NO also creates an additional pathway to the production of H2O, acting as
a catalyst to increase the rate of free radical recombination, thus furthering heat release. This
mechanism is described by Jachimowski (1992b) [79] and is due to the reactions:
H + NO + M −→ HNO + M
OH + HNO −→ NO + H2O
In addition to the altering of chemical timescales, the inclusion of contaminants in the
freestream also has the potential to substantially affect the intensity of combustion since the
heat of formation of the contaminants will add to the combustion heat release of the fuel (Pellet
et al. 2006) [8]. Morgan et al. (1991) [80] showed that the static pressure rise in a combustor
13HO2 is formed with the depletion of H atoms.
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model in the T4 shock tunnel was significantly greater when dissociated oxygen was present
(50% mass O2 dissociated into O and NO) in the freestream.
Blankson et al. (2006) [64] suggest the use of ground test facilities with minimal vitiation
and contamination when ground test data will be directly scaled or used in the design of a
full flight vehicle, although such an option may not always be available or feasible. Another
suggestion is the call for a study to correlate various test data in order to produce a set of vitiated
air correction factors (Blankson et al. 2006) [64] to reconcile the ground test facility flow profile
and that of a desired flight path.
2.9 Conclusions
A review of literature on the subject of reacting flow scaling in various propulsion devices has
shown that in order to achieve similarity between two geometrically similar models of differ-
ent length scale, the non-dimensional numbers between the two flowfields must be identical.
However the Reynolds number and Damköhler number based on heat release timescales, iden-
tified as two critically important non-dimensional numbers, cannot be scaled simultaneously.
Numerous quasi-scaling laws have been developed as a result.
In scaling of scramjet engines, two Pressure-Length laws have been proposed and examined.
The Pressure-Length scaling laws seek to maintain non-dimensional numbers between two dif-
ferent scaled models constant in order to produce quasi-scaled flowfield and performance. These
laws have been derived from a careful examination of all of the processes occurring within the
engine, including fuel injection and penetration, fuel-air mixing, boundary layer effects, flow-
field structure, and the chemical kinetics associated with combustion and heat release. These
laws are the PL and the PnL scaling laws. Both only alter the pressure between two geomet-
rically similar different length scale models in order to produce conditions in both models that
will produce a quasi-scaled flowfield, engine behaviour and performance. This approach to scal-
ing minimises the different testing settings required between the models and reduces complexity
in maintaining relevant non-dimensional numbers. The PL law is based on the assumption that
either binary (two body) reactions dominate the combustion process or that the fluid dynamic
effects dominate the entire process (i.e. fluid dynamics times are much longer than chemistry
times). It scales the inflow pressure of a scaled model inversely proportionally to its length
scale, maintaining constant both the Daig (binary ignition reactions) and Re (fluid dynamic ef-
fects) in the models, while Dachem is not maintained. The PnL law maintains Damköhler number
based on the three body heat release reactions constant between the two models. It is based on
the assumption that combustion and heat release are the most critical processes occurring in the
engine. It scales the pressure of a scaled model to the length scale to an exponent of 1/n, where
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n is a pressure dependency factor that when pressure is raised by this factor is proportional to
the heat releasing reaction timescales. As a result Re and Daig in the models are not identical.
A summary of the pressure length scale laws is presented in Table 2.3.
Table 2.3: Pressure-Length Scaling Law Inflow Condition Summary.
Parameter PL PnL Importance
Temperature Identical Identical Gas Thermodynamics, Chemical Kinetics,
Damköhler number, Reynolds number,
Prandtl number, Mach number, Total En-
thalpy.
Gas Composition Identical Identical Gas Thermodynamics, Chemical Kinetics,
Damköhler number, Reynolds number,
Prandtl number, Mach number, Total En-
thalpy.
Fuel Type Identical Identical Fuel Penetration, Fuel-Air Mixing, Gas Ther-
modynamics, Chemical Kinetics, Damköhler
number, Reynolds number, Prandtl number,
Mach number.
Fuel Amount Identical Identical Fuel Penetration, Fuel-Air Mixing, Gas Ther-
modynamics, Reynolds number, Prandtl num-
ber, Mach number.
Velocity Identical Identical Damköhler number, Reynolds number,
Prandtl number, Mach number, Total En-
thalpy.
Pressure P2 = P1(L1L2 ) P2 = P1(
L1
L2
)(
1
n
) Chemical Kinetics, Damköhler number,
Reynolds number.
Length As desired As desired
There does not appear to be any single metric used to quantify the success of a scaling law.
Studies either qualitatively assess a method based on wall trace data of CFD flowfield contours
or use quantitative metrics, usually performance data at the combustor exit. A single quantitative
metric is not an ideal metric since similar results may be due to the length of the combustion
chamber being a great enough length for near equilibrium results to have been attained, or
performance may be coincidentally similar at the particular combustor length (deviating for
shorter or longer lengths), or the parameter may be relatively insensitive to scaling thus failing
to highlight non-similar results, as cited by Blevins and Coleman (1999) [60]. Scaling should be
assessed with a combination of quantitative metric and qualitative results to ensure that similar
flowfield structures and combustion phenomena occur in the similar normalised locations and
similar performances are obtained.
A review of previous scramjet engine scaling studies has also revealed the three following
gaps in scramjet engine scaling knowledge:
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1. Scaling of axisymmetric combustors.
All of the previous studies cited from the literature examine two-dimensional engines
(with wall and edge effects). An axisymmetric combustor differs from the two dimen-
sional design in that there are no wall edge effects that may enhance the combustion
process, particularly in the entrance vicinity. In the case of Karl (2011) [10] the forma-
tion of the recirculation regions in the inlet in the base model was an important flame
holding feature and influenced the combustion and flowfield structure in the entire com-
bustion chamber. While PL scaling was able to replicate this flame holding feature PnL
scaling was not. The absence of this recirculation region in the inlet may have led to the
PnL scaling law simulations (at least the 0.2 scale model) generating a flowfield that more
closely resembled the base model.
2. Length scaling of radical farming scramjet engines.
The radical farming scramjet engine employs a novel approach to ignite fuel in a scramjet
engine combustor and sustain combustion. It requires an internal shock train structure in
order to achieve combustion at combustor inlet temperatures and pressures milder than
conventional designs and is sensitive to the three dimensional internal shock structure
coupled to the chemistry. Although Schloegel (2014) [25]’s study examined radical farm-
ing scramjet engines, the engine was two dimensional in nature and the study examined
the effects of altering pressure on the ignition and heat release length scales at a constant
combustor length; no effects of geometric length scale were examined.
In the study of Pulsonetti (1997) [9] it was noted that the findings were limited to the
class of engine tested (two-dimensional with central strut fuel injection) and that the ap-
propriate method to quasi-scale a different design of engine may be different. Without
length scaled behaviour results from a study dedicated to the axisymmetric radical farm-
ing scramjet engine, the application of any previously proposed scaling criteria in small
scale engine testing may produce non-similar results.
3. Examining the effects of hypersonic flow facility contaminants on engine scaling.
Despite several experimental and numerical studies, none has specifically examined the
effects of flow contamination on the scaling behaviour of a scramjet engine in comparison
to its clean (plain) air length scaled behaviour.
The research presented in this thesis has been developed and performed to address and make
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contributions to these gaps in scramjet engine scaling. In particular this thesis examines and ex-
plores the applicability of Pressure-Length scaling laws on an inlet-fuelled axisymmetric radical
farming scramjet engine in both clean (plain) air and in a medium with typical hypersonic flow
contaminants present. The latter contribution to the subject of scramjet engine scaling will be
important for practical application and future scramjet engine research and development.
Chapter 3
Numerical Methods
In this Chapter the numerical methods that have been used in this study are reviewed. The
numerical component of this study has utilised Cantera and CFD++ in order to analyse the
chemistry and generate scramjet engine flowfields for the experimental reconstructions and the
scaling study. Information on these numerical tools, as well as their application in the study and
important settings are discussed.
3.1 Cantera
3.1.1 Overview
Cantera is an open source object-oriented software tool used to solve chemical kinetics, thermo-
dynamics and transport process problems. It is a collection of robust set of modules that allows
for modelling of combustion, detonations, electrochemical energy conversion and storage, fuel
cells, batteries, aqueous electrolyte solutions, plasmas, and thin film deposition (Goodwin 2012)
[81].
The Reactor Network module is one Cantera tool that is used to simulate either a single or a
series of interconnected well-stirred homogeneous reactors. It provides a means to study basic
reaction mechanisms under simplified conditions.
3.1.2 Application in this Study
In this study it has been necessary to model the time evolution of reactions, ignition delay
timescales and chemical reaction timescales of a series of homogeneous mixtures in order to
examine the reaction processes occurring in a scramjet engine and to establish potential scramjet
engine scaling laws. Previous studies on the same topics have used the constant pressure reactor
approach to examine the chemical timescale associated with a series of reactions (Rogers and
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Schexnayder 1981) [29], (Karl 2011) [10]. Cantera (Goodwin 2012) [81] has been employed
to simulate a constant pressure homogeneous reactor with homogeneous chemical reactions)
using the Reactor Network module.
3.1.3 Constant Pressure Reactor Modeling
General
The Cantera code solves the time dependent governing equations that describe the chemical
and thermodynamic evolution of the state of the reactor. This code allows for surface reactions
with the wall, heat transfer into and out of the system, and mass transfer into and out of the
system. In order to maintain the pressure constant throughout the reactor while the chemical
and physical changes occur, the numerical code does not model the volume as a state variable
but as a function that does not allow pressure values to change. The general governing equations
for the reactor model are presented in Equations 3.1 to 3.5.
Global Continuity : dm
dt
=
∑
in
m˙in −
∑
out
m˙out + m˙wall (3.1)
Mass at Wall : m˙wall =
∑
k
m˙k,wall (3.2)
Species Mass at Wall : m˙k,wall = Wk
∑
wall
Awalls˙k,wall
Species Continuity : d(mYk)
dt
=
∑
in
m˙inYk,in −
∑
out
m˙outYk,in + m˙k,gen (3.3)
Generated Mass : m˙k,gen = V ω˙kWk + m˙k,wall (3.4)
Energy Equation : dU
dt
= −pdV
dt
− Q˙+
∑
in
m˙inhin − h
∑
out
m˙out (3.5)
To implement the constant pressure combustor model, the enthalpy of the flow,H = U+pV ,
with the rate of change of pressure set to zero replaces the internal energy of the energy equation
to yield Equation 3.6.
Constant Pressure Reactor : mcp
dT
dt
= −Q˙+
∑
k
hkm˙k,gen +
∑
in
(hin −
∑
k
hkYk,in) (3.6)
The constant pressure reactor is modelled with the simultaneous numerical integration of
Equations 3.1 to 3.4 and Equation 3.6. The code contains a stiff integrator algorithm allowing
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for the efficient integration of differential equations with varying timescales, as found in a typ-
ical combustion problem. The non constant volume of the reactor is modelled through a wall
expansion function, presented in Equation 3.7, where fwall indicates direction of wall motion
and vwall(t) is the velocity of the wall as a function of time.
dV
dt
=
∑
wall
fwallAwallvwall(t) (3.7)
The reactor in this study was modelled with a constant global mass, with no mass flowing
into or out of the system, nor generated at the wall. Terms for these phenomena may therefore
be excluded form Equations 3.1 through 3.6. The selected timesteps (dt) in this study ranged
from 1×10−8 to 5×10−7 seconds, dependent on the initial conditions. Sensitivity studies of
the timesteps were performed for a series of conditions. The results presented in this study are
independent of the timestep used in the numerical integration algorithm.
Chemical Reactions
Cantera requires the input of a gas file defining the composition of the medium, thermodynamic
and transport properties of the species comprising the medium, reaction scheme steps and as-
sociated parameters and any other parameters that a model may require. The solution to the
chemical reactions required to complete the constant pressure reactor model to solve for w˙k
(see Equation 3.4) reads the parameters from this file and uses the finite rate semi-empirical
method employing the modified Arrhenius equation outlined in Equations 2.2 through 2.5.
3.2 CFD++
The commercial CFD code CFD++ (Goldberg et al. 2000) [82], version 11.5.1, was employed to
model the fluid dynamics and flowfields of the shock tunnel nozzles, to determine experimental
inflow conditions, and those of the scramjet engines, to reconstruct the experimental datasets
and perform the scaling studies. This code was developed and is maintained by METACOMP
Technologies. It is a unified computing, unified grid, unified physics numerical code capable of
modelling flows across the entire flight spectrum from subsonic through to hypersonic and re-
entry flows, in addition to multiphase flows, with reacting flowfields and a range of turbulence
models. CFD++ has been successfully employed to reconstruct experimental scramjet engine
flowfield data in the studies of Hunt (2014) [37], McGuire (2007) [36] and Schloegel (2014)
[25].
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3.2.1 Physical Flowfield Modelling
CFD++ is a finite volume Navier-Stokes flow solver. The code is capable of modelling incom-
pressible and compressible, steady state and time accurate, reacting and non-reacting flowfields.
The equation of state may be modelled as an ideal gas or with Van der Walls, Peng-Robinson or
Redlich-Kwong-Soave models. CFD++ also contains a number of non-equilibrium options in-
cluding thermodynamic non-equilibrium and thermal non-equilibrium. The user has the ability
to select reduced governing equations and gas properties to minimise computational resources
for simplified flow problems.
CFD++ contains a multitude of numerical algorithms to solve the governing flow equations.
Time integration of the Navier-Stokes equations can be undertaken from a variety of methods in-
cluding a series of explicit methods with first-order forward Euler scheme, and second and forth
order Runge-Kutta methods, and an implicit backward Euler scheme. For spatial discretisation
the code achieves second order accuracy in space with a multi-dimensional polynomial inter-
polation with Minmod or continuous Total Variation Diminishing (TVD) limiters. A Harten,
Lax, van Leer, with contact wave (HLLC) Riemann Solver is used to calculate the inviscid
fluxes. Convergence acceleration for various grid types and all speed regimes is achieved using
a multigrid and preconditioned-implicit relaxation scheme.
In all of the simulations performed in this study the governing equations were set to com-
pressible Navier-Stokes. Viscous terms were turned on. The fluid was set to real gas (temper-
ature dependent thermodynamic properties). The thermodynamic properties of specific heat,
enthalpy, Gibbs free energy and entropy for each species was solved using curve-fitted thermo-
dynamic properties of McBride et al. (1963) [83]. The fluid viscosity and thermal conductivity
for each species solved with Sutherland’s law and the flow viscosity and thermal conductivity
was solved with Wilke’s law, as expressed in Equation 3.8.
υ
υo
= (
T
Toυ
)1.5
Toυ + Sυ
T + Sυ
υm =
N∑
i=1
Xiυi∑N
j=1XiΛij
(3.8)
where υ is either the viscosity or the thermal conductivity, T is the temperature, S is the Suther-
land constant, Xi is the mole fraction of species i, Λij is a factor accounting for the relative
molecular masses of the species and the subscripts o is the reference value and m is the mix-
ture.
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The thermal non-equilibrium option was not available for this study so only translational
temperatures are considered. The equation of state was selected as ideal gas. All simulations
of this study were steady state. The steady state solution was reached through pseudo-time
integration of the equation set with an implicit back Euler scheme. Numerical discretisation of
all simulations used a second order polynomial interpolation with a continuous TVD limiter.
An inviscid HLLC solver was implemented in regions of strong gradients.
3.2.2 Turbulence Modelling
The CFD++ packages offers a wide range of different RANS turbulence models as well as
a LES/RANS (LNS) hybrid turbulence model and a one-equation LES turbulence model. In
the numerical simulations performed in this study, only the RANS two-equation SST turbu-
lence model was employed. This model is adapted from the SST model proposed by Menter
(1994) [84]. This model has been developed to more accurately predict turbulence behaviour
in the presence of strong pressure gradients, such as those generated in the vicinity of a shock-
wave/boundary-layer interaction (SWBLI) than other RANS models such as the one-equation
Spalart-Allmaras (SA) model (Spalart and Allmaras 1992) [85], (Menter et al. 2003) [86]. It
solves the transport equations for the turbulence kinetic energy, kt, and the turbulence inverse
timescale, ωt, in near wall regions or the turbulence dissipation rate, t, in the bulk flow and
wake regions (Menter 1994) [84]. The reasonable success of this model in simulating scramjet
engine flowpaths is attributed to the blending of the kt-ωt model which is substantially more
accurate than the standard kt-t in the near wall region. Further general details on the two-
equation SST model including its formulation may be found in Menter (1994) [84] and Menter
et al. (2003) [86]. The implementation of this model in the CFD++ numerical code may be
found in Metacomp Technologies (2014) [87]. The turbulent Schmidt number was set to 0.7 for
the simulations and the laminar/turbulent Prandtl number ratio was set to 0.8.
In the study of Bricalli et al. (2014) [88] the performance of the two-equation SST turbu-
lence model was compared to the one-equation SA (Spalart and Allmaras 1992) [85] and three-
equation k--Rt (Goldberg et al. 2009) [89] RANS turbulence models for a two ramp scramjet
engine arrangement using CFD++ (Goldberg et al. 2000) [82]. All three models showed simi-
lar flowfield structures and predicted a separation forming in the same region of the flowfield,
with the size of the separation bubble within 13% of each simulation. The two-equation SST
turbulence model has also been employed on radical farming scramjet engine simulations in the
studies of Hunt (2014) [37] and Schloegel (2014) [25]. Both studies successfully reconstructed
experimental wall data with this approach to turbulence modelling. It was therefore concluded
that the SST model is an appropriate tool in the turbulence modelling for this study.
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The selection of a RANS turbulence model over a hydrid RANS – LES turbulence model
was due to the high computation costs associated with LES simulations (Peterson et al. 2012)
[90]. In a numerical study on an inlet-fuelled axisymmetric radical farming scramjet engine,
Peterson et al. (2012) [90] demonstrated that for a non-reacting flow condition, a steady state SA
RANS simulation accurately predicted the wall pressure profile generated by a time averaged
hybrid SA RANS – LES simulation. In addition, both turbulence models demonstrated similar
qualitative fuel distributions. This study illustrates the validity of employing RANS turbulence
models on an inlet-fuelled axisymmetric radical farming scramjet engine.
3.2.3 CFD++ Chemical Reaction Modelling
CFD++ includes a chemistry module allowing for the simulation of finite rate chemical reac-
tions coupled with the physical flowfield phenomena. The finite rate chemical reactions are
modelled by the semi-empirical method employing the modified Arrhenius equation outlined
in Equations 2.2 through 2.5. When chemistry is implemented, the evolution timescale of the
chemical reactions is decoupled from the flowfield timescale.
3.3 Chemistry Models
The techniques for modelling the chemical reactions in both the numerical tools used, Cantera
and CFD++, are identical. This technique is a finite-rate semi-empirical method relating molar
concentrations to reaction rate coefficients based on the modified Arrhenius equation. In or-
der to complete the modelling of the air-fuel reactions occurring within the engine using this
technique, a reaction scheme identifying the species, various reaction steps, thermal dynamic,
transport and chemical properties needs to be supplied to the numerical code. In this study
two reaction schemes have been used. The Park 5 species 5 reaction air dissociation scheme
(Park 1989) [91] was used to model the processes occurring at the end of the shock tunnel and
during nozzle expansion to determine experimental conditions for CFD reconstructions. The
Jachimowski 13 species 33 reaction mechanism (Jachimowski 1992a) [19] was used to model
hydrogen-air combustion in the scramjet engine flowfield simulations. A full description of the
reaction schemes is in Appendix B.
The Park 5 species 5 reaction scheme is a one-temperature nitrogen-oxygen dissociation
mechanism, consisting of the thermal dissociation of molecules and exchange reactions in-
volving NO, used to model the properties of high temperature air (Park 1989) [91]. It has
been used with success in shock tube nozzle CFD simulations to determine nozzle-expanded
freestream conditions at approximately Mach 8 scramjet engine test conditions (Hunt 2014)
[37], (Schloegel 2014) [25].
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The Jachimowski 1992 reaction scheme (Jachimowski 1992a) [19] is a 13 species 33 step
reaction mechanism specifically designed for supersonic hydrogen-air combustion [19]. This
scheme is largely based on a NASP Rate Constant Committee (Oldenborg et al. 1990) [92]
hydrogen-air reaction scheme, with rate adjustments for Reaction 2 and Reaction 10 to cor-
rectly reproduce ignition delay times and laminar flame speeds of previously reported studies.
It contains 19 oxygen and hydrogen based reaction steps and 14 nitrogen based reaction steps
encompassing two-body chain initiation, branching and propagating reactions and three-body
chain terminating reactions. It is a modified version of the Jachimowski 1988 13 species 33
reaction steps scheme (Jachimowski 1988) [18]. An initial calibration study of the model when
implemented into a one dimensional quasi-three stream combustor code reconstructed a series
of constant area axisymmetric supersonic combustor experiments at nominal Mach 17 condi-
tions, showing excellent agreement in pressure distributions (Jachimowski 1992a) [19]. This
reaction scheme has been employed in CFD to successfully reconstruct radical farming scram-
jet engine experimental results in the studies of Schloegel (2014) [25] and Hunt (2014) [37].
3.4 CFD Metrics
Performance metrics describing particular overall engine characteristics have been calculated
in order to assess the scaled flowfield structures.
3.4.1 Mixing Efficiencies
The mixing efficiency, ηm, is a metric determining the amount of fuel at an axial location that
would be burnt if chemical equilibrium was established (Peterson 2012) [90]. It is therefore a
measurement of the amount of fuel at locally stoichiometric amounts or in air rich regions as a
measure of the total amount of fuel present. The calculation of mixing efficiency is presented
in Equation 3.10
ηm =
∫
αmρV ·nˆ dA
m˙H2
(3.9)
αm = min(YH2 , (
YH2
YO2
)StYO2)
CFD Metrics Section 3.5 67
3.4.2 Performance Efficiencies
Reaction Efficiencies
The reaction efficiency, ηr, is a metric determining the efficiency of the combustion process
occurring within a combustion chamber. It is the ratio of hydrogen consumed by any chemical
reaction to the total amount of hydrogen present in an axial plane. This parameter is determined
numerically by integrating across a plane (3D) or line (2D) the mass flow rate of H2 not in
molecular form and dividing this value by the integrated mass flow across the same plane of all
the hydrogen in the system, as shown in Equation 3.10.
ηr =
∫
YH2, products ρ V · nˆ dA
m˙H2
(3.10)
In addition to providing a metric for the performance of the combustion chamber, the reac-
tion efficiency is also a useful tool in determining the region of initiation of chemical activity
in an engine. In the absence of any chemical activity as modelled by the CFD solver, the reac-
tion efficiency will be zero. Once chemical activity has started there will be an increase in the
reaction efficiency above the value of machine precision.
Combustion Efficiencies
The combustion efficiency, ηc, is a metric determining the efficiency of the combustion process
occurring within a combustion chamber. It is the ratio of hydrogen consumed to form the final
product of H2O to the total amount of hydrogen present in an axial plane. This parameter is
determined numerically by integrating across a plane (3D) or line (2D) the mass flow rate of H2
contained in H2O and dividing this value by the integrated mass flow across the same plane of
all the hydrogen in the system, as shown in Equation 3.11. Unlike the reaction efficiency this
metric examines the amount of fuel consumed in the final stoichiometric product and does not
account for fuel present in other products formed in the reaction process.
ηc =
∫
YH2, in H2O ρ V · nˆ dA
m˙H2
(3.11)
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(a) Nozzle Mesh Outline.
(b) Stagnation Region. (c) Throat Region. (d) Nozzle Exit.
Figure 3.1: Nozzle mesh.
3.5 CFD++ Simulations
3.5.1 Nozzle
Axisymmetric HIEST nozzle simulations (Refer Section 5.2.3) were employed to determine
experimental conditions at the model entrance location based on the experimentally measured
data. This section examines the nozzle mesh, boundary conditions and simulation approach.
Mesh
The nozzle mesh incorporates the shock tube stagnation region, throat, nozzle contour and part
of the test section and is shown in Figure 3.1. It was constructed with the automatic, object
oriented, multi-block grid generator, GridPro (Anon 2011) [93]. The nominal mesh had a total
of 171k cells. Cells were clustered axially in the throat region and normally towards the wall
in order to resolve the strong gradients in these vicinities. Wall spacings of 1.0×10−8m at the
throat achieved a non dimensional wall distance (y+) value of 0.71 at the throat wall.
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Table 3.1: Nozzle simulation boundary condition settings.
BC No. Type Setting
1 Stagnation Inflow Stagnation pressure and temperature set to measured
values. Nominal velocity of 30ms-1 in axial direc-
tion.
2 Isothermal Wall No-slip wall. Wall temperature set to 300K.
3 Symmetry No further information required.
4 Supersonic Outflow All quantities extrapolated from interior points.
Boundary Conditions
The nozzle boundary conditions with respect to Figure 3.1 are presented in Table 3.1.
Simulation Information
Initialisation of simulations were performed with two regions. The first region extended from
boundary condition one to the nozzle throat and was set to the stagnation inflow conditions. The
second region extended from the nozzle throat downstream through the rest of the flow domain
and was set to a NENZF (Lordi et al. 1966) [94] nozzle outflow solution conducted at JAXA
for the respective test conditions. Simulation convergence criteria was a five order of magnitude
reduction of initial residual for physical quantities and three order of magnitude reduction of
initial residual for species.
3.5.2 Axisymmetric Scramjet Flowpath
Mesh
An image depicting the mesh used in the axisymmetric study is presented in Figure 3.2. The
scramjet engine flowfield is discussed in Chapter 4 with a drawing presented in Figure 4.8.
The axisymmetric mesh was employed for premixed studies and therefore does not include
the porthole injectors. The mesh was constructed using the robust mesh generation software
Pointwise (Pointwise Inc. 2012) [95].
The nominal mesh has a total of 915k cells. The cells are clustered towards the wall, notably
in the combustion chamber where wall spacings are 1×10−6m achieving a y+ value of 0.7 for
the base model. Cells are also clustered in the axial direction 0.255 combustor lengths into the
combustion chamber to a density of twice that of upstream to more accurately capture flow-
chemistry interactions. The relative cell spacing and clustering was maintained when the grid
was geometrically scaled.
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(a) Axisymmetric Mesh Outline.
(b) Leading Edge Cell Clustering. (c) Conical Ramp Cell Smoothing.
(d) Combustor Cell Clustering.
Figure 3.2: Axisymmetric mesh. Length values units are meters.
Boundary Conditions
Boundary conditions are numbered in Figure 3.2. Table 3.2 summarises each of the boundary
conditions used for the simulation.
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Table 3.2: Axisymmetric simulation boundary condition settings.
BC No. Type Setting
1 Supersonic Inflow Inflow conditions directly set to the desired levels.
2 Isothermal Wall No-slip wall. Wall temperature set to 300K.
3 Symmetry No further information required.
4 Supersonic Outflow All quantities extrapolated from interior points.
3.5.3 Three-Dimensional Scramjet Engine
Mesh
An image depicting the mesh used in the CFD reconstructions and the three-dimensional scaling
studies is presented in Figure 3.3. This is a modified version of the mesh used in the study
of Hunt (2014) [37]. The mesh was constructed using the robust mesh generation software
packages Gridgen and Pointwise (Pointwise Inc. 2012) [95].
The model contains approximately 13.3M control volume cells. The majority of the mesh
is formed from structured grid cells. Unstructured cells are used in the vicinity of the axis of
symmetry. The mesh is a 30◦ wedge extending from the centreline of the point of fuel injection
to the midpoint between injector locations. This approach exploits the axisymmetric nature of
the engine to greatly reduce the amount of the engine to be modelled. In the axial direction,
the mesh extends the entire length of the engine to encompass the inlet, combustion chamber
and nozzle, as well as a region upstream of the inlet entrance to allow for the formation of the
correct bow shock structure in front of the blunt leading edge. Wall spacing throughout the
combustion chamber is 3×10−6m achieving a y+ value on the order of 1.0.
An enhanced image of the cell structure around the injector is presented in Figure 3.4.
Clustering at the wall and around the injector, as well as the approach used to construct the
flowpath from the injectors is visible in this image.
Boundary Conditions
The mesh contained a total of twelve boundary conditions. The boundary condition types and
settings are summarised in Table 3.3.
Note: The CFD reconstructions of the experimental data use the isothermal wall boundary
condition set at temperature of 300K. Temperatures were measured in the HIEST test campaign
along the engine wall. During the short test times a maximum increase in temperature for the
Fuel-Off experiments was 20K, for the Fuel into N2 experiments was 12K and for the Fuel
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Figure 3.3: Isometric view illustrating mesh outline.
Figure 3.4: Enhanced image of the mesh in the vicinity of the fuel injector.
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Table 3.3: Three-dimensional simulation boundary condition settings.
BC No. Type Setting
1 Sonic Inflow Stagnation pressure set to desired fuel injection
level. Temperature selected as 250K.
2 Isothermal Wall No-slip wall. Wall temperature set to 300K.
3 Symmetry No further information required.
4 Isothermal Wall No-slip wall. Wall temperature set to 300K.
5 Symmetry No further information required.
6 Supersonic Outflow All quantities extrapolated from interior points.
7 Isothermal Wall No-slip wall. Wall temperature set to 300K.
8 Isothermal Wall No-slip wall. Wall temperature set to 300K.
9 Inflow Profile Inflow conditions either entered in directly (scaling
study), or read in from nozzle simulation output file
(CFD reconstructions)
10 Isothermal Wall No-slip wall. Wall temperature set to 300K.
11 Supersonic Outflow All quantities extrapolated from interior points.
12 Isothermal Wall No-slip wall. Wall temperature set to 300K.
into Air experiments was 25K. Given the equilibrium wall temperature of the order of 3000K
it was concluded that the isothermal wall BC was appropriate for the reconstruction of the
experiments.
Simulation Information
Simulations were performed in three stages. The residuals of each stage were made to converge
to 10-5 or better of the initial residual prior to the next stage. The first stage involved simu-
lating the flowfield without fuel injection by turning the injector inlet boundary condition to
a constant temperature wall condition. The second stage involved injecting fuel with chemical
activity completely suppressed. In the third and final stage, appropriate chemical reactions were
switched on.
3.5.4 Mesh Sensitivity Study
A mesh sensitivity study was performed on the HIEST nozzle reconstruction, and the axisym-
metric and the three-dimensional scramjet simulation meshes. The full results of these are
presented in Appendix H. Each mesh was compared to a coarse and fine mesh having a total
of 0.5 and 2.0 times respectively the amount of cells as the baseline (medium) mesh. All cell
spacing including the distance from the first cell to the wall was scaled appropriately with the
change in the number of cells in the mesh. Comparisons of the flowfield with the coarse and
fine mesh with the medium mesh were undertaken.
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Figure 3.5 illustrates the wall normalised pressure distribution (a) and wall Stanton number
(b) for a reactions-on simulation of the axisymmetric model. The inflow conditions are Mach 8,
altitude 28.5 km (3.3MJkg-1) with equivalence ratio 0.5. Chemical reactions are inhibited with
a no-reaction region in the engine inlet and in the combustion chamber extending to 0.15 radii
from the axis of symmetry. The hot pocket structures in the flowfields of the coarse and fine
mesh are within 0.003 combustor lengths and normalised pressure peaks are within 0.6% of the
result of the medium mesh. Peak wall Stanton numbers are within 3.5% of the medium mesh.
Figure 3.6 illustrates the wall pressure distribution (a) and wall Stanton number (b) for the
three-dimensional model at an angular displacement of 13◦ from the point of fuel injection.
The inflow condition is set to Shot 2289 of the HIEST campaign (q∞=48.5, h0=3.43MJkg-1,
φ=0.37). The locations of the hot pocket structures in the coarse and fine mesh solutions are
within 0.011 combustor lengths and peak normalised pressure are within 4% of the result of the
medium mesh. Peak wall Stanton numbers are within 15.5% of the medium mesh.
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(a) Wall normalised pressure distributions.
(b) Wall Stanton number distributions.
Figure 3.5: Axisymmetric mesh sensitivity study wall distribution comparisons.
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(a) Normalised pressure 13◦ line.
(b) Stanton Number 13◦ line.
Figure 3.6: Three-dimensional mesh sensitivity results.
Chapter 4
Experimental Procedure
4.1 Overview
In this Chapter an overview of the procedure used in the experimental campaigns is presented.
The objective of the experimental campaigns was to establish:
i a dataset of the inlet-fuelled axisymmetric radical farming scramjet engine operated un-
der nominal Mach 8 flight conditions at various dynamic pressures (altitudes) and with
various fuel settings. Included in this dataset should be measurements not previously
available on this class of scramjet engine, such as wall heat flux measurements.
ii insight into the flow structures and engine characteristics of the inlet-fuelled axisymmet-
ric radical farming scramjet engine operated at these conditions through analysis and
reconstruction of the experiments with CFD.
iii confidence in the application of CFD through recreation of the experimental datasets for
the numerical scaling studies.
The objectives of the experimental campaigns formed a platform to explore scaling be-
haviour and its correlations. In order to explore the applicability of Pressure-Length scaling
laws on the inlet-fuelled axisymmetric radical farming scramjet engine a comprehensive un-
derstanding of the flow physics and its coupling is required. Confidence in the research tool
(CFD++) to examine this is therefore required. The generation of a large experimental dataset
of both pressure and heat flux over a range of dynamic pressures and equivalence ratios allows
for CFD flowpath reconstruction to further deepen understanding of the complex flow physics
/ chemistry phenomena and coupling, as well as providing confidence in CFD++ to replicate
these complex flowfield structures and behaviour for this class of scramjet engine.
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This Chapter includes an introduction to the experimental apparatus (the free-piston shock
tunnel), the facilities and their capabilities, a description of the large scale scramjet engine
model and the fuel injection system, an overview of the pressure transducers and the thermal
couples used to collect engine wall pressure and heat flux data, the nominal experimental con-
ditions selected for each facility, the method of experiment data interpretation, and finally an
analysis and description of the uncertainties of the data collected during the experiments.
4.2 Experimental Apparatus
The experimental apparatus used in this study was the free-piston reflected shock tunnel. This
has been proven to be an affordable means of generating high Mach number, high enthalpy test
flows that may reproduce well defined high velocity, thermodynamic properties, high tempera-
ture and associated real gas effects for a given flight condition (Itoh et al. 2002a) [96], (Stalker
1967) [97]. The experiments were conducted in two different free-piston reflected shock tunnel
facilities: DLR’s HEG facility located at the Institute of Aerodynamics and Flow Technology,
Göttingen, Germany and JAXA’s HIEST facility located at the Kakuda Space Center, Miyagi,
Japan.
Unlike supersonic aerodynamic studies in which temperature and real gas effects have a
negligible effect on the results and may be undertaken in a “cold” conventional shock tunnel
or gun tunnel facility, the goal of this study focused on scramjet combustion and scaling, and
therefore required the reproduction of the correct enthalpy of flight conditions. In this section, a
brief description and overview on the theory of a free-piston reflected shock tunnel is presented,
followed by a description of both HEG and HIEST facilities.
4.2.1 Free-Piston Reflected Shock Tunnels
A basic description of a free-piston reflected shock tunnel is in Figure 4.1. The free-piston
reflected shock tunnel consists of a reservoir, piston, compression tube, shock tube, nozzle, test
section and dump tank. Separating the compression and shock tubes is a primary diaphragm
typically made of steel, and separating the shock tube and nozzle is a secondary diaphragm,
much weaker than the primary and typically made from Mylar.
Operation of the free-piston reflected shock tunnel is as follows. The reservoir is filled with
high pressure (on the order of mega-Pascals) air used to accelerate the piston, which depending
on the tunnel can weigh several hundred kilograms (Itoh et al. 2002a) [96]. The compression
tube is generally filled with a low molecular weight inert gas (such as helium) or a tailored
mixture of such gases to form a driver gas with high speed of sound (Hornung 1993) [74]. The
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Figure 4.1: A free piston reflected shock tunnel, sourced from Smith (1999) [98].
low molecular weight of the compression tube gas is necessary to achieve high Mach number
shocks in the shock tube (Hannemann and Martinez Schramm 2007) [99]. The shock tube
contains the desired test gas at relatively low pressures. The nozzle, and test section and dump
tank are evacuated to near vacuum conditions.
The processes occurring in a free piston reflected shock tunnel operation are described in
Figure 4.2 on an x-t diagram. During operation the piston is accelerated through the compres-
sion tube by the expansion of the high pressure air contained in the reservoir. The driver gas in
the compression tube is compressed by this process and the piston begins to decelerate when the
pressure in front of the piston becomes greater than that behind (Labracherie et al. 1993) [100].
The slowing piston continues to travel further along the compression tube with its dissipating
kinetic energy continuing to quasi adiabatically compress the driver gas, creating a reservoir of
pressure many times greater than the initially pressure in the air reservoir until the diaphragm
ruptures at a predetermined pressure level (Stalker 1966) [101], (Hannemann and Martinez
Schramm 2007) [99]. The creation of this high pressure and high temperature reservoir is a key
difference between a free-piston shock tunnel and a conventional shock tunnel.
After the primary diaphragm ruptures, the driver gas expands into the shock tube. The large
pressure difference between the compression and shock tubes results in the generation of an
incident shock wave which propagates through the test gas down the shock tube (in the process
raising the pressure and temperature) while an expansion wave propagates back through the
driver gas. The pressure and the velocity between these two waves is continuous across the
contact surface, the interface between the driven and test gases. In a properly designed and
tuned facility the piston will continue to move at high velocity after diaphragm rupture for a
brief period of time to maintain close to constant pressures in the driver gas as it feeds into the
shock tube (Stalker 1967) [97].
As the incident shock wave propagates down towards the end of the shock tube it is decel-
erated by the boundary layer formed in the tube (Hornung 1993) [74]. This attenuation phe-
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Figure 4.2: An x-t digram showing the processes occurring in a free piston reflected shock tunnel,
sourced from Hannemann and Martinez Schramm (2007) [99].
nomenon makes the prediction of an accurate shock wave speed, vital in determining the test
conditions, difficult. When the incident shock wave reaches the end of the shock tube it reflects
back, stagnating the flow in the process to create a high pressure, high temperature reservoir of
test gas to supply the nozzle. The high pressure bursts the secondary diaphragm and the gas is
blown through the nozzle in a steady expansion. Leading this flow as shown in Figure 4.2 is
a starting shock (a) followed by a contact surface (b), an upstream facing secondary wave (c)
and the upstream head of an unsteady expansion (d), and then a region of steady flow constitut-
ing the test conditions, all flowing over the experimental model in the test section. The nozzle
contour as well as the nozzle supply gas composition and conditions determine the test flow
conditions.
In the simplest model, the nozzle produces a one dimensional test flow. In practice the
flow from the nozzle is three dimensional, producing a core flow with slight variations in flow
properties and a flow influenced by the nozzle boundary layer. Basic quasi-one-dimensional
numerical codes such as NENZF (Lordi et al. 1966) [94] can predict averaged conditions at the
exit of the nozzle, but an axisymmetric CFD analysis, validated by pitot survey data provides
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the best estimation of test conditions. The test model should be positioned such that it captures
only the core flow, where the variation in flow field parameters is minimal.
In the high temperature and pressure conditions of the stagnated flow in the nozzle supply
region, test gas molecules begin to dissociate to form radicals. Test air at temperatures greater
than approximately 2000K, corresponding to a flight enthalpy of approximately 2.5MJkg-1, will
have both dissociated oxygen and nitrogen present in its composition (Hornung 1993) [74]. The
expansion through the nozzle cools it and recombination reactions occur. One important prod-
uct of this phenomena found in air is the formation of nitric oxide, NO (under the condition
that the nozzle supply gas temperature is greater than approximately 2000K (Hornung 1993)
[74]). The density of the gas also decreases during the expansion until the rate of three body
collisions drops below that required for recombination reactions to occur (Hornung 1993) [74].
As a result the nozzle flow freezes and chemical equilibrium is not obtained; the composition
of the test flow differs from the original test gas in the shock tube (Hornung 1993) [74]. Sim-
ilarly, nozzle freezing also inhibits the achievement thermodynamic equilibrium at the end of
the nozzle (Boyce et al. 1996) [102].
The available test time in a free piston reflected shock tunnel is dictated by many factors.
The start of test time requires that the flow field attains a quasi-steady state. Studies have
determined that for internal flow this usually takes three model lengths (Jacobs et al. 1992)
[103]. The end of test time is determined by the end of a steady nozzle supply pressure with no
propagation of shock nor expansion waves through the nozzle. This is turn is determined by the
complex wave structure occurring in the shock tube, including the reflection and propagation
towards the end of the shock tube of the initial expansion wave generated after the primary
diaphragm rupture (Hannemann and Martinez Schramm 2007) [99]. Another limiting factor
in determining the actual end of test time is the contamination of the test gas with driver gas
(Stalker et al. 2005) [104]. In many tunnel designs, the contact surface will always arrive
before any unsteady wave structure. Despite the fact that the conditions may be relatively
steady, a change in properties of the test gas will result in a change of the aerothermodynamic
behaviour being observed. The prediction of driver gas arrival in the test section is difficult.
It has been observed not to be a one dimensional wave front and shows a finite change in the
chemical composition (Boyce et al. 2005) [105]. This arises due to the nature of the shock tube,
notably the effect of the boundary layer as well as the reflected shock wave (Hornung 1993) [74].
Contamination studies are generally empirical with limits of 4-5% driver gas contamination
being placed on lower enthalpy conditions and 8-10% on higher enthalpy conditions when the
4-5% limit does not allow for sufficient test time. Stagnation pressure does not appear to affect
the arrival time of the driver gas for a given test enthalpy (Boyce et al. 2005) [105]. A collection
of various driver gas contamination times by (Boyce et al. 2005) [105] is presented in Figure
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4.3.
Figure 4.3: Driver gas contamination times of various free-piston reflected shock tunnel test facilities,
sourced from Boyce et al. (2005) [105].
A free piston reflected shock tunnel may be operated under three different modes, dependent
on the complex reflected shock wave and contact surface interaction in the shock tube. In the
tailored operating mode the nozzle stagnation pressure is characterised by a long period of
relatively constant pressure. This condition will occur if the interaction between the reflected
shock wave and contact surface does not produce any waves. An undertailored operating mode
is characterised by a decrease in stagnation pressure in the nozzle supply region over time and
an extended test period. This mode occurs when a Mach wave forms as a result of the reflected
shock wave and contact surface interaction (Hornung 1993) [74]. An overtailored mode is
characterised by an increase of pressure in the nozzle supply region over time and a short test
period. This mode occurs when a shock wave is generated between the reflected shock wave
and contact surface. An image illustrating these three modes is presented in Figure 4.4. For
optimal test conditions and test time, the shock tunnel should be operated under the tailored
mode (Hannemann and Martinez Schramm 2007) [99].
4.2.2 HEG
The High-Enthalpy Shock Tunnel Göttingen (HEG) was originally developed for the investi-
gation of high temperature effects on re-entry aerothermodynamics (Hannemann et al. 2008)
[106], particularly with interest in the HERMES project. Upon its commissioning in 1991 it
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(a) Undertailored (b) Tailored (c) Overtailored
Figure 4.4: Shock tunnel tailoring sourced from Hannemann and Martinez Schramm (2007) [99]. The
figure shows the shock wave - contact surface interaction wave x-t diagram (above) and time history
of nozzle stagnation pressure (below).
was the largest free-piston reflected shock tunnel in the world. HEG remains a large facility
with an overall length of 60m and a mass of approximately 280 tons (Hannemann et al. 2010)
[107]. The compression tube is 33m in length with an inner diameter of 550mm and the shock
tube is 17m in length with a diameter of 150mm (Hannemann et al. 2010) [107]. The facility is
depicted in Figure 4.5.
HEG was developed to produce high enthalpy re-entry flows with operating conditions giv-
ing flight enthalpies in the range 12 - 23MJkg-1. However it has had its operating capabilities
extended to include low enthalpy flow conditions with achievable flight enthalpies as low as
1.5MJkg-1 corresponding to Mach 6 flight at 33km altitude to investigate flow past a range of
different hypersonic flight vehicles (Hannemann et al. 2008) [106]. A summary of the operating
conditions is presented in Table 4.1.
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Figure 4.5: A schematic of the HEG test facility. Sourced from Hannemann and Martinez Schramm
(2007) [99].
Table 4.1: Summary of the HEG nozzle reservoir and test section flow conditions (Hannamenn et al.
2008) [106].
Nozzle 2 3 4 5
Condition I II III IV XIII XIV XXI XXII XXXI
P0 [MPa] 35 85 44 90 17 8 37 188 70
T0 [K] 9100 9900 7000 8100 2740 2810 1640 2220 4400
h0 [MJKg-1] 22 23 12 15 3.3 3.4 1.5 2.6 6.0
M∞ 8.2 7.8 8.1 7.9 7.4 7.4 6.0 6.0 10.3
Rem [1/m x 106] 0.20 0.42 0.39 0.67 3.70 1.60 45.0 133.0 2.8
P∞ [Pa] 660 1700 790 1680 1990 880 20100 97800 930
T∞ [K] 1140 1450 800 1060 266 277 221 292 253
ρ∞ [gm-3] 1.7 3.5 3.3 5.3 25.9 11.0 327 1160 12.6
V∞ [ms-1] 5900 6200 4700 5200 2410 2450 1750 2077 3270
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4.2.3 HIEST
The High Enthalpy Shock Tunnel (HIEST) is the largest free-piston reflected shock tunnel in the
world with an overall length of approximately 80m. The compression tube is 42m in length with
a diameter of 600mm and the shock tube is 17m in length with a diameter of 180mm (Itoh et
al. 2002a) [96]. The facility is depicted in Figure 4.6. Completed in 1997, it was constructed as
a facility capable of producing high enthalpy re-entry flow conditions, specifically for research
for the HOPE orbiting plane as well as for large scale scramjet engine combustion research
(Itoh et al. 2002a) [96], (Itoh et al. 2002b) [108]. HIEST has been extensively used to perform
scramjet engine testing with successful campaigns conducted on test models up to 3m in length
(Tanno et al. 2004) [109], (Tanno et al. 2005) [110]. It has completed over 2300 shots since its
beginning of operation.
Figure 4.6: A schematic of the HIEST test facility, sourced from Anon (2014) [111].
HIEST can produce flow with a maximum stagnation enthalpy of 25MJkg-1 and a maximum
stagnation pressure of 150MPa corresponding to approximately 7 kms-1 re-entry flow (Itoh et al.
2002a) [96]. Under this condition the available total test time is greater than 2ms. A total of five
pistons of different mass 220kg, 290kg, 440kg, 580kg and 780kg are available for experiments
allowing for the production of a large set of test conditions over its operating range (Itoh et al.
2002a) [96].
A sample of several HIEST scramjet engine test conditions is presented in Table 4.2. Since
HIEST was designed with high enthalpy re-entry flow creation capability as a prime consider-
ation, its performance in testing lower enthalpy flows is limited in comparison to many other
free-piston reflected shock tunnel facilities. The minimum stagnation enthalpy is approximately
3MJkg-1 and the minimum stagnation pressure is approximately 11MPa.
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Table 4.2: Summary of several HIEST nozzle reservoir and test section flow conditions for scramjet
engine testing (Tanno et al. 2004) [109].
P0 [MPa] 16 14 13 11 23
T0 [K] 2700 3200 3600 4000 4900
h0 [MJKg-1] 3.3 4.2 4.6 5.6 7.5
M∞ 7.7 7.6 7.3 7.1 6.6
P∞ [Pa] 1600 1300 1200 1200 2800
T∞ [K] 250 300 380 490 740
ρ∞ [gm-3] 15.0 13.0 11.0 8.2 13.0
V∞ [ms-1] 2400 2700 2900 3100 3600
Due to the volume of the shock tube and the large amounts of test gas that it holds, HIEST
possess excellent characteristics in terms of driver gas contamination. A study by Sato et al.
(1999) [112] into driver gas contamination in HIEST determined that under an equivalent flight
condition of 22MJkg-1, 10% helium driver gas contamination occurred after 2.1ms of test time
and at an equivalent flight condition of 14MJkg-1 5% helium driver gas contamination occurred
after 3.0ms of test time. There is no data for conditions of lower stagnation enthalpy. An
examination of the comparison of driver gas contamination of various facilities as shown in
Figure 4.3 however shows that the driver gas contamination time in HIEST in much slower than
HEG under similar conditions. The facility has a wide range of data collection capabilities.
There are forty-two Kulite pressure transducer channels, twenty channels available for heat flux
gauges and one hundred and twenty-eight channels for in-house thermocouples.
4.3 Ground Test Model
4.3.1 Model Design Overview
The ground test model is a 1.57:1 geometric scale model of the SCRAMSPACE engine’s in-
ternal flowpath. The model was selected as the base design to examine the scaling behaviour
since it was the correct class of engine with proved performance (Hunt 2014) [37], and already
had an available experimental and numerical data set for a 1:1 scale model. An experimental
campaign of the 1:1 model in the T4 Stalker Tunnel was performed by Hunt (2014) [37]. Test
facility fuel delivery system limitations restricted the length scale to 1.57:1.
The engine comprises the leading edge, inlet, injector ring, fuel deliver system including the
plenum chambers and associated pipelines, combustion chamber, nozzle and instrumentation
holders. The overall length of the engine is 1471mm, with an internal combustion chamber
radius of 55.14mm. An image illustrating the entire model is presented in Figure 4.7.
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Figure 4.7: The experimental test model.
4.3.2 Internal Flow Path
An image depicting the axisymmetric internal flow path is shown in Figure 4.8. The leading
edge at the entrance of the inlet is blunt, has a radius of 0.785mm and is situated 486mm
upstream of the combustion chamber entrance. The inlet entrance diameter is 235.5mm.
Three conical ramps comprise the inlet. The first ramp has an overall length of 316.34mm
(from an extrapolated sharp tip origin) and is at an angle of 5.73◦ relative to the combustor wall.
The second ramp has a length of 108.46mm and is at an angle of 9.08◦ relative to the combustor
wall. The station of fuel injection is located at 37.65mm from the third ramp (99.16mm from the
combustor entrance); fuel is injected at an angle of 45◦ relative to the local surface inclination.
There are six points of injection with a diameter of 2mm and an angular spacing of 60◦ (i.e.
equi-spaced apart around the second ramp). The third ramp has a length of 61.51mm and is at
an angle of 12.35◦ to the combustor wall.
The combustion chamber is constant area duct with a diameter of 110.28mm and an overall
length of 785mm. At the combustion chamber exit a 6◦ half cone nozzle expands the flow from
the constant area combustor to ensure that the flow exiting the model was supersonic in order to
establish a supersonic outflow boundary condition for later CFD modelling and reconstruction.
Although designed to be a sharp interface, the expansion corner between ramp three and the
combustor entrance is rounded, with a radius of 72mm± 15mm, a result of the filament winding
manufacturing technique employed.
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(a) Entire Flowpath.
(b) Leading Edge. (c) Fuel Injection
Point.
Figure 4.8: Engine Flowpath.
4.3.3 Instrumentation Holders
Two lines of instrumentation placement holders are located at an angle of 13◦ from the injector
and 30◦ from the injectors (Refer Figure 4.9). These span the first and third ramps, and the
combustion chamber. A total of 25 instrumentation holders exists on each line. The instrumen-
tation lines on the combustion chamber each contain 20 mounting locations to hold the model
instrumentation at a spacing of 40mm. Two sensors may be located on each line on the third
ramp and three on each line on the first ramp. Figure 4.9 illustrates the positions of the injector
lines. The axial locations of these senors are described in Table 4.3.
4.3.4 Engine Materials
Main Structure
The scramjet engine is constructed from several different types of material. The majority of
the engine body, extending from behind the leading edge and excluding the bulk of the second
ramp is formed from a filament wound phenolic-resin carbon-fibre composite, approximately
60% carbon-fibre by volume. The manufacturer gives the internal pressure capacity of the com-
bustion chamber as approximately 350MPa (Zander 2012) [113]. The decision to select this
material over traditional scramjet engine model aluminium or steel alloys was due to weight
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(a) Instrumentation line placement engine
cross section.
(b) Photo of model with instrumentation line placements shown.
Figure 4.9: Instrumentation line placements on the model.
considerations1. The use of phenolic-resin carbon-fibre allowed for a single structure model
without technical challenges. In addition the density of the phenolic-resin carbon-fibre is ap-
proximately half of typical aluminium alloys (Zander 2012)[113], leading to large mass savings.
Other Components
The material selected for the leading edge is a 7000 series aluminum alloy. The selection of
this material for the leading edge was driven by concerns over the strength of the phenolic-resin
carbon-fibre composite if it were impacted by a piece of shock tunnel primary diaphragm. The
second ramp in which the plenum chambers are attached (Refer Figure 4.7) was constructed
from 6000 series aluminum alloy and covered with a carbon-fibre coating to improve the struc-
tural integrity of the entire model. The selection of the 6000 series aluminum alloy was due
to concerns on the ability to successfully drill threads into the carbon-fibre body for the place-
ment and mounting of the plenum chambers. The instrumentation is mounted in 2000 series
aluminum alloy blocks that have been glued into cut-outs in the carbon-fibre composite due to
the same concerns.
4.4 Fuel Injection System Overview
In this section an overview of the fuel delivery system of the model, fuel delivery systems of
the HEG and HIEST test facilities, methodology in determining the injected fuel mass flow rate
and fuel calibration are presented.
1Important for transporting the model to the HEG and HIEST test facilities.
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Table 4.3: Model instrumentation placing. Locations for each transducer position are relative to the
combustion chamber entrance position.
Section Location Transducer
[mm]
Inlet Ramp 1
-280.95 I-1
-261.75 I-2
-219.77 I-3
Inlet Ramp 3
-47.28 I-4
-22.75 I-5
Combustion Chamber
10 C-1
50 C-2
90 C-3
130 C-4
170 C-5
210 C-6
250 C-7
290 C-8
330 C-9
370 C-10
410 C-11
450 C-12
490 C-13
530 C-14
570 C-15
610 C-16
650 C-17
690 C-18
730 C-19
770 C-20
4.4.1 Model Fuel Injection System
A schematic of the fuel injection system is presented in Figure 4.10. The model fuel injection
system consists of porthole injectors fed through a series of plenum chambers. The fuel was
delivered to the plenum chambers through a series of pipelines that connect and interface to the
facilities’ fast action solenoid valves. There are a total of six 2mm diameter port hole injectors
and six plenum chambers with each plenum chamber supplying fuel to one porthole injector.
The plenum chambers have a radius of 24.5mm (an area ratio of 1:150 between the porthole
and the injector) and are mounted into the aluminium ring that comprises the second ramp. The
internal height of the plenum chambers is 27mm. Two plenum chambers were mounted with a
PCB and Kulite pressure transducer in each plenum to record pressure time histories to calculate
the injected fuel mass. The system of pipes connecting the plenum chambers to the fast acting
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solenoid valve varied with test campaign.
Figure 4.10: Fuel injection system schematic
4.4.2 Facility Fuel Delivery Systems
The HEG fuel system is supplied by a 35m long Ludwieg tube with a volume of 3.96×10-3m3
connecting to a 3/8” fast opening solenoid valve. The HIEST fuel system is supplied by a
Ludwieg tube connecting to a 1” fast opening solenoid valve.
4.4.3 Fuel Equivalence Ratio
The fuel equivalence ratio, φ, is an important parameter that expresses the amount of fuel in-
jected into a scramjet engine with respect to the stoichiometric level of fuel for the amount of air
ingested into the engine. The equivalence ratio is expressed by the total mass flow rate of fuel
injected into the engine, the mass flow rate of air ingested into the engine and a factor derived
from the stoichiometric chemical reaction between the fuel and air, as expressed by Equation
4.1. For a hydrogen-air combustion the value of (m˙Fuel/m˙Oxidiser)Stoich is 0.126. A φ value
of 1.0 indicates a stoichiometric amount of fuel in the engine leaving not unburnt fuel or air. A
φ value of less than 1.0 indicates that there is excess oxidiser resulting in unburnt oxidiser. A φ
value of greater than 1.0 indicates that there is insufficient oxidiser resulting in unburnt fuel.
φ =
m˙Fuel/m˙Oxidiser
(m˙Fuel/m˙Oxidiser)Stoich
(4.1)
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4.4.4 Determination of Fuel Mass Flow Rate
The ability to determine the amount of fuel injected into the engine is critical in the experiments.
Techniques for establishing the fuel mass flow rate injected into the engine via porthole injection
include direct measurement through flow meters, an analytical approach reconciling the fuel
lost from the Ludwieg tube through isentropic relations to the fuel exiting a sonic injector and
computational reconstruction, and modelling of the injection processes using known plenum
chamber conditions. Throughout the experimental campaigns the analytical approach and CFD
modelling approach have been employed to calculate the amount of fuel injected into the model.
Analytical Approach
The calculation of the mass flow rate of fuel from the portholes, and hence equivalence ratio, has
been described by McGuire (2007) [36] and Robinson et al. (2007) [114]. In this approach the
fuel passing through the injector at assumed sonic velocities is equated to the fuel lost from the
Ludwieg tube using isentropic relations and assuming that temperature throughout the Ludwieg
tube remains constant. The mass flow rate of fuel injected into the model as a measure of the
initial and final pressures of the Ludwieg tube (PLi and PLf respectively), the pressure history
in the plenum chamber (Pm), the Ludwieg tube volume (VL) and Ludwieg tube temperature
(TL) is presented in Equation 4.2.
m˙ = (PLi − PLf ) VL
RTL
P
γ+1
γ
m∫ t
0
P
γ+1
γ
m dt
(4.2)
CFD Model of the Fuel Injection System
Fuel calibrations at the HIEST test facility for JAXA test scramjet models are performed in a
separate continuous flow facility and the mass flow of fuel exiting the injectors is measured
directly (Itoh and Komuro 2013) [115]. There was insufficient data available on the facility’s
fuel supply system to perform the calibration procedure outlined by McGuire (2007) [36] and
Robinson et al. (2007) [114]. A CFD model of the scramjet fuel injection system was per-
formed in order to establish the relationship between the plenum chamber pressure and injector
exit fuel mass flow rates2. The discharge coefficient of the injector was determined by equat-
ing the porthole discharge mass flow rates produced by the CFD simulation to the theoretical
mass discharge coefficients as shown in Equation 4.3. The theoretical mass flow discharge was
equated from a sonic isentropic expansion process, outlined in Equation 4.4 for hydrogen fuel
2Fuel calibration data from the HEG test facility was not available due to export control laws.
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(White 2003) [116]. The discharge coefficient with the calculated theoretical mass flow dis-
charge for each experiment could then be used to determine the actual fuel mass flow injection
for a given plenum chamber pressure setting.
CD =
m˙CFD
m˙Theory
(4.3)
m˙Theory = 0.6847
PmAPort
(RT0)0.5
(4.4)
Where Pm is the plenum chamber pressure as measured from the experiments, APort is the
porthole injection cross sectional area (3.142mm2 per injector) and T0 is the fuel stagnation
temperature, assumed to be 300K.
The CFD domain used in the simulations is displayed in Figure 4.11 and comprises the
plenum chamber, the port hole injection duct and an expansion box containing a supersonic
crossflow. The mesh is symmetric with respect to the plane of symmetry, the same as that
in Figure 3.3, and contains approximately 10 million cells. Wall spacing at the injector tube
and the plenum chamber base was approximately 1.5×10-6m with y-plus values of the order
of 1.0 attained. The top of the plenum chamber was modeled as a stagnation reservoir with
specified stagnation pressure (plenum back pressure) and temperature boundary condition. The
gas was H2, with the stagnation temperature set to a room temperature of 300K. The boundary
conditions at the walls were set to isothermal with a temperature of 300K. The inflow to the
freestream region had the following generic settings based on data from the experiment Shot
2290: pressure 2000Pa, temperature 220K, axial velocity 2000ms-1 with the gas set to N2.
4.4.5 Fuel Calibration
The fuel calibrations establish a relationship between the Ludwieg tube charge pressure to the
amount of fuel being injected into the engine. This relationship consists of the relationship
between the mass flow rate of fuel injection and the measured plenum chamber pressure, the
procedure of which has been outlined and in addition the relationship between the Ludwieg tube
charge pressure and the plenum chamber pressure.
HEG Campaign
Fuel calibrations in the HEG test campaign were performed at DLR Göttingen employing the
analytic approach. The relationship between the Ludwieg tube set pressure and the fuel mass
flow rate is in Equation 4.5.
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Figure 4.11: Image of the plenum chamber domains used to model the mass flow out of the porthole
injectors.
m˙ [gs-1] = 3.598 [gs-1MPa-1] × PLi [MPa] (4.5)
HIEST Campaign
The CFD simulation fuel mass flow rates, the isentropic theoretical fuel mass flow rates and
discharge coefficients for each simulation are presented in Table 4.4. The CFD calibration
results show a discharge coefficient of CD = 0.8 for two conditions tested. The two conditions
were based on calculated plenum chamber pressures for Shot 2289 and Shot 2295 respectively
of the HIEST II test campaign. Figure 4.12 illustrates the Mach number distribution and selected
streamlines throughout the injector and the for the Shot 2295 simulation. The relationship
between the plenum chamber back pressure and the fuel mass flow rate, injected from all six
plenum chambers in the system is presented in Equation 4.6.
m˙ [gs-1] = 9.29 [gs-1MPa-1] × PPlenum [MPa] (4.6)
Fuel calibrations relating the Ludwieg tube charge pressure to the steady plenum chamber
pressure were performed in both HIEST campaigns at nominal Ludwieg tube charge pressures
of 1MPa, 3MPa and 5MPa, with the average results in Figure 4.13. A line fit using the method
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Table 4.4: CFD modeled plenum chamber injected fuel mass flow rate (mass flow rate, m˙, is given per
injector and not for the entire model).
Simulation Plenum Pressure Measured m˙ Theoretical m˙ CD
[MPa] [gs-1] [gs-1]
1 1.946 3.00 3.77 0.8
2 2.785 4.32 5.40 0.8
Figure 4.12: Simulated injector Mach number distribution for the plenum calibration based on Shot
2295.
of least squares of the calibration data that relates the Ludwieg tube fill pressure to the plenum
chamber pressure is in Equation 4.7.
Pm[MPa] = 0.836PLi[MPa] (4.7)
The relationship between the charged Ludwieg tube pressure and the mass flow of fuel into
the entire engine is in Figure 4.13. This relationship is stated in Equation 4.8.
m˙[gs-1] = 7.77 [gs-1MPa-1] × PLi[MPa] (4.8)
4.4.6 Fuel Injection Technique
The injection of fuel into the engine was calibrated to ensure a steady fuel supply pressure in
the plenum chamber during the test time. Without constant pressure in the plenum chambers the
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Figure 4.13: Fuel injection mass flow rates and plenum chamber pressures at set Ludwieg tube pressures
for the HIEST campaigns.
amount of fuel injected into the engine will not be constant. During the HIEST fuel calibration
process, it was found that it took approximately 13ms for the plenum chambers to attain a steady
fill pressure after an initial pressure rise. This process is illustrated in Figure 4.14 showing the
plenum pressure and nozzle static probe pressure histories for an experiment undertaken in the
HIEST facility (Shot 2140). Solenoid valves in the HIEST test facility were calibrated to open
so that fuel reached the plenum chambers approximately 15ms prior to the nominal test starting
time.
4.5 Model Instrumentation
Data was measured in the experiments with both wall static pressure transducers and thermo-
couples located in the inlet and the combustion chamber. The model was instrumented with
Kulite® transducers for all campaigns, and with thermocouples for the second HIEST cam-
paign. An overview of the instrumentation and derivation of parameters is presented in this
section.
4.5.1 Kulite Pressure Transucers
Pressure measurements of the scramjet flowfield along the inlet and combustion chamber walls
were obtained with Kulite® XTEL-190M series pressure transducers. The inlet ramps (1 and 3)
were instrumented with 25PSI (1.7BAR) rated instruments, the first half of the combustor (until
a location 370mm downstream of the combustor entrance) were mounted with 50PSI (3.5BAR)
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Figure 4.14: Fuel injection timing during Shot 2140.
rated instruments and the remaining second half of the combustion chamber was instrumented
with 100PSI (7BAR) transducers. In the HIEST campaign these transducers were calibrated
every 1–2 shots to JAXA standard [117]. Further information on the Kulite® XTEL-190M
series pressure transducer and a list of the serial numbers of transducers used with placement
locations and sensitivities is in Appendix C.
Coefficient of Pressure
The coefficient of pressure was determined for each pressure measurement in order to directly
compare the characteristics of various experiments’ profiles at different inflow conditions (alti-
tudes) using Equation 4.9.
cp =
P − P∞
1
2
ρ∞V 2∞
(4.9)
4.5.2 Thermocouples
The thermocouples were JAXA in-house-built chromel-constantan (ANSI, Japanese Industrial
type-E) surface junction thermocouples, originally developed by Sanderson and Sturtevant (2002)
[118]. The design is noted for its robustness and ability to tolerate large transient heat flux. A
series of forty tests by Sanderson and Sturtevant (2002) [118] on a cylinder in 3.88 MJkg-1 to
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19.1 MJkg-1 flow did not report a single unit failure. In the same series of experiments, the high
level accuracy of the thermocouple was demonstrated when experimental data and theoretical
heat transfer rates as determined by Fay and Riddell (1958) [119] were compared, showing a
8.9% standard deviation to the theoretical results and a 99.6% confidence level that the mea-
sured heat flux can be resolved. The accuracy has also been noted in JAXA HIEST re-entry
vehicle experiments in which this thermocouple produced very similar temperature profiles to
a commercial brand (Tanno et al. 2010) [120]. A response time of the order of 1µs (Sanderson
and Sturtevant 2002) [118] also makes this design ideal for short-duration hypersonic facilities.
The thermocouples were mounted to flush to the wall as per JAXA standard procedure [117].
Heat Flux
The heat flux (q˙) was derived from the temperature data set using the one-dimensional approach
for devices based on heat conduction in a semi-infinite medium of Schultz and Jones (1973)
[121]. This approach assumes that the surface of the heat measuring film has negligible effect
on the conduction process and the solution in convolution integral form as cited by Tanno et al.
(2010) [120] is displayed in Equation 4.10, where ρ, cp,sh and kT are the density, specific heat
and thermal conductivity, respectively, of the material, T is the measured temperature and t is
time.
q˙ =
√
ρcp,shkT√
pi
∫ t
0
dT
dτ
(τ)√
t− τ dτ (4.10)
Equation 4.10 was discretised and filtered from noise in the measured temperature histories
using a 17-point weighted average outlined in Tanno et al. (2010) [120] and shown in Equation
4.11.
Qn =
√
ρcp,shkT
pi
n∑
i=1
Ti + Ti−1√
tn − ti +√tn − ti−1 (tn − tn−1)
q˙ ≈ ∆Qn
∆t
=
−2Qn−8 −Qn−4 +Qn+4 + 2Qn+8
40(tn − tn−1) (4.11)
Stanton Number
The Stanton number was selected to express the non-dimensional wall heat flux. Equation 2.22
relates the Stanton number to the wall heat flux and the thermal capacity of the flow in forced
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convection. Recognising the fact that the enthalpy of the flow will be much greater than at the
wall given the hypersonic velocities involved and very short duration test times, the Stanton
number may be determined from Equation 4.12 (Sanderson and Sturtevant 2002) [118].
St =
q˙
ρ∞u∞H∞
(4.12)
4.6 Nominal Test Flow Conditions
The conditions for the test campaign were selected in order to achieve a wide range of dif-
ferent dynamic pressure conditions for the approximate equivalent Mach 8, 3.3MJkg-1 flight
conditions, whilst collecting a dataset at each condition large enough to establish the effects of
combustion and the effect of the amount of fuel injected into the engine. A total of four nominal
dynamic pressure conditions were examined in this study. Data on the nominal conditions used
is in Table 4.5.
Table 4.5: Experimental campaign nominal conditions.
Condition q∞ h0 Mach No. Facility Notes
[Pressure] [kPa] [MJkg-1]
Low 27.9 ± 0.6 3.28 ± 0.13 7.3 HEG HEG Condition XIX
Medium
48.1 ± 1.1 3.33 ± 0.04 7.3 HEG HEG Condition XVIII
46.1 ± 1.7 3.34 ± 0.09 7.7 ± 0.03 HIEST
High 55.7 ± 2.2 3.3 ± 0.09 7.7 ± 0.04 HIEST
Very High 75.5 ± 0.4 3.19 ± 0.04 7.3 HEG HEG Condition XIII
4.7 Data Interpretation
In this section, an overview of the techniques used to interpret the experimental data is pre-
sented. The short test duration of a shock tunnel (on the order of milliseconds) requires careful
analysis of the raw data in order to establish accurate engine behaviour without the influences
of flow transients or contamination.
4.7.1 Flow Establishment, Engine Start-Up and Time Delay τ
The test time interval begins once all of the transients in the system have died down and a
quasi-steady flow has been established. The test interval ends once the ratio of the nozzle sup-
ply stagnation pressure to pitot pressure, appropriately shifted in time to align with the nozzle
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supply stagnation pressure, begins to decrease or when a predetermined amount of contaminant
is present in the flow. A generic test interval is shown with respect to the nozzle supply stagna-
tion pressure and the pitot to stagnation pressure ratio time histories in Figure 4.15. The start of
the test window is offset from the global test time, measured from when the nozzle diaphragm
is ruptured. The time delay, τ , comprises the the time for the nozzle to start up, steady flow to
traverse through the nozzle to the model and for quasi-steady flow to establish as outlined in the
slug tracking method. The nozzle start up and flow establishment times are due to the transient
behaviour associated with wave propagation, boundary layer growth, mixing layer growth and
unsteady combustion.
Figure 4.15: Test time establishment
Smith (1966) [122] examined nozzle start up times using the method of characteristics to
model the propagation of stagnation conditions through the nozzle and found that the earliest
time a steady state condition could exist was given by minus characteristics of the flow shown
by Equation 4.13.
tns =
x∫
0
dx
a(M − 1) (4.13)
In this study, the nozzle transit time was determined to be the time between pressure data
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first rising above the signal noise level on the nozzle reservoir stagnation pressure probe, located
near the entrance of the nozzle, and data first being recorded by the pitot probe, located 50mm
downstream of the nozzle exit and in-line with the model entrance on tunnel recoil for HIEST.
The transients associated with the nozzle start up were assessed with the flow establishment of
the model.
The establishment time of steady flow in a scramjet engine and combustor has been in-
vestigated both experimentally and numerically by several researchers including Davies and
Bernstein (1969) [123], Jacobs et al. (1992) [103] and Rogers and Weidner (1993) [124], and is
usually expressed as the ratio of the time to establish the steady flow to the time to traverse one
model length, as shown in Equation 4.14.
G =
Vcτest
Lc
(4.14)
Early flat plates studies found G to be approximately 2 for laminar flow and approximately
1 for turbulent flow (Davies and Bernstein 1969) [123]. Jacobs et al. (1992) [103] simulated
the transient to steady state establishment times of a scramjet combustor (non combusting) and
found that in general G was approximately 0.9 for wall pressure measurements and approxi-
mately 3 for shear stress and heat flux data. A numerical study of scramjet air-fuel mixing by
Rogers and Weidner (1993) [124] demonstrated that mixing reached quasi-stationary regime
faster than the viscous effects of shear stress and heat transfer, thus implying that it takes the
flow in a scramjet combustor approximately 3 body lengths to reach quasi-steady state.
In this study, full flow establishment, including nozzle start up and the flow field in the
engine, was defined as the point in time where the normalised static pressure (in the model) to
nozzle reservoir stagnation pressure, offset by the nozzle transient time and time taken to reach
the point of interest so that these corresponded to the correct parcel of gas, became relatively
steady. Figure 4.16 illustrates this process with raw pitot and transducer C-20 data from Shot
2140. This was undertaken for the first and final transducer on the 30◦ transducer line and the
location with the longest establishment time, always determined to be the final transducer, was
determined to be the entire delay time, τ . This time, inclusive of the nozzle transit time, was
always found to be greater than 3 body lengths of flow, in line with previous findings of Jacobs
et al. (1992) [103] and Rogers and Weidner (1993) [124].
4.7.2 Test Interval ∆t
A single test interval, ∆t, was used to analyse the entire dataset (transducer data extending from
the inlet ramps to the combustor exit) for each experiment. The ∆t value was determined from
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Figure 4.16: Start-Up and Time Delay
the start-up time and the shorter of the shortest transducer decay time or contamination driver
gas time. The pressure transducer decay times were defined as the time at which the static
pressure measured at a transducer location, shifted appropriately to the global start-up time, and
normalised by the nozzle reservoir pressure, deviated from a constant value. Despite the fact
that the data at each point in the engine will be collected at the same global time and therefore a
slug of test gas will not to the fullest extent be accurately tracked as proposed by the hypersonic
equivalence approach, this approach has been considered acceptable due to the relatively short
model flow past times (≈ 0.5ms) to available steady test gas time (≈ 3.0ms) (Boyce 2013)
[125].
4.7.3 Test Window Property Averaging
The average values for measured properties at transducer location x during the test interval,
qp(x), were determined from Equation 4.15, where qp(x, t) is a measured property at trans-
ducer location x and time t, and n is the number of measurements during the test interval. The
standard deviations of the data during the test window, s(x), were also calculated to aid in the
determination of shock and flame structures, based on Equation 4.16.
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qp(x) =
∑ti+∆t
ti
qp(x, t)
n
(4.15)
s(x) = (
1
n− 1
n∑
i=1
(qp(x, t)− qp(x))2) 12 (4.16)
4.7.4 Interpretation of Shock Structures and Combustion Flames
Determining the locations of shock structures and flames in the engine was achieved by exam-
ining the standard deviations and time histories over the test interval. Shock waves present in
the engine will produce a high level of fluctuation in the measured data around its location due
to the large gradients across a shock.
4.8 Uncertainty Analysis
4.8.1 HEG Campaign
Uncertainty calculations for the HEG test data were conducted by DLR, in accordance with
DLR procedures (Martinez Schramm 2014) [126]. These uncertainties include one standard
deviation from the time-averaged during the test window for each transducer.
4.8.2 HIEST Campaign
Uncertainty in the freestream conditions was determined from an analysis of the freestream cal-
ibration tests (pitot surveys). The average, standard deviations and ranges of measured static
pressure values at numerous locations across the core flow for a nominal condition are calcu-
lated. Freestream condition uncertainties are determined from the maximum deviation recorded
in the analysis of the pressure profiles across the nozzle. This approach to deriving freestream
uncertainties is valid while the unbiased uncertainty dominates the overall uncertainty and the
biased uncertainty remains negligible (Mee 2014) [127]. For the freestream conditions used in
the HIEST experimental campaign the freestream uncertainty is 6% (Itoh and Komuro 2013)
[115].
In the experimentally determined parameters, cp, Stanton number, m˙ and φ were deter-
mined using the freestream uncertainties and the approach outlined by Mee (1993) [128]. This
approach has been used to determine the uncertainties of various scramjet engine experimental
campaigns including Hunt (2014) [37] and Schloegel (2014) [25]. This approach states that
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the relative uncertainty in a variable, XF , can be related to the components of uncertainty in
F = F (φ1, φ2, ..., φn) due to uncertainty in each fundamental quantity φi through Equation
4.17 if the individual fundamental components are independent and normally distributed.
XF = [
n∑
i=1
(XF )
2
φ]
0.5 (4.17)
where (XF )φ is the uncertainty component in F due to φi and is equivalent to the sensitivity
and relative uncertainty in φi, i.e. (XF )φ = ( ∂XF∂Xφi
)Xφi . The sensitivity component, (
∂XF
∂Xφi
) was
approximated by the finite difference in F due to a change in φi as shown in Equation 4.18.
∂XF
∂Xφi
≈
Fi+−Fi−
F
φi+−φi−
φ
(4.18)
The uncertainties determined for the HIEST campaigns are summarised in Table 4.6. De-
tailed information is located in Appendix E. The derived parameter uncertainty results are in line
with the derived parameter uncertainties results in the study of Hunt (2014) [37] for nominal
Mach 8, h0=3MJkg-1 conditions.
Table 4.6: HIEST Uncertainties
Freestream Parameters Relative Uncertainty
P∞ 6%
ρ∞ 6%
V ∞ 6%
T∞ 6%
h0,∞ 6%
Derived Parameters Relative Uncertainty
q∞ 10.4%
cp,∞ 10.8% – 11.6%
St∞ 13.7%
m˙∞ 11.7%
φ∞ 21%
Chapter 5
Experimental Results
5.1 Introduction
The results of the three test campaigns conducted in the HEG and HIEST test facilities for
the large scale inlet fueled axisymmetric radical farming scramjet engine are presented in this
Chapter. In addition, CFD reconstructions of test results are also presented to both validate the
CFD solver settings used and to provide further insight into the complex flowfield structure of
the engine.
A total of 32 experiments were completed for Fuel-Off, Fuel into N2 and Fuel into Air con-
ditions. A total of 4 experiments (shot numbers 2136, 2137, 2138 and 2296) did not produce a
steady state result. A further 2 experiments (shot numbers 1265 and 2141) were engine unstarts.
5.2 Test Conditions
The test conditions (Refer Table 4.5) were based on equivalent nominal Mach 8, 3.3MJkg-1
flight conditions, the design conditions for the SCRAMSPACE inlet-fuelled axisymmetric rad-
ical farming scramjet free flight experiment (Tirtey et al. 2012) [129] and are similar to the
conditions used in the ground based testing of the 1:1 scale model (Hunt 2014) [37]. In this
Section an overview of the experimental conditions achieved during testing and how these con-
ditions were derived is presented.
5.2.1 Inflow Conditions
The experiments conducted in terms of the freestream dynamic pressure and the fuel equiva-
lence ratio are presented in Figure 5.1. The circle symbols represent experiments undertaken in
the HEG hypersonic test facility and the square symbols represent the experiments undertaken
in the HIEST hypersonic test facility. Black represents Fuel-Off, blue represents Fuel into N2
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Figure 5.1: Dynamic pressure and fuel equivalence ratio of all experiments undertaken.
and red represents Fuel into Air experiments. The majority (25) of the 32 experiments com-
pleted were conducted at medium and high dynamic pressure1. A range of φ were examined
from 0.0 to 0.98. The objective was to establish a large dataset on the characteristics of the
engine at various Mach 8, 3.3MJkg-1 flight altitudes. Each Fuel into N2 had an equivalent Fuel
into Air experiment performed.
Detailed freestream conditions and fuel injection data for each experiment are presented
in Appendix D. The freestream conditions are derived from the shock tube fill pressure, the
measured shock speed and the stagnation pressures measured at the end of the shock tube during
the applicable test time interval. The derivation procedure consists of using the equilibrium
condition shock tube solver ESTCj (Jacobs et al. 2014) [130] and the measured parameters to
determine nozzle reservoir stagnation conditions. With these conditions and a CFD model of
the nozzle, the nozzle flowfield was then simulated2 using the ESTCj outcome data as an inflow
boundary condition. The nominal experimental inflow conditions at the entrance of the inlet
were calculated from the weighted average of conditions extending from the nozzle centerline
1Test condition restrictions in HIEST limited the available test freestream dynamic pressures to the medium
and high ranges.
2Tau code (Reimann et al. 2004) [131] was used for the HEG data with simulations performed by DLR. CFD++
(Goldberg et al. 2000) [82] was used for the HIEST data.
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to a radius of 120mm at the inlet entrance position (50mm at nozzle recoil for the HIEST
campaigns). The CFD reconstructions of the experiments used the non-uniform profile from
the nozzle centerline to a radius of 120mm as the inlet boundary condition.
5.2.2 Contamination
The CFD codes also predicted the chemical composition of each freestream test flow. In each
of the air tests, simulations predicted atomic oxygen (O) and nitric oxide (NO) in the freestream
flow. Mass fractions of O ranged from 7× 10−5 ≤ YO ≤ 7.7× 10−4 and mass fractions of NO
ranged from 2.2 × 10−2 ≤ YNO ≤ 4.1 × 10−2. Negligible amounts of atomic nitrogen (YN <
1× 10−6) were predicted in both the air and nitrogen tests.
5.2.3 Nozzle Simulations
HIEST Condition Calibration and CFD Validation
To validate the simulations using CFD++ (Goldberg et al. 2000) [82] with the SST turbulence
model (Menter 1994) [84] and Park air chemistry model (Park 1989) [91], a CFD simulation of
the HIEST nozzle was carried on for h0=4MJkg-1, PO=16MPa condition. The computed results
have been compared to pressure data taken during a calibration test for the same condition.
Static pressure measurements, normalised by the nominal stagnation pressure (Pstatic/Pstag) are
in Figure 5.2. The experimental data corresponds to calibration test Shots 1741, 1743 and 1744.
The CFD simulation is a reconstruction of Shot 1744. Good agreement is achieved between the
CFD and experimental results, with CFD correctly predicting the Pstatic/Pstag distribution along
the nozzle centreline.
CFD Flowfields
Mach number contours of the simulated nozzle flowfields for (a) air Shots 2289 (q∞=48.5kPa)
and 2294 (q∞=59.8kPa) and (b) nitrogen Shots 2142 (q∞=40.8kPa) and 2144 (q∞=50.0kPa) are
displayed in Figure 5.3. Included in each plot is the position of the model inlet at tunnel recoil
(50mm downstream of the nozzle exit) and the approximate extent of the model inlet. Each of
the flowfields exhibits very similar features and distributions throughout the nozzle.
In Figure 5.4 the static pressure and Mach number extending the length of the radius of the
nozzle at the inlet entrance location for the HIEST campaign (50mm from the nozzle exit) is
presented for Shot 2138 (q∞=55.6kPa). The vertical red lines indicate the region extending -
0.12m to 0.12m from the centerline, the approximate capture area of the inlet. The distributions
demonstrate the uniformity of the flow in the capture area. The standard deviation in the static
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Figure 5.2: HIEST h0=4MJkg-1, PO=16MPa condition calibration test results. The experimental data
points (black circles) are results from Shots 1741, 1743 and 1744. The CFD simulation of Shot 1744
(blue line) is included.
pressure is less than 0.5% and the standard deviation of the Mach number is less than 0.1% for
the region extending to 0.12m.
5.3 Fuel-Off Results
5.3.1 Experimental Results
A total of 7 Fuel-Off experiments at the medium (1256, 1257, 2139, 2292) and high (2136,
2137, 2292) dynamic pressure conditions were conducted. Fuel-Off experiments were con-
ducted in order to establish basic flowfield structures and baseline coefficient of pressure (cp)
and Stanton numbers (St) for comparison with the Fuel-On experiments. Figure 5.5 presents a
numerical Schlieren image of Shot 2292 (q∞=59.7kPa) illustrating the flowfield structure.
Figure 5.6 presents experimental cp values for the Fuel-Off Shot 1256, Shot 2288 (medium
dynamic pressure) and Shot 2292 (high dynamic pressure). The error bars show the experimen-
tal uncertainty of cp. The wall cp from the CFD reconstruction of the same Shot 2292 using a
RANS with the two-equation SST turbulence model (Menter 1994) [84] is also included. The
inlet flow is compressed as it passes through each of the conical ramp structures increasing the
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(a) Air test gas conditions. Top image is Shot 2289 (q∞=48.5kPa) and the bot-
tom image is Shot 2294 (q∞=59.8kPa).
(b) Nitrogen test gas conditions. Top image is Shot 2142 (q∞=40.8kPa) and the
bottom image is Shot 2144 (q∞=50kPa).
Figure 5.3: Mach number contours of the simulated nozzle flowfields using CFD++. The nozzle center-
lines are separated by a white line.
cp. At the combustion chamber entrance there is a reduction in the cp as a result of the ex-
pansion corner (mean cp decreases between transducer I-5 and C-1 by approximately 0.1). All
fuel-off experiments exhibit three shock impingements on the combustion chamber wall. The
first two impingements, SI1 and SI2, are located between 0.13m and 0.17m (at 0.155m in CFD
reconstruction of Shot 2292), and between 0.21m and 0.25m (0.23m in the CFD reconstruction
of Shot 2292), and form the 1st hot pocket. These are formed by the SWBLI of the leading
edge shock, and the coalesced conical ramp 1-2 and 2-3 compression shock structures, respec-
tively, striking the opposite side of the combustor wall as they are ingested into the combustion
chamber. The third shock impingement, SI3, forms as a result of the reflection of the first two
shock structures that coalesce on the axis of symmetry and strike the opposite side of the com-
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Figure 5.4: Shot 2138 (q∞=55.6kPa, φ = 0.0) pressure and Mach number profile 50mm downstream of
the nozzle exit in the vicinity of the inlet location at tunnel recoil. Pressure is blue, Mach number is
magenta.
bustion chamber wall downstream. SI3 is located between 0.53m and 0.57m (0.56m in CFD
reconstruction of Shot 2292). The peak cp ≈ 0.8 occurs in the 1st hot pocket structure at C-7
(0.25m).
Figure 5.7 presents experimental St values for the Fuel-Off Shot 2288 (medium dynamic
pressure) and Shot 2289 (high dynamic pressure)3. The wall St from the CFD reconstruction
of Shot 2288 using a RANS with the SST turbulence model for a fully turbulent domain is also
included.
The experimental St dataset shows that the boundary layer on the inlet is not fully turbulent
on the first ramp with St ≈ 2×10−3, about a factor of 3 to 4 less than predicted by the fully
turbulent regime. Experimental St on the third ramp at locations I-4 and I-5 (0.0011 and 0.0009
respectively) are less than that of the fully turbulent solution (0.0047 for I-4 and 0.0057 for
I-5). In the combustion chamber the same three shock impingement and two hot pocket struc-
ture is discernible. Peak St ≈ 0.0126 occurs in the 1st hot pocket structure (0.0136 for CFD
reconstruction of Shot 2292) in the vicinity of the SI2 (0.25m).
Within experimental uncertainty there is good agreement between the experimental wall
cp and St at the measured locations. There were four locations (C-5 0.17m, C-6 0.21m, C-9
3These were the sole Fuel-Off experiments in which wall heat flux data was measured.
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Figure 5.5: CFD generated Schlieren image of the Fuel-Off experiment’s flow structure. Shock-
wave/boundary-layer interactions and hot pocket structures are highlighted (Shot 2292 Fully Turbulent
simulation).
Figure 5.6: Fuel-Off Shots 1256, 2288 and 2292 cp experimental data. The data is the time averaged cp
with experimental uncertainty error bars. Also included is the Fully Turbulent CFD simulation of wall
pressure in Shot 2292. The vertical dashed lines indicate the location of inlet ramp interfaces.
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Figure 5.7: Fuel-Off Shots 2288 and 2292 St experimental data. The data is the time averaged St with
experimental uncertainty errorbars. Also included is the Fully Turbulent CFD simulation of Shot 2292.
The vertical dashed lines indicate the location of inlet ramp interfaces.
0.33m and C-14 0.53m) in which Shot 1256 cp was not within the experimental uncertaininty
of Shots 2288 and 2292. Three of these C-5, C-6 and C-14 are in the vicinity of SWBLI. The
HEG medium dynamic pressure experiments, including Shot 1256, had a nominal freestream
Mach number of 7.3, whereas the HIEST medium and high dynamic pressure conditions had a
nominal fresstream Mach number of 7.7. The shock structures in the HEG experiments for the
medium dynamic pressure conditions were therefore steeper than the HIEST counterparts. This
accounts for the upstream shifted structures in Shot 1256 observed in Figure 5.6. Therefore
these results validate the use of the cp and St dimensionless coefficients to assess and compare
flows with different freestream dynamic pressures.
5.3.2 CFD Reconstructions
The fully turbulent CFD reconstruction employing the Menter SST turbulence model (Menter
1994) [84] predicted the correct cp distribution throughout the engine to within experimental
uncertainty. However, experimental St data showed that the boundary layer was not fully tur-
bulent in the inlet, no St agreement with CFD indicating a non fully turbulent boundary layer
structure until at least I-5 (-0.22m).
Simulations of laminar boundary layers in the inlet of the SCRAMSPACE flowpath (Tirtey
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et al. 2012) [129] have been conducted by Brown et al. (2011) [132] using a RANS CFD
technique in which a turbulence source terms off region is applied to a domain so that the
boundary layer is laminar in the vicinity of any SWBLI (Reinartz 2006) [133]. This technique
was employed to examine the effect of a laminar boundary in the inlet and to determine whether
CFD could correctly reproduce the wall St. A simulation employing a turbulence source term
off region in the domain extending from the inflow boundary condition to a location 0.102m4
upstream of the combustion chamber entrance was conducted.
Figure 5.8 illustrates the cp and St distributions of the Fully Turbulent (FT), Turbulence
Source Terms Off Region (TO) and experimental for the entire domain and the inlet region using
the two-equation SST (Menter 1994) [84] and one-equation SA (Spalart and Allmaras 1992)
[85] turbulence models5. The simulations show some deviation in cp and St distributions. The
location of shock structures were SI3 = 0.561m and = 0.563m for the SST and SA simulations,
respectively, while SI1 = 0.155m and SI2 = 0.23m for both simulations (Figure 5.8 (b)). The SA
model has a similar St distribution as the SST model except in the 1st hot pocket where it attains
only 80% peak St in the 1st (Figure 5.8 (d)). The SST turbulence model is more appropriate in
modelling the experimental data than the one-equation SA model.
The measured St values are within experimental uncertainty of the TO simulation result for
I-1, I-2 and I-3 (first ramp up to -0.22m, Figure 5.8 (c)). The TO simulation predicts a separa-
tion at the compression corner of conical ramps 1-2 that grows upstream, with the separation
shock located at approximately -0.22m. In the FT simulation the adverse pressure gradient from
the SWBLI at this location is insufficient to overcome the turbulent boundary layer to cause a
separation. The location of a laminar separation at an axial location of approximately -0.22m
is consistent with the rise in cp observed in the experimental results at I-3. However the TO
simulation fails to predict the St distribution in the vicinity of I-4 and I-5. With respect to cp
throughout the engine and St in the combustion chamber the TO simulation predicts distribu-
tions similar to the FT simulation. However structures are shifted downstream between 0.006m
– 0.015m. The TO simulation is not able to reconcile the C-15 location (0.57m) experimental
data. The experimental result at this location is consistent with the data downstream of SI3,
whereas the TO simulation shows this region to be upstream of SI3.
Figure 5.9 illustrates the pressure distribution of the FT and TO simulations. The laminar
separation at the compression corner of conical ramp 1-2 extends -0.22m to -0.175m. The
4This value was arbitrarily selected. It produced a rise in pressure due to a laminar separation consistent with
the experimental results in the region of I-3. The objective of the TO simulation was not to try and exactly reconcile
the experimental and CFD data, but rather to demonstrate potential flowfield variations due to the presence of the
laminar boundary layer.
5The inclusion of the one-equation SA turbulence model was to determine if it could resolve features better
than the two-equation SST model. The SA simulation did not establish steady state flow in the TO simulation and
these results have been omitted.
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(a) cp distribution in inlet. (b) cp distribution.
(c) Stanton number distribution in inlet. (d) Stanton number distribution.
Figure 5.8: Shot 2292 experimental data and CFD reconstructions. The CFD reconstructions include
Fully Turbulent and Turbulence Source Terms Off region simulations employing the two-equation SST
(Menter 1994) [84] and one-equation SA (Spalart and Allmaras 1992) [85] turbulence models.
presence of the laminar separation in the inlet in the TO simulation generates a separation and
reattachment shock. The shock angle of the separation shock in the TO simulation is different
to the conical ramp 1-2 interface compression shock in the FT simulation, causing an offset
which results in the downstream shift of SWBLIs observed in the combustion chamber.
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(a) Schlieren image of inlet.
(b) Pressure contours of the engine.
Figure 5.9: Shot 2292 FT and TO two-equation SST model. the top image is the FT simulation and the
bottom image is the TO simulation.
5.4 Fuel into N2 Results
5.4.1 Experimental Results
A total of 6 Fuel into N2 experiments of the low (1263), medium (1258, 2142, 2144, 2290)
and high (2295) dynamic pressure conditions were conducted. Fuel into N2 experiments were
conducted in order to establish (i) basic fuel injection and mixing processes in the absence of
combustion and (ii) baseline coefficient of pressure (cp) and Stanton numbers (St) for compar-
ison with the Fuel into Air experiments. Figure 5.10 presents a numerical Schlieren image of
the high dynamic pressure Shot 2295 (q∞=60.4kPa, φ=0.43) illustrating the flowfield structure.
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Figure 5.10: CFD generated Schlieren image of the Fuel into N2 experiment flow structure. Shock-
wave/boundary-layer interactions and hot pocket structures are clearly visible. Image is a take of the
injection plane, i.e. 0◦ line (Shot 2295, q∞=60.4kPa, φ=0.43. Fully Turbulent (FT) simulation).
Figure 5.11 presents experimental cp values for the Fuel into N2 shots measured along the
13◦ line. The error bars show the experimental uncertainty in cp. The wall cp from the CFD
reconstruction of Shot 2295 using a RANS two-equation SST turbulence model (Menter 1994)
[84] for both a Fully Turbulent (FT) domain and a Turbulence Source Terms Off (TO) region
domain6 is also included. This data is compared to the Shot 2292 Fuel-Off counterpart experi-
mental data.
The same compression process as the flow traverses through the inlet to the Fuel-Off exper-
iments is observed. Downstream of the point of fuel injection (approximately -0.99m upstream
of the combustion chamber entrance) I-4 and I-5 record greater cp (for Shot 2295 mean cp is
0.236 and 0.273, greater than the Fuel-Off experiment Shot 2292 values of 0.197 and 0.245 for
I-4 and I-5 respectively). This increase is due to momentum being added to the flow in the fuel
injection process. In the combustion chamber the Fuel into N2 experiments exhibit three SWBLI
forming a two hot pocket structure. The locations of SWBLI in the combustion chamber of the
Fuel into N2 shots are upstream of the Fuel-Off shots. This upstream movement is due to the
combined effects of (i) the presence of hydrogen fuel7 being mixed into the flow to reduce Mach
number and thus steepen shock angles, and (ii) the different structure of shock waves generated
in the inlet due to the formation of the bow shock around the fuel injection plume. In the case
of Shot 2295, maximum cp in SI2 is detected by C-6, 0.21m into the combustion chamber (C-7
for its Fuel-Off counterpart Shot 2292), while SI3 is detected by C-14 (C-15 for its Fuel-Off
counterpart Shot 2292), 0.53m into the combustion chamber. Peak measured cp values are also
higher in the Fuel into N2 experiments, due to (i) the additional momentum of the injected fuel
6The turbulence source terms off region extends from the inflow to a location 150mm upstream of the combus-
tion chamber entrance. The selection of this value was arbitary. The objective of the TO simulation was not to try
and exactly reconcile the experimental and CFD data, but rather to demonstrate potential flowfield variations due
to the presence of the laminar boundary layer.
7The low molecular mass of hydrogen, approximately 2.016gmol-1, results in a greater speed of sound than air.
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Figure 5.11: Fuel into N2 Shots 2290 and 2295 cp experimental data measured on the 13◦ line. Shot
2295 equivalent Fuel-Off Shot 2292 experimental data is also included. The data is the time averaged
cp with experimental uncertainty error bars. Also included are the FT and TO CFD simulations of Shot
2295. The vertical dashed lines indicate the location of inlet ramp interfaces.
and (ii) the formation of different shock structures due to the different Mach numbers and pres-
ence of the fuel plume bow shock. Both the FT and TO CFD simulations predict cp distributions
along the 13◦ line to within the experimental uncertainty (except for C-5 and C-15, both in the
vicinity of a SWBLI).
Figure 5.12 presents experimental St values for the Fuel into N2 shots, Shot 2290 (medium
dynamic pressure) and Shot 2295 (high dynamic pressure) along the 30◦ line8. The error bars
show the experimental uncertainty in St. The wall St from the CFD reconstruction of Shot 2295
using a RANS two-equation SST turbulence model (Menter 1994) [84] for both the FT domain
and the TO domain are also included. This data is compared to the Fuel-Off counterpart the
Shot 2292 experimental data.
The experimental St show that the boundary layer in the inlet is not fully turbulent for the
Fuel into N2 experiments, the same result observed in the Fuel-Off experiments. St numbers
on the third ramp at locations I-4 and I-5, 0.0025 and 0.0018 respectively, remain less than
the values of the FT simulation, 0.004 and 0.0045 respectively, and greater than the values of
the TO simulation, 0.0021 and 0.001 respectively, although the latter does correctly predict the
8Shot 2290 and Shot 2295 were the only Fuel into N2 shots in which heat flux measurements were taken.
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Figure 5.12: Fuel into N2 Shots 2290 and 2295 St experimental data measured on the 30◦ line. Experi-
mental data of Shot 2292, Fuel-Off equivalent to Fuel into N2 Shot 2295 are also included. The data is
the time averaged St with experimental uncertainty errorbars. Also included are the FT and TO CFD
simulations of Shot 2295. The vertical dashed lines indicate the location of inlet ramp interfaces.
decreasing trend from I-4 to I-5. In the combustion chamber, a two hot pocket structure with
two regions of peak St is discernible. The St for the Fuel into N2 experiments along the 30◦ line
are less than the Fuel-Off experiments. For Shot 2295, peak measured St in the 1st and 2nd hot
pocket structures are 0.072 and 0.077, respectively, 57% and 61% of peak St recorded in Shot
2292. The reduction in St is attributed to the presence of the cold fuel which cools the boundary
layer. A further experimental observation is that the results of Shot 2295 show the St in the 2nd
hot pocket structure is greater than in the 1st hot pocket. This is indicative of either movement of
cold fuel away from the 30◦ line downstream SI2 (cold fuel reducing heat transfer to the wall)
or that mixing is achieved to a level where temperature does not affect heat transfer. Both Fuel
into N2 results illustrate the St in the 2nd follows the trend of the Fuel-Off experiment. This is a
further indication that there is either negligible or very well mixed fuel in the region (such that
the temperature in the boundary layer is not affected).
5.4.2 CFD Reconstructions
Fully Turbulent simulation of the engine employing both a RANS (one-equation Spalart-Allmaras
model) and a hydrid LES/RANS turbulence scheme for the HEG test Shot 1258 (q∞=48kPa,
φ=0.47) has been previously performed and analysed by Peterson et al. (2012) [90]. In this
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thorough investigation the fuel penetration and mixing characteristics were identified and de-
scribed. In this Section descriptions of the flowfields of both a FT and TO RANS simulation of
Shot 2295 are presented.
Figure 5.13 illustrates the fuel injection and distribution processes for the FT simulation.
The injection and penetration of the fuel into the flow is typical of transverse injection into
supersonic crossflows (Pudsey et al. 2012) [134]. In the plane of fuel injection this process is
shown in Figure 5.13 (a). A bow shock forms around the jet as it penetrates the cross flow. A
separated region extending -0.105m to -0.101m in the plane of fuel injection forms as a result
of the SWBLI between bow shock and boundary layer. The fuel attains a Mach number of
approximately 10 as it expands into the flow. Approximately 6.5 injector diameters downstream
of the point of injection a Mach disk forms in the expansion process, the fuel plume momentum
and alters its direction from the angle of injection to parallel to the cross flow. Streamlines
illustrating the three-dimensional flow of fuel from the injector port are shown in Figure 5.13
(b).
After the fuel has been turned in a direction parallel to the freestream flow, it continues
flowing downstream into the combustion chamber entrance, mixing and dispersing out from
the plume core. At an axial location of 0.095m the H2 fuel reaches maximum penetration of
approximately 0.017m from the axis of symmetry (where XH2=1%) at which point the reflected
leading edge shock compresses the core towards the wall. The conical shock does not compress
the fuel plume core evenly; the fuel on the injector centerline is compressed the greatest. As a
result vorticity is introduced into the axial plane generating a Counter-Rotating Vortex (CRV)
pair, described in detail by Peterson et al. (2012) [90]. The mixing process is dominated by
the formation of this CRV pair. The CRV rotates in a direction from the centreline along the
wall towards the 30◦ line, before rotating away from the wall into the flow and back towards the
injector centerline, as illustrated Figure 5.13 (c) and Figure 5.14. The fuel and air are enveloped
in this process resulting in the macro then micro mixing as the flow progresses downstream.
Axial slices illustrating the formation of the CRV pair and its evolution from -0.1m to 0.4m
are presented in Figure 5.14. These axial slices illustrate the growth of the plume through the
expansion region from 0m to 0.1m, followed by the compression and formation of CRV pair
between 0.1m and 0.2m. In plane velocity vectors illustrate the motion of the CRV pair. Fuel is
in concentrations greater than φ = 1.0 at the wall on the injector plane until between 0.3m and
0.35m. Temperature contours illustrate higher temperatures near the 30◦ line. It has been noted
that the near wall temperatures in the 1st hot pocket region in the vicinity of the 30◦ line are
greater than the Fuel-Off simulations due to additional compression from the span-wise spread
of the fuel bow shock (Hunt 2014) [37]. The temperature contours also illustrate the effect of
the cold fuel in decreasing the temperature. In the region of SI1, temperatures near the wall
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only exceed 1100K at an angular displacement of approximately 18◦ from the injector line due
to the presence of fuel in the outward rotating of the CRV pair.
In Figure 5.15 pressure contours, surface shear stress streamlines and an iso-surface of sto-
ichiometric H2 (YH2=0.0283) in the region extending -0.12m to 0.32m are shown. Pressure
increase due to the fuel plume bow shock on the wall is discernible in [A] and collides with
the next fuel injector’s bow shock on the 30◦ line at approximately -0.075m. At [B] the con-
ical ramp 2-3 interface compression shock is generated. Collision of the ramp 1-2, ramp 2-3
interface compression shocks with the fuel plume bow shock is shown by [C]. The complex
coalescing of the leading edge, conical ramp interface compression and fuel plume bow shocks
in the vicinity of the axis of symmetry is shown by [D]. These shock structures reflect back
in the direction of the wall. However, due to the three-dimensional nature of the fuel plume
bow shock, unlike the Fuel-Off flowfields, these reflected shock structures are not symmetrical
as shown by SI1 formed by the reflection of the leading edge. Between SI1 ans SI2 there is a
region of locally high pressure (exceeding 40kPa in a region otherwise not exceeding 30kPa)
[E]. This is generated by the fuel plume as it is compressed near the wall thus raising local
pressures. The motion of the CRV pair expands the fuel plume at its periphery away from the
injector plane on the wall accounting for the trough structure shown in [F] and the trough in
Figure 5.11 for the CFD simulations between SI1 and SI2. The characteristics of the fuel plume
iso-surface and the wall shear stress streamlines illustrate the distribution of fuel to a region
close to the injector plane until approximately 0.1m where a shock wave reflected from the axis
of symmetry compresses the plume [G]. Vorticity in the axial plane is introduced and the CRV
motion of the fuel plume begins.
Figure 5.16 illustrates the fuel injection and distribution processes for the TO simulation.
The injection and penetration of the fuel into the flow shares similarities to the FT flowfield.
Fuel injection in the plane of the injector is shown in (a). A bow shock forms around the jet
as it penetrates the cross flow. However the presence of an upstream separation generated by
the SWBLI at the compression corner of the conical ramp 1-2 interface envelopes a portion
of the fuel and transports it towards the 30◦ line. As a result there is a change in the three-
dimensional bow shock structure. As in the case of the FT simulation the fuel attains a Mach
number of approximately 10 as it expands into the flow. Approximately 6.5 injector diameters
downstream of the point of injection a Mach disk forms in the expansion process, the fuel plume
losses momentum and alters its direction to parallel that of the cross flow.
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(a) Injector plane (0◦ line) Mach number con-
tour. Note th bow shock, separation fuel
plume and Mach disk.
(b) Three-Dimensional view of the injection
process and the distribution of H2. The left
hand flowfield is a Schlieren image illus-
trating the position of shock structures and
also shows streamlines of fuel exiting the
injector. The right hand flowfield illustrates
the mass fraction of H2 and the yellow line
shows the limit of XH2=0.01.
(c) Three-Dimensional view of the injection process and the distribu-
tion of H2. The left hand flowfield is a Schlieren image illustrating
the position of shock structures; streamlines on the inlet surface
illustrate the movement of the cross flow around the fuel plume.
The right hand flowfield illustrates the mass fraction of H2 and the
yellow line shows the limit of XH2=0.01.
Figure 5.13: Fuel injection and distribution process for the FT simulation of Shot 2295. A 60◦ segment
of the flowfield is shown.
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(a) X = -100mm. (b) X = 0mm. (c) X = 100mm. (d) X = 200mm.
(e) X = 250mm. (f) X = 300mm. (g) X = 350mm. (h) X = 450mm.
Figure 5.14: Engine flowfield axial slices depicting temperature and H2 contours for the fully turbulent simulation of Shot 2295 illustrating the distribu-
tion of temperature and H2 throughout the engine. The midpoint separating the two images is the line of fuel injection. The side edges are symmetry
planes, i.e. 30◦ line.
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Figure 5.15: Flow structure of the engine extending from the point of fuel injection to 0.32m into the
combustion chamber. Pressure contours of the engine wall, 30◦ symmetry plane and axial slices corre-
sponding to I4, I5 and C-1 through C-8 are shown. Also included are the wall shear stress streamlines
and an iso-surface of H2 at a value of φ = 1.0 (YH2=0.0283).
After the fuel has been turned in a direction parallel to the freestream flow, it continues
flowing downstream into the combustion chamber entrance, slowly dispersing out from the
plume core and the region near the wall (transported out by the upstream laminar separation
on the inlet). At an axial location of 0.095m the H2 fuel reaches maximum penetration of
approximately 0.018m from the axis of symmetry (for XH2=0.01) at which point the reflected
leading edge shock compresses the core towards the wall. The conical shock does not compress
the fuel plume core evenly; the fuel on the injector centerline compressed the greatest. As a
result vorticity is introduced into the axial plane generating a Counter-Rotating Vortex (CRV)
pair. In the same manner as the FT simulation, the mixing process is dominated by the formation
of a CRV pair. The CRV rotates in the direction from the centreline along the wall towards
the 30◦ line, before rotating away from the wall into the flow and back towards the injector
centerline, as illustrated in (c). The fuel and air are enveloped in this process resulting in the
macro then micro mixing as the flow progresses downstream.
Overall there is good agreement between the experimental cp data on the 13◦ and the results
of both of the simulations to within experimental uncertainty. The exceptions to this statement
are the locations C-5 and C-14 which are in the vicinity of the SWBLI. The experimental St
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(a) Injector plane (0◦ line) Mach number con-
tour. Note th bow shock, separation fuel
plume and Mach disk.
(b) Three-Dimensional view of the injection
process and the distribution of H2. The left
hand flowfield is a Schlieren image illus-
trating the position of shock structures and
also shows streamlines of fuel exiting the
injector. The right hand flowfield illustrates
the mass fraction of H2 and the yellow line
shows the limit of XH2=0.01.
(c) Three-Dimensional view of the injection process and the distribu-
tion of H2. The left hand flowfield is a Schlieren image illustrating
the position of shock structures; streamlines on the inlet surface
illustrate the movement of the cross flow around the fuel plume.
The right hand flowfield illustrates the mass fraction of H2 and the
yellow line shows the limit of XH2=0.01.
Figure 5.16: Fuel injection and distribution process for the TO simulation of Shot 2295.
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data on the 30◦ line and the CFD simulations however show some discrepancies. The TO
simulation underpredicts St in the combustor entrance (C-1 – C-4) due to the presence of fuel
on the 30◦ line, and overpredicts St in the 1st hot pocket due to lack of fuel in this vicinity.
The FT simulation predicts St to within experimental data from the start of the combustor until
downstream of ST2 where the presence of excess cold fuel cools the boundary layer. In the 2nd
hot pocket structure, both CFD simulations predict peak St ≈ 60% the measured value.
A comparison of the H2 mass fractions at axial planes spaced every 0.1m from 0.0m (com-
bustion chamber entrance) to 0.4m is presented in Figure 5.17. The discrepancies in the location
of fuel, particularly from 0.0m to 0.2m where the lack of fuel in the FT case (YH2 < 0.001) at
the 30◦ line, account for the differences in St numbers in the combustion chamber expansion
region and SI1.
5.5 Fuel into Air Results
5.5.1 Experimental Results
A total of 19 Fuel into Air experiments of the low (1261, 1262, 1264, 1265), medium (1259,
2140, 2141, 2143, 2145, 2289, 2291), high (2137, 2146, 2147, 2293, 2294, 2296) and very
high (1260, 1266) dynamic pressure conditions were conducted. In addition various fuel equiv-
alence ratios were examined, ranging from 0.18 to 0.98. These Fuel into Air experiments were
conducted in order to establish a dataset on the behaviour of a large inlet-fuelled axisymmetric
radical farming scramjet engine across a range of equivalent Mach 8, 3.3MJkg-1 flight condi-
tions. Figure 5.18 presents a numerical Schlieren image of Shot 2294 illustrating the flowfield
structure.
Figure 5.19 presents experimental cp values for the Fuel into Air shots, Shot 2293 and Shot
2294 measured along the 13◦ line. The error bars show the experimental uncertainty in cp.
The wall cp from the CFD reconstructions of Shot 2294 employing a RANS two-equation SST
turbulence model for both a Fully Turbulent (FT) domain and a Turbulence Source Terms Off
(TO) region domain9 are also included. The experimental dataset for the equivalent Fuel-Off
Shot 2292 and the Fuel into N2 Shot 2295 are also included.
The flow in the combustion chamber of the Fuel into Air experiments is characterised by
four SWBLIs comprising a total of three hot pocket structures. The location of SI2 for the
9The turbulence source terms off extends from the inflow to a location 150mm upstream of the combustion
chamber entrance. The selection of this value was arbitary. The objective of the TO simulation was not to try and
exactly reconcile the experimental and CFD data, but rather to demonstrate potential flowfield variations due to the
presence of the laminar boundary layer.
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(a) X = 0mm. (b) X = 100mm.
(c) X = 200mm. (d) X = 300mm.
(e) X = 400mm.
Figure 5.17: Engine flowfield axial slices depicting H2 contours lines for Shot 2295 data reconstruction
simulations. The left hand image is the fully turbulent model and the right hand image depicts the
the turbulence source term off region extending from the inlet to a location 150mm upstream of the
combustion chamber. The midpoint separating the two images is the line of fuel injection.
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Figure 5.18: CFD generated Schlieren image of the Fuel into Air experiment’s flow structure. Shock-
wave/boundary-layer interactions and hot pocket structures are highlighted. Image is a take of the
injection plane, i.e. 0◦ line (Shot 2294 Fully Turbulent simulation).
Figure 5.19: Fuel into Air Shots 2293 and 2294 cp experimental data measured on the 13◦ line. Shot
2294 equivalent Fuel into N2 Shot 2295 and Fuel-Off Shot 2292 experimental data is also included.
The data is the mean time averaged cp with experimental uncertainty errorbars. Also included are the
FT and TO CFD simulations of Shot 2294. The vertical dashed lines indicate the location of inlet ramp
interfaces.
Fuel into Air experiments is in-line with the Fuel into N2 Shot 2294. The mean cp values of
Shot 2293 and Shot 2294 attain approximately 0.86 at C-7 (0.25m) greater than the Fuel into
N2 value of 0.67710 and Fuel-Off value of 0.788. This indicates that chemical activity and heat
release is occurring within the 1st hot pocket structure. The 1st hot pocket for the Fuel into Air
10Peak cp for Shot 2295 occurred at C-6 and was 0.714.
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experiments is therefore termed the radical farm. In the radical farm downstream expansion, cp
remains greater in the Fuel into Air results (not decreasing below a mean value of 0.4) than the
other experiments (mean cp decreasing to 0.4 at C-13). SI3 occurs between 0.45m and 0.49m in
the Fuel into Air experiments. A 3rd hot pocket is present in the fuel into Air experiments and
SI4 is located between 0.69m – 0.73m for Shot 2294 and 0.73m – 0.77m for Shot 2293. Peak
cp for both Fuel into Air shots occurs in the third hot pocket structure, with Shot 2294 attaining
a mean value of 1.338 and Shot 2293 attaining a mean value of 0.867.
These findings indicate chemical activity, combustion and heat release are present in the Fuel
into Air experiments. Lower Mach numbers, due to increased flowfield temperature, shift hot
pocket structures upstream. The combustion and increased temperatures further drive the Mach
number in the combustion chamber below that experienced in the Fuel into N2 experiments,
shifting the reflected SI3 wave upstream into the combustion chamber to form SI4. Heat release
from combustion is also responsible for increased pressures in the flow. Ignition occurs within
the radical farm (1st hot pocket) and the fact that cp between C-10 and C-12 does not decrease
with the expansion indicates chemical activity continues in the downstream expansion region.
The higher equivalence ratio experiment produced higher cp values and a 3rd hot pocket structure
further upstream as a result of greater combustion.
Figure 5.20 presents experimental St values for the Fuel into Air shots, Shot 2293 and Shot
2294 measured along the 30◦ line. The error bars show the experimental uncertainty in St. The
St from the CFD reconstruction of Shot 2294 employing a RANS two-equation SST turbulence
for both a FT and TO domain are included. The experimental dataset of the Fuel-Off Shot 2292
and the Fuel into N2 Shot 2295 are also included.
The St distributions along the 30◦ line demonstrated a three hot pocket structure in the
combustion chamber. Peak St in the 1st hot pocket structure is 0.016 attained in Shot 2293.
The peak Shot 2294 value in the 1st hot pocket structure is 0.011. The difference is being
attributed to the different amounts of cold fuel present in the flow at that location. Peak St in
the Shot 2294 experimental dataset is 0.016 at SI4 (0.69m). The St 0.33m downstream in the
combustion chamber are greater in the Fuel into Air experiments. This includes the expansion
regions, indicating chemical activity on the 30◦ line. In the 2nd hot pocket structure St values
are approximately 70% greater than the Fuel-Off simulations.
5.5.2 CFD Reconstructions
Simulations of the high dynamic pressure Shot 2294 (q∞=59.8kPa, φ=0.43), including both a
FT and TO domain, and the medium dynamic pressure Shot 2289 (q∞=48.5kPa, φ=0.37), using
a FT domain, are presented.
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Figure 5.20: Fuel into Air Shots 2293 and 2294 St experimental data measured on the 30◦ line. Shot
2294 equivalent Fuel into N2 Shot 2295 and Fuel-Off Shot 2292 experimental data is also included.
The data is the mean time averaged St with experimental uncertainty errorbars. Also included are the
FT and TO CFD simulations of Shot 2294. The vertical dashed lines indicate the location of inlet ramp
interfaces.
Figure 5.21 illustrates the evolution of H2O and temperature distribution throughout the
engine for the FT simulation of Shot 2294. Figure 5.22 illustrates the combustion efficiency of
both the FT and TO simulations of Shot 2294. Figure 5.23 illustrates pressures, reaction rates
and species formation rates (H and H2O) along Streamline A which passes through the location
[x=0.017m, y=0.0526m, z=0.0155m] (located at an angular displacement of 16.5◦ from the
plane of fuel injection in the radical farm at x=0.17m) for both the FT and TO simulations. The
path of Streamtrace A is presented in Figure 5.21 (e) in the FT simulation.
In the FT simulation, the same fuel injection effect observed for the Fuel into N2 Shot 2295
is observed. H2O is observed in amounts greater than YH2O=0.02 at -0.86m, upstream of the
third conical inlet ramp. H2O initially forms on the periphery of the injected fuel plume (local
φ ≤ 2.0), in a region where temperatures are generated in excess of 1500K due to the bow
shock formation. Formation of H2O continues in the region of the fuel plume periphery in the
combustion chamber upstream of SI1, increasing to levels in excess of YH2O>0.1. The engine
combustion efficiency upstream of SI1 is ηc= 0.04 confirming the formation of free radicals
and H2O. The rate of production of radicals and YH2O increases across SI1, as shown in Figure
5.23. It is however confined to a region at an angular location of approximately 15◦ to 18◦
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(a) Inlet and combustor entrance. (b) Axial slice at x=-0.8m illustrating
the formation of H2O in the inlet on
the fuel plume core periphery.
(c) Radical farm. (d) 2nd hot pocket.
(e) Engine with Streamtrace A.
Figure 5.21: Evolution of H2O (right contours) and temperature (left contours) for Shot 2294 FT domain.
Yellow line on H2O contour axial slices indicates limit of XH2 = 0.01. Axial slices correspond to
transducer locations.
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Figure 5.22: Comubstion efficiency, ηc, plot of the numerical reconstruction of Shot 2294 for both the
FT and TO simulations.
from the plane of fuel injection where temperatures are approximately 1250K and pressures in
excess of 33kPa. Reaction rates (Refer Table B.2 Appendix B) increase for Reaction 2 from
100 mol m-3 s-1 to 9100 mol m-3 s-1 and for Reaction 6 from 10 mol m-3 s-1 to 210 mol m-3
s-1 across SI1 (Streamtrace A). Reaction rates decrease with the decrease in pressure (pressure
decrease due to the formation of CRV) between SI1 and SI2. Reaction rates increase further
for Reaction 2 from 2500 mol m-3 s-1 to 11500 mol m-3 s-1 and for Reaction 6 from 170 mol
m-3 s-1 to 550 mol m-3 s-1 (peak rate) across SI2 (Streamtrace A) and the combustion efficiency
attains a value of ηc= 0.178. Peak H and H2O formation rates occur at approximately 0.3m in the
downstream expansion along Streamtrace A at values of 6.5×104 mol m-3 s-1 and 5.45×104 mol
m-3 s-1 respectively as shown in Figure 5.23 (c), with species formation rates in the downstream
structures an order of magnitude less than these values. The reacting region is on the periphery
of the fuel plume core and is rotated with the CRV motion away from the wall in the same
manner described for the Fuel into N2 simulations. As the flame moves downstream the local
temperature in its vicinity increases and further reactions occur. Hunt (2014) [37] found that
a thermal compression mechanism (described by Bricalli et al. (2014) [135]) is responsible
for the downstream radical farm combustion. As the flow progresses downstream, the reacting
region is turned back towards the wall. It contacts the wall in the vicinity of x=0.31m (YH2O >
0.1), upstream of SI3. Across SI3 and SI4 chemical activity continues. No H2O was predicted
in the central hot pocket structures.
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(a) Reaction rates FT simulation. (b) Reaction rates TO simulation.
(c) Species formation rates FT simulation. (d) Species formation rates TO simulation.
Figure 5.23: Streamtrace A reaction rates for the chain branching Reaction 2 (H + O2 ←−→ OH + H)
and the three body heat releasing Reaction 6 (H + OH + M←−→ H2O + M), and net species formation
rates for H and H2O of the FT and TO simultions of Shot 2294.
Figure 5.24 illustrates the pressure contours, H2 iso-surface (YH2 = 0.0283) and a H2O iso-
surface (YH2O = 0.1) for the FT simulation of Shot 2294. The structure of the inlet flow is
identical to the Fuel into N211 and the letters in (a) illustrate the same features in Figure 5.15.
The structures of the the 2nd and 3rd hot pockets is illustrated in (b). Separation zone exists on
the 30◦ line at SI3 SWBLI. It extends from approximately x=0.41m to x=0.46m and from the
30◦ line to an angular displacement of approximately 23◦. This is the only separation detected
in the combustion chamber of this simulation. The separated flow, in addition to the presence of
H2O in the vicinity, is consistent with the rise of the experimental St at C-11 (0.41m) and C-12
(0.45m) as shown in Figure 5.20. A separation in the equivalent location in the TO simulation
was also observed.
11With the exception of the formation of H2O in limited amounts near the wall.
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(a) Inlet and combustor entrance. (b) 2nd and 3rd hot pockets.
(c) Entire simulated flowfield.
Figure 5.24: Structure of the Shot 2294 FT domain illustrating pressure contours. H2 iso-surface
(YH2=0.0283) is the white surface; H2O iso-surface (YH2O=0.1) is the red surface.
Figure 5.25 illustrates the evolution of H2O and temperature distribution throughout the
engine for the TO simulation of Shot 2294. In the analysis of the Fuel into N2 Shot 2295, it was
shown that the presence of a laminar separation on the inlet (under the conditions examined)
altered the distribution of fuel. This results in a different evolution of H2O throughout the
combustion chamber. Radical and H2O formation is predicted to still occur in the inlet and
prior to SI1 in the combustion chamber, but their location is concentrated not on the periphery
of the plume core but in the vicinity of the fuel pulled away from the core (Refer Figure 5.25
(b)). Mass fraction YH2O=0.02 is attained at -0.9m. Different shock structures result from the
different fuel plume profiles and in this case, temperatures and pressures generated by the shock
for the TO domain are not sufficient to produce YH2O > 0.02 on the core plume periphery. The
flow continues to move downstream in the inlet and into the combustion chamber, radical and
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H2O formation, and associated temperature increases continue moving towards the 30◦ line.
The engine combustion efficiency upstream of SI1 is ηc= 0.03 confirming the formation of
H2O. As the flow passes through SI1, chemical activity increases, as indicated by the increase
in Reaction 2 rate from 500 mol m-3 s-1 to 2900 mol m-3 s-1 and for Reaction 6 from 15 mol m-3
s-1 to 160 mol m-3 s-1 on Streamtrace A (Figure 5.23 (b)). The reaction rates increase throughout
the radical farm, particularly at an axial location of 0.18m, indicating the region of compression
due to the motion of the CRV pair, and at 0.2m, SI2. The formation rates of H and H2O on
Streamtrace A peak at an axial location of 0.28m in the downstream expansion attaining values
of 7.2×104 mol m-3 s-1 and 6.3×104 mol m-3 s-1 respectively. The evolution of H2O is restricted
by the air-fuel mixture temperatures on the core periphery in the radical farm and downstream
expansion; the formation of H2 and initial heating occurs close to the 30◦ line and not in the
core periphery upstream of SI1. A comparison of the evolution of H2O between the FT and TO
simulations is presented in figure 5.26. This results in the TO predictions of lower efficiencies
than the FT efficiencies in this region, as shown in Figure 5.22. In a manner similar to the FT
simulation, the CRV pair rotates the reacting region, increasing temperature of cooler regions
and further igniting the air-fuel mixture. Unlike the FT case, the lower temperature on the core
periphery due to the inlet laminar separation and initial fuel distribution restricts combustion in
the radical farm and downstream expansion to the extent that H2 in mass fraction YH2O > 0.1
does not contact the wall ahead of SI3. Across SI3 and SI4 there is further increased chemical
activity. No H2O was predicted in the central hot pocket structures.
Figure 5.27 shows axial displacement, angular displacement from the injector plane (θ), and
H2O, cp and St for Shot 2294 in both FT and TO simulations. These plots illustrate the three-
dimensional nature of the engine. Peak cp and St values occur on the plane of fuel injection in
both simulations. The cp and St values decrease moving towards the 30◦ line. This is the same
angular displacement downstream of SI3 where H2O mass fraction peaks. The peak St occurs
in the vicinity of SI3 and is due to the flow separation. The evolution of H2O on the combustion
chamber wall illustrates the effect of the CRV pair rotating the fuel towards the 30◦ line, the
limited H2O present upstream of SI3, and the different regions of reaction for the two different
simulations (especially upstream of SI3). In the experimental data and CFD comparison in
Figure 5.19, the TO simulation predicted cp within experimental uncertainty in the radical farm
expansion region (transducer locations C-8 to C-13) whereas the FT simulation did not. Plots
(c), (d), (e) and (f) show that in the TO simulation H2 formation on the combustion wall near
the 13◦ line is YH2O < 0.05 until approximately 0.43m (corresponding FT value at this location
is 0.225). In the FT simulations the H2O is present on the wall in the vicinity from 0.29m into
the combustion chamber in mass fractions YH2O > 0.05, implying more chemical activity in the
region leading to heat release and increased pressures, in turn leading to the higher cp values
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(a) Inlet and combustor entrance. (b) Axial slice at x=-0.8m illustrating
the formation of H2O in the inlet on
the fuel plume core periphery.
(c) Radical farm. (d) 2nd hot pocket.
(e) Engine with Streamtrace A.
Figure 5.25: Evolution of H2O (right contours) and temperature (left contours) for Shot 2294 TO do-
main. Yellow line on H2O contour axial slices indicates limit of XH2 = 0.01. Axial slices correspond
to transducer locations.
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(a) X = 170mm. (b) X = 210mm.
(c) X = 250mm. (d) X = 290mm.
(e) X = 330mm. (f) X = 450mm.
Figure 5.26: Evolution of H2O in the radical farm and downstream expansion. The left hand image is
the FT and the right hand image depicts the TO simulations. The midpoint separating the two images
is the line of fuel injection. Note the difference in H2O distribution with the TO distributions pushed
towards the 30◦ line.
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than in the TO simulation. These CFD results indicate that chemical activity in the radical farm
expansion region in the experiment was limited to levels less than a fully turbulent flowfield
upstream of SI3.
The CFD simulations of Shot 2294 show that many of the flowfield features can be recon-
structed, but full reconciliation with experimental data was not possible. This was due to the
fuel-air mixing effects complicated by the laminar nature of the inlet boundary layer that was
not resolved.
A FT simulation of a medium dynamic pressure, lower fuel equivalence ratio experiment,
Shot 2289 (q∞= 48.5kPa, φ=0.37), was carried on to determine if under different circumstances
more accurate reconstructions could be obtained. Figure 5.28 illustrates the experimental data
set for Shot 2289 and its FT CFD reconstruction.
The CFD reconstruction of the cp on the 13◦ line is in excellent agreement to the experimen-
tal results. Simulated cp are within experimental uncertainty at each transducer location with the
exception of C-9 (0.33m). St in the combustion chamber downstream of the radical farm was
unresolved. The 2nd hot pocket values were greater in the experimental measurements (peak St
in the 2nd hot pocket was 0.0146 for the experiment and 0.0105 for the CFD), indicating more
combustion in this region in the experiment than predicted. The simulation St in the 3rd hot
pocket is within experimental uncertainty.
Figure 5.29 illustrates the evolution of H2O and temperature distribution throughout the
engine in the FT simulation of Shot 2289. This shows a similar structure to the Shot 2294
reconstruction. Lower dynamic and static pressure and less fuel in Shot 2289 results in less
chemical activity occurring throughout the engine, as evident by the H2O concentration. The
reacting region is not rotated through the CRV mechanism to the wall in this case, and H2O
does not reach YH2O > 0.02 upstream of SI3 (outside of the initial reacting region in the vicinity
of the 30◦ line). In the Shot 2294 FT simulation this was not the case although the experimental
data demonstrated the cp values on the 13◦ line were consistent with no H2O and no chemical
activity.
5.6 Effects of Dynamic Pressure
The dynamic pressure is representative of a range of parameters associated with atmospheric
flight including altitude and Reynolds number. In this Section, the effect of the dynamic pres-
sure on the combustion process is examined through comparing experiments at similar φ but at
different dynamic pressure.
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(a) FT simulation cp distribution. (b) TO simulation cp distribution.
(c) FT simulation H2O distribution. (d) TO simulation H2O distribution.
(e) FT simulation St distribution. (f) TO simulation St distribution.
Figure 5.27: Combustion chamber wall parameter distributions for cp, H2O and St for the Shot 2294
CFD simulations.
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(a) Shot 2289 cp distribution 13◦ line. (b) Shot 2289 St distribution 30◦ line.
Figure 5.28: Shot 2289 (q∞= 48.5kPa, φ=0.37) experimental results with Fully Turbulent reconstruction
results. The experimental data is the time averaged measurements with experimental uncertainty error
bars. The vertical dashed lines indicate the location of inlet ramp interfaces.
Figure 5.30 presents the cp results for the low, medium and very high dynamic pressures
tested for the Fuel into Air experiments on both the 13◦ and 30◦ line. All experiments had
φ ≈ 0.45. All experiments exhibit a four shock impingement and three hot pocket structure
in the combustion chamber. At low and medium dynamic pressure experiments exhibit strong
similarities in flowfield structure. The location of SI1 and SI3 for the low and medium dynamic
pressure simulations occurs in the same vicinity, between 0.13m – 0.17m and 0.45m – 0.49m
for SI1 and SI3 respectively. The experimental cp values downstream of the radical farm are
greater for higher dynamic pressures. The greater static pressures in these simulations increase
chemical activity and heat release. SI4 moves upstream with dynamic pressure and SI4 is
located between 0.73m – 0.77m for the low dynamic pressure experiment and 0.69m – 0.73m
for the medium dynamic pressure experiment. This upstream shift is another result of increased
chemical activity occurring with increased dynamic pressure, where greater amounts of heat
release further reduced Mach numbers and steepen shock angles.
The highest dynamic pressure experiment produced a different flowfield structure in the
combustion chamber. The increase in cp in SI1 extends 0.05m – 0.09m in the combustion
chamber, more gradual than the other dynamic pressure conditions. The same phenomenon is
observed for SI3 and SI4. These structures are indicative of a separated flow region caused by
the SWBLI coupling with the chemical activity to form a flame holding structure.
The cp trace data over the test time comparing the evolution of cp for the very high dynamic
pressure (red) and medium dynamic pressure (blue) conditions are presented in Figure 5.31.
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(a) Inlet and combustor entrance. (b) Radical farm.
(c) 2nd hot pocket.
(d) Engine domain flowfield.
Figure 5.29: Evolution of H2O (right contours) and temperature (left contours) for Shot 2289 FT domain.
Yellow line on H2O contour axial slices indicates limit of XH2 = 0.01. Axial slices correspond to
transducer locations.
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(a) 13◦ line. (b) 30◦ line.
Figure 5.30: The cp distribution of the φ ≈0.45 experiments illustrating the effects of dynamic pressure.
At C-3 (0.09m) and C-4 (0.13m) the medium dynamic pressure condition demonstrates a drop
in cp (from approximately 0.45 to 0.15) to a relatively steady state after the transient start-up
process has ended (after approximately 2ms total test time). The very high dynamic pressure
condition exhibits behaviour in C-3 and C-4 similar to that observed in C-5, the location of SI1
in the medium dynamic pressure condition. The decrease in cp after the initial rise is limited to
0.1–0.2 and there is much deviation in the mean cp for the nominal test time of 2ms – 6ms (stan-
dard deviation is 0.036 compared to 0.017 in C-4 for Shot 1266 and Shot 1259 respectively).
This indicates an unsteady process such as a separated region in the vicinity of the combustor
entrance. This phenomenon is associated with the engine starting process.
5.6.1 Facility Comparison
A critical step in combining datasets from two different facilities is to ensure that there is
reasonable agreement in experimental results when experiments are performed under similar
conditions. Without validation, comparing the different facilities’ datasets becomes difficult.
Analysis of the computed inflow datasets shows variations in the medium dynamic pressure
conditions between the HEG and the HIEST facility for the nominal conditions examined. The
HIEST facility consistently produced Mach numbers approximately 5% greater than the HEG
facility while the calculated oxygen mass fraction in the freestream exiting the nozzle was in
excess of 100% greater in the HEG facility (YO ≈ 0.04% for the medium pressure condition)
than in the HIEST facility (YO ≈ 0.01% for the medium pressure condition), for the same nom-
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(a) C-3 (0.09m)
(b) C-4 (0.13m)
(c) C-5 (0.17m)
Figure 5.31: Evolution of cp for the highest dynamic pressure (red) and medium dynamic pressure
(blue) conditions in the vicinity of SI1 and upstream (0.09m – 0.17m). The black arrows in (a) and (b)
indicate the region in the very high dynamic pressure condition where the start up process is ending.
inal conditions12. In the comparison of Fuel-Off shots (Refer Figure 5.6) the upstream shift in
SWBLI as a result of the Mach number mismatch was noted.
In Figure 5.32 cp data from HEG Shot 1259 and HIEST Shot 2145 are presented. These are
medium dynamic pressure condition experiments with inflow dynamic pressures q∞ = 49.4kPa
and q∞ = 45.9kPa, respectively, and equivalence ratios φ = 0.47 and φ = 0.45, respectively.
The datasets demonstrate reasonable agreement between the two experiments. The general
structure of the flowfield is similar, each exhibiting three hot pocket structures separated by
regions of flow expansion. The locations of the structures within the engine are similar. There
are several locations including C-4, C-5, C-9, C-10, C-11, C-12 and C-13 in which the cp in one
experiment lies outside of the experimental uncertainty of the other. It must be noted however
that the HEG-derived uncertainties include only those due to transducers and neglect those due
to freestream parameters, hence underestimating overall experimental uncertainty. Note that the
there is a 21% uncertainty in the fuel equivalence ratio for Shot 2145. All things considered,
experiments between the two facilities under similar conditions are comparable.
12These parameters were not measured directly but rather reconstructed using numerical methods based on the
measured shock tube end stagnation pressure and the measured shock tube shock speed.
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Figure 5.32: Coefficient of pressure distributions comparing the HEG (Shot 1259) and HIEST (Shot
2145) test facilities on the 30◦ line.
5.7 Conclusions
In this Chapter the results of three experimental campaigns performed in the HEG and HIEST
test facilities of an inlet fuelled axisymmetric scramjet engine are presented. The nominal
conditions that the engine was tested at was an equivalent Mach 8, 27.5km altitude, 3.3MJkg-1
flight condition. Four dynamic pressures, ranging from 28.5kPa to 75kPa and various fuel
equivalence ratios, ranging from 0.0 to 0.98 were examined. Pressure measurements and heat
flux measurements were obtained during testing. High-fidelity RANS CFD reconstructions
of selected experiments were also performed in order to gain further insight into the engine
flowfield structures in addition to the wall datasets obtained in the experiments. The objectives
of this study were to examine the performance of the engine and to validate the CFD solver and
settings for the numerical scaling studies.
The Fuel-Off experiments produced steady state flows. The flowfield structure in the com-
bustion chamber comprised three SWBLIs forming two hot pockets. The CFD code was able
to reproduce the experimental cp distributions to within experimental uncertainty. CFD recon-
struction of the Stanton number distribution showed that the boundary layer in the inlet was not
fully turbulent, although good agreement was obtained between the measured and simulated
Stanton numbers in the combustion chamber. A RANS technique used to simulate the flow-
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field with a section of the inlet laminar boundary layer (Turbulence Source Terms Off (TO))
showed good agreement in reconstructing the flow features on the first conical inlet ramp and
combustion chamber, but did not fully reconstruct the inlet flowfield.
The Fuel into N2 experiments produced steady state flows. Conditions examined covered
the range of 29.3kPa < q∞ < 60.4kPa and 0.37 < φ < 0.52. The flowfield structure in the
combustion chamber comprised three SWBLIs forming two hot pockets. Excellent agreement
between the experimental cp values and both the FT and TO CFD simulations was obtained.
Reconciliation between the experimental Stanton number and the CFD simulations was possible
in the 1st hot pocket but discrepancies between the results emerged further downstream in the
combustion chamber. This was attributed to the mixing process between the air and the fuel,
which through the TO simulation was shown to have been influenced by the complex laminar-
turbulent inlet structures.
The Fuel into Air experiments produced steady state flows and 2 engine unstarts. Conditions
examined covered the range of 27.4kPa < q∞ < 75.9kPa and 0.18 < φ < 0.98. The flowfield
structure in the combustion chamber comprised four SWBLIs forming three hot pockets. The
SWBLI were observed to have moved upstream of both the Fuel-Off and Fuel into N2 experi-
ments. In addition cp and St measurements were greater in the Fuel into Air experiments and
increased with fuel equivalence ratio. These results indicated chemical activity and combustion
in the flowfield, initiating in the region of SI1 and SI2 (i.e. the radical farm). Experimental
data also showed the continuation of chemical activity in the expansion regions. The CFD code
produced good agreement in cp values and trends. The TO simulation for Shot 2294 produced
a superior cp reconstruction to the FT simulation. In the lower equivalence ratio Shot 2289 a
FT simulation was able to reconstruct the wall cp to within experimental uncertainty. The code
could not reconcile the experimental Stanton number distributions for the entire engine, but
where it failed to produce the correct value to within experimental uncertainty, it did at least
predict the correct trend.
The effect of dynamic pressure on the engine wall cp distribution over the dynamic pressure
range was analysed. The low and medium dynamic pressure ranges were observed to have
similar cp distributions. The greater dynamic pressure result had greater cp values and upstream
shifted SWBLI due to increased chemical activity, pressure rises and heat release. The very
high dynamic pressure dataset illustrated a flowfield structure different to the other experimental
results.
The high-fidelity RANS CFD generated flowfields gave excellent insight into the complex
physical and chemical phenomena occurring in the engine. Both fully turbulent (FT) and tur-
bulence source terms off region (TO) domains were simulated in order to gain insight into the
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potential effects and structures generated by a non fully turbulent boundary layer in the inlet.
The Fuel into N2 flowfields illustrated the three-dimensional fuel injection process, mixing and
distribution processes. The formation of a counter-rotating vortex (CRV) pair in the combustion
chamber enveloped the fuel and N2 leading to mixing. This feature in this class of engine had
been previously identified by Peterson et al. (2012) [90] and Hunt (2014) [37]. The simulated
flowfields also showed that no fuel at molar fraction XH2 > 0.01 entered the central hot pocket
structures. The simulation of a TO domain extending from the inlet to a location 150mm up-
stream of the combustion chamber entrance had the same general flowfield features as the FT
simulation including the formation of a CRV pair. The presence of a laminar separation at the
compression corner of conical ramps 1-2 in the inlet, however, altered the distribution of fuel
from the injection process and fuel plume bow shock structure. In the Fuel into Air simulations
chemical activity was found to initiate in the inlet, in regions of high temperature and pres-
sures generated by the fuel plume bow shock. Combustion prior to SI1 however was limited
(ηc < 5%). Across SI1 chemical activity increased in a region of high pressure and temperature
near the wall and at an angular displacement form the injector plane of 15◦ – 18◦ where the
motion of the CRV pair further increased the local static pressure. Chemical activity increased
further through SI2 and the CRV pair enveloped the region with fuel to further promote com-
bustion as the flow progressed downstream through the engine. Due to the initiation of major
chemical activity in the 1st hot pocket structure, it is concluded that this engine exhibited radical
farming. No H2O formation was detected in the central hot pocket structures.
This study also concludes that the CFD++ code is an appropriate tool in predicting the
trends and important features of the flow physics / chemistry and their coupling, and is therefore
also an appropriate tool to analyse reacting inlet-fuelled axisymmetric radical farming scram-
jet engine flowfields. Despite the fact that CFD++ was not able to fully reconstruct all of the
complex phenomena occurring in the flowfields for the Fuel into N2 and Fuel into Air experi-
ments to within experimental uncertainty, the discrepancies can be explained; the application of
CFD++ has enabled the significant insight into various flowfield phenomena occurring within
the engine, thus enabling improved understanding of the engine for the scaling study; and fully
reacting three-dimensional turbulent flowfield reconstructions of this class of scramjet engine
are possible, greatly increasing the realism of simulations over a 1D analysis or cycle analysis.
In particular CFD++ reproduced flowfields observed in this class of engine by Peterson et al.
(2012) [90] and Hunt (2014) [37]. In experiment-CFD comparisons, the lower φ experiment
(2289) achieved good agreement between experimental cp and the FT CFD reconstruction to
within experimental uncertainty was obtained. The high φ experiment (2294) achieves better
agreement between experimental cp and the TO CFD reconstruction to within experimental un-
certainty, since the TO simulation models the distribution of fuel away from the core plume so
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that there is less chemical activity prior to SI3. However the exact distribution of fuel due to
the laminar boundary layer in the inlet could not correctly model the distribution on the 30◦
line, hence the mismatch in Stanton numbers in some locations. Since important flow features
are identified including in the reacting flow simulations (such as the formation of the CRV pair
and reaction mechanism) it is concluded that this approach is valid. It is expected that if the
boundary layer remains fully turbulent in the inlet and no separations alter the fuel distribu-
tion, CFD++ (Goldberg et al. 2000) [82] employing the RANS two-equation SST turbulence
equation (Menter 1994) [84] and the Jachimowski (Jachimowski 1992a) [19] H2-Air reaction
scheme would provide excellent insight into the flowfield structures and chemistry occurring in
an inlet-fuelled axisymmetric radical farming scramjet engine operating at equivalent Mach 8
3.3MJkg-1 conditions.
Chapter 6
Plain Air Scaling Study
6.1 Overview
In Chapter 5 the experimental dataset of a large inlet-fuelled axisymmetric radical farming
scramjet engine were presented with numerical reconstructions of the flowfields. Confidence
in the application of the numerical research tool CFD++ to generate flowfields of this class of
scramjet engine illustrating the important flow physics / chemistry and coupling was gained.
This study can now proceed to the scaling study with confidence that the numerical approach
employed will accurately predict the physical flow structures, chemistry and behaviour of this
class of scramjet engine.
Reviews of previous scramjet engine scaling studies into the processes occurring in an inlet-
fuelled radical farming scramjet engine have established that while exact scaling between two
engines of different length scale is not possible, quasi-scaled solutions in which similar perfor-
mances and flowfield structures are possible using the Pressure-Length scaling criteria. This
criteria has also been identified as having two approaches; the PL scaling law, maintaining the
Reynolds number and Damköhler number based on ignition reaction timescales, and the PnL
scaling law, where the pressure exponent ‘n’ is selected to scale the Damköhler number based
on three body heat releasing reactions timescales.
In this Chapter, the results of a numerical scaling study employing the Pressure-Length
scaling criteria on an axisymmetric inlet-fuelled radical farming scramjet engine is presented.
The scope of this study is limited to plain air test gas mediums and fully turbulent flowfield
domains. Both approaches to the Pressure-Length scaling criteria are examined and assessed
quantitatively to determine the most appropriate approach to achieve a quasi-scaled full scale
model flowfield and performance.
This Chapter contains four components. An overview of a premixed axisymmetric repre-
sentation of the engine is given to identify its behaviour, flowfield structures and key conditions
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in the structures. An overview of the hydrogen-air chemical kinetic timescales follows. The
scaling study of the engine is in two components. The first is an axisymmetric study in which
fuel is premixed with the inflow air. This allows for scaling to be assessed under the condition
of reaction limited combustion. The second is a study employing a three dimensional model
and includes the effects of discrete fuel injection and mixing in addition to chemistry and other
basic physical fluid dynamics effects.
6.2 Premixed Axisymmetric Radical Farming Scramjet Flow-
field
6.2.1 Conditions
In the premixed plain air scaling study one condition was examined at two different equivalence
ratios. The condition was an equivalent Mach 8 flight at an altitude of 28.5km (3.1 MJkg-1) with
equivalence ratios of φ = 0.5 and 1.0 examined. The selection of this test condition was to have
similar conditions to the SCRAMSPACE (Tirtey et al. 2012) [129] nominal flight condition of
27.5km altitude whilst allowing for steady and stable flowfields to form in both the equivalence
ratio cases examined1. The premixed inflow conditions are presented in Table 6.1. Derivation of
these conditions was achieved through adding the desired amount of fuel into a pure air mixture
at the prescribed altitude, in a process outlined in Appendix F.
Table 6.1: Premixed axisymmetric scramjet baseline freestream conditions.
Parameter φ = 0.5 Condition φ = 1.0 Condition
Mach. No. 7.69 7.16
q∞ [kPa] 73.8 75.1
P∞ [Pa] 1776 2082
T∞ [K] 225.15 225.15
V∞ [ms-1] 2533.8 2539.1
γ 1.404 1.406
Reunit [m-1] 1.44×105 1.36×105
YH2 0.014351 0.028296
YO2 0.227783 0.224561
YN2 0.757865 0.747143
1A Mach 8 at 27.5km altitude equivalent flight condition resulted in an unstart due to thermal choking for the
φ = 1.0 case.
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6.2.2 Flowpath
The flowpath used in this investigation and in the premixed axisymmetric scaling investigation
was a 1.57:1 scaled version of the SCRAMSPACE (Tirtey et al. 2012) [129] flowpath.
6.2.3 Amendments to Mesh - Reaction Off Regions
Numerical reconstructions of the experimental results (Refer Chapter 5) did not show any ev-
idence of fuel reaching the hot pocket structures that form on the axis of symmetry, nor any
combustion occurring in these regions. Furthermore, premixed simulations with combustion
occurring in the hot pocket regions on the axis of symmetry for these conditions resulted in
thermal choking and engine unstarts. Therefore the numerical chemistry modelling for the ax-
isymmetric simulations has been turned off in a region extending approximately 0.28 radii from
the axis of symmetry along the length of the combustion chamber and nozzle. This region en-
closes the high temperature and high pressure areas generated by the central hot pockets, thus
ensuring no reactions occur in these regions during the simulations. Chemical reactions in the
entire inlet region have also been suppressed, allowing for chemical reactions to only begin to
initiate once in the combustion chamber. The reactions-off regions are scaled appropriately with
length scale in the small scaled simulations. The presence of the reaction off region reduces the
effective fuel equivalence ratios to φ ≈ 0.463 and φ ≈ 0.926 for the nominal conditions φ = 0.5
and φ = 1.0, respectively.
6.2.4 Flowfield Structures
Frozen Flow
The frozen flowfield simulations exhibit identical structures to the Fuel-Off experimental and
CFD results (Refer Chapter 5 Section 5.3).
Reacting Flow
Flowfield contours showing the density gradient, pressure, temperature and H2O structures are
presented in Figure 6.1. The flowfield structures of both conditions deviate from the frozen solu-
tion downstream of the radical farm in the reacting simulations. Both simulated flowfields have
a series of hot pocket structures forming on the wall (and also the axis of symmetry), separated
by regions of decreased pressures and temperatures. The φ = 0.5 condition simulation exhibits
a three shock impingement, two hot pocket structure in the combustion chamber. The locations
of the 1st shock impingement (S1), the 2nd shock impingement (S2) and 3rd shock impingement
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(SI3) are 0.215, 0.284 and 0.665 combustor lengths respectively. The φ = 1.0 condition simu-
lation exhibits a four shock impingement, three hot pocket structure in the combustion chamber.
The locations of SI1, SI2, SI3 and SI4 are 0.185, 0.27, 0.635 and 0.975 combustor lengths re-
spectively. The difference in structure is attributed to the increased combustion and heat release
of the higher amount of fuel φ = 1.0 condition generating higher temperatures and lower Mach
numbers, leading to steeper shock angles downstream from the radical farm to form the third
next hot pocket. Downstream of the radical farm, H2O production (d) initiates near the wall and
continues to expand throughout the aft radical farm expansion region. Through each hot pocket
this region of combustion spreads further out in the direction of the axis of symmetry. An as-
sociated rise in temperature (c) is apparent in the same region. The presence of more hydrogen
fuel in the φ = 1.0 condition leads to greater H2O formation and heat release.
Viscous Effects
The presence of viscosity leading to the creation of a viscous and thermal boundary layer and
the resulting shock-wave/boundary-layer interactions (SWBLI) is vital for this class of engine
to achieve combustion at the given operating conditions. Figure 6.2 illustrates the importance
of the viscous effects for this class of scramjet engine, comparing pressure and temperature
contours of a chemically frozen inviscid and chemically frozen viscous simulation of the φ =
1.0 condition. Despite achieving similar pressure in the radical farm, the lack of the viscous
boundary layer and its interaction with the impinging shock structures in the inviscid case results
in maximum temperatures of 700K being generated in the radical farm, less than the classical
explosion limits of the hydrogen-air system (Karl 2011) [10]. Consequently in the inviscid
simulations no change in flowfield composition and structure was detected when a reactions-on
simulation was performed again highlighting the importance of viscous effects for this class
of engine. Temperatures in the radical farms of the viscous simulations however ranged from
1100K to 1400K, above the classical explosion limits for 60kPa (Karl 2011) [10].
6.2.5 Chemical Kinetics and Combustion
Figure 6.3 illustrates the path of Streamline A in the φ=1.0 reacting simulation. Streamline A
passes through a point [0, 0.05]m at the combustor entrance in the full scale model (equivalent
to approximately 0.9 lengths of the combustion chamber radius), and passes through each of the
downstream hot pocket structures for both the φ=0.5 and φ=1.0 conditions.
Figure 6.4 illustrates the pressure, temperature, H2O, and important chemical kinetic re-
action rates of Reactions 2, 3, 4 and 6 along Streamline A for the φ = 1.0 condition reacting
simulation. As the flow passes through the SI2 in the radical farm (formed by the coalesced con-
ical ramp interface shocks), ignition reactions (Reactions 2, 3 and 4) initiate at 0.3 combustor
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(a) Density Gradient.
(b) Pressure Contour.
(c) Temperature Contour.
(d) H2O Contour with Pressure Lines.
Figure 6.1: Flowfield contours for the fully reacting simulations. The top image is the flowfield of the
φ = 0.5 condition whilst the bottom imaged in each plot is the flowfield of φ = 1.0 condition. The
white lines separate the axis of symmetry of the two flowfields.
152 Chapter 6 Plain Air Scaling Study
(a) Pressure Contour.
(b) Temperature Contour.
Figure 6.2: Flowfield contours comparing the inviscid and viscous flowfield structure of the φ = 1.0
condition in the combustion chamber. The top image is the flowfield of the inviscid simulation whilst
the bottom imaged in each plot is the flowfield of the viscous simulation. The white lines separate the
axis of symmetry of the two flowfields.
lengths, in the vicinity of peak pressure (0.29 combustor lengths) in the radical farm and peak
rates are observed at an axial location of approximately 0.4 combustor lengths from the com-
bustor inlet, in the radical farm downstream expansion region where pressures have decreased
to 45kPa. The H2O formation initiates in the radical farm downstream expansion region at ap-
proximately 0.338 combustor lengths (YH2O > 0.001) and 1% H2O mass fraction is obtained at
0.358 combustor lengths. The temperature at this points begins to increase, against the trend of
the expansion due to initial heat addition to the flow. The primary three body heat releasing re-
action (Reaction 6) initiates at approximately 0.34 combustor lengths and peak rate is observed
at approximately 0.42 combustor lengths in the expansion region, where static pressures are
approximately 40kPa.
The two and three body reactions continue through the expansion at reduced rates of three
and one order of magnitude respectively lower than the observed peak rates. As a result of
the continued chemical activity of Reaction 6 the production of H2O continues throughout the
expansion region. The formation rate however has decreased, from generating a total of 13.5%
mass fraction in the first 0.08 combustor lengths from initiation to peak Reaction 6 rates, to gen-
erating only a further 4.5% in the next 0.24 combustor lengths. Temperatures in the expansion
region continue to rise due to the continued exothermic chemical activity.
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(a) The entire flowfield domain.
(b) The radical farm. (c) The 2nd hot pocket.
Figure 6.3: The path of Streamline A with respect to the reacting simulation of the φ=1.0 condition.
As the flow passes through the 2nd and 3rd hot pockets, there is an increase in the magnitude
of the reaction rates and Reactions 3 and 4 are observed to occur in the reverse direction for
approximately 0.02 and 0.05 combustor lengths respectively. There is an associated reduction
in the mass fraction of H2O due to its dissociation through Reaction 4. The increased tem-
perature and pressures in the hot pocket regions however increase the Reaction 6 rate in the
forward direction promoting further production of H2O. The heat released by Reaction 6 and
other exothermic reactions in the combustion kinetics results in temperatures in the second hot
pocket and further downstream exceeding those of the radical farm. In the frozen flows, peak
global temperatures were attained in the first hot pocket.
6.2.6 Radical Farm Conditions
It has been established that for the radical farming scramjet engine combustion initiates in the
high temperature and pressure regions in the radical farms. In the current axisymmetric en-
gine design the radical farms are only located at the wall (since no fuel reaches the central hot
pocket structures). The conditions in the radical farms are driven by viscous effects, resulting
in an environment conducive to combustion and heat release, which continues throughout the
downstream expansion and through the next hot pocket/s. Knowledge of the conditions in these
radical farms is vital to be able to establish relevant relationships to the reaction timescales.
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(a) Pressure, Temperature and H2O. (b) Important Reaction Rates.
Figure 6.4: The φ = 1.0 condition Streamline A properties illustrating the evolution of H2O and the
chemical kinetics.
Pressure contours with lines defining temperatures for the radical farms for each of the
conditions are presented in Figure 6.5. These were identical for both the frozen flow and fully
reacting simulations for each condition, since combustion and heat release for these conditions
occurs downstream of the radical farm. Temperatures in the radical farms are in the vicinity of
1000K to 1400K while pressures show a much greater variation from 26kPa to approximately
65kPa. In the expansion regions for the reacting flow cases, the temperatures attain over 1700K
while the pressures reduce to 29kPa for the φ = 1.0 condition.
6.3 Hydrogen-Air Chemical Kinetic Timescales
A constant pressure reactor study on hydrogen-air combustion using the Jachimowski 13 species
33 reactions scheme (Jachimowski 1992a) [19] for homogeneously mixed air and fuel at an
equivalence ratio of 1.02 was undertaken with the numerical chemical kinetics solver Cantera
(Goodwin 2012) [81] to establish:
1. Relationships between the chemical kinetic timescales and the flow conditions observed
in the radical farm.
2. Explosion limits at high pressures (> 200kPa) to determine geometric scale limits for the
scaling studies.
2Previous studies of Karl (2011) [10] and Rogers and Schexnayder (1981) [29] note that the front of a dif-
fusion flame is located at the stoichiometric surface, φ=1.0, and that this approach give results representative of
equivalence ratios ranging from 0.5 ≤ φ ≤ 2.0.
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(a) φ=0.5 condition.
(b) φ=1.0 condition.
Figure 6.5: Radical farm conditions. Temperature lines are spaced every 100K.
The reaction processes for conditions with temperatures ranging from 1100K to 1600K,
and pressures from 30kPa to 600kPa were simulated. Note that the relatively low temperatures
included in this study are due to the fact that radical farming employs milder inlet compression
to reduce drag and improve efficiency compared to conventional scramjet combustors (e.g. in
comparison to Karl (2011) [10]’s combustor where mean inflow temperatures were 1250K).
The ignition delay timescale was defined as the time at maximum inflection of atomic hydrogen
mass fraction and the chemistry time was defined as the time from ignition to the time where
temperature attains 95% of its equilibrium value. Further details on the study and detailed
results are presented in Appendix G.
Figure 6.6 illustrates the ignition delay and chemistry timescales for the initial temperature
Ti=1200K simulations. Included in the plots is the least squares power law fit relating the
pressure to the timescales. The pressure exponent in the case of the ignition delay time was 0.98
and in the chemistry time was 1.7. The plain air (i.e. air composed of O2 and N2 only) ignition
and chemistry timescales’ pressure exponent factors were in agreement with the findings of
the previous studies of Karl (2011) [10], Pergament (1963) [28] and Rogers and Schexnayder
156 Chapter 6 Plain Air Scaling Study
(1981) [29] for all initial temperatures and pressures ranging 30kPa – 150kPa. The relationship
between the timescales and the pressure could be modelled by Equations 2.7 and 2.8, and n ≈
1.7 for the chemistry timescale.
(a) Ignition delay times. τig ∝ P−0.98. (b) Chemistry times. τchem ∝ P−1.7.
Figure 6.6: Chemical kinetic timescales for the Plain Air Ti=1200K simulations. 30kPa ≤ P ≤ 150kPa.
The application of the Pressure-Length scaling laws will only remain valid if the pressure
exponent is independent of the pressure across the range of scaled conditions. If an explosion
limit is approached and the pressure exponent, n, changes with pressure the underlying assump-
tion of identical Damköhler numbers based on ignition delay timescales between models, as
proposed in Equation 2.17, will not hold true. Furthermore as the explosion limits are reached
the rapid increase in chemical reaction timescales (Refer Chapter 2, Figure 2.1 (b) illustrating
the increase in timescales with an increase in pressure for a given initial temperature as an explo-
sion limit is approached) will prohibit any chemistry occurring within the scramjet combustion
chamber3. Therefore it is important to establish the chemical kinetic behaviour at the proposed
simulation pressures to ensure that engine scaling using the Pressure-Length laws will produce
appropriately scaled chemical kinetics.
Chemical kinetic timescale data including both the ignition reaction time and the chemistry
time have been generated for pressures ranging from 200kPa to 600kPa. This pressure range
encompasses a wide range of conditions to explore the chemistry kinetics.
The high pressure ignition delay timescales for initial temperatures of Ti=1100K and Ti=1200K
are presented in Figure 6.7. In the case of Ti=1100K, there is deviation between the low pres-
sure, power law, fitted modelled timescale and the actual simulated time scale from 200kPa. At
3At 2400ms-1 a parcel of fluid will pass through the baseline combustion chamber in approximately 3.3×10−4
seconds.
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a pressure of 600kPa the modelled τ ig is 1.59×10−5s while the simulated τ ig is 8.5×10−5s, an
increase of 530%. Therefore at 1100K the well documented second explosion limit (Karl 2011)
[10], due to the formation of stable HO2 (H + O2 + M←→ HO2 + M), does influence the igni-
tion chemistry. For the Ti=1200K, there is less deviation between the low pressure, power law
fitted modelled timescale and the actual simulated ignition delay timescale for all high pressures
examined. At a pressure of 600kPa the modelled τ ig is 1.07×10−5s while the simulated τ ig is
9.5×10−6s, a decrease of 11%. The increased temperature from 1100K - 1200K is enough to
increase the reaction rates of the chain branching reaction H + O2 ←→ OH + H such that the
effects of the second explosion limit are negligible for the conditions examined. Deviation be-
tween the low pressure power law fitted and the simulated chemistry timescales was negligible
compared to the ignition delay timescales. The maximum deviation was 4% and occurred for
the Ti=1100K, P=600kPa condition.
(a) Ti=1100K. (b) Ti=1200K.
Figure 6.7: High pressure (200kPa≤P≤600kPa) ignition delay timescale results with low pressure power
law curve fitted models.
This constant pressure plain air chemical kinetic study has shown that the chemical kinetic
timescales, important parameters in defining the Damköhler numbers, may be related to the
pressure through a power law relationship. The pressure exponents for τ ig is approximately 1.0
and for τ chem is approximately 1.7, implying that Daig ∝ P-1 and Dachem ∝ P-1.7, in-line with
results of numerous previous studies into hydrogen-air chemical kinetics (Pergament 1963)
[28], (Rogers and Schexnayder 1981) [29], (Karl 2011) [10], (Deshaies et al. 1995) [22]. The
results of the higher pressure simulations (up to 600kPa) show that there is some influence of
the 2nd explosion limit at an initial temperature of Ti=1100K but by Ti=1200K this influence
has greatly reduced. Since the temperatures in the core of the radical farm exceed 1200K, there
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should be negligible influence of the 2nd explosion limit if Pressure-Length scaling is employed
for small length scales down to at least 10% of a baseline model (maximum pressure in the
radical farm for the Mach 8, 28.5km flight condition being approximately 65kPa).
6.4 Axisymmetric Premixed Scaling Study
In this Section a premixed study on an axisymmetric representation of the 1.57:1 scaled SCRAMSPACE
(Tirtey 2012) [129] model is presented. The combustor length of the baseline model is 785mm.
The premixed approach to the study allows for the combustion scaling effects of the engine
to be analysed in the absence of the effects associated with discrete fuel injection and mixing
processes.
6.4.1 Conditions
An inflow condition equivalent to Mach 8 flight at 28.5km4 altitude was selected for this study.
Two fuel equivalence ratios, a φ = 0.5 and a φ = 1.0, condition were selected for the study in
order to determine whether the fuel equivalence ratio exerted an influence on the length scaled
behaviour of the engine. The baseline conditions were presented in Table 6.1.
The non-dimensional numbers of Mach, Reynolds and the Damköhler numbers, for both the
ignition delay and the chemistry timescales, of the baseline conditions are presented in Table
6.2. The length scale for these non-dimensional parameters was selected as the combustion
chamber diameter for the Reynolds number and combustion chamber length for the Damköhler
numbers. In the derivation of the Damköhler numbers, timescales for the constant pressure reac-
tor study with conditions Ti=1200K and P=60kPa (τ ig=6.765×10−5s and τ chem=5.326×10−4s)
were used based on the conditions in the radical farm. The Damköhler numbers in both con-
ditions are identical due to the assumptions regarding the chemistry kinetic timescales and the
similarity of freestream velocity of each condition.
Table 6.2: Axisymmetric study baseline conditions important non-dimensional parameters.
Number φ = 0.5 Condition φ = 1.0 Condition
Mach 7.69 7.16
Reynolds 1.58×104 1.50×104
Damköhler (τ ig) 4.58 4.58
Damköhler (τ chem) 0.58 0.58
4The selection of this altitude condition over the nominal 27.5km altitude was due to the baseline model un-
starting due to thermal choking with an equivalence ratio of 1.0 and the desire to test small scaled performance at
this fuel setting.
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Flowfields with relative length scales of 0.5 (1:2), 0.2 (1:5) and 0.1 (1:10) were simulated
for each of the two fuel conditions in addition to the baseline simulation5. Combustor lengths
of each length scale simulation are presented in Table 6.3.
Table 6.3: Axisymmetric study combustor lengths.
Scale Combustor Length [mm]
Baseline 785
0.5 (1:2) 392.5
0.2 (1:5) 157
0.1 (1:10) 78.5
In this scaling study the application of pressure length scaling was examined. Specifically
three different scaling methods were simulated. Scaled model simulations employing the PL
scaling law examined the length scale effects on the engine when both Reynolds number and
Damköhler number based on ignition delay reactions are maintained. Two cases for PnL scaling,
with n = 1.6 and 1.7, to examine the length scale effects when Damköhler number based on
heat releasing reactions is maintained constant, were also examined. The selection of n = 1.6 in
addition to n = 1.7, the result derived from the well stirred reactor study, was due to the findings
of Rogers and Schexnayder (1981) [29] which found 1.6 < n < 1.7. The freestream conditions
for the small scale simulations, excluding the pressure and unit Reynolds number, under the
Pressure-Length scaling laws are identical to the baseline conditions presented in Table 6.1.
The pressures for the small scale simulations are presented in Table 6.4. The Pressure
Multiplier coloumn shows the factor that the baseline pressure is multiplied by for the given
Pressure-Length law and length scale. The Normalised Dimensionless Numbers coloumn shows
the ratio of the Reynolds number and Damköhler number (Daig being based on the ignition
reaction timescales and Dachem being based on the heat release timescales) of the respective
Pressure-Length law and length scale to that of the baseline6. Note the increase in deviation
from the non-dimensional parameters with decreased length scale. At a length scale of 0.1 an
engine with freestream inflow conditions scaled using the PL scaling law will have Damköhler
numbers based on heat releasing timescales 300% - 400% greater than the baseline model and
hence greater rates of combustion reaction products forming and heat release than the baseline
model. At the same length scale, scaling model inflow conditions by maintaining Damköhler
numbers based on heat releasing timescales will result in a reduction of 60% of the Reynolds
number and a 150% increase in the ignition delay length.
5As the length scale is decreased, the physical length of a combustor chamber may lead to issues with flame
anchoring and holding. This will limit the size to which an engine can be scaled.
6i.e. Scaled Non-Dimensional Number / Baseline Non-Dimensional Number.
160 Chapter 6 Plain Air Scaling Study
Table 6.4: Plain Air axisymmetric scaled simulations inflow pressures.
Scale
Scale Pressure Pressure [kPa] Normalised Dimensionless Numbers
Law Multiplier φ = 0.5 φ = 1.0 Daig, Re Dachem[1.6] Dachem[1.7]
0.5
PL 2 3.552 4.164 1 1.52 1.62
P1.6L 1.54 2.739 3.211 0.77 1 1.04
P1.7L 1.50 2.67 3.13 0.75 0.96 1
0.2
PL 5 8.88 10.41 1 2.63 3.09
P1.6L 2.73 4.856 5.693 0.55 1 1.11
P1.7L 2.58 4.577 5.366 0.52 0.91 1
0.1
PL 10 17.76 20.82 1 3.98 5.01
P1.6L 4.22 7.489 8.78 0.42 1 1.15
P1.7L 3.87 6.881 8.067 0.39 0.87 1
6.4.2 Results
In this section an overview of the results for the premixed axisymmetric plain air scaling study
is presented. The φ = 0.5 condition PnL 0.1 scale simulations produced negligible combustion
(combustion efficiency < 1% at combustor exit) due to the scaled pressure not achieving igni-
tion within the length of the combustor and have been omitted from the results. In the φ=1.0
condition dataset, only the 0.5 length scale simulations are included. The larger scale PL simu-
lations resulted in engine unstarts while the PnL 0.2 and 0.1 scale simulations demonstrated only
negligible combustion (combustion efficiency < 1% at combustor exit) due to the scaled pres-
sure not generating ignition reactions rates fast enough for ignition to occur within the length
of the combustor. The results and comparisons are expressed in engine performance (reactions
and combustion efficiencies), streamline data and flowfield contour plots.
Frozen Simulation Results
Prior to assessing the reacting results of the study, it is important to determine the performance
of the Pressure-Length scaling laws in the absence of chemical reactions (frozen chemistry
conditions). The wall normalised pressure and wall Stanton number (corrected to account for
different Reynolds numbers in the PnL law simulations) datasets are presented in Figure 6.8 for
the φ = 1.0 condition, for the 0.2 and 0.5 simulations.
Under frozen chemistry conditions the PL law simulations maintain all of the non-dimensional
numbers (including Re). Viscous effects between the scaled and the baseline simulations were
similar. As a result the wall pressure pressure distribution normalised by freestream pressure,
wall Stanton number distributions and flowfields (including shock structures and peak parame-
ters) are identical and occur in the same normalised locations between the baseline and scaled
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simulations. The location of the SI1 is 0.163 combustor lengths, maximum pressure in the rad-
ical farm is 32.75 times the inflow pressure at an axial location of 0.29 combustor lengths and
the SI2 is located at 0.664 combustor lengths.
Unlike the PL scaling law simulations, the PnL simulations do not maintain all non-dimensional
numbers identical to the baseline (Re is not maintained). As a result, the viscous effects between
the scaled and the baseline simulations were not similar. The Reynolds number is lower in the
PnL scaled simulations meaning that there are stronger viscous forces and effects with respect
to inertial forces occurring in these simulations. As shown in Figure 6.8 there is a mismatch
in both the normalised pressures and the Stanton number (corrected for Reynolds number ef-
fects) between all PnL scaled simulations and the baseline model. Shock structures are shifted
upstream in the PnL simulations by less than 0.5% and peak pressures also differ by less than
0.5% for both length scales. The location of SI1 is 0.158 and 0.16 combustor lengths and the
maximum pressure in the radical farm is 32.6 and 32.7 times the inflow pressure, respectively
for the 0.2 and 0.5 length scale simulations, and located at an axial location of 0.29 combus-
tor lengths. The location of SI2 is 0.662 and 0.663 combustor lengths respectively for the 0.2
and 0.5 length scale simulations. The stronger viscous effects in the PnL simulations lead to
greater overall Stanton numbers7. Peak Reynolds number corrected Stanton numbers, located
in the radical farm, are 0.0104 and 0.0101, 10.5% and 10.2% for the 0.2 and 0.5 length scaled
simulations respectively, greater than the baseline and PL scaled simulations of 0.099.
In the absence of chemical reactions, the PL scaling law produces an exactly similar flow-
field structure to the baseline flowfield since all non-dimensional numbers, including the Reynolds
number, are maintained. The PnL scaling law produces reasonable quasi-scaled results, with
the maximum deviation in parameters for the conditions tested approximately 10% in the peak
Stanton numbers while shock impingement locations differ by < 0.5%. This result is attributed
to the effects which are influenced by Reynolds number (such as Stanton number) only having
a weak dependence on the Reynolds number (i.e. St = f(Re0.14). In the P1.7L law 0.2 scale
simulation the Reynolds number is 52% of the baseline and the St differs by less than 10%).
All of the simulated methods of scaling for the conditions examined produced scaled flowfields
to within experimental uncertainty8. In addition, based on the results for this frozen flow study,
it can be concluded that in a reactions-on study, the deviation between the baseline and PnL
scaled simulations’ flowfield structure, including normalised pressures and shock impingement
locations, would be due to the influence of chemical reactions and the coupling with the viscous
flow effects.
7The Reynolds number correction was an estimate.
8Reference to experimental uncertainty is the same experimental uncertainty derived for the HIEST test facility.
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(a) Normalised pressure wall distribution. (b) Stanton number wall distribution. PnL simulation
results corrected for mismatched Reynolds num-
bers.
Figure 6.8: The φ = 1.0 condition frozen chemistry wall distribution results.
Reacting Simulation Results
Pressure contours, normalised by the freestream pressure, of the combustion chambers illustrat-
ing the flowfield structures for each simulation are presented in Figure 6.9. The PL simulations
exhibit greater normalised pressures in the hot pocket structures with respect to the baseline
simulation. Peak normalised pressures on the wall in the radical farm are 1%, 5.6% and 6.7%
greater than the 35.9 times freestream pressure value of the φ = 0.5 condition for the 0.5, 0.2
and 0.1 length scales respectively. Peak normalised pressures on the wall in the 2nd hot pocket
are 8.5%, 17.4% and 20.4% greater than the 33.9 times freestream pressure value of the φ = 0.5
condition for the 0.5, 0.2 and 0.1 length scales respectively. The shock structure forming the
2nd hot pocket, SI3, is located 0.013, 0.03 and 0.037 combustor lengths upstream of the 0.665
location in the baseline simulation of the φ = 0.5 condition for the 0.5, 0.2 and 0.1 simulations
respectively.
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(a) φ=0.5 simulations.
(b) φ=1.0 simulations.
Figure 6.9: Normalised pressure contours of the combustion chambers for the plain air axisymmetric scaling study simulations. The the top image
above each length scale is the baseline normalised flowfield.
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The PnL simulations exhibit reduced normalised pressures in the hot pocket structures with
respect to the baseline simulation. Peak normalised pressures on the wall in the radical farm
are within 1% of the baseline simulation value, but diverge in the expansion region. Peak nor-
malised pressures on the wall in the 2nd hot pocket are 91% and 76% of the baseline simulation
value of 33.9 times freestream pressure of the φ = 0.5 condition for the 0.5 and 0.2 simula-
tions (P1.7L) respectively and 94% and 76% for the 0.5 and 0.2 simulations (P1.6L) respectively.
The shock structure forming the 2nd hot pocket has also moved downstream 0.017 and 0.025
combustor lengths of the 0.665 combustor lengths in the baseline simulation of the φ = 0.5
condition for the 0.5 and 0.2 simulations (P1.7L) respectively and downstream 0.016 and 0.025
combustor lengths of the φ = 0.5 condition for the 0.5 and 0.2 simulations (P1.6L) respectively.
The φ = 1.0 PL 0.5 length scale flowfield exhibits a different structure in the 2nd hot pocket
region to that of the baseline simulation, as highlighted in Figure 6.10. The SWBLI between
SI3 and the boundary layer forms a separation region. This is consistent with a viscous chem-
ical kinetic coupling with SI3 due to the excessive heat release. In this simulation Damköhler
number based on heat release was over 50% greater than the baseline simulation. The con-
vective timescale was insufficient to dissipate the heat generated by combustion, leading to the
formation of this separated region. As a result of the formation of the separation two reflected
shock structures, the separation shock and the reattachment shock, form. A fifth shock wave
impingement, SI5 forms at a normalised location of approximately 0.83 combustor lengths due
to the reflection of the separation shock.
The flowfield structures are indicative of non-scaled heat release between the baseline and
the smaller models. The heat release Damköhler numbers in the PL scaling simulations are
greater than the baseline and drive normalised pressure higher. The increased temperature of
the flowfield in these simulations also drives down Mach number, steepening the shock an-
gles, shifting structures upstream. The ignition delay Damköhler numbers in the PnL scaling
simulations are less than the baseline simulation and therefore these simulations have delayed
reactions and therefore exhibit lower normalised pressures than the baseline simulation in the
same normalised location. Decreased temperature of the flowfield due to less chemical activity
drives the Mach number up, decreasing shock angles and shifting structures downstream of the
baseline simulation.
Analysis of the chemistry occurring on Streamline A confirms these results. Figure 6.11
illustrates the reaction rates of Reaction 2 and Figure 6.12 illustrates the reaction rates of Re-
action 6 of the Jachimowski 13 species 33 reaction step mechanism (Jachimowski 1992a) [19].
Normalised pressure plots of Streamline A, with the relative positions of peak Reaction 2 and
Reaction 6 reaction rates are illustrated in Figure 6.13.
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Figure 6.10: Normalised pressure contour of the φ = 1.0 PL Scale 0.5 simulation, illustrating the
separated flow region and the downstream altered flowfield.
Reaction 2 reaction rates are representative of the reactions for Reactions 2 through 4 of
the Jachimowski scheme (Jachimowski 1992a) [19] and illustrate the trends of the two body
chain branching ignition reactions. In both conditions, the PL scaled simulations show excel-
lent agreement in terms of the relative position of reaction initiation and location of its peak
value with the baseline simulations. For the φ = 0.5 condition these outlined simulations have
Reaction 2 reaction rates initiating at the point of maximum pressure (i.e. the point of the second
shock impingement) in the radical farm (located at approximately 0.31 combustor lengths) with
peak rates being obtained approximately 0.03 combustor lengths downstream just as the flow
enters the expansion region. For the φ = 1.0 condition, the baseline and the PL scale 0.5 sim-
ulations have Reaction 2 reaction rates initiating at 0.315 combustor lengths, 0.015 combustor
lengths downstream the point of maximum pressure with peak rates being obtained approx-
imately 0.095 combustor lengths further downstream in the expansion region. In the frozen
simulation results this corresponds to a region where pressure has dropped to approximately
55% of the peak radical farm value and with temperatures in the vicinity of 960K.
The PnL scale simulations, in which pressure is scaled to maintain relative heat releasing
reactions’ timescale and not the ignition reactions, show the trivial result of delayed initiation
of the Reaction 2 reaction rates compared with the baseline simulations. In both the φ = 0.5
condition 0.2 scale and the φ = 1.0 condition 0.5 scale simulations negligible chemical activity
is present until the 2nd hot pocket structure. This is the reason for normalised pressures lower
than the baseline simulations in the combustion chamber upstream of the 2nd hot pocket. For the
φ = 0.5 condition 0.5 scale simulations the delay in initiation was approximately 0.02 combus-
tor lengths. The peak reaction rates occur at approximately 0.406 and 0.415 combustor lengths
for the P1.6L and P1.7L simulations respectively, downstream of the radical farm in the first ex-
pansion region where pressures have dropped to approximately 65% of the peak radical farm
value and temperatures decreased from 1260K in the radical farm to 1050K. The decreasing
temperature and pressure in the expansion further extends reaction timescales, since reduced
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(a) φ = 0.5 condition. (b) φ = 1.0 condition.
Figure 6.11: Streamline A Reaction 2 reaction rates.
molecular collisions and energies requires more time to generate the pool of radicals required
for combustion.
The primary hydrogen producing three body heat releasing reaction, Reaction 6, is rep-
resentative of the recombination reactions, Reaction 13, Reaction 16 and Reaction 18, and is
presented in Figure 6.12. The effect of increased scaled pressure for the PL scale law simu-
lations and the delayed ignition reactions for the PnL scale law simulations are evident in the
streamline evolution of this three body heat releasing combustion reaction. In the case of the
PL scaled simulations, Reaction 6 initiates in the same normalised location as the baseline sim-
ulation, 0.325 combustor lengths or 0.015 combustor lengths downstream of the ignition delay
reactions for the φ = 0.5 condition and 0.355 combustor lengths or 0.045 combustor lengths
downstream of the ignition reactions for the φ = 1.0 condition. The PL scale law simulations’
Reaction 6 reaction rates increase to levels greater than the baseline simulation. This increase
in rate increases with length scale. The normalised scaled peaks of the 0.1 scale simulation is
approximately 500% greater than the base. In the φ = 1.0 condition baseline and PL law 0.5
scale simulation greatest chemical activity for this reaction occurs in the 2nd hot pocket region.
This occurs since reactions are suppressed for this condition in the radical farm, initiating only
in the expansion region where reduced pressures (Refer figure 6.13) lead to reduced reaction
rates and reduced consumption of the fuel prior to SI3. Therefore as the flow passes through
SI3, there is a large increase in reaction rates (500% for the baseline simulation and 1300% for
the PL scaled simulation) due to the increase in pressure and temperature, and the amount of
unburnt in the flow. In the PL scaled simulation the higher heat releasing Damköhler number
does not dissipate this sudden increase in heat as seen in the baseline simulation, further driving
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combustion and leading to the formation of the separated region.
The φ = 0.5 condition PnL law 0.5 scale simulations show an increased reaction delay to the
baseline of 0.04 combustor lengths in the radical farm. Peak reaction rates for the Condition I
PnL 0.5 scale cases are achieved in the expansion region, 0.09 combustor lengths downstream of
the point of initiation. In line with the results for Reaction 2, there is the complete suppression
of Reaction 6 for the φ = 0.5 condition 0.2 and φ = 1.0 condition 0.5 length scales until the 2nd
hot pocket. Chemical activity in the nitrogen and oxygen reaction system (Reaction 20 through
Reaction 33) was negligible for the conditions examined.
(a) φ = 0.5 condition. (b) φ = 1.0 condition.
Figure 6.12: Streamline A Reaction 6 reaction rates.
The influence of the expansion region on the PnL law simulations is highlighted in Figure
6.14. In this figure the normalised pressures, the temperatures and the locations of the peak
chemical activity in Reaction 2 and Reaction 6 are illustrated in the radical farm region for
the baseline simulation and P1.7L law 0.5 length scale simulation. Since the baseline’s peak
Reaction 2 activity occurs just downstream of peak pressure and temperature in the radical
farm (temperatures are lower than 1300K and pressures in less than 34.8 times the freestream),
in the P1.7L law 0.5 length scale simulation the decreasing temperature and normalised pres-
sures reduce chemical activity and further prolong the ignition delay length to 0.415 combus-
tor lengths9. These results also illustrate that peak Reaction 2 in the PnL case occurs in a
lower temperature, lower normalised pressure region (1130K, 22 times freestream pressure)
than the baseline. The local Damköhler numbers based on heat release of the P1.7L law 0.5
length scale simulation is approximately 66% of the baseline at peak ignition reaction activity.
9If the temperature and pressure was the same as the baseline in this region, the difference in the Damköhler
numbers based on ignition delay implies that ignition delay should have occurred in the vicinity of 0.37 combustor
lengths
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(a) φ = 0.5 condition.
(b) φ = 1.0 condition.
Figure 6.13: Streamline A normalised pressure with peak reaction rate normalised locations.
This accounts for the extended chemistry length scale from 0.015 combustor lengths to 0.037
combustor lengths (in addition to the effects of the further decreasing normalised pressure and
temperature in the expansion). Peak heat releasing chemical activity does not occur in loca-
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tions of similar conditions, accounting for the non-similar heat release observed throughout the
engine.
Figure 6.14: The normalised pressures, the temperatures and the locations of the peak chemical activity
in Reaction 2 and Reaction 6 in the vicinity of the radical farm for the baseline simulation (black) and
the P1.7L 0.5 length scale simulation (magenta).
Engine Performance
The combustion efficiencies throughout the entire combustion chamber length for the simula-
tions are illustrated in Figure 6.15. The performance of the PL scaled engines increases in the
radical farm above the baseline and remains higher through the combustion chamber. Perfor-
mance of the PnL scale methods is lower than the baseline through the combustion chamber.
In the PL simulations, ignition occurs at approximately the same normalised location as
the baseline simulation. The efficiencies therefore rise at this same normalised location. The
normalised pressures generating higher Damköhler number based on heat release in the PL law
simulations however lead to greater combustion as shown through the higher efficiencies as the
flow moves through the combustion chamber. In the φ = 0.5 condition simulations increases in
the ratio of Dachem from the baseline simulation of 1.62, 3.09 and 5 times yields final combustor
efficiencies 12%, 19% and 22% greater than the baseline simulation for the 0.5, 0.2 and 0.1
length scales respectively. In the φ = 1.0 PL scale 0.5 simulation, there is a large increase
in efficiency from 16% – 27% at approximately 0.6 combustor lengths in the vicinity of the
separation, highlighting its flame holding capabilities.
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(a) φ = 0.5 condition. (b) φ = 0.5 condition.
Figure 6.15: Combustion efficiencies throughout the combustion chamber exit for the plain air axisym-
metric radical farming scramjet engine scaling study.
In the PnL simulations, the ignition period is increased since the selected normalised pres-
sure generates Damköhler numbers based on ignition delay less than the that of the baseline
simulation. There is a corresponding delay in the engine efficiencies due to this mismatch. In
the φ = 0.5 condition, 0.5 length scale simulations, the final combustor efficiencies are however
within 10% of the baseline simulation value. The lack of combustion efficiency in the PnL scale
0.2 for the φ = 0.5 condition and the PnL scale 0.5 for the φ = 1.0 condition upstream of the
2nd hot pocket indicates that the ignition Damköhler number, coupled with the effects of the ex-
pansion region, is insufficient to achieve combustion in the 2nd hot pocket structure is required
to achieve combustion.
The efficiency plots show a potential solution to achieving a quasi-scaled flowfield with
Pressure-Length scaling; either expanding (in the case of the PL simulations) or contracting (in
the case of the PnL simulations) the flowfield along the length of the combustor from the point of
ignition to a downstream location to encapsulate the baseline simulation flowfield. In the case
of the 0.1 length scale PL simulation for the φ = 0.5 condition the evolution of combustion
efficiency from the point of ignition to 0.7 combustor lengths approximates the base model to
the end of the combustion chamber. This however is not a sound solution since stretching or
contracting the flowfield will have the undesired effect of altering the scaled structure of the
shock impingement, which would not be physical representations of the baseline. Since the
shock impingements and associated structures are critical in this class of scramjet engine, this
approach is not feasible.
The greater combustion efficiencies of the PL law and baseline φ = 1.0 condition simula-
tions are due to the higher amounts of fuel present. Since heat release has not been scaled, the
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higher heat release results in efficiencies deviating further from the baseline simulation.
6.4.3 Study Findings
This study examined the geometric length scale effects of a premixed axisymmetry scaling study
of a radical farming scramjet engine, using the PL and PnL scaling method, with the pressure
exponent ‘n’ based on maintaining the Damköhler number for heat releasing three body reaction
timescales between engines. One flight condition was examined, a Mach 8, 28.5km altitude
equivalent flight condition with φ = 0.5 and 1.0. Relative length scales of 0.5, 0.2 and 0.1 were
examined in this study.
Frozen chemistry simulations of the scaling methods showed that the PL method can pro-
duce exactly scaled baseline simulation flowfields. In the absence of chemical activity, the
inflow conditions generated by the PL scaling law have identical non-dimensional numbers to
the baseline simulation. The PnL scaled simulations failed to exactly replicate the baseline sim-
ulation flowfield, although deviations were considered negligible and a quasi-scaled flowfield
was achieved. Wall normalised pressures and shock impingement locations were within 0.5%
of the baseline simulation. Wall Stanton numbers were within 2% of the baseline simulation,
except in the vicinity of the SWBLI where the maximum deviation observed was less than 11%.
It was therefore concluded that deviations between the base and scaled simulations in a reactive
flow case would be due to the chemistry, heat release and the coupling of these with the flow
physics.
Attempting to scale the engine under the examined conditions did not result in similar flow-
fields or performance using either the PL and PnL scaling method. Quasi-similar scaling, in
which flowfields similar to the baseline with slight deviations and performances as measured by
reaction and combustion efficiencies within 10% of the baseline , however was achieved for the
φ = 0.5 scale 0.5 simulations.
The PL law simulations produced exactly scaled flowfields upstream of the point of ignition.
However decreased heat releasing reaction timescales for these simulations led to the generation
of heat release in excess to the base model, modifying the combustion chamber flowfield struc-
ture downstream of the point of ignition. Normalised pressure were observed to be in excess
of the baseline simulation, flowfield structures were shifted upstream of the baseline simulation
and engine performances were greater than the baseline .
The PnL law simulations failed to achieve ignition in a similar location to the baseline sim-
ulation. In all simulations peak ignition reaction rates occurred downstream of the radical farm.
The lower normalised pressures and temperatures in the radical farm reduce chemical activ-
ity and further exacerbated the difference in ignition location. In the φ = 0.5 condition 0.2
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length scale and the φ = 1.0 condition 0.5 length scale simulations the higher temperatures
and pressures generated across SI3 were required to achieve ignition; ignition had been sup-
pressed upstream of this point. Furthermore the reduced chemical activity in the heat releasing
reactions, due to the different relative pressure and temperature environments, did not result
in scaled heat release at the same normalised locations as the baseline simulation and engine
performances were not matched.
The P1.6L law simulations demonstrated greater similarity in normalised pressures, flow
structure locations and engine performance than the P1.7L simulations for the same length scale.
This result is due to the P1.6L scale simulations having less divergence from the Damköhler
number based on ignition delay of the baseline simulation (e.g. at a length scale of 0.2 the P1.6L
simulation Daig is 55% of the baseline simulation, compared to 52% for the P1.7L simulation).
The chemical kinetic timescales in the P1.6L simulation case are therefore less exacerbated by
the decreasing pressures and temperatures in the expansion region. The heat releasing chemical
reaction activity is also less affected since normalised pressures and temperatures in which these
occur is greater than in the P1.7L simulations, resulting in the greater success of scaling of heat
release.
Greater success in quasi-scaling is attributed to the mechanism of combustion in the scaled
model. More successfully scaled simulations had ignition reactions at the baseline occurring
in the vicinity of the radical farm and early expansion region. If the mechanism was altered
such that more heat release occurred in the radical farm, or that ignition was offset further
downstream of the baseline in the expansion, drastic deviations in the flowfield structure and
performance were observed. Locations of reaction ignition and peak reaction rates were found
to be dependent both on length scale and on the amount of fuel in the freestream. Decreased
length scaled was observed to lead to increased reaction offsets locations for the PnL law cases
whilst increasing the normalised reaction rates for the PL law simulations, in addition to shifting
the heat releasing reactions upstream in the second hot pocket. The presence of more fuel in the
flow in the φ=1.0 simulations had the effect of increasing ignition delay. This meant that the
divergence in performance and flowfield structure was more apparent for a given length scale
than in the φ=0.5 simulations since important reaction activity was occurring in the expansion
region, where the expansion effects of decreasing pressure and temperature exacerbated offsets
between the relative timescales and therefore the amount of and location of heat release. In
addition the higher fuel lead to more intense combustion and in the PL law simulations this,
coupled with greater heat release Damköhler numbers, further deviated the scaled flowfield
from the baseline.
Given the results of the P1.6L simulations observed in this study it is possible that a PnL
scaling law, where ‘n’ is an empirical value between 1.0 and 1.7, blending the effects of scaling
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based on the Damköhler number for ignition delay timescales and the Damköhler number for
heat release timescales could be applied with some success. This approach would establish a
model in which ignition occurs in a region deemed similar enough to the baseline simulation but
does not result in excess heat release where the flowfield structure is altered could produce more
optimal quasi-scaled results. However such a value would be dependent on the length scale,
engine design and flight condition under examination and would require a priori knowledge10
of the flowfields prior to scaling, thus eliminating the need for a small scale engine test.
6.5 Three-Dimensional Scaling Study
In the previous Section, a series of premixed axisymmetric flowfields were simulated to analyse
the length scaling behaviour of the axisymmetric radical farming scramjet engine excluding fuel
injection or mixing effects. The results showed that neither of the two proposed scaling laws
were able to produce accurate quasi-scaled performance nor flowfields on small length scales,
due in most part to the very fine balance in the base model to achieve combustion and heat
release at the end of the radical farm.
In this Section, a three-dimensional study including fuel injecting and mixing effects is
presented to determine the small scale length scaled behaviour of this class of scramjet engine
with the additional complexity of three-dimensional flow structures induced by discrete fuel
injection, at a Mach 8 27.5km flight condition.
6.5.1 Conditions
An inflow condition of Mach 8 flight at 27.5km altitude was selected for this study. Due to
the large demand for computational resources required for this study11, only one equivalence
ratio, φ = 0.5 and one relative length scale of 0.2, in addition to the baseline simulation, were
completed. The two scaled cases examined were the PL scaling law and the P1.7L scaling law
cases. The inflow and fuel injection conditions for each simulation in this study are presented
in Table 6.5 and Table 6.6 respectively. All simulations assumed a fully turbulent domain. In
the three-dimensional study no reactions-off regions were employed in the simulations.
The Pressure-Length scaling laws seek to either maintain the Reynolds number and Damköh-
ler number based on ignition delay timescales (PL scaling) or the Damköhler number based on
heat release (PnL scaling). The PL scaled simulation has a Damköhler number based on heat
release of 3.09 times the baseline simulation, therefore over-predicting the ratio of the amount
10Unless, through an extensive parametric study, it can be demonstrated for a particular class of scramjet engine
that one such blended pressure exponent is capable of being applied over a range of conditions and length scales.
11Approximately 30,000 cpu hours per simulation.
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Table 6.5: Three-dimensional plain air study inflow conditions.
Condition Base PL Scale 0.2 P1.7L Scale 0.2
Pressure Factor 1 5 2.577
P∞ [kPa] 1.712 8.56 4.412
T∞ [K] 224 224 224
V∞ [ms-1] 2400 2400 2400
ReUnit [m-1] 4.35×106 2.175×107 1.121×107
YO2 0.2311 0.2311 0.2311
YN2 0.7689 0.7689 0.7689
Table 6.6: Three-dimensional plain air study fuel injector conditions.
Condition Base PL Scale 0.2 P1.7L Scale 0.2
Pressure Factor 1 5 2.577
PO [MPa] 1.849 9.244 4.765
T [K] 250 250 250
YH2 1.0 1.0 1.0
of heat released to the amount of heat removed by the same amount. The PnL scaled simulation
has a Reynolds number and Damköhler number based on ignition delay timescales of 0.52 times
the baseline .
6.5.2 Results
The results for the three-dimensional study show that on a 0.2 length scale model, PL scaling
produces greater combustion and normalised pressure distribution, and upstream shifted shock
structures associated with these effects than the base model while maintaining identical flow-
field structure and performance upstream of the point of ignition. The PnL scaling law based
on maintaining normalised timescales of three body heat releasing reactions however failed to
achieve combustion in the correct normalised location, instead occurring further downstream
and resulting in a different flowfield structure with respect to the baseline simulation and re-
duced performances until the end of the combustion chamber.
Engine Flowfield Structure and Evolution of H2O
In this Section the graphical representations of the flowfield will be presented in order to demon-
strate the flowfield and evolution of H2O of each simulation.
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Comparisons of the evolution of H2O and normalised pressures on the combustor wall be-
tween the base model with the PL scale 0.2 simulation are presented in Figure 6.16. There are
four distinctive shock impingements, SI1 – SI4 on the combustor wall in each simulation. The
initial formation of H2O for both simulations occurs in the same region in the radical farm near
the wall, at an angular displacement of approximately 18◦ from the injector centerline in the
vicinity of SI2. The reacting region is enveloped by the same CRV pair mechanism observed
in the recreation of the fuel injection experiments (Refer Chapter 5) as it flows downstream.
The size of the H2O region increases as the air-fuel is mixed downstream. The H2O region
of the PL scaled flowfield is larger than the baseline and at a normalised combustor length of
approximately 0.4, H2O in mass fraction YH2O > 0.05 occurs in the vicinity of the wall. No
H2O in excess of YH2O > 0.05 contacts the wall upstream of SI3 in the baseline simulation. The
normalised SI3 and SI4 locations in the PL simulation are upstream of the baseline simulation.
Across SI3 both simulations show an increase in the size of the H2O reacting region.
There is a separated flow region at SI3 due to a SWBLI in the vicinity of the 30◦ line
as shown in Figure 6.17. The PL simulation however overpredicts the extent of this region
from 0.471 – 0.556 combustor lengths on the 30◦ plane compared to the baseline simulation
extent of 0.567 – 0.625 combustor lengths on the 30◦ plane. With the baseline simulation the
PL simulation shares some flowfield features including the initial normalised location of the
formation of H2O, a total of four shock impingements and the normalised locations of SI1 and
SI2, the formation of a separation zone at SI3, and the formation of the CRV pair. Excess heat
release in the PL scaled simulation over the baseline simulation, due to the higher heat releasing
Damköhler number, however, leads to upstream shifted shock structures downstream of initial
H2O formation and the generation of a larger normalised separated region at SI3.
Comparisons of the evolution of H2O between the baseline model with the P1.7L scale 0.2
simulation is presented in Figure 6.18. There are four distinctive shock impingements, SI1 –
SI4 on the combustor wall in each simulation. The evolution of H2O in the combustion chamber
in the P1.7L scale 0.2 simulation differs to the baseline simulation. The initial formation of H2O
in the P1.7L occurs in the radical farm downstream expansion region. Formation of H2O in mass
fractions YH2O > 0.01 occurs at approximately 0.38 combustor lengths near the 30◦ plane. Both
simulations exhibit the same CRV motion due to the effects of fuel injection. The temperature
and pressure rise across SI3 promotes further H2O production in the P1.7L simulation, although
the lower pressures in this region (approximately 34 times the freestream pressure, less than
the 60 times freestream pressure of the baseline simulation) are not conducive to the formation
of the separation observed in the baseline and PL simulations. Shock impingement structures
downstream of the radical farm are downstream of the baseline simulation.
Figure 6.19 illustrates the normalised pressure, Stanton number and coefficient of friction
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(a) Radical farm regions. (b) 2nd hot pocket region.
(c) Entire flow domain.
Figure 6.16: The evolution of H2O throughout the baseline (left) and PL scaled (right) flowfields in-
cluding combustor wall pressure lines (baseline simulation = red; PL simulation = white). Note the
similar evolution of H2O in the radical farm region and the increased H2O formation in the PL scale
simulation in downstream expansion and upstream shifted SI3 and SI4.
(cf) wall profiles on the 30◦ line for the base, 0.2 length scale simulations and the baseline
frozen chemistry simulations. Values for all parameters (including the Stanton number and cf
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(a) (b)
Figure 6.17: Separated flow regions in the three-dimensional plain air scaling study for the baseline
simulation and the PL 0.2 length scale simulation. The red ribbon represents volume streamlines
through the flow. The cyan lines represent streamlines in the 30◦ plane. The flow is from left to right.
for the P1.7L simulation which has been corrected for Reynolds number effects) remain within
2% of each simulated flowfield until the vicinity of SI2. In this region the baseline and the PL
simulations have higher peak normalised pressures of 43.4 and 47.1 times freestream pressure
than the P1.7L and frozen simulations, which have a peak of 39.6 times freestream value. This
indicates chemical activity in the former two simulations and lack of chemical activity in the
P1.7L simulation. The normalised pressure in the P1.7L simulation remains within 2% of the
frozen flowfield until an axial location of 0.52 combustor lengths (upstream of SI3). The extent
of separated regions in the baseline and PL simulations are discernible through the negative cf
values, and the large normalised separation in the PL simulation case accounts for SI3 shifted
by 0.11 combustor lengths upstream of the normalised 0.567 value for the baseline solution.
Neither scaled simulation is able to predict the normalised location of both SI3 and SI4 to within
20% of the baseline simulation. The PL simulation is however more accurate in predicting peak
normalised values (with the exception of Stanton number in the 2nd hot pocket, due to the over-
estimation of the separation zone size), with peak normalised pressures within 8% and Stanton
numbers within 20% of the baseline simulation. The P1.7L simulation predicts peak normalised
pressure within 23% and Stanton numbers within 40% of the baseline simulation.
Analysis of the flowfield structures and evolution of H2O throughout the engine shows that
the Pressure-Length scale laws are capable of recreating certain baseline simulation flowfield
features. The scaled simulations exhibit the same four shock impingement and three hot pocket
structure as the baseline. The scaled simulations also exhibit the formation of a CRV pair due to
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(a) Radical farm region. (b) 2nd hot pocket region.
(c) Entire flow domain.
Figure 6.18: The evolution of H2O throughout the baseline scale (left) and P1.7L scaled (right) flowfields
including combustor wall pressure lines (baseline simulation = red; P1.7L simulation = white). Note
the similar evolution of H2O in the radical farm region and the increased H2O formation in the PL
scale simulation in downstream expansion and upstream shifted SI3 and SI4.
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(a) Normalised pressure. (b) Stanton number.
(c) Skin friction coefficient.
Figure 6.19: Plain air three-dimensional scaling study 30◦ line non-dimensional plots. The dashed
black lines illustrate the geometry changes on (conical ramp interfaces and the combustor entrance
expansion).
the fuel injection processes which envelopes the fuel and reacting region. Despite the duplica-
tion of important flowfield features, the Pressure-Length scaling law simulations fail to exactly
scale the baseline flowfield. The PL simulation over-predicts the formation of H2O and as a
result, over-predicts heat release, normalised pressure rises and increases the extent of SWBLI
separation. The PnL simulation does not show combustion ignition to occur in the radical farm
as observed in the baseline and PL simulations since the selected pressure does not appropri-
ately scale the ignition delay Damköhler number, so that less heat is released throughout the
model. Peak normalised pressures are lower in this simulation than in the base, and shock im-
pingements downstream of the radical farm are located further downstream in the combustion
chamber. It too fails to predict the correct location of a SWBLI separation.
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Engine Performance
Performance parameters i.e., mixing, reaction and combustion efficiencies calculated along the
length of the combustion chamber are displayed in Figure 6.20. The mixing efficiencies (See
Chapter 3 Equation 3.10) in the baseline simulation and the PL simulation are identical due
to maintaining the same Reynolds number until approximately 0.4 combustor lengths, where
the effects of different amounts of scaled heat release begin to influence the mixing processes.
The PL mixing efficiency increases above the baseline simulation across SI3 and the separated
flow region (approximately 0.55 combustor lengths). The PnL mixing efficiency plot shows that
upstream SI2 (0.25 combustor lengths) the mixing efficiency, ηm is 38.3%, 1.3% greater than
the baseline value, despite the Reynolds number being only 52% of the baseline value.
The reaction and combustion efficiencies show the initial increase in both ηr and ηc to occur
at approximately 0.25 combustor lengths (in the vicinity of SI2) for the base and PL simula-
tions. The PL simulation’s efficiencies increase above the baseline at 0.3 combustor lengths,
due to the excess heat release, since the heat releasing scale Damköhler number is 309% of the
baseline simulation value. The reactions and combustion efficiencies of the P1.7L simulation
are only 7.5% and 4.8% for ηr and ηc respectively, compared to the baseline simulation values
of 53.8% and 43.7% respectively, upstream of approximately 0.6 combustor lengths (the loca-
tion of SI3 in the P1.7L simulation). There is reduced chemical activity due to the non-similar
Damköhler number (52% of the baseline value), coupled with the lower pressures and temper-
atures experienced in the expansion region, further exacerbating the delayed timescale effects
and lowering heat releasing reaction reaction rates. The second hot pocket structure aids in pro-
moting combustion, raising ηc from 4.8% to approximately 60%. The combustor exit reactions
and combustion efficiencies for the P1.7L scaling law simulation are within 0.5% to the base-
line, indicating that although correct scaling of reaction ignition and combustion mechanism is
not achieved, scaling inflow parameters to maintain Damköhler number based on heat release
timescales can predict correct final engine performance.
The Pressure-Length scaling law was not capable of producing flowfields in which engine
efficiencies of the scaled and baseline simulation were equal. The combustor exit reaction and
combustion efficiencies of the P1.7L simulation were within 0.5% of the baseline simulation
(6% for the PL simulation) although the trends throughout the engine were not similar. Excess
heat release in the PL simulation over-predicts engine reaction and combustion efficiencies
after combustion ignition, while there efficiencies in the PnL simulation are delayed until 0.6
combustor lengths due to an extended ignition delay.
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(a) Mixing Efficiencies. (b) Reactions Efficiencies.
(c) Combustion Efficiencies.
Figure 6.20: Engine efficiencies of the three-dimensional plain air scaling study simulations.
6.5.3 Study Findings
The Pressure-Length scaling laws applied to an inlet fuelled radical farming scramjet engine in
plain air are not capable of generating identical flowfields and matching engine performances
throughout the entire engine for the engine arrangement, relative length scales and conditions
examined. However both the PL and PnL 0.2 length scale simulations were capable of pro-
ducing quasi-scaled flowfields and similar engine performances at certain locations within the
combustion chamber. The simulations correctly predicted the four shock impingement three
hot pocket flowfield structure and the formation of the CRV pair that enveloped the fuel and
reacting region as observed in the baseline simulation.
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PL
Analysis of the performance data and flowfield structures demonstrates that under the plain air
inflow condition the PL scaling law simulates both engine performance throughout the combus-
tor (until approximately 0.8 combustor lengths) and the flowfield structure more accurately than
the P1.7L approach for the specific flight condition and length scale examined. The PL scaling
law simulation correctly reproduces the location of initial H2O formation and the general loca-
tion of a separation formed by a SWBLI at SI3. However the PL simulation exhibits upstream
shifted hot pocket structures, increased values of non-dimensional parameters measured at the
wall and increased engine performance parameters downstream of the point where H2O forma-
tion starts. The scale of the separated flow region is also larger than in the baseline simulation.
The deviation from the baseline simulation was due to excess heat release with respect to the
convective timescale. This excess heat release occurred since the Damköhler number based on
heat release was 309% of the baseline simulation value.
P1.7L
The P1.7L simulation failed to predict combustion ignition in a similar normalised location to the
baseline simulation. The normlaised locations of SI3 and SI4 occur downstream of the baseline
simulation. Performance throughout the combustion chamber was less than the baseline simu-
lation, until approximately 0.8 combustor lengths. No separated flow was detected at the SI3
SWBLI in the vicinity of the 30◦ plane as observed in the baseline simulation. Initial forma-
tion of H2O did not occur in the radical farm but in the downstream expansion. The deviation
from the baseline simulation was due to the inability of this simulation to achieve ignition delay
in the same normalised location as the baseline simulation. The Damköhler number based on
ignition timescales for this simulation was 52% of the baseline simulation, implying ignition
would require nearly twice the normalised distance to occur. However due to the decreasing
pressures and temperatures in the expansion downstream of the radical farm, the ignition delay
timescale mismatch was exacerbated and H2O formation was not apparent until 0.38 combustor
lengths. Furthermore, the lower normalised pressures and temperatures in the expansion region
reduced chemical activity of the heat releasing reaction. The presence of SI3 was now required
in order to achieve combustion on a larger scale (increasing ηc from 4.8% to 60%). Upstream
of the point of ignition non-dimensional parameters and mixing efficiencies were within 2%
of the baseline simulation. This implies that the effects of a mismatch in the Reynolds number
were secondary to the effects of the different ignition delay Damköhler number on this method’s
ability to scale the engine.
Plain Air Scaling Conclusions Section 6.6 183
6.6 Plain Air Scaling Conclusions
In this Chapter the small scale geometric length scale effects of an axisymmetric inlet-fuelled
radical farming scramjet engine have been investigated numerically for a plain air test medium.
The scaling study examined the PL and PnL scaling criteria, with the pressure exponent ‘n’ to
maintain the Damköhler number for heat releasing three body reaction timescales.
Results of the axisymmetric study and the three-dimensional study demonstrated limited
success in the quasi-scaling of the flowfield for both methods. In general both approaches were
able, within limits, to correctly reproduce the general flowfield structure. Similar locations of
all flowfield structures and identical non-dimensional values for the flowfield parameters was
not however achievable.
The PL simulations, which maintain Reynolds number and the Damköhler number based
on ignition delay timescales, scale the flowfield structure upstream of the point of ignition and
correctly predict the location of ignition. Downstream of the point of ignition, excess heat
release, driven by Damköhler numbers based on heat release being greater than the baseline
simulation, shifted hot pocket structures upstream, increased the scale of separated flow regions
and increased the values of the non-dimensional flow parameters. The success of the PL scaling
law in producing quasi-similar scaled results is attributed to the combustion mechanism in the
baseline engine. Combustion and heat release was identified to initially occur in either the
vicinity of the end of the radical farm or the start of the downstream expansion region. As a
result the excess heat release produced by the PL scaling law simulation was partially offset by
the presence of an expansion to produce quasi-scaled flowfields and performances.
The PL results for the three-dimensional study differed from the PL method results observed
by Karl (2011) [10]. In the study of Karl (2011) [10] on the HyShot II combustor (porthole fuel
injection in the combustion chamber) the application of PL scaling to a small scale simulation
did not produce a quasi-scaled flowfield structure. The increased pressure was found to increase
hydrogen consumption and heat release in the vicinity of the fuel injector, which generated a
larger recirculation region that acted as a flameholder and had most of the combustion. This
flameholder affected the entire downstream flowfield structure. In the current study, fuel was
injected on the inlet where temperatures were not conducive of combustion. Therefore no flame-
holder structure formed in the vicinity of the injectors and PL scaling produced a quasi-scaled
flowfield structure in the engine. This is a significant finding; it shows that for an inlet-fuelled
axisymmetric radical farming scramjet engine PL scaling is capable of producing a quasi-scaled
flowfield in a small scale test article and it also illustrates that the length scale behaviour of dif-
ferent types of scramjet engines (particularly the method in which fuel is delivered to the engine)
is not necessarily identical.
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The PnL scaling law simulations, which maintain the Damköhler number based on the heat
releasing timescales, have extended normalised ignition length scales and failed to achieve igni-
tion in the radical farm region for all simulations. The lower temperatures and pressures in the
expansion regions downstream of the radical farms further exacerbated the effects of already
lengthened ignition delay timescales. The offset in ignition also affected this method’s abil-
ity to scale the heat release, with heat releasing reactions occurring in different regions of the
flow where (in the case of the radical farm downstream expansion region) normalised pressures
and temperatures were less than that of the baseline simulation. Despite several simulations
achieving engine efficiencies within 10% of the baseline simulation at the combustor exit, the
flowfield structures of these simulations did not necessarily resemble that of the baseline simu-
lation. The three-dimensional study PnL simulation exhibited a very different flowfield structure
to the baseline simulation with combustion inhibited until the second hot pocket structure (as
opposed to the first in the baseline solution) and failed to predict the general vicinity of a sep-
aration present in the baseline simulation, instead predicting a separation in a very different
normalised location not present in the baseline engine (PL scaling was able to predict this phe-
nomena). The trends in the H2O evolution of the P1.7L three-dimensional study (i.e. reduced
chemical activity until SI3) were similar to those observed in the φ = 0.5 condition 0.2 length
scale axisymmetric simulation. The Reynolds number mismatch between a scaled and baseline
simulation using this approach were determined to be negligible compared to the mismatch in
Damköhler numbers based on ignition delay timescales for the examined conditions. Quasi-
scaled flowfield structures and non-dimensional parameters in the absence of chemical activity
could be achieved to within 11%. The findings of the PnL simulations are in-line with small
scale PnL simulation findings of the study of Karl (2011) [10]; this method cannot replicate the
ignition properties nor the entire flowfield structure.
The relative length scale was observed to be an important factor in determining the ability of
a method to scale the flowfield. Relative length scales closer to the baseline produced more ap-
propriately scaled flowfields since the mismatch in the non maintained non-dimensional number
was minimised. This result was also observed in the study of Karl (2011) [10]. In the PL simu-
lations excess heat release with respect to the convective timescale increased with a decrease in
length scale, leading to shock structures shifted further upstream and increased non-dimensional
flowfield parameters. In the φ = 1.0 simulations, the 0.2 and 0.1 simulations produce an unstart
due to excessive heat release further driving the separation that was observed to have formed
in the 0.5 simulation at SI3. In the PnL simulations ignition occurs further from the normalised
location in the baseline simulation with an increase in length scale since the mismatch in the
Damköhler number based on ignition delay is increased. As a results in the φ = 0.5 condition
simulations ignition was inhibited until SI3 in the 0.2 length scale case and no chemical activity
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was detected in the 0.1 length scale simulation.
It must be stressed that these results are only applicable for the engine tested (as shown by
the results of Karl (2011) [10]), the conditions examined and the length scales examined. The
reason for these results is due to the relative position of the ignition reactions and initiation of
three-body heat releasing reactions in the radical farm, and the existence and proximity of the
downstream expansion. If either the engine design, conditions or length scales are altered such
that either the region of high temperatures and pressures is extended (either a longer radical farm
for this class of engine or in an engine of different design) or the ignition delay length scales are
reduced in the baseline model, then there is the possibility that the initiation reactions in a scaled
model using inflow conditions derived from the PnL scaling law, where ‘n’ is selected to scale
the Damköhler number based on three body heat releasing reactions, will more appropriately
scale the flowfield, whilst the PL approach may result in excess heat release and engine unstart
through the thermal choking mechanism. An example of that would result in this would be
the formation of a recirculation region in the combustor entrance which ignites and anchors the
flame. Conversely if the opposite phenomena were to occur, the PL scaling approach would
result in quasi-scaling results more closely aligned with that of a baseline’s. The general insight
gained however, with respect to the conditions required for Pressure-Length scaling to produce a
quasi-scaled flowfield in addition to the explosion limit data produced in the Cantera (Goodwin
2012) [81] study, can be applied to other engine configurations, conditions and scales.
Chapter 7
Contaminated Air Scaling Study
7.1 Overview
This Chapter examines the small scale length scale behaviour of an inlet-fuelled radical farming
scramjet engine using the Pressure-Length scaling laws with hypersonic test facility contami-
nants present in the ingested air flow. An understanding of the influence of test facility contam-
inants on the small scale length scale behaviour of a scramjet engine is important in assessing
the capabilities of a scaling criteria for practical applications.
In the experiments of the inlet-fuelled axisymmetric radical farming scramjet engine in the
HEG and HIEST hypersonic wind tunnel facilities, two contaminants were observed through
numerical reconstruction of the test conditions to be present in the test flows. These contami-
nants were atomic oxygen (O) and nitric oxide (NO). The mass fraction percentage of O ranged
from 0.007% to 0.08% while the mass fraction percentage of NO ranged from 2.3% to 4.1%
across the nominal Mach 8 equivalent flight conditions. In this Chapter, two contaminated flow
case scenarios are examined. A contaminated air case with O present at a mass fraction percent
of 0.01% and a contaminated air case with O and NO present in mass fraction percentages of
0.01% and 3% respectively.
This Chapter contains five sections. A study is presented on the effects of facility con-
taminants on the hydrogen-air combustion mechanism at low and high pressures (length scale
reduced up to 1:10). This section follows on to a premixed study of the effects of contamination
on a premixed axisymmetric radical farming scramjet engine. A scaling study of a premixed
axisymmetric radical farming scramjet engine examining the small scale length scale effects
using the Pressure-Length scaling law is then presented. A three-dimensional scaling study
to assess the complexities arising from discrete fuel injection using the Pressure-Length scal-
ing law is then presented. The final section of this Chapter contains a comparison between
plain (clean) air baseline simulations and contaminated air small length scale simulations to
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determine whether the Pressure-Length scaling laws are capable of generating a quasi-scaled
flowfield and performance in a small length scale model in a typical hypersonic test facility.
7.2 Contaminated Air Chemical Kinetic Timescales
A constant pressure reactor study on hydrogen-air combustion using the Jachimowski 13 species
33 reactions scheme (Jachimowski 1992a) [19] for homogeneously mixed air with atomic oxy-
gen, and atomic oxygen and nitric oxide present and fuel at an equivalence ratio of 1.0 was
undertaken with the numerical chemical kinetics solver Cantera (Goodwin 2012) [81]. The
objective of this study was to identify whether;
1. the presence of the contaminants would alter the pressure exponent between static pres-
sure and chemical kinetics timescales
2. the relationships between the static pressure and the chemical kinetics timescales identi-
fied at pressures up to 150kPa remain valid to 600kPa
The reaction processes for conditions with temperatures ranging from 1100K to 1600K, and
pressures from 30kPa to 600kPa were simulated. The ignition delay timescale was defined as
the time at maximum inflection of atomic hydrogen mass fraction and the chemistry time was
defined as the time from ignition to the time where temperature attains 95% of its equilibrium
value. Further details on the study and full results are presented in detail in Appendix G. Two
contaminated cases were examined. Contaminated air with an atomic oxygen mass percentage
of 0.01%, and contaminated air with an atomic oxygen mass percentage of 0.01% and nitric ox-
ide mass percentage of 3%. The chemical composition of each condition (φ = 1.0) is presented
in Table 7.1.
Table 7.1: Contaminated air chemical kinetic study: initial chemical compositions.
Condition YO=0.01% YO=0.01%, YNO=3%
YH2 2.8296×10−2 2.8296×10−2
YO2 2.2446×10−1 2.0892×10−1
YO 9.7170×10−5 9.7170×10−5
YNO 0.0 2.9151×10−2
YN2 7.4714×10−1 7.3353×10−1
Findings based on the results of the chemical kinetic timescales for the contaminated con-
ditions include (i) there was negligible influence on the relationship between chemical kinetic
timescales and the pressure by the presence of either atomic oxygen and little difference due
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to nitric oxide and (ii) the chemical kinetic timescales’ times were influenced by the presence
of oxygen and atomic oxygen in the system. The timescales for each simulation are located in
Appendix G.
The chemical kinetic timescales’ pressure exponents for the YO = 0.01% mixture over the
temperatures examined ranged from 0.983 ≤ n ≤ 1.006 for the ignition delay timescale and n
= 1.7 for the chemistry timescale. For initial temperatures equal to or greater than 1300K there
was 0.5% error with the plain air exponent. Pressure exponent for the chemistry time scales
were identical to the plain air simulation results.
The chemical kinetic timescales’ pressure exponents for the YO = 0.01%, YNO = 3% mixture
over the temperatures examined ranged from 0.977≤ n≤ 0.998 for the ignition delay timescale.
There was a slight increase in the influence of pressure on the chemistry timescales with n ≈
1.66.
In contrast to the pressure exponent, the actual timescales produced with contamination
present differed from the chemical kinetic timescales reported in the plain air study by up to
90% over the conditions examined. In the case of contamination with atomic oxygen in a mass
fraction of 0.01%, the ignition delay timescales were between approximately 50% and 90%
of the chemical timescales reported in the plain air study over the range of tested conditions.
Maximum deviation was in the P=150kPa Ti=1000K condition where τ ig= 2.651 × 10−5s for
the YO = 0.01% simulation and τ ig= 1.916 × 10−4s for the plain air simulation. Minimum
deviation was in the P=50kPa Ti=1600K condition where τ ig= 6.944 × 10−6s for the YO =
0.01% simulation and τ ig= 1.507× 10−5s for the plain air simulation. There was no difference
in the chemistry timescale values. In the YO = 0.01%, YNO = 3% simulations the same reduction
in ignition delay time was observed. Reductions in the τ chem of 9% - 17.5% of plain air simulated
conditions was also observed.
Figure 7.1 illustrates the chemical kinetic timescales results for the initial temperature of
1200K for the plain air, YO = 0.01% contaminated air and the YO = 0.01%, YNO = 3% con-
taminated air mixtures. The relative decrease in the ignition delay timescale between the plain
air and YO = 0.01% mixture is approximately constant for all pressures with the YO = 0.01%
mixture being 66.3% less than the plain air mixture at 30kPa and 67.5% less than the plain air
mixture at 150kPa. The chemistry timescale between the plain air and the YO = 0.01% mixture
is identical, while the YO = 0.01%, YNO = 3% mixture timescale is 17.2% less than the plain air
mixture at 30kPa and 9.6% less than the plain air mixture at 150kPa.
Figure 7.2 illustrates a comparison of important reaction mechanism for the initial tem-
perature of 1300K and constant pressure of 50kPa condition. The mechanism for the reduc-
tion in ignition delay has been previously established (Rogers and Schexnayder 1981) [29] as
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(a) Ignition delay timescales. (b) Combustion timescales.
Figure 7.1: Ti = 1200K chemical kinetic timescale comparison between the plain and contaminated air
mixtures.
the chain branching reaction, Reaction 3. Time histories of the Reaction 3 reaction rate is
shown in Figure 7.2 (a). The initial pool of atomic oxygen allows for the onset of Reaction
3 (O + H2 ←→ OH + H) at t = 0s. This mechanism effectively by-passes the chain initiation
reaction, Reaction 1 (O2 + H2 ←→ HO2 + H) and generates a pool of OH and H radicals for
the remaining ignition reactions and also for the three body heat releasing reaction, Reaction
6. For the initial temperature of 1300K and constant pressure of 50kPa condition illustrated in
Figure 7.2, Reaction 1 produces H radicals for no more than 8×10−7s in the contaminated air
cases, while the plain air case requires approximately 2.7×10−5s. Reaction 3 occurs from the
start of the simulation peaking at 2.1×10−5s and 2.2×10−5s (for the YO2 = 0.01% and the YO2 =
0.01%, YNO = 3% simulations respectively), while for the plain air case the onset of Reaction 3
is delayed until Reaction 1 has completed its actions in the forward direction, with its peak rate
occurring approximately 5.1×10−5s after the start of the reaction. As a result, ignition delay
for this condition with the prescribed contamination is approximately 37% (1.75×10−5s) of the
plain air simulation (4.78×10−5s).
The influence of nitric oxide on chemical kinetics and timescales has been shown to be
dependent on the pressure conditions of the reaction (Rogers and Schexnayder 1981) [29]. In
the simulations undertaken for this study, the presence of nitric oxide as a contaminant at mass
fractions of 3% provided an extra pathway for the generation of H2O (and heat release) through
the Reaction 24 (H + NO + M←→ HNO + M) and Reaction 27 (OH + HNO←→ NO + H2O)
mechanism as shown in Figure 7.2 (e) and (f). The presence of both contaminants also reduces
the activity of dissociation reactions and generates greater enthalpies of reaction than the plain
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(a) Reaction 1 O2 + H2 ←−→ HO2 + H (b) Reaction 3 O + H2 ←−→ OH + H
(c) O Formation (d) Reaction 6 H + OH + M←−→ H2O + M
(e) Reaction 24 H + NO + M←−→ HNO + M (f) Reaction 27 OH + HNO←−→ NO + H2O
Figure 7.2: Initial temperature Ti=1300K, pressure P=50kPa chemical kinetic mechanisms.
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(a) Ti = 1100K. (b) Ti = 1200K.
Figure 7.3: High pressure (200kPa≤P≤600kPa) ignition delay timescale results with low pressure power
law curve fitted models.
air simulation.
Figure 7.3 illustrates the high pressure (200kPa ≤ P ≤ 600kPa) ignition delay timescales
results for the initial temperatures of 1100K and 1200K condition for the Y = 0.01% contam-
inated air mixture. The maximum deviation in the ignition delay time was in the Ti = 1100K
P = 600kPa of 17% and in the chemistry timescale was 5%. Maximum deviations in the Ti
= 1200K simulation were less than 2%. Negligible deviation was detected in the chemistry
timescales. Therefore it is concluded that the pressure exponents for the ignition delay and the
chemistry timescales are approximately constant with respect to the flowfield pressure until at
least 600kPa for the temperatures expected in the scramjet radical farms.
The inclusion of O and NO into the flowfield does not alter the pressure exponent between
the flowfield pressure and the ignition delay timescales. The inclusion of NO does increase the
pressure dependency of the chemistry timescales by approximately 3% such that the pressure
depedency factor is approximately 1.65. The overall timescales however are altered primarily
due to the inclusion of O which by-passes the chain initiating phase of the reaction. The inclu-
sion of O in mass fractions of YO = 0.01% reduces τ ig by approximately 50% – 90% for the
conditions examined. The inclusion of NO creates additional pathways to the creation of H2O
and reduces τ chem by approximately 10% – 17% for the conditions examined. For an initial
temperature as low as 1100K, the pressure exponents generated in the curve fit of low pressure
data study could predict the timescales to within 17% at pressure up to 600kPa.
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7.3 Effects of Contamination on a Premixed Axisymmetric
Radical Farming Scramjet Engine
In this Section the results of a numerical study, employing CFD++ (Goldberg et al. 2000) [82]
and the Jachimowski 13 species 33 reaction step scheme (Jachimowski 1992a) [19], on the
effects of hypersonic test facility contamination on a premixed axisymmetric radical farming
scramjet engine are presented. The scope of this Section is limited to the baseline axisymmetric
radical framing scramjet (Refer Chapter 6) model under fully turbulent conditions with turbu-
lence modelled by the two-equation SST Menter turbulence model (Menter 1994) [84]. The
reactions-off region in the vicinity of the axis of symmetry and inlet as described in Section
6.2.3 was employed to inhibit chemical activity occurring in the central hot pocket structures
and inlet region.
7.3.1 Test Conditions
The base conditions examined were identical to the base conditions examined in the plain air
premixed axisymmetric small scale scaling study (Refer Table 6.1, Chapter 6, for the φ = 0.5
condition and φ = 1.0 condition) with the exception of the flow chemical compositions. A
total of two different contaminated conditions were examined. A contaminated air case with O
present at a mass fraction percent of 0.01% and a contaminated air case with O and NO present
at mass fraction percentages of 0.01% and 3% respectively. The selection of these parameters
was based on observations made in the scramjet experiments (Refer Chapter 5). Inlet freestream
parameters for these test conditions are presented in Table 7.2. The methodology of generating
the premixed conditions is presented in Appendix F.
7.3.2 Study Results
The results of this numerical study into the effects of typical hypersonic test facility contami-
nants on a premixed axisymmetric radical farming scramjet engine are presented. The simula-
tion for the φ = 1.0 condition, YO = 0.01% and YNO = 3% air composition, did not produce a
steady state result and is not included with the results.
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Table 7.2: Premixed axisymmetric scramjet contaminated baseline conditions
Condition φ = 0.5 φ = 1.0
Composition YO = 0.01% YO = 0.01%, YNO
= 3%
YO = 0.01% YO = 0.01%, YNO
= 3%
Mach. No. 7.69 7.69 7.16 7.16
q∞ [kPa] 73.8 73.8 75.1 75.1
P∞ [Pa] 1776 1776 2082 2082
T∞ [K] 225.15 225.15 225.15 225.15
V∞ [ms-1] 2533.8 2533.8 2539.1 2539.1
γ 1.404 1.404 1.406 1.406
Reunit [m-1] 1.44×10−5 1.44×10−5 1.36×105 1.36×105
YH2 0.014351 0.014351 0.028296 0.028296
YO2 0.227685 0.211919 0.224464 0.20892
YO 9.8565×10−5 9.8565×10−5 9.717×10−5 9.717×10−5
YNO 0.0 0.02957 0.0 0.029151
YN2 0.757865 0.744062 0.747143 0.733535
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Flowfield Structure and Chemical Kinetics
The Streamline A (Refer Section 6.2.5) pressure distribution normalised by the inflow freestream
pressure of the simulations is presented in Figure 7.4. The general distributions along the
streamline are similar; for each fuel condition there are the same number of shock impingements
(3 for the φ = 0.5 condition and 4 for the φ = 1.0 condition) forming the same number of hot
pocket structures in the combustion chamber (2 for φ = 0.5 condition and 3 for φ = 1.0 con-
dition). However the locations of hot pocket structures downstream of the radical have shifted
upstream of the plain air flowfield by 0.02 and 0.03 for the φ = 0.5 condition YO = 0.01%
and YO = 0.01%, YNO = 3% simulations, respectively, and 0.07 (SI3) and 0.11 (SI4) combustor
lengths for the φ = 1.0 condition YO = 0.01% simulation with the introduction of free piston
reflected shock tunnel contaminants into the flow. In addition normalised pressures have also
increased with the introduction of free piston reflected shock tunnel contaminants into the flow.
Peak normalised pressures in the radical farm are 11%, 17.3% and 27.9%, and in the 2nd hot
pocket are 3.8%, 10.4% and 13.9% greater than the plain air flowfield values for the φ = 0.5
condition YO = 0.01% and YO = 0.01%, YNO = 3%, and the φ = 1.0 condition YO = 0.01%
simulations respectively. The altered flowfield structures of the contaminated air simulations
are due to accelerated chemical kinetic reactions and increased reaction heat release.
The normalised locations of peak reaction rates along Streamline A with respect to pres-
sures normalised by the inflow freestream conditions are also included in Figure 7.4. The
locations of key chemical kinetic processes along Streamline A are different for the various
flow compositions. Peak reaction rates for both Reaction 2 (chain branching ignition reaction
H + O2 ←→ OH + O, representative of the ignition reactions) and Reaction 6 (primary three
body heat releasing reaction H + OH + M←→ H2O + M) in all of the contaminated air cases
occur within the radical farm structure (i.e. upstream of peak pressure in the radical farm). This
is in contrast to the plain air results where peak Reaction 2 and 6 rates occur at the end of the
radical farm and in the downstream expansion region (i.e. downstream of peak pressure in the
radical farm).
The upstream shift in the peak reaction rates is due to the decreased chemical kinetic
timescales in the contaminated air simulations, particularly the ignition delay timescale through
the Reaction 3 mechanism, shown in Figure 7.5. The initial presence of O not only shifts chem-
ical activity upstream of the location in the plain air condition, but the effects of the reactions
occurring in the higher pressure and temperature regions of the radical farm also results in
greater peak reaction rates of approximately 4×10−4 mol m-3 s-1 and 9.3×10−4 mol m-3 s-1 for
the φ = 0.5 and φ = 1.0 conditions respectively, compared to the plain air simulation peak
reaction 3 rates of 2.5×10−4 mol m-3 s-1 and 1.5×10−4 mol m-3 s-1 for the φ = 0.5 and φ = 1.0
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(a) φ = 0.5 condition.
(b) φ = 1.0 condition.
Figure 7.4: Streamline A normalised pressure (with inflow pressure) with peak reaction rate at nor-
malised locations. Plain air - contaminated air comparison
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(a) φ = 0.5 condition. (b) φ = 1.0 condition.
Figure 7.5: Streamtrace A Reaction 3 reaction rates. Plain air - contaminated air comparison
conditions respectively.
Reaction 6 reaction rates are illustrated in Figure 7.6. In the contaminated air simulations,
Reaction 6 peaks by 0.314 combustor lengths, within the radical farm. At the location of peak
Reaction 6 rates, normalised pressures are approximately 70.8kPa, 73.6kPa and 85.6kPa and
temperatures approximately 1490K, 1540K and 1580K along Streamline A for the φ = 0.5
condition YO = 0.01% and YO = 0.01%, YNO = 3%, and the φ = 1.0 condition YO = 0.01% sim-
ulations respectively. The peak reaction rates for Reaction 6 in the contaminated air simulation
were 1124 mol m-3 s-1, 1230 mol m-3 s-1 and 4950 mol m-3 s-1 for the φ = 0.5 condition YO =
0.01% and YO = 0.01%, YNO = 3%, and the φ = 1.0 condition YO = 0.01% simulations respec-
tively. The peak reaction rates for Reaction 6 in the plain air peak in the expansion region at
approximately 0.355 and 0.42 combustor lengths, where normalised pressures are in the vicin-
ity of 58.3kPa and 42.6kPa and temperatures of 1360K and 1320K respectively for the φ = 0.5
and φ = 1.0 condition respectively. Peak rates in the plain air simulations were 744 mol m-3
s-1 and 690 mol m-3 s-1for the φ = 0.5 and φ = 1.0 condition respectively. The contaminated
air simulations exhibit higher reaction rates for this heat releasing reaction due to the higher
pressure and temperature that they occur in than in the plain air simulations.
The H2O mass fraction evolution, an indicator of heat release, is illustrated in Figure 7.7
(a). The initial rise of H2O coincides with initial activity of the chain branching Reaction 4
(OH + H2 ←→ H2O + H) and the maximum gradient in mass fraction (i.e. rate of production)
coincides with peak Reaction 6 rates. Throughout the entire combustor the contaminated air
simulations show higher amounts of H2O at every location compared to the plain air simula-
tions. The presence of the contaminants in the flow also increases the heat release through
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(a) φ = 0.5 condition. (b) φ = 1.0 condition.
Figure 7.6: Streamline A Reaction 6 reaction rates. Plain air - contaminated air comparison
mechanisms other than reduced chemical kinetic timescales. Reduced initial action of Reaction
1 (chain initiating endothermic dissociation of molecular oxygen and hydrogen) and increased
action from Reaction 9 (exothermic recombination of O) increase the heat of formation in the
combustion process, further driving pressure increases for the contaminated air simulations. In
the φ = 0.5 condition YO = 0.01%, YNO = 3% simulation, additional chemical action through
the nitrogen reactions, particularly the exothermic reactions Reaction 24 and Reaction 27 (Fig-
ure 7.7 (b)), provide an addition mechanism to produce H2O. This is the reason why greater
H2O production is observed in the YO = 0.01%, YNO = 3% contaminated simulation.
Performance
Combustion efficiencies for the φ = 0.5 condition contaminated air simulations were ηr =0.364
and 0.39 , and ηc =0.338 and 0.369, for the YO = 0.01% condition and the YO = 0.01% and
YNO = 3% condition respectively. The plain air simulation efficiencies were ηr = 0.348 and
ηc = 0.32. Combustion chamber performance efficiencies for the φ = 1.0 condition YO =
0.01% contaminated air simulations were ηr =0.435 and ηc =0.397. The plain air simulation
efficiencies were ηr = 0.369 and ηc = 0.33. The attainment of greater efficiencies in the
contaminated air cases is in agreement with the increased chemical activity and heat release
observed in the discussion on the chemical processes occurring in the engine.
7.3.3 Study Conclusions
The inclusion of contaminants typically present in a free-piston reflected shock tunnel facilities
at levels representative of a Mach 8 3.3MJkg-1 condition alter the flowfield structure, chemical
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(a) H2O evolution. (b) Reaction 27 reaction rates.
Figure 7.7: Streamline A φ = 0.5 condition plain air - contaminated air results comparison. (a) H2O
evolution and (b) Reaction 27 reaction rates.
kinetics and engine performance of a premixed hydrogen fuelled axisymmetric radical farming
scramjet engine. The inclusion of atomic oxygen at mass fractions of 0.01% had the effect of
decreasing the ignition delay time scale and as a result, peak reactions rates occurred upstream
of the locations of the plain air simulation. In all contaminated air simulations peak Reaction 2
and Reaction 6 rates occurred in the radical farm where pressures and temperatures were greater
than in the expansion region, where peak activity occurred in the plain air simulations. As a re-
sult, greater heat release and pressure rises for these simulations are present in the radical farm
and downstream regions due to increased activity of exothermic recombination reactions. The
greater heat release was confirmed by the combustion efficiencies of the contaminated air sim-
ulations being greater than the plain air simulations (improvements of between approximately
2% and 7% combustion efficiency). The inclusion of NO resulted in the greatest combustion,
pressures and efficiencies in the simulations at the φ = 0.5 condition due to increased heat
release and reduced heat release time scales through Reaction 24 and Reaction 27.
7.4 Axisymmetric Premixed Scaling Study
In this Section a premixed scaling study on the axisymmetric radical farming scramjet engine
using Pressure-Length scaling is presented. The premixed air in this study contains common
contaminants, atomic oxygen and nitric oxide, found in free piston reflection shock tunnel hy-
personic test facilities. The objectives of this study were:
i to determine small scale length scale behaviour of a premixed axisymmetric radical farm-
ing scramjet engine under contaminated air conditions using the Pressure-Length scaling
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law.
ii to determine whether this behaviour different from the plain air case.
The baseline engine flowpath and methodology for this study were the same as outlined in
Section 6.4.
7.4.1 Conditions
A total of three baseline conditions were examined in this study. These are identical to the
conditions used to examine the effects of contaminants on the engine flowfield (Refer Table 7.2
Section 7.3). This is a nominal Mach 8, 28.5km altitude, 3.3MJkg-1 flight condition with two
fuel conditions, φ = 0.5 and φ = 1. Two different contaminated mixtures, the first comprising
atomic oxygen at mass fraction percentage of 0.01%, and the second comprising atomic oxygen
at mass fraction percentage of 0.01% and nitric oxide at 3% were examined. The φ = 1.0
condition baseline with the YO = 0.01% and YNO = 3% premixed inflow conditions resulted in
an engine unstart and no scaling study was performed for this particular condition.
As in the plain air premixed axisymmetric scaling study (Refer Chapter 6, Section 6.4), the
application of the Pressure-Length scaling law was examined. The PL scaling law and two
cases for the PnL (where n=1.6 and n=1.7) were simulated for length scales of 0.5 (1:2), 0.2
(1:5) and 0.1 (1:10). The scaled pressure for each simulation is presented in Table 6.4.
7.4.2 Contaminated Air with YO = 0.01% Results
In this Section the results for the premixed axisymmetric atomic oxygen (YO = 0.01%) contam-
inated air scaling study are presented. All length scales for the φ = 0.5 condition simulations
are included. The PL simulations of φ = 1.0 condition produced engine unstarts and these
simulations have been omitted from the results dataset.
Flowfield Structure and Chemical Processes
Normalised pressure contours of the combustion chambers illustrating the flowfield structures
for each simulation are presented in Figure 7.8. The PL law simulations exhibit greater nor-
malised pressures in the hot pocket structures with respect to the baseline, in addition to the
evolution of the 3rd hot pocket structure in all simulations except the 0.5 length scale YO =
0.01% simulation. The shock structure forming the 2nd hot pocket has also moved upstream
0.015, 0.042 and 0.0432 combustor lengths for the 0.5, 0.2 and 0.1 simulations respectively of
the location in the baseline. The peak pressures attained in the radical farm and the 2nd hot
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pocket structures are approximately 7%, 14% and 20% greater in the 0.5, 0.2 and 0.1 simula-
tions respectively than observed in the baseline.
The PnL simulation flowfields (with the exception of the φ = 1.0 condition, 0.1 length scale
simulations) show marked similarities to the baselines. For the φ = 0.5 condition simulations,
the normalised locations of shock structures are within 0.02 combustor lengths (or within 0.005
combustor lengths excluding the 0.1 length scale simulations) of the baseline and second hot
pocket peak normalised pressures are within 3% of the baseline value of 35.2 times freestream
pressure. Normalised pressures in the radical farm structures are less than the baseline value
of 40 times freestream pressure being approximately 39.9, 39.1 and 37 for the 0.5, 0.2 and 0.1
length scales respectively (n=1.6) and 39.9, 38.3 and 37 for the 0.5, 0.2 and 0.1 length scales
respectively (n=1.7).
A similar result is observed for the φ = 1.0 condition PnL results for the 0.5 and 0.2 length
scale simulations. The normalised locations of shock structures are within 0.005 combustor
lengths of that of the baseline. The 2nd and 3rd hot pocket peak normalised pressures are
within 4.5% of the baseline values of 41.7 (second hot pocket) and 48.1 (third hot pocket)
times freestream pressure. Normalised pressures in the radical farm structure are less than the
baseline value of 41.6 times freestream pressure being approximately 41.2 and 38.7 for the 0.5
and 0.2 length scales respectively (n=1.6) and 40.8 and 37.1 for the 0.5 and 0.2 length scales
respectively (n=1.7).
The 0.1 length scale simulations for the φ = 1.0 condition exhibit a different flowfield struc-
ture to the baseline. Peak radical farm normalised pressures attain only 33.1 times freestream
levels, 20.5% less than the baseline. The structures upstream of the 2nd hot pocket structure
remain similar to the baseline. However a SWBLI between the 2nd hot pocket shock wave and
wall boundary layer occurs forming a separation shock, recirculation region and reattachment
shock structure. This feature is highlighted in Figure 7.9. As a result of this flow feature, the
two shocks (separation and reattachment) reflect off the opposite wall to form two further hot
pocket structures downstream of the 2nd hot pocket (a total of four) in the combustion chamber.
The flowfield structures indicate (i) excessive combustion and heat release being produced
in the PL law simulations leading to greater flowfield normalised pressures and temperatures
than the baseline, driving Mach numbers down and altering the internal shock structures, and
(ii) the PnL law simulations produce similar heat release in similar locations to the baselines
(with limitations of applicable length scale for a given condition).
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(a) φ = 0.5 condition.
(b) φ = 1.0 condition.
Figure 7.8: Normalised pressure contour plots for the contaminated air YO = 0.01% axisymmetric scaling study.
202 Chapter 7 Contaminated Air Scaling Study
Figure 7.9: Normalised pressure contour of the φ = 1.0 condition P1.7L 0.1 length scale simulation (YO
= 0.01%) illustrating the separated flow structure at SI3.
Analysis of the chemistry occurring on Streamline A confirms these results. Figure 7.10
illustrates the reaction rates of Reaction 2 and Figure 7.11 illustrates the reaction rates of Re-
action 6 of the Jachimowski 13 species 33 reaction step mechanism (Jachimowski 1992a) [19].
Normalised pressure plots of Streamline A, with the relative positions of peak Reaction 2 and
Reaction 6 reaction rates are illustrated in Figure 7.12. In the comparison of contaminated air
mixtures of the baseline simulation it was noted that the inclusion of atomic oxygen in mass
percentages of YO = 0.01% shifted peak chemical activity upstream to occur within the radical
farm. The small scale simulations also exhibit upstream shifted chemical activity.
Reaction 2 reaction rates (Figure 7.10) are representative of the reactions for Reactions
2 through 4 of the Jachimowski scheme (Jachimowski 1992a) [19] and illustrates the trends
of the two body chain branching ignition reactions. The PL law simulations show excellent
agreement in terms of the relative position of reaction initiation and location of its peak value
with the baseline. Peak Reaction 2 rates for the PL simulations occur at axial locations of 0.3,
0.297 and 0.293 combustor lengths for the 0.5, 0.2 and 0.1 length scales respectively, in the
vicinity of 0.301 combustor lengths for the baseline, within the radical farm and upstream of
the point of SI2 (0.315 combustor lengths for the baseline). In the PnL simulations the Reaction
3 mechanism reduces ignition delay scales and peak chemical activity occurs in the vicinity of
the radical farm. The occurrence of peak chemical activity for Reaction 2 now occurs within
the radical farm (for all results except the 0.1 length scales for both conditions), as illustrated in
Figure 7.12.
The primary hydrogen producing three body heat releasing reaction, Reaction 6 (Figure
7.11), is representative of Reaction 13, Reaction 16 and Reaction 18, and illustrates the trends
of the three body heat release reactions. Similar trends to those observed in the plain air study
are apparent. In the case of the φ = 0.5 condition PL law simulations, Reaction 6 initiates in an
upstream normalised location to the baseline. Initiation occurs in the radical farm at 0.28, 0.274
and 0.27 combustor lengths for the 0.5, 0.2 and 0.1 length scales respectively, upstream of the
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(a) φ = 0.5 condition. (b) φ = 1.0 condition.
Figure 7.10: Streamline A Reaction 2 reaction rates.
baseline and SI2 located at 0.283 combustor lengths. Peak reaction rates occur at 0.309, 0.302
and 0.295 combustor lengths for the 0.5, 0.2 and 0.1 length scales respectively, also upstream
of the 0.315 axial location of the baseline and location of peak pressure in the radical farm.
There is an upstream shift with decreased length scale. The increased normalised pressures
and higher heat releasing timescale Damköhler numbers are responsible for the increased three
body reaction activity in these PL simulations.
In the PnL law simulations, the occurrence of peak ignition reaction activity is in the radical
farm and for the three body heat releasing reaction peak activity occurs in the vicinity of the
radical farm. In the φ = 0.5 condition, peak Reaction 6 rates occurred at 0.321, 0.334 and
0.354 for the P1.6L simulations and 0.322, 0.338 and 0.361 for the P1.7L simulations, for the
0.5, 0.2 and 0.1 length scales respectively. In the φ = 1.0 condition, peak Reaction 6 rates
occurred at 0.307, 0.324 and 0.358 for the P1.6L simulations and 0.307, 0.332 and 0.386 for
the P1.7L simulations, for the 0.5, 0.2 and 0.1 length scales respectively. All simulations, with
the exception of the φ = 1.0 condition 0.1 length scale simulations, occurred upstream of or
at peak pressure in the radical farm. In the former simulations the peak activity of Reaction
6 occurs where pressures are at least 37 times freestream levels and temperatures are at least
1300K (compared to pressures of 39 times freestream levels for the baseline φ = 0.5 condition
with temperatures of approximately 1340K).
In Figure 7.13 the normalised pressures, the temperatures and the locations of the peak
chemical activity in Reaction 2 and Reaction 6 are illustrated in the radical farm region for
the baseline and P1.7L 0.5 length scale simulations. Since the baseline’s peak Reaction 2 ac-
tivity occurs upstream of peak pressure and temperature in the radical farm (temperatures are
204 Chapter 7 Contaminated Air Scaling Study
(a) φ = 0.5 condition. (b) φ = 1.0 condition.
Figure 7.11: Streamline A Reaction 6 reaction rates.
greater than 1370K and pressures in excess of 38 times the freestream), the increased norm-
laised pressures and temperatures downstream further drive the two body reactions in the P1.7L
0.5 length scale simulation and the offset between the peak Reaction 2 activity base and the
P1.7L 0.5 length scale simulations in this contmainated air case is 0.008 combustor lengths, op-
posed to 0.072 as observed in the plain air simulations. These results also illustrate that peak
Reaction 2 in the PnL case occurs in a higher temperature, high pressure region of (1390K, 39
times freestream pressure) than the baseline (1370K, 38 times freestream pressure). The local
Damköhler numbers based on heat release of the P1.7L 0.5 length scale simulation is approxi-
mately 4.5% greater than the baseline at peak ignition reaction activity. This accounts for the
reduction in chemistry length scale from 0.014 combustor lengths to 0.013 combustor lengths.
Peak heat releasing chemical activity also occurs in locations of similar conditions, 39.6 – 39.9
times freestream pressure and temperatures of the order of 1500K, accounting for the similar
heat release that has been observed.
Chemical activity is apparent in all hot pocket structures, although action in the radical farm
region is an order of magnitude higher than in any of the downstream hot pocket structures.
The φ = 1.0 condition 0.1 length scale simulations however do not follow this trend, with
normalised Reaction 6 rates approximately an order of magnitude lower than the baseline in
the radical farm and the 2nd hot pocket rates of the same order of magnitude as observed in
the radical farm. The increased chemical activity across SI3 leads to further heat release which
couples with the fluid dynamics to form the recirculation region illustrated in Figure 7.9.
The decreased offset between the peak ignition reaction rates (e.g. Reaction 2) of the PnL
law and baseline simulations with the addition of O at YO = 0.01% into the flowfield is the reason
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(a) φ = 0.5 condition.
(b) φ = 1.0 condition.
Figure 7.12: Streamline A normalised pressures, contaminated air scaling study YO = 0.01%.
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Figure 7.13: The normalised pressures, the temperatures and the locations of the peak chemical activity
in Reaction 2 and Reaction 6 fin the vicinity of the radical farm for the baseline (black) and the P1.7L
0.5 length scale simulation (magenta).
why PnL scaling has greater success in producing a quasi-scaled flowfield structure than what
was observed in the plain air simulations. The Damköhler number is a function of both pressure
and temperature. If the offset between the locations of peak ignition reaction behaviour between
the base and scaled simulations is such that the ignition reactions in the PnL law model occur
in normalised pressures or temperatures that are different to the baseline, PnL scaling will not
maintain the Damköhler number based on chemistry timescales and similar heat release will not
be achieved. However in these simulations, the offset between the peak ignition reaction rates
of the PnL law and baseline simulations is reduced due to the action of O, and heat releasing
reactions initiate and peak within 0.05 combustor lengths of the baseline, which has been shown
to not greatly alter the flowfield structure (with the exception of the φ = 1.0 condition 0.1 length
scale conditions).
Engine Performance
The combustion efficiencies throughout the entire combustion chamber length for the simula-
tions are illustrated in Figure 7.14. The performance of the PL law simulations increases in
the radical farm above the baseline and remains higher through the combustion chamber. Per-
formances of the PnL law simulations are similar to the baseline throughout the combustion
chamber.
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(a) φ = 0.5 condition. (b) φ = 1.0 condition.
Figure 7.14: Combustion efficiencies throughout the combustion chamber for the contaminated air YO
= 0.01% axisymmetric scaling study.
In the φ = 0.5 condition the PL law simulations show ignition occurring at approximately
the same normalised location as the baseline. The efficiencies therefore rise at this same nor-
malised location. The normalised pressures generating higher Damköhler number based on heat
release in the PL law simulations however lead to greater H2O production and combustion as
shown through the higher efficiencies as the flow moves through the combustion chamber. In-
creases in the ratio of Dachem from the baseline of 1.62, 3.09 and 5 times yields final combustor
efficiencies 9%, 16% and 15% greater than the baseline for the 0.5, 0.2 and 0.1 length scales
respectively.
In the PnL simulations, the ignition period is increased since the selected normalised pres-
sure generates Damköhler numbers based on ignition delay less than the baseline. There is a
corresponding offset in the engine efficiencies due to this mismatch. In the φ = 0.5 condition
simulations, all final combustor efficiencies were however within 11% of the baseline value.
The P1.6L law simulations were within 1%. In the φ = 1.0 condition 0.5 and 0.2 length scale
simulations, final combustor efficiencies are within 4% of the baseline. In the φ = 1.0 condition
0.1 length scale simulations there is an increase in efficiencies in the vicinity of 0.6 combustor
lengths. In the P1.7L law simulation this increase in efficiency is from 17% to 22% between
0.6 and 0.63 combustor lengths (an increase of 15% of the total efficiency). This occurs in the
separate flow region and illustrates its flame holding capabilities.
The combustion efficiencies for the contaminated air YO = 0.01% are in line with the find-
ings from the analysis of the flowfield structures and chemical activity. The PL law simulations
over-predict heat release and do not produce scaled engine efficiencies. The PnL law sim-
ulations show delayed product production (due to non-identical Damköhler number based on
208 Chapter 7 Contaminated Air Scaling Study
ignition delay timescales), but due to the relatively short offset period, efficiencies in most cases
(except the φ = 1.0, 0.1 length scale simulations) follow the trend of the baseline.
7.4.3 Contaminated Air with YO = 0.01% and YNO = 3% Results
In the previous Section the effects of atomic oxygen in concentrations typical of a hypersonic
shock tunnel test facility flow on the Pressure-Length scaling law for a premixed axisymmetric
radical farming scramjet engine were examined. Hypersonic shock tunnel test facility flows also
however contain nitric oxide in mass percentages of approximately 3% for an equivalent Mach
8 flight condition. In this Section the results of a small scaled scaling studying employing the
Pressure-Length scaling laws for the premixed axisymmetric radical farming scramjet engine in
a contaminated air mixture with atomic oxygen and nitric oxide (YO = 0.01% and YNO = 3%)
are presented. All length scales for the φ = 0.5 condition are included with this dataset.
Flowfield Structure and Chemical Processes
Normalised pressure contours of the combustion chambers illustrating the flowfield structures
for each simulation are presented in Figure 7.15. The PL simulations exhibit greater normalised
pressures in the hot pocket structures with respect to the baseline, in addition to the formation
of the 3rd hot pocket structure. The shock structure forming the 2nd hot pocket has also moved
upstream 0.017, 0.032 and 0.037 combustor lengths for the 0.5, 0.2 and 0.1 simulations respec-
tively of the location in the baseline. The peak pressures attained in the radical farm and the
2nd hot pocket structures are approximately 6.7%, 15% and 21% greater in the 0.5, 0.2 and 0.1
simulations respectively than observed in the baseline.
The PnL law simulation flowfields show marked similarities to the baselines. The nor-
malised locations of shock structures are within 0.025 combustor lengths of the baseline. The
2nd hot pocket peak normalised pressures are within 1% of the baseline value of 37.4 times
freestream pressure except for the P1.7L 0.1 length scale simulation which was within 6%. Nor-
malised pressures in the radical farm structures are less than the baseline value of 41.8 times
freestream pressure being approximately 41.7, 40.2 and 37.6 for the 0.5, 0.2 and 0.1 length
scales respectively (n=1.6) and 41.4, 39.4 and 37.1 for the 0.5, 0.2 and 0.1 length scales respec-
tively (n=1.7).
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Figure 7.15: Normalised pressure contour plots for the contaminated air YO = 0.01% YNO = 3% axisymmetric scaling study.
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(a) Reaction 2. (b) Reaction 6.
Figure 7.16: Streamline A reaction rates.
The flowfield structures indicate the same phenomena as observed in the YO = 0.01% simu-
lations; (i) combustion and heat release in the PL law simulations in excess of the baseline lead-
ing to greater flowfield normalised pressures and temperatures, driving Mach numbers down
and altering the internal shock structures, and (ii) the PnL law simulations produce similar heat
release in similar locations to the baseline for length scales in which ignition was achieved in a
quasi-similar location.
Analysis of the chemistry occurring on Streamline A confirms these results. Figure 7.16
illustrates the reaction rates of Reaction 2 and Reaction 6 of the Jachimowski 13 species 33
reaction step mechanism (Jachimowski 1992a) [19]. Normalised pressure plots of Streamline
A, with the relative positions of peak Reaction 2 and Reaction 6 reaction rates are illustrated in
Figure 7.12.
Reaction 2 reaction rates (Figure 7.16 (a)) are representative of Reactions 2 through 4 of
the Jachimowski scheme (Jachimowski 1992a) [19] and illustrates the trends of the two body
chain branching ignition reactions. The PL law simulations show excellent agreement in terms
of the relative position of reaction initiation and location of its peak rate value with the baseline.
Peak Reaction 2 rates for the PL simulations occur at axial locations of 0.3, 0.294 and 0.288
combustor lengths for the 0.5, 0.2 and 0.1 length scales respectively, in the vicinity of 0.302
combustor lengths for the baseline, within the radical farm and upstream of the point of SI2
(0.318 combustor length for the baseline). In the PnL simulations the Reaction 3 mechanism
reduces ignition delay scales and peak chemical activity occurs in the vicinity of the radical
farm. The occurrence of peak chemical activity for Reaction 2 now occurs within the radical
farm (for all results except the 0.1 length scale simulations), as illustrated in Figure 7.17.
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The primary hydrogen producing three body heat releasing reaction, Reaction 6 (Figure
7.16), is representative of Reaction 13, Reaction 16 and Reaction 18, and illustrates the trends
of the three body heat release reactions. Similar trends to those observed in the plain air study
are apparent. In the case of the φ = 0.5 condition PL law simulations, Reaction 6 initiates in an
upstream normalised location to the baseline, increasing with decreased length scale. Initiation
occurs in the radical farm at 0.281, 0.277 and 0.274 combustor lengths (0.284 in the baseline)
for the 0.5, 0.2 and 0.1 length scales respectively, upstream of SI2 located at 0.283 combustor
lengths. Peak reaction rates also occur upstream at 0.306, 0.297 and 0.289 combustor lengths
for the 0.5, 0.2 and 0.1 length scales respectively, of the 0.312 axial location of the baseline
and location of peak pressure in the radical farm. The increased pressures and higher heat
releasing Damköhler numbers are responsible for the reduced timescales and increased three
body reaction activity in these PL simulations.
In the PnL law simulations, the occurrence of peak ignition reaction activity is in the vicinity
of the radical farm as is the peak three body heat releasing reaction activity. Peak Reaction 6
rates occurred at 0.319, 0.333 and 0.356 for the P1.6L simulations and 0.32, 0.338 and 0.366
for the P1.7L simulations, for the 0.5, 0.2 and 0.1 length scales respectively. In all simulations,
with the exceptions of the 0.1 length scale simulations, peak three body heat releasing reaction
rates occurred upstream of or at peak pressure in the radical farm. In the former simulations the
peak activity of Reaction 6 occurs where pressures are at least 38.5 times freestream levels and
temperatures are at least 1550K.
The presence of NO in the flow initiates the nitrogen based reactions of the Jachimowski
scheme (Jachimowski 1992a) [19], in particular Reaction 24 (H + NO + M←→ HNO + M)
and Reaction 27 (OH + HNO←→ NO + H2O), and generates a further pathway for the creation
of H2O. The normalised reaction rates for Reaction 24 and Reaction 27 for the simulations are
presented in Figure 7.18. These results illustrated similar behaviour to the hydrogen-oxygen
based reactions. The PL law simulations have peak Reaction 27 reaction rates occurring up-
stream of the 0.311 combustor lengths in the baseline at 0.305, 0.297 and 0.288 for the 0.5, 0.2
and 0.1 length scales respectively. The P1.6L law simulations have peak Reaction 27 reaction
rates occurring downstream of the baseline at 0.317, 0.331 and 0.351 for the 0.5, 0.2 and 0.1
length scales respectively. The P1.7L law simulations also have peak Reaction 27 reaction rates
occurring downstream of the baseline at 0.319, 0.335 and 0.364 for the 0.5, 0.2 and 0.1 length
scales respectively. All simulations, with the exception of the PnL law 0.1 length scale simula-
tions, demonstrate peak chemical activity for Reaction 24 and Reaction 27 occurring upstream
of the location of peak pressure in the radical farm.
The flowfields and combustion chemical kinetics show strong similarities to the YO = 0.01%
simulations. The presence of O in the flowfield alters the ignition delay chemical kinetics and
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Figure 7.17: Streamline A normalised pressure with locations of peak chemical activity.
(a) Reaction 24. (b) Reaction 27.
Figure 7.18: Streamline A reaction rates.
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Figure 7.19: Combustion efficiencies throughout the combustion chamber for the contaminated air YO
= 0.01% YNO = 3% axisymmetric scaling study.
reduces the ignition length scales. As a result, chemical activity predominantly occurs in the
radical farm regions. In the PnL scaling cases the increase in the ignition length above the
baseline value has been reduced from that observed in the plain air study. Ignition now occurs
in the radical farm or in the downstream expansion where pressures remain within 90% of the
radical farm and temperatures at least 1550K. The result of this decreased offset in ignition
length is that heat releasing reactions occur at normalised conditions similar to the baseline
simulation and close to scaled heat release is achieved. The addition of NO to the inflow does
not alter the small scale length scale behaviour in terms of the ability for the PnL scale method
to produce quasi-scaled flowfields.
Engine Performance
The combustion efficiencies throughout the entire combustion chamber length for the simula-
tions are illustrated in Figure 7.19. The performance of the PL law simulations increases in the
radical farm above the baseline and remains higher through the combustion chamber. Perfor-
mance of the PnL law simulations is similar to the baseline throughout the combustion chamber.
The PL simulations show ignition occurring at approximately the same normalised location
as the baseline. The efficiencies therefore rise at this same normalised location. The normalised
pressures generating higher Damköhler number based on heat release in the PL law simulations
however lead to faster H2O formation and combustion as shown through the higher efficiencies
as the flow moves through the combustion chamber. The 0.5, 0.2 and 0.1 length scale simu-
lations (Dachem of 1.62, 3.09 and 5 times the baseline) yields final combustor efficiencies 9%,
13% and 4%, respectively, greater than the baseline.
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In the PnL simulations, the ignition period is increased since the selected pressure results
in Damköhler numbers based on ignition delay less than the that of the baseline. There is
a corresponding offset in the engine efficiencies due to this difference. The final combustor
efficiencies were however within 6% of the baseline value. The P1.7L 0.1 length scale simulation
combustor exit efficiency was 16% less than the baseline.
The combustion efficiencies of the combustion chamber confirm that after predicting the
approximate normalised location of ignition of the combustion processes the PL law simula-
tions over predict the formation of H2O and therefore the heat release in the engine. The PnL
simulations do not predict the correct normalised location for the initial H2O formation but are
capable of scaling the amount of H2O formed to within 5% of the baseline less than 0.1 combus-
tor length downstream of the point of ignition. Final combustion efficiencies are greater with
the inclusion of NO into the freestream flow.
7.4.4 Study Findings
The influence of some common free-piston reflected shock tunnel contaminants (O and NO)
on a small length scale premixed axisymmetric radical farming scramjet engine scaled by the
Pressure-Length scaling laws was investigated. The introduction of contaminants into a pre-
mixed freestream flow, particularly the inclusion of atomic oxygen, for the conditions examined
alter the behaviour of the axisymmetric radical farming scramjet engine from the results of the
plain air scaling study (Refer Chapter 6). In the presence of contaminants, the PnL scaling law
is superior to the PL scaling law in producing a quasi-scaled similar flowfield, similar chemical
kinetics and similar performance.
The inclusion of O at mass percentages of YO = 0.01% was observed to reduce the ignition
delay length scales in all simulations. In the 0.5 and 0.2 length scale PnL law simulations the
reduction in the ignition length scale resulted in peak behaviour of the three body heat releasing
reactions occurring in the radical farm region and within 0.03 combustor lengths of the location
of the baseline. The normalised pressures in these locations were observed to be at least 90%
of the baseline and temperatures were in excess of 1300K. Since the heat releasing reactions
occurred in a similar normalised pressure and temperature environment to the baseline there
was quasi-scaled heat release for these simulations. Therefore the flowfield structure and engine
performance downstream of the radical farm produced very strong similarities to the baseline
results. The addition of O effectively eliminated the affects observed due to the different ignition
delay Damköhler numbers in the plain air study.
Application of PnL scaling under the given conditions however is limited by length scale.
The 0.1 length scale simulations did not achieve peak chemical activity in the radical farm and
Three-Dimensional Study Section 7.5 215
showed further divergence in terms of normalised flowfield structure locations, normalised pres-
sures and performance to the plain air simulations than the 0.5 and 0.2 length scale simulations.
The φ = 1.0 condition YO = 0.01% 0.1 length scale simulations exhibited a separated flow and
recirculation region at the second hot pocket structure. This separation was the result of in-
creased chemical activity at SI3 over the baseline. The separation alters the flowfield structure
and engine performance from that of the baseline.
The PL law simulations failed to produce quasi-scaled flowfields for the conditions ex-
amined. The decreased ignition length scales (compared to the plain air solution) resulted in
ignition and peak heat releasing chemical activity to occur upstream of SI2 in the radical farm.
In addition to the excess heat release due to non-identical Damköhler number based on heat
release the extra enthalpy generated due to the contaminants by-passing chain initiating and
propagating dissociation reactions increased the divergence of solutions to the baseline. In the
φ = 1.0 condition simulations, this excess heat release was at a level that no stable steady state
solutions could be achieved using this method.
7.5 Three-Dimensional Study
The axisymmetric study gave valuable insight into the small scale length scale combustion ef-
fects of a premixed axisymmetric radical farming scramjet engine in a contaminated air flow
typical of conditions in a hypersonic test facility. The introduction of the contaminants in the
amounts examined altered the length scale behaviour from that observed in the plain air sim-
ulations and demonstrated the applicability of the PnL scaling law to generate quasi-similar
flowfields.
In practice, fuel is not premixed with the freestream flow. The effects of fuel penetration
and mixing introduce three-dimensional flow structures to the flowfield which have an influence
on the engine‘s combustion processes. In this Section the small scale length scale effects of a
three-dimensional flowfield representing the experimental inlet-fuelled radical farming scramjet
model, with atomic oxygen present in the freestream flow is examined.
7.5.1 Simulation Conditions
The same Mach 8, 27.5km altitude flight condition that was used in the plain air three-dimensional
scaling study (Refer Chapter 6) is employed for the contaminated air scaling study. Due to the
high computation costs per simulation1 the number of three dimensional simulations was lim-
ited. Only one contaminated air condition was examined. This was the atomic oxygen condition
1Approximately 30,000 cpu hours.
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with YO = 0.01%. Fuel was limited to an equivalence ratio φ = 0.5. One length scale of 0.2,
in addition to the baseline simulation, was examined. The PL scaling law and the P1.7L were
examined. A summary of the inflow conditions for each simulation is presented in Table 7.3.
The fuel injection conditions were the same as the three-dimensional plain air scaling study
and are presented in Table 6.6. All simulations were set in a fully turbulent domain. In the
three-dimensional study no reactions-off regions were employed in the simulations.
Table 7.3: Three-dimensional contaminated air study inflow conditions.
Condition Base PL Scale 0.2 P1.7L Scale 0.2
Scale Factor 1 5 2.577
P∞ [kPa] 1.712 8.56 4.412
T∞ [K] 224 224 224
V∞ [ms-1] 2400 2400 2400
ReUnit [m-1] 4.35×106 2.175×107 1.121×107
YO2 0.231 0.231 0.231
YO 0.0001 0.0001 0.0001
YN2 0.7689 0.7689 0.7689
The Pressure-Length scaling laws seek to either maintain the Reynolds number and Damköh-
ler number based on ignition delay timescales (PL scaling) or the Damköhler number based on
heat release (PnL scaling). The PL law simulation has a Damköhler number based on heat
release of 3.09 times the baseline, therefore over-predicting the ratio of the amount of heat
released to the amount of heat removed by the same amount. The PnL law simulation has a
Reynolds number and Damköhler number based on ignition delay timescales of 0.52 times the
baseline.
7.5.2 Results
The PL law simulation produced an unstarted flowfield. A frozen chemistry simulation of the
same condition however produced a started stable internal flow structure. This implies that the
unstart was a result of the combustion and heat release processes occurring in the engine and the
coupling of these processes with the fluid dynamics. These results have therefore been omitted
from further discussion. The P1.7L law simulation converged to a steady-state flowfield. This
simulation, like the plain air result, failed to correctly reproduce ignition and initial formation
of H2O in a similar location to the baseline. However due to the reduced timescales from
the inclusion of atomic oxygen, the offset between the normalised location of ignition in the
baseline and scaled simulations is less than that observed in the plain air study, and a reasonable
quasi-scaled flowfield and quasi-scaled performance was produced.
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Engine Flowfield Structure and Evolution of H2O
In this Section the graphical representations of the flowfield will be presented in order to demon-
strate the flwofield structure and evolution of H2O for the baseline and the P1.7L 0.2 scale sim-
ulation.
Comparisons of the evolution of H2O and normalised pressures on the combustor wall be-
tween the base model with the P1.7L law 0.2 simulation are presented in Figure 7.20. There are
four distinctive shock impingements, SI1 – SI4 on the combustor wall in each simulation. The
initial formation of H2O in the baseline occurs in the inlet region. The presence of the atomic
oxygen initiates chemical activity in the injected fuel core periphery with the same mechanism
described in the recreation of the Fuel into Air experimental data (Refer 5.5.2). H2O forma-
tion is however restricted by the bulk fluid conditions and formation of H2O in mass fractions
YH2O > 0.07 does not occur until the flow has passed through SI1 (0.19 combustor lengths),
in the vicinity of the wall and at an angular displacement of approximately 18◦ from the in-
jector centerline plane. In the P1.7L simulation there is negligible formation of H2O upstream
of the radical farm. Initial formation of H2O in mass fractions YH2O > 0.01 occurs immedi-
ately downstream of SI2 (0.255 combustor lengths), in the vicinity of the wall and at an angular
displacement of approximately 23◦ from the injector centerline plane. As in the plain air sim-
ulations the reacting region is enveloped by the counter rotating vortex (CRV) pair as it flows
downstream. The size of the H2 region increases as the air-fuel is mixed downstream. The
H2O region of the baseline flowfield increases more than predicted by the P1.7L law and at a
normalised location of 0.49 combustor lengths H2O in mass fraction YH2O > 0.05 occurs in the
vicinity of the wall. The normalised location of SI1, SI2 and SI3 in both simulations is approx-
imately the same, 0.19, 0.25 and 0.57 combustor lengths, respectively, whilst the location of
SI4 in the P1.7L is approximately 0.02 combustor lengths downstream of the baseline location
of 0.82 combustor lengths.
There is a separated flow region at SI3 due to a SWBLI in the vicinity of the 30◦ line
as shown in Figure 7.21. The P1.7L simulation however over-predicts the extent of this region
from 0.481 – 0.597 combustor lengths on the 30◦ plane compared to the baseline extent of 0.556
– 0.575 combustor lengths on the 30◦ plane. In the P1.7L simulation this forms a large flame
holding recirculation region. The P1.7L simulation shares flowfield features including a total
of four shock impingements and the normalised locations of SI1, SI2 and SI3, the formation
of a separation at SI3, and the formation of the CRV pair with the baseline. The increased
normalised ignition delay timescales in the P1.7L simulation however results in non similar
location of initial H2O formation and reduced chemical activity in the inlet.
Figure 7.22 illustrates the normalised pressure, Stanton number and coefficient of friction
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(a) Radical farm region. (b) 2nd hot pocket region.
(c) Entire flow domain.
Figure 7.20: The evolution of H2O throughout the baseline (left) and P1.7L law (right) flowfields in-
cluding combustor wall pressure lines (baseline = red; P1.7L simulation = white). Note the similar
evolution of H2O in the radical farm region and the increased H2O formation in the PL law simulation
in downstream expansion and upstream shifted SI3 and SI4.
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(a) (b)
Figure 7.21: Separated flow regions in the three-dimensional contaminated air scaling study for the
baseline and the P1.7L 0.2 length scale simulation. The red ribbon represents volume streamlines
through the flow. The cyan lines represent streamlines in the 30◦ plane. The flow is from left to right.
(cf) wall profiles on the 30◦ line for the base, the P1.7L 0.2 length scale simulation and the base
frozen chemistry simulations. Values for all parameters (including the Stanton number and cf for
the P1.7L simulation which has been corrected for Reynolds number effects) remain within 2%
of each simulated flowfield until the vicinity of SI1. In this region combustion in the baselines
is apparent and the peak normalised pressures of SI1 of 25.6 times freestream pressure than the
P1.7L and frozen simulation value of 22.4 times freestream value. The normalised pressure in
the P1.7L simulation remains within 5% of the frozen flowfield until an axial location of 0.31
combustor lengths, in the expansion region downstream SI2. Peak normalised pressures in the
radical farm, 2nd and 3rd hot pockets in the P1.7L simulation are 95%, 97% and 99% respectively
of the baseline values. The extent of separated regions in the base and P1.7L simulations are
discernible through the negative cf values. There is a corresponding large increase in Stanton
number in the same region (maximum in flowfield) with the flame-holding effects in the P1.7L
simulation having a Stanton number of 0.0214, compared to 0.0136 in the baseline. Stanton
numbers in the radical farm and 3rd hot pocket structure are 17% and 2.5% respectively greater
in the P1.7L simulation than the baseline. The location of the separation shock in each plot is
also discernible at 0.481 combustor lengths in the P1.7L simulation.
Engine Efficiencies
Performance parameters of mixing, reactions and combustion efficiencies calculated along the
length of the combustion chamber are displayed in Figure 7.23. The final efficiencies for each
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(a) Normalised pressure. (b) Stanton number.
(c) Skin friction coefficient.
Figure 7.22: Contaminated air three-dimensional scaling study 30◦ line non-dimensional plots. The
dashed black lines illustrate the geometry changes on (conical ramp interfaces and the combustor
entrance expansion).
parameter of the P1.7L simulation were within 1% of the baseline.
The mixing efficiencies are within 2% until approximately 0.5 combustor lengths, the vicin-
ity of the separation at SI3. The quasi-scaled mixing efficiencies upstream of this location
indicates that similar mixing between the base and P1.7L simulation are achievable even with a
Reynolds number mismatch between the two of approximately 52%.
The reaction and combustion efficiencies indicate chemical activity upstream of the inlet
and SI1. The reaction efficiency at the combustor entrance was 2.3% and 1% for the base
and P1.7L law simulation respectively and at 0.18 combustor lengths (just upstream of SI1)
3% and 1.5% respectively. There is a steady increase in reaction and combustion efficiencies
throughout the expansion region. At approximately 0.5 combustor lengths, the gradient of the
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reaction and combustion efficiencies in the P1.7L law simulation increases until approximately
0.62 combustor lengths. This coincides with the location of the separated flow region upstream
of the 2nd hot pocket structure. This increase in chemical activity is indicative of the flame-
holding properties of this recirculation region. There is no corresponding region exhibiting this
in the baseline.
The engine efficiencies illustrate that, while the final combustor efficiencies for both simu-
lations are similar, these are not scaled throughout the entire combustion chamber. Difference
in Reynolds number has little influence on the mixing properties of the flow. Chemical activity
is present upstream of both SI1 and the combustor entrance, with greater activity detected in the
baseline. The separated recirculation region in the P1.7L is critical in the combustion processes.
(a) Mixing Efficiencies. (b) Reactions Efficiencies.
(c) Combustion Efficiencies.
Figure 7.23: Engine efficiencies of the three-dimensional contaminated air scaling study simulations.
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7.5.3 Study Findings
The introduction of atomic oxygen into the freestream flow at a mass percent of YO = 0.01%
for a three-dimensional inlet-fuelled radical farming scramjet engine operating at Mach 8,
3.3MJkg-1 flight conditions produced different small scale engine behaviour (when scaled by
the Pressure-Length scaling law) from the plain air scenario.
In the baseline, the presence of the atomic oxygen reduced ignition delay timescales to the
extent that chemical activity initiated in the inlet upstream of the radical farm. The PL law simu-
lation was not able to achieve a steady state solution, due to excessive heat release (Damköhler
number scaled by heat reelase was 309% greater than the baseline) and the upstream shifted
ignition (meaning significant chemical activity would have occurred in the high pressure and
temperatures of the radical farm). The reduction in ignition delay and the upstream shift in
the formation of H2O was also observed in the P1.7L law simulation. The presence of atomic
oxygen allowed ignition to occur immediately downstream of SI2.
The P1.7L simulation produced the same general flowfield structure as the baseline. Shock
wave impingements were within 2.5% of the baseline and peak normalised pressures in the hot
pockets were reproduced to within 5% of the baseline value on the plane 30◦ from the injec-
tor centerline. A key difference was the formation of a large recirculation region at SI3. This
recirculation region acted as a flame-holder and was an integral component in the combustion
processes of this simulation. The formation of this feature did not drastically alter the nor-
malised pressure profile but did result in peak Stanton numbers of 60% greater than the base
value. The effect of Reynolds number mismatch in this simulation was deemed secondary (wall
parameter, mixing efficiency mismatch < 5%) to the mismatch in Damkölher based on ignition
delay timescales.
In this contaminated air condition, the P1.7L simulation gives a reasonable quasi-scaled flow-
field of the baseline. Therefore this study has shown the applicability of Pressure-Length scaling
in the form of P1.7L in scramjet engine testing when both the baseline and small scale models
are subjected to a typical hypersonic test facility contaminant atomic oxygen. However the for-
mation of the recirculation region in this simulation illustrates that there will be limitations on
applying this method. The formation of an unstable recirculation region with decreased length
scale is one such limitation.
7.6 Contaminated Air Small Scale and Plain Air Base Scale
It has been established that with the presence of common hypersonic shock tunnel contaminants
in the ingested air, an inlet-fuelled radical farming scramjet engine can generate a down-scaled
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flowfield structure that is representative of a baseline engine. This, although an interesting and
important finding, does not resolve the issue of how to scale a small scale model in a hypersonic
shock tunnel facility so that it produces quasi-scaled results to a full flight scale model in plain
air. It may even give an experimenter a false sense of security of the applicability of the PnL
approach to small scale engine testing in a hypersonic shock tunnel.
In the analysis of the plain air and the contaminated air results it was shown that scaled
heat release in similar normalised locations is required in order to generate a small scale quasi-
scaled flowfield and performance. Therefore if the contaminants present in a small scale engine,
scaled by the PnL scaling law, allow for ignition to occur in the same normalised vicinity as the
plain air base engine and if there is negligible excess heat release due to the presence of the
contaminants, then a quasi-scaled solution is possible.
Figure 7.24 illustrates the normalised pressure, Stanton number and H2O evolution on the
wall of the premixed axisymmetric study φ = 0.5 condition plain air base, contaminated air
base and contaminated air P1.7L law 0.2 simulations. Normalised pressures in the radical farm
are 7.2% and 18% greater than the plain air baseline for the YO = 0.01% and YO = 0.01%
YNO = 3% conditions respectively, and 4% greater in the 2nd hot pocket structure. The location
of SI3 is 0.016 and 0.028 combustor lengths upstream of the plain air baseline for the YO =
0.01% and YO = 0.01% YNO = 3% conditions respectively. Peak Stanton numbers in the radical
farm are approximately 19% and in the 2nd hot pocket 4.8% in the contaminated air small scale
simulations than the plain air baseline. The formation of H2O in mass fractions of 1% occurs
approximately 0.029 upstream of the plain air baseline for the contaminated air small scale
simulations. Peak chemical activity of Reaction 2 occurred at 0.324 combustor lengths in the
contaminated air simulations, at peak pressure in the radical farm. Normalised pressures are in
the vicinity of 39 times freestream pressure. Peak chemical activity of Reaction 2 occurred at
0.343 combustor lengths in the plain air baseline. Normalised pressures are in the vicinity of
34.8 times freestream pressure. This upstream shift in chemical activity accounts for the excess
heat release in the observed in the P1.7L law 0.2 simulations. In addition the increased enthalpy
of formation generated by the contaminants in the flow is visible in through the differences
between the YO = 0.01% and YO = 0.01% YNO = 3% conditions.
Figure 7.25 illustrates the normalised pressure, Stanton number, and cf on the wall 30◦ from
the injector centerline plane, and combustion efficiency of the inlet-fuelled three-dimensional
study φ = 0.5 condition plain air base, contaminated air base and contaminated air P1.7L law
0.2 simulations. Data from the 30◦ from the injector centerline plane illustrates similarity of the
flowfield structure with identical locations for SI1 and SI2, and the location of SI3 and SI4 is
within 0.01 combustor lengths between the plain air base and contaminated air P1.7L law simu-
lation. The separated region in the vicinity of SI3 is present in both simulations, but its extent
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(a) Normalised pressure, YO = 0.01%. (b) Normalised pressure, YO = 0.01% YNO = 3%.
(c) Stanton number, YO = 0.01%. (d) Stanton number, YO = 0.01% YNO = 3%.
(e) H2O, YO = 0.01%. (f) H2O, YO = 0.01% YNO = 3%.
Figure 7.24: Premixed axisymmetric plain air and contaminated air scaling study comparison.
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has been over-predicted in the P1.7L law simulation, as shown by the negative cf values. Peak
normalised pressures in the radical farm, 2nd hot pocket and 3rd hot pocket are 3.4%, 4.5% and
2.4% respectively lower in the P1.7L law simulation. Peak Stanton numbers are within 10%.
The success of the P1.7L law simulation to (with the exception of the separated region) produce
a quasi-scaled simulation with excellent agreement to the plain air baseline is attributed to the
relative positions of ignition achieved leading to scaled heat release. Combustion efficiencies
of ηc = 1% occur at 0.268 and 0.25 combustor lengths for the plain base and the P1.7L law sim-
ulation respectively, in the vicinity of SI2 at approximately 0.25 combustor lengths. Therefore
it can be concluded that ignition activity occurs in approximately the same normalised location.
The presence of atomic oxygen, generating extra enthalpy of formation, accounts for the higher
efficiencies after 0.55 combustor lengths.
A comparison of the plain air base and contaminated air scaled PnL simulations has shown
that the generation of a quasi-scaled flowfield in the small scaled model is possible. This is
a significant practical result since it illustrates that although current hypersonic test facilities
inherently produce contaminants in the test flow, it is possible for a small scale model tested
in a ground based facility to generate flowfields and performances representative of a large
scale engine tested in the plain air atmosphere. This implies that small scale engine testing
can form part of the design and development process of a scramjet engine, although caution is
required and a resulting engine design will also need to be certified using other methods. This
result is also significant since it demonstrates that the PnL method is the appropriate Pressure-
Length scaling method and not the PL scaling method. The success of this result is due to the
relative locations of ignition. If the position of ignition is in the same relative location in the
two models, then generation of a quasi-scaled flowfield in the small scaled model is possible. If
however the contamination results in ignition being achieved in a different normalised pressure
and temperature region (as observed in the premixed axisymmetric study), then discrepancies
between the flowfields of different length scales will emerge.
7.7 Contaminated Air Scaling Conclusions
In this Chapter the small scale geometric length scale effects of an axisymmetric inlet-fuelled
radical farming scramjet engine have been investigated numerically for a test medium contain-
ing common hypersonic shock tunnel facility contaminants. The scaling criteria examined the
PL and PnL scaling criteria, with the pressure exponent ‘n’ selected to maintain the Damköhler
number for heat releasing three body reaction timescales. The contaminants examined where
atomic oxygen in mass percentages of YO = 0.01%, and atomic oxygen and nitric oxide in mass
percentages of YO = 0.01% and YNO = 3%.
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(a) Normalised pressure. (b) Stanton number.
(c) Coefficient of friction, cf. (d) Combustion efficiency, ηc.
Figure 7.25: Wall normalised pressure, Stanton number, and cf on the 30◦ from the injector centerline
plane, and combustion efficiency of the inlet-fuelled three-dimensional study φ = 0.5 condition plain
air base, contaminated air base and contaminated air P1.7L 0.2 length scale simulations
A constant pressure reactor study illustrated that the presence of atomic oxygen in mass
percentages of YO = 0.01% reduced the ignition delay timescale by approximately 50% – 90%
for the range of conditions in the radical farm. The presence of nitric oxide in mass percentages
of YNO = 3% was observed to reduce heat releasing chemistry timescales by approximately
15% for the range of conditions in the radical farm. The inclusion of these contaminants did
not alter the relationship between pressure and timescales from those found in the plain air
study (Chapter 6) and from previous studies of Pergament (1963) [28], Rogers and Schexnayder
(1981) [29] and Karl (2011) [10].
The reduced chemical kinetic timescales of these contaminants on a premixed axisymmetric
flowpath were evident. The inclusion of atomic oxygen reduced ignition delay timescales to the
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extent that peak chemical activity for both the ignition and heat releasing reactions was shown
to occur in the radical farm region, between SI1 and peak pressures. The coupled effects of
chemical heat release reactions occurring not in the expansion but in the higher temperature
and pressure environment of the radical farm and the extra enthalpy generated in the reaction
process due to an initial concentration of radicals resulted in the pressure profiles and engine
combustion performance of the contaminated air simulations being greater than the plain air
simulations.
In both the axisymmetric and three-dimensional scaling studies performed, the PnL law
simulations were capable of producing quasi-scaled flowfields. This capability was however
shown to be limited by the relative length scale highlighting the importance of minimising the
length scale differences between two models. The PL simulations were incapable of producing
quasi-scaled flowfields for the conditions examined. These are important results that differ to the
findings in the plain air scaling study (which showed that both methods were capable, within
limits, of producing quasi-scaled flowfields). However the flowfields in the contaminated air
case consistently had higher levels of similarity with the base flowfield, in terms of flowfield
structure, normalised pressures, chemical activity and engine performance.
The success of the PnL scaling law in the contaminated air conditions examined has been
attributed to the relative location of ignition. In the plain air scaling cases it was observed
that the increase in ignition delay scales in the PnL law simulations led to normalised location
of ignition occurring in the expansion region downstream of the radical farm. As a result the
heat releasing chemistry reactions occurred in regions where the temperatures (on the order
of 1000K compared to 1500K in the baseline) and pressures (on order of 55%) were lower
than that of the location of ignition in the baseline and therefore the local Damköhler number
based on heat releasing timescales was not maintained. Therefore neither the ignition delay
nor the heat releasing reactions could be scaled in these cases. In the contaminated air cases
however, the presence of atomic oxygen in the ingested flow reduced the relative timescales
and ignition in the baseline occurred upstream of the peak pressure in the radical farm. In
the PnL law simulations the action of atomic oxygen and the fact that ignition in the baseline
occurred prior to peak pressure and temperature, meaning that as the flow continued through
the radical farm the timescales would continue to decrease, resulted in offsets in peak chemical
activity of ignition reactions of as little as 0.03 combustor lengths. This allowed for peak heat
releasing reactions to occur in a region with normalised pressures were within approximately
of 90% and temperatures within 50K of the baseline. The local heat releasing Damköhler
numbers were therefore within approximately 10% of each other (on the order of 40% in the
plain simulations).
The failure of the PL scaling law is also attributed to the relative location of ignition. In
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the plain air simulations the expansion process in the immediate vicinity of peak heat releasing
reaction rates decreased the effects of excess heat release on the flowfield. In this contaminated
air study peak activity occurs upstream of peak radical farm pressure and the expansion region
does not reduce the impact of the heat release in its initial vicinity. The additional heat release
resulted in engine unstarts at conditions not observed in the plain air study.
In a comparison of between baseline and small length scale contaminated air P1.7L sim-
ulations, it was demonstrated that the small scaled simulation could generate a quasi-scaled
flowfield with similar structures and locations, pressures and combustion efficiencies, with the
exception of a separation region the length scale of which was over-predicted. The success of
this was attributed to the effect of atomic oxygen in the small scaled simualtion that allowed for
the position of ignition to occur in the same relative location as the plain air baseline. This does
not prove that PnL scaling is an appropriate means to scale a small scaled tunnel model to gain
insight into flight scale engine behaviour, but it does demonstrate that under certain conditions
PnL scaling is capable of producing quasi-scaled flowfields.
Increasing the amount of atomic oxygen in the flow is expected to further decrease the
difference in ignition delay timescales. This would result in superior performance of the PnL
scaling method on small scaled flowfields. The inclusion however would also result in excess
heat release for all length scales and further drive the solution from the plain air case.
The results of this Chapter illustrate the significance of typical shock tunnel contaminants
on the small length scale behaviour of an inlet-fuelled axisymmetric radical farming scramjet
engine. The scaled behaviour in the presence of typical shock tunnel contaminants is not the
same as was observed in plain air. Applying the appropriate scaling method for a small scale
model tested in plain air to a small scale model in the contaminated air medium can result in
a flowfield structure completely unrepresentative of the actual full size engine. The significant
practical result was that although current hypersonic test facilities inherently produce contami-
nants in the test flow, it is possible for a small scale model tested in a ground based facility to
generate flowfields and performances representative of a large scale engine tested in the plain
air atmosphere, implying that small scale engine testing can form part of the design and devel-
opment process of a scramjet engine. It is therefore imperative that an experimenter account
for the presence of contaminants when designing test conditions for a small scaled inlet-fuelled
axisymmetric radical farming scramjet engine. In this study, it was shown that the PnL method
(where n was selected to scale Damköhler number based on heat release timescales) was an ap-
propriate approach in designing test conditions, whereas the PL method, the appropriate method
for a plain air test medium, did not generate a quasi-scaled flowfield structure. Failure to ac-
count for the presence of contaminants could produce a flowfield structure and performance
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completely unrepresentative of the baseline design and have dire consequences for the entire
development of the engine.
Chapter 8
Conclusions and Recommendations
This study has been concerned with the inlet-fuelled axisymmetric radical farming scramjet
engine and the fundamental behaviour of combustion phenomena in such engines when the
geometric length scale is changed. Specifically this study has investigated: the underlying cou-
pling effects between the physical flow and chemistry in the scramjet engine; the effects of
length scale on combustion behaviour in a plain air test medium; and the effects of length scale
on combustion behaviour in test mediums containing typical hypersonic test facility contami-
nants. Conclusions have been drawn here about the extent to which combustion scaling laws
from other propulsion devices can be used for this class of scramjet engine.
8.1 Conclusions
8.1.1 Scramjet Engine Flowfield and Coupled Flow-Chemistry
Scramjet engine tests were completed on an inlet injected hydrogen fuelled axisymmetric radi-
cal farming scramjet in the HEG (DLR) and the HIEST (JAXA) hypersonic test facilities. The
engine flowthpath was a 1.57:1 scale flowpath of the SCRAMSPACE engine (Tirtey et al. 2012)
[129]. A comprehensive experimental database for this engine over a range of dynamic pres-
sures (q∞ = 27.9kPa, 48.1kPa, 55kPa and 75.5kPa) and equivalence ratios (0.0 ≤ φ ≤ 0.98),
encompassing a range of combustion regimes, including wall pressure and wall heat flux1 was
generated. Numerical reconstructions of the experiments using the high fidelity CFD solver
CFD++ (Goldberg et al. 2000) [82] were completed for the experiments using the Jachimowski
13 species 33 reaction step mechanism (Jachimowski 1992a)[19] and two-equation SST Menter
RANS turbulence model (Menter 1994) [84]. Both Fully Turbulent (FT) flowfields and Turbu-
lence Source Terms Off (TO) flowfields, approximating the laminar inflow effects, were sim-
ulated. The ability of the CFD code, turbulence model and settings, and chemistry model to
1The first time for this class of engine.
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produce high-fidelity reconstructions of the wall cp and Stanton number distributions, as well
giving insight into the flow physics / chemistry and coupling in the engine flowfield, gave much
confidence in employing this numerical tool in order to proceed with the numerical scaling
studies.
Data from the experimental tests show three dimensional flowfield structures. Results for
the Fuel-Off and Fuel into Nitrogen experiments exhibit 3 shock impingements on the wall
comprising a 2 hot pocket structure. The measured Stanton number on the inlet of all exper-
iments showed a non-fully turbulent boundary layer. Differences in the wall Stanton number
data between the Fuel-Off and Fuel into Nitrogen experiments illustrated the presence of cold
fuel throughout the engine and gave insight into fuel distribution. CFD reconstructions showed
the distribution of the fuel plume throughout the engine and the formation of a Counter-Rotating
Vortex (pair) which envelops the fuel plume and mixes it with the freestream flow, in the same
manner as highlighted by Peterson et al. (2012) [90].
The results of the Fuel into Air experiments show 4 shock impingements on the combustor
wall comprising a 3 hot pocket structure. The cp and Stanton number values in the Fuel into Air
experiments were greater than both the Fuel into Nitrogen and Fuel-Off experiments at various
locations in the combustion chamber illustrating that combustion was achieved. The cp datasets
illustrated increased values in the vicinity of SI2 (the second shock boundary layer impingement
point in the combustor that forms the radical farm) over the Fuel into Nitrogen experiments, in-
dicating the initiation of chemical activity and combustion in the 1st hot pocket (i.e. the radical
farm). CFD reconstructions showed the formation of radicals and H2O on the fuel plume pe-
riphery (in amounts such that ηc ≤ 5%) upstream of the radical farm and that strong ignition
initiates in the radical farm. The cp values continue to increase in the downstream, hot pocket
structures illustrating that this engine exhibits classical radical farming behaviour as defined by
McGuire (2007) [36] and the CRV pair plays a crucial role in the mixing and combustion of the
fuel. An increase in equivalence ratio at the same dynamic pressure resulted in upstream shifted
flowfield structures and greater measured wall cp and Stanton number values. The effects of
dynamic pressure on the engine were also explored. The low (27.9kPa) and medium (48.1kPa)
dynamic pressures illustrated similar engine behaviour. The very high (75.5kPa) dynamic pres-
sure conditions shows evidence of a separation occurring at the SWBLI of SI1, altering the
flowfield structure of the engine.
A comparison of the FT and TO flowfields illustrated different fuel distribution and mixing
properties. In the TO flowfields, the presence of a separation formed by the compression corner
of conical ramp interface 1 – 2, distributes fuel away from the plume immediately after injection.
The formation of the CRV pair does not change but the distribution of the fuel in the mixing
process is altered. In the reacting flowfields this difference limits combustion in the TO case.
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Wall cp and Stanton number distributions, as well as engine combustion efficiencies differed to
the FT flowfields.
8.1.2 Combustion Scaling Behaviour
This study explored numerically the problem of how to scale a small scale inlet-fuelled axisym-
metric radical farming scramjet engine to a desired flight engine size. The capability of the
Pressure-Length scaling laws (in which all inflow parameters between the small scaled and the
base engine are maintained with the exception of the freestream pressure of the small scaled
engine, which is altered to maintained key non-dimensional parameters) was assessed for plain
air and air with typical hypersonic test facility contaminants (atomic oxygen and nitric oxide)
present. The study examined an equivalent Mach 8, altitude of 27.5km – 28.5km, 3.3 MJkg-1
condition for a axisymmetric flowpath assuming premixed combustion (φ = 0.5 and φ = 1.0)
and a three-dimensional flowpath with discrete fuel injection (φ = 0.5).
In the absence of chemical reactions (i.e. frozen flow scenario), designing test conditions
of a small scale model using the PL approach did produce an exact flowfield structure to the
baseline engine. Employing the PnL approach did not produce an exact flowfield structure to
the baseline engine. However due to the high Reynolds number of the flow (i.e. fully turbu-
lent developed flow), the discrepancies were negligible. In the presence of chemical reactions
exact replication of the base engine flowfield structure and performance was not possible. The
PL approach replicates the flow physics and chemistry up to the point of ignition; excessive
heat release, due to a Damköhler number based on heat release greater than the large scale en-
gine, alters the flowfield topology downstream the point of ignition. The PnL approach can not
replicate the flow physics and chemistry through the ignition delay phase (since the Damköhler
number based on ignition delay is less than the large scale engine) and ignition occurs offset, in
a normalised location downstream of the large scale engine.
Despite this, quasi-scaled flowfields were achieved in both the plain air and contaminated air
studies. It was concluded that in order to achieve a quasi-scaled flowfield structure and engine
performance, heat release in the small scale engine must be scaled to the large scale engine. The
success of each Pressure-Length scaling approach to achieve this is dependent on the relative
location of ignition with respect to the radical farm in the base engine. If ignition occurs at
or downstream of peak radical farm pressure in the base model, the PL approach will gener-
ate flowfield structures and performances more representative of the base engine. Conversely
the PnL approach will generate flowfield structures and performances more representative of
the base engine if ignition occurs upstream of peak radical farm pressure in the base model
(within length scale limitations). The applicability of Pressure-Length scaling is therefore also
dependent on the specific conditions examined.
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In the plain air medium both the PL and the PnL approaches have merit in the premixed
axisymmetric arrangement. The PL scaled models however over-predict heat release through-
out the engine due to Damköhler numbers based on heat release in excess of the large scale
engine, resulting in increased normalised pressure profiles, upstream shifted flow structures and
increased separated flow region extents. The PnL scaled models however exhibit delayed heat
release (due to non-scaled ignition length), resulting in decreased normalised pressure, down-
stream shifted flow structures and decreased separated flow region extents.
In the plain air medium three-dimensional model, where the effects of fuel injection are
present, scaling the inflow conditions of a small size engine with the PL approach produced
a quasi-scaled flowfield structure and performance; the PnL approach produced delay in the
ignition delay length to the extent that quasi-scaled heat release could not be attained. The
success of the PL approach in this study is different to the conclusions of the numerical scaling
study of Karl (2011) [10] on the HyShot II combustor (porthole fuel injection in the combustion
chamber). In Karl (2011) [10]’s study, a quasi-scaled flowfield was not achieved in the small
scale simulations with the PL approach, as a coupling of the fluid dynamics and chemistry at
the point of fuel injection formed a flame-holding region in the combustion chamber which
drastically altered the flow topology. Due to differences in the approach to engine fuel injection
(inlet injection), no flame holding region was formed at the point of fuel injection in the PL
scaled simulations in the current study to dramatically alter the flow topology.
This study therefore concludes that in order to quasi-scale a small scale inlet-fuelled ax-
isymmetric radical farming scramjet engine to a larger engine size in a plain air test medium
in the absence of typical hypersonic test facility contaminants, the PL approach is the most ap-
propriate Pressure-Length method. An experimenter however must take into account that this
approach is only a quasi-scaled approach and that the small scale engine will have a flowfield
structure with heat release and a performance in excess of the larger engine. There will also be
limits in its applicability in terms of length scale due to (i) excess heat release leading to large
scale separation and engine unstart or (ii) the approaching of the explosion limits, namely the
second explosion limit, which will inhibit ignition; both dependent on the specific conditions
tested.
The introduction of typical hypersonic test facility contaminants, atomic oxygen in amounts
of YO = 0.01%, and atomic oxygen and nitric oxide in amounts of YO = 0.01% and YNO = 3%
using the Pressure-Length scaling law produced small scaled engine scaling results different
to the plain air study. In the large scale simulations the presence of the atomic oxygen shifted
ignition and heat releasing activity upstream, and these were observed to occur upstream of peak
pressure in the radical farm (as opposed to at, or downstream of, the radical farm in the plain
air scenario). In both the axisymmetric and the three-dimensional studies the PnL approach
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is the superior method to design small scale engine test conditions to produce a quasi-scaled
flowfield and performance of a large scale engine. It more accurately generates the large scale
engine’s flowfield structures, normalised pressure profiles and engine performance profiles than
the PL approach and will not suffer from engine unstart due to excessive heat release2, since
heat release is scaled. The presence of atomic oxygen reduces the offset heat release due to the
different ignition delay Damköhler numbers, while the same Damköhler number based on heat
release reactions results in scaled heat release. The PL approach failed to achieve stable steady
state flow in the three-dimensional model (effects of fuel injection present) at a length scale of
0.2 due to engine unstart.
A further conclusion to this study is the combustion scaling behaviour of a small engine
tested in a contaminated medium and a large scale engine in a plain air medium, which was
found to produce quasi-scaled results with the PnL approach. The previous contaminated air
results, to within limits, extend to the scaling a small scale engine in a typical hypersonic test
facility contaminated environment to a base size engine in a plain air medium. If the action of
the contaminants (atomic oxygen) can reduce the ignition delay difference between the small
and large scale engines (difference due to the different ignition delay Damköhler numbers) to
the extent that ignition occurs in a similar normalised pressure and temperature environment,
then quasi-scaled heat release (due to the similar Damköhler numbers based on heat release),
flowfield structures and performance between the two engines is possible. If the action of the
contaminants can not reduce the difference by the required amount, then the PnL method will
not produce a quasi-scaled flowfield structure nor similar performance.
These results are not dissimilar to the findings of Schloegel (2014) [25]. In that study, a
change in inflow flight conditions for a two-dimensional radical farming scramjet engine with
inlet fuel injection was shown to alter the locations of ignition and heat release in the engine.
The inflow conditions also influenced the relationship between the pressure and the ignition
length scale, and the heat release length scale. That study thus also highlighted the importance
of the relative location of ignition in the engine with respect to the hot pocket regions on scaled
behaviour.
The contaminated air scaling study has delivered a conclusion to inlet-fuelled axisymmet-
ric radical farming scramjet engine scaling behaviour. In practice, where ground based tests
will be conducted in hypersonic test facilities with various contaminants present in the flow,
the presence of contaminants will influence the down-scale engine behaviour. Under the con-
ditions examined, it is the application of the PnL scaling law, where n is selected to scale the
Damköhler number based from three body heat releasing reaction timescales, to determine ap-
propriate freestream test conditions for the down-scale engine that will produce a quasi-scaled
2Unless the large scale model also unstarts.
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flowfield and performance. Furthermore, down-scale models tested in ground based facilities
where contaminants are present can generate quasi-scaled flowfield structures and performances
of a base size engine in a plain air test medium. As research and development of scramjet en-
gines continue, there will be a demand to test small length scaled models in ground test facilities
in order to predict the performances and flowfield structures of large scale flight engines. If the
conventional PL scaling law is applied to generate small scale engine freestream conditions,
an experimenter may find that the engine is unstarting or that much greater performance than
envisioned is achieved. Due consideration of the type of engine, its combustion mechanism and
influence of the facility contaminants is required prior to establishing a method to scale the flow
conditions or one risks either wasting much experimental time and resources understanding the
underlying cause or perhaps more dangerously, remains ignorant to the results that they obtain.
8.2 Recommendations for Future Work
This study has made some findings in the field of scramjet engine scaling. It has shown, for an
inlet-fuelled axisymmetric radical farming scramjet engine, that Pressure-Length scaling when
applied to a small scale engine, can generate quasi-scaled flowfields and performances of a
large scale engine. In addition, the mechanism for the success of the particular approaches
to Pressure-Length scaling was identified. This study has therefore laid the foundation for
experimenters interested in conducting small scaled tests of this class of scramjet engine, in
both plain air and contaminated air facilities, to design and develop appropriate test conditions.
The issue of general scramjet engine scaling and inlet-fuelled axisymmetric radical farming
scramjet engine scaling remains however a very broad topic. This study, in addition to laying a
foundation for inlet-fuelled axisymmetric radical farming scramjet engine scaling and scramjet
engine scaling in contaminated test mediums, therefore also has laid the foundation for future
studies to further explore and build upon this knowledge base. In this Section recommendations
for further studies to probe the boundaries of the current study and its results, as well as to
extend the scramjet engine scaling knowledge base are given.
8.2.1 Large Length Scales
The scope of this study was set to exploring the length scaled behaviour of small scaled engines.
In the study of Karl (2011) [10] both small and large scale engines were examined and it was
determined that the applicability of the P1.7L scaling law differed depending on whether the
length scale was decreased (did not quasi-scale the engine) or increased (did quasi-scale the
engine). Similar results are expected for the plain air study for this engine, since the decreased
level of pressure for increased length scale with the P1.7L method will produce Damköhler
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numbers based on ignition in excess of the base simulation (therefore eliminating the ignition
offset). A future study is recommended, following the same numerical methods outlined in the
scaling studies in this work, on up-scaled models (2:1, 5:1, 10:1) to determine the applicability
of the results and conclusions on the broader length scale spectrum.
8.2.2 Flight Conditions
The objectives of this study were to investigate the length scale engine behaviour in both plain
air and in contaminated air flows. In order to generate a sound understanding of the effects of
various contaminants, resources were prioritised to simulations examining different flowfield
chemical compositions. Only one flowfield condition was examined and one flow equivalence
ratio for the three-dimensional study with two fuel equivalence ratios examined in the axisym-
metric study.
Nevertheless it is recommended that a future study investigate the influence of different
inflow conditions for this class of scramjet engine. The fundamental findings of this study
however should not differ; that is, scaled heat release is the key to producing a quasi-scaled
flowfield and that this is achievable using PnL scaling if ignition activity and initial heat release
in both the large scale and the small scale engines occur in the same normalised pressure and
temperature environments. Additionally, if a blended ‘n’ pressure dependency factor was found
to appropriately quasi-scale an engine design for an inflow condition, a parametric study across
a broad range of conditions would also determine whether it would be generally applicable or
condition dependent for the design of engine.
8.2.3 Contaminants
The success of the PnL scaling law was attributed to the ability of contaminants in the flow
to reduce ignition delay timescales so that ignition occurred in similar temperature and scaled
pressure environments in both the large and small scaled simulations. Therefore it is recom-
mended that further study be undertaken on contaminants, including conducting a sensitivity
study on the common shock tunnel contaminants presented in this study to determine the extent
of PnL scaling’s capabilities. A further contaminant not examined in this study is atmospheric
ozone. In regions of the atmosphere, this will be present in the air that a scramjet engine ingests
and may have an influence on its performance and on the appropriate method required to scale
a small scale model. However, as discussed in the application of different inflow conditions,
the fundamental findings of this study should not differ; that is, scaled heat release is the key
to producing a quasi-scaled flowfield and that this is achievable using PnL scaling if ignition
activity and initial heat release in both the base size and the small scale engines occur in the
same normalised pressure and temperature environments.
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8.2.4 RANS Simulations
The current study employed RANS turbulence modelling. Despite the good agreement with
pressure trace data in the CFD reconstruction of the experimental flowfields, it is recommended
that, when technologically feasible, a study repeating the current three-dimensional scaling
study be undertaken using LES modelling approach.
8.2.5 Engine Type
The conclusions from this study are only valid for the inlet-fuelled radical farming scramjet
engine. Engines in which the mixing processes, combustion processes or any other processes
that differ from this class of engine may exhibit different behaviour. This was highlighted in the
conclusions to the study of Karl (2011) [10] which found that in a plain air medium, applica-
tion of the PL approach to a small scale HyShot II combustor will not generate a quasi-scaled
flowfield, due to a engine design specific fluid-chemistry coupling phenomena. Therefore it is
recommended that length scale studies on other classes of scramjet engines also be conducted.
8.2.6 Fuel Type
In current scramjet research, hydrogen is usually used to fuel the engine due to its relatively well
known and simple chemical kinetics. Hydrogen, with challenges associated with its storage and
the fact that it has the lowest energy density (per unit volume) among typical hydrocarbon fuels,
will not be the fuel of choice for practical scramjet engines. The conclusions of this study may
not be applicable to the same class of scramjet engine when it consumes a different fuel. Further
research is therefore required on more practical hydrocarbon fuels in order to determine:
• The mechanism associate with reaction ignition and combustion within the engine for the
fuel type.
• General ignition delay and three body heat releasing chemical time scale behaviour.
• The effects of contaminants on combustion.
The success of PnL scaling law based on maintaining the Damköhler number based on three
body heat releasing reactions is due to the the relative position of heat release initially being
achieved within the radical farm region and not the following expansion region. Deviation from
this result would draw different conclusions.
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8.2.7 Experimental Results
The study on the small scaled geometric length scale engine behaviour has been numerical. In
order to verify the contaminated air study findings, it is recommended that a series of experi-
ments be undertaken in the same hypersonic test facility using different geometric length scale
models.
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Appendix A
Nondimensionalisation of the Navier
Stokes Equations
A.1 Overview
A.2 Homogeneous Steady State Non Reacting Flowfields
A.2.1 Two-Dimensional Navier-Stokes Equations
The fluid flow governing Navier-Stokes equations in cartesian two-dimensional form for a
steady non-reacting flow are presented in Equations A.1 to A.4.
Continuity :
∂ρ
∂t
+
∂ρu
∂x
+
∂ρv
∂y
= 0 (A.1)
x - Momentum : ρ
∂u
∂t
+ ρu
∂u
∂x
+ ρv
∂u
∂y
= −∂P
∂x
+
∂τxx
∂x
+
∂τyx
∂y
(A.2)
y - Momentum : ρ
∂v
∂t
+ ρu
∂v
∂x
+ ρv
∂v
∂y
= −∂P
∂y
+
∂τyy
∂y
+
∂τxy
∂x
(A.3)
For a Newtonian fluid in which the bulk modulus is approximated with Stokes hypothesis,
the shear stress may be related to the stain rates in the following:
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τxy = τyx = µ(
∂v
∂x
+
∂u
∂y
)
τxx = λ(∇ · V ) + 2µ∂u
∂x
τyy = λ(∇ · V ) + 2µ∂v
∂y
λ = −2
3
µ
Energy : ρ
∂E
∂t
+ ρu
∂E
∂x
+ ρv
∂E
∂y
= ρq˙ +
∂
∂x
(kT
∂T
∂x
) +
∂
∂y
(kT
∂T
∂y
)
− (∂(uP )
∂x
+
∂(vP )
∂y
) +
∂(uτxx)
∂x
+
∂(uτyx)
∂y
+
∂(vτyy)
∂y
+
∂(vτxy)
∂x
(A.4)
Where E = e+ V 2/2
A.2.2 Non-Dimensional Parameters
The following are a list of non-dimensional parameters requried to normalise Equations A.1
through A.4.
ρ¯ = ρ
ρ∞ P¯ =
P
P∞ T¯ =
T
T∞ µ¯ =
µ
µ∞ k¯T =
kT
kT∞
x¯ = x
L
y¯ = y
L
u¯ = u
V∞ v¯ =
v
V∞ e¯ =
e
cv,sh∞T∞
A.2.3 Normalisation of the Navier-Stokes Equations
The normalisation of the Navier-Stokes equations in cartesian two-dimensional form for a non-
reacting flow with the non-dimensional parameters listed in subsection A.3.2 follows.
Continuity
Normalisation of the Coninuity Equation (Equation A.1) does not result in any dimensionless
parameters as shown in Equation A.5.
ρ∞V∞
L
(
∂ρ¯
∂t¯
+
∂ρ¯u¯
∂x¯
+
∂ρ¯v¯
∂y¯
) = 0 (A.5)
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Momentum
Normalisation of the Momentum Equations (A.2 and A.3) yields the the ratio of specific heats
(γ) and Mach number due to the compressibility effects, and the Reynolds number due to the
viscous shear effects in the flow. The derivation for the normalisation for the x-momentum
component follows. The results for the y-momentum component are identical with respect to
the non-dimensional parameters influencing the flow, with x and y direction and u and v velocity
components switched in the same manner as Equations A.2 and A.3.
ρ∞V 2∞
L
(ρ¯
∂u¯
∂t¯
+ ρ¯u¯
∂u¯
∂x¯
+ ρ¯v¯
∂u¯
∂y¯
) = −P∞
L
∂P¯
∂x¯
+
µ∞V∞
L2
µ¯
∂
∂x¯
(2
∂v¯
∂x¯
− 2
3
(
∂u¯
∂x¯
+
∂v¯
∂y¯
)) (A.6)
+
µ∞V∞
L2
µ¯
∂
∂y¯
(
∂v¯
∂x¯
+
∂u¯
∂y¯
)
ρ¯
∂u¯
∂t¯
+ ρ¯u¯
∂u¯
∂x¯
+ ρ¯v¯
∂u¯
∂y¯
= − P∞
ρ∞V 2∞
∂P¯
∂x¯
+
µ∞
ρ∞V∞L
µ¯
∂
∂x¯
(2
∂v¯
∂x¯
− 2
3
(
∂u¯
∂x¯
+
∂v¯
∂y¯
))(A.7)
+
µ∞
ρ∞V∞L
µ¯
∂
∂y¯
(
∂v¯
∂x¯
+
∂u¯
∂y¯
)
where:
a =
√
γ · P
ρ
⇒ P
ρ
=
a2
γ
∴ P∞
ρ∞V 2∞
=
a2
γV 2∞
=
1
γM2∞
and
Re∞ =
ρ∞V∞L
µ∞
yields:
ρ¯
∂u¯
∂t¯
+ ρ¯u¯
∂u¯
∂x¯
+ ρ¯v¯
∂u¯
∂y¯
= − 1
γM2∞
∂P¯
∂x¯
+
1
Re∞
µ¯
∂
∂x¯
(2
∂v¯
∂x¯
− 2
3
(
∂u¯
∂x¯
+
∂v¯
∂y¯
)) (A.8)
+
1
Re∞
µ¯
∂
∂y¯
(
∂v¯
∂x¯
+
∂u¯
∂y¯
)
(A.9)
The Compressibility Effects are given by 1
γM2∞
∂P¯
∂x¯
and the Nondimensional Numbers of im-
portance are γ and M∞.
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The Viscous Effects are given by 1
Re∞ µ¯
∂
∂x¯
(2 ∂v¯
∂x¯
− 2
3
(∂u¯
∂x¯
+ ∂v¯
∂y¯
)) + 1
Re∞ µ¯
∂
∂y¯
( ∂v¯
∂x¯
+ ∂u¯
∂y¯
) and the
important Nondimensional Number is Re∞.
Energy
Normalisation of the Energy equations yields the ratio of specific heats (γ) and Mach number
due to the compressibility effects, Reynolds number due to the viscous shear effects and the
Prandtl number due to the thermal conduction and viscous effects. It should be noted that the
occurrence of the ratio of specific heats, Mach number and Reynolds number is due to the
influence of compressibility and viscosity on the energy of the system and not the mechanical
effects as was the case with the momentum equations.
ρ∞V∞cv,sh∞T∞
L
(ρ¯
∂e¯
∂t¯
+ ρ¯u¯
∂e¯
∂x¯
+ ρ¯v¯
∂e¯
∂y¯
) +
ρ∞V 3∞
2L
(ρ¯
∂(u¯2 + v¯2)
∂t¯
+ ρ¯u¯
∂(u¯2 + v¯2)
∂x¯
+ ρ¯v¯
∂(u¯2 + v¯2)
∂y¯
)
=
kT∞T∞
L2
(
∂
∂x¯
(k¯T
∂T¯
∂x¯
) +
∂
∂y¯
(k¯T
∂T¯
∂y¯
))− P∞V∞
L
(
∂(u¯P¯ )
∂x¯
+
∂(v¯P¯ )
∂y¯
)
+
µ∞V 2∞
L2
µ¯
∂(u¯(4
3
∂u¯
∂x¯
− 2
3
∂v¯
∂y¯
))
∂x¯
+
µ∞V 2∞
L2
µ¯
∂(u¯( ∂v¯
∂x¯
+ ∂u¯
∂y¯
))
∂y¯
+
µ∞V 2∞
L2
µ¯
∂(v¯(4
3
∂v¯
∂y¯
− 2
3
∂u¯
∂x¯
))
∂y¯
+
µ∞V 2∞
L2
µ¯
∂(v¯( ∂v¯
∂x¯
+ ∂u¯
∂y¯
))
∂x¯
(A.10)
Dividing Equation A.10 through by ρ∞V∞cv,sh∞T∞
L
yields:
ρ¯
∂e¯
∂t¯
+ ρ¯u¯
∂e¯
∂x¯
+ ρ¯v¯
∂e¯
∂y¯
= − V
2
∞
2cv,sh∞T∞
(ρ¯
∂(u¯2 + v¯2)
∂t¯
+ ρ¯u¯
∂(u¯2 + v¯2)
∂x¯
+ ρ¯v¯
∂(u¯2 + v¯2)
∂y¯
)
+
kT∞
ρ∞V∞cv,sh∞L
(
∂
∂x¯
(k¯T
∂T¯
∂x¯
) +
∂
∂y¯
(k¯T
∂T¯
∂y¯
))− P∞
ρ∞cv,sh∞T∞
(
∂(u¯P¯ )
∂x¯
+
∂(v¯P¯ )
∂y¯
)
+
µ∞V∞
ρ∞cv,sh∞T∞L
µ¯(
∂(u¯(4
3
∂u¯
∂x¯
− 2
3
∂v¯
∂y¯
))
∂x¯
+ µ¯
∂(u¯( ∂v¯
∂x¯
+ ∂u¯
∂y¯
))
∂y¯
+
∂(v¯(4
3
∂v¯
∂y¯
− 2
3
∂u¯
∂x¯
))
∂y¯
+
∂(v¯( ∂v¯
∂x¯
+ ∂u¯
∂y¯
))
∂x¯
) (A.11)
The following show the relationship between the freestream variables and the nondimensional
variables for terms in Equation A.11.
Kinetic Energy Terms
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cv,sh =
R
γ−1 and P = ρRT ⇒ RT = Pρ
∴ V 2∞
2cv,sh∞T∞
≡ V 2∞
2 R
γ−1T∞
= V
2∞(γ−1)
2
ρ∞
P∞
a =
√
γ · P
ρ
⇒ P
ρ
= a
2
γ
or ρ
P
= γ
a2
∴ V 2∞(γ−1)
2
ρ∞
P∞ ≡
V 2∞
a2∞
γ(γ−1)
2
∴ V 2∞
2cv,sh∞T∞
≡ γ(γ−1)M2∞
2
(A.12)
Thermal Conduction Terms
kT∞
ρ∞V∞cv,sh∞L
· µ∞
µ∞ =
kT∞µ∞
ρ∞V∞cv,sh∞Lµ∞
Re = ρV L
µ
⇒ kT∞
ρ∞V∞cv,sh∞L
≡ kT∞
Re∞cv,sh∞µ∞
cv,sh =
cp,sh
γ
⇒ kT∞
Re∞cv,sh∞µ∞
≡ kT∞γ
Re∞cp,sh∞µ∞
Pr =
cp,shµ
k
, ∴ kT∞
ρ∞V∞cv,sh∞L
≡ γ
Re∞Pr∞ (A.13)
Pressure Terms
cv,sh =
R
γ−1 ⇒ P∞ρ∞cv,sh∞T∞ ≡
P∞(γ−1)
ρ∞RT∞
P
ρRT
= 1, ∴ P∞
ρ∞cv,sh∞T∞
≡ γ − 1 (A.14)
Viscous Terms
cv,sh =
R
γ−1 ⇒ µ∞V∞ρ∞cv,sh∞T∞L ≡
µ∞V∞(γ−1)
ρ∞RT∞L
µ∞V∞(γ−1)
ρ∞RT∞L · V∞V∞ =
µ∞V 2∞(γ−1)
ρ∞RT∞LV∞
Re = ρV L
µ
⇒ µ∞V 2∞(γ−1)
ρ∞RT∞LV∞ =
V 2∞(γ−1)
Re∞RT∞
TR = P
ρ
⇒ V 2∞(γ−1)
Re∞RT∞ =
V 2∞(γ−1)
Re∞
ρ∞
P∞
a =
√
γ · P
ρ
⇒ P
ρ
= a
2
γ
or ρ
P
= γ
a2
∴ µ∞V∞
ρ∞cv,sh∞T∞L
≡ γ(γ − 1) M2∞
Re∞ (A.15)
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Substituting in the relations expressed through Equations A.12 to A.15 into Equation A.11
yields the following result for the non-dimensional energy equation:
ρ¯
∂e¯
∂t¯
+ ρ¯u¯
∂e¯
∂x¯
+ ρ¯v¯
∂e¯
∂y¯
= −γ(γ − 1)M
2
∞
2
(ρ¯
∂(u¯2 + v¯2)
∂t¯
+ ρ¯u¯
∂(u¯2 + v¯2)
∂x¯
+ ρ¯v¯
∂(u¯2 + v¯2)
∂y¯
)
+
γ
Re∞Pr∞
(
∂
∂x¯
(k¯T
∂T¯
∂x¯
) +
∂
∂y¯
(k¯T
∂T¯
∂y¯
))− (γ − 1)(∂(u¯P¯ )
∂x¯
+
∂(v¯P¯ )
∂y¯
)
+ γ(γ − 1) M
2
∞
Re∞
µ¯(
∂(u¯(4
3
∂u¯
∂x¯
− 2
3
∂v¯
∂y¯
))
∂x¯
+ µ¯
∂(u¯( ∂v¯
∂x¯
+ ∂u¯
∂y¯
))
∂y¯
+
∂(v¯(4
3
∂v¯
∂y¯
− 2
3
∂u¯
∂x¯
))
∂y¯
+
∂(v¯( ∂v¯
∂x¯
+ ∂u¯
∂y¯
))
∂x¯
) (A.16)
A.3 Steady State Reacting Flowfields
A.3.1 Two-Dimensional Navier-Stokes Equations
This subsection presents the Navier-Stokes Equations that govern a reacting flow with multiple
species in two-dimensional Cartesian form. The presence of different species that may react
in a system do not affect the continuity equation nor the momentum equations since these are
purely mechanical in nature. Therefore the continuity equation (Equation A.1) and momentum
equations (Equation A.2 and Equation A.3) remain the same. An extra continuity equation
necessary in non-equilibrium flows for each species to account for the mass transport through
species production and consumption in reactions, as well as the diffusion of species is presented
in Equation A.17. The energy equation is modified to include the effects of diffusion and the
heats of formation associated with reactions in the enthalpy and is presented in Equation A.18.
Species Continuity: ρ
∂Yi
∂t
+ ρu
∂Yi
∂x
+ ρv
∂Yi
∂y
=
∂
∂x
(ρD12
∂Yi
∂x
) +
∂
∂y
(ρD12
∂Yi
∂y
) + w˙i (A.17)
Energy: ρ
∂hs
∂t
+ ρu
∂hs
∂x
+ ρv
∂hs
∂y
=
∂
∂x
(kT
∂T
∂x
) +
∂
∂y
(kT
∂T
∂y
) +
∂
∂x
N∑
i
ρD12hs
∂Yi
∂x
+
∂
∂y
N∑
i
ρD12hs
∂Yi
∂y
+
∂P
∂t
+
∂(uP )
∂x
+
∂(vP )
∂y
+ Λ−
N∑
i
w˙i(∆hf )
o
i (A.18)
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where:
Λ =
∂(uτxx)
∂x
+
∂(uτyx)
∂y
+
∂(vτyy)
∂y
+
∂(vτxy)
∂x
ρiUi = ρD12∇Yi
A.3.2 Non-Dimensional Parameters
In addition to the non-dimensional parameters listed in Subsection A.3.2 the following are a list
of remaining non-dimensional parameters required to normalise Equations A.17 and A.18.
c¯p,sh =
cp,sh
cp,sh∞
D¯i =
Di
Di∞
¯˙w = w˙
w˙∞
¯(∆hf )i =
(∆hf )
o
i
(∆hf )i∞
A.3.3 Normalisation of the Navier-Stokes Equations
Species Continuity
Normalisation of the convection terms in the species continuity equation yields the first Damköh-
ler number, DaI. The diffusion terms yield the second Damköhler number, DaII or the Schmidt
number, Sc, depending on the approach taken, both of which can derive each other with DaI
and Re.
ρ∞V∞
L
(ρ¯
∂Yi
∂t¯
+ ρ¯u¯
∂Yi
∂x¯
+ ρ¯v¯
∂Yi
∂y¯
) =
ρ∞Di∞
L2
(
∂
∂x¯
(ρ¯D¯12
∂Yi
∂x¯
) +
∂
∂y¯
(ρ¯D¯12
∂Yi
∂y¯
)) + w˙∞ ¯˙wi(A.19)
Dividing equation A.19 by w˙∞ yields:
ρ∞V∞
w˙∞L
(ρ¯
∂Yi
∂t¯
+ ρ¯u¯
∂Yi
∂x¯
+ ρ¯v¯
∂Yi
∂y¯
) =
ρ∞Di∞
w˙∞L2
(
∂
∂x¯
(ρ¯D¯12
∂Yi
∂x¯
) +
∂
∂y¯
(ρ¯D¯12
∂Yi
∂y¯
)) + ¯˙wi (A.20)
The following show the relationship between the freestream variables and the nondimensional
variables for terms in equation A.23.
258 Appendix A Nondimensionalisation of the Navier Stokes Equations
Convection Terms
L
V∞
= tconv
w˙∞
ρ∞
=
1
treac
∴ w˙∞L
ρ∞V∞
≡ tconv
treac
= DaI (A.21)
Diffusion Terms
L2
D∞
= tdiff
w˙∞
ρ∞
=
1
treac
∴ w˙∞L
2
ρ∞D∞
≡ tdiff
treac
= DaII (A.22)
where:
DaIRe
Sc
=
w˙L
ρV
µ
ρD
ρV L
µ
=
w˙∞L2
ρ∞D∞
∴ DaII ≡ DaIRe
Sc
Substituting in the relations expressed through Equations A.21 and A.22 into Equation A.23
yields the following result for the nondimensional species continuity equation:
DaI(ρ¯
∂Yi
∂t¯
+ ρ¯u¯
∂Yi
∂x¯
+ ρ¯v¯
∂Yi
∂y¯
) = DaII(
∂
∂x¯
(ρ¯D¯12
∂Yi
∂x¯
) +
∂
∂y¯
(ρ¯D¯12
∂Yi
∂y¯
)) + ¯˙wi (A.23)
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Energy
Normalisation of the thermal conduction, pressure and viscous terms in the energy equation
yield the same nondimensional numbers as in the non-reacting case. Normalisation of the dif-
fusion terms yields the Lewis, Prandtl and Reynolds numbers. Normalisation of the enthalpy of
formation terms yields the third Damkölher number, DaIII. The normalised equation is presented
in Equation A.24.
ρ∞V∞cp,sh∞T∞
L
(ρ¯c¯p,sh
∂T¯
∂t¯
+ ρ¯u¯c¯p,sh
∂T¯
∂x¯
+ ρ¯v¯c¯p,sh
∂T¯
∂y¯
) =
kT∞T∞
L2
(
∂
∂x¯
(k¯T
∂T¯
∂x¯
) +
∂
∂y¯
(k¯T
∂T¯
∂y¯
))
+
ρ∞D∞cp,sh∞T∞
L2
(
∂
∂x¯
N∑
i
ρ¯D¯c¯p,shT¯
∂Yi
∂x¯
+
∂
∂y¯
N∑
i
ρ¯D¯c¯p,shT¯
∂Yi
∂y¯
)
+
P∞V∞
L
(
∂P¯
∂t¯
+ u¯
∂P¯
∂x¯
+ v¯
∂P¯
∂y¯
)
+
µ∞V 2∞
L2
µ¯
∂(u¯(4
3
∂u¯
∂x¯
− 2
3
∂v¯
∂y¯
))
∂x¯
+
µ∞V 2∞
L2
µ¯
∂(u¯( ∂v¯
∂x¯
+ ∂u¯
∂y¯
))
∂y¯
+
µ∞V 2∞
L2
µ¯
∂(v¯(4
3
∂v¯
∂y¯
− 2
3
∂u¯
∂x¯
))
∂y¯
+
µ∞V 2∞
L2
µ¯
∂(v¯( ∂v¯
∂x¯
+ ∂u¯
∂y¯
))
∂x¯
−
N∑
i
w˙∞(∆h∞) ¯˙w ¯(∆hf )i (A.24)
Dividing Equation A.10 through by ρ∞V∞cp,sh∞T∞
L
yields:
ρ¯c¯p,sh
∂T¯
∂t¯
+ ρ¯u¯c¯p,sh
∂T¯
∂x¯
+ ρ¯v¯c¯p,sh
∂T¯
∂y¯
=
kT∞
ρ∞V∞cp,sh∞L
(
∂
∂x¯
(k¯T
∂T¯
∂x¯
) +
∂
∂y¯
(k¯T
∂T¯
∂y¯
))
+
D∞
V∞L
(
∂
∂x¯
N∑
i
ρ¯D¯c¯p,shT¯
∂Yi
∂x¯
+
∂
∂y¯
N∑
i
ρ¯D¯c¯p,shT¯
∂Yi
∂y¯
)
+
P∞
ρ∞cp,sh∞T∞
(
∂P¯
∂t¯
+ u¯
∂P¯
∂x¯
+ v¯
∂P¯
∂y¯
)
+
µ∞V∞
ρ∞cp,sh∞T∞L
(µ¯
∂(u¯(4
3
∂u¯
∂x¯
− 2
3
∂v¯
∂y¯
))
∂x¯
+ µ¯
∂(u¯( ∂v¯
∂x¯
+ ∂u¯
∂y¯
))
∂y¯
+ µ¯
∂(v¯(4
3
∂v¯
∂y¯
− 2
3
∂u¯
∂x¯
))
∂y¯
+ µ¯
∂(v¯( ∂v¯
∂x¯
+ ∂u¯
∂y¯
))
∂x¯
)
−
∑N
i (w˙∞(∆h∞))L
ρ∞V∞cp,sh∞T∞
N∑
i
¯˙w ¯(∆hf )i (A.25)
260 Appendix A Nondimensionalisation of the Navier Stokes Equations
Thermal Conduction Terms
kT∞
ρ∞V∞cp,sh∞L
· µ∞
µ∞ =
kT∞µ∞
ρ∞V∞cp,sh∞Lµ∞
Re = ρV L
µ
⇒ kT∞
ρ∞V∞cp,sh∞L
≡ kT∞
Re∞cp,sh∞µ∞
Pr =
cp,shµ
kT
, ∴ kT∞
ρ∞V∞cp,sh∞L
≡ 1
Re∞Pr∞ (A.26)
Pressure Terms
cp,sh = cv,sh +R, and cv,sh = Rγ−1 ∴ cp,sh ≡ R(γ−1)γ
⇒ P∞
ρ∞cp,sh∞T∞
= P∞
ρ∞RT∞
γ
γ−1
P
ρRT
= 1, ∴ P∞
ρ∞cp,sh∞T∞
≡ γ
γ−1 (A.27)
Viscous Terms
cp,shT = hs ⇒ µ∞V∞ρ∞cp,sh∞T∞L =
µ∞V∞
ρ∞Lhs
µ∞V∞
ρ∞Lhs · V∞V∞ =
µ∞V 2∞
ρ∞LV∞hs
Re = ρV L
µ
⇒ µ∞V 2∞
ρ∞LV∞hs =
V 2∞
Re∞hs
E = V
2
h
, ∴ µ∞V∞
ρ∞cp,sh∞T∞L
≡ E
Re∞
(A.28)
Chemistry Terms
∑N
i (w˙∞(∆h∞))
ρ∞
= Time scale of heat addition due to reactions
L
cp,sh∞T∞V∞
= Time scale of heat addition due to convection∑N
i (w˙∞(∆h∞))L
ρ∞V∞cp,sh∞T∞
= DaIII
(A.29)
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Substituting in the relations expressed through Equations A.26 to A.26 into Equation A.30
yields the following result for the nondimensional species continuity equation:
ρ¯c¯p,sh
∂T¯
∂t¯
+ ρ¯u¯c¯p,sh
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Appendix B
Chemical Reaction Schemes
In this study two different chemical reaction schemes have been employed in the numerical
models. The Park 5 species 5 reaction air dissociation scheme (Park 1989) [91] was used to
model the processes occurring at the end of the shock tunnel and nozzle expansion to determine
experimental conditions for CFD reconstructions. The Jachimowski 1992 13 species 33 reac-
tion mechanism (Jachimowski 1992a) [19] was used to model hydrogen-air combustion in the
scramjet engine flowfield simulations. In this Appendix each of the schemes are outlined.
The reaction coefficients are used to generate a forward rate constant for each step given by
the Arrhenius equation in the form as shown in Equation B.1.
Kf = AT
be
Ea
RT (B.1)
where Kf is the forward rate constant for a step, A is the frequency factor with units [(m3
kmol-1)(no. reactants - 1) s-1], b is the temperature exponent and Ea is the activation energy of the
step with units [J kmol-1].
The Park 5 species 5 reaction air dissociation scheme (Park 1989) [91] as implemented into
the CFD solver is presented in Table B.1.
Table B.1: The Park 5 species 5 reaction air dissociation scheme (Park 1989) [91].
No. Reaction A b Ea
1 N2 + M←→ 2 N + M 0.7×1019 -1.6 0.941×109
2 O2 + M←→ 2 O + M 0.2×1019 -1.5 0.495×109
3 NO + M←→ N + O + M 0.5×1011 0.0 0.628×109
4 NO + O←→ N + O2 0.84×1010 0.0 0.162×109
5 O + N2 ←→ N + NO 0.64×1015 -1.0 0.319×109
The Jachimowski 1992 13 species 33 reaction scheme (Jachimowski 1992a) [19] as imple-
mented into the CFD solver is presented in Table B.2.
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Table B.2: The Jachimowski 1992 13 species 33 reaction scheme (Jachimowski 1992a) [19].
No. Reaction A b E
1 H2 + O2 ←→ H + HO2 0.7×1011 0.0 0.237×109
2 H + O2 ←→ OH + O 0.22×1012 0.0 0.703×108
3 O + H2 ←→ OH + H 0.506×1002 2.67 0.263×108
4 OH + H2 ←→ H2O + H 0.216×1006 1.51 0.144×108
5 OH + OH←→ H2O + O 0.15×1007 1.14 0.0
6 H + OH + M←→ H2O + M 0.862×1016 -2.0 0.0
7 H + H + M←→ H2 + M 0.73×1012 -1.0 0.0
8 H + O + M←→ OH + M 0.26×1011 -0.6 0.0
9 O + O + M←→ O2 + M 0.11×1012 -1.0 0.0
10 H + O2 + M←→ HO2 + M 0.23×1013 -1.0 0.0
11 HO2 + H←→ OH + OH 0.15×1012 0.0 0.418×107
12 HO2 + O←→ O2 + OH 0.2×1011 0.0 0.0
13 HO2 + OH←→ H2O + O2 0.2×1011 0.0 0.0
14 HO2 + HO2 ←→ H2O2 + O2 0.2×1010 0.0 0.0
15 H + H2O2 ←→ H2 + HO2 0.17×1010 0.0 0.158×108
16 H + H2O2 ←→ OH + H2O 0.1×1011 0.0 0.150×108
17 O + H2O2 ←→ OH + HO2 0.28×1011 0.0 0.268×108
18 OH + H2O2 ←→ H2O + HO2 0.7×1010 0.0 0.600×107
19 OH + OH + M←→ H2O2 + M 0.16×1017 -2.0 0.0
20 N + N + M←→ N2 + M 0.28×1011 -0.8 0.0
21 N + O2 ←→ NO + O 0.64×1007 1.0 0.264×108
22 N + NO←→ N2 + O 0.16×1011 0.0 0.0
23 N + OH←→ NO + H 0.63×1009 0.5 0.0
24 H + NO + M←→ HNO + M 0.54×1010 0.0 -0.251×107
25 H + HNO←→ NO + H2 0.48×1010 0.0 0.0
26 O + HNO←→ NO + OH 0.5×1009 0.5 0.0
27 OH + HNO←→ NO + H2O 0.36×1011 0.0 0.0
28 HO2 + HNO←→ NO + H2O2 0.2×1010 0.0 0.0
29 HO2 + NO←→ NO2 + OH 0.34×1010 0.0 -0.109×107
30 HO2 + NO←→ HNO + O2 0.2×1009 0.0 0.418×107
31 H + NO2 ←→ NO + OH 0.35×1012 0.0 0.628×107
32 O + NO2 ←→ NO + O2 0.1×1011 0.0 0.251×107
33 M + NO2 ←→ NO + O + M 0.116×1014 0.0 0.276×109
Appendix C
Experimental Campaign Model
Instrumentation
C.1 Overview
In this Appendix, information on the transducers used in the experiments, including the serial
numbers, location of placement of each transducer and the sensitivities of each transducer is
presented.
C.2 HEG Campaign
Table C.1 and Table C.2 summarises the instrumentation used in the HEG test campaign in the
engine for the 13◦ and 30◦ line respectively.
C.3 HIEST I Campaign
Table C.3 and Table C.4 summarises the instrumentation used in the HIEST I test campaign in
the engine for the 13◦ and 30◦ line respectively.
C.4 HIEST II Campaign
Table C.5 summarises the instrumentation used in the HIEST II test campaign in the engine for
the 13◦ line.
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Table C.1: HEG model instrumentation placing 13 degree line. Locations for each transducer position
are relative to the combustion chamber entrance position.
Section Location Transducer Serial Number Type Sensitivity
[mm] [PSI] [mV/PSI]
Inlet Ramp 1
-280.95 I-1 P97-71 25 4.000
-261.75 I-2 P97-75 25 4.007
-219.77 I-3 P97-72 25 3.995
Inlet Ramp 3
-47.28 I-4 P97-80 25 3.986
-22.75 I-5 P97-77 25 4.021
Combustor
10 C-1 X97-57 50 2.005
50 C-2 X97-55 50 2.005
90 C-3 X97-53 50 2.006
130 C-4 X97-60 50 2.015
170 C-5 S94-12 50 2.009
210 C-6 X97-65 50 2.010
250 C-7 X97-61 50 2.024
290 C-8 X97-64 50 2.014
330 C-9 X97-68 50 2.019
370 C-10 X97-70 50 2.021
410 C-11 Y97-9 100 1.003
450 C-12 Y97-8 100 1.000
490 C-13 Y97-17 100 1.004
530 C-14 Y97-6 100 1.003
570 C-15 Y97-11 100 1.008
610 C-16 Y97-4 100 1.006
650 C-17 Y97-7 100 1.002
690 C-18 Y97-15 100 1.003
730 C-19 Y97-99 100 1.004
770 C-20 Y97-98 100 1.003
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Table C.2: HEG model instrumentation placing 30 degree line. Locations for each transducer position
are relative to the combustion chamber entrance position.
Section Location Transducer Serial Number Type Sensitivity
[mm] [PSI] [mV/PSI]
Inlet Ramp 1
-280.95 I-1 P97-73 25 3.999
-261.75 I-2 P97-74 25 4.026
-219.77 I-3 P97-79 25 3.980
Inlet Ramp 3
-47.28 I-4 P97-78 25 4.016
-22.75 I-5 P97-76 25 3.993
Combustor
10 C-1 X97-54 50 2.005
50 C-2 X97-59 50 2.008
90 C-3 X97-69 50 2.004
130 C-4 X97-67 50 2.004
170 C-5 X97-63 50 2.001
210 C-6 Y92-30 50 2.004
250 C-7 S94-13 50 2.003
290 C-8 X97-58 50 2.017
330 C-9 X97-62 50 2.001
370 C-10 X97-56 50 2.005
410 C-11 Y97-11 100 1.008
450 C-12 Y97-5 100 1.005
490 C-13 Y97-10 100 1.008
530 C-14 Y97-13 100 1.001
570 C-15 Y97-2 100 1.010
610 C-16 Y97-16 100 1.006
650 C-17 Y97-97 100 1.004
690 C-18 Y97-3 100 1.007
730 C-19 Y97-12 100 1.009
770 C-20 Y97-14 100 1.001
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Table C.3: HIEST I model instrumentation placing 13 degree line. Locations for each transducer posi-
tion are relative to the combustion chamber entrance position.
Section Location Transducer Serial Number Type Sensitivity
[mm] [PSI] [mV/PSI]
Inlet Ramp 1
-280.95 I-1 N/A N/A N/A
-261.75 I-2 N/A N/A N/A
-219.77 I-3 N/A N/A N/A
Inlet Ramp 3
-47.28 I-4 P97-80 25 3.986
-22.75 I-5 P97-77 25 4.021
Combustion Chamber
10 C-1 X97-57 50 2.005
50 C-2 X97-55 50 2.005
90 C-3 X97-53 50 2.006
130 C-4 X97-60 50 2.015
170 C-5 S94-12 50 2.009
210 C-6 X97-65 50 2.010
250 C-7 X97-61 50 2.024
290 C-8 N/A N/A N/A
330 C-9 X97-68 50 2.019
370 C-10 N/A N/A N/A
410 C-11 Y97-9 100 1.003
450 C-12 Y97-8 100 1.000
490 C-13 Y97-17 100 1.004
530 C-14 N/A N/A N/A
570 C-15 Y97-11 100 1.008
610 C-16 Y97-4 100 1.006
650 C-17 N/A N/A N/A
690 C-18 Y97-15 100 1.003
730 C-19 N/A N/A N/A
770 C-20 Y97-98 100 1.003
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Table C.4: HIEST I model instrumentation placing 30 degree line. Locations for each transducer posi-
tion are relative to the combustion chamber entrance position.
Section Location Transducer Serial Number Type Sensitivity
[mm] [PSI] [mV/PSI]
Inlet Ramp 1
-280.95 I-1 P97-73 25 3.999
-261.75 I-2 N/A N/A N/A
-219.77 I-3 P97-79 25 3.980
Inlet Ramp 3
-47.28 I-4 P97-78 25 4.016
-22.75 I-5 P97-76 25 3.993
Combustion Chamber
10 C-1 X97-54 50 2.005
50 C-2 X97-59 50 2.008
90 C-3 X97-69 50 2.004
130 C-4 X97-67 50 2.004
170 C-5 X97-63 50 2.001
210 C-6 Y92-30 50 2.004
250 C-7 S94-13 50 2.003
290 C-8 X97-58 50 2.017
330 C-9 X97-62 50 2.001
370 C-10 X97-56 50 2.005
410 C-11 Y97-11 100 1.008
450 C-12 Y97-5 100 1.005
490 C-13 Y97-10 100 1.008
530 C-14 Y97-13 100 1.001
570 C-15 Y97-2 100 1.010
610 C-16 Y97-16 100 1.006
650 C-17 Y97-97 100 1.004
690 C-18 Y97-3 100 1.007
730 C-19 Y97-12 100 1.009
770 C-20 Y97-14 100 1.001
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Table C.5: HIEST II model instrumentation placing 13 degree line. Locations for each transducer
position are relative to the combustion chamber entrance position.
Section Location Transducer Serial Number Type Sensitivity
[mm] [PSI] [mV/PSI]
Inlet Ramp 1
-280.95 I-1 P97-73 25 3.999
-261.75 I-2 P97-76 25 3.993
-219.77 I-3 P97-78 25 4.016
Inlet Ramp 3
-47.28 I-4 P97-80 25 3.986
-22.75 I-5 P97-77 25 4.021
Combustion Chamber
10 C-1 X97-57 50 2.005
50 C-2 X97-55 50 2.005
90 C-3 X97-53 50 2.006
130 C-4 X97-60 50 2.015
170 C-5 S94-12 50 2.009
210 C-6 X97-65 50 2.010
250 C-7 X97-61 50 2.024
290 C-8 X97-54 50 2.005
330 C-9 X97-68 50 2.019
370 C-10 X97-62 50 2.001
410 C-11 Y97-9 100 1.003
450 C-12 Y97-8 100 1.000
490 C-13 Y97-17 100 1.004
530 C-14 Y97-10 100 1.008
570 C-15 Y97-11 100 1.008
610 C-16 Y97-4 100 1.006
650 C-17 Y97-13 100 1.001
690 C-18 Y97-15 100 1.003
730 C-19 Y97-1 100 1.003
770 C-20 Y97-98 100 1.003
Appendix D
Experimental Conditions
The conditions for each experiment of the HEG and HIEST inlet-fuelled axisymmetric radical
farming scramjet engine are presented in this Appendix.
D.1 HEG Campaign
The freestream conditions and fuel equivalence ratios for the experiments performed in the
HEG test campaign are summarised in Table D.1. The conditions were calculated by DLR
staff at DLR Göttingen. The freestream conditions were generated from measured shock tube
stagnation pressures and shock speeds and the application of ESTCj and Tau code (Gerhold et
al. 1997) [136] for the nozzle simulation. N2 comprises the remainder of the gas composition
not listed in Table D.1.
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Table D.1: HEG Test Campaign Test Conditions.
Shot No. Condition Test Gas H0 P0 φ q∞ P∞ T∞ u∞ M∞ Composition
[Pressure] [MJkg-1] [MPa] [kPa] [Pa] [K] [ms-1] YO2 YO YNO
1256 Medium Air 3.33 11.2 0 47.9 1254 269 2435 7.4 0.2134 0.00042 0.036
1257 Medium Air 3.33 11.2 0 46.9 1213 263 2419 7.4 0.2149 0.00038 0.0333
1258 Medium N2 3.33 11.2 0.47 48.1 1216 245 2399 7.52 0 0 0
1259 Medium Air 3.33 11.2 0.47 49.4 1298 273 2448 7.38 0.2125 0.00044 0.0375
1260 Very High Air 3.19 17.85 0.39 75.9 1965 259 2402 7.43 0.2154 0.0002 0.0326
1261 Low Air 3.28 6.39 0.37 28.9 747 245 2337 7.43 0.2187 0.00039 0.0261
1262 Low Air 3.28 6.39 0.46 28 739 272 2433 7.35 0.2132 0.00077 0.0357
1263 Low N2 3.28 6.39 0.46 29.3 755 267 2477 7.44 0 0 0
1264 Low Air 3.28 6.39 0.75 27.6 732 272 2434 7.34 0.2131 0.0008 0.0359
1265 Low Air 3.28 6.39 0.98 27.4 721 269 2429 7.37 0.2135 0.00076 0.0352
1266 Very High Air 3.19 17.85 0.45 75.1 1932 252 2374 7.45 0.217 0.00017 0.0297
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D.2 HIEST Campaign
The fuel settings, derived flow mass flow rates and fuel equivalence ratios for the HIEST cam-
paigns are presented in Table D.2.
Table D.2: HIEST Test Campaign Fuel Conditions.
Shot No. Ludwieg Set Pressure Estimated Flow φ
[MPa] [gs-1]
2136 0 0 0
2137 1.87 14.48 0.27
2138 0 0 0
2139 0 0 0
2140 1.89 14.63 0.32
2141 3.15 24.39 0.52
2142 3.15 24.39 0.52
2143 2.32 17.96 0.37
2144 2.7 20.91 0.45
2145 2.7 20.91 0.45
2146 3.15 24.39 0.45
2147 1.32 10.22 0.18
2288 0 0 0
2289 2.32 17.96 0.37
2290 2.32 17.96 0.37
2291 1.16 8.98 0.18
2292 0 0 0
2293 1.6 12.39 0.23
2294 3.32 25.71 0.43
2295 3.32 5.71 0.43
2296 4.3 33.29 0.62
The freestream conditions and fuel equivalence ratios for the experiments performed in the
HIEST test facility are summarised in Table D.3. The freestream conditions were generated
from measured shock tube stagnation pressures and shock speeds and the application of ESTCj
(Jacobs et al. 2014) [130] and CFD++ (Goldberg et al. 2000) [82] for the nozzle simulation.
N2 comprises the remainder of the gas composition not listed in Table D.3. Uncertainties in the
freestream conditions are 6%. Uncertainties in φ are 21%.
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Table D.3: HIEST Test Campaign Test Conditions.
Shot No. Condition Test Gas H0 P0 φ q∞ P∞ T∞ u∞ M∞ Composition
[Pressure] [MJkg-1] [MPa] [kPa] [Pa] [K] [ms-1] YO2 YO YNO
2136 High Air 3.45 16.21 0.00 54.5 1315 258 2482 7.70 0.21489 0.00021 0.03358
2137 High Air 3.10 16.75 0.27 49.8 1155 219 2335 7.85 0.22071 0.00010 0.02288
2138 High Air 3.03 17.00 0.00 55.6 1310 245 2444 7.79 0.21537 0.00007 0.03277
2139 Medium Air 3.18 12.92 0.00 42.9 1029 259 2494 7.72 0.21337 0.00014 0.03639
2140 Medium Air 3.29 13.41 0.32 44.7 1082 269 2528 7.68 0.21216 0.00016 0.03864
2141 Medium Air 3.37 13.36 0.52 45.0 1080 251 2455 7.72 0.21584 0.00023 0.03176
2142 Medium N2 3.47 13.62 0.52 40.8 1162 258 2528 7.77 0 0 0
2143 Medium Air 3.15 14.27 0.37 47.1 1126 255 2482 7.74 0.21378 0.00011 0.03555
2144 Medium N2 3.58 16.72 0.45 50.0 1440 268 2567 7.69 0 0 0
2145 Medium Air 3.07 13.62 0.45 44.9 1066 248 2455 7.76 0.21486 0.00010 0.03368
2146 High Air 3.29 16.02 0.45 53.0 1274 262 2508 7.71 0.21297 0.00011 0.03720
2147 High Air 3.23 17.12 0.18 56.5 1359 263 2512 7.71 0.21289 0.00011 0.03736
2288 Medium Air 3.36 13.68 0.00 45.7 1116 276 2553 7.66 0.21134 0.00018 0.04012
2289 Medium Air 3.43 14.49 0.37 48.5 1191 282 2575 7.63 0.21069 0.00019 0.04132
2290 Medium N2 3.45 14.41 0.37 47.6 1131 278 2635 7.75 0 0 0
2291 Medium Air 3.38 15.05 0.18 50.2 1227 278 2561 7.65 0.21117 0.00017 0.04047
2292 High Air 3.38 17.98 0.00 59.7 1455 277 2560 7.66 0.21135 0.00013 0.04021
2293 High Air 3.30 16.45 0.23 54.5 1319 269 2532 7.69 0.21217 0.00013 0.03868
2294 High Air 3.39 18.01 0.43 59.8 1461 278 2564 7.66 0.21120 0.00013 0.04047
2295 High N2 3.53 18.34 0.43 60.4 1442 285 2661 7.74 0 0 0
2296 High Air 3.28 15.97 0.62 52.9 1278 267 2526 7.70 0.21237 0.00013 0.03830
Appendix E
Experimental Uncertainties
In this Appendix an overview of the experimental uncertainties determined from the HIEST test
campaigns is presented. Determination of the uncertainties follows the procedure outlined by
Mee (1993) [128].
E.1 Base Assumptions
E.1.1 Instrumentation
The Kulite® XTEL-190M series pressure transducer have a rated repeatability of 0.5%. Calibra-
tions by Hunt (2014) [37] and Doherty (2014) [137] however have shown maximum uncertain-
ties to be approximately 3%. The JAXA in-house-built chromel-constantant (ANSI, Japanese
Industrial type-E) have been shown to have a standard deviation of 8.9% to the theoretical re-
sults and a 99.6% confidence level. This value of 8.9% was selected for the uncertainty in the
heat flux measurements.
E.1.2 Assumptions
Table E.1 summarises the assumed relative uncertainties for a number of parameters.
E.2 Dynamic Pressure
The relative uncertainty in the dynamic pressure (q∞), Xq∞ , is outlined in Equation E.1. The
sensitivities for each of the parameters are ( ∂Xq∞
∂Xρ∞
) = 1.0 and ( ∂Xq∞
∂XV∞
) = 2.0. Since the relative
uncertainty in each of the freestream parameters is a constant 6%, the relative uncertainty in q∞
is 10.37%.
Xq∞ = [(
∂Xq∞
∂Xρ∞
Xρ∞)
2 + (
∂Xq∞
∂XV∞
XV∞)
2]0.5 (E.1)
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Table E.1: Instrumentation and measurement assumed uncertainties.
Parameter Relative Description
Uncertainty
p∞ 0.06 Freestream pressure. Based off JAXA data.
ρ∞ 0.06 Freestream density. Based off JAXA data.
V∞ 0.06 Freestream velocity. Based off JAXA data.
YO2 0.06 Freestream O2. Based off JAXA data.
p 0.03 Kulite pressure transducer measurements.
q˙ 0.089 Heat flux gauge uncertainty.
R 0.05 Uncertainty in measurement of radius of port-
hole injectors.
Ri 0.01 Uncertainty in measurement of radius of inlet.
P0 0.08 Uncertainty in the plenum chamber pressure
measurements.
T0 0.05 Uncertainty in the plenum chamber total tem-
perature, i.e. TO = 300K ±15K.
E.3 Coefficient of Pressure
The relative uncertainty in the coefficient of pressure (cp), Xcp, is outlined in Equation E.2.
Xcp = [(
∂Xcp
∂Xp
Xp)
2 + (
∂Xcp
∂Xp∞
Xp∞)
2 + (
∂Xcp
∂Xq∞
Xq∞)
2]0.5 (E.2)
The minimum and maximum uncertainties in the coefficients of pressure for experiments
Shot 2288, 2292 and 2294 have been calculated. Table E.2 summarises the conditions of these
experiments and Table E.3 presents the sensitivities based on the experimental data.
Table E.2: cp uncertainty base conditions experimental data.
Experiment Range p [kPa] p∞ [kPa] q∞ [kPa]
2288
Min 3.67 1.16 45.7
Max 39.8 1.16 45.7
2292
Min 4.32 1.455 59.7
Max 48.5 1.455 59.7
2294
Min 4.59 1.461 59.8
Max 81.5 1.461 59.8
The relative uncertainty components for the cp and the total uncertainty for each experi-
ment are presented in Table E.4. The minimum relative uncertainty in the cp is 10.8% and the
maximum is 11.6% based off the assumptions used in this analysis.
276 Appendix E Experimental Uncertainties
Table E.3: cp uncertainty sensitivities.
Experiment Range ∂Xcp
∂Xp
∂Xcp
∂Xp∞
∂Xcp
∂Xq∞
2288
Min 1.460 -0.460 -1.0
Max 1.031 -0.03 -1.0
2292
Min 1.509 -0.508 -1.0
Max 1.031 -0.03 -1.0
2294
Min 1.467 -0.467 -1.0
Max 1.018 -0.018 -1.0
Table E.4: cp uncertainty sensitivities.
Experiment Range (Xcp)p (Xcp)p∞ (Xcp)q∞ Xcp
2288
Min 0.0438 -0.0276 -0.1037 0.1159
Max 0.0309 -0.0018 -0.1037 0.1082
2292
Min 0.0453 -0.003 -0.1037 0.1132
Max 0.0309 -0.0018 -0.1037 0.1082
2294
Min 0.0440 -0.0280 -0.1037 0.1161
Max 0.0305 -0.0011 -0.1037 0.1081
E.4 Stanton Number
The relative uncertainty in the Stanton number (St), XSt, is outlined in Equation E.3. The
sensitivities for each of the parameters are (∂XSt
∂Xq˙
) = 1.0 and ( ∂XSt
∂Xρ∞
) = ( ∂XSt
∂XV∞
) = ( ∂XSt
∂XH∞
) =
-1.0. Since the relative uncertainty in each of the freestream parameters is a constant 6% and
Xq˙ = 8.9%, the relative uncertainty in St is 13.7%.
XSt = [(
∂XSt
∂Xq˙
Xq˙)
2 + (
∂XSt
∂Xρ∞
Xρ∞)
2 + (
∂XSt
∂XV∞
XV∞)
2 + (
∂XSt
∂XH∞
XH∞)
2]0.5 (E.3)
E.5 Fuel Mass Flow Rate
The fuel mass flow rate in the HIEST test campaigns was determined through a comparison
of the isentropic mass flow through the portholes to the discharge coefficient as presented in
Equation 4.3. The relative uncertainty in the fuel mass flow rate (m˙),Xm˙, is outlined in Equation
E.4.
Xm˙ = [(
∂Xm˙
∂XPO
XPO)
2 + (
∂Xm˙
∂XA
XA)
2 + (
∂Xm˙
∂XTO
XTO)
2]0.5 (E.4)
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where XPO is the relative uncertainty in the plenum chamber pressure, XA is the relative
uncertainty in the injector cross sectional area and XTO is the relative uncertainty in the total
temperature of the fuel. Based on the finite difference approach outlined by [128] the sensitiv-
ities for the component of m˙ with respect to each parameter are ( ∂Xm˙
∂XPO
) = 1.0, (∂Xm˙
∂XA
) = 1.0 and
( ∂Xm˙
∂XTO
) = -0.5. Given the relative senstivities in each parameter and the fact that XA = 0.0707
(when relative uncertainty in injector radius is 0.05), the relative uncertainty in m˙ is 11.7%.
E.6 Fuel Equivalence Ratio
The fuel equivalence ratio (φ) is equated to the mass flow of the fuel and the freestream oxygen
mass flow rate through Equation 4.3. The relative uncertainty in φ, Xφ, is outlined in Equation
E.5.
Xφ = [(
∂Xφ
∂Xm˙
XPO)
2 + (
∂Xφ
∂Xρ∞
Xρ∞)
2 + (
∂Xφ
∂XV∞
XV∞)
2 + (
∂Xφ
∂XAi
XAi)
2 + (
∂Xφ
∂XYO2
XYO2)
2]0.5
(E.5)
where XAi is the relative uncertainty in the inlet capture area and XYO2 is the relative un-
certainty in the mass fraction of oxygen. Based on the finite difference approach outlined by
[128] the sensitivities for the component ofφ with respect to each parameter are ( ∂Xφ
∂Xm˙
) = 1.0
and ( ∂Xφ
∂Xρ∞
) = (
∂Xφ
∂XV∞
) = (
∂Xφ
∂XAi
) = (
∂Xφ
∂XYO2
) = -1.0. Given the relative senstivities in each
parameter and the fact that XA = 0.014 (when relative uncertainty in inlet radius is 0.01), the
relative uncertainty in φ is 21%.
Appendix F
Premixed Conditions
Premixed numerical studies form an integral component of this research. The approach used to
generate the premixed air-fuel conditions for the scaling study is presented in this Appendix.
F.1 Assumptions
1. Air and fuel are perfectly mixed.
2. Mass of species comprising the air remain constant.
3. Partial pressures of species comprising the air remain constant.
F.2 Procedure
This procedure outlines the approach taken to develop premixed CFD scramjet inflow condi-
tions. The generation of the premixed conditions for the zero degree reactor study follows the
same approach used to determine the flow mass fractions.
1. Air Initial Mass Fractions.
Set desired initial mass fractions in standard air. Table F.1 presents the standard air mass
fractions of O2, O, NO and N2 used to generate the plain air, YO=0.01% contaminated air,
and YO=0.01% and YNO=3% contaminated air mixtures analysed in the study.
2. Determine Mole Fractions.
Mole fractions of the mixture are required in order to determine the partial pressures of
each component. Equation F.1 outlines the calculations.
Xi =
YiM
Mi
(F.1)
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Table F.1: Air species initial mass fractions.
Composition Plain Air YO = 0.01% YO = 0.01%, YNO = 3%
YO2 0.2311 0.231 0.215
YO 0.0 0.0001 0.0001
YNO 0.0 0.0 0.03
YN2 0.7689 0.7689 0.7549
Table F.2: Air species initial mixture mass and mole fractions.
Composition Plain Air YO = 0.01% YO = 0.01%, YNO = 3%
M [g/mol] 28.84 28.84 28.84
XO2 0.20832 0.20821 0.19379
XO 0.0 0.00018 0.00018
XNO 0.0 0.0 0.02884
XN2 0.79168 0.79161 0.77719
where Xi is the mole fraction of specie i, Yi is the mass fraction of specie i, Mi is the
molar mass of specie i and M is the mixture mass. The mixture mass is determined
through Equation F.2.
M = (
∑
i
Yi
Mi
)−1 (F.2)
Resulting mixture masses and species mole fractions are presented in Table F.2.
3. Determine Partial Pressures.
The partial pressures for each species was determined through Equation F.3. The static
pressure of the air was initially given. In the premixed axisymmetric radical farming
scramjet engine scaling study, a 28.5km altitude condition flight condition which through
a standard atmosphere calculation has a static pressures of 1470Pa.
Pi = XiP (F.3)
where Pi is the partial pressure for species i.
4. Mass of Species in Air.
The mass of the air species needs to remain constant with the addition of fuel. The mass
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for each species is determined through Equation F.4.
mi = XiMi (F.4)
where mi is the mass of species i.
5. Mass of Fuel.
The mass of fuel in the system is determined from the desired equivalence ratio. The
calculation for the Equivalence ratio, φ is presented in Equation F.5
φ =
( ˙mH2/ ˙mO2)
( ˙mH2/ ˙mO2)st
=
f
fst
(F.5)
where fst is the stoichiometric mass ratio between the air and the fuel. Note that ˙mO2
accounts for the total mass of oxygen in the system. The stoichiometric hydrogen-air
reaction is presented in Equation F.6.
2 H2 + O2 ←→ 2 H2O (F.6)
Given the molar masses MO2 = 31.998g/mol and MH2 = 1.008g/mol, the stoichiometric
mass ratio between the air and the fuel is fst = 0.126. Therefore the mass of fuel present
in the mixture as a function of φ and the mass of O2 is presented in Equation F.7.
˙mH2 = 0.126φ ˙mO2 (F.7)
6. Mixture Mass and Molecular Weight.
The mass and molecular weights of the mixture, combining the air and fuel is presented
in Equation F.8.
mmix =
∑
i
mi
Mmix =(
∑
i
Yi
mi
)−1
(F.8)
Table F.3 presents the fuel mass for each configuration.
7. Mixture Pressure.
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Table F.3: Mixture mass and molcular weights.
Composition Plain Air YO = 0.01% YO = 0.01%, YNO = 3%
φ 0.5 1.0 0.5 1.0 0.5 1.0
mmix 1.01456 1.02912 1.01456 1.02912 1.01456 1.02912
Mmix [g/mol] 24.219 20.954 24.217 20.952 24.217 20.952
The pressure of the mixture taking into account the pressure of the fuel is determined
through a summation of partial pressures as presented in Equation F.9. The partial pres-
sure of the hydrogen, PH2 is equivalent to XH2Pmix.
Pmix =
∑
i
Pi (F.9)
8. Mixture Freestream Properties.
The mixture freestream properties, once mixture mass fractions and pressures have been
established, are determined using the chemical equilibrium solver CEA2 (McBride and
Gordon 1994) [138], (McBride and Gordon 1996) [139]. Inputs into the program include
species, species mass fractions and static temperatures, and the mixture static pressure.
Outputs include mixture static temperature and static enthalpy. The static enthalpy is
used to determine the premixed inflow velocity, based on a desired equivalent enthalpy
between the air and premixed inflow. The total, static enthalpy and flight velocity are
related through Equation F.10.
h0 = hs +
V 2
2
(F.10)
where h0 is the total enthalpy, hs is the static enthalpy and V 2 is the velocity of the
flow. Inflow conditions for each premixed condition are presented in Table F.4. Input
static temperatures for both the air and fuel components was identical. In the premixed
conditions for the axisymmetric scaling tests this was 225.15K (based on 28.5km altitude
standard atmosphere data). The same static pressure, static temperature and velocity
inflow conditions as the plain air solutions were applied to the contaminated air flows.
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Table F.4: Final inflow conditions.
Φ 0.5 1.0
Pressure [Pa] 1776 2082
Tempeture [K] 225.15 225.15
Velocity [ms-1] 2533.8 2539.1
Appendix G
Chemical Kinetic Timescale Study
G.1 Objectives
The objectives of this study were to establish for plain hydrogen-air reaction kinetics:
1. Relationships between the ignition and chemistry timescales for conditions observed in
the radical farm of the base scale simulations.
2. Explosion limits at high pressures (> 200kPa) to determine geometric scale limits for the
scaling studies.
G.2 Methodology
This study numerically modelled the chemical kinetics and chemistry timescales using a homo-
geneous zero-degree constant pressure reactor. The chemical kinetics solver Cantera [81] was
employed to perform the numerical simulations.
G.2.1 Numerical Modelling
User inputs into these functions include initial conditions of temperature, pressure and species
mole fractions, gas input file (the file used contained the Jachimowski 13 species 33 reaction
step scheme [19]), and information for the numerical integrator.
After the mixture temperature had attained its equilibrium value, H mass fraction and tem-
perature time histories were used to determine the τ ig and τ chem times. The τ ig time was defined
as the time required for the H mass fraction inflection to be a maximum as shown in Equation
G.1. The τ chem time was defined the time required for the temeprature to attain 95% of its
equilibrium value after τ ig had been achieved, as shown in Equation G.1.
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τig = max(
d2YH
d2t
)
τchem = τ95%Teq − τig
(G.1)
Relationships between the pressure and the chemical kinetic timescales were calculated for
each temperature condition. A power line of best fit for both chemical kinetic timescales in
the form of Equation G.2, where n is the pressure dependency factor, was established for the
timescale data of each pressure within a desired range for each temperautre condition. The
power line of best fit was developed from the timescale dataset using the least squares meathod
illustrated in Equation G.3.
τ = α× P−n (G.2)
where α is a time constant [s kPa-1] and P [kPa] is the pressure of the condition.
n = −j
∑j
i=1(lnPilnτi)−
∑j
i=1(lnPi)
∑j
i=1(lnτi)
j
∑j
i=1(lnPi)
2 − (∑ji=1 lnPi)2
a =
∑j
i=1(lnτi) + n
∑j
i=1(lnPi)
j
α = ea
(G.3)
where j is the total number of timescale samples.
G.2.2 Conditions
This study examined hydrogen-air kinetics for three different mixture air mixture compositions;
plain air, air contaminated with atomic oxygen in amounts of YO = 0.01%, and air contaminated
with atomic oxygen in amounts of YO = 0.01% and nitric oxide in amounts of YNO = 3%. The
mixtures had an equivalence ratio of 1.0 and the composition of each mixture is presented in Ta-
ble G.1. A total of five different initial temeprature conditions were examined; 1100K, 1200K,
1300K, 1400K and 1600K. In the generation of the chemical kinetic timescales, six different
pressures were examined for each initial temeprature condition; 30kPa, 40kPa, 50kPa, 60kPa,
100kPa and 150kPa. In the study of the effects of high pressures on the chemical timescales, a
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total of five pressures, ranging up to a maximum of 600kPa approximately the maximum pres-
sure in the hot pocket structures at a length scale of 0.1, were examined for each temperature
condition; 200kPa, 300kPa, 400kPa, 500kPa, 600kPa.
Table G.1: Chemical kinetic timescales study mixture profiles.
Species Plain Air YO=0.01% YO=0.01%, YNO=3%
YH2 2.8296×10−2 2.8296×10−2 2.8296×10−2
YO2 2.2456×10−1 2.2446×10−1 2.0892×10−1
YO 0.0 9.7170×10−5 9.7170×10−5
YNO 0.0 0.0 2.9151×10−2
YN2 7.4714×10−1 7.4714×10−1 7.3353×10−1
G.3 Results
G.3.1 Ignition Delay Timescales, τ ig
The τ ig as calculated for each of the initial temperature conditions for the plain air, air contami-
nated with atomic oxygen in amounts of YO = 0.01%, and air contaminated with atomic oxygen
in amounts of YO = 0.01% and nitric oxide in amounts of YNO = 3% are presented in Tables
G.2, G.3 and G.4 respectively.
Table G.2: Plain air chemical kinetic study ignition delay times. Times are given in units of seconds.
Pressure [kPa]
30 40 50 60 100 150
Te
m
p.
[K
] 1100 2.478E-4 1.879E-4 1.520E-4 1.280E-4 8.041E-5 5.719E-5
1200 1.329E-4 1.003E-4 8.072E-5 6.765E-5 4.150E-5 2.838E-5
1300 7.913E-5 5.950E-5 4.783E-5 3.997E-5 2.428E-5 1.643E-5
1400 5.102E-5 3.832E-5 3.075E-5 2.564E-5 1.548E-5 1.041E-5
1600 2.517E-5 1.883E-5 1.507E-5 1.256E-5 7.551E-6 5.052E-6
The relationship between the τ ig and the pressure for each of the initial temperature condi-
tions for the plain air, air contaminated with atomic oxygen in amounts of YO = 0.01%, and air
contaminated with atomic oxygen in amounts of YO = 0.01% and nitric oxide in amounts of
YNO = 3% is presented in Table G.5.
G.3.2 Chemistry Timescales, τ chem
The τ chem as calculated for each of the initial temperature conditions for the plain air, air con-
taminated with atomic oxygen in amounts of YO = 0.01%, and air contaminated with atomic
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Table G.3: Contaminated air YO = 0.01% chemical kinetic study ignition delay times. Times are given
in units of seconds.
Pressure [kPa]
30 40 50 60 100 150
Te
m
p.
[K
] 1100 7.548E-5 5.667E-5 4.532E-5 3.775E-5 2.252E-5 1.496E-5
1200 4.488E-5 3.387E-5 2.719E-5 2.271E-5 1.374E-5 9.232E-6
1300 2.906E-5 2.189E-5 1.753E-5 1.465E-5 8.884E-6 5.987E-6
1400 2.035E-5 1.525E-5 1.223E-5 1.017E-5 6.155E-6 4.128E-6
1600 1.150E-5 8.661E-6 6.944E-6 5.772E-6 3.470E-6 2.315E-6
Table G.4: Contaminated air YO = 0.01%, YNO = 3% chemical kinetic study ignition delay times. Times
are given in units of seconds.
Pressure [kPa]
30 40 50 60 100 150
Te
m
p.
[K
]
1200 4.786E-5 3.616E-5 2.918E-5 2.438E-5 1.477E-5 9.939E-6
1400 2.141E-5 1.611E-5 1.294E-5 1.078E-5 6.520E-6 4.408E-6
1600 1.211E-5 9.104E-6 7.278E-6 6.080E-6 3.644E-6 2.434E-6
Table G.5: Ignition delay pressure depency factors.
Temperature [K] Plain Air YO=0.01% YO=0.01%, YNO=3%
1100 0.912 1.006 N/A
1200 0.959 0.983 0.977
1300 0.977 0.982 N/A
1400 0.988 0.991 0.983
1600 0.997 0.997 0.998
oxygen in amounts of YO = 0.01% and nitric oxide in amounts of YNO = 3% are presented in
Tables G.6, G.7 and G.8 respectively.
Table G.6: Plain air chemical kinetic study chemistry times. Times are given in units of seconds.
Pressure [kPa]
30 40 50 60 100 150
Te
m
p.
[K
] 1100 1.840E-3 1.127E-3 7.706E-4 5.651E-4 2.378E-4 1.198E-4
1200 1.734E-3 1.060E-3 7.261E-4 5.326E-4 2.214E-4 1.130E-4
1300 1.638E-3 1.003E-3 6.857E-4 5.029E-4 2.110E-4 1.067E-4
1400 1.550E-3 9.494E-4 6.492E-4 4.762E-4 2.003E-4 1.010E-4
1600 1.403E-3 8.583E-4 5.868E-4 4.303E-4 1.809E-4 9.119E-5
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Table G.7: Contaminated air YO = 0.01% chemical kinetic study chemistry times. Times are given in
units of seconds.
Pressure [kPa]
30 40 50 60 100 150
Te
m
p.
[K
] 1100 1.836E-3 1.099E-3 7.699E-4 5.650E-4 2.328E-4 1.198E-4
1200 1.733E-3 1.061E-3 7.259E-4 5.325E-4 2.240E-4 1.129E-4
1300 1.579E-3 1.002E-3 6.831E-4 4.916E-4 2.088E-4 1.067E-4
1400 1.551E-3 9.491E-4 6.490E-4 4.761E-4 2.003E-4 1.010E-4
1600 1.403E-3 8.582E-4 5.866E-4 4.291E-4 1.808E-4 9.117E-5
Table G.8: Contaminated air YO = 0.01%, YNO = 3% chemical kinetic study chemistry times. Times
are given in units of seconds.
Pressure [kPa]
30 40 50 60 100 150
Te
m
p.
[K
]
1200 1.436E-3 8.922E-4 6.177E-4 4.633E-4 1.951E-4 1.021E-4
1400 1.297E-3 8.063E-4 5.604E-4 4.123E-4 1.790E-4 9.126E-5
1600 1.183E-3 7.356E-4 5.096E-4 3.739E-4 1.581E-4 8.267E-5
The relationship between the τ chem and the pressure for each of the initial temperature con-
ditions for the plain air, air contaminated with atomic oxygen in amounts of YO = 0.01%, and
air contaminated with atomic oxygen in amounts of YO = 0.01% and nitric oxide in amounts of
YNO = 3% is presented in Table G.9.
Table G.9: Chemistry timescale pressure depency factors.
Temperature [K] Plain Air YO=0.01% YO=0.01%, YNO=3%
1100 1.70 1.70 NA
1200 1.70 1.70 1.65
1300 1.70 1.69 NA
1400 1.70 1.70 1.65
1600 1.70 1.70 1.66
Appendix H
Mesh Sensitivity Study
The results of mesh sensitivity studies for each CFD simulation mesh are presented in this
Appendix.
H.1 Nozzle
A coarse and a fine mesh were simulated in addition to the medium mesh for the conditions
corresponding to Shot 2138. The weighted average properties at the engine inlet location as
well as information on each mesh is presented in Table H.1. Deviation from the medium mesh
solution did not exceed 0.4% for any of the weighted averaged properties examined. Deviation
of results between the fine and coarse mesh did not exceed 0.8%.
H.2 Axisyemmtric Scramjet Engine Mesh
A coarse and a fine mesh were simulated in addition to the medium mesh for the the premixed
axisymmetric scaling study Condition I. Grid density was reduced by 30% in the coarse mesh
Table H.1: Nozzle Mesh Sensitivity Study Results.
Mesh Coarse Medium Fine
Cells 86k 171k 347k
Throat y+ 1.0 0.71 0.5
Pressure [Pa] 1296 1301 1303
Temperature [K] 257.9 258.2 258.4
Velocity [ms-1] 2487 2488 2488
Density[kgm-3] 0.01743 0.01748 0.01750
O2 2.125E-1 2.126E-1 2.127E-1
O 1.024E-4 1.020E-4 1.016E-4
NO 3.589E-2 3.590E-2 3.590E-2
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and grid density was increased by 40% in the fine mesh. Characteristics of the mesh structures
of the engine are presented in Table H.2.
Table H.2: Axisymmetric Engine Sensitivity Study Mesh.
Mesh Coarse Medium Fine
Cells 448k 915k 1.77M
Combustor y+ 1.0 0.71 0.5
Figure H.1 is a plot of the wall normalised pressure (normalised by inflow pressure) and
wall Stanton number distributions of the coarse, medium and fine mesh. Table H.3 presents
the locations of shock structures, and peak normalised pressures and Stanton numbers. Shock
positions with respect to the medium mesh are within 0.003 combustor lengths for the coarse
mesh and 0.001 combustor lengths for the fine mesh. Maximum deviation from the medium
mesh in peak normalised pressure is 0.6% for the coarse mesh and 0.3% for the fine mesh.
Maximum deviation from the medium mesh in peak Stanton number is 3.33% for the coarse
mesh and 2.67% for the fine mesh. Based on these results it was concluded that the medium
mesh is converged.
Table H.3: Axisymmetric Engine Sensitivity Study Results.
Mesh Coarse Medium Fine
2nd HP Impingement 0.675 0.672 0.671
RF Peak Pressure 35.7 35.9 36
2nd HP Peak Pressure 33.9 34.0 34.0
RF Peak Stanton No. 0.0145 0.015 0.0154
2nd HP Stanton No. 0.0107 0.0104 0.0103
H.3 Three-Dimensional Scramjet Engine Mesh
A coarse and a fine mesh were simulated in addition to the medium mesh for the the three-
dimensional mesh used in the reconstruction of experimental flowfields and scaling studies.
The total number of cells was reduced by approximately 50% in the coarse mesh and increased
by approximately 100% in the fine mesh (cells in the expansion nozzle were not scaled in
order to reduce computational resources required). This equated to a grid spacing increase in
all directions of approximately 26% in the coarse mesh and a reduction in all directions of
approximately 21% in the fine mesh. Characteristics of the mesh structures of the engine are
presented in Table H.4.
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(a) Wall normalised pressure distributions.
(b) Wall Stanton number distributions.
Figure H.1: Axisymmetric mesh sensitivity study wall distribution comparisons.
Each mesh was used in a CFD simulation to reconstruction the experimental flowfield of
Shot 2289. This was a fully reacting simulation. Only fully turbulent simulations were exam-
ined. Results of the simulation showing cp distributions and St distributions along the 13◦ and
30◦ lines are presented in Figure H.2. The species residuals in the case of the Fine simulation
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Table H.4: Three-Dimensional Engine Sensitivity Study Mesh.
Mesh Coarse Medium Fine
Cells 7.3M 13.3M 25.7M
Max. Combustor y+ 2.51 2 1.59
decreased by only 1 order of magnitude. Limitations of clustered computer hours restricted
further simulation of this mesh. In the case of the axisymmetric mesh sensitivity study, it was
noted that the species residual, particularly that for H2O required 3 orders of magnitiude drop
before converge in wall heat flux was achieved. Therefore the Fine mesh Stanton number results
will not reflect a more accurate solution.
(a) Normalised pressure 13◦ line. (b) Normalised pressure 30◦ line.
(c) Stanton Number 13◦ line. (d) Stanton Number 30◦ line.
Figure H.2: Three-dimensional mesh sensitivity results.
