In recent years, review-based collaborative filtering (CF) has been extensively studied, which is an combination between natural language processing (NLP) and recommender systems. The core pattern behind CF is to first model user and item, and then adopts a relatively primitive interaction between them for personalized recommendation. This pattern is very similar to the issue of sequence matching in NLP, where sequence 1 and sequence 2 are matched with a fine-grained interaction leading to a better result. Therefore, there is a tremendous room for further improvement in current review-based CF to release the power of fine-grained interaction. To this end, we treat the user review set and item review set as two sequences, and design a multi-level matching attention layer for fine-grained interaction. In addition, we devise the aspect-level and review-level attention to measure the contribution of each review. Extensive experiments on 24 public datasets show that the proposed model consistently outperforms the state-of-theart approaches. More importantly, by selecting the relevant reviews according to the aspect attention score and review attention score, we can observe which specific item aspects that user mainly concerned and which item characteristic highly matched with the user preference, in which the recommendation interpretability can be enhanced.
I. INTRODUCTION
With the popularity of the Internet and smart mobile devices, the era of big data has arrived. As an important technology to alleviate information overload, the recommender system has been successfully applied in the fields of health [1] , intelligent transportation [2] , education [3] , e-commerce [4] . Especially in the field of e-commerce, with the capability of helping different users to quickly find out the products they are interested in, recommender systems have become an extremely significant part of online activities such as online shopping, reading articles, watching movies, and it is also an vital component of the core competitiveness for an enterprise.
At present, the relatively successful recommender systems are all interaction-based collaborative filtering [5] , [6] , which use interaction data such as ratings, purchase records, and browsing records to model user preferences and item The associate editor coordinating the review of this manuscript and approving it for publication was Shuping He. characteristics. However, when users or items only have a small amount of historical interactions, such kind of algorithms cannot accurately learn user preferences and item characteristics, and thus leads to a serious degradation of their recommendation performance. This phenomenon is the so-called data sparsity problem (a user-interacted product only accounts for a very small part of the total number of product), and cold start problem (new users or items often do not have interacted data).
To solve these problems, recent recommender systems have begun to consider another valuable resource -review data [7] - [10] . Compared with interaction data, review texts widely exist in many mainstream e-commerce platforms, such as Amazon and eBay, which can be easily collected and obtained. Generally, a user gives a rating to an item accompanying a review to explain why they like or dislike the item. Therefore, a review contains some instructional information about the user's opinions on the various aspects of the item, which is very advantageous for the modeling of user preferences and item characteristics. VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/
With the rapid development of deep learning, an increasing number of researches have been inspired to exploit the review text with deep learning technique for recommendation. The most representative review-based approaches include D-CON [11] , D-ATT [12] , TransNet [13] and WCN [14] , NGMM [15] , SentiRec [16] which can easily outperform the interaction-based methods. Although they can be regarded as the state-of-the-art models, their processing mode of review texts is very straightforward: a user's preferences are expressed by all his historical reviews (named user review set), and a item's characteristics are represented by all the reviews written for it (named item review set). In order to get the user (item) review set, all reviews are concatenated to form a single user (item) document. Subsequently, a relatively simple CNN is used to learn the representations for the user and item, which are then fed into the interaction operation (factorization machines [17] or inner product) to produce the recommendation result.
Intuitively, there is still tremendous room for improvement in this processing pattern. First, it is obviously unreasonable to concatenate all reviews directly into one document, where the contribution of each review to the user (item )modeling is not differentiated. For example, when considering a user's preference for a movie about ''Iron Man'', a review about ''cooking books'' is irrelevant. Second, the learning process of the latent factors for user and item is relatively independent, which means the interaction between of them only occurs in the rating prediction stage. Therefore, their representation is a static vector without changing for the different given target user-item pair, which is absolutely impractical in the real scenario below. For an expensive tablet, in addition to the basic functions, a user will have high expectations for extra aspects, such as AI camera, programming support, long standby time, beautiful appearance, etc. However, if it is a cheap tablet, the user's attention will shift from the above aspects to the basic requirements: the quality of the WIFI signal, the screen resolution, and so on.
To overcome the above limitations, we propose the Multilevel Fine-Grained Interactions Model (MLFI). Thanks to the pre-trained BERT model [18] , each review is first embedded to a fix-dimensional representation that can simultaneously capture local and global context information, effectively solving the lost global context in CNN-based methods (D-CON, D-ATT, NGMM, SentiRec, NARRE). Second, we design a multi-level matching attention to learn the dynamic latent factors, by executing the multiple attentional interaction between any two reviews in the user and item review set. Next, an aspect-level attention layer is devised to measure the correlation degree of reviews towards different aspects. Finally, to summarize all the attention information, a review-level attention is introduced to learn the user preferences and item characteristics.
To sum up, the key contributions of this paper are as follows:
1. We propose different kinds of attention mechanisms, such as multi-level matching attention, aspect-level attention, review-level attention, to make sure the model can consider the effect of dynamic latent factors, correlation degree of aspects, and review contributions.
Extensive experiments on 24 real-world datasets show
that the proposed model consistently outperforms the state-of-the-art approaches, including D-CON [11] , D-ATT [12] , NGMM [15] , SentiRec [16] , NARRE [19] and ANR [20] . 3. To the best of our knowledge, we are the first work to represent the specific aspect by picking up the relevant reviews. What's more, based on the aspects, we can identify the key factors that the users mainly concerned, which allows us to better understanding the purchasing behaviors for providing more satisfying products. 4. Based on the attention score, we can finding out the high matching review pair for the given user-item pair, which provide insight how the proposed model works under the hood. Most importantly, there is a specific aspect user preferred matching the certain characteristics of the item, in which the interpretability of the recommendation result can be further improved.
The remainder of the paper is arranged as follows:
In Section 2, we present the related works and clarify the motivation of our model by analyzing the advantages and disadvantages of recent approaches. In Section 3, we describe the preliminaries of our work. In Section 4, we combined BERT with several novel attention mechanisms to carry out the rating prediction task. Section 5 details the experimental settings and analyze the results. Next, we conduct comprehensively study of the model architecture in Section 6. In Section 7, for effectively improving the interpretability of recommendation results, we studies the user's purchase behavior from the perspective of aspect-level and review-level. Finally, Section 8 concludes this work.
II. RELATED WORK
In this section, we first introduce the review-based methods which can be divided into two categories: the methods only for rating prediction, and the other is that for improving recommendation interpretability by scoring words or reviews with attention mechanism. Second, we present the aspect-based methods which is another way to improve recommendation interpretability by finding out the aspects from the reviews. Finally, we briefly introduce various fashions of interaction in the issue of sequence matching, which tremendously enlighten us to propose multi-level matching attention mechanism.
A. REVIEW-BASED RECOMMENDATION
The utility of the review text has been widely discussed and studied in many works, including HFT [7] , TopicMF [8] , ConvMF [21] , D-CON [11] , D-ATT [12] , TransNet [13] , WCN [14] , NGMM [15] , SentiRec [16] , NARRE [19] , DRMF [22] , MPCN [23] . Not only can the reviews effectively cope with the data sparsity problem, but it can also build more accurate user and item representations through rich semantic information. The early works (HFT, TopicMF) mainly used the topic model to process the review text. Their main limitation is the assumption of ''Bag of Word'', which can only capture the word frequency information, but ignore the context information. In fact, context information is extremely important in sentiment analysis and language understanding.
With the development of the ages, deep learning has achieved successful applications and state-of-the-art performance in a variety of fields including natural language processing [24] , computer vision [25] , and speech recognition [26] , medical care [27] . At present, in the realm of recommender system, it is an irresistible trend to replace the topic model with deep learning technique for extracting higher quality text information. However, owing to the late research starting of using deep learning technique to process review text, most of the works still adopt relatively simple and outdated language processing method, namely convolutional neural network (CNN). The first work introducing CNN into recommendation is ConvMF, which can capture local context information in a sliding window, effectively solving the problem of the topic model. However, ConvMF only considers the item review set and ignores the user review set. Therefore, [11] proposes D-CON, which uses two CNNs to extract user preferences and item characteristics from the user and item review set respectively, and sends them to the factorization machine (FM) for rating prediction. Inspired by the pattern of double CNN in D-CON, there are five improved models. First, by adding a extra layer to reconstruct the review embedding of the target user-item pair, TransNet can further improve the performance than D-CON. Second, DRMF adds a bidirectional GRU layer after CNN to achieve the purpose of learning global context information. Third, combining the topic model, WCN can compensate for the word frequency information that may be lost in the max-pooling of CNN. Fourth, aiming at imitating the rating behaviour of users to items, NGMM replaces the FM with a mixture of Gaussian layer on top of the parallel CNNs to learn the ratings and weights over different factors. Fifth, incorporating the sentiments of reviews, SentiRec is able to eliminate the inherent ambiguity contained in the raw words of reviews. Although the above works can improve performance to some extent, their learning process of user preferences and item characteristics are relatively independent. Thus, user preferences cannot be dynamically adjusted with the target item, and vice verse for item characteristics.
Since the attention mechanism can find out the most informative part of the data, it is an inevitable trend to use the attention mechanism to process the review text for recommender systems. There are several recently proposed models use neural attention for enhancing the interpretability of recommendation result. D-ATT scores each word in the review text by combining local and global attention to catch the most relevant words for the rating, which can indirectly reveal the high matching user preference and item characteristic by word level. However, showing the relevant reviews may be a more directly fashion to improve interpretability. NARRE scores user's each review by the target item embedding through a attention mechanism while the item's review obtain its score in the similar way. Another similar work is MPCN , which use a new type of dual attention mechanism to identify more relevant reviews. Both of them can provide reviewlevel interpretability by showing users the high attention score reviews accompanied recommended item. On the other hand, NARRE and MPCN can solve the issue of static latent factors, because the user preference learning introduces the interaction of target item (vice versa for item learning).
B. ASPECT-BASED RECOMMENDATION
To explore how the recommender systems work, another popular line of research focuses on learning aspects from textual reviews instead of directly scoring informative part by attention, in which the transparent and intuitive explanation can be provided to support their recommendation.
The naive type of aspect-based recommender systems such as TriRank [28] and LRPPM [29] , mainly relies on external Sentiment Analysis tools [30] to discover aspects without an elegant one-pipeline fashion. Recently, an advanced type of aspect-based systems with an end-to-end way have been proposed. ALFM [31] develops an Aspect-aware Topic Model to model different aspects over the set of K latent topic, and uncover the user preferences and item characteristics under different aspects. Finally, it still estimate the rating through the user-item interaction of inner product, which has been outperformed by factorization machines [11] , [13] or multi-layer perceptron [19] . To overcome this limitation, ANR [20] , the state-of-the-art aspect-based recommendation approach, adopts a novel co-attention mechanism to perform a fine-grained user-item interaction for obtaining the more accurate predictive rating.
C. SEQUENCE MATCHING AND INTERACTION
The multi-level matching attention of our work is closely related to the issue of sequences matching. The task of sequences matching aims to compare two sequences and identify the relationship between them, such as paraphrase identification [32] , natural language inference [33] and answer sentence selection [34] . In these domains, without fine-grained interaction, learning the representation of each sequence independently has been proven to be outperformed by that of attention mechanism with sophisticated interaction. The most common interactive attention mechanism includes the concatenated attention [35] , bilinear attention [36] , dot attention [37] and minus attention [38] , enabling pair-aware attention weights to be learned.
III. PRELIMINARIES
In this section, we formally define the problem and notations, and introduce the relevant knowledge of this work. Since the pre-trained BERT model serves as the core text encoder of our work, a brief description is showed below. In addition, the learning between user and item review sets of our model is interactive, which leads to dynamic latent factors to better fit the actual situation. In order to devise a interactive collaborative filtering model, we illustrate the relationship between sequence matching and collaborative filtering.
A. PROBLEM FORMULATION
Given a training set D consists of N samples, each samples (u, i, r ui , y ui ) denotes a review r ui written by user u for item i with rating y ui . The task for this work is to build a model that can predict a ratingŷ ui depending on the user review set R u (the set of all reviews written by user u) and the item review set R i (the set of all reviews written for item i), meanwhile minimize the error betweenŷ ui and y ui . Note that the user review set R u and item review set R i both remove the review r ui when predicting the rating y ui .
B. PRE-TRAINED BERT MODEL
BERT is a method of pre-training language representations, meaning that it is a general-purpose ''language understanding'' model trained on a large text corpus (like Wikipedia), and then we can use it for downstream NLP tasks that we care about (like question answering, text classification). The overall architecture of BERT is showed in Figure 1 .
Previous models (D-CON, D-ATT, TransNet, WCN, NARRE) are all based on the Context-free models such as word2vec or GloVe generate a single ''word embedding'' representation for each word in the vocabulary, so bank would have the same representation in bank deposit and river bank. BERT instead generate a representation of each word that is based on the other words in the sentence.
Thanks to its deeply bidirectional system, according to the report [18] , BERT has been proven to improve most of the downstream NLP tasks, but not include our review-based rating prediction. Therefore, this work attempts to combine BERT model with collaborative filtering recommender system, and further explore the power of reviews to alleviate the impact of data sparsity.
C. SEQUENCE MATCHING AND REVIEW-BASED COLLABORATIVE FILTERING
The processing frameworks of sequence matching and review-based collaborative filtering are shown in Figure 2 , in which we can observe that they have a similar data processing stream: calculating the final decision from the given input pair.
Sequence matching is a hot sub-area in the NLP field. It mainly recognizes the relationship between two sequences with a sophisticated matching interaction during the encoding of sequence 1 and sequence 2. Then the interacted embedings can lead to a better decision of the matching result.
As a primary branch of Collaborative Filtering (CF), review-based CF recently enjoys a surge of attention. It has a similar input data of sequence matching that the given user reviews and item reviews can been seen as the sequence 1 and 2. However, recent review-based CF (D-CON, D-ATT, NARRE) encodes the user reviews and item reviews separately, which is a relatively primitive encoding pattern in contrast with the sequence matching. Thus, we regard reviewbased CF as a ''sequence matching problem'' to introduce the multi-level matching interaction during the encoding part, and expect to capture the strongest interacted signal for learning the dynamic latent factors, which is failed in the recent review-based CF.
IV. THE PROPOSED MODEL A. BERT EMBEDDING LAYER
Given a review set of user u, i.e., a list of the user's historical reviews {R u1 , R u2 . . . R uc }, where c represents the maximum number of reviews for each user's review set. The {R u1 , R u2 . . . R uc } is sent to the BERT, where the reviews are processed one by one to obtain a embedding list d u = {d ut } c t=1 ∈ c×h ( if the number of historical reviews is less than c, a number of zero vectors are added, so that the length of the list is c). h denotes the dimension of review embedding. The architecture of the proposed model. In this example, there are four reviews in the user review set, and three reviews in the item review set. The red part on the left denotes the user network, while the blue part denotes the item network. Note that each texture corresponds to one reviews in its review set of user or item, and the yellow modules are the layers. For example, a review that is a red diagonal stripe square, is passed through the multi-level matching attention to form four attention embeddings with different colors. And then these attention embeddings are aggregated in a interacted embedding. At the bottom of the model, the interacted embeddings pass through the aspect and review attention learning layer to estimate the final contribution of each review for modeling user or item.
Similarly, in the item network, we can get a embedding list
where c denotes the maximum number of reviews for each item's review set.
B. MULTI-LEVEL MATCHING ATTENTION
After the BERT embedding layer, the user-item pair can be represented as a sequences pair, i.e. d u and d i . Intuitively, each embedding is derived from the prior knowledge of the pre-trained BERT, which can well consider the polysemy and global context information in a review. However, the encoding of each review is independent of each other.
It does not consider the relationship between them within the same review set, nor the matching relationship of the target item (user) review set.
In sequence matching field, there are four kinds of attention functions to model the pair relationship, including the concatenated attention function which is used in [35] for natural language inference, and the bilinear attention function which is utilized in [36] to the match the question and passage in reading comprehension. To enhance the element-wise relation modeling, element-wise dot product and difference of two vectors are conducted on distributed representations of different text granularities in previous works [36] , [38] .
In our task, aiming at perform a pair-wise interaction of any two reviews in the review set of user and item, we unifies these four matching attentions into a framework to achieve the purpose of multi-level fine-grained interactions.
After the t-th user review interacts with all the reviews in the item review set, its corresponding interactive representation is:
where f k (.) indicates the attentionally interactive function, k ∈ (c, b, d, m) denotes the concat attention, bilinear attention, dot attention, and minus attention, respectively. k = c, Concat Attention:
where ⊗ denotes the element-wise product,
, v T m ∈ 1×o are the parameters, and o can by set to any dimension. Note that the first two attention capture the matching signal form the vector level, while the latter two are the element level.
To consider four attentional interactions simultaneously, we devise another attention mechanism to aggregate them into a single representation in a weighted manner:
where v a is the representation to select the information in the matching vectors. Note that p ut ∈ h is the representation of the t-th user review after multi-level interaction ( four kinds of attention ) with the target item review set. After the multilevel matching attention layer, we can obtain the fine-grained sequence p u = {p ut } c t=1 ∈ c×h for user u. Similarly, we can get the sequence q i = {q it } c t=1 ∈ c ×h for item i.
C. ASPECT-LEVEL ATTENTION
Generally, within the same review set, each review is not equally important, and its importance depends on the specific aspects currently considered. Suppose there is a review that ''the tent is spacious and very suitable for camping with family.'' Suppose there are two aspects to be considered, the first one is about ''price'' and the other one is about ''family''.
Obviously, this review is more relevant to the second aspect, so there will be a higher weight in aspect ''family'' and a lower weight in aspect ''price''. In order to more detail the representation of each review in different aspects, we design an aspect-level attention to measure the correlation degree of each review with different aspects. More precisely, the corresponding aspect attention matrix for the sequence p u = {p ut } c t=1 of user u is:
Suppose there is a total of d a aspects that need to be learned. 
D. REVIEW-LEVEL ATTENTION
After obtaining the A u , one of the most direct ways is to immediately encode the aspect information into reviews, i.e., p a = A u p u , where p a ∈ d a ×h denotes the user preference under d a aspects. However, in the actual situation, a user (item) has different levels of attention to different aspects, so it is also necessary to utilize attention mechanism to distinguish the contribution of each aspect to the user preferences (item characteristics) modeling. Hence, we adopt a self-attention mechanism [39] to re-adjust the aspect attention matrix A u , and obtain the review-level attention vector A u ∈ 1×c :
where a ∈ 1×d a , w 1 ∈ 1×e , w 2 ∈ e×c are the model parameters, e can by set to any dimension. So far, review-level attention A u has gone through three attention mechanisms: multi-level matching attention, aspectlevel attention, and aspect-based self-attention. Therefore, A u considers the user-item matching information, the importance of each review based on the aspect, and the contribution of aspects to the modeling (the degree of attention of the user or item to different aspects).
In particular, A u can be regarded as a review attention weight considering multi-level fine-grained interaction. The following summarizes the sequence p u = {p ut } c t=1 of user u to calculate his preference vector:
where P u ∈ h can dynamically adjust to different target item i. In a similar manner, we can get the item characteristic vector Q i ∈ h .
E. USER-ITEM INTERACTION FOR PREDICTION
Through the sophisticated calculation, we get the user preference P u and item characteristic Q i . Actually, the predictive ratingŷ ui is a kind of user-item interaction. Many of works to cope with this interaction by diverse ways, such as inner product [12] , multi-layer perceptron [19] , factorization machines [11] , [13] . Specially, most recent works [13] , [23] have proven FM can reach a better performance. However, FM is the technique proposed in 2011, which is improved in 2017, i.e., attentional factorization machines (AFM) [40] .
To further explore the power of the first and second order information in P u and Q i , we first concatenate P u and Q i into a single vector x = [x 1 , x 2 , . . . , x 2h ], and feed it into AFM:
where ⊗ denotes the element-wise product, v i ∈ k is a latent vector corresponding to a certain dimension x i ∈ 1 , a ij is a attention score to measure the contribution of combination x i x j , x represents a set of any combination of i and j, w 0 is the global bias, b u is the user bias, and b i is the item bias.
F. LEARNING
Our objective function is widely used in the rating prediction task of the recommender system [11] , [19] , [20] :
In order to minimize the objective function, we use Adam(Adaptive Moment Estimation) [41] as the optimizer. Its main advantage is that it can adjust the appropriate learning rate in the training process, which can eases the pain of the manual selection for a proper learning rate and leads to faster convergence than the vanilla SGD.
1) FINE-TUNING
Quite a number of work has proven that the performance of neural networks is very sensitive to the parameter initialization [42] . In this work, we use a BERT model pre-trained on Wikipedia to map each review to a embedding with a fixed dimension. The pre-trained BERT covers a wealth of prior knowledge, which can well understand the overall semantic information of the review. But its overabundant prior knowledge may be a noise that is not related to the rating prediction task. Hence, here we need to pretrain our model to fine tune the BERT. First of all, the user review sequence d u = {d ut } c t=1 is concatenated to form a single vector and then input to a fully connected layer to get an abstract user representation. Similarly, we also can obtain the abstract item representation from the item review sequence d i = {d it } c t=1 . Second, we concatenate the user and item abstract representation and pass it through another fully connected layer to predict the ratingŷ ui . The fine-tuning process uses the MSE loss function and back propagation to update the BERT parameters for a total of five rounds. Note that five rounds is empiricism, which can prevent the prior knowledge of BERT from being destroyed due to excessive training times. Finally, in the formal training stage, the parameters of BERT are fixed and we only train the downstream modules such as multi-level matching attention, asepct-level attention, review-level attention.
2) GENERALIZATION
To improve the generalization performance of the model, we use the dropout technique [43] . Specifically, for each user and item representation, p percent of its neurons are randomly inactivated. Moreover, we apply L 2 norm to regularize the user biases and item biases.
V. EXPERIMENTS
In this section, we conduct experiments with the aim of answering the following research questions (RQs):
RQ1 Dose our proposed model outperform other state-ofthe-art models such as NARRE and ANR? RQ2 What are the impacts of core modules and hyperparameters on our model? RQ3 Are we able to derive any insight about what are the specific aspects? RQ4 Can MLFI finds out the high matching user reviews and item reviews to further improve the interpretability of recommendation?
A. DATASETS AND EVALUATION METRIC
We evaluate our proposed model against several state-of-theart baselines using publicly available datasets from Yelp 1 and Amazon 2 . For Yelp, we use the latest version (Yelp-2018) of the Yelp Dataset Challenge, which contains ratings and reviews for business such as restaurants, bars, and spas, across 4 countries. For Amazon, we utilize the 5-core version, which has already been divided into 23 subset according to the product categories. It is worth mentioning that we only use four features for each sample: user ID, item ID, user's rating on the item (1∼5 points), and user's review text on the item. The statistical details for the datasets are showed in Table 1 .
As seen from Table 1 , although the number of users and items in each dataset is huge, the sparsity of each dataset is about 99%. This phenomenon seriously affects the performance of the traditional interaction-based approaches, which solely rely on the rating data. To alleviate the impact of data sparsity, this study used review text as supplementary data to improve recommendation performance.
In the experiments, our evaluation metric is the mean square error (MSE), which is widely used in the baseline methods:
(ŷ ui − y ui ) 2 (25) where N is the number of samples. MSE is sensitive for outliers due to it is the quadratic difference between the predicted values with the ground-truth. Note that a lower MSE score indicates a better performance.
B. BASELINES
We conduct comparative experiments with the following competitive models. The specific differences between the various methods are shown in Table 2 .
• Matrix Factorization (MF) [5] : This is the most famous CF algorithm that takes the inner product of the embeddings of user and item to predict the rating.
• Factorization Machines (FM) [17] : It is a outstanding machine leaning algorithm of regression, which distinguishes itself by the capability of modeling pair-wise interaction within a real-valued feature vector. We concatenate the user and item embeddings into a single vector and pass it through the FM model.
• Neural Matrix Factorization (NeuMF) [44] : Inspired by the MF, this is the most advanced interaction-based CF by expanding MF into a neural network form.
• Deep Cooperative Neural Networks (D-CON) [11] : After the encoding of reviews, the convolutional embeddings of user and item are concatenated to feed in a FM model.
• Dual Attention CNN Model (D-ATT) [12] : Based on the same architecture of double CNN in D-CON, it introduces the local and global attention to improve the embedding equality. However, the rating prediction stage still takes a naive form, i.e., inner product.
• Neural Gaussian Mixture Model (NGMM) [15] : Also with the double CNN in D-CON, it replaces the FM of D-CON with a mixture of Gaussian layer to consider the importance of each factor to overall ratings. The final prediction still takes inner product.
• Sentiment guided Review-Aware Recommendation Method (SentiRec) [16] : It has two training step. To consider the review sentiments, it pre trains the CNN text encoder incorporating the rating of the review at first. Second, it train the whole model to minimize the equation (25) .
• Neural Attentional Regression model with Review-level Explanations (NARRE) [19] : Also based on the double CNN structure, it measures the contribution of each review to the modeling of user preferences (item characteristics) through an attention mechanism. It proved that considering the contribution of review can greatly improve the model performance.
• Aspect-based Neural Recommender (ANR) [20] : It considers the influence of different aspects on user preferences (item characteristics), and performs a co-attention interaction to predict rating.
• Multi Level Fine-grained Interaction Model (MLFI):
Comprehensively analyzing the advantages of the baselines above, the proposed model simultaneously considers several factors such as user-item pair matching, aspects, and review contributions.
C. EXPERIMENTAL SETUP
We use Tensorflow to implement the proposed model and accelerate the training process by GPU (GTX 1080Ti). We randomly divided the experimental dataset into training set (80%), validation set (10%) and test set (10%). The hyperparameters were selected on the validation set, and finally the test set was used for performance evaluation. Comparison of baselines. The interaction-based methods only utilize the rating data as input, while the review-based methods also use the review data. ''Dynamic Latent Factors'' denotes the representations of user and item are dynamically changed with different user-item pairs. ''Contributions of Reviews'' denotes considering the reviews contributions for modeling. ''Aspect-based'' indicates considering the representations of user and item under different aspects. The learning strategy of ''Pre-trained'' methods is divided into two steps: step 1 for pre-training the text encoder and step 2 for training the whole model.
For the interaction-based models, the dimensions of embedding is set to 50. For the review-based approaches, we preprocess the reviews so that each review retains 50 words, user review set contains up to 10 reviews, and item review set contains up to 15 reviews, which we empirically found to be a reasonable length-specific performance bound.
For the CNN-based methods such as D-CON, D-ATT, NGMM, SentiRec, NARRE, the number of kernels is set to 50, the kernel size is 3, the word embedding layer is set to 100 dimensions of GloVe pre-trained word vector. For the aspect-based methods such as ANR and MLFI, the number of aspects is set to 5. Note that if FM or AFM is used in any model, the latent vector has a dimension of 6. Dropout is applied after all convolutional layers.
Particularly, for MLFI, the version of the pre-trained BERT is ''uncased_L-12_H-768_A-12'' 3 , where we subsequently add a fully-connected layer to compress the output dimension from 768 to 150. The matching attention's dimension o is set to 50, the aspect-level attention's dimension k is set to 100, and the review-level attention's dimension e is set to 100.
Due to the large number of parameters of the deep learning model, we carefully tested the batch size from [32, 64, 128, 256] and looked for the optimal value of the learning rate from [0.0001, 0.0005, 0.001, 0.005]. It is worth mentioning that the more latent factors, the more likely it is to cause over-fitting and affect the performance of the model. Table 3 shows the performance of the proposed model and other baselines on different datasets. From the results, several observations can be made:
D. PERFORMANCE EVALUATION (RQ1)
First of all, review-based methods (D-CON, D-ATT, NGMM, SentiRec, NARRE, ANR, MLFI) generally outperform interaction-based approaches. It is well known that in the field of recommender systems, interaction-based methods 3 https://github.com/google-research/bert that only consider implicit feedback (such as rating data) are severely affected by data sparsity. In contrast, the utility of review information can be regarded as a desired complement of implicit feedback information, so that the model can learn the latent factors with higher quality. Therefore, review-based methods can ensure the better-quality of user preferences and item characteristics and leads to a improvement of recommendation result.
Next, among various review-based methods, they can be divided into two categories. The first type (e.g. D-CON, D-ATT, NGMM, SentiRec) is that only consider the static latent factors, in which user-item interaction only occur in the stage of rating prediction. The second type (e.g. NARRE, ANR, MLFI) is that can capture dynamic latent factors by introducing earlier user-item interaction before the final representation of user and item, in which the learning of user preferences and item characteristics is collaborative. Since the dynamic latent factor is more in line with the actual scenario, the second type of method overall achieves better results than the first type of method. Although the user-item interaction layer are all considered in second type of methods, but there exist difference in their performance. We think that the reasons are as follows.
In NARRE, the user-item interaction occurs in the stage of review contribution measuring, where it takes a direct addition between the embeddings of item review and user ID. From the perspective of sequence matching, this interaction is relatively simple and greatly limits the model performance. In ANR, the user-item interaction mainly relies on a more elegant fashion, the co-attention mechanism, which can make sure the model to capture fine-grained interaction, leading to a significant improvement. Mainly inspired by NARRE and ANR, we devise the multi-level matching interaction. From the experimental results, we can draw the conclusion that the more detailed and comprehensive the user-item interaction is, the more precise the user preferences and item characteristics will be, which is the guarantee of accurate prediction. Finally, we found that approaches considering the aspect can achieve better performance, which proves that aspect is a point worth studying. However, both being the aspect-based methods, our model can always outperform ANR. We believe that the biggest problem is that ANR still adopts the processing mode of many previous works, which concatenate words of all the reviews into a single document, without distinguishing the contribution of each review. On the contrary, our model simultaneously considers aspect-level attention and review-level attention, fully combining the advantages of ANR and NARRE. Overall, our model consistently outperforms other methods in all datasets, which strongly verify the effectiveness of the elegant structure design in our model.
VI. MODEL ARCHITEXTURE ANALYSIS (RQ2) A. ABLATION STUDY
With the aim of clearly studying the effect of each module in our model, we design different variants in which the changed module can be roughly divided into three categories: the technique of processing reviews, the interaction between user review and item review, and the user-item interaction for rating prediction. We randomly select 4 datasets for experiment, and the results of different variants are shown in Figure 4 .
• The proposed model (MLFI): We adopt the stateof-the-art NLP pre-trained model (named BERT) to extract information of reviews, and consider a multiple fine-grained interaction between user and item with three attention mechanism. Finally, the predictive rating is estimated by an attentional factorization machines.
• Without Fine Tune (WFT): The pre-trained BERT without fine-tune strategy described in section 4.6.
• CNN + GloVe (CNN): To verify the overall effect of three mechanism in MLFI, we replace the pre-trained BERT with the CNN module, which is used as a review processor of many previous works (D-CON, D-ATT, NARRE), i.e., applying convolution operation to the GloVe word embedding matrix of reviews.
• Remove Multi-Level Matching Attention (R-MLM): Here, we remove the Multi-Level Matching Attention, and feed the raw embedding of reviews to downstream module.
• Remove Aspect-Level Attention (R-AL): We remove Aspect-Level Attention, i.e., set the attention matrix A u = 1/d a of equation (17), in which assuming each review has the same contribution under different aspect • Remove Review-Level Attention (R-RL): We stop the learning of Review-level Attention, i.e., set the attention vector a = 1/d a of equation (18) and equally treat each aspect.
• Inner Product (IP): Replacing the AFM with the simple inner product, which is popular in previous works (LFM, D-ATT).
• Multi-layer Perceptron (MLP): Replacing the AFM with MLP, which is utilized in NeuMF and NARRE.
• Factorization Machines (FM): By canceling the attention score in AFM, we can exactly recover the standard FM, which is used in D-CON. In order to explore the power of BERT, we design two variants WFT and CNN. Without fine-tuning, WFT introduce a large amount of prior knowledge from Wikipedia, some of which is a noise information for rating prediction and severely limits the performance of the model. For variant CNN, the performance is better than CNN-based NARRE (the state of the art CNN-based model). It proves that by using the same text processing technique, our three attention mechanisms are more advantageous even without support of the powerful BERT.
To focus on exploring the effectiveness of the three attention mechanisms, we remove them one by one to obtain variants R-MLM, R-AL, R-RL. Since the multi-level matching attention layer is at the top of the model, its influence can cover all the downstream modules. As a result, R-MLM has the greatest negative impact on the model, followed by R-AL and R-RL. On the other hand, both R-AL and R-RL degrades the performance of MLFI to different degrees, which is in line with our intuitive understanding. Simultaneously considering the user preference in different aspects and his attention towards different aspects, the model can learn a comprehensive and reasonable representation for user (vice verse for item), leading to a further improvement of the performance.
Recent outstanding approaches are listed in Table 3 . After obtaining the user representation and item representation, the strategy they adopt for rating prediction is nothing more than the inner product (IP), multi-layer perceptron (MLP), and factorization machines (FM). Therefore, we designed variants IP, MLP, FM to observe the difference between them. As we can see, the results show that FM can achieve the best results, which is consistent with the report of previous works. However, FM is a technique in 2010. To fully utilize the power of the attention mechanism, this paper adopts the attentional version of standard FM, named AFM, which can use the attention weight to adjust the contribution of the second-order term. Experiments show that the AFM model can further improve the recommended performance. B. PARAMETER SENSITIVITY 1) EFFECT OF NUMBER OF ASPECTS Figure 5 shows the effect of the number of aspects on model performance across multiple datasets of various topics. For different datasets, the number of aspects required to achieve optimal results is different, which we believe it is dependent on the topic of the dataset. It can be known from the results that the optimal number of aspects is 4-6, which means being too small or too large is not the rational strategy. When the number is 3, it is not enough aspects to describe the rich knowledge of the particular topic in the dataset, which is coarse-grained without the capability of distinguishing aspects. In contrast, when the number is large as 7, the aspects captured by the model are redundant and trivial to degrade the model performance.
2) EFFECT OF NUMBER OF REVIEWS
For different datasets with various topics, different maximum user reviews c and item reviews c will have different effects on the model. The specific experimental results are shown in Figure 6 . After analyzing the experimental results, we found some interesting phenomena: For Baby, the child's preferences are indirectly expressed by their parents. For Pet Supplies, the pet's preferences are indirectly expressed by their owners. Therefore, they both belong to the kind of passive purchase, i.e., the purchaser and the user are not the same one, in which the preferences of users are indirectly expressed by the purchaser's reviews. However, the disadvantage of passive purchase is that the user preferences expressed by the purchaser are biased and can not be completely trusted, i.e., providing more user reviews does not cause a significant increase in performance. On the contrary, the item reviews are relatively impersonal, so the model can achieve optimal performance when enough item reviews are provided to characterize the item. In addition, when the number of item reviews is small such as 11, the performance of Baby's model is continuously improved with the increasing number of user reviews, while the performance in Pet Supplies does not change much. We believe the main reason is that the user in Baby is human, whose high IQ characteristics lead to a large difference in individual preferences. Hence, it stands to reason that more user reviews are needed to portray baby's preferences. In contrast, the users of Pet Supplies are pets whose mediocre IQ characteristics result in smaller individual differences, so an increase in user reviews has little effect on model performance.
For Sports / Outdoor and Beauty, they are all active purchase, i.e., the user and the purchaser are the same person, in which the user reviews can accurately reflect his own preferences. There is no doubt that the improvement can be observed with the increasing number of user reviews. For Sports /Outdoor, purchaser are generally men, while most of purchaser are women in Beauty. As all we know, men are decisive and women are picky. Therefore, as the number of item reviews increases, the more detailed the item modeling is, the more it can match the woman's critical eye, and the performance of Beauty's model can continue to rise. But for man, he can decisively give a satisfactory or unsatisfactory rating once he has a rough understanding of the product. Consequently, when the number of item reviews is moderate, the optimal result can be obtained, which does not improve significantly as the increasing quantity of them.
VII. INTERPRETABILITY STUDY A. QUALITATIVE ANALYSIS OF LEARNED ASPECTS (RQ3)
In Section 4.3, we describe the computational process of aspect attention matrix A u for user u, which indicates the correlation degree of user reviews towards d a aspect. Likewise, aspect attention matrix A i for item i indicates the correlation degree of item reviews towards d a aspect. Note that, the review r ui written by user u for item i only appear in the review set of user u and item i. Therefore, the correlation degree between review r ui and aspect a consists of two parts:
where a ∈ d a , A u [r ui , a] denotes the correlation degree of a review r ui in user review set towards aspect a, A i [r ui , a] denotes that of review r ui in item review set. Following [20] , the 'background' distribution of a review r ui is defined as ρ r ui = ( a∈d a µ r ui ,a )/|d a |, and we can semantically represent each aspect a by its top reviews based on β = (µ r ui ,a − ρ r ui ). Due to the space limitation, Figure 7 lists 10 reviews with the highest β score on each aspect, and we show the top 2 reviews in Table 4 which is able to identify ''aspect labels'' based on the meaning of these reviews. TABLE 4. By selecting the reviews with the high aspect attention score, we can identify 'aspect labels' based on the meaning of these reviews. TABLE 5. According to the review-level attention score, by picking up two reviews with the highest score respectively from user and item, we can observe the high matched information between them.
For each specific aspect, we can intuitively observe that the two highest contribution reviews are to discuss a certain characteristic of the item. More importantly, we can be sure that these aspects are the key factors that directly affect the user's rating to an item. At the same time, these aspects can be seen as the domain knowledge of Beauty, which can greatly enhance our understanding of Beauty to provide better products to boost sales. Similarly, for datasets on other topics, the proposed model can also identify key factors that primarily affect the ratings and mine the corresponding helpful domain knowledge. Overall, supported by the aspect attention mechanism, in this section we are able to improve the interpretability of the recommendation results from the perspective of aspect-level.
B. WHAT ARE THE HIGH MATCHING REVIEWS ? (RQ4)
In section IV-C, we calculate the correlation degree of reviews towards different aspects through the aspect attention. Next, in the section IV-D, we point out that a user (item) has different levels of attention to different aspects, and design a review-level attention. Thus, equation (19) is capable of summarizing the contributions of reviews for user preferences and item characteristics, i.e., A u and A i . Moreover, since the multi-level matching attention operation has been performed before the review-level attention, the matching information is included in A u and A i , which can be dynamically changed according to different target user-item pairs. As a result, we can pick up the high matching pair of reviews based on the high review-level attention score in A u and A i . (26), in dataset Beauty, we can pick up 10 reviews with the highest aspect-level attention score on each aspect. FIGURE 8. The visualization on dataset Cell Phone about review-level attention of four user-item pairs. In our experiment, the user review set contains 10 reviews and item review set includes 15 reviews. For instance, for user-item pair 1, the third review in user review set has the highest contribution (attention score) for modeling user, while the first review in item review set contributes the most.
On the dataset Cell Phone, Figure 8 illustrates the visualization of attention score of each review in user or item review set corresponding to 4 user-item pairs. Based on Figure 8 , Table 5 shows the two reviews with the highest attention score for each user-item pair. For example, in Figure 8 , for user-item pair 1, the third review in user review set has the highest contribution (attention score) for modeling user, while the first review in item review set contributes the most.
From Table 5 , we observed that the two high matching reviews are related to certain aspects of the item. In most cases, review-level attention tends to find out the review of an item that the user wants most. For example, in the first case, it is found that the charger currently used by the user cannot charge the ipad, and a better charger is urgently needed. At the same time, it finds that the item review which represents it is a good charger work for many electronic equipments. A similar situation occurs in the second and third example. However, there is a difference in the fourth example. In this case, it discovers the user has Galaxy S2 phone, and simultaneously finds out that the USB charger worked well with Galaxy S2 phone. Although it does not find what the user wants directly, it provides a item the user is potentially interested. It is a desirable outcome, providing an item that users have never seen but may be interested in, that a recommender system is expected to do.
VIII. CONCLUSION
In this work, we replace the word embedding layer with the pre-trained BERT model, which can effectively capture global context and cope with the polysemy problem. Next, to learn the dynamic latent factors, we treat review-based collaborative filtering as the issue of sequences matching with the multi-level matching attention of fine-grained interaction. Furthermore, to provide the aspect-level and review-level interpretability of recommendation, we devise aspect-level attention and reivew-level attention. As a result, we are able to find out the key factors that users mainly concerned from the provided aspect, and we can observe the recommendation mechanism behind the model from the high matched reviews of the user-item pair. In the future work, we will attempt to improve the interpretability from the view of generating reviews by sequences to sequences model.
