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Abstract
Physical law based models are widely applied in the aerospace industry, providing models of
dynamic systems such as rotorcraft flight simulators. To meet the criterion that such simulators
need to run in real-time, simplifications to the underlying physics sometimes have to be applied,
leading to errors in the model’s predictions. To increase the accuracy of flight simulators,
experienced test pilots and modellers are required to run through many iterations of models,
an approach that requires significant time and cost. In the current thesis, a machine learning
approach is used to develop an initial flight test model. Creating a more accurate initial model
reduces the number of iterations required during model development and, as such, it is of interest
to see whether machine learning can be used to realise sufficiently accurate initial models. The
machine learning methods used are probabilistic and can capture the uncertainties associated
with the model’s predictions. Machine learning is facilitated using a Gaussian Process (GP)
non-linear auto-regressive with exogenous inputs (NARX) model, which predicts the on-axis
responses of pitch rate, roll rate, yaw rate and heave of a Bo105 rotorcraft. The auto-regressive
with exogenous inputs (ARX) input structure and the parameter structure of the GP are
investigated to determine which combination of input/parameter structure creates the most
accurate predictions. Due to the nature of GPs they can be computationally expensive for
large datasets and for a flight simulator model there would be a significant amount of data,
especially if the GP model was trained on a full flight test campaign. A method that reduces
the number of data points is therefore beneficial. In the current thesis, a variational sparse GP
is used to reduce the computational cost of implementing the approach on large datasets by
reducing the ‘training’ dataset of the GP. The results from the sparse GP are used to establish
that the approach is scalable to larger datasets. Once the GP model is established, the idea
of ‘grey-box’ approach is explored, combining the physical law based model (‘white-box’) and
the GP model (‘black-box’). The GP model, in the case of the grey-box approach, attempts to
predict the error between the physical law based model and the true rotorcraft response. The
hypothesis is that the grey-box approach may be able to function well in regions where there
is little or no training data (an advantage over the purely machine-learnt data-based model).
If the GP was applied to a full flight test campaign, it is likely that due to the sparsity of the
training set the GP would have to make predictions in regions where there is little or no training
data; in this case, the grey-box approach would have the advantage of relying on physical law
based modelling assumptions, rather than only statistical patterns that had been identified in
i
the training data. The GP, the variational sparse GP and the grey-box model are compared to
unseen flight test data to judge the efficacy of the models. The models are also compared to
a current initial physical law based flight simulator model to investigate if the GP models can
create more accurate predictions.
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Flight simulators form a vital part of any aircraft life cycle. They are used in design and
development phases, testing and qualification activities as well as in training and research
[1, 2]. Due to their availability and relatively low cost compared to the corresponding in-service
aircraft, the use of simulators continues to increase. Flight training simulators, in particular,
may help to address the increased demand for new pilots, who are needed to replace the current
ageing population of pilots, by providing both initial and recurrent training opportunities.
Moreover, the military is increasing the use of simulators for mission rehearsal in land, sea and
air contexts. The study by Bell and Waag [2] documents the effectiveness of training combat
skills in flight simulators.
The fidelity of any flight simulation experience reflects the accuracy of the flight model and
the realism of the other integrated components of the simulator. The current thesis focusses
on the first of these elements, the flight dynamics model. Techniques to design and develop
such models are well-known and documented [3, 4]. Of course, to be of any utility, the entire
simulation system must run in real-time. This requirement can necessitate simplifications to
the model’s underlying physics having to be made, particularly when complex aircraft, such as
rotorcraft, is the subject of interest. These simplifications mean that the flight model cannot
necessarily capture all of the complex dynamics that would be present during the equivalent real
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scenario, potentially leading to significant differences between the model and the real aircraft.
These differences can, in the worst case, have a negative impact on training for the crew using
the simulator.
The quality of the flight dynamics model, therefore, clearly influences the fidelity of the simu-
lation device. The ‘engineering fidelity’ of such a device is typically measured against a series
of quantitative requirements contained within simulator qualification documents such as [5, 6].
It is recognised that examining the response of the simulator in this way only partially serves
to characterise its utility. While efforts are underway to develop methods that can better meet
this need [7, 8, 9, 10], the thesis seeks to explore techniques whereby the accuracy of the flight
dynamics element of the simulation device can be improved, even when the modelled physics
can no longer accurately represent reality.
Current approaches to flight simulator model development require a large number of iterations.
The first iteration is to create an initial physical law based model of the rotorcraft; the model
is then tested by a test pilot who suggests corrections. The model is altered according to the
suggestions, and iterations through the testing and corrections process are performed until the
solution converges. These iterations can take a substantial amount of time and require an
experienced test pilot as well as a flight simulator modelling team. The simulator is assessed
against rating scales, such as the Cooper-Harper handling qualities [11] or the rating scales
developed by Perfect et al. [7], which are subjective. The main benefit of the current approach
to flight simulator model development is that an experienced pilot guides the development of
the rotorcraft simulation model; the model would, therefore ‘feel’ like a real rotorcraft. The
work presented in the thesis attempts to remove a large number of these iterations and to
create a more accurate initial model. Decreasing the number of iterations would reduce time
and cost, as the experienced pilot and flight simulator modelling team would only be required
to ‘fine-tune’ the model.
1.2 Objectives
The work in the thesis focusses on creating a data-based ‘black-box’ and ‘grey-box’ model for
flight simulation purposes. The data-based method could potentially reduce the time complex-
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ity of the development stages of the current flight simulator model life cycle. A data-based
model has the potential to be trained relevantly quickly and could even be higher fidelity than
the initial physical law based model. While methods are being developed to enhance physi-
cal law based models [12], the use of the data-based model could reduce the number of pilot
assessment iterations required, due to the higher fidelity potential. The data generated from
flight test campaigns is not necessarily fully exploited, and the data-based model would use
this data to generate a representative model of the true aircraft. It is envisaged that the pro-
posed ‘black-box’ and ‘grey-box’ models would be best utilised when the flight simulator role
is training and mission rehearsal, due to the range of the flight envelope being restricted.
Machine learning - the development of models, based on patterns and/or correlations found in
available data - has the potential to improve current flight simulators. The field of machine
learning has expanded rapidly in recent years, as a result of the increased abundance of data in
many disciplines. While allowing the exploitation of these data, the models derived using such
approaches are generally only valid in, or close to, the regions where data is available.
In the current thesis, a Gaussian Process (GP) is used to facilitate machine learning. GPs are
probabilistic non-parametric regression methods that have been widely studied in the machine
learning community(see Williams and Rasmussen [13], Rasmussen [14] and Williams [15]). In
the current thesis, GP models are developed to predict pitch rate, roll rate, yaw rate and
heave for a Bo105 rotorcraft. These predictions are compared with both unseen data from
the true rotorcraft response (i.e. data not used in training) and to an initial physical law
based model predictions, from a rotorcraft flight dynamics model implemented using Advanced
Rotorcraft Technology’s (ART) FLIGHTLAB software [16]. It is investigated if it is feasible to
use auto-regressive with exogenous inputs (so-called ‘ARX’) as the input structure for the GP
model of the rotorcraft. To test if a simpler model can capture the rotorcraft dynamics, linear
regression is first used to produce models. The linear regression models are unable to capture
the dynamics of the rotorcraft with sufficient accuracy. It was found that the GP with an ARX
input structure created the most accurate predictions. The GP models using the ARX input
structure predicting the on-axis responses are explored for the pitch rate, roll rate, yaw rate
and heave. It is unclear if off-axis pilot inputs affect the GP predictions; therefore, different
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ARX input structures are utilised (which include all of the current pilot inputs).
One of the known disadvantages of GPs is that they can be computationally expensive if a
large training dataset is used. It is, therefore, beneficial to be able to reduce the number of
data points used when training a GP algorithm. The aim is to investigate whether a method
to reduce the size of the GP training data would be scalable to larger datasets. In this thesis,
the variational sparse GP approach [17, 18] is used to automatically create a ‘sparse GP’ (a GP
trained on a subset of the available data) that closely approximates a GP that has been trained
on all of the available data. The sparse GP model is compared to the true response of the
rotorcraft to investigate whether the sparse GP can produce an accurate model despite being
trained on only a fraction of the available data. The physical law based model is compared to
the sparse GP to see if, even with a small training dataset, the sparse GP can outperform the
physical-law based model.
Once a machine learnt flight model has been established, the aim is to investigate a ‘grey-box’
model. A grey-box model attempts to combine the physical law based equations (‘white-box’
model), and a machine learnt flight model (‘black-box’ model). The black-box model in the
current thesis is a GP predicting the error between the true rotorcraft response and the physical
law based model. An advantage of the grey-box approach compared to the purely machine learnt
flight model is that the grey-box model may be able to perform well in regions where there is
little or no training data.
In summary, the thesis investigates:
 Firstly, if a linear regression model can capture the dynamics of the on-axis pitch rate
response of the Bo105 rotorcraft.
 Whether using a machine learning approach, it is possible to predict the pitch rate, roll
rate, yaw rate and heave of a rotorcraft with a level of fidelity that is comparable to what
can be achieved using a physical law based model (FLIGHTLAB, in this case).
 The most appropriate input/parameter structure for the proposed machine learning ap-
proach, given the longitudinal stick position, lateral stick position, pedal position and
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collective lever data available (the inputs are discussed in more detail in Chapter 3).
 If the uncertainty in the optimisation of the GP hyperparameters will affect the accuracy
of the GP models.
 The scalability of the proposed variational sparse GP approach, envisaging future appli-
cations where much larger sets of training data will likely be utilised. It is investigated
whether the use of the variational sparse GPs [17, 18] can significantly reduce the cost of
applying the proposed method to much larger datasets.
 If the grey-box approach can be used to accurately predict the error between the physical
law based model and the true rotorcraft response.
A summary of the main outcomes is as follows:
 The thesis displays evidence that GPs have the potential to improve the accuracy of the
initial flight test models compared to existing physical law based models.
 The use of ARX input structure is required to accurately capture the dynamics of pitch
rate, roll rate, yaw rate and heave.
 All of the current pilot inputs are required to capture the dynamics of the pitch rate, roll
rate, yaw rate and heave.
 For the pitch, roll, yaw rate GP models, the ARX input structure required two lagged
responses terms to capture the dynamics of the response.
 The uncertainty of the optimisation for the GP parameters does not have a large effect
on the GP predictions.
 Sparse GPs have the potential to scale the approach to much larger datasets; which will
be required if the approach was to be implemented across a flight test campaign.
 The grey-box model’s predictions were not as accurate as the purely data-based GP
models; however, the grey-box model did produce more accurate predictions than the
initial physical law based model.
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1.3 Outline of Chapters
The thesis layout is in the following format:
 Chapter 2 introduces the theory of GP regression, the optimisation techniques for the
parameters and the use of different ARX GP input structures.
 Chapter 3 presents the Bo105 rotorcraft, the physical law based FLIGHTLAB model and
explains the datasets used for the GP predictions in detail.
 Chapter 4 displays a feasibility study regarding the Bo105 rotorcraft and provides evidence
that the GP regression models using an ARX input structure provide more accurate
predictions than the linear regression models and in fact can capture the on-axis dynamics
of the Bo105 rotorcraft for the pitch rate.
 Chapter 5 builds on the results presented in Chapter 4 and investigates different ARX
input structures for each of the rotorcraft responses (pitch rate, roll rate, yaw rate and
heave). The GP results from the ARX structures, for each rotorcraft response, are com-
pared to examine which ARX input structure provides the most accurate predictions
compared to the true rotorcraft response.
 Chapter 6 builds on the results found in Chapter 5 and investigates if assigning a pa-
rameter to each input of the ARX input structure creates more accurate GP predictions.
Combining the results from Chapters 5 and 6, it is then clear which GP input and pa-
rameter structure produce the most accurate predictions, compared to the true rotorcraft
response, for each rotorcraft axis.
 Chapter 7 provides the theory of the variational sparse GP, which is a method that
attempts to reduce the number of training points required to make accurate predictions.
 Chapter 8 uses the variational sparse GP approach and applies it to the Bo105 rotorcraft
for the on-axis response of the pitch rate, roll rate, yaw rate and heave. The GP results
from Chapters 5 and 6 display which input/parameter structure produces the most accu-
rate GP predictions, compared to the true rotorcraft response, for each of the rotorcraft
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axes. Using the knowledge gathered from Chapters 5 and 6, the input/parameter struc-
ture that produced the more accurate predictions is used for the sparse GPs. The sparse
GP predictions are compared to the true rotorcraft response as well as the predictions
made by the GP (Chapters 5 and 6) and the physical law based model.
 Chapter 9 uses the grey-box approach, to investigate if the GP can predict the error
between the physical law based model and the true rotorcraft response for the on-axis
response of pitch rate, roll rate, yaw rate and heave. The grey-box approach is compared
to the GP (Chapters 5 and 6) and the variational sparse GP predictions to examine if the
grey-box or black-box (data-based GPs) approach creates the most accurate predictions
compared to the true rotorcraft response.
 Chapter 10 provides a summary of the thesis achievements and suggestions for future
work.
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Chapter 2
Background Theory
Gaussian Processes (GPs) have been widely used in recent years and applied to many different
applications, for example in engineering applications, where the GP was used to model an
internal combustion engine [19, 20, 21, 22] and model an autonomous blimp [23]. In Berger
et al. [19] the GP is used to create surrogate models for engine calibration (emissions) and
to reduce the time required on the testbed. Berger and Rauscher [22] used the GP for diesel
engine calibration due to the outliers within the data, the GP model displayed is a robust
GP, in which the outliers do not affect the GP model. The studies by Castric et al. [20] and
Gutjahr et al. [21] used a GP model to identify the emissions of a diesel engine, where both
studies created a fast emulator. Castric et al. compared two models, geostatistics and a GP,
and concluded that the GP produce more accurate models of the emissions.
The use of GPs in the statistical community started in 1978, when O’Hagan [24] used the idea of
defining a prior distribution over a function, and applied this to a curve-fitting example. GP for
regression was introduced into the machine learning field in 1996 by Williams and Rasmussen
[13], other notable early work by Rasmussen [14], Neal [25] and Williams [15] all introducing
the idea of GP regression into the machine learning field. Since the introduction of GPs to
the machine learning community, there has been much-published work on the theory of GP
regression. The main contributor to the GP theory in the current thesis is the book “Pattern
Recognition and Machine learning” by Bishop [26]; the book covers all the concepts from a
probability distribution to kernel methods and sampling methods. Chapter one of the thesis
9
10 Chapter 2. Background Theory
by Boyle [27] introduces the GP regression theory in detail. The GP theory for regression is
also given in work by Seeger [28], Rasmussen [29, 30] and Ebden [31].
In the current thesis, GPs are used to perform regression (they also can perform another
task such as classification [26]). An advantageous property of GPs is that they can be used to
quantify the uncertainties in one’s predictions which, in this case, produces a worst-case scenario
given the model uncertainty. It is envisaged that the uncertainties in the predictions could be
used in the development stage of the GP model, to highlight areas in which more training data
is required to make accurate predictions. Using the uncertainties to assist the development of
the GP model is not shown in the current thesis but could provide scope for future work and
is discussed in more detail in Section 10.2. Another beneficial property of GPs is that once
trained; they can produce very fast emulators of complex models. Producing fast emulators is
advantageous when dealing with non-linear behaviours, such as rotorcraft dynamics.
2.1 Background Theory of Regression Models
In the current section, an introduction to linear regression is given and followed by a brief
background to the GP theory and the optimisation processes used in the thesis. The section
commences with the theory of linear regression, which is used to create clarity on the GP
regression theory. The GP regression theory is followed by the theory of the optimisation
processes used in the thesis. After the optimisation processes are defined, the input structure,
the choice of kernel and the number of parameters used for the GP are discussed.
2.1.1 Linear Regression
Suppose one seeks to learn a function that maps inputs (X = [x1, . . . ,xN ]) to observed outputs
(y = [y1, . . . , yN ]
T ), where in the context of the current thesis, x may represent a pilot input
and y the response of the rotorcraft (e.g. pitch rate). Consider a regression model that is
defined as a linear combination of basis functions [26, 29]:
fi = w
Tφ(xi) (2.1)
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where w is a vector of parameters to be identified, and φ(·) is a basis function. Note that fi is
equivalent to f(xi).
For example, a second order polynomial may result in the parameter vectorw and basis function








The aim is to find optimum parameters, w∗, that minimise the squared error between obser-




(yi − fi)2. (2.3)








which may be expressed as
J = (y − f)T (y − f)















































Regression models can have different basis functions, φ(x) which affect the performance of the
model. The input structures investigated in the thesis include moving average (MA), auto-
regressive (AR), auto-regressive with exogenous inputs (ARX), auto-regressive moving average
(ARMA) and auto-regressive moving average with exogenous inputs (ARMAX). The input
structures are defined as follows:
 Moving Average (MA) - a linear combination of past inputs [32].
 Auto-regressive (AR) - a linear combination of past observations.
 Auto-regressive with exogenous inputs (ARX) - a linear combination of past observations,
including the current inputs, which are described as exogenous inputs.
 Auto-regressive moving average (ARMA) - combines the auto-regressive and moving av-
erage input structures. The input structure, therefore, contains a linear combination of
past inputs and observations.
 Auto-regressive moving average with exogenous inputs (ARMAX) - combines auto-regressive
with exogenous inputs and moving average input structures. The input structure contains
a linear combination of past inputs and outputs with the current inputs.
Each one of the input structures is investigated in Chapter 4 to display if a particular input
structure creates more accurate predictions than the others.
2.1.2 From Linear Regression to Gaussian Process Regression
To aid the understanding of a GP approach, consider a regression model that is defined in
equation (2.1):
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f(x) = wTφ(x) (2.8)
where φ is a vector of ‘basis functions’ (φ = [φ1, . . . , φD]) and D is the number of ‘basis
functions’. The ‘basis function’ is limited to a parametric family, for example, a polynomial. If
the target response does not belong to the same family as the ‘basis function’, the prediction
may struggle to match the target. Examples of polynomial ‘basis functions’ are shown in
Figure 2.1. A ‘basis function’ is a user-defined function, and there are many possible choices,
an example is given in equation (2.2).











Figure 2.1: Examples of polynomial basis functions
Instead of the approach shown Section 2.1.2, one could adopt a Bayesian approach to the
identification of w; one could, for example, choose the prior distribution over w to be
p(w) = N (w | 0, γ−1I) (2.9)
where γ is the precision of the distribution, and I is an identity matrix. The function values
at the points where training data are available are given by vector f









where N is the number of training points, for any value of w defines a function of x, given in
equation (2.8). At this point, one would usually attempt to infer w from some observations,
where in this case, the observations are the input-output pairs {(xn, yn)}Nn=1.
The joint distribution of function values shown in equation (2.10) are of interest. Using equation
(2.8), the vector f is given by:
f = Φw (2.11)
where Φ is referred to as the ‘design matrix’. The ‘design matrix’ compromises of an N × D
matrix whose elements are ‘basis functions’.
Φ =






φ1(xN), φ2(xN), . . . φD(xN))
 (2.12)
.
Given the prior in equation (2.9), one can then show that the prior distribution over f is
Gaussian, with a mean
E[f ] = ΦE[w] = 0 (2.13)
and covariance matrix
cov[f ] = E[ffT ] = ΦE[wwT ]ΦT =
1
γ
ΦΦT = K (2.14)
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Tφ(xm); n,m = 1, . . . , N. (2.15)
One can then assume a noise model where the observations of the system’s outputs are equal
to the true response with the addition of some Gaussian noise. In other words, it is assumed
that
yn = fn + εn (2.16)
where yn represents the nth observation of the system’s response, fn ≡ f(xn, wn) and εn ∼
N (εn | 0, β−1), where β is the precision of the noise that corrupted the observation. If one
defines the likelihood using the noise model
p(y | x,w) = N (y | f(x,w), β−1) (2.17)
using the knowledge of f(x,w) = Φw, the likelihood can be written as
p(y | x,w) = N (y | Φw, β−1) (2.18)
therefore using the properties of Gaussian functions and knowledge of the prior in equation
(2.9) and the likelihood in equation (2.18), the posterior is defined as
p(w | y) = N (w | µ,Σ) (2.19)
where
Σ = (γI + ΦTβΦ)−1
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µ = ΣΦTβy
one could now try to evaluate the posterior over w. As an alternative, one can start to define
a GP, instead of defining basis functions, as in equation (2.8), one can define a prior over f
directly, such that
p(f) = N (f | 0,KNN) (2.20)
where the covariance matrix, KNN is given by
KNN =

k(x1,x1) k(x1,x2) . . . k(x1,xN)





k(xN ,x1) k(xN ,x2) . . . k(xN ,xN)

and where (k) is a user-defined ‘kernel function’. The kernel function is chosen so that K is a
valid covariance matrix (i.e. symmetric and positive-semidefinite). An example of such a kernel
function is the squared exponential [26]




(xn − xm)T (xn − xm)
)
(2.21)
where the ‘hyperparameter’ (α) have an effect on the smoothness of the kernel (shown in Figure
2.2) and induces correlations that depend on the closeness of xn and xm. When using the ‘basis
function’, one is limited to a single parametric family, while with a GP one is no longer limited
to a single parametric family (which is why GPs are sometimes referred to as ‘non-parametric’).
Choosing different hyperparameters can affect how accurate the GP model is and, as such, the
hyperparameters are typically inferred from the observation data as part of the training process.
The optimum hyperparameters are most commonly identified by maximising the likelihood of
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Figure 2.2: Examples of how the hyperparameter α affects the kernel function
witnessing the observed data (optimisation techniques are discussed further in Section 2.1.3,
given by
p(y | f) = N (y | f , β−1I). (2.22)
Marginalising the likelihood over f gives
p(y) =
∫
p(y | f)p(f)df (2.23)
which, given equations (2.20) and (2.22), allows one to write
p(y) = p(y | 0,C) (2.24)
where the elements of C are given by
Cnm ≡ C(xn,xm) = k(xn,xm) + β−1Inm (2.25)
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where Inm is the (n,m)th element of the identity matrix I.
2.1.3 Optimisation of Hyperparameters for the Creation of Gaus-
sian Processes
The GP training process requires the optimisation of the hyperparameters, the thesis by Boyle
[27] and the book by Bishop [26] provide many optimisation techniques such as Markov Chain
Monte Carlo (MCMC). Examples of optimisation techniques include gradient-based ascent
methods [26] or population-based algorithms (SADE [33]). Both of these can be used to realise
maximum likelihood estimates of the hyperparameters by maximising the log-likelihood
log p(y|θ) = −1
2
(N log 2π + log |C|+ yTC−1y). (2.26)
where θ = [α, β]T . Alternatively, one can generate samples from the posterior parameter
distribution p(θ | y), which is given by Bayes’ rule
p(θ | y) ∝ p(y | θ)p(θ) (2.27)
where p(θ) represents the prior and p(y | θ) the likelihood. There are many different methods
in which using samples from the posterior parameter distribution could be used, the tech-
niques used to locate the optimum hyperparameters in the current thesis are discussed in the
subsequent subsections.
Markov Chain Monte Carlo (MCMC)
Markov chain Monte Carlo (MCMC) can be used to generate samples from the posterior hyper-
parameter distribution, thus quantifying uncertainties in the hyperparameter selection. It can
also provide a more global search, unlike the local search provided by gradient-ascent methods.
The best known MCMC method is the Metropolis algorithm (MA) [34]. In the following, the
target distribution, π(θ) (i.e. the distribution from which one wishes to generate samples), is
equal to p(θ | y).
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The first step in each iteration of the MA algorithm is to propose a new ‘state’ θ′, where the
current state of the Markov chain is θ(r) [35]. The proposal is taken from a probability density
function, q(θ′ | θ(r)), which is conditional on the current state. The proposal is accepted as the














where π∗(θ) is the un-normalised target distribution. The normalised target distribution would
have an unknown normalising constant. Therefore using the un-normalised target distribution
removes the requirement to find the value of the unknown normalising constant. If accepted,
the new state of the Markov chain is θ(r+1) = θ′, otherwise θ(r+1) = θ(r). This process is run for
a user-defined number of samples. The Markov chain will then reach a stationary distribution
producing posterior samples of the hyperparameters.
A simple example of a GP fitted to a sine wave is shown in Figure 2.3, where MCMC is used
to find the optimal hyperparameters. The data used to create the sine wave is given by
y = sin(x) + ε (2.29)
wherein this example ε is an error sampled from a normal distribution (N (0, 0.1)) and x is a
vector of 100 points linearly spaced between 0 and 2π. The sine data and the GP predictions
are shown in Figure 2.3.
Figures 2.4 and 2.5 show the results of an MCMC accepted samples from the posterior parameter
distribution
p(θ | y) ∝ p(y | θ)p(θ) (2.30)
where θ = [α, β]T .
The accepted samples in Figures 2.4 and 2.5 reach a stationary distribution (right-hand side
of Figures 2.4 and 2.5), which is defined as when the distribution does not change for some
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Figure 2.3: GP predictions for a sine wave data described in equation (2.29) and hyperparam-
eters optimised by the MCMC results shown in Figures 2.4 and 2.5.
time. The accepted samples before reaching the stationary distribution is called ‘burn-in’. The
‘burn-in’ is not used to calculate the hyperparameters. The stationary distribution is used to
select the hyperparameters for the kernel function used to create the GP model shown in Figure
2.3. The hyperparameters are calculated by using the mean of the accepted samples once the
MCMC has reached a stationary distribution, it can be hard to judge when the stationary
distribution has occurred.
The selection of the proposal width is important if the MCMC is able to reach a stationary
distribution; the proposal width is defined as the range in which the MCMC approach takes
samples. In the case of the GP, the samples are hyperparameters. If the proposal is too broad,
the MCMC approach will take a long time to reach a stationary distribution. A too narrow
proposal width, the stationary distribution will more than likely be missed, and the optimal
hyperparameters would not be located. Methods to reduce the effect of the initial choice of the
proposal width are shown in Sections 2.1.3 and 2.1.5.
Simulated Annealing
Simulated annealing is a form of MCMC which uses the Metropolis algorithm (MA). The dif-
ference is that the method slowly increases the influence of the likelihood p(y | θ). Effectively
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Figure 2.4: MCMC results for hyperparameter α for the GP predictions shown in Figure 2.3.
Figure 2.5: MCMC results for the precision of noise β for the GP predictions shown in Figure
2.3.
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reducing the size of the proposal width during the optimisation, this reduces the problems dis-
cussed in Section 2.1.3 regarding the careful selection of the proposal width and the judgement
of reaching the stationary distribution [36]. The target distribution has the form
πζj ∝ p(y | θ)ζjp(θ) j = 1, 2, . . . , Nζ (2.31)
where
0 = ζ1 < ζ2 < · · · < ζNζ = 1. (2.32)
Increasing the parameter ζ is inducing a transition from the prior to posterior parameter dis-
tribution [37]. The technique has been used as a fundamental part of transitional MCMC [38]
and asymptotically independent Markov sampling [39] algorithms.
A small initial value of ζ is chosen close to zero but not equal to zero. By choosing a small initial
ζ it is ensuring that the first target distribution is similar to the prior. For each ζ value, a full
run of the MA is conducted using a user-defined number of samples R. Using the previously
accepted samples from the MA, ζ is updated for the next run using the following equation
ζ(j + 1) = ζ(j) +
1
ζ(j)× var(p(y | θ)))
(2.33)
where the variance of the likelihood uses all the accepted samples from the previous run of the
MA and j defines the previous run of the MA. The optimisation stops when ζ reaches one, in
which the whole likelihood has now been introduced. The ζ update in equation (2.33) uses a
constant change in Shannon entropy [37].
The advantage of using this method over the standard MA is that it is more user-friendly and
more efficient, as the proposal width is being updated after each run of the MA. The standard
MCMC is very dependent on the user-defined steps in which the steps could be too small
(computationally expensive) or too large (could miss the optimal value).
Figures 2.7 and 2.8 show the results of a simulated annealing optimisation reaching a stationary
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Figure 2.6: GP predictions for a sine wave data described in equation (2.29) and hyperparam-
eters optimised by the SA results shown in Figures 2.7 and 2.8.
distribution. As the influence of the likelihood is increased the optimisation ‘focusses’ on the
optimal solution. The stationary distributed is denoted as the accepted samples, and the burnt
samples before the stationary distribution are shown in Figures 2.7 and 2.8
Figure 2.7: Simulated annealing results for hyperparameter α for the GP predictions shown in
Figure 2.6.
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Figure 2.8: Simulated annealing results for hyperparameter β for the GP predictions shown in
Figure 2.6.
2.1.4 Prediction
Here, the main aim of regression is to make predictions at previously unseen inputs that are
not in the training data. Given a new input vector, x∗, one can estimate the probability of
observing a new point y∗ given previous observations y. Defining y∗ = [y1, y2, . . . , yN , y
∗]T , the
joint distribution over y∗ is
p(y∗) = N (y∗ | 0,CN+1) (2.34)







∗), n = 1, . . . , N (2.36)
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and
















also noting that p(y∗) = p(y, y∗) ≡ p(a, b) the conditional Gaussian has the form






µb|a = µb −ΣbaΣ−1aa (a− µa)
Σb|a = Σbb −ΣbaΣaaΣab.
The conditional distribution p(y∗ | y) is a Gaussian distribution with mean and variance
p(y∗ | y) = N (y∗ | µ, σ2) (2.40)
where µ is the mean prediction and σ2 is the variance (which is used to measure the uncertainty
in the predictions of y∗). Note that σ2 = β−1. Using equations (2.38) and (2.39), the mean and
variance of y∗ given y are [26]
µ(y∗ | y) = kTC−1N y
σ2(y∗ | y) = c− kTCNk
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which can be written more compactly using the notation
y∗ ∼ GP(x∗) (2.41)
Figures 2.3 and 2.6 is an example of an ‘ideal’ fitting GP. The training data is denoted as
diamonds. The GP predictions go through the centre of the points with the confidence bounds
encompassing all of the training data; this is expected for an ‘ideal’ fitting GP. The sine data
used in Figures 2.3 and 2.6 is described in equation (2.29) in which in noise model is also given.
For this example, the noise model is known. Thus the correct variance σ2 can be selected. In a
real case, such as a rotorcraft, the noise model would be unknown. Therefore the optimisation
technique selects the optimal hyperparameters and variance as described in Section 2.1.3.
Gaussian Process Input Structures
Depending on their input structure, GPs can be used to emulate static or dynamic relationships.
The input structures shown in Section 2.1.1 can be applied to a GP. For example, the auto-





where v is a generic system input and, as before, y represents system observations, n is the
time step. The ARX structure uses information from ‘lagged’ terms (previous observations and
inputs) and the current input to help predict yn. The difference between linear regression and
GP regression is that GP is non-linear; therefore, the model is referred to as a NARX model.
The NARX model has been used as the input structure when modelling a non-linear dynamical
system such as the Duffing oscillator [40, 41]. It has also been used to develop models of
rotorcraft dynamics in [42, 43, 44] (the references are discussed in more detail in Chapter 3).
Two types of predictions are used in the study: one step ahead and full model predictions.
These types of prediction are described here.
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One Step Ahead Predictions
One step ahead predictions (OSAP) use the previously observed data to predict a single step
into the future. Using GP to represent the prediction made by a GP (equation (2.41)) then,
in our specific case, OSAP is defined as
y∗n = GP (vn, yn−1) (2.43)
where yn−1 is the previous observation. During ‘training’ of the GP, OSAP are used to quantify
the fidelity of the emulator. The obvious disadvantage of this approach is that the resulting
model can only predict a single step into the future. Predicting further into the future requires
‘full model predictions’.
Full Model Predictions
To make predictions beyond a single step, the GP model using an auto-regressive input structure
must utilise previous predictions as part of the model input. The studies by Girard et al. [45],
Girard [46] and Quinonero-Candela et al. [47] utilised the previous predictions as part of the
model input to incorporate the uncertainty into the lagged predicted response (referred to as
multi-step-ahead predictions). To illustrate the use of a previous prediction as part of the
model input, consider the situation where a single prediction, at time n, has already been made
according to equation (2.43). Following this, predictions of y∗n+1 would be realised according to
y∗n+1 = GP (vn, y
∗
n) . (2.44)
The key aspect to note regarding equation (2.44) is that y∗n (the uncertain prediction made
by the GP at time n) is now part of the model input. The previous (uncertain) predictions,
therefore, become inputs and carry their predictive uncertainty into future predictions [40].
To illustrate the full model predictions (FMP) used in the current thesis, a simple algorithm
for generating an ensemble of predictions for FMP is shown in Algorithm 1, where R is the
number of Monte Carlo samples, Y denotes a random sample and n = 1, . . . N , where N is the
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number of predictions. The algorithm creates R realisations one complete set of predictions N .
For a more detailed algorithm for FMP, the thesis by Girard [46] is recommended.
Algorithm 1 Full Model Predictions algorithm
1: for r = 1 : R do
2: n = 1
3: Y ∗(n+1),r ∼ GP(δn+1, y∗n)
4: for n = 2 : N do




A Duffing oscillator is used as an example to show that the auto-regressive nature of the input
structure is required to predict a dynamical system accurately. The equation of motion for the
Duffing oscillator example is
z̈ + cż + kz + k3z
3 = w (2.45)
where z is the displacement of the system, c is the linear damping, k is the linear stiffness, k3
is the non-linear stiffness and w is a random excitation. In the case of this example, c = 0.1,
k = 10 and k3 = 100. Equation (2.45) was approximated using a 4th order Runge-Kutta
numerical integration technique with random excitation w, a time step of 0.01 and 5000 points
simulated. From the simulation, a time history of displacement was recorded, and for the
GP prediction, a measurement noise with variance was added. The resulting time history of
displacement is shown in Figure 2.9, where the observation is the Duffing displacement with
added measurement noise, in this example case is shown as
t = z + ε εh ∼ N (0, σ) h = 1, . . . , H (2.46)
where in this case t is the observation for the GP, z is the displacement of the Duffing oscillator,
H is the number of observations, and σ is the standard deviation, which in this example is 0.005.
In the current example, an ARX input structure is used to create the GP model. For the
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Figure 2.9: Time history of displacement for the example case Duffing oscillator.





where w is the excitation, z is the displacement, and h is the time step. Using the ARX input
structure in equation (2.47) the GP NARX model for the Duffing oscillator is shown in Figure
2.10. The GP model was training on 50 training points and predicted 5000 points. The GP
model predicts the displacement of the Duffing oscillator accurately with confidence bounds
that encompass the displacement.
To justify the use of the ARX input structure for the GP to predict a dynamical system, a GP
was created without the ARX aspect to investigate if the predictions are as accurate as the







where only the current excitation is used for the input structure. The GP predictions for the
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Figure 2.10: GP predictions for the Duffing oscillator response described in equation (2.45)
using the ARX structure shown in equation (2.47).
non-ARX input structure is shown in Figure 2.11. The same Duffing oscillator data is used in
Figure 2.11, trained on 50 training points and predicted 5000. The GP predictions are very
poor, thus demonstrating the need for an ARX input structure to predict a dynamical system
accurately. Using this knowledge, it could also be the case for the prediction of the rotorcraft
dynamics, which is investigated in later chapters.
2.1.5 Choice of Kernel








where xi is used to represent the ith element of vector x and ND is the number of dimension of
the input vector. The chosen kernel from equation (2.49) allows the hyperparameter to always
be between zero and one. The hyperparameter bounds are beneficial when using a property
of GPs that determines the relevance of inputs, as the values of the bounded hyperparameters
enable ease of understanding (which input is relevant or not). The relevance property of the GP
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Figure 2.11: GP predictions for the Duffing oscillator response described in equation (2.45)
without an ARX input structure applied, the input structure shown in equation (2.48) is used.
is referred to as automatic relevance determination (ARD); this is discussed in more detail in
Section 2.1.6. As discussed in Section 2.1.3, the proposal width can be a problem when running
the MCMC optimisation process. The choice of this kernel bounds the hyperparameter between
zero and one, thus bounding the proposal width, therefore, eliminating the problem of searching
an infinite target distribution. Figure 2.12 displays the effect of the hyperparameter on the
kernel function in equation (2.49). When the α value is close to 1 the functions are smoother
than a value that is smaller such as 0.1, however, when the value of α is 1 the function has no
smoothness.
2.1.6 Automatic Relevance Determination (ARD)
Automatic relevance determination (ARD) is a process which aims to establish which inputs
are most ‘relevant’; in this case, the relevance is determined by the dependence of inputs to
the GP model. For example, if the most ‘relevant’ input were removed, this would have a
detrimental effect on the GP predictions. However, if the least ‘relevant’ input were removed,
the GP model would still produce accurate predictions.
To enable the use of ARD in GP regression, for the example case of the Duffing oscillator, a





















Figure 2.12: Examples of how the hyperparameter α affects the kernel function shown in
equation (2.49).






The hyperparameters α = (α1, α2)
T can be used to compute the relevance of the inputs. The
relevance of the input is judged on the corresponding hyperparameter value, hence why it is
beneficial to use the kernel in equation (2.49), as the hyperparameters are bounded between 0
and 1. A hyperparameter value of 1 suggests the corresponding input is not relevant; therefore,
a value close to 0 indicates a high relevance. Optimisation of the hyperparameters provides
evidence as to which inputs are needed to predict the response of the system.
The relevance determination can help decrease the complexity of the model, as well as its
computational cost, by removing the inputs that are not relevant. To estimate these hyperpa-
rameters, an optimisation technique needs to be conducted, which has already been discussed.
Propagating Hyperparameter Uncertainty
When creating a GP model, it is not clear which hyperparameter produce the best results;
therefore, an optimisation process such as MCMC is used to select the hyperparameter. The
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hyperparameters selected from MCMC are usually chosen by the mean of the stationary dis-
tribution or the most probable hyperparameters in the stationary distribution. It is unclear
how much effect the hyperparameter selection will have on the GP predictions. It is therefore
beneficial to visualise this effect, which is called hyperparameter uncertainty. The hyperpa-
rameter uncertainty method shown in the current section requires hyperparameter (θ = [α, β])
samples from MCMC. The GP also has uncertainty associated with its predictions, which can
be combined with the hyperparameter uncertainty. Including both sources of uncertainty, the
uncertainty in the GPs predictions is written as
y∗ ∼ N (µ(θ), σ2(θ)) (2.51)
where σ2 = β−1, MCMC estimates the hyperparameters:
θ ∼ p(θ | y). (2.52)
Which is Ancestral sampling, where samples are taken from equation (2.52) and also taken
from equation (2.51). Ancestral sampling is when one draws samples from a given probability
distribution, and a sample from another probability distribution governs the given probability
distribution. In the case of hyperparameter uncertainty, the first sample (θ) is drawn from
p(θ | y), this hyperparameter sample is then used to govern the distribution, N (µ(θ), σ2(θ)),
in which a sample y∗ is drawn. The posterior samples are generated using MCMC. This
method is used by Bishop [26]. An example of the hyperparameter uncertainty is shown in
Figure 2.13, which uses the same Duffing oscillator data displayed in Section 2.1.4. The GP
results in Figure 2.13 is trained on 50 training points, predicts 5000 and uses a different value
for α and β for each realisation1, as shown in equation (2.52). The number of realisations
in Figure 2.13 is 10000. The α and β values are selected from the accepted samples of the
stationary distribution produce by the simulated annealing algorithm. The accepted samples
of the stationary distribution for the Duffing oscillator GP predictions using an ARX input
structure (equation (2.47)) is shown in Figure 2.14 in the form of a histogram. Previously in
1A realisation is defined as one complete set of GP predictions.
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Figure 2.10, the mean of the stationary distribution accepted samples is used for the selection
of the hyperparameters.
It is clear from Figure 2.13 that the hyperparameter uncertainty does affect the GP. Hyper-
parameter uncertainty related to rotorcraft simulator model development is investigated in
Chapter 4.
Figure 2.13: GP predictions for the Duffing oscillator response described in equation (2.45)
with ARX structure applied, the input structure is shown in equation (2.48) is used, with
hyperparameter uncertainty incorporated.
2.2 Summary
The current chapter showed the theory for the GP regression, optimisation processes, the choice
of kernel, the GP input structure and the incorporation of hyperparameter uncertainty. Two
different types of predictions are discussed in detail; one step ahead and full model predictions.
One step ahead prediction can only predict one step in the future while the FMP approach
can be used to realise predictions at an arbitrary point in the future. The outcomes from the
theory shown are that for a dynamical system, in the case of the current chapter, a Duffing
oscillator, an ARX input structure is required. In the subsequent chapters, the theory shown in
the current chapter will be used to predict the dynamics of a rotorcraft, which may also need an
ARX input structure. The effect of hyperparameter uncertainty on the rotorcraft dynamics will
2.2. Summary 35
Figure 2.14: Histogram of the accepted samples of the simulated annealing results for the GP
predictions using an ARX input structure for hyperparameters α and β.
be investigated in Chapter 4, as the hyperparameter uncertainty affected the GP realisations
of the Duffing oscillator.
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Chapter 3
Introduction to the Rotorcraft Dataset
In the current chapter, the Bo105 rotorcraft and the datasets used to create the machine
learning model are introduced. The Bo105 rotorcraft datasets are explained in detail, and
the corresponding physical law based (FLIGHTLAB) models are discussed as this is used as a
comparison to the machine learning models. Different input structures for the machine learning
models are investigated, and these are described at the end of the chapter.
3.1 Method
Two sets of comparison data were used in the current thesis. The first was obtained from flight
test data to judge the efficacy of the machine learning models to predict complex rotorcraft
dynamic responses. While the second was from the output of a FLIGHTLAB physics based
model. Both were relating to the response of a Bo105 rotorcraft.
3.1.1 Bo105 Rotorcraft
The Bo105 is a twin-engined rotorcraft, in the 2.5 ton-class, which has fulfilled a number of roles
in transport, offshore, police and military missions. For the generation of a physical rotorcraft
simulation program, all characteristics of the rotorcraft have to be known by their physical
value. For vehicle rigid-body modelling, the data needed consist of the rotorcraft parameters,
such as main rotor data, tail rotor data, fuselage and empennage aerodynamics and flight con-
trol system data [49]. The Bo105 rotorcraft parameters used to generate the model in this study
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was first extracted from the book by Padfield [50] which itself incorporates open-source data
collected from GARTEUR HC(AG06) activities in [51]. The flight control system data were
first taken from the report by Heffley et al. [52]. The complete database that was provided to
the GARTEUR Action Group HC(AG16)[53] was then utilised.
FLIGHTLAB
FLIGHTLAB is commercial modelling software that can be used for the construction and
application of vehicle simulation models. The software is provided by Advanced Rotorcraft
Technology (ART), and as such, is tailored towards the rotorcraft market [54]. ‘The objec-
tive of FLIGHTLAB is to promote Concurrent Engineering (work methodology for performing
tasks in parallel) by providing a simulation tool capable of multidisciplinary support with
selective fidelity modelling options’ [55]. Models are developed using a library of physically-
based modelling components [54]. FLIGHTLAB uses a modular approach to simulation model
building at a level appropriate to the simulation data available (so, e.g., an engine could be
a simple power/thrust against throttle position look-up table or it could be a more detailed
thermodynamic representation where individual components such as crankshafts and gearboxes
are modelled). The philosophy is that individual engineering disciplines within a project can
attend to the components of a model for which they are responsible. All of the individual
components can then be brought together under a common simulation framework. FLIGHT-
LAB capabilities are provided in the FLIGHTLAB documentation [55], and a summary version
is provided in the thesis by Lawrence [56]. The multi-body approach to rotorcraft modelling
was adopted for the Bo105 due to the nature of the data available for it, as described in the
University of Liverpool deliverable [49].
In addition to the flexibility afforded by FLIGHTLAB, the simulation engineer can further
choose to model a vehicle using a variety of techniques, primarily:
1. Full vehicle model data. FLIGHTLAB can process multi-variable datasets that represent
the dynamics of the total simulated vehicle. This method is akin to how an industrial
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aerospace company might store its model datasets.
2. Multi-body modelling. Using this method, individual airframe and system components
are connected to form larger sub-systems of the vehicle. The complete model is then built
up from the interconnected sub-systems [51].
The FLIGHTLAB model shown in the thesis was implemented and configured by an ‘expert’
simulation engineer from the University of Liverpool’s flight science and technology research
group. The model parameters, as described by a deliverable by Aristotel [49], were constructed
from the generic template provided by Advanced Rotorcraft Technology (ART). The model
consists of 44 states (every component with degrees of freedom will have states [55]), 18 trans-
lational and rotational body states, 4 propulsion states and 22 rotor states, incorporating flap
and lead-lag rotation for each individual rotor blade.
3.1.2 Flight Test Data
The flight test database used for this study is the so-called ‘AGARD database’, which was
used by the AGARD Working Group FMP WG 18, on ‘Rotorcraft System Identification’. The
dataset was delivered to the University of Liverpool as part of the GARTEUR HC(AG-16)
Rotorcraft Pilot Couplings [57]. The dataset had three different manoeuvres; the doublet, the
3-2-1-1 and the sweep, which were all undertaken during a steady-state horizontal flight at 80kt
and a density altitude of above 3000ft standard atmosphere. The manoeuvre chosen for the
work presented in the thesis was the 3-2-1-1; this is due to the manoeuvre exciting elements of
different pilot input frequencies. The 3-2-1-1 is more complex manoeuvre than the doublet but
not as complicated as the frequency sweep; therefore, it was decided that 3-2-1-1 would be a
good ‘test’ of the machine learning models. The 3-2-1-1 dataset used in the thesis consisted of
four manoeuvres, which were the 3-2-1-1 manoeuvre for each input. The 3-2-1-1 is a multistep
input, which is a series of alternative steps[58]. Each step is a multiple of a user-defined time
unit; for example, the first step would be a multiple of three, hence the name 3-2-1-1. The
input has a broad frequency spectrum which is advantageous for modelling. The inputs were
longitudinal stick position, lateral stick position, pedal position and collective lever where the
on-axis responses are the pitch rate, roll rate, yaw rate, and heave respectively. The datasets
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and manoeuvres are shown in Table 3.1. Table 3.1 also displays the corresponding figures for
each manoeuvre. The Bo105 rotorcraft investigated in the current thesis is treated as having
four inputs; longitudinal stick position (δx), lateral stick position (δy), pedal position (δp) and
collective lever (δo). The outputs investigated correspond to the rotorcraft’s four axes: pitch
rate (p), roll rate (q), yaw rate (r) and heave (ḣ).
Dataset Manoeuvre On-axis response Figure
1 3-2-1-1 Longitudinal stick position (δx) Pitch rate (p) 3.1
2 3-2-1-1 Lateral stick position (δy) Roll rate (q) 3.2
3 3-2-1-1 Pedal position (δp) Yaw rate (r) 3.3
4 3-2-1-1 Collective lever (δo) Heave (ḣ) 3.4
Table 3.1: The datasets corresponding to the manoeuvres used in the thesis.
The manoeuvre shown in Figure 3.1 is referred to as the 3-2-1-1 longitudinal stick position.
Figure 3.1a is the 3-2-1-1 excited longitudinal stick position, and Figure 3.1b is the on-axis
pitch rate response corresponding to the longitudinal stick position.


































(a) Longitudinal stick position.

























(b) Pitch rate response.
Figure 3.1: Bo105 flight test data of the 3-2-1-1 Longitudinal manoeuvre with the on-axis
response of pitch rate.
Figure 3.2a displays the 3-2-1-1 excited lateral stick position, and Figure 3.2b shows the on-axis
roll rate response corresponding to the lateral stick position. The manoeuvre shown in Figure
3.2 is referred to as the 3-2-1-1 lateral stick position.
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(a) Lateral stick position.





















(b) Roll rate response.
Figure 3.2: Bo105 flight test data of the 3-2-1-1 Lateral manoeuvre with the on-axis response
of roll rate.
Figure 3.3a shows the 3-2-1-1 excited pedal position, and Figure 3.3b displays the on-axis yaw
rate response corresponding to the pedal position. The manoeuvre shown in Figure 3.3 is
referred to as the 3-2-1-1 pedal position.


















































(b) Yaw rate response.
Figure 3.3: Bo105 flight test data of the 3-2-1-1 Pedal manoeuvre with the on-axis response of
yaw rate.
Figure 3.4a shows the 3-2-1-1 excited collective position, and Figure 3.4b displays the on-axis
heave response corresponding to the collective position. The manoeuvre shown in Figure 3.4 is
referred to as the 3-2-1-1 collective position.
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Figure 3.4: Bo105 flight test data of the 3-2-1-1 Collective manoeuvre with the on-axis response
of heave.
3.1.3 Regression Models Applied to the Bo105 Data
The previous chapter used a Duffing oscillator to illustrate that when attempting the predict
a dynamical system, the auto-regressive aspect of the input structure is required to predict a
Duffing oscillator accurately. In the literature, a NARX model has been used in [43, 44] for
neural network models of rotorcraft dynamics and in [42] for a support vector regression model
of rotorcraft dynamics. The two approaches use a black-box modelling approach to identify the
dynamics of a rotorcraft. The difference between the given approaches and the GP is that the
GP approach can describe the confidence in its predictions. GPs have been used on unmanned
aerial vehicles (UAVs) to capture the dynamics of the UAVs [59] and for path planning [60]. In
the case of the current thesis, the dynamic system is a Bo105 rotorcraft. Generally speaking,
to create an encompassing solution, it is beneficial to investigate all the input structures shown
in Section 2.1.1. The input structures for on-axis pitch rate predictions are displayed in Table
3.2, where y is the relevant observation (pitch rate) and n is a time step.
Input structure Format




Auto-regressive (AR) xn = (yn−1)




Auto-regressive with exogenous inputs (ARX) xn = (δ
x
n, yn−1)






Table 3.2: Input structures applied to the Bo105 rotorcraft data.
The machine learning regression models presented in the thesis aim to create a more accurate
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initial model for the flight simulator. A more accurate initial model would potentially reduce
time and cost for the many iterations required to make an accurate flight simulator model. The
datasets used in the current work are for only one manoeuvre; however, it displays evidence
that the machine learning models can create a more accurate initial model when compared to
the initial physic based FLIGHTLAB model. Ideally, the approach could be used to model
a full manoeuvre in the flight simulator; however, this would require a large amount of data,
Chapter 7 outlines a method that has the potential to reduce the number of training points
for a machine learning model. Chapter 8 displays results using the approach described in
Chapter 7 and demonstrates the scalability to larger datasets. Testing the models on a full
flight manoeuvre is not demonstrated in the current work but could be used in future projects.
The implementation of the GP models into the flight simulator is not demonstrated in the cur-
rent thesis. The implementation of the GP could potentially be undertaken using the following
methods:
 Embedding the GP ‘black-box’ model into the code of the simulator to drive the responses
of the flight simulator.
 Using the GP model to correct the physical law based FLIGHTLAB model, which is
referred to as the ‘grey-box’ model (this method is discussed in more detail in Chapter 9.
 Utilising both the physical law based FLIGHTLAB model and the GP model to use one
as a primary model and the other a back up. Once the primary model deviates far from
the truth, the back up model can step in. For example, if the GP model is the primary
model and the predictions become uncertain (which can be shown be the confidence in
the predictions), the response of the flight simulator would be driven by the physical law
based model, until the GP model is ‘more certain’ with the predictions.
The implementation of the GP models into the flight simulator is discussed in the more detail
in Section 10.2.
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3.2 Summary
In the current chapter, the flight test datasets of the Bo105 rotorcraft used to create the machine
learning model displayed in the current thesis are introduced. The corresponding FLIGHTLAB
models are described which are used for comparison to the machine learning models. The input
structures used in the subsequent chapters for the machine learning model are defined using
the Bo105 rotorcraft flight test data.
Chapter 4
Feasibility Study: Bo105 Data
In the previous Chapter, 3, the Bo105 rotorcraft was introduced. The data from the Bo105
is used in the current and subsequent Chapters (5, 6, 8 and 9) to create regression models.
In this chapter, the main aim is to investigate the feasibility of using a data-based regression
model to predict the response of the pitch rate (on-axis) and roll rate (off-axis) using a 3-2-1-1
longitudinal cyclic input. Four manoeuvres were discussed in the previous chapter; however,
to check the feasibility of using a data-based regression model to predict the response of the
pitch and roll rate, the flight test data of Bo105 rotorcraft performing the 3-2-1-1 manoeuvre
with longitudinal control input is used in this chapter. Firstly, linear regression models using
different input structures are investigated, followed by GP models. Each model examines the
one step ahead and full model predictions (discussed in detail in Section 2.1.4). Alongside the
feasibility of the GP regression models, the effect of hyperparameter uncertainty (background
in Section 2.1.6) is explored. The results shown in the current chapter is a preliminary step
which directed the research in the subsequent chapters.
The results produced in the current chapter and subsequent chapters were created from code
implemented by the author using the algorithms shown in Chapter 2. The coded algorithms,
which include, GP implementations and optimisation techniques, were written without li-
braries/packages and executed in Matlab.
In this chapter, the flight test data of Bo105 rotorcraft performing the 3-2-1-1 manoeuvre
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with longitudinal control input is used, which is referred to as the 3-2-1-1 longitudinal input
manoeuvre. The 3-2-1-1 longitudinal control input of the Bo105 rotorcraft is shown in Figure
4.1, which displays a time series of the displacement of the longitudinal stick position (regression
model training points displayed as black diamonds).




































Figure 4.1: 3-2-1-1 longitudinal control input
Throughout the current chapter and the rest of the thesis, the regression model predictions
are compared to the Bo105 flight test data. It is, therefore, necessary to quantify this error
for comparison. The function used to measure the similarity between the regression model






(yn − R(xn))2 (4.1)
where yn represent the nth point in the time history of the Bo105 flight test data, σ
2
y is the
variance of the Bo105 flight test data, xn is the input into the regression model with an
example shown in equation (4.7) and R is the denotation of the regression model predictions.
The similarity function is such that if the regression model predictions produced the mean of
the Bo105 flight test data (denoted y) the similarity function returns a value of 100:






(yn − y)2 = 100. (4.2)
Different levels of fidelity (closeness to the real rotorcraft) would be acceptable depending on
the role that the flight simulator is utilised for; for example rotorcraft development, qualification
or training. It therefore difficult to assess the performance of model without establishing the
intended role of the flight simulator. In the current thesis, the similarity measure is used to
assess the performance of GP models to the physical law based model.
4.1 Linear Regression Models
Firstly, to check the feasibility of applying regression models to the Bo105 rotorcraft, a linear
regression model defined in Section 2.1.1 is applied. In the current section, different input
structures for linear regression models are investigated for the prediction of the pitch rate
response. All linear regression models shown in the current section use 32 training points. The
reason the regression model was trained on 32 points was to provide hold-out experiments for
validation, and assess how the model performs on data that it has not ‘seen’ before.
4.1.1 Moving Average (MA)
Firstly, the moving average (MA) input structure, as described in Section 2.1.1, is investigated.
The moving average input structure is a linear combination of past inputs. In the case of the







As discussed in Section 2.1.4, the most straightforward test of a model is the one step ahead
predictions (OSAP). The pitch rate OSAP from the linear regression model using the moving
average input structure is displayed in Figure 4.2. The similarity measure between the flight
test data and the OSAP is 47.87. As this is the most straightforward test of the model, and
it has performed poorly on the OSAP, it will not be investigated further. For the MA input
structure, it is not possible to make full model predictions (FMP) as they require the input
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structure to contain a previous prediction.




























Figure 4.2: One step ahead pitch rate predictions with a moving average input structure.
4.1.2 Auto-regressive (AR)
The auto-regressive input structure contains lagged previous outputs; in the case of the Bo105






The OSAP for the linear regression model using the auto-regressive input structure, predicting
the pitch rate response is displayed in Figure 4.3. The similarity measure between OSAP and
the flight test data is 0.05; the predictions using the AR input structure are more accurate than
the MA input structure.
The FMP for the pitch rate predictions from the linear regression model using the AR input
structure is displayed in Figure 4.4. It can be seen that the predictions struggle to match the
pitch rate dynamics of the rotorcraft, and there is a similarity measure of 107.19 between the
pitch FMP and the flight test data. It can therefore be assumed that the AR input structure
should not be used for the regression model.
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Figure 4.3: One step ahead pitch rate predictions with an auto-regressive input structure.

























Linear Regression model (FMP)
Training Points
Flight Test data
Figure 4.4: Full model pitch rate predictions with an auto-regressive input structure.
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4.1.3 Auto-regressive with Exogenous Inputs (ARX)
The auto-regressive with exogenous inputs (ARX) input structure builds on the AR input
structure by including the current input. In this case, the current input is the longitudinal stick
position. The ARX structure uses the input and output of the Bo105 rotorcraft, thus enabling






The pitch rate OSAP from the linear regression model using an ARX input structure is shown
in Figure 4.5. It can be seen that the OSAP are very accurate; this is expected as the OSAP
for the AR input structure were also very accurate. The similarity measure between OSAP
and flight test data is 0.03. However, as previously discussed the FMP are the best test of the
model.




























Figure 4.5: One step ahead pitch rate predictions with an auto-regressive with exogenous input
structure.
The FMP for the pitch rate response from the linear regression model using ARX input (shown
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in equation (4.5)) is shown in Figure 4.6. It can be seen that the FMP are more accurate than
the FMP in Figure 4.4, providing evidence that the current inputs improve the accuracy of
predictions. However, the predictions do miss the dynamics of the Bo105 pitch rate response
at around 5 to 6 seconds and between 7.5 and 8 seconds. The similarity measure between the
flight test data and the FMP using the ARX input structure is 14.66. Potential improvements
to the model include changing the input structure (which is investigated next) and using other
regression models, including non-linear models (which is investigated in subsequent sections in
the current chapter).

























Linear Regression model (FMP)
Training Points
Flight Test data
Figure 4.6: Full model pitch rate predictions with an auto-regressive with exogenous input
structure.
4.1.4 Auto-regressive Moving Average (ARMA)
Combining two of the previously discussed input structures, AR and MA, produces an auto-
regressive moving average (ARMA) model. Application to the Bo105 rotorcraft uses a lagged
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The OSAP for pitch rate response from the linear regression model utilising the ARMA input
structure (equation (4.6)) is shown in Figure 4.7. The similarity measure is 0.03, which is the
same as the linear regression model utilising the ARX input structure, which is feasible as
both input structures contain a lagged pitch rate response and a pilot input (longitudinal stick
position).




























Figure 4.7: One step ahead pitch rate predictions with an auto-regressive moving average input
structure.
The FMP for the pitch rate response from the linear regression model utilising the ARMA
input structure is displayed in Figure 4.8. The similarity measure for the pitch rate FMP
from the ARMA linear regression model, compared to the flight test data is 14.57. The FMP
for the linear regression using ARX and ARMA input structures are very similar, and both
produce more accurate predictions than the linear regression models utilising the MA and AR
input structures. The FMP from the ARMA linear regression model misses the same pitch rate
dynamics as the ARX models (towards the latter end of the predictions).
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Linear Regression model (FMP)
Training Points
Flight Test data
Figure 4.8: Full model pitch rate predictions with an auto-regressive moving average input
structure.
4.1.5 Auto-regressive Moving Average with Exogenous Inputs (AR-
MAX)
Finally, combining the ARX and MA input structures creates the auto-regressive moving aver-
age with exogenous inputs (ARMAX) input structure. In the context of the Bo105 rotorcraft,
the ARMAX input structure contains the current and one lagged longitudinal stick position







Figure 4.9 displays the OSAP for pitch rate response from the linear regression model utilising
the ARMAX input structure. The similarity measure between the pitch rate OSAP and the
flight test data is 0.03, which is the same as the ARX and ARMA linear regression models.
The pitch rate full model predictions from the linear regression model using the ARMAX input
structure is shown in Figure 4.10. The similarity measure between the flight test data and the
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Figure 4.9: One step ahead pitch rate predictions with an auto-regressive moving average with
exogenous input structure.
FMP is 22.00; this is worse than the ARX and ARMA linear regression models, it could be
due to using the extra pilot input, that has added extra ‘noise’ to the model. Another possible
hypothesis for the ARMAX input structure producing less accurate predictions than the ARX
and ARMA models is that the ARMAX model is overfitting, i.e., finding a correlation between
inputs that holds over the training data but does not generalise beyond it.
4.1.6 Similarity Measure
Table 4.1 displays the similarity measures for the predictions from the linear regression models
that utilised five different input structures. It can be seen that in terms of the FMP accuracy,
the linear regressions models that used the input structures of ARX and ARMA produced the
most accurate results. This result provides evidence that both inputs and outputs of the Bo105
rotorcraft are required to capture the dynamics of the pitch rate response accurately. As the
results for the ARX and ARMA are very similar, it was chosen to continue the investigation
using the input structure of ARX as this input structure is consistent with others used in the
literature (see studies by Kumar et al. [43] and Omkar et al. [44]).
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Linear Regression model (FMP)
Training Points
Flight Test data
Figure 4.10: Full model pitch rate predictions with an auto-regressive moving average with
exogenous input structure.

















with exogenous inputs (ARMAX)
OSA 0.03
FMP 22.00
Table 4.1: The similarity measures for the pitch rate predictions from linear regression models
using different input structures.
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4.2 Configurations for the Gaussian Process Models
In the current section, a GP model utilising the ARX input structure is investigated to deter-
mine if the GP model can produce more accurate predictions than the linear regression models
displayed in the previous section. Secondly, to test if the GP model can produce accurate
predictions of the response of the off-axis response of the longitudinal stick position, which is
the roll rate response.
Table 4.2 shows the different GP configurations used in the current chapter. The configurations
are referred to as ‘cases’.










with one lagged roll rate term
2
Table 4.2: The input and hyperparameter structures used for the GP model displayed in
Chapter 4.
The column denoted ‘inputs structure’ in Table 4.2 is the input for the GP; for example, in
case 1 on pitch rate prediction, the ARX input structure is the current longitudinal pilot input






where n is the time step, x is the input of the GP, δxn is the current longitudinal stick position,
yn−1 in this example is the pitch rate. Note that the input to the GP is different from the
input of the pilot of the Bo105 rotorcraft. In the current chapter, one hyperparameter is used;
multiple hyperparameters are investigated in later chapters. For more detail on the use of
hyperparameters, see the section on kernel structure (Section 2.1.5).
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4.3 Gaussian Process Results
In this section, the two cases shown in Table 4.2 are investigated to explore if GP models
using an ARX input structure can produce accurate predictions for the pitch and roll rate.
Each response is investigated individually, and two GP models are created using the GP theory
discussed in Section 2.1.2 and applied to the cases shown in Table 4.2. The longitudinal cyclic
Bo105 input, shown in Figure 4.1, is used to excite the rotorcraft axes. The on-axis pitch
rate is a direct response to the longitudinal cyclic input. Due to the nature of the rotorcraft,
there is cross-coupling in practically every axis-pairing [3]. However, Padfield [3] states that
the major types of coupling in a rotorcraft are the pitch to roll, roll to pitch, collective to pitch
and collective to yaw. Therefore, in the current section, the on-axis pitch rate and off-axis roll
rate responses using the longitudinal cyclic input are investigated. If there is a small amount
of cross-coupling in the yaw rate and heave axes, there will be little correlation between the
longitudinal input and the yaw rate and heave. For the interested reader, the results for the
yaw rate and heave using the longitudinal cyclic input are, however, shown in Appendix A.
Note that, here, the GP models do not use all of the available training data, which was 800
points. The GPs only use 32 training points, denoted by diamonds in Figure 4.1. The GP is
trained (more detail on GP training is shown in Section 2.1.2) on 32 points, while the predictions
interpolate between the training points by using all the available data (more information on the
GP prediction, see Section 2.1.4). As previously stated, the reason the GP was trained on 32
points was to reduce the time complexity of the optimisation process and to provide hold-out
experiments for validation. In this section, the training points are selected with equal time
intervals (every 25th point of the full dataset). The training points used in the current chapter
may not be the optimal solution a method for automatically selecting the training points is
discussed in Chapter 7. The GP models in this section (pitch and roll rate) are compared to
the FLIGHTLAB predictions (more detail on FLIGHTLAB data is given in Chapter 3) and
the Bo105 flight test data.
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4.3.1 Pitch Rate - On-axis
Firstly the pitch rate response was investigated, in which the GP used the ARX input structure
of the current longitudinal input with one lagged pitch rate term utilising one hyperparameter
(case 1, Table 4.2), as shown in equation (4.8). As previously mentioned, the GP used 32
training points, which are denoted by diamonds in Figure 4.1. For the initial GP OSAP
and the FMP (without hyperparameter uncertainty) the hyperparameters were located by the
simulated annealing algorithm (Section 2.1.3), where the mean of the final accepted samples
was used to select the hyperparameters. To reach the final accepted samples, ‘burn-in’ is
required, which is shown as Monte Carlo trace plots in Figure 4.11. For both hyperparameters
(α and β) during the ‘burn-in’ the MCMC samples converge. The final accepted samples for
the simulated annealing results are shown in Figure 4.12. The hyperparameters calculated for
the pitch rate OSAP and FMP (without hyperparameter uncertainty) were 0.984 and 73174,
for α and β respectively. Firstly, the mean of the accepted samples is used to investigate if
the results produce accurate predictions. Later in the section, hyperparameter uncertainty is
explored.
Figure 4.11: Simulated annealing burn-in and accepted samples used to create the pitch rate
GP model using the input structure containing the current longitudinal pilot input and one
lagged pitch rate term (case 1, Table 4.2).
4.3. Gaussian Process Results 59
Figure 4.12: Simulated annealing results used to create the pitch rate GP model using the
input structure containing the current longitudinal pilot input and one lagged pitch rate term
(case 1, Table 4.2).
Figure 4.13 shows the OSAP made by the GP. As was discussed previously (Section 2.1.4),
it would be expected that the predictions are very close to the Bo105 flight test data. The
legend in Figure 4.13 states that a grey shaded area shows the confidence bounds (3 standard
deviations from the mean). The confidence bounds are displayed in Figure 4.13; however,
the bounds are minimal. The similarity measure using the function shown in equation (4.1)
calculated across all points and not just the training data, is 0.02.
Figure 4.14 shows the pitch rate GP FMP realisations for the ARX input structure (more detail
on FMP is given in Section 2.1.4) containing the current longitudinal pilot input with one lagged
pitch rate term (case 1, Table 4.2). Note that, in Figure 4.14, the Monte Carlo realisations from
the FMP are shown, alongside the Bo105 flight test data and the FLIGHTLAB predictions.
The FMP realisations use 10,000 Monte Carlo samples and plotted using semi-transparent lines,
such that darker regions represent areas where more realisations were observed1.
Figure 4.14 displays two sets of FMP realisations; the first set has no hyperparameter uncer-
tainty shown as red realisations, which use the mean of the final accepted simulated annealing
110,000 Monte Carlo samples are used for all the FMP realisations shown in the current thesis.
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Figure 4.13: GP one step ahead pitch rate predictions using the input structure containing the
current longitudinal pilot input and one lagged pitch rate term utilising one hyperparameter
(α) (case 1, Table 4.2).
samples. The second has hyperparameter uncertainty (more detail in Section 2.1.6), which
are displayed as green realisations. The overlapping realisations are grey. The comparison is
investigated, as one does not know how much effect the hyperparameters uncertainty will have
on the GP predictions. The hyperparameter uncertainty was incorporated by using the hy-
perparameter randomly selected from the simulated annealing for each realisation of the FMP
(more information is provided in the hyperparameter uncertainty Section, 2.1.6). The FMP
predictions in Figure 4.14 show little difference between the two GP realisations (hyperparam-
eter uncertainty and no hyperparameter uncertainty), this implies that the hyperparameter
uncertainty does not have a significant effect on the FMP realisations.
The FMP is a better test of the GP model, as due to the ARX input structure, as shown
in equation (4.5), the lagged output is a prediction from the GP. For this model, the previous
prediction becomes an input to the next prediction and, hence, predictive uncertainty is carried
through the simulation. It can be seen in Figure 4.14 that the realisations do not encompass
all of the flight test data; this is discussed in more detail at the end of the chapter.
The comparison of the flight test data (blue line), FLIGHTLAB (black dashed line) and the
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Figure 4.14: Realisations of the GP pitch rate full model prediction using the input structure
containing the current longitudinal pilot input and one lagged pitch rate term utilising one
hyperparameter (α) (case 1, Table 4.2), with a comparison to the corresponding FLIGHTLAB
model.
GP FMP realisations are shown in Figure 4.14. The GP models and FLIGHTLAB capture the
essence of the real aircraft response. However, it is apparent that the GP models outperform
the FLIGHTLAB model in this case; in general, the GP predictions remain much closer to
the flight test data throughout the manoeuvre, and particularly in its latter stages. To try
to quantify this improvement, the similarity measure using equation (4.1), between the mean
of the FMP realisations (no hyperparameter uncertainty) and flight test data for GP FMP is
5.25 and for the FLIGHTLAB model is it 75.02, as previously mentioned a value less than five
provides a good correlation and less than one is considered excellent [33]. These confirm what is
easily observable in the figures; that, for the primary axis response, the GP model outperforms
the FLIGHTLAB model. The similarity measure (shown in Section 4.1.6) between the mean
GP FMP realisations with hyperparameter uncertainty and the flight test data is 5.10.
Figure 4.15 compares the FMP for the linear regression model and a GP (GP) model using
the ARX input structure (shown in equation(4.5)). A red line displays the FMP for the linear
regression model, and the GP FMP are shown by green realisations. Alongside the linear
regression and GP models, the flight test data (blue dashed line) and the FLIGHTLAB model
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(black dashed line) are displayed in Figure 4.15. The results shown in Figure 4.15 provide
evidence that the GP creates more accurate predictions than the linear regression model using
the ARX input structure. The outperformance of the GP compared to the linear regression
model is also confirmed when using the similarity measure, the similarity measure between
the mean of the GP FMP realisations and the flight test data is 5.25. The similarity measure
between the linear regression FMP and the flight test data is 14.66. The linear models displayed
in Section 4.1 provide an excellent basis to build on and highlight which input structures provide
the most accurate pitch rate predictions. In the rest of the thesis, a non-linear GP model is
investigated.
Figure 4.15: Full model pitch rate predictions with an auto-regressive moving average with
exogenous input structure.
For reference sake, Figure 4.16 displays two sets of FMP for the pitch rate prediction using
the ARX input structure containing the current longitudinal pilot input with one lagged pitch
rate term. The two sets of FMP are from two GP models, the first GP model was trained
on 400 data points, and the second GP model was trained on 32 data points. Note that, the
full dataset had 800 data points. The red realisations display the FMP for the GP model
trained on 400 data points, the FMP for the GP model trained on 32 data points is displayed
by green realisations, and for the sake of the clarity of the visualisation, the training points
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are not plotted. Comparing the two sets of realisations on Figure 4.16 that there is very little
difference, providing evidence that using 32 training points produced predictions that are of
comparable accuracy as a model trained on a significantly larger training set. The accuracy
of the model using 32 training points is confirmed when comparing the similarity measures;
the similarity measure between the mean GP FMP realisations using 400 training points and
the flight test data is 4.70, compared to 5.25 for the GP trained on 32 training points. It can
therefore be concluded that the extra training points are not adding a large amount of new
information to the GP model.
Figure 4.16: Two sets of realisations of the GP pitch rate full model prediction from two GP
models using the ARX input structure containing the current longitudinal pilot input and one
lagged pitch rate term utilising one hyperparameter trained on 400 training points and 32
training points (α) (case 1, Table 4.2), with a comparison to the corresponding FLIGHTLAB
model.
4.3.2 Roll Rate - Off-axis
In this section, the roll rate response is investigated, using the input and hyperparameter
structure containing the current longitudinal pilot input with one lagged roll rate term utilising
one hyperparameter (case 2, Table 4.2), as shown in equation (4.5), wherein this case y is the
roll rate. The rotorcraft roll response to a longitudinal cyclic input is an off-axis response.
Padfield stated that the off-axis motion is unpredictable [3]. It is, therefore, known to be
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difficult to capture using existing physics based modelling techniques, as discussed by Haycock
[61]. Attempts to improve the off-axis correlations have been undertaken. For example, Mansur
and Tischler [62] used an empirical correction method to improve the off-axis correlation.
As with the pitch rate GP, simulated annealing was used to calculate the hyperparameters to
govern the GP model. The accepted samples are shown in the form of a trace plot in Figure
4.17 and a histogram in Figure 4.18. For the initial OSAP and the FMP realisations without
hyperparameter uncertainty, the mean of the accepted samples is used for the hyperparameters,
which were, α = 0.972 and β = 31097. To reach the stationary distribution (more detail in
Section 2.1.3), ‘burn-in’ was conducted, which is shown as a trace plot in Figure 4.17.
Figure 4.17: Simulated annealing burn-in and accepted samples used to create the roll rate GP
model using the input structure containing the current longitudinal pilot input and one lagged
roll rate term (case 2, Table 4.2).
Figure 4.19 displays the one step ahead predictions for the roll rate response, as previously
discussed in Section 2.1.4 the one step ahead predictions are expected to be an accurate fit, as
shown in the pitch rate response in Figure 4.13. The similarity measure between the one step
ahead predictions and the flight test data is 0.06, where a value of less than one is deemed to
be an excellent fit. As with the pitch rate OSAP, the confidence bounds are calculated to be
three standard deviations from the mean and are just visible in Figure 4.19.
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Figure 4.18: Simulated annealing results used to create the roll rate GP model using the input
structure containing the current longitudinal pilot input and one lagged roll rate term (case 2,
Table 4.2).























Figure 4.19: GP one step ahead roll rate predictions using the input structure containing the
current longitudinal pilot input and one lagged roll rate term utilising one hyperparameter (α)
(case 2, Table 4.2).
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Figure 4.20 shows the predicted rotorcraft response of roll rate FMP realisations (red realisa-
tions) using the input structure containing the current longitudinal pilot input with one lagged
roll rate term as the ARX input structure (case 2, Table 4.2) shown in equation (4.5). The main
characteristics of the response were captured, particularly towards the end of the manoeuvre.
The wider FMP realisations compared to the pitch rate response, Figure 4.14, are indicative
of reduced confidence in the model predictions. The reduced confidence could be due to the
unpredictability of the off-axis motion [3]. The predictions are for an off-axis response, which
is difficult [3]. The GP captures the main characteristics of the response and therefore provides
that the use of GPs to model rotorcraft dynamics is a feasible option.
The hyperparameter uncertainty is investigated in Figure 4.20 and displayed as FMP realisa-
tions (green realisations) on the same axes to that of the FMP realisations using the hyper-
parameters of α = 0.972 and β = 31097 (red realisations). The overlapping realisations are
displayed as grey. The hyperparameter uncertainty method uses the accepted samples shown
in the histogram in Figure 4.18. As discussed in the previous section on the pitch rate response,
the hyperparameters are randomly selected from the accepted samples for each realisation of
the FMP. The Monte Carlo approach shows the effect of the hyperparameter uncertainty on
the FMP realisations and can be easily compared to the FMP realisations, which used the
hyperparameter calculated by the mean of the accepted samples. Visually, using Figure 4.20,
the predictions made using hyperparameter uncertainty look very similar to the standard FMP
realisations (using the mean of the accepted samples for the hyperparameters).
Figure 4.20 is a comparison between the FMP realisations of the roll rate predictions and the
FLIGHTLAB model (black dashed line). The FLIGHTLAB model captures the initial part of
the response very well but then becomes less accurate as the manoeuvre progresses. Conversely,
the GP predictions do less well at the start of the manoeuvre but become increasingly accurate
towards the final stages. The similarity measure of the GP FMP (without hyperparameter
uncertainty) was 50.43, which outperforms the FLIGHTLAB model, having a similarity measure
of 72.54. The values at first glance, seem poor; however, note that this is an off-axis response.
The GP captures the essence of the manoeuvrer, and it outperforms the FLIGHTLAB model.
It is, therefore, reasonable to investigate the use of GPs on rotorcraft dynamics further.
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Figure 4.20: Realisations of the GP roll rate full model prediction using the input structure
containing the current longitudinal pilot input and one lagged roll rate term utilising one
hyperparameter (α) (case 1, Table 4.2), with a comparison to the corresponding FLIGHTLAB
model.
4.4 Summary
In the current chapter, it was investigated whether machine learning regression can be used to
improve the initial models for current rotorcraft flight simulators. It was found that the GP
model outperformed the equivalent linear regression model. Different input structures for the
linear regression model were investigated, and it was found that the ARX and ARMA produced
the most accurate results. It was decided to use an ARX input structure for the GP models
for the on-axis pitch rate, and off-axis roll rate and the effect of hyperparameter uncertainty
on the GP FMP realisations was explored.
Table 4.3 enables ease of comparisons for the similarity measures for both of the cases investi-
gated in this chapter. Note, all of the GP models outperform the FLIGHTLAB predictions in
the cases shown, thus providing evidence that the GP models have the potential to improve the
accuracy of the predictions for initial flight simulator models and that the ARX input struc-
tures are appropriate for the dataset, presenting motivation for investigating more complex
ARX input structures in the subsequent chapters.
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Mean FMP GP 5.25











Mean FMP GP 50.43





Table 4.3: Similarity measure for the GP models using the input structure containing current
longitudinal input with relevant lagged output term utilising one hyperparameter. The GP
models are shown in Chapter 4.
Using the results shown in Table 4.3, note that the FMP of on-axis response, pitch rate, produce
more accurate results to that of the off-axis, roll rate. The result is expected, as the off-axis
response is more unpredictable compared to that of the on-axis response [3]. However, GP
FMP still produces better results than the FLIGHTLAB model. It is also important to note
that the GP using an ARX input structure contains one current input of the longitudinal stick
position; it is conceivable to assume that the pilot is using other inputs. It could, therefore, be
beneficial to use more current pilot inputs in the ARX input structure for the GP, such as the
lateral stick position, pedal position and collective lever. The use of more inputs is investigated
in the next chapter.
It is noted in Section 4.3.1, that the FMP realisations do not encompass all of the flight test
data. As discussed in Section 2.1.4, the FMP realisations should encompass all of the training
data. There could be many reasons as to why the GP FMP realisations do not encompass
all of the flight test data. One reason could be uncontrollable is external factors that affect
the flight of the aircraft such as wind, which can not be captured by using the current inputs
of the rotorcraft. As previously mentioned, the pilot potentially could be using other inputs
to control the aircraft; this will affect how the GP predicts the response. This issue could be
resolved using other ARX input structures, which is investigated more in the next chapter.
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Using the evidence provided by the figures shown in Section 4.3, it is clear that incorporated
hyperparameter uncertainty does not have a significant effect on the confidence bounds. The
hyperparameter uncertainty also does not have a substantial effect on the average prediction,
as shown by the similarity measure values in Table 4.3. Throughout, it was found that hy-
perparameter uncertainty was not significant. Therefore, hyperparameter uncertainty is not
incorporated in the next chapters. It is also noted that the OSAP shown in the current sec-
tion produces accurate predictions; this is expected due to the OSAP predicting one-time step
ahead. For the sake of brevity, the OSAP for the GPs shown in the next chapters produce
very accurate prediction and will not be displayed in the main text but can be seen in the
Appendices.
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Chapter 5
Application of Gaussian Process
Regression to the Bo105 On-axis
Responses
In the previous chapter, a feasibility study was conducted to see if a GP NARX model could
accurately predict the on-axis response of pitch rate and off-axis response of the roll rate of
a Bo105 rotorcraft. In the current chapter, the use of GPs to model rotorcraft dynamics is
investigated further. Specifically, the use of different ARX input structures for the GP model
(see Section 2.1.4 for more detail), referred to as GP input configurations, are investigated.
The results shown in the current chapter are for the on-axis responses of the pitch rate, roll
rate, yaw rate and heave, using the four manoeuvres discussed in Chapter 3. For each on-axis
response, the different ARX input structures for the GP models are compared to each other as
well as the corresponding FLIGHTLAB model and Bo105 flight test data. The current chapter
investigates two scenarios for the input structure, firstly if the use of more pilot inputs for the
ARX input structure improves the accuracy of the GP predictions compared to the use of only
the primary input (for example, the longitudinal stick position is a primary input for the pitch
rate). Secondly, if using more lagged outputs improves the accuracy of the predictions.
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5.1 Gaussian Process Input Structures
In the current chapter, the four manoeuvres described in Chapter 3 are analysed using GPs
with different input structures. For each manoeuvre, six different ARX input structures were
investigated, each has a combination of one, two and three lagged output terms with different
current pilot inputs, which include all of the current pilot inputs or the on-axis pilot input.
For example, in the case of the pitch rate, the on-axis pilot input would be the longitudinal
stick position. Each investigation is referred to as a ‘case’. The ARX input structure using the
on-axis plot input (cases 1,2 and 3, Tables 5.1, 5.3, 5.5 and 5.7) contains the primary input
for the corresponding response with one, two or three lagged response terms. For example, to
predict the nth pitch rate, the ARX input structure ‘current longitudinal pilot input with one





where δxn is the current longitudinal stick position and yn−1 is the lagged response (i.e. the pitch
rate predicted at time n− 1). The second ARX input structure contains all of the current pilot
inputs with one, two and three lagged response terms (cases 4, 5 and 6, Tables 5.1, 5.3, 5.5 and
5.7). For example, to predict the nth pitch rate, the ARX input structure ‘all of the current










where δyn is the current lateral stick position, δ
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In the current chapter, the comparison full model predictions (FMP) realisations figures are
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the main focus of the analysis. As discussed in the previous chapter, the other figures, such
as the simulated annealing results and the one step ahead predictions (OSAP) are shown in
Appendix B.
It is expected that the predictions that will be the most accurate in terms of the similarity
measure will contain two lagged response terms. The assumption that the most accurate
model will contain two lagged response terms is due to the GP model capturing the underlying
accelerations of the rotorcraft, which are associated with the second lagged response term. Two
lagged terms are needed to emulate systems whose true response is governed by a second-order
differential equation (those that include acceleration terms, in other words).
5.1.1 Pitch Rate
In the previous chapter, it was shown that a GP using an ARX input structure (GP NARX
model) produced the most accurate results for the pitch rate response; however, the current
input (longitudinal) and the number of lag terms (one lagged term) were fixed. In this section,
the 3-2-1-1 longitudinal input manoeuvre is used to create GP models predicting pitch rate,
using varied numbers of lag terms as inputs. The ARX input structure of the GP is investigated;
each input structure is referred to as a case, shown in Table 5.1.







One lagged pitch rate term 1
Two lagged pitch rate terms 2




One lagged pitch rate term 4
Two lagged pitch rate terms 5
Three lagged pitch rate terms 6
Table 5.1: GP configurations for the investigation of the pitch rate GP input structure
The 3-2-1-1 longitudinal input manoeuvre is shown in Figure 5.1a, displaying the excitation
to the longitudinal input, which is the only pilot input used for cases 1, 2 and 3 in Table
5.1. Figure 5.1 displays the other pilot inputs used for the input structure ‘all of the current
pilot inputs’ (case 4, 5 and 6, Table 5.1). The black diamonds indicate the location of the 32
training points that were used for model training. The 32 training points selected were chosen
to be every 25th point in the dataset. The 32 training points chosen may not be the optimal
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solution, but note that a method to find the optimum training points is discussed in more detail
in Chapter 7. Reducing the number of data points from the full data set allows a subset of data
points to be used for training. The full data set is used for predictions, and therefore allows
interpolation between training points. Using the full data set for predictions enables validation
on the model by using data that was not used in the training set.




































(a) Longitudinal stick position input.





























(b) Lateral stick position input.



























(c) Pedal position input.



























(d) Collective position input.
Figure 5.1: Bo105 rotorcraft inputs for the 3-2-1-1 longitudinal cyclic input with 32 training
points.
The OSAP and simulated annealing figures are not shown in the main text; however, for the
interested reader, they are displayed in the Appendix, B.1. The hyperparameters selected for
the GPs in this section are chosen by using the mean of the accepted samples from the simulated
annealing algorithm (more details can be found in Section 2.1.3). The hyperparameters for the
cases were calculated to be:
 Case 1 - Current longitudinal pilot input with one lagged pitch rate term - α = 0.983 and
β = 7.439× 104
 Case 2 - Current longitudinal pilot input with two lagged pitch rate terms - α = 0.958
and β = 8.201× 105
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 Case 3 - Current longitudinal pilot input with three lagged pitch rate terms - α = 0.978
and β = 5.557× 105
 Case 4 - All of the current pilot inputs with one lagged pitch rate term - α = 0.993 and
β = 1.336× 105
 Case 5 - All of the current pilot inputs with two lagged pitch rate terms - α = 0.992 and
β = 5.946× 105
 Case 6 - All of the current pilot inputs with three lagged pitch rate terms - α = 0.992
and β = 5.694× 105
Figures 5.2, 5.3 and 5.4 display the realisations of pitch rate from the FMP when the GP used
the current longitudinal pilot input with varying lagged pitch rate terms for the ARX input
structure (case 1, 2 and 3, Table 5.1), shown by red realisations. For ease of comparison, Figures
5.2, 5.3 and 5.4 show pitch rate realisations from the FMP when the GP used all of the current
pilot inputs (longitudinal, lateral, collective and pedal) with one, two and three lagged pitch
rate terms for the ARX input structure (case 4, 5 and 6, Table 5.1), the realisations are given
by a green semi-transparent line.
As shown in Section 2.1.4, a Monte Carlo analysis is required for FMP predictions. Figures 5.2,
5.3 and 5.4 show ensembles of predictions made by a Monte Carlo analysis that used 10,000
runs. The Monte Carlo results are plotted using semi-transparent lines, such that darker
regions represent areas where more realisations were observed. The predictions made by the
FLIGHTLAB model are shown as a dashed black line. The FMP GP realisations are not as
accurate as the OSAP. However, this is to be expected given that, for this model, the previous
prediction becomes an input to the next prediction and, hence, predictive uncertainty is carried
through the simulation.
Comparing red (longitudinal input, case 1, Table 5.1) and green (all of the current pilot inputs,
case 4, Table 5.1) realisations in Figure 5.2, it can be seen that there is a marginal improvement
for the predictions in red realisations (longitudinal input, case 1, Table 5.1). However, the
predictions are still quite similar. With regard to the physical law based FLIGHTLAB model,
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Figure 5.2: Realisations of the GP pitch rate full model prediction for the ARX input structure
containing the current longitudinal pilot input with one lagged pitch rate term and all of the
current pilot inputs with one lagged pitch rate term (cases 1 and 4 in Table 5.1) with comparison
to the FLIGHTLAB model and corresponding flight test data.
Figure 5.3: Realisations of the GP pitch rate full model prediction for the ARX input structure
containing the current longitudinal pilot input with two lagged pitch rate terms and all of
the current pilot inputs with two lagged pitch rate terms (cases 2 and 5 in Table 5.1) with
comparison to the FLIGHTLAB model and corresponding flight test data.
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it can be seen that both models (GP and FLIGHTLAB) capture the essence of the real aircraft
response. It is apparent that the GP model outperforms the FLIGHTLAB model in this case;
in general, the GP predictions remain much closer to the flight test truth data throughout
the manoeuvre, but particularly in its latter stages. Quantifying the improvement by using
the average response of the FMP realisations in Figure 5.2. The similarity measure for the
GP using all of the current pilot inputs with one lagged pitch rate term (green realisations)
is 5.62 and for the GP utilising the input structure containing the current longitudinal pilot
input with one lagged pitch rate term (red realisations) is 5.25. For the FLIGHTLAB model,
the similarity measure is 75.02. These confirm what is easily observable, that, for the primary
axis response, the GP model outperforms the FLIGHTLAB model. The GP using the input
structure containing all of the current pilot inputs has a marginally worse similarity measure,
this showing that the other current pilot inputs (lateral, pedal and collective) do not have a
significant impact on the pitch rate.
Figure 5.4: Realisations of the GP pitch rate full model prediction for the ARX input structure
containing the current longitudinal pilot input with three lagged pitch rate terms and all of
the current pilot inputs with three lagged pitch rate terms (cases 3 and 6 in Table 5.1) with
comparison to the FLIGHTLAB model and corresponding flight test data.
Figure 5.3 displays the FMP realisations for the input structures containing two lagged pitch
rate terms. The green (all of the current pilot inputs, case 5, Table 5.1) and red (longitudinal
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input, case 3, Table 5.1) realisations are very similar; however, it is difficult to judge which
input structure produces the most accurate predictions. The input structure containing all of
the current pilot inputs with two lagged pitch rate terms has a similarity measure of 5.52, and
the similarity measure of the input structure containing the current longitudinal pilot input
with two lagged pitch rate terms is 3.52. Comparing this to the FLIGHTLAB (similarity
measure 75.02), both GP models outperform the FLIGHTLAB model predictions. The result
provides evidence that the use of two lagged pitch rate terms improves the GP prediction, as
already discussed, this is an expected result.
The FMP realisations from the GPs using the input structures containing the three lagged
pitch rate terms is shown in Figure 5.4. The red realisations (longitudinal input, case 3, Table
5.1) are not as accurate as the green realisations (all of the current pilot inputs, case 6, Table
5.1). This result differs from the predictions in Figures 5.2 and 5.3. One hypothesis for the
result is that the third lagged pitch rate term is causing the GP model with input structure
containing the current longitudinal pilot input to be overfitting, which would make the model
very sensitive to data not seen before, i.e. full model predictions. It seems that the GP model
is identifying a relationship that holds for the OSAP but does not generalise beyond that,
which would be the case when applying full model predictions. The similarity measure for the
two GP models is 20.52 for the input structure containing the current longitudinal pilot input
with three lagged pitch rate terms, and 4.07 for the input structure of all of the current pilot
inputs with three lagged pitch rate terms. As with the previous figures, the GP outperforms
the FLIGHTLAB model.
In Figures 5.2, 5.3 and 5.4, it can be seen that the ensemble of GP predictions does not always
encompass all of the flight test data. Reasons for this discrepancy are discussed further in
Chapter 10.
Crucially, all the GP FMP outperform the physical law based FLIGHTLAB predictions; the
GP appears better able to capture the dynamics of the flight test data. Table 5.2 displays the
similarity measure for pitch rate cases, which shows that the GP model with the input structure
containing the current longitudinal pilot input with two lagged pitch rate terms created the
most accurate prediction. One reason for the result could be that the other pilot inputs do
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Table 5.2: The similarity measures of the different ARX input structures with varying pilot
current inputs and lagged pitch rate terms for the GP model predicting pitch rate.
not have as much of an effect on the pitch rate as the longitudinal stick position, which seems
feasible as the pitch rate is the on-axis response of the longitudinal stick position. Observing
Figure 5.1, it can be seen that the other pilot inputs deviate a maximum of one percent. This
small change in the other pilot inputs may not have had a significant effect on the pitch rate.
Including the other current pilot inputs may be adding inputs that are mostly ‘noise’, and could
be causing the GP to overfit.
5.1.2 Roll Rate
In this section, the 3-2-1-1 lateral input manoeuvre is used to create GP models for predicting
the roll rate. The ARX input structure of the GP is investigated; the different input cases are
shown in Table 5.3.
Figure 5.5 displays the inputs used for the GPs created for the roll rate response. The ARX
input structure containing all of the current pilot inputs (cases 4, 5 and 6, Table 5.3), uses
inputs shown in all four subplots given in Figure 5.5. The ARX input structure that is denoted
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One lagged roll rate term 1
Two lagged roll rate terms 2




One lagged roll rate term 4
Two lagged roll rate terms 5
Three lagged roll rate terms 6
Table 5.3: GP configurations for the investigation of the roll rate GP input structure
as the lateral input (case 1, 2 and 3, Table 5.3) only uses the lateral stick position shown in
Figure 5.5b as the pilot input for the ARX input structure. The roll rate prediction, which
uses the 3-2-1-1 lateral input manoeuvre shown in Figure 5.5b, where the diamonds are the 32
training points for the GP. As previously discussed the chosen training points shown in Figure
5.5 may not be the optimal solution. The optimal choice of training points is not discussed
until Chapter 7.





































(a) Longitudinal stick position input.
































(b) Lateral stick position input.


























(c) Pedal position input.































(d) Collective position input.
Figure 5.5: Bo105 rotorcraft inputs for the 3-2-1-1 lateral cyclic input with 32 training points.
The OSAP and simulated annealing results for the GPs in the current section are shown in the
Appendix B.2. The hyperparameters for the six GPs were calculated (using the mean of the
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accepted samples) to be:
 Case 1 - Current lateral pilot input with one lagged roll rate term - α = 0.935 and
β = 2.341× 104
 Case 2 - Current lateral pilot input with two lagged roll rate terms - α = 0.968 and
β = 3.586× 104
 Case 3 - Current lateral pilot input with three lagged roll rate terms - α = 0.961 and
β = 3.980× 104
 Case 4 - All of the current pilot inputs with one lagged roll rate term - α = 0.992 and
β = 1.777× 104
 Case 5 - All of the current pilot inputs with two lagged roll rate terms - α = 0.992 and
β = 4.602× 104
 Case 6 - All of the current pilot inputs with three lagged roll rate terms - α = 0.995 and
β = 3.996× 104
Figures 5.7, 5.8 and 5.9 show the FMP realisations for the ARX input structure that contained
the current lateral pilot input with one, two and three lagged roll rate terms (cases 1, 2 and
3, Table 5.3), shown by the red realisations. It can be seen that in Figure 5.7 that the red
realisations deviate from the flight test data by roughly 20 deg/s, particularity in the middle
stages (3 to 6 seconds). This type of result can arise when an incomplete input structure is
utilised as, in this relatively low-dimensional input space, the ‘closeness’ of new inputs to the
training data may be erroneously estimated relative to if a higher dimensionality input space
has been used. To illustrate the point, consider a 2D example where it is shown that using
an incomplete input structure can lead to an erroneous estimation of the ‘closeness’ between
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Figure 5.6: Comparing the distances between points when a complete and incomplete input
structure is utilised.
The green realisations in Figures 5.7, 5.8 and 5.9 show the FMP realisations for the ARX
input structure that utilised all of the current pilot inputs with one, two and three lagged roll
rate terms (case 4, 5 and 6, Table 5.3). Firstly, note the improvement compared to the red
realisations. The green realisations in Figures 5.7, 5.8 and 5.9 are significantly better than the
red realisations. The improvement provides evidence that, in the case of the roll rate response,
all of the current pilot inputs are required to capture the roll rate dynamics. The result provides
evidence that there is cross-coupling between other pilot inputs and the roll rate response. It
can be seen in Figure 5.5 that the maximum deflection of the other inputs is roughly 1.5 percent.
The largest was in the longitudinal stick position, as mentioned previously, one of the largest
cross-coupling is between the roll and pitch axis [3]. Padfield [3] states that in hover, the off-axis
roll response from a pitch input can be as large as the on-axis response, confirming what the
GP models indicate that the other pilot inputs affect the response of roll rate. Therefore, the
use of just the on-axis lateral stick position is not enough to capture the true response during
the manoeuvre.
In Figures 5.7, 5.8 and 5.9, the FLIGHTLAB model is compared to the GP FMP realisations
and the flight test data. The GP model outperforms the FLIGHTLAB model. The similarity
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Figure 5.7: Realisations of the GP roll rate full model prediction for the ARX input structure
containing the current lateral pilot input with one lagged roll rate term and all of the current
pilot inputs with one lagged roll rate term (cases 1 and 4 in Table 5.3) with comparison to the
FLIGHTLAB model and corresponding flight test data.
Figure 5.8: Realisations of the GP roll rate full model prediction for the ARX input structure
containing the current lateral pilot input with two lagged roll rate terms and all of the current
pilot inputs with two lagged roll rate terms (cases 2 and 5 in Table 5.3) with comparison to
the FLIGHTLAB model and corresponding flight test data.
84 Chapter 5. Application of Gaussian Process Regression to the Bo105 On-axis Responses
Figure 5.9: Realisations of the GP roll rate full model prediction for the ARX input structure
containing the current lateral pilot input with three lagged roll rate terms and all of the current
pilot inputs with three lagged roll rate terms (cases 3 and 6 in Table 5.3) with comparison to
the FLIGHTLAB model and corresponding flight test data.
measure of the mean of the FMP realisations for each of the cases is shown in Table 5.4. It is
evident from using Figures 5.7, 5.8, 5.9 and Table 5.4 that the input structures containing all
of the current pilot inputs create the most accurate GP predictions. However, the number of
lagged roll rate terms did not notably affect the predictions. It may be due to that using all
of the current pilot inputs is more critical than the number of lagged terms. The GPs utilising
the input structure of all of the current pilot inputs outperform the FLIGHTLAB predictions,
supporting the hypothesis that a GP model can create more accurate predictions than an initial
FLIGHTLAB model.
5.1.3 Yaw Rate
The ARX input structure for the GP predicting the yaw rate using the 3-2-1-1 pedal input
manoeuvre is investigated in the current section. Each ARX input structure is referred to as a
case; the 6 cases are displayed in Table 5.5.
Figure 5.10 displays the inputs used for the ARX input structure for the on-axis yaw rate
response. The ARX input structure containing all of the current pilot inputs (case 4,5 and 6,
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Table 5.4: The similarity measures of the different ARX input structures with varying pilot
current inputs and lagged roll rate terms for the GP model predicting roll rate.







One lagged yaw rate term 1
Two lagged yaw rate terms 2




One lagged yaw rate term 4
Two yaw roll rate terms 5
Three yaw roll rate terms 6
Table 5.5: GP configurations for the investigation of the yaw rate GP input structure
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(a) Longitudinal stick position input.






























(b) Lateral stick position input.




























(c) Pedal position input.






























(d) Collective position input.
Figure 5.10: Bo105 rotorcraft inputs for the 3-2-1-1 pedal input with 32 training points.
Table 5.5) uses all of the inputs in Figure 5.10. The ARX input structure that consists of the
current pedal pilot input (case 1, 2 and 3, Table 5.5) use the 3-2-1-1 pedal input manoeuvre in
Figure 5.10c.
As with the previous section, for the interested reader, the OSAP and simulated annealing
results are shown in the Appendix B.3. The hyperparameters calculated for the GPs in the
section using the mean of the simulated annealing accepted samples are:
 Case 1 - Current pedal pilot input with one lagged yaw rate term - α = 0.952 and
β = 6.925× 104
 Case 2 - Current pedal pilot input with two lagged yaw rate terms - α = 0.948 and
β = 7.153× 104
 Case 3 - Current pedal pilot input with three lagged yaw rate terms - α = 0.949 and
β = 7.297× 104
 Case 4 - All of the current pilot inputs with one lagged yaw rate - α = 0.991 and
β = 6.836× 104
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 Case 5 - All of the current pilot input with two lagged yaw rate terms - α = 0.991 and
β = 7.222× 104
 Case 6 - All of the current pilot inputs with three lagged yaw rate terms - α = 0.991 and
β = 7.252× 104
Figures 5.11, 5.12 and 5.13 display the GP full model realisations for the yaw rate prediction
using 3-2-1-1 pedal input (case 1, 2 and 3, Table 5.5), which utilised the ARX input structure
containing the current pedal pilot input with one, two and three lagged yaw rate terms, given
as red realisations. The GPs struggle to accurately predict the yaw rate using only the current
pedal pilot input. This result provides evidence that all of the current pilot inputs are required
to capture the dynamics of the system; this was also found in the previous section for the roll
rate predictions.
Figures 5.11, 5.12 and 5.13 display the FMP realisations for the yaw rate prediction that used
the ARX input structure containing all of the current pilot inputs with one, two and three lagged
yaw rate terms (case 4, 5 and 6, Table 5.5), denoted by the green realisations. The GP FMP
realisations are an acceptable fit and do capture the flight dynamics. The yaw rate predictions
are not as accurate as the pitch and roll rate prediction. However, it is also noticeable that the
FLIGHTLAB model performance is poor, especially in the latter part of the prediction.
Similar to the roll rate response, the yaw rate response requires the use of all of the current
pilot inputs to capture the response accurately; this is clear in Figures 5.11, 5.12 and 5.13.
In Figure 5.11 from time 6 seconds onwards, the red realisations (pedal input) struggle to
capture the dynamics and are opposite to that of the flight test data. In Figures 5.12 and
5.13, the GP red (pedal input) realisations fail to capture the dynamics in the region of 4 to
6 seconds, which would suggest that in the latter stages of the response (4 seconds onwards),
the pedal position is not providing enough information to provide accurate predictions. It
is hypothesised that other pilot inputs must be affecting the yaw rate response. Figure 5.10
displays all of the current pilot inputs used for the GP model using an ARX input structure.
Apart from the pedal position deviation from time 6 seconds onwards, the other pilot inputs
do not show a significant deviation. However, the combined pilot input deviations may have
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affected the yaw rate response, as the GP models using the ARX input structure that contains
all of the current pilot inputs capture the dynamics during the latter stages of the yaw rate
response. As discussed in the previous section, a GP model using an incomplete input structure
may inaccurately estimate the ‘closeness’ between new inputs and the training data. The red
realisations that use input structure containing the current pedal pilot input with two lagged
yaw rate terms, Figure 5.12, and with three lagged yaw rate terms, Figure 5.13 are very similar.
However, when one lagged yaw rate term is used the red realisation differ, this is displayed in
Figure 5.11, thus indicating that more than one lagged term is required to capture the dynamics
accurately. However, the red realisations in Figures 5.12 and 5.13 do still miss some of the
dynamics, especially between time 4 to 6 seconds. The missed dynamics is better captured
when the GP utilities the input structure containing all of the current pilot inputs.
Figure 5.11: Realisations of the GP yaw rate full model prediction for the ARX input structure
containing the current pedal pilot input with one lagged yaw rate term and all of the current
pilot inputs with one lagged yaw rate term (cases 1 and 4 in Table 5.5) with comparison to the
FLIGHTLAB model and corresponding flight test data.
The similarity measure for all the models predicting the yaw rate in Figures 5.11, 5.12 and 5.13
is shown in Table 5.6. Using the similarity measure table, it is clear that the GP using the input
structure containing all of the current pilot inputs creates the most accurate model. The best
model in terms of similarity measure between the mean FMP realisations and the flight test
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Figure 5.12: Realisations of the GP yaw rate full model prediction for the ARX input structure
containing the current pedal pilot input with two lagged yaw rate terms and all of the current
pilot inputs with two lagged yaw rate terms (cases 2 and 5 in Table 5.5) with comparison to
the FLIGHTLAB model and corresponding flight test data.
Figure 5.13: Realisations of the GP yaw rate full model prediction for the ARX input structure
containing the current pedal pilot input with three lagged yaw rate terms and all of the current
pilot inputs with three lagged yaw rate terms (cases 3 and 6 in Table 5.5) with comparison to
the FLIGHTLAB model and corresponding flight test data.
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data is the GP utilising the input structure containing all of the current pilot inputs with two
lagged output terms. The similarity measure is 53.26 (compared to 370.08 for FLIGHTLAB).
The similarity measures support the claim that the GP can create a more accurate initial model
for the yaw rate response.




















































Table 5.6: The similarity measures of the different ARX input structures with varying pilot
current inputs and lagged yaw rate terms for the GP model predicting yaw rate.
5.1.4 Heave
In this section, the 3-2-1-1 collective input manoeuvre is used to create GP models predicting
heave. The ARX input structure of the GP is investigated; the different input structures are
shown in Table 5.7.
Figure 5.14d displays the 3-2-1-1 collective input manoeuvre, which is used for cases 1, 2 and
3 in Table 5.7 (shown in this section). All of the current pilot inputs are displayed in Figure
5.14, which are used in cases 4,5 and 6 in Table 5.7. The 32 training points for the heave GPs
as shown as black diamonds.
The OSAP and simulated annealing results are shown in the Appendix B.4. The hyperparame-
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One lagged heave term 1
Two lagged heave terms 2




One lagged heave term 4
Two yaw heave terms 5
Three yaw heave terms 6
Table 5.7: GP configurations for the investigation of the yaw rate GP input structure





































(a) Longitudinal stick position input.





























(b) Lateral stick position input.



























(c) Pedal position input.





























(d) Collective position input.
Figure 5.14: Bo105 rotorcraft inputs for the 3-2-1-1 collective input with 32 training points.
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ters for the GPs in this section were calculated by the mean of the simulated annealing results,
and were:
 Case 1 - Current collective lever pilot input with one lagged heave term - α = 0.964 and
β = 1.313× 104
 Case 2 - Current collective lever pilot with two lagged heave terms - α = 0.974 and
β = 2.342× 103
 Case 3 - Current collective lever pilot with three lagged heave terms - α = 0.991 and
β = 1.784× 103
 Case 4 - All of the current pilot inputs with one lagged heave term - α = 0.986 and
β = 1.192× 104
 Case 5 - All of the current pilot inputs with two lagged heave terms - α = 0.986 and
β = 2.620× 103
 Case 6 - All of the current pilot inputs with three lagged heave terms - α = 0.983 and
β = 1.868× 103
The FMP realisations of the GP that utilised the ARX input structure containing the current
collective lever pilot input with one, two and three lagged heave terms (case 1, 2 and 3, Table
5.7) are shown in Figures 5.15, 5.16 and 5.17 as red realisations. It is quite clear visually that
the GP struggles to capture the dynamics. However, it is also apparent that the FLIGHTLAB
model is far from the flight test data.
The GP FMP realisations that utilise the input structure containing all of the current pilot
inputs with one, two and three lagged heave terms (cases 4, 5 and 6, Table 5.7) are denoted by
green realisations in Figures 5.15, 5.16 and 5.17. It is evident that there is an improvement when
all of the current pilot inputs are utilised in the FMP realisations. The analysis of Figures 5.15
and 5.17, where the GP input structures utilise one and three lagged heave terms, respectively,
supports the statement that all of the current pilot inputs are required to capture the dynamics
of the system accurately. However, when the GP input structure contains two lagged heave
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terms, Figure 5.16, the result does not support the statement that all of the current pilot inputs
are required to capture the dynamics accurately as the green realisations do not capture the
dynamics of the heave response.
The FMP realisations for the GP with the ARX input structure containing the collective
lever pilot input with one lagged heave term provide wildly inaccurate realisations and seem
to produce divergent predictions. As previously discussed, when using an incomplete input
structure is utilised the ‘closeness’ of new inputs to the training data may be inaccurately
estimated. Another reason may be due to the uncertainty that is propagated across the time
series in the FMP, as the predicted output becomes a GP input. Another possible reason is
that the other pilot inputs could have also contributed to the heave response. If the other pilot
inputs (such as longitudinal, lateral or pedal) affected the heave response, it is, therefore, a
plausible outcome to require the other pilot inputs to model the response accurately.
Figure 5.15: Realisations of the GP heave full model prediction for the ARX input structure
containing the current collective lever pilot input with one lagged heave term and all of the
current pilot inputs with one lagged heave term (cases 1 and 4 in Table 5.7) with comparison
to the FLIGHTLAB model and corresponding flight test data.
For quantitative comparison, the similarity measure for the six cases for the heave response are
displayed in Table 5.8. Using Table 5.8 and Figures 5.15, 5.16 and 5.17 it is clear to see that the
ARX input structure that produced the most accurate heave FMP realisations utilises all of the
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Figure 5.16: Realisations of the GP heave full model prediction for the ARX input structure
containing the current collective lever pilot input with two lagged heave terms and all of the
current pilot inputs with two lagged heave terms (cases 2 and 5 in Table 5.7) with comparison
to the FLIGHTLAB model and corresponding flight test data.
Figure 5.17: Realisations of the GP heave full model prediction for the ARX input structure
containing the current collective lever pilot input with three lagged heave terms and all of the
current pilot inputs with three lagged heave terms (cases 3 and 6 in Table 5.7) with comparison
to the FLIGHTLAB model and corresponding flight test data.
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current pilot inputs with one lagged heave term. It is worth noting that the heave is difficult to
predict (e.g. the study by Punjani and Abbeel [4] struggled to predict the heave response) and
the GP models display evidence for this, for example, when using the input structure containing
all of the current pilot inputs, utilising two lagged heave terms produces results that are inferior
compared to the one and three lagged heave terms. The heave predictions from the GP models
are promising. However, the inconsistency of accuracy between the different input structures
demonstrates that the heave response is difficult to predict. The most accurate input structure
for heave does not follow the same pattern as the pitch rate, roll rate or yaw rate, in which
two lagged response terms are required. This result is unexpected, as already discussed it is
assumed that two lagged response terms are required to capture the underlying accelerations
of the responses. Note that FLIGHTLAB predictions also struggled to capture the dynamics.
The GP models outperform the FLIGHTLAB on 5 of the 6 cases, providing evidence that the
GP can produce a more accurate initial model for the heave prediction than the FLIGHTLAB.




















































Table 5.8: The similarity measures of the different ARX input structures with varying pilot
current inputs and lagged heave terms for the GP model predicting heave.
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5.2 Comparison of Models
In Table 5.9, the ‘best’ models for each of the axes (pitch, roll, yaw and heave) are displayed.
Two of the four models that produce the most accurate responses use two lagged response
terms (pitch rate and yaw rate), and the roll rate models produced very similar results for all
the input structures containing all of the current pilot inputs. This result is expected as the
GP is attempting to predict a rate of change; therefore, the GP needs to take into account
the acceleration of the response, using two lagged terms includes this information. The only
exception is the heave GP model, in which the model using one lagged response term creates
the most accurate model; this could be due to the difficulty of predicting the heave response.
5.2.1 Comparison of Accelerations
Up until this point, the similarity measure calculated the similarity between the mean of the
GP and the flight test data. It is important to attempt to match the velocity and accelerations
of the response and not just the velocity. In this section, the acceleration for the ‘best’ models
for each axis (pitch rate, roll rate, yaw rate and heave) are plotted and compared to the
accelerations fo the FLIGHTLAB model and flight test data.
Prediction Current Inputs Lagged Outputs Model
Similarity
measure





































Table 5.9: The similarity measures for on-axis response GP models, shown in Section 5.1.1 for
the comparison of the use of different GP input structures.
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5.2.2 Pitch Acceleration
Firstly, the pitch acceleration is investigated. The input structure that produced the most
accurate prediction was the current longitudinal pilot input with two lagged pitch rate terms.
The acceleration realisations of the prediction are plotted in Figure 5.18, and for comparison,
the FLIGHTLAB and flight test data accelerations are also plotted. It can be seen that the
GP realisations encompass the majority of the flight test data and capture similar acceleration
dynamics when compared to both the flight test data and FLIGHTLAB accelerations. The
results from Figure 5.18 provide evidence that the GP predictions have similar accelerations to
that of the flight test data. The only exceptions are after 6 seconds when the GP realisations
go to 100 deg/s2 and after 7 seconds when the GP realisations go to -100 deg/s2, this could
be due to missing information, for example, only using the longitudinal input and the not
utilising the pilot’s other inputs (lateral, pedal and collective). In the next paragraph, the
accelerations for the GP model utilising the input structure containing all of the current pilot
inputs (longitudinal, lateral, pedal and collective) is investigated.
Figure 5.18: Realisations of the GP pitch rate full model prediction for the ARX input structure
containing the current longitudinal pilot input with two lagged pitch rate terms and comparison
to the FLIGHTLAB model acceleration and corresponding flight test data acceleration.
Figure 5.19 shows the acceleration for the pitch rate prediction from a GP using the input
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structure of the all of the current pilot inputs (longitudinal, lateral, pedal and collective) and
two lagged pitch rate terms. It is evident that the large accelerations (around 6 and 7 seconds)
in Figure 5.18 are no longer as extreme in Figure 5.19. Comparing the GP realisations with
FLIGHTLAB, the FLIGHTLAB accelerations are similar to the flight test data; however,
the GP realisations are also very similar and follow the same dynamics. The result provides
an intriguing conclusion, for the pitch rate, using the current longitudinal pilot input in the
input structure provides a more accurate model in terms of comparison to the true pitch rate
response. However, when observing the accelerations of the pitch rate response predictions, the
model with the input structure containing all of the current pilot inputs is more accurate than
the input structure containing the longitudinal pilot input. The model needs to capture the
accelerations as well as the response. As this is the case, the input structure containing all of
the current pilot inputs is used for the comparisons in subsequent chapters.
Figure 5.19: Realisations of the GP pitch rate full model prediction for the ARX input structure
containing all of the current pilot inputs with two lagged pitch rate terms and comparison to
the FLIGHTLAB model acceleration and corresponding flight test data acceleration.
5.2.3 Roll Acceleration
The most accurate input structure for the roll rate predictions contained all of the current
pilot inputs with one lagged roll rate term. As discussed previously in section 5.1.2, the input
structures containing all of the current pilot inputs produced very similar results. Figure 5.20
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displays the acceleration for the roll rate predictions from the GP model containing all of the
current pilot inputs and one lagged roll rate term. The acceleration realisations of the GP
model are much larger when compared to the accelerations of the true rotorcraft. The reason
for this may be due to only using one lagged roll rate term, the use of two lagged roll rate terms
is investigated in the next paragraph.
Figure 5.20: Realisations of the GP roll acceleration full model prediction for the ARX input
structure containing all of the current pilot inputs with one lagged roll rate term and comparison
to the FLIGHTLAB model acceleration and corresponding flight test data acceleration.
Figure 5.21 displays the acceleration for the roll rate predictions using the GP model, which
has the input structure containing all of the current pilot current inputs and two lagged roll
rate terms. Comparing Figures 5.20 and 5.21, the realisations in Figure 5.21 are much closer to
the flight test data acceleration than Figure 5.20. The similarity measures for the roll rate GP
predictions using all of the current pilot inputs are very similar. Therefore, for the subsequent
chapters in the current thesis, the roll rate GP using the input structure containing all of the
current pilot inputs and two lagged roll rate terms will be investigated.
Comparing the GP realisations with the FLIGHTLAB acceleration, it shows that both the
FLIGHTLAB and GP realisations are similar to the flight test data. In some cases (time 5,
6 and 7 seconds) the FLIGHTLAB acceleration changes before the flight test data, the GP
realisations match the spikes of the flight test data acceleration more accurately.
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Figure 5.21: Realisations of the GP roll acceleration full model prediction for the ARX input
structure containing all of the current pilot inputs with two lagged roll rate terms and compar-
ison to the FLIGHTLAB model acceleration and corresponding flight test data acceleration.
5.2.4 Yaw Acceleration
The yaw acceleration for the GP using the input structure containing all of the current pilot
inputs with two lagged yaw rate terms is displayed in Figure 5.22 along with the FLIGHTLAB
and the flight test data accelerations. It can be seen that the GP acceleration realisations
encompass all of the data, and there are visible spikes throughout the time series. However,
unlike the previous two sections (pitch rate and roll accelerations) the most accurate yaw
rate prediction is realised when utilising the input structure containing all of the current pilot
inputs and two lagged yaw rate terms. Figure 5.22 displays evidence that for the majority of
the manoeuvre, the acceleration is similar to that of the true rotorcraft, even with the visible
spikes. Comparing the GP realisations acceleration with the FLIGHTLAB acceleration, the
FLIGHTLAB is much smoother and matches the flight test data until 6 seconds after which it
deviates.
5.2.5 Heave Acceleration
Figure 5.23 displays the heave acceleration from the GP model using the input structure con-
taining all of the current pilot inputs and one lagged heave term, with comparison to the flight
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Figure 5.22: Realisations of the GP yaw acceleration full model prediction for the ARX input
structure containing all of the current pilot inputs with two lagged yaw rate terms and compar-
ison to the FLIGHTLAB model acceleration and corresponding flight test data acceleration.
test data and FLIGHTLAB model. Firstly, it is clear to see that the GP realisations span
a broad range from roughly -50 to 50 m/s2 and do not follow the dynamics of the flight test
data; this could be due to using one lagged term in the input structure. However, the input
structure containing two lagged responses and all of the current pilot inputs is not accurate
(similarity measure for velocity is 209.71). Note that, as previously discussed, the GP struggles
consistently to match the heave response.
5.3 Summary
The investigation of the use of different ARX input structures to improve the accuracy of the
GP predictions was shown in the current chapter. Specifically, the use of all the current pilot
inputs compared to the use of only the on-axis input of the response and the number of lagged
response terms for the ARX input structure are investigated.
The GP results shown in the above sections are quantitatively summarised in Table 5.9 by the
value of the similarity measure (discussed in section 4.1.6), displaying only the most accurate
models. For the interested reader, the similarity measure for the OSAP are given in the Table;
this provides evidence of the accuracy of the GP OSAP. It is clear to see that all of the GP
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Figure 5.23: Realisations of the GP heave acceleration full model prediction for the ARX input
structure containing all of the current pilot inputs with one lagged heave term and comparison
to the FLIGHTLAB model acceleration and corresponding flight test data acceleration.
predictions outperform the FLIGHTLAB (note that the FLIGHTLAB model is calibrated by
an expert user, discussed in Chapter 3).
The use of all the current pilot inputs for the ARX input structure improves the GP FMP
realisations visually and quantitatively for the roll rate, yaw rate and heave. However, it does
not improve the pitch rate; this could be due to the relatively stronger correlation between the
longitudinal stick position to the response of the pitch rate. The use of all the current pilot
inputs for the ARX input structure of the GP for the pitch rate response is very similar visually
and quantitatively compared to only using the longitudinal input.
The number of lagged response terms used the ARX structure affected the accuracy of the
model, for the pitch and yaw rate, the use of two lagged response terms produced more accurate
results than using one lagged response term. As previously discussed, it is not only the accuracy
of the prediction that is influential in creating an accurate model; it is important to investigate
if the accelerations are similar. Using two lagged response terms for the roll rate provided
predictions that were closer in terms of the acceleration.
The conclusions that have arisen from the current chapter are:
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 For the pitch rate response, the FMP realisations for the GP with the ARX input structure
containing the current longitudinal pilot input produce more accurate predictions than
utilising all of the current pilot inputs for the ARX input structure. The outcome of the
pitch rate response could be due to a strong correlation between the longitudinal stick
position and the pitch rate. Another reason could be that the other inputs do not have
that much of an effect on the response of pitch rate.
 The roll rate, yaw rate, and heave required the GP to utilise the ARX input structure
of all of the current pilot inputs to capture the dynamics of the response accurately; this
could be due to two reasons. The first reason could be due to the cross-coupling between
the pilot’s off-axis inputs and the response. The on-axis input may not be providing
enough information for the GP to make accurate predictions. The second reason may be
that using the ARX input structure of the current on-axis input with one lagged response
term; there are only two GP inputs. During FMP the uncertain predicted output becomes
a GP input. Therefore there is more reliance on the lagged response. The ARX input
structure containing all of the current pilot inputs comprises of the four current pilot
inputs with one lagged response term, which takes the reliance away from the uncertain
lagged response. Also, when an incomplete input structure is utilised, in a relatively
low-dimensional input space, the ‘closeness’ of new inputs to the training data may be
erroneously estimated relative to if a higher dimensionality input space has been used
(discussed in section 5.1.2).
 Using two lagged terms created more accurate velocity predictions for the pitch rate, and
yaw rate response, this type of result seems reasonable as it was previously discussed
that it is expected that the input structure containing two lagged terms would produce
the most accurate results. As this would allow the model to use the second lag terms to
capture the underlying accelerations of the response. Note, for the roll rate response the
input structures containing all of the current pilot inputs created similar predictions.
 The acceleration of the prediction is an important aspect to consider, and it should
be used along with the accuracy of the pitch rate response. The comparison of the
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acceleration was demonstrated with the pitch and roll rate predictions in Sections 5.2.2
and 5.2.3, respectively. For the pitch rate response, the input structure containing all
of the current pilot inputs produced more accurate results regarding the acceleration
of the response compared the input structure containing only the current longitudinal
pilot input. Concerning the roll acceleration, the input structure containing all of the
current pilot inputs and two lagged roll rate terms produced more accurate realisations
for acceleration than the input structure utilising all of the current pilot inputs and one
lagged roll rate term.
For the rest of the current thesis, the ARX input structure containing all of the current pilot
inputs and two lagged response terms will be used to predict the pitch, roll and yaw rate
response, as this input structure has led to better predictions of acceleration and velocity. Note,
that for the simulator to ‘feel’ like the true rotorcraft the underlying model needs to be able to
predict the acceleration accurately. For the heave response, the input structure containing all
of the current pilot inputs and one lagged heave term produced the most accurate predictions
and will be used in the rest of the thesis. Note, as previously discussed, the heave response is
difficult to predict.
Chapter 6
Investigation of Gaussian Process
Hyperparameter Structure
In the previous chapter, different GP input configurations were investigated, with a combination
of different pilot current inputs and the number of lagged response terms. In the current chapter,
the use of different hyperparameter configurations is explored using the on-axis response; one
investigates if the use of a hyperparameter for each input of the ARX structure improves the
accuracy of the GP predictions. One employs Automatic Relevance Determination (ARD) to
identify the most relevant inputs; this may indicate which pilot inputs are useful and may inform
our understanding of the physical system. Assigning a hyperparameter to each input of the
ARX input structure could also improve the GP FMP predictions. The chapter also explores
potential issues around the hyperparameter tuning that is required in ARD implementations,
as well as the generalisability of the proposed GP modelling approach to other manoeuvres.
6.1 Gaussian Process Hyperparameter Structure
In the current chapter, the ARX input structure containing all of the current pilot inputs with
two lagged response terms is used for pitch rate, roll rate and yaw rate GP models. This is
due to the results shown in the previous chapter, which concluded that all of the current pilot
inputs were needed in the ARX input structure to capture the acceleration of the response.
The exception to this is the heave, where using the ARX input structure containing the all of
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the current pilot inputs with one lagged heave term produce more accurate predictions to that
of the other combinations of ARX input structure.
In the previous chapter, four manoeuvres were considered, and the same manoeuvres are utilised
in the current chapter. The manoeuvrers are summarised in Table 6.1. For each manoeuvre, two
different hyperparameter structures are investigated. Each investigation is referred to as a ‘case’.
The first hyperparameter structure (cases 1, 3, 5 and 7, Table 6.1) uses one hyperparameter to







where xi is used to represent the ith element of vector x, ND is the number of dimension of the
input vector, n and m index the nth and mth input observation. For the pitch, roll and yaw











where δxn is the longitudinal stick position, δ
y
n is the lateral stick position, δ
p
n is the pedal
position, δon is the collective lever, and yn−1 is the lagged relevant observation (pitch, roll,
yaw rate). The second hyperparameter structure (cases 2, 4, 6 and 8, Table 6.1) assigns a
hyperparameter to each element of the ARX input structure, allowing the importance of each
input to be determined. A hyperparameter value close to zero identifies the associated input
as important, and for a hyperparameter value that is close to 1, the associated input is not
important. The importance of the inputs can be used to inform which inputs do not have a
significant effect on the prediction and can be removed for the input structure. When using the
ARX input structure containing all of the current pilot inputs with two lagged response terms,
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Table 6.1: GP configurations for the investigation of the GP hyperparameter structure
6.1.1 Pitch Rate
The OSAP for the GP using the ARX input structure containing all of the current pilot inputs
with two lagged pitch rate terms and six hyperparameters are shown in Appendix C.1.
Figure 6.1 displays two sets (which are referred to as case 1 and 2 in Table 6.1) of GP FMP
realisations using the ARX input structure containing all of the current pilot inputs with
two lagged pitch rate terms. The difference between the two FMP realisation sets is the
hyperparameter structure, the first set uses one hyperparameter (case 1, Table 6.1), shown
in equation 6.1, and is denoted in Figure 6.1 by red realisations. The second set using six
hyperparameters (case 2, Table 6.1), shown by equation 6.3, and displayed in Figure 6.1 by
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green realisations. The hyperparameters used for the two cases are:
 Case 1 - All of the current pilot inputs with two lagged pitch rate terms using one
hyperparameter - α = 0.992 and β = 5.946× 105
 Case 2 - All of the current pilot inputs with two lagged pitch rate terms using six hyper-
parameters - α1 = 0.999, α2 = 0.999, α3 = 0.999, α4 = 0.999, α5 = 0.961, α6 = 0.911 and
β = 9.658× 105
As with the GP FMP shown in chapter 5, Monte Carlo analysis is required for FMP predic-
tions. Figure 6.1 displays two sets of predictions where both sets consist of an ensemble of
Monte Carlo samples, each with 10,000 realisations. The Monte Carlo results are plotted using
semi-transparent lines, such that darker regions represent areas where more realisations were
observed. The grey realisations, displayed in Figure 6.1, are where the two sets of GP FMP
realisations overlap. From observing Figure 6.1, the GP FMP realisations that use one hy-
perparameter (red realisations) outperform the GP FMP realisation using six hyperparameters
(green realisations). Specifically, between time 5 to 7 seconds, the green realisations deviate
from the flight test data. It is therefore evident in this case that using one hyperparameter
is beneficial for the accuracy of the GP FMP realisations. The similarity measure between
the mean FMP realisations and the flight test data for the GP using one hyperparameter is
5.52 and for the GP using six hyperparameters is 35.63. The similarity measures provide more
evidence that the use of one hyperparameter, in this case, produces more accurate predictions.
Even though the similarity measure for the GP using six hyperparameters is lower than the
similarity measure for FLIGHTLAB prediction, it can be seen in Figure 6.1 that the GP using
six hyperparameters (green realisations) appears to have multiple solutions. The trajectory
taken during each Monte Carlo run seems to dictate which solution it converges to in the latter
stages.
The hyperparameters values for case 2 are very similar; therefore, it is not apparent if any
of the inputs are relevant/not relevant, and it is difficult to exclude any of the inputs. The
hyperparameter result is not what is expected as, based on the results shown in Chapter 5, it
is believed that the longitudinal stick position should have more importance.
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Figure 6.1: Realisations of the GP pitch rate full model prediction for the ARX input structure
containing all of the current pilot inputs with two lagged pitch rate terms using one hyperpa-
rameter (case 1, Table 6.1) and six hyperparameters (case 2, Table 6.1) with comparison to the
FLIGHTLAB model and corresponding flight test data.
The convergence of the hyperparameters is investigated in more detail; the simulated annealing
process was run four times (multiple runs to check the convergence) for GP model utilising
the input structure of all of the current pilot inputs with two lagged pitch rate terms. The
acceptance ratio for the final set of samples for the four simulated annealing run were, 30.00%,
38.95%, 29.37%, and 42.40%. Using the results from the acceptance ratios, the proposal is
not poorly ‘tuned’. The Markov Chains of log-likelihood values generated from the last set
of samples from the four simulated annealing runs is shown in Figure 6.2; a different colour
displays each simulated annealing run. It shows that for the majority of the time, the simulated
annealing has converged, it does sometimes divert to another probably mass, as shown by the
purple line at around 6000 samples.
Figure 6.3 displays Markov Chains for the six hyperparameters using the last set of samples
from the simulated annealing optimisation for four runs. The simulated annealing runs are
shown by different colours, which correspond to the same colours shown in Figure 6.2. Figure
6.3 supports the same result as shown in Figure 6.2, that it looks like the hyperparameters
have converged and that the Markov Chain occasionally goes to another probably mass (blue
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Figure 6.2: The log-likelihood values generated from the four simulated annealing results used
to create the pitch rate GP models using the input structure containing all of the current pilot
inputs with two lagged pitch rate terms utilising six hyperparameters.
line in the subplot corresponding to hyperparameter (α6)). The fact that the Markov Chain
does divert to other areas suggests that the posterior is relatively complex, i.e. there are local
minima. The complex nature of the posterior could be the reason why the FMP for the GP
model utilising six hyperparameters is not as accurate as when one hyperparameter is used.
Another possible hypothesis is that assigning a hyperparameter to each input in the input
structure gives the model added ‘flexibility’, in which, it is overfitting. The GP model could be
finding a correlation between the input and output that is valid over the training data but does
not hold over the whole dataset, which would be exacerbated by the full model predictions. It
is also worth noting, that a hyperparameter value close to one indicates that the corresponding
input is not relevant to the prediction, in the current case, using the recorded results, four of
the hyperparameters are very close to 1 they were 0.999. It has already been stated that all
of the hyperparameters are similar, which they are all greater than 0.91. If we indicate the
four input corresponding to the hyperparameters that have a value of 0.999 to be not relevant,






n). Which would leave the two
lagged pitch rate terms as the relevant inputs to the prediction, which in reality does not make
much sense, as the pilots inputs are crucial to the response to of the rotorcraft. It has already
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been discussed in Chapter 5, the importance of the longitudinal stick position to the pitch rate
prediction. Which could be an indication that the optimisation process has not converged to
the global minima.
Figure 6.3: Markov chains for the four simulated annealing results for the six hyperparameters
used to create the pitch rate GP models using the input structure containing all of the current
pilot inputs with two lagged pitch rate terms utilising six hyperparameters.
6.1.2 Roll Rate
The roll rate on-axis response is investigated in the current section. The OSAP and simulated
annealing results corresponding to the GPs shown in this section are given in Appendix C.2.
Figure 6.4 shows two sets of GP FMP realisation for the roll rate response using the ARX input
structure containing all of the current pilot inputs with two lagged roll rate terms. The first set
of GP FMP realisations is when the GP used one hyperparameter (case 3, Table 6.1) displayed
by red realisations in Figure 6.4. The kernel structure using one hyperparameter is shown in
equation 6.1. The second set of GP FMP realisations is where the GP used six hyperparameters
(case 4, Table 6.1) displayed in Figure 6.4 as green realisations. The hyperparameters used for
the two sets were:
 Case 3 - All of the current pilot inputs with two lagged roll rate terms using one hyper-
parameter - α = 0.992 and β = 4.602× 104
112 Chapter 6. Investigation of Gaussian Process Hyperparameter Structure
 Case 4 - All of the current pilot inputs with two lagged roll rate terms using six hyper-
parameters - α1 = 0.997, α2 = 0.995, α3 = 0.995, α4 = 0.995, α5 = 0.983, α6 = 0.950 and
β = 5.177× 104
The hyperparameters for case 4 are all very similar; therefore, one can not conclude that any
of the inputs are relevant/not relevant. The result is similar to what is shown for the pitch rate
predictions.
Visually, using Figure 6.4, it is not apparent which ensemble of GP FMP realisations are
closest to the flight test data. Using the similarity measure between the mean FMP realisations
and the flight test data for the GP using one hyperparameter is 10.83 and for the GP using
six hyperparameters is 15.09. Quantitatively, it is shown that there is very little difference
between using one or six hyperparameters to govern the roll rate GP. The reason why the GP
model that utilised six hyperparameters is not as accurate as the GP model that used one
hyperparameter is discussed in Section 6.1.1. In this case, it may therefore be favourable to
use one hyperparameter to reduce the complexity of the optimisation search area. However,
the GP FMP realisations outperform the FLIGHTLAB model in both cases.
6.1.3 Yaw Rate
The on-axis yaw rate response is explored in the current section. Two ensembles of GP FMP
realisations are shown in Figure 6.5. The GP FMP realisations utilise the ARX input structure
containing all of the current pilot inputs with two lagged yaw rate terms. The first ensemble of
realisations uses the hyperparameter structure containing one hyperparameter (case 5, Table
6.1) shown in Figure 6.5 as red realisations. The second uses the hyperparameter structure
containing six hyperparameters (case 6, Table 6.1) and is shown as green realisations in Figure
6.5. The hyperparameter for the two cases for the yaw rate response are:
 Case 5 - All of the current pilot inputs with two lagged yaw rate terms with one hyper-
parameter - α = 0.991 and β = 7.222× 104
 Case 6 - All of the current pilot inputs with two lagged yaw rate terms with six hyperpa-
rameters - α1 = 0.999, α2 = 0.999, α3 = 0.999, α4 = 0.999, α5 = 0.951, α6 = 0.905 and
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Figure 6.4: Realisations of the GP roll rate full model prediction for the ARX input structure
containing all of the pilot current inputs with two lagged roll rate terms using one hyperpa-
rameter (case 3, Table 6.1) and six hyperparameters (case 4, Table 6.1) with comparison to the
FLIGHTLAB model and corresponding flight test data.
β = 4.191× 106
As with the previous two sections, pitch and roll rate, the hyperparameter structure when using
a hyperparameter assigned to each input in the ARX input structure are all very similar. It
is not clear if any of the inputs are more relevant than the others. For the interested reader,
the OSAP and the simulated annealing results for the GP figures shown in this section are
displayed in Appendix C.3.
It is evident from Figure 6.5 that the GP FMP realisations that using one hyperparameter (red
realisations) produce more accurate results than using six hyperparameters (green realisations).
The similarity measure between the mean FMP realisations and the flight test data for the
GP using one hyperparameter is 53.26 and for the GP using six hyperparameters is 154.40,
which confirms what is visible in Figure 6.5. It is therefore clear that in the case of the yaw
rate response, the use of one hyperparameter produces more accurate results. The use of
six hyperparameters should, in theory, improve the GP predictions, as the method assigns a
hyperparameter for each GP input in the ARX input structure. Using six hyperparameters
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allows for more flexibility due to the different hyperparameters for each input compared to
using one hyperparameter to govern the ARX input structure. As already discussed the extra
flexibility for the ARD GP model could be causing the model to overfit to the training data.
Figure 6.5: Realisations of the GP yaw rate full model prediction for the ARX input structure
containing all of the pilot current inputs with two lagged yaw rate terms using one hyperpa-
rameter (case 5, Table 6.1) and six hyperparameters (case 6, Table 6.1) with comparison to the
FLIGHTLAB model and corresponding flight test data.
6.1.4 Heave
The on-axis heave response is investigated in the current section. The OSAP and simulated
annealing results are not shown in the current section; however, it can be seen in Appendix
C.4.
Figure 6.6 displays two sets of Monte Carlo analysis for GP FMP. Both sets use the ARX input
structure containing all of the current pilot inputs with one lagged heave term; however, the
hyperparameter structure differs. The first set of GP FMP realisations uses one hyperparameter
(case 7, Table) displayed in Figure 6.6 as red realisations. The kernel structure using one
hyperparameter is shown in equation 6.1. The second set of GP FMP realisations use five
hyperparameters (case 8, Table) and displayed in Figure 6.6 by green realisations. As with
previous GP FMP figures in the current thesis, the grey area represents an overlap of the two
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sets of realisations. The hyperparameters for the two cases shown in the current section are:
 Case 7 - All of the current pilot inputs with one lagged heave term using one hyperpa-
rameter - α = 0.986 and β = 1.192× 104
 Case 8 - All of the current pilot inputs with one lagged heave term using five hyperparam-
eters - α1 = 0.989, α2 = 0.982, α3 = 0.951, α4 = 0.994, α5 = 0.898 and β = 1.394× 103
The hyperparameters for case 8 are all very similar; therefore, it is currently unclear if any of
the GP inputs are more relevant than others.
Figure 6.6: Realisations of the GP heave full model prediction for the ARX input structure
containing all of the current pilot inputs with one lagged heave term using one hyperparam-
eter (case 7, Table 6.1) and five hyperparameters (case 8, Table 6.1) with comparison to the
FLIGHTLAB model and corresponding flight test data.
Figure 6.6 shows that the red realisations (one hyperparameter) produced more accurate results
than the green realisations (five hyperparameters). It is, therefore, more beneficial to use one
hyperparameter for the on-axis heave response. The similarity measure between the mean FMP
realisations and the flight test data for the GP using one hyperparameter is 34.45 and for the
GP using five hyperparameters is 131.61. The similarity measure values confirm what is easily
observable from Figure 6.6, that using one hyperparameter produces more accurate predictions.
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6.2 Generalisation of the Gaussian Process Models
In this section, investigations are performed to see if the GP models can be applied manoeuvres
outside of the training set. The model displayed in the current section is trained on the 3-2-1-1
longitudinal input to predict pitch rate using the best performing input structure, which was
the input structure containing all of the current pilot inputs with two lagged pitch rate terms
utilising one hyperparameter (from results displayed in Chapter 5 and the current chapter).
The GP model is used to predict the pitch rate of the doublet manoeuvre. Using results from
the previous chapters, the pitch rate GP predictions for the 3-2-1-1 manoeuvre is the most
accurate compared to the GP predictions for the roll rate, yaw rate, and heave. The pitch rate
doublet prediction using the model trained on the 3-2-1-1 manoeuvre is investigated first, with
the aim that if the pitch rate doublet predictions are accurate one would investigate the roll
rate, yaw rate and heave. Note that only the FMP realisations are displayed in the section.
Figure 6.7: Realisations of the GP pitch rate full model prediction for the validation data
(doublet response) using ARX input structure containing all of the current pilot inputs with
two lagged pitch rate terms with comparison to the flight test data.
Figure 6.7 displays FMP realisations for the pitch rate doublet manoeuvre using the model
trained on the pitch rate 3-2-1-1 manoeuvre. The predictions struggle to capture the dynamics
of the doublet response, and the GP is very uncertain when making the prediction as the
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realisation bounds are very large. The similarity measure for the mean FMP realisations and
the flight test data is 170.75; therefore, the model does not generalise adequately to data
from a different manoeuvre. It has been shown that the pitch rate prediction for the 3-2-1-1
manoeuvre is relatively accurate; however, the results in Figure 6.7 show that the model is poor
at extrapolating to new manoeuvres, which is a potential problem if the model is was to be used
in a flight simulator. The poor extrapolation can be reduced by using training data that covers
a greater range of manoeuvres; however, it is known that GPs have a significant computational
cost with large datasets. Therefore, it is beneficial to reduce the number of training points,
which involves selecting the most informative points from the dataset, this is investigated in
Chapters 7 and 8, where the performance of sparse GPs is explored. The sparse GP enables
the use of larger datasets as the method attempts to select the most informative points and
therefore reduces the associated computation cost; potentially allowing future implementations
to be trained on datasets that contain multiple manoeuvres.
6.3 Summary
The use of different hyperparameter structures is considered in the current chapter, where the
two cases are for one hyperparameter and different hyperparameters assigned to each input
in the ARX structure. The ARX input structure utilising one hyperparameter produces more
accurate results for the pitch rate, roll rate, yaw rate, and heave.
Table 6.2 contains the similarity measure for all the cases shown in the current chapter. The
similarity measure confirms what is evident in the figures, that the use of one hyperparameter
provides more accurate predictions for all of the responses, with the roll rate producing close
results. In theory, the use of more hyperparameters should improve the accuracy of the GP
predictions as it allows for more flexibility. The assignment of a hyperparameter for each GP
input should allow the inputs with great importance on the response to have a significant effect
on the predictions. As discussed in Section 6.1.1, the added flexibility allowed by assigning a
hyperparameter to each input could be causing the GP model to overfit, this would create a
model that is not good at generalising beyond the trained data. This would be the case when
the GP uses full model predictions, as the prediction becomes an input and the uncertainty
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propagates. One solution could be to use a different training set; using extra data covering a
more comprehensive range of manoeuvrers would change the search space, and could potentially
solve the issue. Using a different training set is not undertaken in the current work but could
be addressed in the future.
In the next chapters, the use of one hyperparameter will be used as in the current chapter, as























































































Table 6.2: The similarity measure for on-axis pitch rate response GP models, shown in Section
6.1 for the comparison of the use of different GP hyperparameter structures.
Regarding generalisation, the GP model was poor at generalising to the doublet manoeuvre;
this could be due to the training input (3-2-1-1 data) being far from the prediction input
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(doublet data). If this is the case, the GP will struggle to accurately predict the response as
the GP has not ‘seen’ the scenario before. The generalisation could be improved by using data
from different manoeuvres to train the model (note that this data would typically be available
during a flight test campaign).
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Chapter 7
Background Theory for the Variational
Sparse Gaussian Process
In the current chapter, the sparse GP is introduced. Firstly some background to the sparse GP
and the associated notable literature is provided before the detailed methodology is expanded
upon. The methodology displayed in the current chapter was introduced by Titsias [17, 18]
and is presented in detail to create a self-contained document. The author implemented the
existing algorithm to create the results in Chapters 8 and 9.
7.1 Sparse Gaussian Process Background
The creation of a model for a dynamical system requires a set of input/output data; the data is
used to establish a relationship between the input and output. The amount of data required to
allow for accurate predictions will vary depending on the complexity of the system. Selecting
the ‘correct’ amount of training data is crucial for the creation of an efficient and accurate
model. The use of too much data will produce a model that will take longer than necessary to
train and generate predictions. Too little data will have the opposite effect; the optimisation
and predictions will be quicker; however, the accuracy of the model will be compromised. Using
too much data is preferred over too little as an inaccurate model has little use.
In the case of the current thesis, the model that is used is a GP. The application of GP models
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are intractable for large data sets because of the time complexity scale of O(N3), where N is
the number of training points [17, 18]. A reduction in the number of training points is therefore
beneficial. A GP model that has been created with a smaller subset of the original set of training
points is referred to as a sparse GP. The aim is to make the sparse GP model predictions as
similar as possible to the predictions made by the GP model trained on all the training data.
Note that the sparse GP could outperform the full GP, as the data points omitted may be noise
or not a true representation of the underlying system.
The concept of attempting to reduce the number of training points for GPs is not a new idea,
and there have been many approximate/sparse methods that have been proposed, and examples
of some literature are
 A unifying view of the sparse approximation is given by Quinonero-Candela and Ras-
mussen [63], in which many other methods of sparse approximations for GP regression
are reviewed and ranked by how close the approximation is to the full GP. All the methods
reviewed reduces the computational cost to O(N2M), where M is the number of sparse
points and M < N , apart from the ‘subset of data approach’ which is O(M3) (where one
selects M sparse points in an ad-hoc manner).
 Smola and Bartlett [64] use a sparse greedy technique to approximate the likelihood and
maximise the posterior by using points from the original dataset (creating a subset from
the original dataset), reducing the computational cost to O(N2M), where M is the smaller
subset of data.
 The sparse points do not always have to be in the original dataset, as shown by Snelson
and Ghahramani [65] used pseudo-inputs (inputs that are not part of the original data).
The authors proposed to approximate the likelihood. The advantage of this method
is that the data points are not constricted to the original dataset, which, it is shown,
can lead to better solutions. However, the method encountered problems for very large
dataset/high dimensional input space using the gradient based-optimisation.
 A sparse greedy approach is employed by Seeger et al. [66], similar to that used in [64],
which attempts to approximate the likelihood and use what is referred to as the maximum
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information gain. However, as stated by Titsias [17, 18], the objective function derived
does not monotonically increase with the number of sparse points.
 Previous work to create a sparse GP has used different variational distributions such as
projected process approximation (PP) [66] and sparse pseudo-input GPs (SPGPs) [65].
The two methods use different approaches to approximate the log marginal likelihood;
however, both methods use an approximate of the log-likelihood of the form:
F = log
[
N (y | 0, σ2I +ANN)
]
(7.1)
where ANN is an approximation of the true covariance matrix KNN . Both approximation
methods [65, 66] have a computational cost of O(NM2).
 Williams and Seeger [67] use a Nyström approximation to create a low-rank covariance
matrix. One disadvantage of this method is that the approximate covariance matrix is
not guaranteed to be positive definite; therefore, the predicted variance is not guaranteed
to be positive. The computational cost of this method is O(NM2).
All the above methods attempt to find a reduced training set. One reason the variational sparse
GP was used as it actively attempts to minimise the difference between the sparse GP and a GP
trained on all the available data. Sometimes in the literature, the optimal training points are
referred to as ‘inducing points’. However, in the current chapter, the optimal training points
will be referred to as sparse points.
To illustrate examples of good and bad choices for the sparse points, a toy example is used
for demonstration purposes in Figures 7.1 and 7.2. These illustrate cases where the sparse
points are chosen manually. The sparse GP models in Figures 7.1 and 7.2 are fitted to data
generated from a sine wave without any measurement noise. Figure 7.1 displays the effect
of choosing some ‘non-optimal’ sparse points. An example of the possible training points are
indicated as diamonds. The five training points are located to the left of the figure and are
close together. Due to the choice of the training points, the model performance is negatively
affected from 3 radians onwards; this is displayed by the uncertainties shown by the confidence
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bounds (expanding bounds).



















Figure 7.1: Manually selected training points creating a Sparse GP with a poor fit.
The ‘ideal’ sparse GP will replicate what the ‘full’ GP will have created given all the training
data. A better performing sparse GP is shown in Figure 7.2; the GP is created only using
five sparse points. The locations of the sparse points are more spread out and in important
locations (at the crest and trough of the sine wave). The locations of the sparse points were
chosen manually as it is easy to see where the optimal locations for the points are in a sine
wave. Manual selection is, however, impractical when it is not clear where the most informative
training points will be located, which, for most real systems, will be the case. An approach for
identifying the optimal locations for the sparse points will be discussed in more detail in the
subsequent sections. As previously discussed, the confidence bounds can indicate where more
training data is required and can be utilised in the GP model development. In Figure 7.1 it
is easy to see that training data is required from 3 radians onwards to accurately predict the
sine wave and this is in confirmed in Figure 7.2, where training data is even spaced across the
time-series. The sine wave example displays how the confidence bounds can be used in the GP
model development (which is discussed in more detail in 10.2).
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Figure 7.2: Manually selected training points creating a Sparse GP with a good fit.
7.2 Sparse Gaussian Process Theory
As previously discussed, the main reason to use a sparse GP is to reduce the number of training
points and allow for improved efficiency. In the current chapter, a method called a variational
sparse GP [17, 18] is introduced. As already stated, the theory displayed in the current chapter
is not novel from the author, but the approach is expanded upon here in the interest of creating
a self-contained document. The implemented methodology produces the sparse GP results in
the next chapters.
7.2.1 Introduction to the Variational Bayes Framework
Firstly, a brief introduction to Variational Bayes is given to aid clarity. The goal of the vari-
ational method is to find an approximation for the posterior distribution p(V | y), where V
is all the latent variables and parameters (‘hidden’ functions and parameters) of a particular
problem and y are observations. The KL divergence can be written as








It can then be shown that
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Usually, one is interested in evaluating p(V | y). However, this may be computationally
expensive to find. One can try to approximate p(V | y) by using q(V ). Note that, in the
following analysis, q(V ) is not constrained to belong to a particular family of distributions.
Minimising the KL divergence will minimise the difference between the two PDFs. Therefore,
summarising, the aim is to find q(V ) ≈ p(V | y), if q(V ) = p(V | y) then KL(q || p) = 0,
therefore the lower bound L(q) has been maximised, which leads to log(p(y)) = L(q). To
locate the optimum approximation q(V ) one can either, therefore, minimise the KL(q || p) or
maximise L(q). The latter is usually adopted as one does not have to evaluate an expectation
over p, which in the case present in this study is computationally expensive.
7.2.2 Variational Lower Bound
In the current section, a variational lower bound L for finding the training data suitable for a
sparse GP is introduced, which was originally proposed by Titias [17, 18]. Firstly the full data
set is defined as
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where y are the observed outputs, f are the latent training latent functions, x are the training
inputs and ε is a noise term. The sparse inputs and outputs are defined as








where u are the sparse observations, fS are the latent function values for the sparse GP drawn
from the same latent function as f , z are the sparse inducing inputs, and S are the number of
sparse points.
If the true values of the functions are known, the optimum choice of fS leads to
p(y | fS) = p(y | f ,fS). (7.7)
Equation (7.7) essentially states that if the optimal fS is known, knowing f does not alter
the probability of witnessing y. In the literature [17, 18] the optimal fS choice is defined
as p(f ,fS | y) = p(f | fS). Expanding both sides of Bayes’ theorem one can show that
p(f ,fS | y) = p(f | fS)⇒ p(y | fS) = p(y | f ,fS), therefore it does not matter which way it
is written.
Having defined the optimal choice of inputs, one can start by defining a prior p(f ,fS) and the
likelihood p(y | f ,fS), such that the posterior is
p(f ,fS | y) =
p(y | f ,fS)p(f ,fS)
p(y)
. (7.8)
Enforcing the condition of the optimal choice of fS, the posterior, from equation (7.8), factorises
as:
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p(f ,fS | y) =
p(y | fS)p(f ,fS)
p(y)
=







× p(y | fS)p(fS)
p(y)
= p(f | fS)p(fS | y)
(7.9)
therefore in the optimal case (optimal choice of fS), the posterior PDF factorises as
p(f ,fS | y) = p(f | fS)p(fS | y). (7.10)
To find the difference between two PDFs the KL divergence is required, the KL divergence to
find the optimal choice is
KL (p(f ,fS | y) || p(f | fS)p(fS | y)) . (7.11)
However, the evaluation of p(fS | y) has a computational cost of O(N3), which is shown by the
following proof. To start the proof, one first writes Bayes’ theorem
p(fS | y) ∝ p(y | fS)p(fS) (7.12)
where p(fS) is defined as
p(fS) = N (fS | 0,KSS). (7.13)
It is known that p(y | fS) is
p(y | fS) =
∫
p(y | f)p(f | fS)df (7.14)
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where
p(y | f) = N (y | f , Iβ−1). (7.15)
To find p(f | fS) one defines KNS, KSN and KSS as
KNS =

k(z1, x1) k(z2, x1) . . . k(zS, x1)












k(z1, z1) k(z2, z1) . . . k(zS, z1)





k(z1, zS) k(z2, zS) . . . k(zS, zS)

such that p(f ,fS) is












Using the properties of Gaussian distributions p(f | fS) is
p(f | fS) = N (f ; E[f | fS], cov[f | fS]) (7.17)
where
cov[f | fS] = KNN −KTNSK−1SSKNS
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and
E[f | fS] = KNSK−1SSfS.
Equation (7.17) can be written more compactly as
p(f | fS) = N (f | λ,KNN −Q) (7.18)




NS and λ = KNSK
−1
SSfS.
One now can return to equation (7.14), as p(y | f) and p(f | fS) have been defined in equations
(7.15) and (7.18) respectively. Specifically, p(y | fS) can now be written in the form
p(y | fS) =
∫
N (y | f , β−1I)N (f | λ,KNN −Q)df
= N (y | λ,KNN −Q+ Iβ−1).
(7.19)
Now that p(y | fS) (equation (7.19)) and p(fS) (equation (7.13)) are both defined the p(fS | y)
in equation (7.12) is therefore
p(fS | y) ∝ N (y | λ,KNN −Q+ Iβ−1)N (fS | 0,KSS). (7.20)
The properties of Gaussians and the matrix inverse lemma law can then be used to show that
the covariance matrix of p(fS | y) is (the full solution is given in Appendix E)
cov(fS | y) = KSS −KTNSC−1KNS (7.21)
where C = KNN + Iβ
−1.
The proof provides evidence that the inversion of KNN is required, with complexity O(N
3),
to evaluate p(fS | y). It would therefore not be beneficial to locate the sparse points in this
7.2. Sparse Gaussian Process Theory 131
manner, as it would cost the same as creating the GP will all the training data.
Returning to the original problem, where one wants p(f ,fS | y) = p(f | fS)p(fS | y), which
only happens when the optimal choice of sparse points is selected. Using a variational approach,
one selects a variational distribution which can be factorised in the same way as equation (7.10).
The KL divergence is now written as
KL (p(f ,fS | y) || ψ(fS)p(f | fS)) (7.22)
where ψ(fS) is an unknown variational distribution. If the KL divergence in equation (7.22) is
equal to 0 then is it possible to write
p(f ,fS | y) = ψ(fS)p(f | fS) (7.23)
for some distribution ψ(fS), therefore p(f ,fS | y) has factorised in the same manner as p(f |
fS)p(fS | y) (equation (7.10)). The KL divergence is written as
KL(p(f ,fS | y) || q(f ,fS)) (7.24)
where
q(f ,fS) = ψ(fS)p(f | fS). (7.25)









Enforcing the factorisation property of the variational distribution (q(f ,fS) = ψ(fS)p(f | fS))
L =
∫ ∫
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It is known that p(f ,fS,y) = p(y | f)p(f | fS)p(fS), so the lower bound can be written as
L =
∫ ∫
ψ(fS)p(f | fS) log
{

























To evaluate logG(fS,y), one first needs an expression for p(f | fS), which is shown in equation
(7.18) to be
p(f | fS) = N (f | λ,KNN −Q) (7.29)




NS and λ = KNSK
−1
SSfS. Defining for simplicity
Cov [f | fS] = KNN −KNSK−1SSKSN = Σ
allows us to write
p(f | fS) = N (f | λ,Σ). (7.30)
To evaluate logG in equation (7.28)
logG(fS,y) =
∫
N (f | λ,Σ) log p(y | f)df (7.31)
it is known that




) | β−1I | 12 exp(−β
2
(y − f)T (y − f)
)
(7.32)
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therefore










yTy − 2yTf + fTf
] (7.33)






























Expanding the integral, Int (in the previous equation), it can be shown that
Int = yTy
∫








fTfp(f | fS)df︸ ︷︷ ︸
Part3
. (7.35)
The result of solving the integral of Part 1 using knowledge that
∫
p(f | fS)df = 1
Part 1 = yTy
∫




Using the proof shown in Appendix F.1, Part 2 can be shown to be
Part 2 = 2yT
∫




Using equation (7.30) and the proof in Appendix F.2 one can write part 3 as
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Part 3 =
∫


















(yi − λi)2 + Σii
.


















































where logG(fS,y) = log(N (y | λ, β−1I))− β2Tr(Σ).
The lower bound can be written as a functional of z and ψ




















The following method allows for the maximisation of the lower bound on L without having to
find the optimal distribution ψ∗. This is advantageous because, as stated in Section 7.2.2, there
are problems associated with finding φ∗. It is much simpler for the Jensen’s inequality to be
used to evaluate the lower bound on L





















Recalling that G(fS,y) is defined as






one can write the LLB as
LLB = log
∫







Using the knowledge that
∫
p(fS)dfS = 1 and that λ = KNSK
−1
SSfS one can write
LLB = log
∫
N (y |KNSK−1SSfS, β
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The integral (Int2) is evaluated using standard expressions for Gaussian distributions, shown
in Appendix G, such that the objective function becomes
LLB = log
[





LLB can be used as a cost function for finding z and the sparse GP hyperparameters. Expanding





N log(2π) + log
(
| Iβ−1 +Q |
)








NS Σ = KNN −KNSK−1SSKSN
KNS(i, j) = k(xi,xm,j), KSS(i, j) = k(xm,i,xm,j)
The cost complexity of the method used to select the sparse points is, therefore, O(NM2).
7.2.3 Optimisation of the Sparse Points
Greedy Selection / Optimisation
To locate the optimal sparse points requires a combinatorial search, which is expensive. In the
current thesis, a greedy selection algorithm is used. The greedy selection will aim to pick the
best sparse points according to the selection criterion, which in the case of the lower bound
is LLB. Before the greedy selection algorithm is run, an initial sparse set (Z) is chosen from
clusters identified by the K-means algorithm. Such an approach ensures that the initial points
are chosen from clusters that already exist in the data, providing a reasonable initial estimate
for training points. An initial choice of hyperparameters are also selected. The greedy algorithm
runs in the following manner
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1. Start with the initial sparse set, chosen from each cluster of the K-means clustering
solution. The remaining set is, therefore, (N − Z); the remaining set contains training
inputs x.
2. Create a randomly chosen working set W which consists of C candidate training inputs
from the remaining set, where is a C is a user-defined number of candidate inputs.
3. LLB is calculated for the working set.
4. The maximum value of LLB from values in the working set is located, and the corre-
sponding training point is added into the sparse set and removed from the remaining
set.
5. The hyperparameters corresponding to the sparse set are optimised to maximise the lower
bound and updated.
6. Repeat steps 2 to 5 until LLB has converged.
According to Titsias [17, 18], this is viewed as an EM-like algorithm, where at the E step,
a point is added to the sparse set, and at step M one updates the hyperparameters. The
value of LLB increases for both the E and M steps; this makes it easier to judge convergence.
Consequently, adding additional sparse points will eventually maximise the lower bound and
minimise the KL divergence KL(q(f ,fS) || p(f ,fS | y)). As the sparse points are selected
randomly at each iteration, it is impossible to guarantee that the final selection of sparse points
is optimal.
Figure 7.3 displays the results of the variational sparse GP method applied to the same data
used for Figures 7.1 and 7.2 (a sine wave without any measure noise). It is interesting to note
that the sparse points are selected at the crest and trough of the sine wave.
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Figure 7.3: Sparse GP with the training points selected using the variational sparse GP method.
7.3 Summary
In the current chapter, the variational sparse GP method by Titsias [17, 18] is presented in
detail. Firstly a brief overview of the variational Bayes framework is given, which is followed by
the methodology of the variational sparse GP and derivation of the lower bound used to locate
the optimal sparse points. Finally, the chapter is finished with a description of the optimisation
method used to locate the optimal sparse points.
The variational sparse GP algorithm that was described in the chapter was firstly introduced by
Titias [17, 18], the detailed methodology of the approach is shown here, to create a self-contained
document. The code implemented by the author used the algorithms shown in Section 7.2.2.
The algorithms which include sparse GP implementations and optimisation techniques were
written and executed in Matlab.
It is worth noting that Hensman et al. [68] introduced a different lower bound for the likelihood
which is found by using Jensen’s inequality and the Kullbeck-Lieber (KL) divergence, which
allowed for a Stochastic Variational Inference approach to be used. The method proposed by
Hensman et al. [68] and Titsias [17, 18] both attempt the minimise the difference between
the sparse GP and the full GP. The approach proposed by Hensman et al. is not required
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here because the datasets are not large enough to warrant such an approach. A detailed
description of the approach described in [68] is shown in Appendix D. Titsias [17, 18] states
that the variational sparse GP method is closely related to the methods described in [69, 70, 71]
where the methods also use a variational approach but only for the estimation of the kernel
hyperparameters.
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Chapter 8
Variational Sparse Gaussian Process
Applied to Bo105 On-axis Responses
In the previous chapter, the variational sparse GP approach was introduced. The variational
sparse GP has the potential to reduce the size of the training set required to make accurate
predictions. The variational sparse GP reduces the time complexity of the training phase from
O(N3) to O(NM2), where in the current example, N is the number of data points in the
full dataset, M is the number of training points and M < N . The reduction in the time
complexity of training demonstrates the scalability of the approach, as more data would likely
be required than shown in the thesis to train the GP model for a full flight test campaign. For
the prediction phase of the GP model the complexity is O(N) for the mean and O(N2) for the
variance. For the sparse GP model the time complexity for prediction of the mean is O(M)
and for the variance O(M2); therefore, it is less of a concern compared to the cost associated
with the training phase. In the current chapter, the variational sparse approach is used to
create sparse GP models to predict the response of the pitch rate, roll rate, yaw rate and heave.
For the sake of brevity in the current chapter, the variational sparse GP will be referred to
simply as the ‘sparse GP’. As shown in Chapter 5, the ARX input structure containing all of
the current pilot inputs with two lagged response term produces more accurate response and
acceleration predictions for the pitch, roll and yaw. In the case of the heave, the ARX input
structure containing all of the current pilot inputs with one lagged heave term produced the
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most accurate response and acceleration predictions. In Chapter 6, different hyperparameter
structures were investigated, in which for all four responses (pitch rate, roll rate, yaw rate
and heave) more accurate predictions were produced using one hyperparameter than using a
hyperparameter assigned to each input of the ARX structure. The variational sparse GP aims
to produce similar predictions to that of the ‘full’ GP (the GP shown in Chapters 5 and 6 using
32 training points is referred to as the full GP throughout the rest of the thesis). For the sparse
GP results in the current chapter, it was decided to use the ARX input structure containing
all of the current pilot inputs with two lagged response terms utilising one hyperparameter for
the pitch rate, roll rate and yaw rate as this approach produce the most accurate results in
Chapters 5 and 6. For the heave response, the ARX input structure contains all of the current
pilot inputs with one lagged heave term utilising one hyperparameter.
Firstly, the sparse GP models were trained on 32 training points, to investigate if the sparse
GP and greedy search approach can create GP models for the pitch rate, roll rate, yaw rate,
and heave that produce acceptable predictions that are comparable to that of the full GP. The
sparse GP models are compared to the real flight test data, the corresponding FLIGHTLAB
model and the full GP model. These results are followed by sparse GP models trained on a
reduced training, to assess if the sparse GP model can use fewer points than the full GP and
produced a comparable model. Regarding scalability to much larger data sets, if the number
of training points could be reduced, this would benefit the training and prediction time of the
GP model. The reduction in training points would allow the GP to be used to analyse more
extensive datasets, with more manoeuvres, in the future.
As with the previous Chapters 5 and 6, for the sake of brevity, it is not beneficial to show the
OSAP, as the FMP are the more stringent test of the model’s fidelity. However, the OSAP
results can be seen in Appendix H.
For a recap, the cases used in the current chapter are given in Table 8.1.
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All of the current
pilot inputs with





All of the current
pilot inputs with





All of the current
pilot inputs with





All of the current
pilot inputs with
one lagged heave term
4
Table 8.1: GP configurations for the investigation of the use of Sparse GPs
8.1 Sparse Gaussian Process - 32 Points
In the current section, the sparse GP is shown using 32 training points, firstly to verify the code
and to test if the greedy search method can produce results that are comparable to that of the
full GP. The sparse GP code was created by the author employing the methodology described
in Chapter 7.
To begin training a variational sparse GP model, one must choose a small number of initial
training data points. It would be beneficial to select the initial training points that provide
information for different regions of the dataset so that sparse GP approach has some knowledge
of the dynamics of the response. Therefore, clustering the GP input (x) allows a training point
to be selected from each cluster and ensures that the initial training points that are chosen are
from different regions of the dataset. Here, the K-means clustering algorithm was used to locate
the clusters where an initial training point from each cluster was selected. Such an approach
ensures that the initial points are chosen from clusters that already exist in the data, providing
a reasonable initial estimate for training points. For the sparse results presented in the current
chapter, the K-means clustering algorithm [26] was used to identify five clusters (the author
selected this and the number of clusters is user-defined for the K-means algorithm), allowing
the variational sparse GP to be initiated using five points (one from each cluster).
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8.1.1 Pitch Rate
As previously mentioned, the OSAP figures are not shown in the main text. However, figures
can be seen in Appendix H. The lower bound and the hyperparameter convergence can be
seen in Figures 8.1 and 8.2, respectively, for case 1, Table 8.1. The convergence is shown
after the initial 5 training points were chosen using the K-means clustering algorithm. The
hyperparameters converge at 9 training points. However, the lower bound has not converged
after 9 training points; therefore, more training points are required for the sparse GP lower
bound to convergence. The convergence of the lower bound in Figure 8.1 was judged to have
converged after 12 training points even though up to 32 were investigated. Note, for the
judgment of convergence, no criteria was used it was based authors opinion. The use of a
reduced training set is conducted in the next Section 8.2.1; where 12 training points are used
to create the sparse GP model. In the current section, 32 training points are used to create the
GP models.
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Figure 8.1: The convergence of the lower bound for the pitch rate sparse GP prediction using
32 training points utilising one hyperparameter (α) (case 1, Table 8.1).
Figure 8.3 displays the rotorcraft inputs used for the pitch rate sparse GP. All of the pilot
inputs shown in Figure 8.3 are used in the input structure for the pitch rate sparse GP. The
training points can be seen in Figure 8.3, which were identified by the sparse GP approach. It
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Figure 8.2: The convergence of the hyperparameters for the pitch rate sparse GP prediction
using 32 training points utilising one hyperparameter (α) (case 1, Table 8.1).




































(a) Longitudinal stick position input.





























(b) Lateral stick position input.



























(c) Pedal position input.



























(d) Collective position input.
Figure 8.3: Bo105 rotorcraft inputs for the 3-2-1-1 longitudinal cyclic input with 32 training
points selected by the sparse GP approach.
is interesting to see that the training points are spread across the whole time series and that
there are training points near the highest and smallest longitudinal value.
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Figure 8.4 displays two sets of FMP GP realisations. The first set of realisations is the sparse GP
FMP with 32 training points using in input structure containing all of the current pilot inputs
with two lagged pitch rate terms utilising one hyperparameter (case 1, Table 8.1) displayed
by red realisations. It can be seen that the realisations capture the dynamics of the pitch
rate response. The second set of FMP GP realisations is the full GP using 32 training points,
displayed as green realisations. Both sets of full model predictions were realised using 10,000
Monte Carlo runs. The grey shaded areas occur when the two GP predictions (sparse GP and
the full GP) overlap.
Figure 8.4: Realisations of sparse GP full model pitch rate predictions using 32 training points
utilising one hyperparameter (α) (case 1, Table 8.1), with comparison to the corresponding full
GP.
The FLIGHTLAB model and flight test data are shown in Figure 8.4 for visual comparison.
Quantifying the difference, the similarity measure between the mean FMP sparse GP model
and the flight test data is 8.54, compared to the full GP 5.52. The two models are quite similar;
the difference between them could be due to the random element of the greedy approach for
selecting the training points or the optimisation of the hyperparameters. The optimisation of
the hyperparameters uses the MATLAB function fmincon to maximise the lower bound and
to locate the optimal hyperparameter; this differs from the optimisation of the full GP, which
uses simulated annealing to select samples from the posterior hyperparameter distribution.
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The difference in the optimisation could have an impact on the hyperparameter selection. For
comparison sake the full GP had hyperparameters, α = 0.992 and β = 5.946 × 105 and the
hyperparameters for the sparse GP are α = 0.998 and β = 1.322 × 104. The difference is
notable for the precision of noise (β), and this could have affected the FMP realisations. The
maximisation of the lower bound has a reduced computation cost compared to taking samples
from the posterior hyperparameter distribution (see section 2.1.3). Therefore for large datasets,
such as a full flight test campaign, it would be beneficial to use the lower bound to locate the
hyperparameters.
Comparing the GP FMP realisations for the sparse GP and the full GP, the sparse GP has a
greater range. The wider bounds display reduced confidence; this could be due to what has
been previously discussed, i.e., that the greedy approach has a random element to selecting the
training points or the optimisation of the hyperparameters. However, the sparse GP and the
full GP does capture the dynamics of the flight test data. Both GP models still outperform
the FLIGHTLAB model, which has a similarity measure of 75.02.
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Figure 8.5: The similarity measure between the pitch rate flight test data and the mean of
FMP realisations for a range of training points.
The challenges associated with the FMP predictions when trained on the OSAP are highlighted
by Girard [46]. It is also worth stating that the full model predictions are very sensitive to which
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inputs are selected. The sensitivity of the FMP predictions can be seen in Figure 8.5, which
displays the similarity measure between the mean GP FMP realisations and the flight test data
for 5 to 32 training points. Adding one more training point can reduce the performance of the
model in terms of similarity between the mean FMP realisations and the flight test data, which
is apparent when examining Figure 8.5 where it can be seen that the similarity measure for
14 training points is less than for 15 training points. The result could be due to the random
element of the greedy selection missing the next optimal point. However, the lower bound
is attempting to optimise for one step ahead predictions and not the full model predictions.
The peak (between 5 and 9 training points) in Figure 8.5 is likely to be due to the sparse GP
hyperparameters and lower bound having not fully converged, and the full model predictions are
highly inaccurate until the convergence has occurred. Note that the monotonic increase in the
lower bound may not be the case for the similarity measure using the mean FMP realisations.
8.1.2 Roll Rate
The roll rate sparse GP convergence of the lower bound and hyperparameters are shown in
Figures 8.6 and 8.7, respectively, for case 2, Table 8.1. The hyperparameters have converged
after 10 training points. The lower bound is judged to have converged after 20 training points,
therefore in the next Section 8.2.2 (where a reduced training set is investigated), the roll rate
response sparse GP will use only 20 training points. In the current section, 32 training points
are used to investigate if the greedy approach can produce results that are comparable to the
roll rate full GP.
Figure 8.8 displays the inputs used for the roll rate sparse GP input structure. The diamonds
in Figure 8.8 indicate the training points, which are automatically selected during the sparse
GP approach. As with the pitch rate training points, the roll rate training points are spread
across the time series. The selection of the training points provides evidence that informative
points are spread along the time series and are not concentrated in a particular part of the
manoeuvre.
Two sets of roll rate GP FMP realisations are displayed in Figure 8.9. The first set of GP FMP
realisations are for the sparse GP model using 32 training points and an input/hyperparameter
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Figure 8.6: The convergence of the lower bound for the roll rate sparse GP prediction using 32
training points utilising one hyperparameter (α) (case 2, Table 8.1).
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Figure 8.7: The convergence of the hyperparameters for the roll rate sparse GP prediction using
32 training points utilising one hyperparameter (α) (case 2, Table 8.1).
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(a) Longitudinal stick position input.
































(b) Lateral stick position input.


























(c) Pedal position input.































(d) Collective position input.
Figure 8.8: Bo105 rotorcraft inputs for the 3-2-1-1 lateral cyclic input with 32 training points
selected by the sparse GP approach.
Figure 8.9: Realisations of sparse GP full model roll rate predictions using 32 training points
utilising one hyperparameter (α) (case 2, Table 8.1), with comparison to the corresponding full
GP.
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structure containing all of the current pilot inputs with two lagged roll rate terms utilising
one hyperparameter (case 2, Table 8.1) are displayed in Figure 8.9 as red realisations. For
comparison, the full GP FMP realisations are shown in Figure 8.9 by green realisations. As
with the pitch rate response shown in Figure 8.4, the roll rate predictions in Figure 8.9 captured
the dynamics of the response and produced a comparable model to the full GP. The results from
the FMP provides evidence that the sparse GP can closely replicate what the full GP predicts
for this manoeuvre. The similarity measure between the sparse GP mean FMP realisations
to the flight test data is 15.29, compared to the full GP, 10.83, and the FLIGHTLAB model
42.43. It is clear that both GP models outperform the FLIGHTLAB model. The sparse GP
does produce a slightly worse model in terms of similarity measure compared to the full GP,
which could be due to what has been previously discussed that the greedy approach may not
have selected the optimal training points.
8.1.3 Yaw Rate
Figures 8.10 and 8.11 show the convergence of the lower bound and hyperparameters, respec-
tively, for case 3, Table 8.1. The convergence of the hyperparameters α and β happen after
10 training points. However, the lower bound had not converged, the lower bound appears to
converge after approximately 15 points. In the current section, 32 training points are used for
the sparse GP models.
The inputs used for the input structure for the yaw rate sparse GP are shown in Figure 8.12.
The black diamonds indicate the training points, which are automatically selected by the sparse
GP approach. It can be seen that in Figure 8.12c that the black diamonds are concentrated
around the highest and lowest values of the pedal position. The sparse GP attempts to select
the more ‘information-rich’ (i.e. those that lead to the greatest increase in the lower bound)
training points. The training points shown in Figure 8.12c are selected around the highest
and lowest values; therefore, the selected points must have more ‘information’. The selection
of points seems reasonable as at highest and lowest pedal position the largest displacement
from the equilibrium is presented, in which should have the largest effect on the yaw rate, and
therefore provide more information about the dynamics of the response.
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Figure 8.10: The convergence of the lower bound for the yaw rate sparse GP prediction using
32 training points utilising one hyperparameter (α) (case 3, Table 8.1).
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Figure 8.11: The convergence of the hyperparameters for the yaw rate sparse GP prediction
using 32 training points utilising one hyperparameter (α) (case 3, Table 8.1).
8.1. Sparse Gaussian Process - 32 Points 153


































(a) Longitudinal stick position input.






























(b) Lateral stick position input.




























(c) Pedal position input.






























(d) Collective position input.
Figure 8.12: Bo105 rotorcraft inputs for the 3-2-1-1 pedal input with 32 training points selected
by the sparse GP approach.
Figure 8.13 displays two sets of GP FMP realisations. The first ensemble of FMP realisations are
for the sparse GP using 32 training points and an input/hyperparameter structure containing
all of the current pilot inputs with two lagged yaw rate terms utilising one hyperparameter (case
3, Table 8.1), shown as red realisations. The second set of GP FMP realisations are for the full
GP, which are displayed by green realisations. Visually, the sparse GP FMP realisations (red
realisations) are slightly worse than the full GP model (green realisations) across the time series.
The grey regions in Figure 8.13 show the shared realisations. The two GP models in Figure 8.13
produce better predictions than that of the FLIGHTLAB model, especially towards the end of
the time series. Quantifying the difference between predictions, in terms of similarity measure
between the sparse GP mean FMP realisations and the flight test data is 129.45, compared to
the full GP similarity measure which is 53.26, and the similarity measure for the corresponding
FLIGHTLAB model is 370.08. The full GP creates more accurate predictions than that of
the sparse GP; this could be due to the random selection in the greedy optimisation. Another
reason, which has been previously discussed, is that the sparse GP is attempting to minimise
the lower bound based on OSAP and not FMP. If one examines the OSAP, they are very
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similar; while the FMP predictions are quite sensitive to changes in the training points.
Figure 8.13: Realisations of sparse GP full model yaw rate predictions using 32 training points
utilising one hyperparameter (α) (case 3, Table 8.1), with comparison to the corresponding full
GP.
8.1.4 Heave
The convergence of the lower bound and hyperparameters for the sparse GP predicting the heave
response, are shown in Figures 8.14 and 8.15, respectively. The α hyperparameter converges
after 7 training points; however, the β hyperparameter does not converge until 12 training
points. The lower bound is judged to have converged after 15 training points. In the current
section, 32 training points are used to create the sparse GP model for the heave response (case
4, Table 8.1).
Figure 8.16 displays the rotorcraft inputs used for the input structure for the heave sparse
GP. The black diamonds indicate the training points, which are automatically selected by the
sparse GP approach. In Figure 8.16d the training points are concentrated around the highest
and lowest points of the collective lever position. As previously discussed the values at the
highest and lowest present the largest displacement in the input, therefore, should display the
largest displacement in the output; this would provide more information about the dynamics
of the system.
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Figure 8.14: The convergence of the lower bound for the heave sparse GP prediction using 32
training points utilising one hyperparameter (α) (case 4, Table 8.1).

















Figure 8.15: The convergence of the hyperparameters for the heave sparse GP prediction using
32 training points utilising one hyperparameter (α) (case 4, Table 8.1).
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(a) Longitudinal stick position input.





























(b) Lateral stick position input.



























(c) Pedal position input.





























(d) Collective position input.
Figure 8.16: Bo105 rotorcraft inputs for the 3-2-1-1 collective input with 32 training points
selected by the sparse GP approach.
Two sets of heave GP FMP realisations are given in Figure 8.17. The first set is the sparse GP
FMP realisations using 32 training points and using the input/hyperparameter structure con-
taining all of the current pilot inputs with one lagged heave term utilising one hyperparameter
(case 4, Table 8.1) are shown by red realisations. The heave full GP is also shown in Figure
8.17 and displayed by green realisations. The sparse FMP realisations produce less accurate
realisations compared to the full GP, however, both of the models outperform the FLIGHTLAB
model. Note that, as previously discussed it is difficult to capture the dynamics of the heave
response. Using the similarity measure for comparison between the GP predictions, the error
between the sparse GP mean FMP realisations and the flight test data is 141.73, compared to
the full GP, 34.45 and the corresponding FLIGHTLAB model 956.60. In this case, the sparse
GP produces a significantly inferior model in terms of the similarity measure. The inferior
sparse GP model could be due to the placement of the training points; in this case, the training
points have been bunched in certain areas. In the pitch, roll and yaw rate sparse GP with 32
training points, the training points were spread across the time series.
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Figure 8.17: Realisations of sparse GP full model heave predictions using 32 training points
utilising one hyperparameter (α) (case 4, Table 8.1), with comparison to the corresponding full
GP.
8.2 Sparse Gaussian Process - Reduced Training Set
The results in the current section attempts to use a reduced training set to that of the full GP
and to produce similar predictions to the full GP, based on the lower bound and hyperparameter
convergence shown in Section 8.1. Using a reduced training set would have a positive impact
on the time to train the GP model, primarily if a large dataset would be used, for example, a
full flight test campaign. It would also be beneficial to speed up the predictions of the GP and
potentially use the GP for real-time predictions. Each dataset, in which there are four, used
in the current work have 800 data points; the sparse GP approach could potentially be used
on a much larger dataset. The sparse GP approach would have the potential to significantly
reduce the number of training points by attempting to select the optimal training points, which
in turn would reduce the computational cost for training and prediction. Note that, if the GP
model were going to be implemented into a flight simulator, it would have to be trained on
a significantly larger dataset with more manoeuvres. It is, therefore, essential to show that
the sparse approach can use a reduced number of training points and hence demonstrate the
scalability to larger datasets.
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(a) Longitudinal stick position input.





























(b) Lateral stick position input.



























(c) Pedal position input.



























(d) Collective position input.
Figure 8.18: Bo105 rotorcraft inputs for the 3-2-1-1 longitudinal cyclic input with 12 training
points selected by the sparse GP approach.
8.2.1 Pitch Rate
In the current section, an investigation is presented regarding the performance of the sparse GP
when a reduced set of training points is utilised. As previously discussed in Section 8.1.1, 12
training points should provide enough information to produce accurate predictions. The OSAP
figures are shown in Appendix H for the interested reader. The inputs used for the pitch rate
GP are shown in Figure 8.18, where the black diamonds indicate the locations of the training
points. In this case, 12 training points were automatically selected by the sparse GP approach.
The 3-2-1-1 longitudinal excitation can be seen in Figure 8.18a, where it can be seen that the
training points are spread across the time series. The location of the sparse points indicates
that the information needed to make accurate predictions is not placed in the same locations
in the manoeuvre, but spread across the manoeuvre.
Figure 8.19 displays the sparse GP FMP realisations for 12 training points, using the input
structure containing all of the current pilot inputs with two lagged pitch rate terms utilising
one hyperparameter (case 1, Table 8.1). The use of a reducing training set, 12 in this case,
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has had a detrimental impact on the FMP realisations, comparing the realisations to the full
GP, there is a difference between the two models. The reason for the difference in the two
models could be due to what has been previously discussed, the greedy selection algorithm and
the challenges associated with predicting on FMP when the model is trained on OSAP. It can
be seen in Figure 8.19 that from 6 seconds onwards the sparse GP struggles to capture the
dynamics and does not encompass a number of training points. Not correctly predicting the
training point is due to the FMP uncertainty propagation as the predictions are used in the
input, this creates inputs which the model may not have been trained on; therefore, when the
predictions reach 6 seconds onwards, the model has ‘drifted’ away from the training points.
One thing to note is that even with a reduced training set and only using 12 training points,
the sparse GP produces a more accurate model than the initial FLIGHTLAB model. The
similarity measure for the sparse GP mean FMP realisations using 12 training points and the
flight test data is 16.59, compared to the full GP, 5.62, and the corresponding FLIGHTLAB
model 75.02.
Figure 8.19: Realisations of sparse GP full model pitch rate predictions using 10 training points
utilising one hyperparameter (α) (case 1, Table 8.1), with comparison to the corresponding full
GP.
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(a) Longitudinal stick position input.
































(b) Lateral stick position input.


























(c) Pedal position input.































(d) Collective position input.
Figure 8.20: Bo105 rotorcraft inputs for the 3-2-1-1 lateral cyclic input with 20 training points
selected by the sparse GP approach.
8.2.2 Roll Rate
The roll rate sparse GP using a reduced training set is explored in the current section. In
Section 8.1.2, the number of training points required to make accurate predictions is discussed,
and it is stated that 20 training points should provide enough information to make accurate
predictions for the roll rate response. The OSAP figures are shown in Appendix H. Figure
8.20 displays the inputs used for the roll rate sparse GP, where the black diamonds indicate
the placement of the training points. The 3-2-1-1 lateral stick position excitation is shown in
Figure 8.20b. As with the sparse GP pitch rate training points shown in the previous section,
the training points are spread across the time series and not all located in one region.
The sparse GP FMP realisations for the roll rate response using 20 training points and the
input/hyperparameter structure containing all of the current pilot inputs with two lagged roll
rate terms utilising one hyperparameter (case 2, Table 8.1) is shown in Figure 8.21. The
sparse GP FMP realisations are comparable to the mean FMP of the full GP, even with the
use of a reduced training set. Visually it is not easy to distinguish which model produces
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better predictions. It is, however, clear that both models outperform the FLIGHTLAB model.
Quantifying the error of the sparse GP mean FMP realisations and the flight test data, the
similarity measure is 9.62, compared to the full GP 10.30 and the corresponding FLIGHTLAB
model 42.43. The results demonstrate that the sparse GP does create a marginally better model
in terms of predictions.
Figure 8.21: Realisations of sparse GP full model roll rate predictions using 10 training points
utilising one hyperparameter (α) (case 2, Table 8.1), with comparison to the corresponding full
GP.
8.2.3 Yaw Rate
In the current section, the yaw rate response using less than 32 training points is investigated.
In this case, as discussed previously in Section 8.1.3, 15 training points are used to create the
yaw rate sparse GP. For the interested reader, the OSAP figures are shown in Appendix H.
Figure 8.22 displays the input used for the yaw rate sparse GP. The 3-2-1-1 excitation of the
pedal position is shown in Figure 8.22c; the training points are selected across the time series.
Figure 8.23 shows the sparse GP FMP realisations of the yaw rate response using 15 training
points and the input/hyperparameter structure containing all of the current pilot inputs with
two lagged yaw rate terms utilising one hyperparameter (case 3, Table 8.1). The sparse GP
FMP realisations in Figure 8.23, produce less accurate realisations than the FMP realisations
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(a) Longitudinal stick position input.






























(b) Lateral stick position input.




























(c) Pedal position input.






























(d) Collective position input.
Figure 8.22: Bo105 rotorcraft inputs for the 3-2-1-1 pedal input with 15 training points selected
by the sparse GP approach.
of the full GP. Quantifying the error of the sparse GP mean FMP realisations and the flight test
data, the similarity measure is 171.06, compared to the full GP 53.26 and the corresponding
FLIGHTLAB model 370.08. In this case, both GP models outperform the FLIGHTLAB model,
with the full GP producing a more accurate model in terms of the response dynamics. The
reason around this could be due to what has previously discussed; a random selection of the
points during the greedy optimisation.
8.2.4 Heave
In the current section, the use of sparse GP for the heave response using a reduced training
set is investigated. As discussed in Section 8.1.4, the use of 15 training points will be used
in the current analysis. Figure 8.24 displays the rotorcraft inputs used for the heave response
sparse GP. The excitation of the collective lever with the 3-2-1-1 manoeuvre is displayed in
Figure 8.24d; it can be seen that there are no training points selected in the first 2 seconds of
the input. The selection of the training points would suggest that the first 2 seconds of the
input does not contain highly informative information. However, there are training points at
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Figure 8.23: Realisations of sparse GP full model yaw rate predictions using 10 training points
utilising one hyperparameter (α) (case 3, Table 8.1), with comparison to the corresponding full
GP.





































(a) Longitudinal stick position input.





























(b) Lateral stick position input.



























(c) Pedal position input.





























(d) Collective position input.
Figure 8.24: Bo105 rotorcraft inputs for the 3-2-1-1 collective input with 15 training points
selected by the sparse GP approach.
the highest and lowest input values; the reason for this has already been discussed.
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The sparse GP FMP realisations for the heave response using 15 training points and the in-
put/hyperparameter structure of all of the current pilot inputs with one lagged heave term
utilising one hyperparameter (case 4, Table 8.1) is shown in Figure 8.25. The FMP realisations
are very similar to the full GP, this is more evidence that the sparse GP, even with a smaller
number of training points can create a comparable model to that of the full GP. Confirming
this with similarity measure, the value between the sparse GP mean FMP realisations and the
flight test data is 31.01, compared to the full GP 34.45 and the FLIGHTLAB model 956.60.
Figure 8.25: Realisations of sparse GP full model heave predictions using 15 training points
utilising one hyperparameter (α) (case 4, Table 8.1), with comparison to the corresponding full
GP.
8.3 Summary
As discussed in the chapter, the reason the sparse GP may not be as accurate in terms of
predicting the model response is based on the hypothesis that restricting the sparse points to
be part of the dataset has had a negative effect on the performance due to the greedy selection
algorithm. For future work, one could investigate points that are not part of the dataset to see
if there is improved performance benefits, as described in [65].
The similarity measure for all of the GP models using 32 training points is shown in Table
8.2. Note that all of the GP models utilising 32 training points outperform the corresponding
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FLIGHTLAB model. The test of the sparse GP was to create a comparable model to that of
the full GP, in the case of pitch and roll rate. However, for the heave and yaw rate response,
the sparse GP using 32 training points is significantly worse than the full GP. One hypothesis
is that the OSAP sparse GP prediction shown in Appendix H, specifically Figure H.4, may be
overfitted.
The similarity measure for the sparse GP models that used a reduced training set is shown in
Table 8.2, where the pitch rate used 12 training points, roll rate used 20 training points, and
the yaw rate and the heave response used 15 training points. As with the results shown in
Section 8.1, the sparse GP models outperform the corresponding FLIGHTLAB models. In this
case, the sparse GP created predictions that are comparable to the full GP using a reduced
training set and even outperforms the full GP for the roll rate and heave response. For the
pitch rate response, the sparse GP model using 12 training points is worse than the full GP;
however, given the reduced time complexity and the fact that it still outperforms the initial
FLIGHTLAB model, it would still be beneficial to use the reduced training set. The results
shown in the current chapter have provided evidence that the sparse GP can create a model
with predictions that are similar or better than the full GP using a reduced training set for the
pitch rate, roll rate and heave responses. The yaw rate response does not create a sparse GP
model that is comparable to the full GP. It could be due to the reasons already discussed, which
include the model being training on OSAP to predict FMP and the greedy selection method.
The reduction in training points would significantly reduce the cost of applying the proposed
method to much larger datasets in terms of the time to train the model. In terms of scalability,
the variational sparse GP approach would, therefore, be more practical for future applications
with larger data sets, as the results presented have provided evidence that the variational sparse
GP approach can reduce the number of training points, thus reducing the time required for
training.
Using the reduced training set of the sparse GP models increased the potential for the GP to
be able to run in real-time. For the GP using 10 training points, one full set of realisations
which was 8 seconds in time (800 predictions) takes between 0.03-0.045 seconds and the for GP
using 15 training points between 0.035 - 0.05 seconds. The time to make predictions displays
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evidence that the GP can run in real-time for flight simulator predictions.
Similarity Measure for on-axis response Sparse GP








FMP full GP 5.62
FMP Sparse GP 32 Points 8.54







FMP full GP 10.30
FMP Sparse GP 32 Points 15.29







FMP full GP 53.26
FMP Sparse GP 32 Points 129.45







FMP full GP 34.45
FMP Sparse GP 32 Points 141.73
FMP Sparse GP 15 Points 31.01
FLIGHTLAB 956.60
Table 8.2: Similarity measure for on-axis response Sparse GP results
Chapter 9
Investigation of Model Error using
Machine Learning
Model error captures the inaccuracy of the model compared to the real system (see studies by
Kennedy and O’Hagan [72], Goldstein and Rougier [73] and Brynjarsdóttir and O’Hagan [74]).
The studies by O’Hagan attempt to ‘tune’ the model parameters alongside creating a model
to predict model error. In the current chapter, the author investigates creating a model that
predicts the model error of an already ‘tuned’ FLIGHTLAB model. As previously discussed in
Chapter 3, the model error approach is one method of implementing the GP model into a flight
simulator, where in the GP model attempts to correct the physical law based FLIGHTLAB. The
model error of the pitch rate response from the 3-2-1-1 manoeuvre exciting the longitudinal stick
position is shown in Figure 9.1, where the red line displays the discrepancy between the model
and the real system. A black dashed line shows the prediction from the FLIGHTLAB model,
which has been tuned by an ‘expert’ simulation engineer from the University of Liverpool flight
science and technology research group. The flight test data is displayed by the blue dashed
line. The model error is defined as:
ρ = yfl − y (9.1)
where ρ is the model error, yfl is the physical law based FLIGHTLAB model, and y is the
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Bo105 flight test data. Both the datasets are described in Chapter 3.


























Figure 9.1: An example of the pitch rate model error.
The concept of model error is that the machine learning regression would be able to predict the
discrepancy (ρ), and creates what is known as a ‘grey-box’ model (FLIGHTLAB + regression
model for predicting model error). This idea may be well suited to a system such as a rotorcraft
flight simulator, where a model already exists. Equation (9.2) shows the resulting grey-box
model
y∗(xi) = f(xi) + R(xi) + ε, i = 1, . . . , N (9.2)
where N is the number of predictions, x are the pilot input, R is a machine learning regression
model predicting the model error(ρ(xi)) and y
∗ is the predictions made by the grey-box model.
In the current chapter, the use of machine learning to predict model error is investigated to
see if it can improve the accuracy of the flight simulators (which are called FLIGHTLAB
models in the current thesis). The model error method has the ability to be able to correct the
FLIGHTLAB model, combining a data-based machine learning model with the physical law
based FLIGHTLAB model, creating a grey-box model. It is hypothesised that the grey-box
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approach has the potential to improve the predictions for the flight simulator and that it may be
more robust in regions where there is little or no data. In the current chapter, it is investigated
if the grey-box model can improve on the FLIGHTLAB predictions for the pitch rate, roll rate,
yaw rate, and heave.
9.1 Model Error Input Structures
The input structures used are outlined in Chapter 4; however, in the case of the current chapter,
the machine learning regression model is predicting the model error (ρ). For this reason, it is
beneficial to outline the input structures again. In the current section, the input structure for
the pitch rate response of the Bo105 rotorcraft from 3-2-1-1 longitudinal manoeuvre are shown.
Firstly, the moving average (MA) input structure is a linear combination of past inputs. In the
case of the pitch rate response of the Bo105 rotorcraft from the 3-2-1-1 longitudinal manoeuvre,






where n represents the point in the time history of the Bo105 flight test data. The auto-
regressive input structure contains lagged previous outputs, in this case, the output is the






The auto-regressive with exogenous inputs (ARX) input structure builds on the AR input
structure by including the current input. In the case of the pitch rate response from Bo105
rotorcraft (for the 3-2-1-1 longitudinal manoeuvre), the current input is the longitudinal stick
position. The ARX enables the model to capture the input and output of the Bo105 rotorcraft.
The ARX input structure is





Combining two of the previously discussed input structures, AR and MA, produces an auto-
regressive moving average (ARMA) model. Application to the Bo105 rotorcraft uses a lagged





Finally, combining the ARX and MA input structures creates the auto-regressive moving aver-
age with exogenous inputs (ARMAX) input structure. In the context of the Bo105 rotorcraft
the ARMAX input structure contains the current and one lagged longitudinal stick position







9.2 Linear Regression Similarity Measure
The first test is to investigate if a linear regression model can capture the dynamics of the
model error pitch rate. Table 9.1 displays the similarity measures for the OSAP from the linear
regression models that utilised five different input structures; the input structures are shown
in Section 9.1. The OSAP of the linear regressions models are not accurate; therefore, it was
decided not to display the figures in the main text; however, these can be seen in Appendix
I.1. Due to the poor performance of the OSAP, it was also decided not to undertake the FMP
as this is a more stringent test of the model performance. Using the results in Table 9.1, the
ARMAX input structure produces the more accurate model in terms of OSAP; however, this
is not enough evidence to state that the ARMAX input structure would also produce the most
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accurate results for the GP models. In the next section, the aforementioned input structures are
utilised in a GP model to display which input structure produces the most accurate predictions





Moving Average (MA) 65.14
Auto-regressive (AR) 43.03
Auto-regressive with exogenous inputs (ARX) 9.26
Auto-regressive moving average (ARMA) 9.25
Auto-regressive moving average with exogenous inputs (ARMAX) 5.55
Table 9.1: The similarity measures for the pitch rate OSAP from linear regression models using
different input structures.
9.3 Investigation of the Gaussian Process Input Struc-
ture
In the current section, the input structures that are outlined in Section 9.1 are used to create
GP models to predict the pitch rate response model error to find which input structure creates
the most accurate predictions. Using the results outlined in the previous section, it was shown
that the input structures moving average and auto-regressive created models that were not
as accurate; therefore, they will not be investigated in the current section. In this section,
the simulated annealing results associated with the GP models are not displayed, but for the
interested readers are shown in Appendix I.2. For the sake of brevity, the results for OSAP are
also not shown in the current section but are shown in Appendix I.2.
Figure 9.2 displays three sets of realisations for GP models, using different input structures,
predicting the model error pitch rate. The red realisations display the FMP for the GP model
using an auto-regressive with exogenous input structure (equation (9.5)), the green realisations
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show the FMP for the GP model using an auto-regressive moving average input structure
(equation (9.6)) and the light blue realisations display the FMP for the GP model using an
auto-regressive moving average with exogenous input structure (equation (9.7)). The first
thing to note is that the input structures of ARX and ARMA produced very similar models,
as the red and green realisations create the grey area in Figure 9.2. The ARMAX input
produces realisations that look more accurate than the ARX and ARMA GP models between
6 to 7 seconds, however, in the middle part of the time series the ARMAX GP model creates
realisations that are far from the true model error. Note that, depending on ‘trajectory’ taken,
the realisations seem to be able to deviate onto a second set of grouped solutions that is far
from the training data, this error can not be highlighted when only using the OSAP.
Figure 9.2: Model error pitch rate FMP realisations from three GP models utilising an auto-
regressive with exogenous input structure, an auto-regressive moving average input structure
and an auto-regressive moving average with exogenous input structure.
The grey-box model (GP predicting model error + FLIGHTLAB model) for the three GP
models (ARX, ARMA and ARMAX) is displayed in Figure 9.3. The colours of the realisations
are the same as Figure 9.2, and also displays similar results. That the ARX and ARMA GP
model produces very similar realisations and that the ARMAX model is the most accurate
between 6 to 7 seconds, however, produces realisations that are far from the flight test data in
the middle part of the time-series.
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Figure 9.3: Pitch rate grey-box FMP realisations from three GP models utilising an auto-
regressive with exogenous input structure, an auto-regressive moving average input structure
and an auto-regressive moving average with exogenous input structure.
Quantifying the accuracy of the model in terms of similarity measure between the mean of the
GP FMP realisations and the flight test data, the ARX GP model has a similarity measure of
14.00, the ARMA GP model has a similarity measure of 13.65, and the ARMAX GP model
has a similarity measure of 6.32. The results are displayed in Table 9.2, alongside the OSAP
similarity measure. Using the similarity measure the GP model that utilises the ARMAX input
structure produces the most accurate FMP. However, it can be seen in Figures 9.2 and 9.3 that
the ARMAX GP model produces FMP realisations that are far from the truth. The reason the
similarity measure does not reflect the divergent behaviour of the FMP is due to calculation of
the similarity measure which utilises the mean of the FMP realisations.














with exogenous inputs (ARMAX)
OSA 0.02
FMP 6.32
Table 9.2: The similarity measures for the pitch rate predictions from linear regression models
using different input structures.
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It is also beneficial to investigate the accelerations from the three grey-box models. Figure
9.4 shows the predicted accelerations of the grey-box models. It can be seen that the ARX
and ARMA models capture the acceleration better than ARMAX, and the ARMAX model has
larger extreme values than the GP models utilising the ARX and ARMA input structures.
Figure 9.4: Acceleration of the pitch rate grey-box full model realisations from three GP models
utilising an auto-regressive with exogenous input structure, an auto-regressive moving average
input structure and an auto-regressive moving average with exogenous input structure.
In the current section, it was shown that using the ARMAX input structure produced the most
accurate results for predicting pitch rate in terms of the similarity measure. However, it was
shown in terms of accelerations, the ARX and ARMA models produced more accurate results
than the GP utilising the ARMAX input structure. It is important for the acceleration of the
prediction to closely match that of the true rotorcraft acceleration, as the more accurate the
acceleration of the prediction is, the closer the flight simulator will ‘feel’ like the true rotorcraft.
Due to the results displayed in the current section, it is not beneficial to use ARMAX. The
ARX/ARMA GP models produced very similar results. It was decided that an ARX input
structure was to be used to predict model error in the remainder of the chapter as this was
used for the GP results previously displayed in the thesis. Taking knowledge from previous
chapters, it is known that utilising a hyperparameter for each input in the GP input structure
does not always improve the predictions. Using more than one hyperparameter increases the
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dimensionality of the optimisation problem, and the optimal solutions may not be reached, as
discussed in Chapter 6. For this reason, in the case of model error, the current chapter only
utilises one hyperparameter (α), including the noise precision (β).
9.4 Gaussian Process Models Utilising an ARX Input
Structure
In the current section, the ARX models are investigated for the pitch rate, roll rate, yaw rate,
and heave GP models. For each response, four different ARX input structures are investigated
and are displayed in Table 9.3 as cases. The input structure alters the pilot current inputs
and the number of lagged model error terms. For consistency, the GPs shown in Chapter 5
are referred to as full GPs. The pitch rate, roll rate and yaw rate GPs were created with an
input structure containing all of the current pilot inputs and two lagged response terms. The
heave GP was created using an input structure containing all of the current pilot inputs and
one lagged heave response term.







One model error pitch rate term 1
Two model error pitch rate terms 2
All of the current
pilot inputs
One model error pitch rate term 3







One model error roll rate term 5
Two model error roll rate terms 6
All of the current
pilot inputs
One model error roll rate term 7







One model error yaw rate term 9
Two model error yaw rate terms 10
All of the current
pilot inputs
One model error yaw rate term 11







One model error heave term 13
Two model error heave terms 14
All of the current
pilot inputs
One model error heave term 15
Two model error heave terms 16
Table 9.3: GP configurations for the investigation of the GP model error
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9.4.1 Pitch Rate
The pitch rate response is investigated first. Figure 9.5 displays the pitch rate response of the
flight test data from the Bo105 rotorcraft along with the corresponding FLIGHTLAB model
attempting the same manoeuvrer, which in the case of the pitch rate is a 3-2-1-1 longitudinal
stick position (cases 1, 2, 3 and 4 Table 9.3). The model error is displayed by the red line,
to show the error between the flight test data and the FLIGHTLAB model. The model error
shown is the response that the GP attempts to predict (such that the GP will attempt to
account for discrepancies in the FLIGHTLAB predictions).


























Figure 9.5: Model Error for the pitch rate response (Flight test data - FLIGHTLAB model).
Firstly, different GP models using ARX input structures are investigated to identify which
creates the most accurate predictions. The four input structures used were longitudinal stick
position with one/two lagged model error pitch rate terms (case 1 and 2, Table 9.3) and all
of the current pilot inputs with one/two lagged model error pitch rate terms (case 3 and 4,
Table 9.3). The two sets of GP FMP realisations for each input structure, using one lag term,
attempting to predict the model error pitch rate are displayed in Figure 9.6 and are both trained
on 32 points (selected to be every 25th point in the dataset). The red realisations show the
input structure containing the longitudinal stick position with one lagged model error pitch
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rate term, and the green realisations display the input structure containing all of the current
pilot inputs with one lagged model error pitch rate term.
For the sake of brevity, the simulated annealing and OSAP figures are displayed in Appendix
I.3.
Figure 9.6: Comparison of the GP FMP realisations using different input structures (cases 1
and 3, Table 9.3) to predict the model error pitch rate.
Figure 9.7 displays two sets of FMP realisations, both trained on 32 training points. The red
realisations show the results obtained when using the input structure containing the longitudinal
stick position with two lagged model error pitch rate terms, while the green realisations display
the results that are obtained when using input structure containing all of the current pilot
inputs with two lagged model error pitch rate terms.
Visually, using Figures 9.6 and 9.7, it is clear that the FMP realisations for case 1 and 2 (red
realisations) outperform the FMP realisations for case 3 and 4 (green realisations). The result is
not what is expected, as it would be more feasible to assume that the input structure containing
all of the current pilot inputs would produce better or similar results to the input structure
containing the current longitudinal pilot input. The use of all the pilot current inputs in the
GP input structure provides evidence that the other pilot inputs (lateral stick position, pedal
position and collective lever) are having a negative effect on the predictions. There could be
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Figure 9.7: Comparison of the GP FMP realisations using different input structures (cases 2
and 4, Table 9.3) to predict the model error pitch rate.
several reasons for the result. One could be due to only one hyperparameter being used to
govern the input structure; each of the inputs in the input structure would have an equal effect
on the predictions as they are utilising the same hyperparameter. Therefore, the inputs that
do not have a significant effect on the predictions could be affecting the predictions more than
required and having a negative impact, vice versa the relevant inputs will be having a smaller
effect. For example, the relevant input, in this case, could be the lagged model error pitch
rate, and in the larger input structure, it will be having a reduced effect on the predictions
compared to the input structure containing the longitudinal input and one lagged model error
term. Another reason could be due to the GP attempting to infer a relationship between the
pilot inputs and model error. If the relationship between the other pilot inputs and the model
error is weak, it would have a negative effect on the GP prediction. The negative effect of the
other pilot inputs in the input structure could be solved using a hyperparameter to govern each
input of the input structure. If the relationship between the pilot inputs and the model error
is weak, it is feasible to assume that the lagged model error term could be the most relevant
input.
The similarity measure results for the grey-box model (flight test data - FLIGHTLAB) are
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shown in Table 9.4, where the difference between the mean of the FMP realisations of the
grey-box model and the flight test data is used to calculate the similarity measure. The in-
put/hyperparameter structure containing the longitudinal input with one lagged model error
pitch rate term utilising one hyperparameter produces the most accurate results.
Similarity measure for the comparison of the grey-box pitch rate predictions
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Table 9.4: The similarity measure for the model error pitch rate GP models, shown in Section
9.4.1.
Figure 9.8 displays the GP FMP realisations of the pitch rate response for the grey-box model
(green realisations) and the full GP (red realisations). The grey-box model utilises the input
structure containing the longitudinal input and one lagged model error pitch rate term. Note
the full GP is shown in Chapter 5 and predicts the pitch rate response trained on 32 points, using
the input structure containing all of the current pilot inputs with two lagged pitch rate terms
utilising one hyperparameter. Observing the comparison between the FMP realisations for the
grey-box model and the full GP, it is seen that the full GP produces more accurate predictions
than the grey-box model. Quantifying the error in terms of similarity measure between the
mean FMP realisation and the flight test data, the grey-box model is 14.00, compared to the
full GP attempting to predict the pitch rate directly, 5.62. The grey-box model is significantly
worse. However, it should be noted that this method still produces better predictions than
FLIGHTLAB alone.
One reason why the grey-box model is not as accurate as the full GP is that the grey-box model
is attempting to predict the error between the FLIGHTLAB predictions and the flight test data
using the longitudinal stick position. The correlation between the model error and the longitu-
dinal stick position may not be as strong as the pilot inputs to the pitch rate. The relationship
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Figure 9.8: The grey-box predictions and the full GP for the pitch rate response, with a
comparison to the flight test data and the FLIGHTLAB model.
of the model error to the longitudinal stick position is dependent on the FLIGHTLAB model,
as the model error is calculated by the flight test data minus the FLIGHTLAB model. If the
FLIGHTLAB model is not displaying a consistent relationship between its predictions and the
pilot inputs, this will have a negative impact on the GP predictions, as the GP will not be able
to establish a consistent relationship. If the FLIGHTLAB model is not producing a consistent
relationship, this could be due to the simplifications made to the physical law based equations
or it could be due to the ‘tuning’ of the FLIGHTLAB model. Note that given sufficient time
and resources a high-fidelity FLIGHTLAB model could be created, such as those reported in
[75, 76], this could improve the FLIGHTLAB model.
9.4.2 Roll Rate
The model error between the FLIGHTLAB model and the flight test data roll rate response is
shown in Figure 9.9. The model error (red line) indicates the difference between the FLIGHT-
LAB predictions and the flight test data; this is used as the response that the GP attempts to
predict. The GP predictions of model error would be then used to create a grey-box model.
Figure 9.10 displays the model error roll rate GP FMP realisations for the ARX input structures
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Figure 9.9: Model Error for the roll rate response (Flight test data - FLIGHTLAB model).
containing the current lateral pilot input with one lagged model error roll rate term (case 5,
Table 9.3) and all of the current pilot inputs with one lagged model error roll rate term (case
7, Table 9.3). The two GP models are trained on 32 training points selected to be every 25th
training point of the full dataset. Case 5 is displayed by red realisations, while case 7 is given
by green realisations.
Two sets of FMP realisations are displayed in Figure 9.11, green realisations are created from
the GP model utilising the input structure containing the current lateral pilot input with two
lagged model error roll rate terms (case 6, Table 9.3), while red realisations are from the GP
model utilising the input structure containing all of the current pilot inputs with two lagged
model error roll rate terms (case 8, Table 9.3).
As can be seen from the similarity measure in Table 9.5 and Figures 9.10 and 9.11, the ARX
input structure containing two lagged model error roll rate terms produces more accurate results
than the GP models utilising the other ARX input structures contained one lagged model error
roll rate term (cases 5, and 7). The input structure containing the lateral pilot input with two
lagged model error roll rate terms produces marginally better results than the input structure
containing all of the current pilot inputs with two lagged model error roll rate terms. The result
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Figure 9.10: Comparison of the GP FMP realisations using different input structures (cases 5
and 7, Table 9.3) to predict the model error roll rate.
Figure 9.11: Comparison of the GP FMP realisations using different input structures (cases 6
and 8, Table 9.3) to predict the model error roll rate.
9.4. Gaussian Process Models Utilising an ARX Input Structure 183
shown for the model error roll rate is similar to the model error pitch rate in that using all of
the current input does not produce a more accurate model, the possible reasons for this have
already been discussed. The most accurate GP model for predicting the roll rate model error
uses two lagged output terms; this differs from the model error pitch rate (where one lagged
output term produces the most accurate prediction); however, it is same as the GP model
predicting roll rate shown in Section 5.1.2, which produces the most accurate predictions when
two lagged output terms are utilised.
Similarity measure for the comparison of the model error roll rate predictions
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Table 9.5: Similarity measure for the model error roll rate GP models, shown in Section 9.4.2.
The roll rate grey-box model was created with the GP predicting the model error roll rate
with the input structure containing the lateral pilot input with two lagged model error roll rate
terms. Figure 9.12 compares the roll rate grey-box FMP realisations to the full GP (shown in
Chapter 5). The grey-box FMP realisations are given by red realisations, and the full GP is
displayed by green realisations. The full GP was created using the input structure containing
all of the current pilot inputs and two lagged roll rates. Observing Figure 9.12 the full GP
produces more accurate FMP realisations than the grey-box model. The difference between
the two GP models is confirmed by the similarity measure of 10.30 for the mean FMP of the
full GP and 25.69 for the mean FMP of the grey-box. In some time locations, the FLIGHTLAB
model is more accurate than the grey-box realisations, such as time to 7 to 8 seconds. The
inaccuracy of the grey-box model is likely to be the same reason as previously for the model
error pitch rate. The GP is attempting to predict the difference between the FLIGHTLAB
model and the flight test data; the inputs used may not have any strong correlation with the
roll rate model error.
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Figure 9.12: The grey-box predictions and the full GP for the roll rate response, with a com-
parison to the flight test data and the FLIGHTLAB model.
9.4.3 Yaw Rate
Figure 9.13 displays the model error between the flight test data and the FLIGHTLAB predic-
tions for the yaw rate response. The yaw rate model error (red line) is used to create the GPs
shown in the current section. It is clear from observing Figure 9.13 that towards the end of the
time series, the FLIGHTLAB model does not capture the correct dynamics, and predicts the
opposite way to that of the flight test data. The FLIGHTLAB predictions could be due to the
simplifications to the physical law based equation or could be due to the ‘tuning’ of the model.
Figure 9.14 displays two sets of GP FMP realisations predicting the model error yaw rate, both
trained on 32 training points selected every 25th point of the full data set. The difference
between the two sets is the ARX input structure. The red realisations display the model error
GP FMP realisations for the input structure containing the current pedal pilot input with one
lagged model error yaw rate term (case 9, Table 9.3). The model error GP FMP realisations
for the input structure containing all of the current pilot inputs with one lagged model error
yaw rate term (case 11, Table 9.3) is shown by green realisations.
Two sets of FMP realisations are displayed in Figure 9.15. Red realisations show the model
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Figure 9.13: Model Error for the yaw rate response (Flight test data - FLIGHTLAB model).
Figure 9.14: Comparison of the GP FMP realisations using different input structures (cases 9
and 11, Table 9.3) to predict model error yaw rate.
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error FMP realisation for the input structure containing the current pedal pilot input with two
model error yaw rate terms (case 10, Table 9.3), and the green realisations are from the model
error FMP realisations for the input structure containing all of the current pilot inputs with
two lagged model error yaw rate terms. Both models are trained on 32 training points which
are displayed as black diamonds in Figure 9.15.
Figure 9.15: Comparison of the GP FMP realisations using different input structures (cases 10
and 12, Table 9.3) to predict model error yaw rate.
Using the similarity measure (the difference between the flight test data and the grey-box
model) in Table 9.6 and Figures 9.14 and 9.15, it is evident that the input structure containing
all of the current pilot inputs with two lagged model error yaw rate terms is required to produce
a more accurate prediction. For the yaw rate grey-box model, the GP predicting the model
error yaw rate uses an input structure containing all of the current pilot inputs with two lagged
model error yaw rate terms.
As with the other sections in the current chapter, the simulated annealing and OSAP figures
are given in Appendix I.5.
Figure 9.16 displays the grey-box FMP realisations, which are shown as red realisations. The
green realisations display the corresponding GP FMP realisations for the full GP (Chapter 5).
The full GP was created utilising the input structure containing all of the current pilot inputs
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Similarity measure for the comparison of the model error yaw rate predictions


















All of the current
pilot inputs
One lagged model









Table 9.6: Similarity measure for the model error yaw rate GP models, shown in Section 9.4.3.
Figure 9.16: The grey-box predictions and the full GP for the yaw rate response, with a
comparison to the flight test data and the FLIGHTLAB model.
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and two lagged yaw rate terms. The full GP produces more accurate FMP realisations compared
to the grey-box model. The grey-box FMP realisations struggle to capture the dynamics of
the yaw rate response; however, this is also the case for FLIGHTLAB. Using Figure 9.16,
it is not clear if the grey-box or FLIGHTLAB model creates the most accurate predictions
compared to the flight test data. The similarity measure for the FLIGHTLAB model is 370.08
and for the mean grey-box FMP realisations, 137.04. The results from Table 9.6 and Figure
9.16 provides evidence that the grey-box approach can create a more accurate model regarding
the yaw rate response than the FLIGHTLAB model. The grey-box models are not as accurate
as predicting the dynamics directly; this could be due to what has already been discussed that
the FLIGHTLAB model is not predicting a consistent relationship between the model error
and the pilot inputs.
9.4.4 Heave
Figure 9.17 displays the model error between the heave flight test data response and the corre-
sponding FLIGHTLAB model. The GPs created in this section use the model error response
displayed by the red line in Figure 9.17.






















Figure 9.17: Model Error for the yaw rate response (Flight test data - FLIGHTLAB model).
Figure 9.18 displays two sets of model error heave GP FMP realisations; the difference be-
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tween the two sets is the ARX input structure that has been used. The red realisations are
for the model error heave GP FMP realisations using the input structure containing the cur-
rent collective pilot input with one lagged model error heave term (case 13, Table 9.3). The
green realisations display the model error heave GP FMP realisation using the input structure
containing all the pilot inputs with one lagged model error heave term (case 15, Table 9.3).
Figure 9.18: Comparison of the GP FMP realisations using different input structures (cases 13
and 15, Table 9.3) to predict model error heave.
Two sets of GP FMP realisations are displayed in Figure 9.19, the red realisations are from
the GP model utilising the input structure containing the collective pilot input and two lagged
model error heave terms (case 14, Table 9.3) and the green realisations are from the GP model
utilising the input structure containing all of the current pilot inputs and two lagged model
error heave terms (case 16, Table 9.3).
Using Figures 9.18 and 9.19, it is difficult to judge which input structure creates the most
accurate realisations. The similarity measure between the flight test data and the grey-box
(FLIGHTLAB + model error GP) FMP realisations is given in Table 9.7. The similarity
measures confirm that the input structure containing all of the current pilot inputs with one
lagged model error heave term (case 15, Table 9.3) and the current collective pilot input with two
lagged model error heave terms (case 14, Table 9.3) creates the more accurate FMP realisations.
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Figure 9.19: Comparison of the GP FMP realisations using different input structures (cases 14
and 16, Table 9.3) to predict model error heave.
Similarity measure for the comparison of the model error heave predictions






























Table 9.7: Similarity measure for the model error heave GP models, shown in Section 9.4.4.
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For the grey-box model, the GP predicting the model error heave uses the input structure
containing all of the current pilot inputs with one lagged model error heave term. Note, the
GP utilising the input structure of the current collective pilot input and two lagged model error
terms produced similar results in terms of the similarity measure, therefore, either could be
selected.
Figure 9.20: The grey-box predictions and the full GP for the heave response, with a comparison
to the flight test data and the FLIGHTLAB model.
Figure 9.20 compares the grey-box model to the full GP as well as the corresponding FLIGHT-
LAB model. The full GP was created using an input structure containing all of the current
pilot inputs with one lagged heave term. Visually using Figure 9.20 the full GP provides better
FMP realisations than that of the grey-box model, this could be due what has already been
previously discussed, that the correlation between the pilot inputs and the model error heave
may not be significant. If this is the case, the GP will struggle to capture the dynamics of
the model error heave. The grey-box FMP realisations manage to capture the dynamics of the
heave response for the first part of the time series (up to time 5 seconds), however, as the time
series progresses the GP model degrades. Comparing the grey-box model to the FLIGHTLAB
model, the grey-box model outperforms the FLIGHTLAB model. Quantifying the difference in
terms of the similarity measure between the prediction and the flight test data, the FLIGHT-
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LAB model has a similarity measure of 956.60 and the mean FMP realisations for the grey-box
model, 466.84, thus confirming that the grey-box model produces more accurate predictions
than the FLIGHTLAB model.
The simulated annealing and OSAP figures for the GP shown in this section are also displayed
in Appendix I.6.
9.5 Summary
Firstly, note that the full GP outperforms the corresponding grey-box model for each response.
The grey-box model is attempting to predict the difference between the flight test data and the
FLIGHTLAB model. The FLIGHTLAB model should capture the dynamics of the response
and, therefore, one might expect it to be easier for the GP to establish a relationship between
the pilot inputs and the flight test data, compared to when the GP is attempting to find
the relationship without any prior knowledge of the dynamics. However, the grey-box models
performed worse than the full GP; this could be due to what has been discussed previously,
the grey-box model is attempting to predict the response of the model error; therefore it is
using the correlation between the pilot inputs and the error between the flight test data and
the FLIGHTLAB model. If the FLIGHTLAB predictions were not consistent, the GP would
struggle to establish a relationship between the pilot inputs and the model error. Note, as
was previously mentioned, if the FLIGHTLAB model was already ‘tuned’, given more time
effort, the FLIGHTLAB model could have been created to make more accurate predictions.
The FLIGHTLAB model is causing the poor results in the model error pitch rate prediction
when the input structure containing all of the current pilot inputs is utilised, as it is known
that the GP can establish a relationship between all of the current pilot inputs and the flight
test data, as shown in Chapter 5. As previously discussed the inaccuracy of the model error
pitch rate using the ARX input structure containing all of the current pilot inputs, could be
due to a combination of the high relevance of the lagged model error pitch rate term and the
use of one hyperparameter to govern the GP input structure.
Table 9.8 displays the similarity measure between the flight test data and the mean FMP
realisations for the models displayed in the current chapter with comparison to the FLIGHT-
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LAB and full GP models. The table enables easy comparison between the GP models and the
FLIGHTLAB models. The sparse GP models were not created for the model error, as it was
clear that the GPs were struggling to capture the dynamics of the model error.
What is clear from the results displayed in the current chapter and from Table 9.8 is that
with the current datasets, it is more beneficial to use a black-box model to make predictions.
However, given a FLIGHTLAB model that had been ‘tuned’ in another manner, the results
may have been different, and the grey-box models may have provided better results.
Similarity measure for grey-box FMP realisations comparison to full GP and FLIGHTLAB
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Full GP 32 Points 34.45
Grey-box model (32 Points) 466.84
FLIGHTLAB Model 956.60
Table 9.8: Similarity measure for grey-box model with comparison to the full GP, Bo105 flight
test data and FLIGHTLAB models.




Gaussian process (GP) machine learning techniques have been used to develop rotorcraft re-
sponse predictive models. The performance of these models has been assessed by comparing
the accelerations and velocities (or ‘rates’) of the predictions to the acceleration and velocities
of the flight test data. The model predictions are also compared to a corresponding physics
based model (FLIGHTLAB). From this investigation, the following conclusions can be drawn.
The GP model using an ARX input structure produced predictions that were comparable to
the flight test data and outperformed the FLIGHTLAB model.
The feasibility study in Chapter 4 concluded that the GP model was more accurate for the
on-axis pitch rate response than a linear regression model. The most accurate input structures
were the ARX and ARMA; however, it was chosen to use the ARX input structure as this is
consistent with other literature (see studies by Kumar et al. [43] and Omkar et al. [44]). The
GP model utilising an ARX input structure containing the longitudinal stick position with one
lagged response term was able to predict the on-axis pitch rate and the off-axis roll rate more
accurately than the existing FLIGHTLAB model. The GP model for the on-axis response had a
higher fidelity than the off-axis response; however, this was expected, as stated by Padfield that
the off-axis motion is unpredictable [3]. Accordingly, it was decided that the on-axis response
would be investigated in the thesis.
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Using an ARX input structure that contained only the primary on-axis pilot input with one
lagged on-axis response term for that axis was found to give adequate response predictions.
However, the most appropriate input structure for the proposed machine learning approach, i.e.
the one that gave the most accurate results in terms of flight test response and accelerations,
was found to be one where all of the current pilot inputs with two lagged on-axis response
terms were used. This was found to be true for the pitch rate, roll rate and yaw rate. For
the heave model, the input structure containing all of the current pilot inputs and one lagged
response term produced the most accurate results for the response and accelerations. The GP
model predicting the heave response produced promising results but were inconsistent between
the different input structures. For example, using the input structure containing all of the
current pilot inputs and two lagged response terms produce worse predictions than the input
structures utilising one and three lagged response terms, which would not be expected as the
second lag term is associated with the acceleration of the response. With the other responses
(pitch rate, roll rate and yaw rate) the input structure containing two lagged response terms
produced the most accurate predictions. It is worth noting, that the FLIGHTLAB model also
struggled to predict the heave response. Different hyperparameter structures were investigated
to see if utilising a hyperparameter for each input of the GP input structure produces more
accurate predictions than using one hyperparameter to govern the whole input structure. It
was concluded that the GPs using one hyperparameter produce more accurate predictions. It
was also found that the hyperparameter uncertainty did not have a large effect on the GP
predictions and, as a result, was not considered further in the remainder of the thesis.
To be able to create a GP for a full flight test campaign, it is essential to reduce the number of
training points, to reduce the cost associated with the training phase. The variational sparse
GP approach used 32 training points for each response and a reduced training set for the pitch
rate, roll rate and yaw rate and heave. These sparse models generally performed almost as well
as the full GP, for the pitch rate, roll rate and heave and still generally gave more accurate
results than the physics based model that was being investigated. For the yaw rate, the sparse
GP predictions were not as accurate as the full GP, which could be due to the random selection
of the greedy optimisation. This technique, therefore, shows promise for use in real-world
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settings where the volume of available training data will, potentially, be significantly larger.
Regarding the real-time running capabilities of the GP model, for the sparse GP models using
10 training points a full set of realisations (8 seconds of predictions) takes between 0.03-0.045
seconds and for the sparse GP model using 15 training points, it takes between 0.035 - 0.05
seconds. The time to make predictions provides evidence that the GP can predict sufficiently
quickly for flight simulation purposes.
10.2 Discussion
In an attempt to assess the utility of GP machine learning modelling techniques for rotorcraft
flight dynamics real-time response predictions, several different GP models have been developed
using flight test data as the basis. The use of the GP techniques allows a statistical analysis of
the response to be performed to provide confidence levels in the predictions made.
Chapter 4 assessed the feasibility of using machine learning modelling techniques to predict
the on-axis response of the Bo105 rotorcraft. The GP models produced more accurate results
than the linear regression models; therefore, the use of the GP model was the focus for the
remained of the thesis. The ‘one step ahead’ models that were shown in Chapter 4 were able to
predict the on-axis (pitch rate) and off-axis (roll rate) response very accurately and with high
confidence. Of course, such models are of little/no use for flight simulation purposes as they
are only able to make a prediction one time-step into the future. So, while the results were
impressive, their utility is limited in the context of the current work. For the on-axis pitch rate
response, the GP model using an ARX input structure created GP FMP that were accurate
and outperformed the FLIGHTLAB model. The FMP are a more stringent test of the GP
model. From the results of the feasibility Chapter 4, it was concluded that using the GP model
using an ARX input structure for the on-axis responses was the most viable option.
Response predictions were then made for the on-axis response, in Chapter 5, using two sets
of ARX input structures each with three different input structures, the first containing the
primary control input with one, two and three lagged on-axis response terms, and the second
consisted of all of the current pilot inputs with one, two and three lagged on-axis response terms.
The ARX input structures were able to make subjectively good predictions of the rotorcraft
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response. The ARX input structure containing all of the current pilot inputs with two lagged
response terms created the most accurate models for the pitch rate, roll rate and yaw rate.
It was also noted that the FMP did not always encompass all of the training data; this could
be due to not using the other pilot inputs in the input structure. The other pilot inputs were
included in Chapter 5 and the resulting FMP did not always encompass the training data,
therefore, the FMP not encompassing the training data is not caused by the exclusion of the
other pilot input. The FMP not encompassing all of the training data could be due to the
FMP approach, in which the uncertainty is propagated. The previous (uncertain) predictions,
therefore, become inputs and carry their predictive uncertainty into future predictions [40]. To-
wards the latter stages of prediction, the GP model has made many predictions from uncertain
inputs and can ‘drift’ from the true response, therefore the predictions may not encompass all
of the training data.
The GP model can utilise one hyperparameter or a hyperparameter for each input of the GP
input structure. Chapter 6, investigated which hyperparameter structure produce the most
accurate predictions, using the same on-axis responses (pitch rate, roll rate, yaw rate and
heave) as shown in Chapter 5. The ARX input structure containing all of the current pilot
inputs with two lagged on-axis response terms was used for the pitch rate, roll rate and yaw
rate in Chapter 5. For the heave, the input structure utilising all of the current pilot inputs
with one lagged heave term was used. It was noted that the optimisation technique might have
struggled to find the optimal hyperparameters in the 6/7-dimensional space.
Given the limited amount of data used to train (32 training points) the models in Chapters 5 and
6, their subsequent performance is notable. The interesting point about the results, compared
to a traditional flight dynamics approach, is that the prediction responses are provided with the
confidence level with which the model has been able to make that prediction. The GP using 32
training points (selected to be every 25th point) with the ARX input structure consisting of all
of the current pilot inputs with two lagged on-axis response terms utilising one hyperparameter
was referred to as the full GP for the pitch rate, roll rate and yaw rate. The full GP for the
heave was created using the input structure containing all of the current pilot inputs with one
lagged response term.
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The variational sparse GP method firstly attempted to use the same number of training points as
the full GP to see if it could make a comparable model. This step was used for code verification
and to investigate if the method of greedy selection created a comparable model to that of the
full GP. The use of a reduced training set for the sparse GP method was then investigated.
The full GP used 32 training points, evenly spaced over the time series (every 25th data point),
while the variational sparse GP using a reduced training set utilised 12 training points for the
pitch rate, 20 training points for the roll rate, 15 training points for yaw rate, and the heave
response utilised 15 training points. The results are shown in Section 8.2 provide evidence that
using a reduced training set can be used to produce a similar model. Using a reduced number
of training points would be beneficial in terms of scalability, allowing this method to be applied
to larger data sets. The reduced training set models provided more accurate predictions than
the equivalent FLIGHTLAB model.
There are known issues with machine learning techniques. Specifically, when used correctly,
they are very good at interpolating within the training data but much less so at extrapolating
beyond it. Similarly, they are ‘black-box’ techniques that utilise model states that are diffi-
cult or impossible to interpret in a physical sense. To the first point, there are much larger
datasets available for production aircraft, and so the available flight envelope of data in which
to interpolate should cover the normal operational environment. It is acknowledged that these
techniques will likely not cope well in flight regimes that have not been encountered in the
training data. However, the statistical nature of the methods presented may provide a means
by which erroneous response predictions can be filtered out. To the second point, even in phys-
ical based models, depending upon the structure used, measurement data for all of the internal
physical variables may not be available, reducing the accuracy and applicability of the model.
This presents a conundrum as to whether to use a reduced accuracy physics based model, where
all of the internal states are understood or a potentially more accurate model where they are
not. As stated previously, the methods presented are not intended to replace physics based
modelling, but to complement and enhance accuracy when necessary – the so-called grey-box
model.
The idea of the ‘grey-box’ approach was investigated in Chapter 9, where the physical law
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based FLIGHTLAB model (referred to as a ‘white-box’ model) is combined with the machine
learning regression model (referred to as a ‘black-box’ model) predicting the error between the
FLIGHTLAB model and the flight test data. What is evident is that the GP predicting the
response directly produced more accurate predictions than the grey-box model. The superior
accuracy of the full GP is due to the GP attempting to predict the response directly by using
the correlation between the pilot inputs and the response of the rotorcraft. The model error
GP is attempting to predict the error between the FLIGHTLAB model and the flight test data;
this error may not have a strong correlation to the pilot inputs. If there is little correlation, the
GP will struggle to prediction the model error, in which in some cases it does struggles such as
the yaw rate.
In all cases, the GP model responses were compared not only with the flight test data to
assess the prediction accuracy but also with a FLIGHTLAB physics based model available.
The similarity measure between the prediction and the flight test data for all the models are
shown in the thesis are given in Table 10.1. The FLIGHTLAB model was generally able to
give good prediction accuracy over the initial part of the manoeuvres tested; the GP models
were able to provide more accurate response predictions over the majority of the manoeuvre
period. In that sense, the GP models ‘outperformed’ the FLIGHTLAB model in this study.
The FLIGHTLAB model used was not intended to be a high-fidelity representation of a Bo105
aircraft but was meant to be ‘representative’ of it. It is recognised that higher fidelity models can
be created given sufficient time and resources, such as those reported in [75, 76]. One possible
use envisaged for these machine-learning modelling techniques is to complement existing physics
based techniques and ‘take-over’ when the physical models become less accurate.
Pitch Rate – full GP provides the best predictions closely followed by the sparse GP using the
same number of training points. The reason the sparse GP predictions do not match the
full GP could be due to the greedy approach of selecting the training points. The sparse
GP using 12 training points, produces a GP model with predictions that perform very
promising. Note that all of the GP models outperform the FLIGHTLAB model. The grey-
box model produces more accurate predictions than the FLIGHTLAB model, showing
evidence that the grey-box approach can be used to predict the pitch rate response.
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Roll Rate – the sparse GP using 20 training points produces the most accurate predictions,
but the full GP also produces suitable accurate predictions. All models outperform the
FLIGHTLAB model, providing evidence that the grey-box approach can be used to im-
prove the predictions of the roll rate response.
Yaw Rate – the full GP for the yaw rate response produced the most accurate predictions,
while the other methods struggled to match the performance of the full GP. The sparse
GP using 32 training points, did not produce a model that was comparable to the full
GP. This could be due to the random element of the sparse GP approach, that attempts
to find the optimal training points. The model error GP exceeds the performance of the
FLIGHTLAB model. It is, therefore, feasible to assume that the model error GP can
improve the FLIGHTLAB prediction
Heave – the sparse GP for the heave response using 15 training points produces the most
accurate prediction. This could be because, when using 32 training points, for the sparse
GP model it created predictions that are overfitted.
The results shown in the current thesis provide evidence that the GP is able to outperform a
physical law based model. The author has assessed the performance of the GP model against the
equivalent physical law based model, however, quantification of the performance of the model
will depend on the role the simulator is used for. Simulators are fundamental to aviation design
and development, testing and qualification activities as well as in training and research [1, 2].
Depending on the role that the simulator is utilised for (rotorcraft development, qualification
or training), different levels of fidelity (closeness to the real rotorcraft) would be acceptable.
During the rotorcraft design and development phase, there may not be a rotorcraft created in
which data can be taken from. While data can be generated by using the properties of the
designed rotorcraft (from the physical law based equations), it is envisaged the GP model would
not be best used in the development stage, as there is little benefit in creating a GP model
trained on data generated from physical law based equations that utilise model properties. The
GP model for the simulator would be best utilised during the training and research phases.
Using the GP model for training and mission rehearsal, limits the range of the flight envelope
202 Chapter 10. Conclusion and Discussion
Similarity measure all the models displays in the thesis





Full GP (32 Points) 5.62
Sparse GP (32 Points) 8.54
Sparse GP (12 Points) 16.59






Full GP (32 Points) 10.30
Sparse GP (32 Points) 15.29
Sparse GP (20 Points) 9.62






Full GP (32 Points) 53.26
Sparse GP (32 Points) 129.45
Sparse GP (15 Points) 171.06






Full GP 32 Points 34.45
Sparse GP (32 Points) 141.73
Sparse GP (15 Points) 31.01
Grey-box model (32 Points) 466.84
FLIGHTLAB Model 956.60
Table 10.1: Similarity measure for all the GP models shown in the thesis.
that the GP has to be trained on, and therefore the amount of data required to accurately
predict the mission or training manoeuvres. A possible approach in future work could be to
create a GP model to capture the whole flight envelope of the rotorcraft. The next logical
steps are to investigate if the GP model could create accurate models for training and mission
rehearsal. For example, mission rehearsal could be a task where the pilot has to fly to a specific
location to perform a rescue. The 3-2-1-1 manoeuvres described in Chapter 3 are examples of
‘specific manoeuvres’ which are designed to excite different frequencies at a particular speed and
altitude. The full flight test campaign can include multiple ‘specific manoeuvres’ at different
parts of the flight envelope (at varying speeds and altitudes). The full flight test campaign
produces a dataset, which potentially captures a large proportion of the flight envelope while
exciting different frequencies, and therefore has the potential to generalise over a mission or a
range of missions.
The GP has a useful property in being able to quantify the confidence in the predictions. A
high level of confidence normally indicates the GP has been trained on an adequate number
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of data points. It is, therefore, possible to use this feature to advise where more training data
is required in specific regions, as the confidence in the prediction in the given region would be
low and displayed by wider confidence bounds (see the example of the GP predicting a sine
wave in Figures 7.1 and 7.2). This assessment can be undertaken during the development of
the GP model and be subject to the role that the simulator is being used for. For example, if
the simulator was going to be utilised for mission rehearsal, it would be envisaged that the GP
would need to capture all extremes of the mission; this would be defined by the flight envelope,
such as one extreme could be while the missions is at low speed and altitude. The use of
the confidence levels would advise if the GP requires more data in specific regions. However
at the current stage it is difficult to judge the size of the datasets required for the GP to
capture the dynamics of the rotorcraft for simulation purposes; this assessment would have to
be undertaken during the development stage of the GP model. It is envisaged that the size
of the dataset will be driven by the complexity and the duration of the mission rehearsal of
interest. It is anticipated that using the confidence levels to inform where the GP requires
more training data will create a more accurate model in terms of velocity and acceleration of
the rotorcraft. The approach could also provide an automated model updating method that
can be used alongside a ‘data lake’. The data-lake could store pooled flight test data, and if
additional data is required, it could be utilised for the training of the GP model.
The disadvantage of the GP is that it is a black-box model that is not necessarily interpretable.
The current approach of a flight simulator development where an initial model is created, then
a flight test pilot makes an assessment on the model and the model is tuned on the suggestions
of the pilot; would not be feasible with the GP model. Using the confidence levels in the
predictions for the velocity and accelerations, it is still feasible that the GP would be able to
achieve a higher level of fidelity compared to the physical law based model, and this has been
shown in the current thesis. For future work, it may be of benefit to investigate correlations
between the assessment provided by the flight test pilot and the predictive confidence associated
with the GP model.
Currently, the flight test data that is collected during testing campaigns is used to refine and
tune physics law based models and the flight test data is not fully exploited. The simulator
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tuning process is heavily influenced by the skill and experience of those undertaking the work
and by the available flight test data, therefore, the assessment process involves significant
subjectivity. Utilising the GP method, would remove the subjectivity during the flight simulator
development and create a more tightly-coupled link between the available flight test data and
simulator development.
There are many different ways the GP could be utilised in a flight simulator, the simplest being
embedding the code into the simulator and allowing the outputs from the GP predictions to
drive the simulator response. Note, the figures displayed in the current thesis show 10,000
Monte Carlo runs to produce realisations. In reality, the pilot would not be able to fly 10,000
realisations simultaneously and would fly one realisation. The figures attempt to capture all
the possible scenarios in which pilot could fly. Another option, is to use the GP to correct
the physical law based model, as shown by the ‘model error’ approach presented in Chapter
9. A third method, would use the GP model or the physical law based model as a ‘back up’
and to step in when the primary model deviates far from the truth. For example, a GP model
could be the primary and during a simulator run, if the GP model deviates far from the truth
(which the confidence bounds could be used to drive this), the physical law based model could
step to make the predictions. The ‘back up’ method differs from the ‘model error’ approach
as during the ‘model error’ approach the GP would attempt to correct the physical law based
method, while the ‘back up’ would have two interchangeable predictive models (one based on
the physical law based equations and the other the GP model). The latter method could take
the best properties from both GP and physical law based models.
10.3 Future Work
There are several areas where the investigation of the use of machine learning regression models
for flight simulators can be pursued further. These include:
 A potential problem for the GP models that are utilising a hyperparameter for each
element of the input structure is the complexity and/or size of the search space, as
discussed in Chapter 6. As future work, different training sets could be utilised to change
the search space, to see if this enabled to GPs models to create comparable predictions to
10.3. Future Work 205
the GP utilising one hyperparameter. Another option, is to run the optimisation process
many times, but this may not solve the issue, as the number of runs needed to ‘explore’
the space might be too large to be practical.
 The sparse GP results presented in the current thesis used training points that were part
of the original dataset; this may have had a negative impact on the performance of the
GP model. In future work, one could investigate utilising training points that are not
part of the original dataset.
 The GPs in the current thesis are trained and tested on a specific manoeuvre (3-2-1-1 for
the pitch rate, roll rate, yaw rate and heave). It would be beneficial to train the model on
a full mission or data from a flight test campaign to investigate if the GP could accurately
predict a wide range of manoeuvres, utilising the confidence bounds to assess if more data
is required in specific regions.
 As discussed in Chapter 6, the GP models displayed generalise poorly to other manoeu-
vres. To increase the chance that the GP would be able to predict different manoeuvres,
more training data would be required. As previously mentioned, this would increase the
time complexity of the training phase. It would be beneficial to employ the sparse GP
method on larger datasets in the future and potentially on a full flight test campaign.
 The GPs predicting the model error in Chapter 9 used an already tuned FLIGHTLAB
model. In future work, it could be beneficial to tune the FLIGHTLAB model at the same
time as optimising the GP model in an attempt to increase the accuracy of the grey-box
model, as described in the study by O’Hagan [72, 74]
 One feature of rotorcraft dynamics is that the output responses are coupled; therefore, it
may be beneficial to create a multi-input-multi-output (MIMO) GP model. The MIMO
GP may have the potential to increase the accuracy of the predictions due to the inclusion
of the cross-coupling aspect. The missing coupling dynamics could be a reason why the
realisations for the FMP do not encompass all of the real flight test data of the Bo105
rotorcraft. There has been work on GP with multiple outputs [77, 78, 79, 80, 81], and
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work on multi-output sparse GP regression [82]. The study by Zhao and Sun [83] uses a
multi-output GP on dynamical systems including motion capture, traffic flow and robot
dynamics.
 To investigate the best way of deploying the GP model into the flight simulator. These
options include, using the GP to drive the responses, the grey-box model option (where
the GP corrects the physical law based model), and the final option would be to use one
model (GP or physical law based model) as the primary and the other as a backup for
when the primary deviates far from the truth, the backup could step in.
 An investigation of the correlations between the assessment provided by the flight test
pilot and the predictive confidence associated with the GP model.
Appendix A
Feasibility Study Bo105 data
A.1 Yaw Rate
Figure A.1: Simulated annealing results used to create the yaw rate Gaussian process model
using the input structure containing the current longitudinal pilot input and one lagged yaw
rate term.
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Figure A.2: Simulated annealing burn-in and accepted samples used to create the yaw rate
Gaussian process model using the input structure containing the current longitudinal pilot
input and one lagged yaw rate term.

























Figure A.3: Gaussian process one step ahead yaw rate predictions using the input structure
containing the current longitudinal pilot input and one lagged yaw rate term using the hyper-
parameters located by the simulated annealing results shown in Figure A.1.
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Figure A.4: Realisations of the Gaussian process yaw rate full model prediction using the input
structure containing the current longitudinal pilot input and one lagged yaw rate term using
the hyperparameters located by the simulated annealing results shown in Figure A.1, with a
comparison to the corresponding FLIGHTLAB model.
A.2 Heave
Figure A.5: Simulated annealing results used to create the heave Gaussian process model using
the input structure containing the current longitudinal pilot input and one lagged heave term.
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Figure A.6: Simulated annealing burn-in and accepted samples used to create the heave Gaus-
sian process model using the input structure containing the current longitudinal pilot input
and one lagged heave term.

























Figure A.7: Gaussian process one step ahead heave predictions using the input structure con-
taining the current longitudinal pilot input and one lagged heave term using the hyperparam-
eters located by the simulated annealing results shown in Figure A.5.
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Figure A.8: Realisations of the Gaussian process heave full model prediction using the input
structure containing the current longitudinal pilot input and one lagged heave term using
the hyperparameters located by the simulated annealing results shown in Figure A.5, with a
comparison to the corresponding FLIGHTLAB model.
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Appendix B
Investigation of GP input structures
B.1 Pitch Rate
Figures in this Section relate to the pitch rate response GP results shown in Section 5.1.1.
Figure B.1: Simulated annealing results used to create the pitch rate Gaussian process model
using the input structure containing all of the current pilot inputs and one lagged pitch rate
term.
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Figure B.2: Gaussian process one step ahead pitch rate predictions using the input structure
containing all of the current pilot inputs and one lagged pitch rate term using the hyperparam-
eters located by the simulated annealing results shown in Figure B.1.
Figure B.3: Simulated annealing results used to create the pitch rate Gaussian process model
using the input structure containing all of the current pilot inputs and two lagged pitch rate
terms.
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Figure B.4: Gaussian process one step ahead pitch rate predictions using the input structure
containing all of the current pilot inputs and two lagged pitch rate term using the hyperparam-
eters located by the simulated annealing results shown in Figure B.3.
Figure B.5: Simulated annealing results used to create the pitch rate Gaussian process model
using the input structure containing all of the current pilot inputs and three lagged pitch rate
terms.
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Figure B.6: Gaussian process one step ahead pitch rate predictions using the input structure
containing all of the current pilot inputs and three lagged pitch rate terms using the hyperpa-
rameters located by the simulated annealing results shown in Figure B.5.
Figure B.7: Simulated annealing results used to create the pitch rate Gaussian process model
using the input structure containing the current longitudinal pilot input and two lagged pitch
rate terms.
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Figure B.8: Gaussian process one step ahead pitch rate predictions using the input structure
containing the current longitudinal pilot input and two lagged pitch rate terms using the hy-
perparameters located by the simulated annealing results shown in Figure B.7.
Figure B.9: Simulated annealing results used to create the pitch rate Gaussian process model
using the input structure containing the current longitudinal pilot input and three lagged pitch
rate terms.
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Figure B.10: Gaussian process one step ahead pitch rate predictions using the input structure
containing the current longitudinal pilot input and three lagged pitch rate terms using the
hyperparameters located by the simulated annealing results shown in Figure B.9.
B.2 Roll Rate
Figures in this Section relate to the roll rate response GP results shown in Section 5.1.2.
Figure B.11: Simulated annealing results used to create the roll rate Gaussian process model
using the input structure containing all of the current pilot inputs and one lagged roll rate
term.
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Figure B.12: Gaussian process one step ahead roll rate predictions using the input structure
containing all of the current pilot inputs and one lagged roll rate term using the hyperparameters
located by the simulated annealing results shown in Figure B.11.
Figure B.13: Simulated annealing results used to create the roll rate Gaussian process model
using the input structure containing all of the current pilot inputs and two lagged roll rate
terms.
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Figure B.14: Gaussian process one step ahead roll rate predictions using the input structure
containing all of the current pilot inputs and two lagged roll rate terms using the hyperparam-
eters located by the simulated annealing results shown in Figure B.13.
Figure B.15: Simulated annealing results used to create the roll rate Gaussian process model
using the input structure containing all of the current pilot inputs and three lagged roll rate
terms.
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Figure B.16: Gaussian process one step ahead roll rate predictions using the input structure
containing all of the current pilot inputs and three lagged roll rate terms using the hyperpa-
rameters located by the simulated annealing results shown in Figure B.15.
Figure B.17: Simulated annealing results used to create the roll rate Gaussian process model
using the input structure containing the current lateral pilot input and one lagged roll rate
term.
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Figure B.18: Gaussian process one step ahead roll rate predictions using the input structure
containing the current lateral pilot input and one lagged roll rate term using the hyperparam-
eters located by the simulated annealing results shown in Figure B.17.
Figure B.19: Simulated annealing results used to create the roll rate Gaussian process model
using the input structure containing the current lateral pilot input and two lagged roll rate
terms.
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Figure B.20: Gaussian process one step ahead roll rate predictions using the input structure
containing the current lateral pilot input and two lagged roll rate terms using the hyperparam-
eters located by the simulated annealing results shown in Figure B.19.
Figure B.21: Simulated annealing results used to create the roll rate Gaussian process model
using the input structure containing the current lateral pilot input and three lagged roll rate
terms.
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Figure B.22: Gaussian process one step ahead roll rate predictions using the input structure
containing the current lateral pilot input and three lagged roll rate terms using the hyperpa-
rameters located by the simulated annealing results shown in Figure B.21.
B.3 Yaw Rate
Figures in this Section relate to the yaw rate response GP results shown in Section 5.1.3.
Figure B.23: Simulated annealing results used to create the yaw rate Gaussian process model
using the input structure containing all of the current pilot inputs and one lagged yaw rate
term.
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Figure B.24: Gaussian process one step ahead yaw rate predictions using the input structure
containing all of the current pilot inputs and one lagged yaw rate term using the hyperparam-
eters located by the simulated annealing results shown in Figure B.23.
Figure B.25: Simulated annealing results used to create the yaw rate Gaussian process model
using the input structure containing all of the current pilot inputs and two lagged yaw rate
terms.
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Figure B.26: Gaussian process one step ahead yaw rate predictions using the input structure
containing all of the current pilot inputs and two lagged yaw rate terms using the hyperparam-
eters located by the simulated annealing results shown in Figure B.25.
Figure B.27: Simulated annealing results used to create the yaw rate Gaussian process model
using the input structure containing all of the current pilot inputs and three lagged yaw rate
terms.
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Figure B.28: Gaussian process one step ahead yaw rate predictions using the input structure
containing all of the current pilot inputs and three lagged yaw rate terms using the hyperpa-
rameters located by the simulated annealing results shown in Figure B.27.
Figure B.29: Simulated annealing results used to create the yaw rate Gaussian process model
using the input structure containing the current pedal pilot input and one lagged yaw rate
term.
228 Chapter B. Investigation of GP input structures



























Figure B.30: Gaussian process one step ahead yaw rate predictions using the input structure
containing the current pedal pilot input and one lagged yaw rate term using the hyperparam-
eters located by the simulated annealing results shown in Figure B.29.
Figure B.31: Simulated annealing results used to create the yaw rate Gaussian process model
using the input structure containing the current pedal pilot input and two lagged yaw rate
terms.
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Figure B.32: Gaussian process one step ahead yaw rate predictions using the input structure
containing the current pedal pilot input and two lagged yaw rate terms using the hyperparam-
eters located by the simulated annealing results shown in Figure B.31.
Figure B.33: Simulated annealing results used to create the yaw rate Gaussian process model
using the input structure containing the current pedal pilot input and three lagged yaw rate
terms.
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Figure B.34: Gaussian process one step ahead yaw rate predictions using the input structure
containing the current pedal pilot input and three lagged yaw rate terms using the hyperpa-
rameters located by the simulated annealing results shown in Figure B.33.
B.4 Heave
Figures in this Section relate to the heave response GP results shown in Section 5.1.4.
Figure B.35: Simulated annealing results used to create the heave Gaussian process model using
the input structure containing all of the current pilot inputs and one lagged heave term.
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Figure B.36: Gaussian process one step ahead heave predictions using the input structure
containing all of the current pilot inputs and one lagged heave term using the hyperparameters
located by the simulated annealing results shown in Figure B.35.
Figure B.37: Simulated annealing results used to create the heave Gaussian process model using
the input structure containing all of the current pilot inputs and two lagged heave terms.
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Figure B.38: Gaussian process one step ahead heave predictions using the input structure
containing all of the current pilot inputs and two lagged heave terms using the hyperparameters
located by the simulated annealing results shown in Figure B.37.
Figure B.39: Simulated annealing results used to create the heave Gaussian process model using
the input structure containing all of the current pilot inputs and three lagged heave terms.
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Figure B.40: Gaussian process one step ahead heave predictions using the input structure con-
taining all of the current pilot inputs and three lagged heave terms using the hyperparameters
located by the simulated annealing results shown in Figure B.39.
Figure B.41: Simulated annealing results used to create the heave Gaussian process model
using the input structure containing the current collective lever pilot input and one lagged
heave term.
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Figure B.42: Gaussian process one step ahead heave predictions using the input structure
containing the current collective lever pilot input and one lagged heave term using the hyper-
parameters located by the simulated annealing results shown in Figure B.41.
Figure B.43: Simulated annealing results used to create the heave Gaussian process model
using the input structure containing the current collective lever pilot input and two lagged
heave terms.
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Figure B.44: Gaussian process one step ahead heave predictions using the input structure
containing the current collective lever pilot input and two lagged heave terms using the hyper-
parameters located by the simulated annealing results shown in Figure B.43.
Figure B.45: Simulated annealing results used to create the heave Gaussian process model using
the input structure containing the current collective lever pilot input and three lagged heave
terms.
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Figure B.46: Gaussian process one step ahead heave predictions using the input structure
containing the current collective lever pilot input and three lagged heave terms using the hy-
perparameters located by the simulated annealing results shown in Figure B.45.
Appendix C
Investigation for GP hyperparameter
structures
C.1 Pitch Rate
Figures in this Section relate to the pitch rate response GP results shown in Section 6.1.1.
Figure C.1: Simulated annealing results for the precision of noise (β) used to create pitch rate
Gaussian process models using the input structure containing all of the current pilot inputs
with two lagged pitch rate terms utilising six hyperparameters.
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Figure C.2: Gaussian process one step ahead pitch rate predictions using six hyperparameters
and the input structure containing all of the current pilot inputs with two lagged pitch rate
terms.
C.2 Roll Rate
Figures in this Section relate to the roll rate response GP results shown in Section 6.1.2.
Figure C.3: Simulated annealing results for the hyperparameters used to create roll rate Gaus-
sian process models using the input structure containing all of the current pilot inputs with
two lagged roll rate terms utilising six hyperparameters.
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Figure C.4: Simulated annealing results for the precision of noise (β) used to create roll rate
Gaussian process models using the input structure containing all of the current pilot inputs
with two lagged roll rate terms utilising six hyperparameters.

























Figure C.5: Gaussian process one step ahead roll rate predictions using six hyperparameters
and the input structure containing all of the current pilot inputs with two lagged roll rate terms.
C.3 Yaw Rate
Figures in this Section relate to the yaw rate response GP results shown in Section 6.1.3.
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Figure C.6: Simulated annealing results for the hyperparameters used to create yaw rate Gaus-
sian process models using the input structure containing all of the current pilot inputs with
two lagged yaw rate terms utilising six hyperparameters.
Figure C.7: Simulated annealing results for the precision of noise (β) used to create yaw rate
Gaussian process models using the input structure containing all of the current pilot inputs
with two lagged yaw rate terms utilising six hyperparameters.
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Figure C.8: Gaussian process one step ahead yaw rate predictions using six hyperparameters
and the input structure containing all of the current pilot inputs with two lagged yaw rate
terms.
C.4 Heave
Figures in this Section relate to the heave response GP results shown in Section 6.1.4.
Figure C.9: Simulated annealing results for the hyperparameters used to create heave Gaussian
process models using the input structure containing all of the current pilot inputs with one
lagged heave term utilising five hyperparameters.
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Figure C.10: Gaussian process one step ahead heave predictions using five hyperparameters
and the input structure containing all of the current pilot inputs with one lagged heave term.
Appendix D
Lower bound proposed by Hensman et
al
To make predictions using a GP requires the inversion of KNN , which has a high computational
cost, as does the likelihood to find the sparse points. A lower bound of the log-likelihood is
therefore required. The lower bound is calculated which will only have an inversion of KSS,
thus reducing the cost from O(N3) to O(NS2). Hensmann et al. used two methods to find the
lower bound; the first method used Jensen’s inequality to define the lower bound. The Jensen’s
inequality is shown first, using equation (7.14) it is shown:
p(y | fS) =
∫
p(y | f)p(f | fS)df = Ef |fS [p(y | f)]. (D.1)
Jensen’s inequality is applied to the likelihood, which is:
log(Ef |fS [p(y | f)]) ≥ Ef |fS [log(p(y | f))] = L1 (D.2)
using equation (D.1) it is written as:
log p(y | fS) = log
(∫




log(p(y | f))p(f | fS)df = L1. (D.3)
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One knows p(y | f) =
∏N

















log p(yi | fi) = logC −
β
2
(yi − fi)2. (D.6)






















where Σii are the elements of Σ, where Σ = KNN −Q, and where Q = KTNSK−1SSKNS. Using
equation (D.7) focusing on part A only, one can state:
logC
∫
N (fi | λi,Σii)dfi = logC (D.8)








(yi − fi)2N (fi | λi,Σii)
]
dfi. (D.9)







∫ f 2i N (fi | λi,Σii)︸ ︷︷ ︸
Part C
− 2fiyiN (fi | λn,Σii)︸ ︷︷ ︸
Part D






Using the proof shown in Appendices F.1 and Ap: Part Three, one can solve part C, D and E,
these are shown as:
Part C =
∫
f 2i N (fi | λi,Σii)dfi = Σkii + λ2i
Part D =
∫
2fiyiN (fi | λi,Σii)dfi = 2yiλi
Part E =
∫
y2iN (fi | λi,Σii)dfi = y2i .










































The Tr(KNN − Q) is found without having to fully evaluate (KNN − Q), this reducing the
complexity to O(NS2). The other method to find the same lower bound is by using the KL
divergence. The KL divergence measures the ‘closeness’ of the two probability density functions
(pdf). This method is not needed to find the lower bound; however, it does cement the proof.
One can state the KL divergence between p(f | fS) and p(f | fS,y) as:
KL
(
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The aim is to find the difference between the likelihood p(y | u) and a lower bound. This is
achieved by using Bayes law, one can state:
p(f | fS) =
p(f ,fS)
p(fS)
, p(f | fS,y) =







p(f ,fS)p(fS | y)
p(fS)p(f ,fS | y)
=
p(f ,fS)p(y | fS)
p(y)p(f ,fS | y)
=
p(y | fS)
p(y | f ,fS)
(D.16)











= log p(y | fS)− log p(y | f ,fS). (D.17)
Referring to equation (D.16) and (D.15) the KL divergence is written as:
KL
(










using equation (D.17) one can write:
KL
(




p(f | fS) log p(y | fS)df −
∫




(f | u)df = 1, the KL divergence is shown to be:
KL
(
p(f | fS) || p(f | fS,y)
)
= log p(y | fS)−
∫




p(f | fS) log p(y | f ,fS)df .
The difference between log p(y | fS) and the lower bound is the KL divergence between p(f | fS)
and p(f | fS,y). This is the cost function for optimisation; the difference between log p(y | u)
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is minimised. The lower bound is written as using equation (D.13) :
L1 = log
(












To be able to use the lower bound as a cost function, it has been written in terms of variables
rather than in terms of distributions. To do this, the multivariate Gaussian is required, which




















































log(| Iβ−1 |)− 1
2






N log(2π) + log(| Iβ−1 |) + (y − λ)T (Iβ−1)(y − λ) + βTr(KNN −Q)
)
(D.22)
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Appendix E
Covariance of the posterior for the
sparse GP method
The properties of Gaussian’s state that:
p(xa) = N (µ,A−1) p(xb | xa) = N (Hxa + b,L−1)
therefore the covariance and mean is given by:
cov[xa | xb] = (A+HTLH)−1
E[xa | xb] = (A+HTLH)−1(Au+HTL(xb − b)).
Comparing the above properties with p(fS, | y) it is seen that:
A−1 = KSS,µ = 0,xa = fS,xb = y,H = KNSK
−1
SS ,L




The matrix inverse lemma is used to show the inverse involved in the covariance, which states:
(A+HTLH)−1 = A−1 −A−1HT (L−1 +HA−1HT )−1HA−1
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therefore:






















= KSS −KTNS(KNN + Iβ)−1KNS
= KSS −KTNSC−1KNS
where:
C = KNN + Iβ
−1.
Appendix F
Solving for the integral one in section
7.2.2
F.1 Part Two
One wants to find
∫




(x | µ, V )xdx = µ
writing p(f | fS) as:






















Writing the final solution for
∫
fp(f | fS)df :
∫
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F.2 Part Three
One wants to find
∫




f 2i N (fi | λi.Σii)dfi.
One knows:
E[(x− µ)2] = V
E[x2]− 2µE[x] + µ2 = V
E[x] is equal to the mean µ, therefore:
E[x2]− µ2 = V
E[x2] = V + µ2.
The integral is written as:












Using properties of Gaussian to solve
integral two
Defining integral two (Int2) as:
Int2 =
∫
N (y |KNSK−1SSfS, β
−1I)N (fS | 0,KSS)dfS




It is therefore possible to use properties of Gaussian which states:
p(xa) = N (xa | µ,A−1) p(xb | xa) = N (xb |Hxa + b,L−1)
where the marginal distribution is given by:
p(xb) = N (xb |Hµ+ b,L−1 +HA−1HT ).
Comparing to Int2 the variables are:
xa = fS, µ = 0, A
−1 = KSS, xb = y, H = KNSK
−1
SS , b = 0, L
−1 = β−1I
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therefore Int2 is:






































Figure H.1: Sparse Gaussian process one step ahead pitch rate prediction using 32 training
points and one hyperparameter (α) (Case 1 in Table 8.1).
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Figure H.2: Sparse Gaussian process one step ahead roll rate prediction using 32 training points
and one hyperparameter (α) (Case 2 in Table 8.1).




























Figure H.3: Sparse Gaussian process one step ahead yaw rate prediction using 32 training
points and one hyperparameter (α) (Case 3 in Table 8.1).
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Figure H.4: Sparse Gaussian process one step ahead heave prediction using 32 training points
and one hyperparameter (α) (Case 4 in Table 8.1).

























Figure H.5: Sparse Gaussian process one step ahead pitch rate prediction using 12 training
points and one hyperparameter (α) (Case 1 in Table 8.1).
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Figure H.6: Sparse Gaussian process one step ahead roll rate prediction using 20 training points
and one hyperparameter (α) (Case 2 in Table 8.1).




























Figure H.7: Sparse Gaussian process one step ahead yaw rate prediction using 15 training
points and one hyperparameter (α) (Case 3 in Table 8.1).
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Figure H.8: Sparse Gaussian process one step ahead heave prediction using 15 training points
and one hyperparameter (α) (Case 4 in Table 8.1).







































Model Error (Flight test data - FLIGHTLAB)
Figure I.1: One step ahead pitch rate predictions with a moving average input structure using
a linear regression model.
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Model Error (Flight test data - FLIGHTLAB)
Figure I.2: One step ahead pitch rate predictions with an auto-regressive input structure using
a linear regression model.



































Model Error (Flight test data - FLIGHTLAB)
Figure I.3: One step ahead pitch rate predictions with an auto-regressive with exogenous input
structure using a linear regression model.
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Model Error (Flight test data - FLIGHTLAB)
Figure I.4: One step ahead pitch rate predictions with an auto-regressive moving average input
structure using a linear regression model.




































Model Error (Flight test data - FLIGHTLAB)
Figure I.5: One step ahead pitch rate predictions with an auto-regressive moving average with
exogenous input structure using a linear regression model.
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I.2 Investigation of the Gaussian Process input struc-
ture
Figure I.6: Simulated annealing results used to create pitch rate model error Gaussian process
models, using the auto-regressive with exogenous input structure.





































Model Error (Flight test data - FLIGHTLAB)
Figure I.7: One step ahead model error pitch rate predictions from a Gaussian process model
utilising an auto-regressive with exogenous input structure.
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Model Error (Flight test data - FLIGHTLAB)
Figure I.8: One step ahead model error pitch rate predictions from a Gaussian process model
utilising an auto-regressive moving average input structure.
Figure I.9: Simulated annealing results used to create pitch rate model error Gaussian process
models, using the auto-regressive moving average input structure.
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Model Error (Flight test data - FLIGHTLAB)
Figure I.10: One step ahead model error pitch rate predictions from a Gaussian process model
utilising an auto-regressive moving average with exogenous input structure.
Figure I.11: Simulated annealing results used to create pitch rate model error Gaussian process
models, using the auto-regressive moving average with exogenous input structure.
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I.3 Pitch Rate
Figure I.12: Simulated annealing results used to create pitch rate model error Gaussian process
models, using the input structure containing the current longitudinal pilot input with one lagged
model error pitch rate term.





































Model Error (Flight test data - FLIGHTLAB)
Figure I.13: Gaussian process one step ahead pitch rate model error prediction using the data
shown in Figure 9.5, and input structure containing the current longitudinal pilot input with
one lagged model error pitch rate term utilising one hyperparameter (α) which is located by
the simulated annealing results shown in Figure I.12.
268 Chapter I. Model Error Results






















GP Predictions (Model Error)
Flight test data
Figure I.14: Gaussian process one step ahead pitch rate prediction using the model error
prediction shown in Figure I.13.
Figure I.15: Realisations of the Gaussian process pitch rate model error full model prediction
using the data shown in Figure 9.5, and input structure containing the current longitudinal pilot
input with one lagged model error pitch rate term utilising one hyperparameter (α) which is
located by the simulated annealing results shown in Figure I.12.
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Figure I.16: Realisations of the Gaussian process pitch rate prediction using the model error
predictions shown in Figure I.15 with a comparison to the corresponding FLIGHTLAB model.
Figure I.17: Simulated annealing results used to create pitch rate model error Gaussian process
models, using the input structure containing all of the current pilot inputs with one lagged
model error pitch rate term.
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Model Error (Flight test data - FLIGHTLAB)
Figure I.18: Gaussian process one step ahead pitch rate model error prediction using the data
shown in Figure 9.5 and input structure containing all of the current pilot inputs with one
lagged model error pitch rate term utilising one hyperparameter (α) which is located by the
simulated annealing results shown in Figure I.17.






















GP Predictions (Model Error)
Flight test data
Figure I.19: Gaussian process one step ahead pitch rate prediction using the model error
prediction shown in Figure I.18.
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Figure I.20: Realisations of the Gaussian process pitch rate model error full model prediction
using the data shown in Figure 9.5 and input structure containing all of the current pilot inputs
with one lagged model error pitch rate term utilising one hyperparameter (α) which is located
by the simulated annealing results shown in Figure I.17.
Figure I.21: Realisations of the pitch rate prediction using the model error predictions shown
in Figure I.20 with a comparison to the corresponding FLIGHTLAB model.
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Figure I.22: Simulated annealing results used to create pitch rate model error Gaussian process
models, using the input structure containing the current longitudinal pilot input with two
lagged model error pitch rate terms.





































Model Error (Flight test data - FLIGHTLAB)
Figure I.23: Gaussian process one step ahead pitch rate model error prediction using the data
shown in Figure 9.5 and input structure containing the current longitudinal pilot input with
two lagged model error pitch rate terms utilising one hyperparameter (α) which is located by
the simulated annealing results shown in Figure I.22.
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GP Predictions (Model Error)
Flight test data
Figure I.24: Gaussian process one step ahead pitch rate prediction using the model error
prediction shown in Figure I.23.
Figure I.25: Realisations of the Gaussian process pitch rate model error full model prediction
using the data shown in Figure 9.5 and input structure containing the current longitudinal pilot
input with two lagged model error pitch rate terms utilising one hyperparameter (α) which is
located by the simulated annealing results shown in Figure I.22.
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Figure I.26: Realisations of the Gaussian process pitch rate prediction using the model error
predictions shown in Figure I.25 with a comparison to the corresponding FLIGHTLAB model.
Figure I.27: Simulated annealing results used to create pitch rate model error Gaussian process
models, using the input structure containing all of the current pilot inputs with two lagged
model error pitch rate terms.
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Model Error (Flight test data - FLIGHTLAB)
Figure I.28: Gaussian process one step ahead pitch rate model error prediction using the data
shown in Figure 9.5 and input structure containing all of the current pilot inputs with two lagged
model error pitch rate terms and one hyperparameter (α) which is located by the simulated
annealing results shown in Figure I.27.






















GP Predictions (Model Error)
Flight test data
Figure I.29: Gaussian process one step ahead pitch rate prediction using the model error
prediction shown in Figure I.28.
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Figure I.30: Realisations of the Gaussian process pitch rate model error full model prediction
using the data shown in Figure 9.5 and input structure containing all of the current pilot inputs
with two lagged model error pitch rate terms utilising one hyperparameter (α) which is located
by the simulated annealing results shown in Figure I.27.
Figure I.31: Realisations of the pitch rate prediction using the model error predictions shown
in Figure I.30 with a comparison to the corresponding FLIGHTLAB model.
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I.4 Roll Rate
Figure I.32: Simulated annealing results used to create roll rate model error Gaussian process
models, using the input structure containing the current lateral pilot input with one lagged
model error roll rate term.































Model Error (Flight test data - FLIGHTLAB)
Figure I.33: Gaussian process one step ahead roll rate model error prediction using the data
shown in Figure 9.9 and input structure containing the current lateral pilot input with one
lagged model error roll rate term utilising one hyperparameter (α) which is located by the
simulated annealing results shown in Figure I.32.
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GP Predictions (Model Error)
Flight test data
Figure I.34: Gaussian process one step ahead roll rate prediction using the model error predic-
tion shown in Figure I.33.
Figure I.35: Realisations of the Gaussian process roll rate model error full model prediction
using the data shown in Figure 9.9 and input structure containing the current lateral pilot input
with one lagged model error roll rate term utilising one hyperparameter (α) which is located
by the simulated annealing results shown in Figure I.32.
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Figure I.36: Realisations of the roll rate prediction using the model error predictions shown in
Figure I.35 with a comparison to the corresponding FLIGHTLAB model.
Figure I.37: Simulated annealing results used to create roll rate model error Gaussian process
models, using the input structure containing all of the current pilot inputs with one lagged
model error roll rate term.
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Model Error (Flight test data - FLIGHTLAB)
Figure I.38: Gaussian process one step ahead roll rate model error prediction using the data
shown in Figure 9.9 and input structure containing all of the current pilot inputs with one
lagged model error roll rate term utilising one hyperparameter (α) which is located by the
simulated annealing results shown in Figure I.37.






















GP Predictions (Model Error)
Flight test data
Figure I.39: Gaussian process one step ahead roll rate prediction using the model error predic-
tion shown in Figure I.38.
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Figure I.40: Realisations of the Gaussian process roll rate model error full model prediction
using the data shown in Figure 9.9 and input structure containing all of the current pilot inputs
with one lagged model error roll rate term utilising one hyperparameter (α) which is located
by the simulated annealing results shown in Figure I.37.
Figure I.41: Realisations of the Gaussian process roll rate prediction using the model error
predictions shown in Figure I.40 with a comparison to the corresponding FLIGHTLAB model.
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Figure I.42: Simulated annealing results used to create roll rate model error Gaussian process
models, using the input structure containing the current lateral pilot input with two lagged
model error roll rate terms.




































Model Error (Flight test data - FLIGHTLAB)
Figure I.43: Gaussian process one step ahead roll rate model error prediction using the data
shown in Figure 9.9 and input structure containing the current lateral pilot input with two
lagged model error roll rate terms utilising one hyperparameter (α) which is located by the
simulated annealing results shown in Figure I.42.
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GP Predictions (Model Error)
Flight test data
Figure I.44: Gaussian process one step ahead roll rate prediction using the model error predic-
tion shown in Figure I.43.
Figure I.45: Realisations of the Gaussian process roll rate model error full model prediction
using the data shown in Figure 9.9 and input structure containing the current lateral pilot
input with two lagged model error roll rate terms utilising one hyperparameter (α) which is
located by the simulated annealing results shown in Figure I.42.
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Figure I.46: Realisations of the roll rate prediction using the model error predictions shown in
Figure I.45 with a comparison to the corresponding FLIGHTLAB model.
Figure I.47: Simulated annealing results used to create roll rate model error Gaussian process
models, using the input structure containing all of the current pilot inputs with two lagged
model error roll rate terms.
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Model Error (Flight test data - FLIGHTLAB)
Figure I.48: Gaussian process one step ahead roll rate model error prediction using the data
shown in Figure 9.9 and input structure containing all of the current pilot inputs with two
lagged model error roll rate terms utilising one hyperparameter (α) which is located by the
simulated annealing results shown in Figure I.47.






















GP Predictions (Model Error)
Flight test data
Figure I.49: Gaussian process one step ahead roll rate prediction using the model error predic-
tion shown in Figure I.48.
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Figure I.50: Realisations of the Gaussian process roll rate model error full model prediction
using the data shown in Figure 9.9 and input structure containing all of the current pilot inputs
with two lagged model error roll rate terms utilising one hyperparameter (α) which is located
by the simulated annealing results shown in Figure I.47.
Figure I.51: Realisations of the Gaussian process roll rate prediction using the model error
predictions shown in Figure I.50 with a comparison to the corresponding FLIGHTLAB model.
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I.5 Yaw Rate
Figure I.52: Simulated annealing results used to create yaw rate model error Gaussian process
models, using the input structure containing the current pedal pilot input with one lagged
model error yaw rate term.


































Model Error (Flight test data - FLIGHTLAB)
Figure I.53: Gaussian process one step ahead yaw rate model error prediction using the data
shown in Figure 9.13 and input structure containing the current pedal pilot input with one
lagged model error yaw rate term utilising one hyperparameter (α) which is located by the
simulated annealing results shown in Figure I.52.
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GP Predictions (Model Error)
Flight test data
Figure I.54: Gaussian process one step ahead yaw rate prediction using the model error pre-
diction shown in Figure I.53.
Figure I.55: Realisations of the Gaussian process yaw rate model error full model prediction
using the data shown in Figure 9.13 and input structure containing the current pedal pilot
input with one lagged model error yaw rate term utilising one hyperparameter (α) which is
located by the simulated annealing results shown in Figure I.52.
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Figure I.56: Realisations of the yaw rate prediction using the model error predictions shown in
Figure I.55 with a comparison to the corresponding FLIGHTLAB model.
Figure I.57: Simulated annealing results used to create yaw rate model error Gaussian process
models, using the input structure containing all of the current pilot inputs with one lagged
model error yaw rate term.
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Model Error (Flight test data - FLIGHTLAB)
Figure I.58: Gaussian process one step ahead yaw rate model error prediction using the data
shown in Figure 9.13 and input structure containing all of the current pilot inputs with one
lagged model error yaw rate term utilising one hyperparameter (α) which is located by the
simulated annealing results shown in Figure I.57.

























GP Predictions (Model Error)
Flight test data
Figure I.59: Gaussian process one step ahead yaw rate prediction using the model error pre-
diction shown in Figure I.58.
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Figure I.60: Realisations of the Gaussian process yaw rate model error full model prediction
using the data shown in Figure 9.13 and input structure containing all of the current pilot
inputs with one lagged model error yaw rate term utilising one hyperparameter (α) which is
located by the simulated annealing results shown in Figure I.57.
Figure I.61: Realisations of the yaw rate prediction using the model error predictions shown in
Figure I.60 with a comparison to the corresponding FLIGHTLAB model.
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Figure I.62: Simulated annealing results used to create yaw rate model error Gaussian process
models, using the input structure containing the current pedal pilot input with two lagged
model error yaw rate terms.


































Model Error (Flight test data - FLIGHTLAB)
Figure I.63: Gaussian process one step ahead yaw rate model error prediction using the data
shown in Figure 9.13 and input structure containing the current pedal pilot input with two
lagged model error yaw rate terms utilising one hyperparameter (α) which is located by the
simulated annealing results shown in Figure I.62.
I.5. Yaw Rate 293
























GP Predictions (Model Error)
Flight test data
Figure I.64: Gaussian process one step ahead yaw rate prediction using the model error pre-
diction shown in Figure I.63.
Figure I.65: Realisations of the Gaussian process yaw rate model error full model prediction
using the data shown in Figure 9.13 and input structure containing the current pedal pilot
input with two lagged model error yaw rates terms utilising one hyperparameter (α) which is
located by the simulated annealing results shown in Figure I.62.
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Figure I.66: Realisations of the yaw rate prediction using the model error predictions shown in
Figure I.65 with a comparison to the corresponding FLIGHTLAB model.
Figure I.67: Simulated annealing results used to create yaw rate model error Gaussian process
models, using the input structure containing all of the current pilot inputs with two lagged
model error yaw rate terms.
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Model Error (Flight test data - FLIGHTLAB)
Figure I.68: Gaussian process one step ahead yaw rate model error prediction using the data
shown in Figure 9.13 and input structure containing all of the current pilot inputs with two
lagged model error yaw rate terms utilising one hyperparameter (α) which is located by the
simulated annealing results shown in Figure I.67.
























GP Predictions (Model Error)
Flight test data
Figure I.69: Gaussian process one step ahead yaw rate prediction using the model error pre-
diction shown in Figure I.68.
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Figure I.70: Realisations of the Gaussian process yaw rate model error full model prediction
using the data shown in Figure 9.13 and input structure containing all of the current pilot
inputs with two lagged model error yaw rate terms utilising one hyperparameter (α) which is
located by the simulated annealing results shown in Figure I.67.
Figure I.71: Realisations of the yaw rate prediction using the model error predictions shown in
Figure I.70 with a comparison to the corresponding FLIGHTLAB model.
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I.6 Heave
Figure I.72: Simulated annealing results used to create heave model error Gaussian process
models, using the input structure containing the current collective pilot input with one lagged
model error heave term.
































Model Error (Flight test data - FLIGHTLAB)
Figure I.73: Gaussian process one step ahead heave model error prediction using the data shown
in Figure 9.17 and input structure containing the current collective pilot input with one lagged
model error heave term utilising one hyperparameter (α) which is located by the simulated
annealing results shown in Figure I.72.
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GP Predictions (Model Error)
Flight test data
Figure I.74: Gaussian process one step ahead heave prediction using the model error prediction
shown in Figure I.73.
Figure I.75: Realisations of the Gaussian process heave model error full model prediction using
the data shown in Figure 9.17 and input structure containing the current collective pilot input
with one lagged model error heave term utilising one hyperparameter (α) which is located by
the simulated annealing results shown in Figure I.72.
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Figure I.76: Realisations of the heave prediction using the model error predictions shown in
Figure I.75 with a comparison to the corresponding FLIGHTLAB model.
Figure I.77: Simulated annealing results used to create heave model error Gaussian process
models, using the input structure containing all of the current pilot inputs with one lagged
model error heave term.
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Model Error (Flight test data - FLIGHTLAB)
Figure I.78: Gaussian process one step ahead heave model error prediction using the data shown
in Figure 9.9 and input structure containing all of the current pilot inputs with one lagged model
error heave term utilising one hyperparameter (α) which is located by the simulated annealing
results shown in Figure I.77.




















GP Predictions (Model Error)
Flight test data
Figure I.79: Gaussian process one step ahead heave prediction using the model error prediction
shown in Figure I.78.
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Figure I.80: Realisations of the Gaussian process model error heave full model prediction using
the data shown in Figure 9.9 and input structure containing all of the current pilot inputs with
one lagged model error heave term utilising one hyperparameter (α) which is located by the
simulated annealing results shown in Figure I.77.
Figure I.81: Realisations of the Gaussian process heave prediction using the model error pre-
dictions shown in Figure I.80 with a comparison to the corresponding FLIGHTLAB model.
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Figure I.82: Simulated annealing results used to create heave model error Gaussian process
models, using the input structure containing the current collective pilot input with two lagged
model error heave terms.































Model Error (Flight test data - FLIGHTLAB)
Figure I.83: Gaussian process one step ahead heave model error prediction using the data shown
in Figure 9.17 and input structure containing the current collective pilot input with two lagged
model error heave terms utilising one hyperparameter (α) which is located by the simulated
annealing results shown in Figure I.82.
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GP Predictions (Model Error)
Flight test data
Figure I.84: Gaussian process one step ahead heave prediction using the model error prediction
shown in Figure I.83.
Figure I.85: Realisations of the Gaussian process heave model error full model prediction using
the data shown in Figure 9.17 and input structure containing the current collective pilot input
with two lagged model error heave terms utilising one hyperparameter (α) which is located by
the simulated annealing results shown in Figure I.72.
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Figure I.86: Realisations of the heave prediction using the model error predictions shown in
Figure I.85 with a comparison to the corresponding FLIGHTLAB model.
Figure I.87: Simulated annealing results used to create heave model error Gaussian process
models, using the input structure containing all of the current pilot inputs with two lagged
model error heave terms.
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Model Error (Flight test data - FLIGHTLAB)
Figure I.88: Gaussian process one step ahead heave model error prediction using the data shown
in Figure 9.9 and input structure containing all of the current pilot inputs with two lagged model
error heave terms utilising one hyperparameter (α) which is located by the simulated annealing
results shown in Figure I.87.





















GP Predictions (Model Error)
Flight test data
Figure I.89: Gaussian process one step ahead heave prediction using the model error prediction
shown in Figure I.88.
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Figure I.90: Realisations of the Gaussian process model error heave full model prediction using
the data shown in Figure 9.9 and input structure containing all of the current pilot inputs with
two lagged model error heave terms utilising one hyperparameter (α) which is located by the
simulated annealing results shown in Figure I.87.
Figure I.91: Realisations of the Gaussian process heave prediction using the model error pre-
dictions shown in Figure I.90 with a comparison to the corresponding FLIGHTLAB model.
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