[1] Due to the many difficulties associated with measuring buoyancy flux directly in the field, parameterizations for the flux involving eddy diffusivities are commonly used. These parameterizations are often cast in terms of a mixing efficiency (G), which itself is often assumed to be a constant throughout the water column (0.17-0.2). Alternatively, G can be calculated in terms of turbulence parameters which attempt to capture the varying mixing dynamics throughout the water column. In this paper three separate parameterizations are used to calculate the eddy diffusivities in a dynamically evolving stratified water column in the Gulf of Aqaba. Furthermore, we use two different approaches for calculating G by Ivey and Imberger (1991) and Shih et al. (2005) for these diffusivity parameterizations and compare the results obtained using each approach. Further work on the Shih et al. (2005) parameterization by D. Bouffard and L. Boegman (personal communication, 2011) has also been used in this analysis. While direct measurements of buoyancy flux are needed to validate the actual accuracy of the mixing efficiency parameterizations, we can make the following conclusions. First, we found that in some circumstances the eddy diffusivity models produce very different estimates from one another and the estimates are themselves sensitive to the choice of parameterization for G. Second, when the stratification is weak and temperature variance is small, parameterizations involving calculations of the Thorpe scale, c T as well as the turbulent Froude number and Reynolds numbers should be treated with great caution. Third, under the same circumstances, the Shih et al. (2005) approach for G applied to the k r parameterization for vertical diffusivity seems to be the best vertical diffusivity (based on a comparison to k c ).
Introduction
[2] The magnitude of the vertical diffusivity in the interior and near the surface affects a wide range of processes from local contaminant spreading to the vertical transport of heat. While turbulence generated by convection, wind and waves near the surface can be transported vertically, its penetration is often restricted to surface waters due to density stratification.
[3] Measuring vertical diffusivity directly is challenging in the field because of high spatial and temporal resolution requirements which are often only possible in very controlled lab conditions or on stable platforms. To circumvent these obstacles, a number of parameterizations have been developed. Three such parameterizations are described in section 1.2. Furthermore, one of these parameterizations involve the mixing efficiency, G. Shih et al. [2005] (hereafter referred to as SKIF), and Ivey and Imberger [1991] (hereafter referred to as I&I), have each proposed parameterizations of mixing efficiency utilizing measurements of turbulent Froude Number (Fr T ), turbulent Reynolds numbers (Re T ) and the turbulent activity number (Q). These models yield variable mixing efficiency over the water column rather than assuming a single column estimate based on average values of dissipation, temperature gradient and temperature variance [Gregg et al., 1986; Itsweire et al., 1993] .
[4] Using an extensive data base obtained during a field experiment in the Gulf of Aqaba, the present works seeks to address two key questions. How do the estimates of mixing efficiency and vertical diffusivity compare between models? How does vertical diffusivity and mixing efficiency vary throughout the upper water column?
Mixing Efficiency Models
[5] For steady, stably stratified flow, energy is transferred from mean flow to turbulence through shear production of turbulent kinetic energy. Turbulent kinetic energy is then transferred to potential energy through buoyancy flux or to internal energy by viscous dissipation at a rate . Osborn [1980] used the turbulent kinetic energy equation to derive the formula for the flux Richardson number (R f ). This is defined as the proportion of turbulent kinetic energy generated by shear that is transferred to potential energy through buoyancy flux,
where r o is the background density, w is the vertical velocity, uw is the Reynolds stress, À g r o w ′ r ′ is the buoyancy flux and dU dz is the velocity shear. Osborn [1980] also argued that there is a theoretical maximum R f above which turbulence cannot be maintained at steady state. This maximum is postulated by multiple studies, including Britter [1974] and Ellison [1957] , which place the maximum R f at 0.15-0.20. I&I expressed the flux Richardson number as:
In their derivation of equation (2), I&I state that b + = m, where m is net mechanical energy required to sustain turbulent motions. Therefore, b + includes advection, production and transport of turbulent kinetic energy rather than assuming that shear production dominates as in equation (1).
[6] Because direct measurements of buoyancy flux are very difficult in both laboratory and field environments, I&I developed a parameterization for R f using the turbulent Froude Number (Fr T ) and the turbulent Reynolds Number (Re T ):
where L o is the Ozmidov Scale,
L T is the centered Thorpe Scale, and L k is the Kolmogorov Scale.
[7] Their parameterization is primarily based on the laboratory results from Stillinger et al. [1983] , Itsweire et al. [1986] , Rohr et al. [1988] and Lienhard and Van Atta [1990] . These experiments have an average Fr T $ 1.1 and an average Re T $ 40. Given these values, I&I find that maximum R f values occur when Fr T $ 1. While I&I state that data with larger Re T values is required to properly test their parameterizations, their model is widely used to calculate lake and ocean mixing efficiency even though these conditions are often characterized by relatively high Re T values.
[8] In the I&I parameterization, R f is bound by a number of constraints. For conditions where Fr T > 1.2, the energetic turbulence has a well developed velocity spectrum and R f is constrained by equation (7).
[9] For conditions where Fr T < 1.2, there are two additional constraints. First, when R f = 0:
[10] Second, in order to facilitate a smooth transition between equations (7) and (8), R f must equal 0.19 when Fr T = 1.2. Finally:
[11] Using these constraints, values of Fr T ≤ 0.63 return an R f less than zero, thus the parameterization does not apply for Fr T < 0.63.
[12] SKIF also proposed a parameterization for R f . Their model is based on DNS (direct numerical simulations) data of homogeneous shear turbulence by Shih et al. [2000] and Venayagamoorthy et al. [2003] as well as laboratory data from Barry et al. [2001] , Rehmann and Koseff [2004] and Jackson and Rehmann [2003] . SKIF found that R f can be effectively modeled with the turbulence intensity parameter, Q ¼ nN 2 , by using different power law relations appropriate for different regions of Q, termed the diffusive, intermediate and energetic regions. Note that in other studies, Q is often referred to as the buoyancy Reynolds number [Itsweire et al., 1993] or in a modified form as I, where I ¼ Q 3 4 (see Gargett et al. [1984] for example).
[13] In decaying turbulence (viscosity-dominated, diffusive region) the bandwidth of overturning scales decreases due to buoyancy damping at low wavenumber and (simultaneously) viscous damping at high wave numbers. The transitional region is defined as stationary turbulence (neither growing or decaying) and the energetic region is composed of data with growing turbulence in weakly stratified flow. Table 1 summarizes the values of Q within each of these regions and the best fit equations for k r and G. Note that the SKIF parameterization does not extend to values of Q < 7. SKIF was validated with a Prandtl (P r ¼ n D ) number of 0.7, so for values of Q < 7 the vertical diffusivity is molecular.
[14] Bouffard and Boegman (D. Bouffard and L. Boegman, personal communication, 2011) built on the SKIF parameterization through the addition of data with a larger Prandtl number range (0.7 < Pr < 700). This allows them to examine mixing efficiencies which are Prandtl number dependent. In their analysis they define 4 regions; molecular, buoyancycontrolled, transitional, and energetic. While the SKIF and the Bouffard and Boegman parameterizations are nearly identical in the intermediate/transitional and energetic regions, Bouffard and Boegman define an additional buoyancy-controlled region. This is defined as the region where the scalar of interest does not entirely diffuse to irreversible mixing, which can lead to counter gradient fluxes. Table 2 summarizes the boundaries in terms of Q for each region as well as k r and G fits for the Bouffard and Boegman parameterization with a P r number of 7. Note that due to a larger data range, the Bouffard and Boegman parameterization provides k r and G estimates for values of Q between 1.7 & 7, which is missing in the SKIF model.
[15] While both the I&I parameterization and the combination of the SKIF and the Bouffard and Boegman (hereafter referred to as SKIF&B) parameterization have a peak R f of ≈0.2 and similarly approach zero as Fr T or Q increase, they used very different data sets as a basis for their analyses.
Vertical Diffusivity Models
[16] The mixing efficiency (G) parameterizations described above can be used to estimate vertical diffusivity of density and temperature.
[17]
Osborn [1980] [18]
Osborn and Cox [1972] [20] The pertinent length and time scales relevant to stratified turbulence used in these models include the Thorpe Scale (L T ), mixing efficiency (G ¼
, buoyancy frequency (N), dissipation rate of turbulent kinetic energy () and dissipation rate of temperature variance (c T ). The three parameterizations of vertical diffusivity above were chosen as they are based on very different sets of parameters. Calculations of k r are based on estimates of and N, while k T is based on the Thorpe scale and N. Unlike k r , k T and k c do not use a variable coefficient (G) to define the mixing efficiency thus simplifying the calculations. Note that the value of 0.2 in equation (11) (k T ) is in fact G: the mixing efficiency is assumed to remain at a constant value of 0.2 in this formulation [Thorpe, 2005] . k c is calculated directly from c T and was derived under the assumption that the turbulence is steady and homogeneous [Osborn and Cox, 1972] . Furthermore, when k c is used in well mixed regions, calculations can result in large spikes in k c due to small values of dT dz 2 in the denominator. These regions often have small temperature variance which can result in poor estimates of c. While k c is not a direct estimate of vertical diffusivity, for this analysis we use the k c formulation as our 'truest' measurement of vertical diffusivity as it does not require a mixing efficiency coefficient for calculation.
Field Experiment

Site Description and Sampling
[21] The Gulf of Aqaba, located at the north east end of the Red Sea, is about 180 km long and 6-25 km wide. Data was collected approximately 1.6 km off shore of the Steinitz Marine Laboratory at (29.486 deg N, 34.923 deg E) where the local depth is approximately 450 m [Steinbuck et al., 2011] . Near surface currents at this site typically range between 5-30 cm/s [Monismith et al., 2006] and are primarily driven by semi-diurnal tides, buoyancy, and wind stress. During the summer months, sea surface temperature is around 27 degrees Celsius and has a salinity of around 41 psu [Reiss and Hottinger, 1984] .
[22] Shipboard measurements were made over three 24 hour periods (August 28th-29th, September 1st-2nd, and September 4th-5th) during the summer of 2008. During each session, a Self Contained Autonomous Microstructure Profiler (SCAMP, made by Precision Measurement Engineering, Carlsbad, California, USA) measured temperature, conductivity and pressure at 100 Hz while free falling at 10 cm/s. During deployment, SCAMP casts were conducted approximately every 15 minutes to a depth of about 40 meters resulting in over 90 profiles per 24 hour period. A 300 kHz ADCP (RD Instruments) was located ≈300-400 meters away from where SCAMP profiling took place. The ADCP was moored at 55 m depth pointing upwards and recorded the vertical structure of the velocity in 1 meter bins at a sampling rate of 1 Hz.
[23] A boat-mounted meteorological station consisted of a Zipp&Konen CNR1 Net Radiometer, Campbell Scientific Q Range (Pr = 7) Q < 1.7 1.7 < Q < 8.5 8.5 < Q < 100 Q ≥ 100
All estimates are based on a Prandtl number of 7. HMP45C temperature and relative humidity probe, and a Young 05305-AQ Wind Monitor measured air temperature, short wave radiation, long wave radiation, atmospheric pressure and relative humidity at 3.3 meters above sea surface. These measurements were coupled with measurements of wind speed and direction at 3.8 meters above the sea surface. A thermistor (Sea Bird Electronics) was located 0.2 meters below the surface to record surface water temperature. The air-sea interactions algorithms present in Fairall et al. [1996] and used in the Matlab Air-Sea toolbox (developed by S. Lentz, R. Beardsley, and R. Pawlowicz [Pawlowicz et al., 2001] ) were used to calculate the latent, sensible, net long wave heat fluxes, as well as an adjusted wind speed at 10 m above the sea surface.
Methods
[24] Relevant turbulence parameters were calculated from a fast temperature sensor (GE sensing Thermometrics FP07) and an accurate conductivity sensor (Precision Measurement Engineering) mounted on SCAMP. Temperature gradient profiles were divided into 50% overlapping segments of 256 points corresponding to a physical length of about 25 cm, and, due to the 50% overlap, returned points every ≈13 cm. The dissipation rate of turbulent kinetic energy and temperature variance ( and c T ), were estimated at each segment using the Batchelor fitting technique to the measured Two examples of Thorpe Scale averaging as described in the methods section. The solid blue line represents the original (filtered) Thorpe signal. The *'s represents the value of the average L T , and the dotted green line is the regional extent over which the averaged L T applies. The plot on the left shows when there is little variability (from 15 to 45 meters depth) the data will be averaged into one point representative of the entire region. The plot on the right shows a similar averaging in the lower region. However, the upper region was much more variable returning 6 times the number of averaged points in the upper region. Points that did not meet the goodness of fit criteria were removed and were not used in any further calculations. temperature gradient spectra using the approach described in Steinbuck et al. [2009] which yields more robust estimates of c T and at the low end of the resolvable range. A kb likelihood value described by Ruddick et al. [2000] was calculated to measure how well the measured data fit the theoretical dissipation spectrum for each Batchelor fit. A kb likelihood threshold was chosen to remove any c T values below 10 À10 (often associated with low kb likelihood) which is approximately the precision limit for the microstructure profiler. In this analysis, kb likelihood values <150 were not used. While some of these removed c T values could potentially be valid, these low kb likelihood values also identify areas where there is low temperature variance indicating that instrument noise could have a significant effect in parameter calculations thus, these areas were not used for any further parameter calculations including Thorpe Scale, Fr T and Re T . Additionally, any regions where the vertical temperature gradient was less than 10 À3 were not used in calculations.
[25] A recursive time series FP07 sensor response correction was applied prior to calculating turbulence parameters. Due to difficulties in calculating Thorpe scales in areas with little stratification, a low-pass Butterworth filter was added to the temperature and conductivity sensors to minimize amplification of Thorpe scales when the signal-to-noise ratio was small.
[26] It should be noted that while SCAMP is commonly used to measure lake and ocean microstructure, potentially more accurate profilers are now available. Profilers with larger signal-to-noise ratios could produce slightly different (smaller) Thorpe scale estimates especially in low stratification environments where estimates are most sensitive to signal-to-noise ratio issues. This potential difference could produce small shifts in the estimates of turbulence parameters such as Fr T and Re T . However, because our analysis in this paper focus on a comparison of different methodologies for estimating mixing efficiency and vertical diffusivity we are confident in the validity of our conclusions.
[27] For calculations of G, in both the I&I and SKIF&B parameterization, there are areas where the data lie outside where either parameterization is applicable. These regions were not used in this analysis. Furthermore, as mentioned in section 1.1, the I&I parameterization is formulated on data with an average Re T value of ≈40. The data set used in the present study has an average Re T value of ≈1000. Using an Re T ≈ 10 3 to derive the coefficients for the I&I parameterization returns R f values greater than 0.2. Thus, in order to maintain similar ranges for R f as I&I originally intended, an average value of Re T = 40 was used in the calculations of the coefficients. For the SKIF&B parameterization, the formulas and regions outlined in Table 2 were used for the final SKIF&B G calculations.
[28] Two methods were explored for calculating the active mixing length scale: Thorpe and Ellison. However, due to the fact that Ellison scale calculations are subject to errors from internal wave contributions, only Thorpe scales were used in this analysis. Figure 1 shows the correlation between the Thorpe Scale and the Ozmidov scale. On average Thorpe scales are slightly larger than Ozmidov scales, consistent with the findings of Dillon [1982] .
Averaging and Grouping
[29] The methods described above return calculated parameters at every ≈13 cm. These high resolution measurements make sense at small scale turbulence parameters such as dissipation () and buoyancy frequency (N). However, turbulence parameters (Re T , Fr T and Q) which are meant to give the bulk characteristics of a certain turbulent region, should be averaged on a length scale based on the active mixing length scale. Averaging points over the length of actively mixing eddies, therefore, provides a better bulk estimate of Fr T , Re T and Q for each eddy or grouping of similar eddy sizes.
[30] In order to create contiguous sections of each SCAMP cast with similar physical characteristics, each cast Note that for September 2nd and September 4th, both data records are cut short at around 9 am due to a low battery. Also note that the net heat flux changes from positive to negative around 6 pm and only becomes positive again around 9 am the next day.
was divided into sections (called Thorpe-averaged sections) within which the Thorpe scales were similar. To define the number of estimates (each estimate is an average of 256 points as described in section 2.2) in each Thorpe-averaged section, sequential Thorpe data estimates were averaged together in a section until the difference between the average L T of that section and the next sequential estimate of L T was more than 0.5 m. Once this criteria was reached, then a new section was formed beginning with the next sequential point. An example of this averaging is shown in Figure 2 . 0.5 m was chosen so that differences between the SML (surface mixed layer) and the BSML (below surface mixed layer) were not lost in the averaging. The SML was defined as the entire region just above the thermocline. The BSML was defined as the region of relatively constant stratification which included the thermocline and the measured region below it.
[31] For active mixing areas that were weakly stratified, SML, Thorpe scales tended to be large and variable. Thorpe averaging in these regions returned many Thorpe-averaged sections as the size of the eddies varied significantly. In areas isolated from the surface with some weak stratification (BSML), Thorpe scales tended to be small. In these cases, only one or two Thorpe-averaged data points were needed to represent the entire region. Figure 2 shows two examples of the Thorpe averaging for two SCAMP casts. This averaging yields more robust estimates of pertinent turbulent parameters like Fr T and Re T for similar actively overturning length scales. To facilitate Fr T and Re T calculations, and N were also Thorpe-averaged. [32] In order to understand how the turbulence differs between the SML and BSML, as well as how turbulence evolves from day to night, calculated parameters were divided into 3 distinct sections. Within the SML, two subsections were defined: when net heat flux is greater than zero (SML, Q H > 0) typically from 9 am to 6 pm each day; and when net heat flux is less than zero (SML, Q H < 0), typically from 6 pm to 9 am. The occurrence of strong heating periods were correlated with strong wind forcing which died down at night. The BSML was left as one section as it was isolated from much of the heating and wind forcing present at the surface. Net heat flux, wind speed and difference between air temperature and sea surface temperature are shown in Figure 3 . These subsections were formed to examine two potential mixing mechanisms: daytime surface mixing primarily driven by wind stress and night time mixing potentially driven by penetrative convection.
Site Conditions
[33] All sampling days exhibit similar diurnal heating patterns with heating in the surface waters in early to late afternoon causing a deepening of the thermocline which then shallows in the early morning hours (one representative day, August 28th,is shown in Figure 4) . There was about a 1 C difference between the SML and the BSML over all the days. As one might expect, the density signal is mostly driven by temperature changes, however, there does seem to be a salinity intrusion in the first few hours of the August 28th sampling.
[34] Throughout the experiment the temperature dropped about 1 C indicating some kind of larger scale circulation pattern bringing cooler, denser water to the surface. As a result the thermocline to progressively become shallower so that a higher proportion of the profiles taken on September 2nd and September 4th are sampling in the BSML. This affects the calculation of G (discussed in section 3.1) as it increases the number of low Fr T data points. Air temperatures ranged from 35-37 C during the day to about 30 C at night. While winds were relatively calm at night, they often reached 10 m/s in the afternoon.
[35] August 28th is characterized by relatively low velocities, never reaching above 0.1 m/s (Figure 4 [36] Figure 5 shows the histogram distribution of many of the calculated variables in Figure 4 . In all panels shown, there is a significant difference between the SML and the BSML. There are two points to note about . First, there is a shift between day time and night time conditions due to the wind forcing not being present at night. Second, there is an order of magnitude difference between the SML and BSML. As one might expect, N values are lower in the SML than the BSML due to surface mixing. Day time (Q H > 0) SML values of N are greater than night time (Q H > 0) due to some stratification from daytime heating. The Thorpe scales are Figure 6 . Log 10 Re T and Log 10 Fr T compiled from data from all three 24 hour sampling periods. The plot has been divided up into 3 sections; surface mixed layer when the heat flux is positive (SML, Q H > 0), surface mixed layer when the heat flux is negative (SML, Q H < 0), and the region below the thermocline (BSML). Each point is Thorpe-averaged. smallest in the BSML where stratification limits the overturns, and are largest in the SML at night when stratification from day time heating has been mixed out by late afternoon winds and penetrative convection. Due to consistent stratified conditions in the BSML, Richardson numbers are much higher in the here than in the SML. The shifts in Re T and Fr T values are consistent with the conditions described above.
[37] In order to characterize the level of turbulence in a given region, estimates of Re T and Fr T are often compared in log scale (Figure 6 ). Previous studies suggest that buoyancy controls or dominates a flow below Fr T ≈ 1 (horizontal black line) and viscosity suppresses the turbulence below Re T ≈ 15. The diagonal black line is indicative of when the combination of buoyancy and viscosity suppress the overturning scales . Figure 6 shows that Fr T values are significantly lower in the BSML than in the SML. Furthermore, most of the values in the BSML are below the Fr T values of 1, which can lead to difficulties in calculating G (when using the I&I method). In the SML, for Q H < 0, Re T estimates are higher and Fr T estimates are lower when compared to the Q H > 0 data. Using the analysis of Imberger and Ivey [1991] this shift is indicative of decaying turbulence. While turbulence during Q H < 0 could be generated by penetrative convection or by an increase in velocity (as was seen during Q H < 0), these values are clearly not large enough to compete with the turbulence generated by wind forcing.
Results
Mixing Efficiency G
[38] Figure 7 shows G values calculated with I&I and SKIF&B against Re T and Fr T collected from all three sampling days. At first glance, one notices that there are far fewer data points in the I&I parameterization than in the SKIF&B parameterization. This is due to very low Fr T values present (especially in the BSML) which are outside the range of the I&I parameterization. However, given the points that are calculated, how do the estimates of G values differ using the two methods?
[39] The SKIF&B parameterization shows a large difference between the mixing efficiency values calculated in the SML and in the BSML (location of these regions are identified in Figure 6 ). G values range from approximately 0.017-0.1 in the SML and from approximately 0.1-0.17 in the BSML. Low mixing efficiency within the SML makes sense as this layer is already mixed (low stratification) and overturns in this region do not result in additional mixing. In contrast, the layer below is slightly stratified and thus even a small amount of overturning causes mixing thus leading to more efficient mixing estimates. In contrast, the I&I G parameterization does not seem to vary over these regions. The models appear most similar at low Re T values and when Fr T is 1. In general, both models seem to show a widely varying G over the top 40 meters of the water column, in stark contrast with the common assumption of a constant G in the range of 0.17-0.2 [Gregg et al., 1986; Itsweire et al., 1993] , even though Osborn [1980] only specified G < 0.2.
[40] Given the shift in the data between Q H > 0 and Q H < 0, how is this reflected in the mixing efficiency values? There is a shift in the data to lower Fr T values and higher Re T values during the night time (Q H < 0). The I&I parameterization is not able to calculate many of the mixing efficiency values in the low Fr T region due to the limitations of their model. The SKIF&B parameterization does calculate values of mixing efficiency in this region. However, since the data shift from Q H > 0 to Q H < 0 are along lines of constant Q (which is the parameter used to calculate mixing efficiency), the shift does not change the values of mixing efficiency. 
Vertical Diffusivity
[41] While all three vertical diffusivity models seem to show variability throughout the varying turbulent regions, they vary widely. Figure 8 shows all three parameterizations while varying mixing efficiency parameterizations. k c , k r (I&I) and k r (SKIF&B) show an increase in vertical diffusivity as Fr T and Re T increase. When combined with the defined regions in Figure 6 , this also indicates that there were larger values of vertical diffusivity in the SML over the BSML. In the SML, vertical diffusivity estimates range from 10 À4 to 10 À3 m 2 s À1 and in the BSML the values range from 10 À6 to 10 À4 m 2 s À1 . k T clearly deviates from this pattern and shows increasing values of vertical diffusivity with lower Fr T estimates which is counter to what the k c and k r (SKIB&B) parameterizations show. Furthermore while k r (I&I) and k r (SKIF&B) show similar trends, the k r (I&I) parameterization does not produce vertical diffusivity estimates at low Fr T values. k r (SKIF&B) shows the most comprehensive and similar estimates to k c , however, note that k c is susceptible to spiking when there is little stratification due to the fact that the formula for k c contains (dt/dz) 2 in the denominator. Thus k c data points in the SML contain more spikes and are less reliable than those in the BSML.
[42] Figure 9 shows all four parameterizations plotted as ratios as well as a histogram comparison of all four methods of calculating vertical diffusivity. Again, k r (SKIF&B) shows the best agreement with (k c ), with complete agreement in low Re T and Fr T areas and agreement within one order of magnitude in the upper Re T and Fr T regions. The ratio of k r (I&I)/k c varies throughout the Re T and Fr T regions without showing consistent agreement within any one region. The ratio of k T /k c indicates that k T is the least accurate parameterization to use as it only shows limited Figure 8 . All three vertical diffusivity parameterizations with varying G parameterizations. Vertical diffusivity is shown in terms of the turbulence parameters Re T and Fr T . Data for this plot is from all three sampling days. Each data point has been Thorpe-averaged. agreement between the two models right at Fr T = 1which is the region that the parameterization is based on. Furthermore k T shows increased levels of vertical diffusivity in regions with higher stratification (BSML) which is not indicated in the other parameterizations.
[43] Similar to the mixing efficiency analysis, both the k c and k r vertical diffusivity parameterizations show a similar trend in the Re T -Fr T plot. Day time is characterized by higher Fr T and lower Re T values while night time is characterized by lower Fr T and higher Re T . While there is much variation between the different parameters (L T , , and N), the day time to night time shift seems to occur along lines of constant Q, thus not changing the calculations of k r and k c very much.
Conclusions
[44] Both I&I and SKIF&B parameterizations show that there is large mixing efficiency variability throughout the water column and that a single estimate from 0.17-0.2 can greatly overestimate the mixing efficiency in much of the water column. The SKIF&B mixing efficiency parameterizations seem to produce more reliable mixing efficiency estimates compared to I&I parameterizations, due to the fact that it can calculate the mixing efficiency in regions with low Fr T values.
[45] This data set is characterized by weak gradients and generally low dissipation rates and is thus a difficult data set with which to test these parameterizations. While one cannot necessarily determine which G is most accurate, one can chose which model was able to calculate the most G values given varying levels of turbulence. Due to weak temperature gradients, Thorpe scales are often amplified due to instrument noise. While extra filters were added to avoid this issue, parameterizations using Thorpe scales in their calculations could easily be contaminated by instrument noise (as is the case with I&I). Second, due to a large occurrence of small Fr T values, the I&I parameterization was not able to Figure 9 . Histogram comparison of all three vertical diffusivity parameterizations with varying G parameterizations as well as Log 10 (k r I&I/k c ), Log 10 (k r SKIF&B/k c ) and Log 10 (k T /k c ). Data is from all three sampling days. Each data point has been Thorpe-averaged. calculate a mixing efficiency for a good portion of the BSML. Given these circumstances, SKIF&B appears to be a more useful parameterization for estimating G. Using SKIF&B, mixing efficiency values did not change between day time and night time conditions due to data shifts along lines of constant Q.
[46] In regards to the vertical diffusivity models, all parameterizations range over 3 orders of magnitude given changing turbulent environments. k T directly uses estimates of the Thorpe scale which make is susceptible to instrument noise especially in low stratification conditions. Furthermore k T does not reflect changes in turbulence levels that are measured by k c . k r seems to be the best parameterization of vertical diffusivity, however, when k r is calculated using I&I estimates of G, low Fr T regions are neglected and changes between low and high Re T and Fr T values are lost. Given these conditions, k c and k r (SKIF&B) are the most reliable parameterizations for vertical diffusivity. Similar to mixing efficiency, using either k c or k r , vertical diffusivity estimates do not change between day time and night time conditions as data shift along lines of constant Q and do not alter vertical diffusivity values.
