Chromosomal aberrations in solid tumors appear in complex patterns. It is important to understand how these patterns develop, the dynamics of the process, the temporal or even causal order between aberrations, and the involved pathways. Here we present network models for chromosomal aberrations and algorithms for training models based on observed data. Our models are generative probabilistic models that can be used to study dynamical aspects of chromosomal evolution in cancer cells. They are well suited for a graphical representation that conveys the pathways found in a dataset. By allowing only pairwise dependencies and partition aberrations into modules, in which all aberrations are restricted to have the same dependencies, we reduce the number of parameters so that datasets sizes relevant to cancer applications can be handled. We apply our framework to a dataset of colorectal cancer tumor karyotypes. The obtained model explains the data significantly better than a model where independence between the aberrations is assumed. In fact, the obtained model performs very well with respect to several measures of goodness of fit and is, with respect to repetition of the training, more or less unique.
INTRODUCTION R
apid progress in our understanding of the biology of human neoplasias has been achieved during the past decades. It is now well established that cancer arises through a multistep accumulation of somatic mutations (Fearon and Vogelstein, 1990; Hanahan and Weinberg, 2000) , and that this process may proceed over many years. In most tumors, many genetic changes are microscopically visible as nonrandom and often disease-specific chromosomal abnormalities (Heim and Mitelman, 1995) . Hence, the analysis of chromosomal changes in tumor cells have been rewarding both for the characterization of tumors and for the identification of genes involved in the tumorigenetic process. In particular, the chromosomal analysis of hematological malignancies has been important in that an increasing number of diseasespecific balanced rearrangements, most often translocations, have been found (Mitelman et al., 1997) .
DEFINITIONS
The type of data used determines a set of possible aberrations; i.e., the aberrations may be chromosomal breakpoints, copy number changes for various segments, etc.
Let [n] = {1, . . . , n} represent the n aberrations chosen for the study. A sample D = {d 1 , . . . , d k } with respect to the study is then a subset of [n] . An ordering d σ 1 , . . . , d σ k of D represents the following scenario: first d σ 1 occurred, then d σ 2 , and so on. After the event d σ k occurred, the set D was reported by an aberration test. This event is called stop and denoted . Note that D alone does not give us any information which, among the k! possible orders, is the true order.
A MARKOV CHAIN MODEL FOR ABERRATIONS
In this section, we derive a Markov chain model for accumulation of aberrations. Let {X(t); t ≥ 0} be a random process, such that X(t) represents the set of events that has occurred at time t. Initially, no events have occurred; i.e., X(0) = ∅. Since events can only be accumulated, X(t 1 ) ⊆ X(t 2 ) if t 1 < t 2 . Also, if occurs at time t i , no additional events are allowed to occur and, hence, X(t j ) = X(t i ) for all t j ≥ t i . Now, given that a set Q of events has occurred where / ∈ Q, all events in Q C = ([n] \ Q) ∪ { } compete to become the next event to occur. The following assumptions are made.
(I) The time until event x ∈ Q C occurs in state Q, denoted T Q x , is exponentially distributed with intensity x (Q).
Assumption (I) means that the process lacks memory (Norris, 1997) ; that is,
This is a standard assumption for modeling failure of a system component.
Let T x and T y represent the time until event x and y occurs. Since x may affect the risk for y and vice versa, T x and T y are not guaranteed to be independent. However, being in a state Q, the number of events that have occurred stays constant, and thus assumption (II) seems reasonable.
Together, assumptions (I) and (II) give that {X(t); t ≥ 0} is a Markov chain process with the transition probability between state Q and Q ∪ {x} (Norris, 1997) given by
Furthermore, the probability for d σ 1 , . . . , d σ k occurring in this order is given by
Thus, each subset of [n] ∪ { } is a state in the Markov chain, and all states containing are absorbing states. Figure 1 shows the Markov chain when n = 2. For example, in state {1}, 2 and compete to become the next event to occur, where p {1}{1,2} = 
Definition
A NAM M is a triple M = (λ, δ, ψ), where
• λ = {λ 1 , . . . , λ n } is a set of aberration intensities, • δ = {δ ij : 1 ≤ i, j ≤ n, i = j } is a set of pairwise dependencies, and • ψ = {ψ 0 , . . . , ψ n } is a set of stop intensities.
The parameter λ i represents the intensity for aberration i in the starting state, i.e., in ∅. Furthermore, the parameter δ ij represents how the intensity for aberration j is changed when aberration i occurs and has the following interpretation:
This assumption, namely that an aberration i always affects the intensity of an aberration j with the same factor, no matter when i occurs, gives the intensity for j ∈ Q C \ { } in general
The NAM is based on the reasonable assumption that an aberration can increase or leave the probability of another aberration unchanged, i.e., that it cannot decrease the probability. So, d ij ≥ 1 for all 1 ≤ i, j ≤ n such that i = j . If δ ij = δ j i = 1, we say that aberration i and j are independent. A NAM where all pairs of aberrations are independent is said to be independent.
Concerning the intensity for , it seems reasonable that a late state and an early state differ w.r.t. the expected time until a tumor is discovered. However, all states of a NAM of equal size are assumed to have the same intensity for , where ψ i denote the intensity for in states of size i; i.e.,
This completes the definition of all the intensities involved in (1).
Likelihood computation
The likelihood of a NAM M given a sample D = {d 1 , . . . , d k } is obtained by summing over all possible scenarios. That is,
where S k is the set of all permutations of {1, . . . , k}. Computing (3) can be done in time O(n2 k ) using dynamic programming (Durbin et al., 1998) . 
Dependency graph
A dependency graph (DG) of a NAM is a graphical representation of the dependency parameters. In a DG, each node represents an aberration, and there exists a weighted directed edge from node i to node j labeled δ ij if and only if δ ij > 1. A DG facilitates a visualization of the most common pathways in a disease, typically a cancer form, represented by a Markov chain.
Consider the DG in Fig. 2a . As can be seen, aberration 1 increases the intensity of aberrations 2 and 3, aberration 2 increases the intensity of aberrations 3 and 6, and so on. Hence, given a sample {1, 2, 3}, 1, 2, 3 is a likely scenario; i.e., aberration 1 was first to occur, aberration 2 the second to occur, and so on. In particular, if λ and ψ take the values in Fig. 2b , the likelihood ratio P (1,2,3|λ,δ.ψ) P (3,2,1|λ,δ,ψ) ≈ 24.6. One advantage of NAMs is that paths do not have to be followed strictly. Given a sample {1, 2, 3, 4} and the same NAM as described above, the path 1 → 2 → 3 affects the probability also of other orderings; for example, 1, 2, 4, 3 is more likely than 3, 2, 4, 1. Another advantage is that the probability for as the next event is allowed to vary between states of equal size. For example, in state {1, 2, 6}, aberration 3 is very likely to occur, and therefore p {1,2,6},{1,2,6, } is only 0.33. On the other hand, in state {4, 5, 6}, aberration 1, 2, and 3 have the same intensity as in ∅, and p {4,5,6},{4,5,6, } = 0.60. Now, consider the DG in Fig. 2c . Obviously, the most common paths in the Markov chain are all but easy to capture and, apparently, we need a way to limit the pairwise dependencies. We leave this issue for the moment and return to it in Section 8.
LEARNING A NAM
In this section, we describe a method to learn a NAM from a set D = {D 1 , . . . , D m } of samples. We will use the approach of maximum likelihood estimation, i.e., search for the assignmentM that maximizes the likelihood,
Due to the complexity of the likelihood function, findingM is not an easy problem, and we consider heuristic methods. Most likely, one can devise an EM algorithm for learning a NAM; we have chosen not to do so, for two reason: our learning method is easy to implement, and it gives very good results. The algorithm can briefly be described as follows.
1. The parameters λ, δ, and ψ are initialized (initialization step). 2. (λ opt , δ opt , ψ opt ) ← (λ, δ, ψ).
Then, the algorithm iterates the following four steps until a local maximum is reached:
3. δ ← δ opt . 4. One parameter in δ is changed (modification step). 5. Values of λ and ψ are found, by a heuristic method, such that
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The initialization, modification, and calibration steps are presented in more detail below.
Initialization step
First, δ is set so that all aberrations are independent. That is, δ ij ← 1, for all i and j such that 1 ≤ i, j ≤ n, i = j .
Then, all intensity parameters are assigned the same value l, i.e., λ i ← l, for all i = 1 . . . n, and
Finally, the initialization step ends with a call to the calibration method (see Section 5.3), which modifies λ and ψ.
Modification step
In the modification step, one pairwise dependency parameter, say δ j k , is picked uniformly at random. The modification considered for δ j k is with equal probability to subtract one from it or to add one to it, except if δ j k = 1, then δ j k ← δ j k + 1 with probability one. Thus, we restrict dependency parameters to be positive integers.
Calibration step
For a set X = (X 1 , . . . , X k ) of samples, let
For efficiency, data generation probability computations are avoided during calibration. Instead, how well a choice of intensities λ and ψ fit the data D, given that δ is known, is evaluated by generating a number of synthetic data sets S 1 , . . . , S r from (λ, δ, ψ), each of size m, and calculating the degree of over-and underrepresentation in S = {S 1 , . . . , S r } compared to D. We say that λ j is underrepresented in
We say that λ j is the most underrepresented parameter in S if
and the most overrepresented if
Similarly, we say that ψ j is the most underrepresented parameter in S if
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The calibration algorithm iterates the following two steps:
1. A number of synthetic datasets S 1 , . . . , S r are generated from (λ, δ, ψ), each of size m.
If
is considered to be close to max λ,ψ L D (λ, δ, ψ) and λ and ψ are accepted. If not, one intensity unit is passed from the most overrepresented parameter in S = {S 1 , . . . , S r } to the most underrepresented parameter in S.
Note that this approach allows intensity units to be passed between aberration intensity parameters and stop intensity parameters.
To increase the speed of the calibration, we introduce several calibration optimizations. For example, in an early calibration stage, we pass more than one intensity unit between the two parameters.
MODULE NAM
As stated in Section 2, a NAM requires n 2 + n + 1 parameters. In our ambition to further reduce the number of parameters, we will in this section define a module NAM (MNAM) inspired by the module network of Segal et al. (2003) .
We start with some basic definitions. Two aberrations i and j are said to share dependencies if
such that x = i, j , and 3. δ ij = δ j i . Figure 3a shows a DG where aberrations 2, 3, and 4; and 5 and 6 share dependencies, respectively. We define a module to be a nonempty set of aberrations, such that if two aberrations belong to the same module then they share dependencies. Figure 3b shows a partition of the aberrations in Fig. 3a into three modules. Since all aberrations within a module share dependencies, all directed edges leading from one module i to another module j have the same weight, something we call a module dependency and denote D ij . For example, the module dependency from module 2 to module 3 in Fig. 3b is 4 , or shorter, D 23 = 4. In a MDG (Fig. 3c) , nodes are modules and weighted directed edges between modules represent module dependencies. Furthermore, in a MDG, a weighed loop represents pairwise dependencies between aberrations within a single module.
Intuitively, a MNAM is simply a NAM where pairwise dependencies are given by a module DG (MDG) instead of by a DG. Formally, a MNAM M is a quadruple M = (λ, C, D, ψ), were C = {C 1 , . . . , C N } represents the set of modules and D = {D ij : 1 ≤ i, j ≤ N } the set of module dependencies. Since 
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C and D induce δ in a natural way, a MNAM induces a NAM. Obviously, in order to benefit from a MNAM, many aberrations must, to a first approximation, share dependencies. This is, however, not an unrealistic assumption (Höglund et al., 2001 ). If C is known, the total number of parameters for a MNAM is N 2 + 2n + 1 where, hopefully, N n. Of course, C is unknown, and we will deal with this problem in the next section.
LEARNING A MNAM
In this section, we describe a method to learn a MNAM from a set D = {D 1 , . . . , D m } of samples. Note that if C is known, we can use the NAM learning algorithm described in Section 5 to learn a MNAM. The only modification needed is that instead of changing one parameter in δ explicitly in each modification step, we change one parameter in D and, hence, one or more parameters in δ implicitly. This modified version of the NAM learning method is applied to various module configurations in a search for a good configuration. The algorithm can briefly be described as follows.
1. The parameters λ, C, D, and ψ are initialized (initialization step).
Then, the algorithm iterates the following four steps until a local maximum is reached: 3. C ← C opt . 4. The multiset C is modified (modification step). 5. The values of λ, D, and ψ are determined by the modified NAM learning algorithm.
The initialization, modification, and greedy steps are presented in more detail below.
Initialization step
First, all aberrations starts from a single module, i.e.,
Second, a call to the modified NAM learning algorithm assigns λ, D, and φ.
Modification step
In the modification step, C is modified by one of the following four operations: Split, Merge, Move, or Swap, chosen at random. The Split operation splits one randomly chosen module into two, such that each aberration in the original module has the same probability to appear in any of the two new modules. For large modules, however, the Split operation is extended such that a split can result in more than two new modules. The Merge operation merges two randomly chosen modules into one, whereas the Move operation moves one randomly chosen aberration from one module to another. Finally, the Swap operation changes the module membership of two randomly chosen aberrations.
Greedy step
When choosing between (λ, C, D, ψ) and (λ opt , C opt , D opt , ψ opt ), we have to consider that they can be of different complexity, i.e., that |C| = |C opt |. A model with more parameters can more easily fit the data, so evidently, merely comparing the likelihoods is not a good idea. In particular, if all modules in C are a subset of modules in C opt , then independent of the data
In order to penalize more complex models, we define a penalizing function H (D) as
where is a penalizing parameter. The score for a model M is then defined as
The major advantages of H (D) are that it is simple to use, it does not penalize complex models when the dependency parameters are independent, and it prevents overfitting since a dependency must be strong to be invoked.
LEARNING AN ACYCLIC MNAM
Our final step is a heuristic approach to learn a MNAM such that each cycle in the MDG is a loop. Given such a graph, which we here call acyclic, we get a clear overview of the different tumor progression pathways. First, let us focus on the problem for a DG. In that case, one known approach is to allow only dependencies between two aberrations going from the more frequent aberration to the less frequent (Bulashevska et al., 2004) . However, this assumption is not appropriate for converging pathways (a → c ← b), where c is very likely to be more frequent than a and b. In order to distinguish early aberrations from late, we will instead define a measure called average number of aberrations per sample, denoted AVA. A similar measure has been used by Desper et al. (1999) . For an aberration j and a set X = (X 1 , . . . , X k ) of samples, AVA(j, X) is defined as the average size of the sets in X where j is present. More formally,
The idea is then to allow a dependency from u to v if and only if
For a module C i , we simply define AVA(C i , X) as
In the same manner, we allow a dependency between module C u and C v if and only if AVA(C u , X) ≤ AVA(C v , X). Note that these dependency restrictions are active during the whole learning process; i.e., the MDG is not pruned in the end. This is very important to point out since pruning in the end, as in Bulashevska et al. (2004) , can totally change the behavior of the model.
PENALTY PARAMETER SELECTION
Before applying the MNAM learning, we have to specify the penalty parameter . In order to find the best value of for the colorectal cancer (CC) data, we used a 5-fold cross-validation approach which now will be described.
The CC data was randomly partitioned into five equally sized partitions. For each value of considered, we (1) trained five models, each on a different set of four of the five partitions, (2) calculated the loglikelihood for each of the five models with respect to its held out partition, and (3) summarized the log-likelihoods obtained in step 2. Steps 2 and 3 were also done for five independent models, i.e., five models, each initialized on a different set of four of the five partitions. We then calculated the difference between the log-likelihood sum of the trained models for = 1.5, 2, 3, and 4 and the log-likelihood sum of the independent models (Fig. 4a) . The trained models performs much better on unseen data than the independent models, and the best trained models are obtained for = 3. As expected, a too low value of gives overtrained models, and a too high value of gives models too close to the independent model.
To be more specific, we compared the log-likelihood for each sample with more than four aberrations obtained in step 2 for the trained models with = 3 and the independent models (Fig. 4b) . As can be seen, many samples are much more likely to be generated by a trained model compared to an independent model, but very few vice versa.
VALIDATION
In this section, we derive and apply a goodness of fit measure (Section 10.1) and investigate the uniqueness of the optimal solution found by the learning algorithm (Section 10.2).
Goodness of fit
To quantify a model's goodness of fit, we want to measure how closely the model reproduces the empirical distribution. Standard measures such as the cosine distance (for example, used by Beerenwinkel et al. [2004] ) are not well suited for our data, because of the huge sample space. It is easy to obtain an ML estimation of the independent model, which will have the best possible fit to the data if the number of occurrences of each aberration is measured. Since our main interest is the dependencies between aberrations, we introduce a measure called co-occurrence distance, measuring how frequently two aberrations occur together.
First, let the co-occurrence of aberration i and j in a set X = (X 1 , . . . , X k ) of samples, denoted CO X (i, j ), be defined as
The co-occurrence distance between X and Y is then defined as the sum of squares of co-occurrence differences between X and Y ; i.e.,
2 .
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Cross validation co-occurrence distance between the test data and the empirical, trained, and the independent distribution, respectively.
We do not normalize this measure, since more frequent aberrations should have a larger influence than less frequent aberrations. Using cross-validation in the same way as described above, we sum for each partition into test and training data, the co-occurrence distance between the test data and data, of equal size, generated from 1. the empirical distribution induced by the training data, 2. the trained model, and 3. the independent model. Figure 5 shows a box-plot of 100 5-fold cross-validation runs. While the trained model performs nearly as well as the empirical training distribution, the independent model shows poor model fit.
Uniqueness of obtained solution
When the MNAM learning algorithm is applied to the same set of data several times, it should preferably converge to the same, or at least approximately the same, MDG.
In order to investigate the uniqueness of the obtained solution for the CC data, we trained five models on the whole dataset. The MDG for the best model, i.e., the one with the highest likelihood, is presented in Fig. 6 . As desired, all five MDGs were nearly identical. First, all five models predicted seven modules, and second, at most two move operations (see Section 7.2) were needed to go from the MDG in Fig. 6 to any of the other four MDGs. Aberrations predicted to belong to different modules were −10, −14p, and −15, i.e., very late events in the MDG.
DISCUSSION
We give a generative probabilistic model, based on realistic assumptions, for chromosomal aberrations. The model can be used to generate synthetic datasets, where data points are generated aberration by aberration. This facilitates studies of process dynamics and evaluations based on comparisons of datasets, such as the co-occurrence tests we perform.
Tree models, such as those described in Desper et al. (1999 Desper et al. ( , 2000 , have several disadvantages. First, the distance-based tree models are nonprobabilistic. Second, there is no reason to believe that the distances obtained from chromosomal aberration data are additive (i.e., can be represented by a tree) or close to additive. Third, there is no natural interpretation of proximity between two aberrations in the tree. Finally, a tree cannot simultaneously represent diverging and converging pathways. The latter is a severe problem, since such pathways are common as well as important (Höglund et al., 2005) .
Recently, Bulashevska et al. proposed Bayesian networks for analysis of oncogenesis. The major disadvantage of Bayesian networks is that an aberration can depend only on a limited number of aberrations or the parental conditional probability function will be overfitted. For example, in Bulashevska et al. (2004) , one aberration depends on six aberrations, which means that 64 conditional probabilities have to be estimated based on merely 123 samples. In our framework, any subset of the aberrations is a state, so the probability of an event is dependent not only on a small subset of the previously occurred events, but on all aberrations that have occurred. This reflects the fact that tumor progression is a historical process. Also, we make sure not to overfit our model by not introducing more pairwise dependencies than the data allow for. When, for instance, the MDG in Fig. 6 is compared with an alternative more detailed description, the possibility that the more detailed one is overfitted must be taken into account.
Another problem with Bayesian networks occurs when there are several starting points. In reality, the starting points are typically negatively correlated, since after one has been acquired the progression has started and it is likely that tumor discovery occurs before the other starting points occur. However, in a Bayesian network, only one starting point in any pair of starting points can depend directly on the other. In our framework, such negative correlations are accomplished by an increased intensity for a subset of other aberrations.
The model we derive of karyotypic evolution in colorectal cancer fits well with previous results obtained by methods based on correlation. Höglund et al. (2002) presented a model of the karyotypic evolution obtained through principal component analysis. This analysis revealed two major pathways of which one was dominated by gains, preferentially +7, +8q, +17q, +12p, +5p, +9, +13q, and +20 and a second by losses, particularly by 1p−, 5q−, 8p−, and 6q−. Both of these pathways are reproduced in the MDG with the highest likelihood (Fig. 6) . Interestingly, 17p− and 18q−, which together form a central late node in the MDG in Fig. 6 , were important changes in both pathways. Furthermore, previous cytogenetic and molecular studies have pointed to the importance of +7, +13, and +20, and 1p− as early changes in colorectal tumors (Bomme et al., 1996 (Bomme et al., , 2001 Bardi et al., 1993) .
Again, in contrast to the model derived by Radmacher et al., which does not explain their data significantly better than a model where independence is assumed, the model we derive does significantly better. This can possibly be explained by a combination of (i) the novel training procedure, (ii) the further reduction of parameters, and (iii) the different modeling of tumor discovery. Another possibility is that we consider copy number aberrations in colorectal cancer while Radmacher et al. consider breakpoints in melanoma. 
