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Abstrakt 
Práce se zabývá metodami počítačového zpracování podpisového vzoru a 
jeho analýzou s využitím umělé neuronové sítě. Jde o procesy, při kterých je nejprve 
podpis digitalizován a zpracováván pomocí metod předzpracování a segmentace. 
Poté je objekt podpisového vzoru popsán pomocí centrálních geometrických 
momentů a momentových charakteristik. Nakonec probíhá klasifikace vícevrstvým 
perceptronen, pomocí jehož výstupů bude určena osoba, které podpis patří. 
 
Klíčová slova 
Počítačové zpracování obrazu, umělá neuronová síť, vícevrstvý perceptron, 
backpropagation, geometrické momenty, analýza podpisového vzoru. 
 
Abstrakt 
This bachelor thesis deals with methods of human signature and its analysis 
in practical service of artificial neural network. Actual processing and analysis of 
human signature consist in few steps. First of all, the signature pattern is digitized 
and processed with the assistance of preprocessing and segmentation methods. 
Afterwards, the object of human signature pattern is described with the assistance of 
centric geometric moments and moments invariant characteristics. Finally, the 
pattern is classified by multilayer perceptron, whose outputs determine the person, to 
that signature belongs to. 
 
Keywords 
Image processing, artificial neural network, mulilayer perceptron, 
backpropagation, geometric moments, analysis of human signature.
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ÚVOD 
Tato práce se zabývá analýzou podpisového vzoru pomocí dopředných 
neuronových sítí. V teoretickém úvodu je nejprve rozebráno počítačové zpracování 
obrazu a problematika neuronových sítí. Nejdříve jsou popsány jejich základní 
vlastnosti a architektury a poté se práce podrobně zabývá vícevrstvým perceptronem 
s učícím algoritmem backpropagation a jeho modifikacemi.  
V další části bakalářské práce je navrženo možné řešení pro praktickou 
realizaci, které je následně realizováno ve vývojovém prostředí Matlab. Poté jsou 
navržené metody testovány a vybrány ty, jež mají nevyšší úspěšnost. Poslední 
podkapitola se věnuje možnostem možných vylepšení, která by mohla zlepšit 
úspěšnost programu. 
 
CÍL PRÁCE 
Cílem této práce je vytvořit program, jenž bude schopný se naučit 
rozpoznávat konečný počet podpisů. Program tedy bude rozhodovat, které osobě 
daný podpis náleží. Úspěšnost tohoto programu by měla být minimálně 50 % na 
testovacích datech. 
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1. POČÍTAČOVÉ ZPRACOVÁNÍ OBRAZU 
Postup zpracování a rozpoznávání obrazu reálného světa je možné rozložit do 
následujících sekvencí[1]: 
1. snímání, digitalizace a uložení obrazu v počítači, 
2. předzpracování, 
3. segmentace obrazu na objekty, 
4. získání  popisu objektů, 
5. analýza  obrazu. 
1.1 SNÍMÁNÍ A DIGITALIZACE OBRAZU 
Prvním krokem ve zpracování obrazu je snímání, digitalizace a uložení 
obrazu v číselné formě do počítače. 
1.1.1 Snímání obrazu  
Při snímání dochází ke konverzi vstupní spojité fyzikální veličiny na spojitý 
elektrický signál. Vstupní informací nemusí vždy být jen jas z kamery či skeneru, ale 
mohou jí být i jiné veličiny, jako je intenzita rentgenového záření, ultrazvuk či 
tepelné záření. Matematickým modelem obrazu může být spojitá matematická 
funkce f(i, j) dvou argumentů, souřadnic v rovině. Této funkci se obvykle říká 
obrazová funkce[1]. 
Hodnotami obrazové funkce mohou být např.[2]: 
• jas (černobílá kamera), 
• složky RGB (barevná kamera), 
• teplota (termovizní kamera), 
• schopnost pohlcovat záření (rentgenový tomograf). 
1.1.2 Digitalizace obrazu 
Digitalizací se převádí vstupní spojitý analogový signál do diskrétního tvaru. 
Digitální obraz je tedy diskrétním ekvivalentem spojité obrazové funkce f(i, j). Je 
získán pomocí vzorkování obrazu do matice M×N bodů a kvantováním do K úrovní.  
Jednomu prvku matice se říká obrazový element (picture element - pixel). Z hlediska 
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zpracování obrazu jde o dále nedělitelnou jednotku. Díky kvantování má digitální 
obraz celočíselné hodnoty. Vzorkování se řídí obecně známým Shannonovým 
teorémem. Z tohoto teorému plyne, že nejmenší detail v digitálním obraze musí být 
dvojnásobkem vzorkovacího intervalu. Volba intervalu je jednou z nejdůležitějších 
částí digitalizace. Malé rozlišení vede ke ztrátě detailní informace, naopak 
nepřiměřeně velké rozlišení klade vysoké nároky na paměť a tím snižuje rychlost 
zpracování. [3]. 
Další důležitou částí digitalizace je výběr plošného uspořádání bodů pro 
vzorkování. Vzorkovací body bývají obvykle umístěné v některé pravidelné 
vzorkovací mřížce. Obvykle se používá čtvercová (Obr. 1.1a), hexagonální (Obr. 
1.1b) nebo trojúhelníková (Obr. 1.1c). Při zpracování podpisu bude použita 
čtvercová mřížka[1][2]. 
 
Obr. 1.1: Vzorkovací mřížky, A) čtvercová, B) hexagonální, C) trojúhelníková 
1.2 PŘEDZPRACOVÁNÍ OBRAZU 
Vstupem i výstupem předzpracování je digitální obraz. Cílem předzpracování 
je potlačit šum a zkreslení vzniklé při digitalizaci a přenosu. Pokud je znám charakter 
zkreslení nebo šumu, je možné tuto chybu redukovat pomocí korekcí, které jsou 
metodami předzpracování obrazu. Tyto metody je možné dělit na[3][5]: 
• filtrace šumu, ostření a detekce hran 
• jasové transformace 
• geometrické transformace 
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1.2.1 Filtrace šumu 
Metoda prostého průměrování 
Podle [5] tato metoda patří mezi nejméně účinné. Její aplikace na zašuměný 
obraz vede k rozmazání. Metoda je založena na průměrování hodnot v okolí bodu. 
Hodnota výsledného bodu záleží na tom, jakou použijeme konvoluční masku. 
Metoda prostého průměrování se dá popsat podle [4] vztahem (1). Ukázka účinnosti 
filtru je  na Obr. 1.2. 
  ( )
( )
( )1
,
( , ) , , ,t t
m n
f x y f x m y n h m n+
∈Ο
= + + ⋅∑∑      (1) 
kde O je okolí bodu. 
Konvoluční matice může mít různé tvary podle vzorce (2): 
Průměrování v okolí 3 3
1 1 1
1 1 1 1 .
9
1 1 1
Zvýraznění pixelu blíže středu masky
1 1 1 1 2 1
1 11 2 1 ,  2 4 2 .
10 14
1 1 1 1 2 1
h
h h
×
 
 
= ⋅  
  
   
   
= ⋅ = ⋅   
      
  (2) 
 
Obr. 1.2: Ukázka filtru pomocí prostého průměrování 
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Filtrace mediánem 
Podle [5] filtrace mediánem patří mezi výpočetně nenáročné a přitom je velmi 
robustní (snese až 50 % vychýlených hodnot). Výpočet mediánu je pro diskrétní 
obrazovou funkci jednoduchý. Stačí uspořádat vzestupně hodnoty jasu v lokálním 
okolí a medián určit jako prvek, který je uprostřed této posloupnosti. Jako okolí se 
obvykle používá čtvercová matice o lichém počtu řádků. Hlavní nevýhodou této 
filtrace se čtvercovým okolím je to, že porušuje tenké čáry a rohy v obraze. Můžeme 
ji popsat pomocí vzorce (3) 
( ),  ,f x y = Ο%      (3) 
( )kde  je medián okolí bodu ,x yΟ% . Ukázka funkčnosti filtrace mediánem je na 
Obr.1.3. 
 
Obr. 1.3: Ukázka filtrace mediánem 
Metoda rotující masky 
Filtrace metodou rotující masky se snaží podle homogenity jasu najít 
k filtrovanému bodu takové okolí, ke kterému pravděpodobně patří. Na Obr. 1.4  je 
znázorněn princip této metody pro okolí 5x5 s rotující maskou o rozměru 3x3. Maska 
může mít devět poloh, z nichž se vybere ta, ve které je rozptyl jasu nejmenší.  
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Metodu rotující masky lze použít i iterativně. Tento proces poměrně rychle 
konverguje do stabilního stavu, kdy se již obraz dále nemění. Metoda má mírně 
ostřící  charakter a nerozmazává hrany. Homogenita obrazu se často měří rozptylem 
jasu[5]. 
 
Obr. 1.4: Princip metody rotující masky 
1.2.2 Jasové transformace 
Transformace jasové stupnice 
Metoda transformace jasové stupnice je založena na tom, že je možné vybrat 
určité jasové hodnoty, které chceme potlačit, nebo lze naopak vybrat ty hodnoty, jež 
chceme zdůraznit. Tato selekce je realizována pomocí převodní funkce g(i). 
Výsledný vztah lze popsat pomocí vztahu (4). Ukázka převodní funkce je na Obr.1.5. 
( ) ( )( )1 , ,t tf x y g f x y+ = ,    (4) 
kde g(i) je převodní jasová funkce. Ze vztahu je vidět, že tato metoda neklade 
důraz na okolí bodu, proto je vhodná pouze v některých případech. 
 
Obr. 1.5.: Ukázka použití transformace jasové stupnice 
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Ekvalizace histogramu 
Ekvalizace histogramu je algoritmus, který změní rozložení intenzit v obraze 
tak, aby se v něm vyskytovaly pokud možno intenzity v širokém rozmezí, a to 
přibližně se stejnou četností. U obrazů s konečným počtem obrazových bodů se lze 
tomuto cíli jen přiblížit. Ekvalizace umožňuje v obraze s celkově vysokým 
kontrastem zvýraznit špatně rozpoznatelné detaily s nízkým kontrastem. Toto 
zvýraznění je patrné na Obr. 1.6.  K odvození dojde podle [5] následujícím 
způsobem: 
Nechť <p0,pk> je interval jasů ve vstupním obraze a H(p) nechť je histogram 
vstupního obrazu. Cílem je najít monotónní jasovou transformaci q = T(p), aby 
výsledný histogram G(q) byl rovnoměrný  pro celý vstupní  interval jasů <q0, qk>. 
Z požadavku na monotónnost zobrazení T plyne  
0 0
( ) ( )  .
k k
i i
i i
G q H p
= =
=∑ ∑     (5) 
Součty v rovnici (5) mohou být chápany jako distribuční funkce diskrétního 
rozdělení. Pro obraz s N řádky a sloupci a žádaný histogram G(q) odpovídá 
konstantní hustota pravděpodobnosti, jejíž hodnota gc je  
2
0
  .c
k
Ng
q q
=
−
     (6) 
Výsledek rovnice (6) nahradí levou stranu rovnice (5). Opravdu rovnoměrný 
výstupní histogram by bylo možné získat pro spojité rozdělení, pro které by rovnice 
(5) nabyla tvaru 
( ) ( )
0 0
2
02
0 0
1
  .
q p
k kq p
N q q
N ds H s ds
q q q q
−
= =
− −
∫ ∫    (7) 
Nyní již můžeme zapsat výslednou jasovou transformaci T. 
( ) ( )
0
0
02   .
p
k
p
q qq T p H s ds q
N
−
= = +∫     (8) 
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Integrál v rovnici (8) se nazývá kumulativní histogram. V digitálních obrazech se 
aproximuje součtem, a proto výsledný  histogram není vyrovnán ideálně. Pro 
digitální obraz rovnici (8) přepíšeme 
( ) ( )
0
0
02   .
p
k
i p
q qq T p H i q
N
=
−
= = +∑     (9) 
Obr. 1.6: Ekvalizace histogramu 
1.2.3 Matematická morfologie 
Metody nalezení skeletonu 
Skeleton je kostra nebo také středová osa objektu, která zachovává topologii 
vstupního obrazu. Existuje mnoho metod, jež vedou k nalezení skeletonu. Mezi 
základní principy těchto metod patří: 
• Metoda sekvenčního ztenčování 
• Metoda maximálních disků 
• Vpisování kruhů 
• Metody pomocí koutkové reprezentace 
Ukázka metody nalezení skeletonu je na Obr. 1.7.  
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Obr 1.7: Nalezení skeletonu v podpisu 
 
1.3 SEGMENTACE 
Podle [5] je segmentace obrazu jedním z nejdůležitějších kroků, které vedou 
k analýze obsahu zpracovávaných obrazových dat. Snahou je rozčlenit obraz na části, 
jež mají úzkou souvislost s předměty či oblastmi reálného světa zachyceného na 
obraze. Výsledkem má být soubor vzájemně se nepřekrývajících oblastí, které buď 
jednoznačně korespondují s objekty vstupního obrazu, a v tom případě jde o 
kompletní segmentaci, nebo vytvořené segmenty přímo souhlasit s objekty obrazu 
nemusejí - potom jde o částečnou segmentaci. Pro kompletní segmentaci je obecně 
nezbytná spolupráce s vyšší úrovní zpracování, ve které se využívá konkrétních 
znalostí řešeného problému. 
1.3.1 Segmentace prahováním 
Podle [5] je nejjednodušším segmentačním postupem prahování. Vychází ze 
skutečnosti, že mnoho objektů či oblastí obrazu je charakterizováno konstantní 
odrazivostí či pohltivostí svého povrchu. Pak je možné využít určené jasové 
konstanty prahu k oddělení objektů od pozadí. Prahování patří mezi nejstarší 
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segmentační metody a v jednoduchých případech je i nadále užíváno. Vzhledem 
k výpočetní nenáročnosti je nejrychlejší segmentační metodou, lze ji provádět 
v reálném čase. Prahování je transformace vstupního obrazu f na výstupní binární 
obraz g podle vztahu (10) 
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kde T je předem daná konstanta nazvaná práh a g(i,j)=1 pro obrazové elementy 
náležející po segmentaci objektům a g(i,j)=0 pro elementy pozadí (nebo naopak)[5]. 
Jako příklad slouží Obr. 1.8, na němž je patrné, jak je důležité zvolit správný 
práh T. Pokud je práh zvolen příliš nízko, tak se z obrazu ztrácejí důležité části 
objektu. Naopak je-li práh vysoký, tak se v obraze objeví i nedůležité informace, 
které s objektem nesouvisejí. 
 
Obr. 1.8: Ukázka segmentace prahováním 
Metoda procentního prahování 
Je-li předem známa vlastnost, kterou má obraz po segmentaci mít, je určení 
prahu velmi jednoduché. Práh se pak určuje tak, aby tuto vlastnost segmentováním 
splnil. Úlohou daného typu je segmentace stránky tištěného textu na znaky a pozadí, 
pokud je známo, že písmena pokrývají 1/p plochy stránky. S využitím znalosti 
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poměru ploch objektů a pozadí je snadné určit (na základě histogramu) takovou 
hodnotu prahu T, aby právě 1/p plochy mělo úrovně jasu menší než T. V praxi se ale 
příliš nepoužívá, jelikož znalost procentuálního zastoupení nebývá obvykle 
k dispozici[5]. 
Metody založené na tvaru histogramu 
Jsou-li v obraze objekty přibližně téhož jasu jasově odlišné od pozadí, je 
histogram jasu dvouvrcholový (bimodální). Jeden z vrcholů odpovídá četnosti 
obrazových elementů pozadí, druhý pak četnosti elementů objektů[5]. Na Obr. 1.9. je 
ukázán histogram originálního obrázku z Obr. 1.8. Na histogramu jsou vidět dvě 
výraznější maxima, mezi nimiž leží výsledný práh. Z tohoto je patrné, že v okolí 
prahu je četnost jasových úrovní velmi malá, což splňuje požadavek na minimální 
segmentační chybu. 
 
Obr. 1.9: Princip metody založené na tvaru histogramu 
1.3.2 Segmentace na základě detekce hran 
Tato metoda vychází ze skutečnosti, že hranice oblastí obraz sestávají z hran, 
které jsou nalezeny aplikací některého z hranových operátorů. Takto nalezené hrany 
označují ta místa obrazu, v nichž dochází k jisté nespojitosti – obvykle v hodnotě 
jasu, ale také například v barvě nebo textuře. Vzniklý obraz po aplikaci hranového 
operu je pro segmentační výstup téměř nepoužitelný. Proto musí po detekci hran 
následovat další zpracování obrazu hran, které spojuje hrany do řetězů lépe 
odpovídajících průběhu hranic. Cílem je dosáhnout alespoň částečné segmentace 
obrazu, tedy vytvořit z velkého množství hran obraz, v němž se budou vyskytovat  
pouze takové řetězy hran, kterým v původním obraze odpovídají hranice oblastí nebo 
částí obrazu[5]. 
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Nejčastějším problémem, s nímž si musí hranové segmentační metody poradit 
a který je způsobený šumem nebo neužitečnou informací obsaženou v obraze, je 
výskyt hran v místech bez přítomnosti skutečné hranice a současně absence hran tam, 
kde hranice skutečně probíhá. Je zřejmé, že obě tyto nepřesnosti negativně ovlivňují 
segmentaci. 
1.4 PŘÍZNAKOVÝ POPIS OBJEKTŮ 
1.4.1 Mřížkové funkce 
Tento popis je založený na rozdělení vstupního rastru do n oblastí. Těmto 
oblastem jsou postupně přiřazovány různé vlastnosti (hustota pixelů, převažující 
směr, počet průchodů atd.) 
Hustota pixelů 
Podle [11] je hustota pixelů definována jako počet pixelů představujících 
objekt v každé oblasti mřížky. Na Obr. 1.10b je ukázka hustoty pixelů v mřížce o 
rozměru 25×10. Čísla v mřížce označují počet pixelů v dané oblasti. 
 
Obr. 1.10: Hustota pixelů 
 
Převažující axiální sklon 
            Tato metoda spočívá v určení převažujícího směru v dané oblasti mřížky. 
Tento směr se podle [11] určí na základě okolí pixelu. Směru se přiřadí hodnota 
podle Obr. 1.11. 
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Obr. 1.11: Přiřazení hodnot jednotlivým směrům 
1.4.2 Geometrické momenty 
Podle [6] jsou geometrické momenty fotometrické příznaky založené na 
regionech, jejich výpočet tedy vychází z tvaru objektu a jasových hodnot jeho pixelů. 
Geometrických momentů lze pro každý objekt sestavit teoreticky nekonečně mnoho 
a čím více momentů popisuje daný objekt, tím je tento objekt popsán věrněji. 
Základní geometrický moment řádu p+q se stanoví podle [5] vzorce (11) 
  ( ),  ,p qpq
i j
m i j f i j
∞ ∞
=−∞ =−∞
= ⋅ ⋅∑ ∑     (11) 
kde i, j jsou souřadnice bodů v oblasti. Invariantnosti vzhledem k posuvu lze docílit 
použitím centrálních  geometrických momentů, které jsou definovány vztahem (12) 
  ( ) ( ) ( ),  ,p qpq t t
i j
i x j y f i jµ = − ⋅ − ⋅∑∑    (12) 
kde xt a yt jsou souřadnice těžiště oblasti; lze získat ze vztahů (13) 
10 10
00 00
,         ,t t
m m
x x
m m
= =      (13) 
kde m00 udává v případě binárního obrazu jeho velikost[5]. Centrální momenty jsou 
invariantní vůči posunutí objektu. Mění se však otočením objektu a změnou měřítka 
zobrazení[7]. 
 
Obr. 1.12: Ukázka po výpočtu souřadnic těžiště T = (90, 78) 
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Požadavek invariantnosti vůči změně měřítka vykazují normované centrální 
momenty, které lze spočítat pomocí vztahu (14) 
00
,     =TRUNC 1,
2
pq
pq
p q
γ
µ
ϑ γ
µ
+ 
= + 
 
   (14) 
kde TRUNC(x) značí celou část x. Nezávislost momentů na otočení zajistí vhodnou 
volbu souřadné soustavy tak, aby centrální moment µ11=0. Jiný způsob pro zajištění 
invariantnosti používá příznaků následujících sedmi momentových charakteristik[5]. 
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1.4.3 Jednoduché skalární popisy oblastí 
Velikost 
Nejjednodušší vlastností objektu je jeho velikost. Velikost oblasti je dána 
počtem obrazových elementů, které představují objekt. Při běžné rastrové 
reprezentaci obrazu jde o jednoduché počítání elementů[5]. Z této definice vyplývá, 
že velikost odpovídá momentu nultého řádu m00, který lze vypočítat podle (11).  
Projekce, výška, šířka 
Podle [5] je definice horizontální p(i) a vertikální projekce oblasti dána 
vztahy (16) 
( ) ( ) ( ) ( ),  ,      ,  .
j i
p i f i j p j f i j= =∑ ∑    (16) 
ÚSTAV AUTOMATIZACE A MĚŘICÍ TECHNIKY 
Fakulta elektrotechniky a komunikačních technologií 
Vysoké učení technické v Brně 
 
 
23 
Projekce se nejčastěji používají v souvislosti s binárními obrazy. Pod pojmem výška 
(šířka) oblasti rozumíme maximální hodnotu vertikální (horizontální) projekce 
binárního obrazu. 
 
Výstřednost 
Nejjednodušší  mírou výstřednosti je poměr délek nejdelších na sebe kolmých 
tětiv, Obr. 1.13. Jiná možnost určení výstřednosti je založena na poměru velikosti 
hlavních setrvačných os oblasti a vychází z určení centrálních momentů oblasti [5] 
podle vztahu (17) 
( )220 02 11
00
 .výstřednost µ µ µ
µ
− +
=     (17) 
 
Obr. 1.13: Výstřednost 
Podlouhlost 
Podle [6] je podlouhlost definována jako poměr dvou stran obdélníku 
opsaného objektu. Obdélník musí splňovat podmínku minimálního obsahu. Nalezení 
optimální hodnoty otočení opisujícího obdélníku z hlediska minimálního obsahu je 
řešeno postupným natáčením v diskrétních krocích. 
 
Nekompaktnost 
Tato vlastnost objektu udává podle [5][6] míru podobnosti oblasti 
k ideálnímu kruhu. Nekompaktnost můžeme popsat pomocí vztahu (18). 
                       
oblastivelikost
obvod
ostnekompaktn
_4
2
⋅⋅
=
pi
                             (18) 
V digitalizovaných snímcích nabývá nekompaktnost hodnot z intervalu 
);1 ∞〈 . Na Obr. 1.14 je ukázáno jak se nekompaktnost mění s povahou tvaru. 
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Obr. 1.14: Nekompaktnost u různých tvarů 
 
Vektor tvaru 
Z těžiště objektu jsou vysílány paprsky všemi směry a jejich délky k hranici objektu 
tvoří vektor, který je nezávislý na rotaci. Pokud je vektor normován nejdelším 
paprskem na hodnotu jedna, je zaručena i nezávislost na změně měřítka[6]. 
1.4.4 Detekce natočení s využitím neuronové sítě 
Princip této metody spočívá v tom, že je neuronové síti (viz kapitola 1.6)  
předložena trénovací množina složená z různě natočených objektů. Pomocí těchto 
trénovacích vzorů se síť naučí rozpoznávat úhel natočení. Příkladem může být 
vícevrstvý preceptor. Jeho vstupní vrstva je složena ze stejného počtu neuronů, jako 
je počet bodů vstupního rastru. Dále síť obsahuje skryté a výstupní vrstvy, které mají 
obvykle tolik neuronů, kolik potřebujeme rozeznávat poloh natočení. Tato metoda se 
obvykle používá v situacích, kdy předešlé metody selhávají. 
1.5 POROZUMNĚNÍ OBSAHU A KLASIFIKACE 
Finálním krokem při zpracovávání obrazu je klasifikace (rozpoznávání 
obsahu). Většinou se jedná o zařazení objektů nalezených v obraze do skupiny 
předem známých tříd.  Stroj, který tuto činnost vykonává, se nazývá klasifikátor. 
Průběh rozpoznávání podpisu zobrazuje Obr. 1.15. 
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Obr. 1.15: Průběh rozpoznávání obrazu 
1.5.1 Rozpoznávání příznakově popsaných předmětů 
Příznakový popis předmětu se vyznačuje číselným charakterem 
elementárních popisů. Elementární popisy nazýváme příznaky a značíme je x1, … , 
xn. Obraz x předmětu je sloupcový vektor, jehož souřadnice tvoří jednotlivé příznaky. 
Množina všech možných obrazů pak vytváří n-rozměrný prostor, který se nazývá 
obrazový prostor X. Za vhodného výběru příznaků je podobnost předmětů v každé 
třídě vyjádřena geometrickou blízkostí jejich obrazů v obrazovém prostoru. 
Jednotlivým třídám odpovídají shluky obrazů, jež lze zhruba oddělit vhodnou 
křivkou nebo u vícerozměrných obrazů nadplochou, která se nazývá rozdělující 
nadplocha. Existuje-li pro určitou úlohu klasifikace taková rozdělující nadplocha, že 
v každé z oblastí K1, …, Kn leží pouze obrazy z jedné třídy, lze říci, že se jedná o 
úlohu se separabilními množinami obrazů. Je-li možné všechny třídy navzájem 
oddělit částmi nadrovin, lze pak hovořit o lineární separabilitě. U separabilních úloh 
může každý obraz reprezentovat výhradně předměty z této třídy. Existuje-li 
informace o této skutečnosti, je nazývána apriorní informací o separabilitě. Intuitivně 
lze očekávat, že u separabilních množin obrazů je možné dosáhnout bezchybné 
klasifikace. 
Převážná část praktických úloh však nemá separabilní množiny. V takovém 
případě umístění rozdělující nadplochy v obrazovém prostoru musí představovat 
nějaký kompromis. Oblasti Ki nelze vymezit tak, aby v každé z nich byly výlučně 
obrazy ze stejné třídy, a proto je část předmětů vždy chybně klasifikována[5]. 
1.5.2 Princip a činnosti klasifikátoru 
Klasifikátor pro předměty popsané příznaky je stroj s n vstupy a jedním 
výstupem. Na každý vstup je přiváděna informace o hodnotě jednoho z n příznaků 
x1, … , xn, které jsou měřeny na klasifikovaném předmětu. Při klasifikaci do R tříd se 
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na výstupu generuje jeden ze symbolů Rωω ,...,1 , jenž uživatel interpretuje jako 
rozhodnutí o třídě klasifikovaného předmětu. Tyto symboly se nazývají indikátory 
třídy. 
Vztahy mezi vstupy a výstupem klasifikátoru popisuje funkce ( )xd=ω , která 
je nazývána rozhodovacím pravidlem. Rozhodovací pravidlo rozděluje obrazový 
prostor na R disjunktních podmnožin Kr, r=1, …, R tak, že podmnožina Kr obsahuje 
všechny obrazy x, pro které platí ( )xdR =ω . Rozhraní mezi podmnožinami Kr, r=1 
,…, R tvoří již výše uvedené rozdělující nadplochy. V jejich určení spočívá návrh 
klasifikátoru[5]. 
1.5.3 Neuronová síť jako klasifikátor 
Jako samotný klasifikátor může sloužit i neuronová síť. Neuronové sítě patří 
do skupiny tzv. hybridních inteligentních systémů (Obr. 1.16). Jejich největší 
výhodou je schopnost generalizace (zobecnění) nad naučeným materiálem, což 
znamená, že neuronová síť je schopna na základě naučených vzorů posuzovat jevy, 
které nebyly součástí učení. Tato skutečnost je velkou výhodou 
v rozpoznávání obrazu, protože pravděpodobnost, že konkrétní vstup bude odpovídat 
vzoru, jež je určen jako typický reprezentant třídy, je velmi malá[7][8].   
Efektivitu klasifikace lze odvodit jak z množství trénovacích dat, tak i z jejich 
struktury[9].  
 
Obr. 1.16: Postavení neuronových sítí v Hybridních inteligentních systémech 
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1.6 NEURONOVÉ SÍTĚ 
Neuronová síť je jedním z výpočetních modelů používaných v umělé 
inteligenci. Jejím vzorem je chování odpovídajících biologických struktur. Umělá 
neuronová síť je struktura určená pro distribuované paralelní zpracování dat. Skládá 
se z umělých (nebo také formálních) neuronů, jejichž předobrazem je biologický 
neuron. Neurony jsou vzájemně propojeny a navzájem si předávají signály a 
transformují je pomocí určitých přenosových funkcí. Neuron má libovolný počet 
vstupů, avšak pouze jeden výstup[13]. 
Obecně se neuronovými sítěmi zabývají dva základní směry. První se věnuje 
matematické aproximaci biologických neurálních systémů, druhý se zabývá 
zjednodušením matematického modelu pro využití v technické praxi, a to se 
zachováním klíčových vlastností jako je generalizace, schopnost učení a predikce. 
 
Formální neuron 
            Základem matematického modelu neuronové sítě je formální neuron. Jeho 
struktura je schematicky znázorněna na Obr. 1.17. Formální neuron yj (dále jen 
neuron) má n obecně reálných vstupů x1,...,xn, které modelují dendrity. Vstupy jsou 
ohodnoceny reálnými synaptickými váhami w1j, , wnj., jež určují jejich propustnost. 
Ve shodě s neurofyziologickou motivací mohou být synaptické váhy i záporné, čímž 
se vyjadřuje jejich inhibiční charakter[8]. 
 
Obr. 1.17: Formální neuron 
Vážená suma představuje vnitřní potenciál j neuronu definovaný vztahem (19): 
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1
 .
n
j ij i j
i
w x bξ
=
= ⋅ +∑      (19) 
Hodnota vnitřního potenciálu ξ po dosažení prahové hodnoty bj indukuje výstup 
(stav) neuronu yj, který modeluje elektrický impuls axonu. Nelineární nárůst výstupní 
hodnoty yj = f(ξj) je při dosažení prahové hodnoty potenciálu bj dán aktivační 
(přenosovou ) funkcí f. Nejjednodušším typem přenosové funkce je ostrá nelinearita, 
která je definovaná pro j neuron [8] podle vztahu (20) 
( ) 1         0   .0         0jj jf
ξξ ξ
≥
=
<
    (20) 
XOR problém 
 Typickým příkladem logické funkce, kterou nelze počítat pomocí jednoho 
neuronu, je vylučovací disjunkce XOR. Na Obr. 1.18a je znázorněn vstupní prostor 
E2 neuronu, jenž by měl reprezentovat funkci XOR. Je jasné, že neexistuje nadrovina 
(přímka), která by oddělila body příslušející k výstupu 1 od bodů odpovídajících 
výstupu 0. Z toho vyplývá, že pro řešení složitějších úloh je potřeba neurony 
spojovat do sítě stejně tak, jak je tomu v nervové soustavě člověka[10]. 
 
Obr. 1.18: Porovnání funkce XOR a OR 
 
Učení neuronových sítí 
 Podle [14] je cílem učení nastavit váhy wij tak, aby síť vytvářela správnou 
odezvu na vstupní signál. Rozdělení podle způsobu učení je znázorněno na Obr.1.19. 
Základní způsoby učení: 
• Učení s učitelem 
Neuronová síť se učí srovnáváním aktuálního výstupu s výstupem 
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požadovaným (učitel) a nastavováním vah synapsí tak, aby se snížil rozdíl 
mezi skutečným a požadovaným výstupem. 
• Učení bez učitele 
Sítě bez učitele fungují převážně na principu samoorganizace. Tedy hledají ve 
vstupních datech skupiny s charakteristickými vlastnostmi, které jsou formou 
adaptace pokryty působením neuronů. 
 
Obr. 1.19: Rozdělení neuronových sítí 
 Architektura neuronových sítí 
Neuronové sítě se podle architektury dělí na: 
• Cyklické (rekurentní) 
V případě cyklické topologie existuje v síti skupina neuronů, která je 
zapojena v kruhu (tzv. cyklus). Nejjednodušším případem cyklu je zpětná 
vazba neuronu, jehož výstup je zároveň jeho vstupem (Obr. 1.20a). 
• Acyklické (dopředné) 
U této neuronové sítě lze neurony vždy (disjunktně) rozdělit tzv. vrstev 
(Obr.1.20b), které jsou uspořádány tak, že spoje mezi neurony vedou jen 
z nižších vrstev do vyšších a obecně můžou přeskočit jednu nebo více 
vrstev[10]. 
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Obr. 1.20: Architektury neuronových sítí 
1.6.1 Vybrané architektury neuronových sítí 
Lineárně asociativní paměť (LAM) 
Je jednovrstvá síť s dopředným šířením a pevnými vahami. Vstupní vektory 
mohou být binární (0/1), popř. reálné. U asociativní paměti probíhá vybavení 
příslušné informace na základě její částečné znalosti (asociace). Schéma sítě je 
zobrazeno na Obr. 1.21. 
 
Obr. 1.21: Lineární asociativní paměť 
Výstupní hodnoty neuronů: 
- pro reálné vstupy se vypočítá výstup podle vztahu (21): 
1
       1,..., .
N
j ij i
i
y w x j M
=
= =∑     (21) 
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- pro binární vstupy se vypočítá výstup podle vztahu (22): 
1
-        1,..., .
N
j h ij i j
i
y f w x j M
=
 
= Θ = 
 
∑    (22) 
Lineární asociativní síť se používá například jako hetero/auto asociativní 
paměť nebo při rekonstrukci neúplných a šumem poškozených obrazů[10][14]. 
Dvousměrná asociativní paměť (BAM) 
 Je dvouvrstvá rekurentní neuronová síť s pevnými vahami (viz Obr. 1.22). 
Vstupní vektory mohou být binární popř. bipolární. Aktivní režim BAM probíhá tak, 
že si neurony obou vrstev neustále posílají mezi sebou signál (tj. oběma směry), až 
všechny neurony dosáhnou rovnovážného stavu (tj. aktivace se nemění během 
několika kroků). Tato síť se používá jako heteroasociativní paměť nebo 
k rekonstrukci neúplných a šumem poškozených obrazů[14][8]. 
 
Obr. 1.22: Dvousměrná asociativní paměť (BAM) 
ART  
 Je dvouvrstvá rekurentní síť bez učitele. Vstupní vektor může být binární 
(model ART-1) nebo reálný (model ART-2). Používá se k rozpoznávání znaků a 
řečových segmentů[14]. Schéma sítě je zobrazeno na Obr. 1.23. 
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Obr. 1.23: ART (Adaptive Resonance Theory) 
 Sítě typu RBF 
 Jsou třívrstvé sítě s jednotkami odlišného typu, než jsou například 
perceptrony. První (vstupní) vrstva neuronů slouží pouze k přenosu vstupních 
hodnot. Druhá vrstva se skládá z tzv. RBF jednotek, které realizují radiální funkce1. 
Třetí, výstupní vrstva je lineární[10]. Struktra RBF sítě je zobrazena na Obr. 1.24. 
 
Obr. 1.24: Struktura RBF sítě 
                                                 
1
 Radiální funkce – jejich charakteristickým znakem je, že monotónně klesají nebo rostou směrem od 
svého středového bodu. Zástupci funkcí jsou např.: lineární, gaussova, kubická nebo multikvadratická. 
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Výpočet vnitřního potenciálu RBF jednotek je dán podle vzorce (23): 
( ) , 
1
2∑
=
−=
n
i
ii cxφ             (23) 
kde φ je vnitřní potenciál RBF jednotky, xi je vstup do jednotky a ci souřadnice 
středů. 
 Jako aktivační funkce se u RBF jednotek používá gaussova funkce, která 
monotónně klesá směrem od středu. Gaussova funkce má pro skalární x tvar podle 
vzorce (24): 
( ) , 2
2
σ
φ
exh =      (24) 
kde φ je vnitřní potenciál RBF jednotky a σ je strmost funkce. 
 Výstup výstupních neuronů je podobný jako u jednotek perceptronovského 
typu. Výstupní funkce lze vyjádřit podle vzorce (25): 
( ) ( )∑
=
=
n
i
ii xhwxf
1
,                                                (25) 
kde wi jsou váhy a hi(x) je výstup i-té RBF jednotky. 
 Učení RBF sítí probíhá ve třech základních fázích. V první fázi se určuje 
pozice středů RBF jednotek. Určování pozice probíhá bez učitele a je tedy založeno 
například na principu samoorganizace či jiné shlukové analýzy. Druhá fáze spočívá 
v nastavení dalších parametrů RBF jednotek, které určují šířku oblasti kolem středu. 
Třetí fáze je obvyklé učení s učitelem, při kterém se adaptují váhy mezi skrytou  a 
výstupní vrstvou[7][10]. 
 Perceptron 
 Za typický perceptron je považována jednoduchá neuronová síť s n vstupy 
(x1, x2, ..., xn) a jedním pracovním neuronem spojeným se všemi svými vstupy. 
Každému takovému spojení je přiřazena váhová hodnota (w1, w2, ..., wn). Signál 
přenášený vstupními neurony je buď binární (tj. má hodnotu 0 nebo 1), nebo 
bipolární (tj. má hodnotu -1, 0 nebo 1). Aktivační funkcí je většinou funkce signum 
nebo obdobné funkce s již pohyblivým prahem. 
Algoritmus pro učení perceptronu je zobrazen na Obr. 1.25: 
ÚSTAV AUTOMATIZACE A MĚŘICÍ TECHNIKY 
Fakulta elektrotechniky a komunikačních technologií 
Vysoké učení technické v Brně 
 
 
34 
 
 
 
Obr. 1.25: Algoritmus učení perceptronu 
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Perceptron se  používá jako klasifikátor pro lineárně separovatelné obrazy 
(Obr. 1.26). Pro lineárně neseparovatelné obrazy se používá Kapsový nebo LMS 
algoritmus[8][14]. 
 
Obr 1.26: Klasifikátor pro lineárně separovatelné obrazy 
Vícevrstvý perceptron  
Je vícevrstvá síť s dopředným šířením s učitelem. Její struktura je na 
Obr.1.27. Skládá se ze vstupní, skryté a výstupní vrstvy. Jako aktivační funkce se 
většinou používá logická sigmoida nebo jiná diferencovatelná funkce. Použití 
vícevrstvého perceptronu je velmi široké a spolu s učícím algoritmem 
Backpropagation (algoritmus zpětného šíření chyby, dále jen BP) je zastoupeno ve 
více jak 80 % aplikací neuronových sítí v praxi[8][14].  
 
Obr. 1.27: Vícevrstvý perceptron 
Backpropagation 
Backpropagation je iterační proces, při kterém postupně dochází ke stavu 
úplného naučení. Výběr vzoru z trénovací množiny muže být jak náhodný, tak také 
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sekvenční. V průběhu učení se určité vzory předkládají častěji k učení, jiné zase 
méně častěji. Časovému intervalu, během nějž se síti předloží každý vzor z trénovací 
množiny alespoň jednou, se nazývá epocha. K naučení je většinou potřeba stovky až 
tisíce epoch. Samotné učení sítě je možné ukončit po dosažení určité minimální 
hodnoty chyby nebo po překročení maximálního počtu epoch.  
Samotný algoritmus obsahuje tři etapy: 
1. dopředné šíření vstupního signálu tréninkového vzoru (feedforward),  
2. zpětné šíření chyby (backpropagation), 
3. aktualizace váhových hodnot na spojeních. 
 
Při dopředném šíření signálu obdrží každý neuron ve vstupní vrstvě (Xi, 
i=1,..., n) vstupní signál (xi) a zprostředkuje jeho přenos ke všem neuronům vnitřní 
vrstvy (Z1, ..., Zp). Každý z neuronů ve vnitřní vrstvě vypočítá aktivaci svého výstupu 
(zj) a pošle tento signál všem neuronům ve výstupní vrstvě. Každý neuron ve 
výstupní vrstvě vypočítá svou aktivaci (yk), která odpovídá jeho skutečnému výstupu 
(k. neuronu) po předložení vstupního vzoru. 
Trénovací množinu T lze považovat za množinu prvků (vzorů), které jsou 
definovány uspořádanými dvojicemi následujícím způsobem: 
{ } { } { }{ }
[ ]
[ ]
1 1 2 2
1 2
1 2
, , , ....... ,
, ...                 0;1
, ...                  0;1
kde              počet vzorů trénovací množiny
                   vektor exitací vstupní vrstvy tvořen
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i n j
i m j
i
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T t t t t
q
S
=
= ∈
= ∈
T
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                   vektor exitací výstupní vrstvy tvořený  neurony
              ,  exitace j-tého neuronu vstupní reps. výstupní vrstvy
i
j j
n
T m
s t
 (26) 
 Během adaptace neuronové sítě metodou backpropagation jsou srovnávány 
vypočítané hodnoty výstupů yk s požadovanými výstupními hodnotami tk pro každý 
neuron ve výstupní vrstvě a pro každý tréninkový vzor. Na základě srovnání výstupní 
a žádané hodnoty je definována chyba neuronové sítě, pro kterou je vypočítán faktor 
δk (k=1,.., m). δk je částí chyby, která se šíří zpětně z neuronu Yk ke všem neuronům 
předcházející vrstvy, jež mají s tímto neuronem definované spojení. Analogicky je 
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možné definovat i faktor δj (j=1,.., p), který je části chyby šířené zpětně z neuronu Zj 
ke všem neuronům vstupní vrstvy, jež mají s tímto neuronem definované spojení. 
Úprava váhových hodnot wjk na spojeních mezi neurony vnitřní a výstupní vrstvy 
závisí na faktoru δk a aktivacích zj neuronů Zj ve vnitřní vrstvě. Úprava váhových 
hodnot vij na spojeních mezi neurony vstupní a vnitřní vrstvy závisí na faktoru δj a 
aktivacích xi neuronů Xi ve vstupní vrstvě.  
Aktivační funkce pro neuronové sítě s adaptační metodou backpropagation 
musí mít následující vlastnosti: musí být spojitá, diferencovatelná a monotónně 
neklesající. Nejčastěji používanou aktivační funkcí je proto standardní (logická) 
sigmoida a hyperbolický tangens.  
Chyba sítě E(w) je vzhledem k tréninkové množině podle [8] definována jako 
součet parciálních chyb sítě El(w) vzhledem k jednotlivým tréninkovým vzorům a 
závisí na konfiguraci sítě. Chyba E(w) je definována podle vztahu (27) 
                  ( ) ( )
1
.
g
l
l
E E
=
= ∑w w     (27) 
Parciální chyba El(w) sítě pro l. tréninkový vzor (l=1, ...,q) je úměrná součtu mocnin 
odchylek skutečných hodnot výstupu sítě pro vstup l-tréninkového vzoru od 
požadovaných hodnot výstupů u tohoto vzoru: 
     ( ) ( )21 .
2l k kk Y
E y t
∈
= −∑w                (27) 
Cílem adaptace je minimalizace energetické chyby sítě ve váhovém prostoru. 
Vzhledem k tomu, že chyba sítě přímo závisí na komplikované nelineární složené 
funkci vícevrstvé sítě, představuje tento cíl složitý optimalizační problém. Řešením 
tohoto problému je v nejednodušším případě gradientní metoda, která vyžaduje 
diferencovatelnost chybové funkce.  
Učící problém pro algoritmus BP znamená vyhledat v rozsáhlém prostoru 
hypotéz (definovaném všemi možnými hodnotami vah) hypotézu korektní vzhledem 
k trénovací množině. Pro minimalizaci E(w) se použije gradient sestupu.  
V případě mnohovrstvé sítě může mít chybová plocha velké množství 
lokálních minim. To znamená, že gradientní sestup je garantován pouze ve smyslu 
k nějakému lokálnímu minimu, nikoliv ale k minimu globálnímu[8][10][12][14][15].  
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Lokální minima chybové funkce 
Podle [12] BP iterativně redukuje chybu E mezi požadovanou a skutečnou hodnotou 
na výstupu sítě. Povrch hyperplochy reprezentující chybu jako funkci vah může 
obecně obsahovat velké množství lokálních extrémů (minim), do nichž se může 
gradientní sestup „chytit“. Proto je u BP pouze jisté, že nalezne lokální minimum, ale 
již není zaručeno, že bude toto minimum globální[12]. Problém lokálních minim 
nastiňuje Obr. 1.28. 
 
Obr. 1.28: Problém lokálních minim 
V praxi se ovšem BP ukazuje jako velmi efektivní pro mnoho aplikací (v 
podstatě funguje jako aproximátor funkcí s určitou minimalizací odchylky). Problém 
lokálních minim se ukázal jako nikoliv fatální. Síť s mnoha vahami odpovídá jedné 
velké hyperploše v mnohorozměrném prostoru (jeden rozměr na váhu). „Chytí-li“ se 
gradientní sestup do lokálního minima vzhledem k jedné z vah, nemusí to ještě 
znamenat, že bude v lokálním minimu vzhledem k ostatním vahám. Čím více vah 
existuje, tím více dimenzí poskytuje „únikovou cestu“ pro gradientní sestup, aby ten 
mohl „utéci“ z lokálního minima, kde uvázl v jedné dimenzi[12]. 
Generalizace, přetrénování a zastavení 
 Otázka ukončení tréninku není snadná. Nabízející se řešení je trénovat tak 
dlouho, dokud chyba E(w) neklesne pod nějaký předem stanovený práh. Tato 
strategie ale není příliš dobrá, protože neuronová síť s učením pomocí BP je citlivá 
na přetrénování vůči trénovacím příkladům (snížená schopnost generalizace při 
zpracování neviděných příkladů). 
Existuje několik obecných technik jak zacházet s problémem přetrénování: 
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• tzv. snižování vah: během jedné iterace se váhy sníží o malý faktor, což odpovídá 
modifikaci E(w) o přičlenění „pokuty“ odpovídající celkové velikosti vah v síti. 
Motivací je udržet hodnoty vah malé (tj. zaměřeno proti vývoji složitých 
rozhodovacích hyperploch). 
• úspěšnou metodou je poskytnout algoritmu k trénovacím datům navíc i část 
testovacích. Sleduje se chyba vzhledem k testovacím datům, přičemž trénovací 
data řídí gradientní sestup. Potom je počet iterací dán nejmenší chybou vzhledem 
k testovacím datům. Používají se dvě kopie sítí (pro trénování a pro úschovu 
dosud nejlepší vzhledem k testovacím datům)[12]. 
 
Backpropagation – metoda gradientního sestupu 
Popis toho algoritmu je podle [8] na Obr. 1.29. 
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Obr. 1.29: Učící algoritmus Backpropagation 
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Modifikované metody učení 
 Jedním z důvodů, proč se vytvářejí nové metody učení, je fakt, že základní 
učící pravidlo Backpropagation je poměrně zdlouhavé a bez podpůrných prostředků 
nedokáže uniknout z minima. Jednou ze současných metod učení sítí typu 
Backpropagation je Levenberg – Marquardtova optimizace a také Bayesiánova 
regularizace[15].  
 Gauss – Newtonova metoda 
 Podle [15] se jedná o minimalizační metodu, ze které přímo vychází 
Levenberg – Maquardtova optimalizace. 
 Gauss-Newtonova metoda řeší problém minimalizace kritéria v podobě 
nejmenších čtverců definovaných vztahem (29) 
( ) ( ) ( ) ( )21 1 ,
2 2
Tf x h x h x h x= =     (29) 
kde h(x) je nelineární funkce. Jedná se tedy o nejmenší nelineární čtverce. 
Samotná metoda je pak založena na linearizaci funkce h(x) v bodě xk podle vzorce 
(30): 
( ) ( ) ( ) ( ).k k kh x h x h x x x= + ∇ −     (30) 
Po minimalizaci normy lineární aproximace a po doplnění na úplný čtverec je 
získán výraz (31) 
( ) ( )( ) ( ) ( )11  .TTk k k k k kx x h x h x h x h x−+ = − ∇ ∇ ∇      (31) 
Levenberg – Marquardtova optimizace 
 Tato optimalizace je populárnější alternativou Gauss-Newtonovy metody 
hledání minima funkce F(x), které je součtem čtverců nelineární funkce. 
 Pomocí Levenberg – Marquardtovy optimizace bylo dosaženo vyšší rychlosti 
učení bez toho, aby bylo nutno vypočítávat Hessián H (matici druhých derivací). 
Pokud má energie sítě tvar sumy kvadratických odchylek, což je typické pro 
dopředné vícevrstvé sítě, dá se samotný Hessián aproximovat podle vztahu (32) 
,
TH J J= ∗      (32) 
a tím pádem může být gradient spočítán pomocí vztahu (33) 
,
Tg J e=       (33) 
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kde J je Jakobián a e je vektor chyb sítě. Matice prvních derivací se spočítá 
mnohem jednodušeji než Hessián. Potom pro váhu wk+1 platí úprava Gauss-
Newtonovy metody ve tvaru: 
( ) 11 diag ,T T Tk kw w J J J J J eµ −+  = − + ⋅     (34) 
kde diag(JTJ) je diagonála Hessiánu a µ je měrná hodnota. Po každém 
úspěšném kroku se µ zmenší podle následujícího algoritmu: 
1. Uprav váhu podle vzorce (34). 
2. Vyhodnoť energie následujícího váhového vektoru. 
3. Jestliže energie vzrostla důsledkem úpravy, vrať hodnotu váhy na původní 
hodnotu, zvyš hodnotu faktoru µ. Potom jdi znovu na bod 1. 
4. Pokud energie klesla důsledkem úpravy, potom pozměň hodnotu váhy a sniž 
faktor µ. 
 
Tato metoda dosahuje výborných výsledků, avšak má i své omezení. Toto 
omezení spočívá v tom, že při každém kroku je prováděna inverze matice derivací 
vah. Je prováděna N3, kde N je počet vah. Při menším počtu vah (řádově stovky) je 
metoda výhodnější než klasická gradientní metoda, ale pokud je počet vah v řádech 
tisíců, tak učení může trvat i několik dnů[15]. 
Bayesiánova regulizace 
Využívá metody Levenberg-Marquardt. Vypočítává Jakobián J z celkové 
chyby s ohledem na změny vah a prahu X. Každá změna je nastavena právě pomocí 
Levenberg-Marquardtovy metody, a to podle vztahů (35), 
( )
,
,
,
JJ JX JX
JE JX E
JJ I
dX
JE
µ
= ∗
= ∗
+ ∗
= −
     (35) 
kde E je matice všech chyb a I je jednotková matice. 
Využití této modifikace znamená, že síť bude mít v absolutní hodnotě menší 
váhu a vyvaruje se tím také přeučení. Toto úzce souvisí s dalším již zmíněným 
pojmem, a tím je generalizace[15]. 
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Porovnání modifikací Backpropagation 
 Pro porovnání byla použita síť s topologií 1-20-1 (jeden vstupní neuron, 
dvacet skrytých neuronů a jeden výstupní neuron). Síti byl předložen vektor 
trénovacích vzorů s a t, kde s = -pi:0.1:pi a t = sin(s). Učení se ukončí, pokud bude 
chyba menší jak 0,03. 
Tab. 1.1: Srovnání modifikací BP 
Modifikace BP 
(Funkce Matlabu) 
Počet epoch Výsledná aproximace 
traingd 
Základní metoda 
gradientního sestupu. 
<700 
 
traingdm 
Metoda gradientního 
sestupu s momentem 
446 
 
trainlm 
Levenberg-Marquardt 
backpropagation 
3 
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trainbr 
Bayesiánova 
regulizace 
 
6 
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2. NÁVRH ŘEŠENÍ 
2.1 VÝVOJOVÉ PROSTŘEDÍ 
Jako vývojové prostředí byl zvolen program Matlab. Tento program obsahuje 
velmi užitečné toolboxy, které usnadní vývoj aplikace. Mezi nejdůležitější patří 
Neural Network Toolbox, jenž umožňuje práci s umělými neuronovými sítěmi 
v adaptivním i aktivním režimu. Obsahuje také řadu diagnostických a analyzačních 
funkcí, které pomáhají zlepšovat vlastnosti neuronových sítí. Další součástí Matlabu, 
jež bude využita, je Image Processing Toolbox. Tento toolbox obsahuje funkce pro 
práci s rastrovými obrazy. V práci budou především využity segmentační, 
transformační a filtrační funkce. 
Uživatelské prostředí bude vytvořeno pomocí nástroje GUIDE (graphical user 
interface development environment). 
2.2 NÁVRH PROGRAMU 
Cílem této práce je vytvořit program, jenž bude schopný se naučit 
rozpoznávat konečný počet podpisů. Program tedy bude rozhodovat, které osobě 
daný podpis náleží. 
Program má dva základní režimy: první bude sloužit k naučení neuronové sítě 
a její uložení spolu s osobními daty osob, druhý bude mít funkci rozhodování, které 
osobě podpis patří. Jako klasifikátor je použita neuronová síť s dopředným šířením a 
s učitelem. Tato síť je vícevrstvý perceptron s modifikovaným učícím algoritmem 
Backpropagation. Schéma programu je zobrazeno na obr. 2.1. 
2.2.1 Adaptační režim ANN  
V tomto režimu se neuronová síť učí rozpoznávat od sebe jednotlivé 
podpisové vzory. Program vykonává následující kroky: 
1. Načtení tréninkových vzorů – tréninkové vzory se načítají pomocí rastru ve 
formátu BMP. Možné jsou i tyto formáty: CUR, GIF, JPEG, ICO, TIFF, PNG atd. 
Rastr musí obsahovat pouze podpisový vzor. Nesmí obsahovat rámeček ani další 
s podpisem nesouvisející objekty. 
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2. Předzpracování obrazu – Probíhá pomocí vybraného filtru k potlačení šumu 
(např. pomocí mediánového filtru). 
3. Segmentace prahováním – Po nalezení hodnoty prahu je pozadí pomocí 
prahování odděleno od objektu (podpisu). 
4. Geometrické úpravy  - Zmenšení objektu na definovanou velikost a jeho 
skeletonizace. 
5. Popis pomocí geometrických momentů – Objekt je popsán pomocí sedmi 
momentových charakteristik invariantních na otočení i měřítko + sedm 
centrálních momentů, které jsou počítány u obrazů pootočených o 60° . 
6. Adaptace ANN – Všechny podpisové vzory se předloží ANN a proběhne učení. 
7. Uložení ANN – Po úspěšném naučení ANN je možné síť uložit. 
2.2.2 Aktivní režim ANN 
V tomto režimu bude program rozpoznávat, které osobě patří příslušný 
podpis. Program bude vykonávat následující kroky: 
1. Načtení podpisu k ověření – Program načte rastrový obraz.  
2. Načtení neuronové sítě – Ze souboru se načte neuronová síť, jež byla naučena 
rozpoznávat konkrétní podpisy. 
3. Předzpracování obrazu – Probíhá pomocí vybraného filtru k potlačení šumu 
(např. pomocí mediánového filtru). 
4. Segmentace prahováním – Po nalezení hodnoty prahu je pozadí pomocí 
prahování odděleno od objektu (podpisu). 
5. Geometrické úpravy – Zmenšení objektu na definovanou velikost a jeho 
skeletonizace. 
6. Popis pomocí geometrických momentů - Objekt je popsán pomocí sedmi 
momentových charakteristik invariantních na otočení i měřítko + sedm 
centrálních momentů, které jsou počítány u obrazů pootočených o 60°. 
7. Předložení dat ANN – Zkoumaný popis podpisu se předloží ANN. Ta v aktivním 
režimu vypočítá svůj výstup. 
8. Klasifikace – Pomocí výstupu ANN se rozhodne, které osobě podpis náleží. 
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Obr. 2.1: Schéma programu 
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3. REALIZACE 
Aplikace byla programována ve vývojovém prostředí MATLAB. Toto 
prostředí nabízí veliké množství již předdefinovaných funkcí, které umožňují 
programátorovi skládat jednotlivé funkce do celků, a tak v poměrně krátkém čase 
realizovat svoje nápady.  
3.1 POUŽITÉ FUNKCE 
3.1.1 Předdefinované funkce 
Jedny z nejdůležitějších funkcí, které byly použity pro realizaci aplikace, jsou 
předdefinované funkce. Tyto funkce umožnily jednoduše přistupovat k neuronovým 
sítím a rastrovým obrazům. 
Neural Network Toolbox 
• newff – vytvoří novou neuronovou síť o konkrétní topologii a algoritmu učení 
• train – spustí učící režim neuronové sítě 
• sim – vybavovací (aktivní) režim, při kterém funkce vrací výstupní hodnotu 
výstupních neuronů 
Image Processing Toolbox 
• imread – načte rastr ze souboru do matice 
• imshow – zobrazí matici bodů ve formě rastru 
• im2bw – převede šedotónový obraz do binární podoby 
• graythresh – nalezne optimální práh pro segmentaci prahováním 
• imresize – zvětší/zmenší rastr 
• bwmorph – umožňuje provádět operace matematické morfologie 
3.1.2 Naprogramované funkce 
LoadSignature 
Tato funkce slouží k načtení rastru, který obsahuje podpis. Nejprve podpis 
načte do proměnné a převede jej do odstínů šedé. Následně na obraz aplikuje 
vybraný filtr k potlačení šumu. Návratovou hodnotou této funkce je obraz 
v odstínech šedé, reprezentovaný pomocí matice. 
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Syntaxe: 
LoadSignature(cesta, filtr) 
Cesta – textový řetězec, jenž představuje relativní nebo absolutní cestu k rastrovému 
obrazu, který představuje podpisový vzor. 
Filitr – textový řetězec, jenž určuje jaký, filtr bude aplikován na obraz (‘median‘ – 
filtrace pomocí mediánu maskou 5x5, ‘wiener‘ – filtrace wienerovým filtrem). 
 
 ConvertToBw 
 Pomocí této funkce je prováděna segmentace prahováním. Správný práh T je 
získán pomocí funkce graythresh, která je založena na Otsuově metodě nelezení 
prahu. Obraz je invertován, protože v Matlabu je bílá barva reprezentována logickou 
1 a černá barva logickou 0. Ve skutečnosti je psáno tmavým písmem na světlý papír, 
proto je nutná konverze, aby objekt podpisu představoval logickou nulu. Výstupem 
funkce je logický obraz (viz Obr 3.1). 
Syntaxe: 
 ConvertToBw(obr) 
Obr – obraz v odstínech šedé, u kterého má být provedena segmentace prahováním. 
 
Obr. 3.1: Demonstrace funkce ConvertToBw 
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 SizeOfObject 
 Tato funkce slouží k vyhledání objektu v obraze. Prochází postupně celý rastr 
a vyhledává rohové body objektu. Funkce vrací čtyři hodnoty (x1, x2, y1, y2), které 
popisují pozici objektu podle Obr. 3.2. 
Syntaxe: 
 [X1, X2, Y1, Y2] = SizeOfObject(obr) 
Obr – binární obraz, reprezentující podpisový vzor. 
 
Obr. 3.2: Souřadnice objektu 
 
 CutAndResizeObject 
 Pomocí této funkce se vybere z rastru objekt a zmenší se bez zachování 
měřítka na požadovanou velikost. Výstupem je binární obraz požadované velikosti. 
Syntaxe: 
CutAndResizeObject(obr, x1, x2, y1, y2, resize_m, resize_n) 
Obr – binární rastr, ze kterého chceme vyjmout objekt a upravit ho na danou 
velikost. 
X1, X2, Y1, Y2 – souřadnice, jež označují oblast objektu v rastru. 
Resize_m, Resize_n – rozměry výsledného rastru, na který má být objekt zmenšen. 
 
 ThinningObject 
 Funkce slouží k nalezení skeletonu objektu. Tato funkce je velmi důležitá 
obzvláště u podpisových vzorů, které mohou být psány různě širokým psacím 
nástrojem. Na Obr. 1.7 (kap 1.2.3) je demonstrováno použití funkce. Návratovou 
hodnotou funkce je binární „zeštíhlený“ rastr. 
Syntaxe: 
 ThinningObject(obr) 
Obr – binární rastr, který má být „zeštíhlen“. 
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 CrossPoints 
 Tato funkce slouží k popisu objektu. Počítá počet průsečíků (překřížení) 
v podpisovém vzoru. Princip funkce je popsán na Obr. 3.3. Návratová hodnota 
funkce je počet „CrossPointů“. 
Syntaxe: 
 CrossPoints(obr) 
Obr – binární rastr, ve kterém je počítán počet překřížení. 
 
Obr. 3.3: CrossPoint 
 AxialSlantGrid 
 Funkce slouží k popisu objektu pomocí mřížky s převažujícím směrem. Podle 
okolí všech bodů v buňce se určí, který směr zde převažuje a podle tohoto směru se 
přiřadí hodnota buňce v mřížce. Návratová hodnota funkce je matice (mřížka) nebo 
vektor s odpovídajícími hodnotami. 
Syntaxe: 
 AxialSlantGrid(obr, cell_m, cell_n, out_format) 
Obr – binární rastr, na který se bude aplikovat mřížka. 
Cell_m, Cell_n – rozměry buňky v mřížce. 
Out_format – pomocí tohoto se nastaví formát výstupu funkce (‘mat‘ – matice, ‘vec‘ 
- vektor)  
 PixelDensityGrid 
 Tato funkce popisuje objekt pomocí mřížky s hustotou pixelů. Vstupní rastr 
se rozdělí na jednotlivé buňky, ve kterých se spočítá počet pixelů. Návratová hodnota 
funkce je matice (mřížka) nebo vektor s odpovídajícími hodnotami. 
Syntaxe: 
PixelDensityGrid(obr, cell_m, cell_n, out_format) 
Obr – binární rastr, na který se bude aplikovat mřížka. 
Cell_m, Cell_n – rozměry buňky v mřížce. 
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Out_format – pomocí tohoto se nastaví formát výstupu funkce (‘mat‘ – matice, ‘vec‘ 
- vektor) 
 Getproperties 
 Pomocí této funkce získáme sedm základních momentových charakteristik 
(viz rovnice 15) a některé další popisy objektu (např. nekompaktnost). Funkce tedy 
vrací sedm momentových charakteristik, hodnotu nekompaktnosti a sedm centrálních 
momentů. Tato funkce obsahuje velmi sofistikované normalizační metody. Funkce 
byla převzata z [17]. 
Syntaxe: 
 [compactness,i1,i2,i3,i4,i5,i6,i7,u20,u11,u02,u30,u12,u21,u03] 
= getproperties(Image) 
Image – binární rastr, na který se budou aplikovat momentové charakteristiky. 
Compactness – kompaktnost. 
I1-I7 – sedm momentových charakteristik. 
UMN – centrální momenty. 
 GetLearnData 
Tato funkce slučuje všechny předchozí funkce. Pomocí ní obdržíme 
tréninková data v požadovaném formátu. Funkce vrací vektor hodnot, které jsou 
připraveny pro vstup do ANN. 
Syntaxe: 
GetLearnData(cesta, filtr, grid_m, grid_n, cell_m, cell_n, 
mode,scale_change) 
Cesta - adresa k rastrovému obrazu, který představuje podpisový vzor. 
Filtr – textový řetězec, jenž určuje jaký filtr bude aplikován na obraz (‘median‘ – 
filtrace pomocí mediánu maskou 5x5, ‘wiener‘ – filtrace wienerovým filtrem). 
Grid_m, Grid_n – rozměr rastru, který bude popisován. 
Cell_m, Cell_n – rozměr buňky v mřížce. 
Mode – textový řetězec, jenž určuje, jaký popis objektu bude použit (‘moment‘ – 
popis pomocí momentových charakteristik, ‘grid‘ – popis pomocí mřížkových 
funkcí, ‘rastr‘ – vrací binární rastr o rozměru Grid_m, Grid_n) 
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Scale_change – textový řetězec, který určuje jestli se při zmenšení rastru má 
zachovat poměr stran či nikoliv (‘off‘ – zachová poměr stran, ‘on‘ – nezachová 
poměr stran) 
3.1.3 Uživatelské prostředí 
Uživatelské prostředí je navrženo v pomocí nástroje GUIDE. Skládá se ze tří 
základních panelů: „Menu“, „Adaptivní režim“ a „Aktivní režim“. Uživatelské 
prostředí se spouští příkazem „menu“ v příkazovém řádku programu Matlab. 
Menu 
V tomto panelu si uživatel vybírá, v jakém režimu chce pracovat. Stisknutím 
příslušného tlačítka spustí vybraný režim. Panel „Menu“ je zobrazen na Obr. 3.4. 
 
Obr. 3.4: Panel „Menu“ 
 Adaptivní režim 
 Tento panel slouží k naučení ANN na vybrané podpisové vzory. Na Obr.3.5 
je zobrazeno okno panelu. 
 
Obr. 3. 5: Panel „Adaptivní režim“ 
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Panel se skládá z částí označených na Obr. 3.5: 
1. Pole pro zadání adresy složky, v níž jsou podpisové vzory. 
2. Tlačítko, pomocí kterého lze vyvolat dialog pro výběr složky. 
3. Pole, do kterého se zadává prefix souboru (část názvu souboru která je stejná 
pro všechny vzory od jedné osoby). 
4. Tlačítko, kterým se zobrazí všechny načtené vzory od konkrétní osoby. 
5. Pole, do nějž se zadává jméno osoby. Toto pole je důležité pro aktivní režim. 
V případě, že není vyplněno, není možné identifikovat výstupy sítě. 
6. Toto tlačítko zpřístupní tlačítka 4.  
7. V této části si uživatel vybírá, jaký druh filtru se bude při předzpracování 
používat. 
8. Zde se nastavuje vlastnost rastru, který bude popsán pomocí momentových 
charakteristik. 
9. Tato skupina polí slouží k nastavení vlastností ANN. 
10. Pokud je síť naučená, je možné ji pomocí tohoto tlačítka uložit do souboru. 
11. Po stisk toho tlačítka se spustí učení. 
Aktivní režim 
Tento panel slouží k načtení již naučené ANN a podpisového vzoru. Tento 
vzor je zpracován a předložen ANN, jež v aktivním režimu spočítá své výstupy a 
podle nich se určí, které osobě odpovídá předložený podpis. Okno panelu je 
zobrazeno na Obr. 3.6. 
 
Obr. 3.6: Panel „Aktivní režim“ 
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Panel se skládá z částí označených na Obr. 3.6: 
1. Jméno osoby, které odpovídá daný vstup. 
2. Pole pro zadání adresy naučené ANN. 
3. Pole pro zadání adresy podpisového vzoru. 
4. Tlačítka pro zobrazení dialogu k otevření souboru. 
5. Zobrazení výsledku klasifikace. 
6. Tlačítko pro spuštění aktivního režimu. 
3.2 SBĚR DAT 
Při sběru dat bylo získáno přes 190 podpisových vzorů. Získávání 
podpisových vzorů probíhalo pomocí formuláře v příloze č. 1., do kterého dárce 
podpisu postupně vpisoval své podpisy. Nejčastěji bylo od každého dárce získáváno 
osm podpisů (4 - trénovací data, 4 - testovací data). 
3.2.1 Psací prostředek 
Jako psací prostředek byl zvolen „Centropen 0.3 Liner“, který má při psaní 
stejnou intenzitu barvy a nevynechává barvu při prudkých změnách směru psaní. 
Kuličková propiska byla určena jako nevhodný psací prostředek, protože při psaní 
zanechávala odlesky a v některých částech podpisu vynechávala barvu. 
3.2.2 Digitalizace podpisových vzorů 
Digitalizace probíhala na multifunkční tiskárně se skenerem „EPSON 
STYLUS DX 4050“. Podpisové vzory byly skenovány při rozlišení 400 – 600dpi. 
Pomocí funkcí skenovacího programu byl částečně potlačen šum. Po naskenování 
byly vzory manuálně oříznuty bez černého rámečku. 
3.3 VÝBĚR VHODNÉHO POPISU OBJEKTU 
Při hledání nejvhodnějšího popisu podpisového vzoru bylo voleno mezi třemi 
základními popisy: pomocí mřížkových funkcí, geometrických momentů a rastru. 
3.3.1 Popis pomocí mřížkových funkcí 
Tento popis spočívá v rozdělení rastru pomocí mřížky na jednotlivé buňky. 
Výhodou tohoto popisu je to, že oproti popisu rastrem získáme mnohem méně 
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vstupních dat (řádově stovky). Počet vstupních dat závisí na volbě mřížky. Při 
testování byla použita mřížka s o rozměru 100×100 pixelů s buňkami o velikosti 5×5 
pixelů. Celkový počet vstupů do ANN byl tedy 2×400 (mřížka s převažujícím 
axiálním směrem a mřížka s hustotou pixelů). Hodnoty vstupů u hustoty pixelů se 
pohybovali od 0 do 25. U mřížky s převažujícím axiálním směrem se hodnoty 
pohybovali od 0 do 5. 
Na klasifikaci byla použita ANN s následujícími parametry: 
• učící algoritmus: bacpropagation, metoda gradientního sestupu 
s momentum, 
• model sítě: vícevrstvý perceptron 
• aktivační funkce: hyperbolický tangens (pro všechny vrstvy) 
• počet vstupních neuronů2: 800 
• počet neuronů v první skryté vrstvě: 10 – 60 
• počet výstupních neuronů: 5 
• koeficient učení:  α=0,09 
• momentum: M=0,9 
• ukončovací podmínka: Ec ≤ 0,05 
• trénovací data: 5×3 vzory (podpisy od pěti osob, od každé osoby tři 
podpisy) 
• testovací data: 5×4 vzory 
Úspěšnost sítě na testovacích datech se pohybovala mezi cca 35-50 %. 
Z tohoto důvodu byl tento popis vyhodnocen jako nevyhovující. 
3.3.2 Popis pomocí rastru 
U podpisového vzoru je popis pomocí rastru velmi problematický. Aby 
nezanikly důležité detaily, musí se podpis zmenšit na rastr, který je dostatečně 
veliký. Velikost vstupního rastru byla zvolena 80×80 pixelů, což představuje 6400 
vstupů ANN. Vstupy jsou binární (0,1). 
                                                 
2
 Vstupní neuron je považován za neuron, který má svojí přenosovou funkci rovnou 1. Jedná se tedy o 
jiný termín pro vstup. 
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Na klasifikaci byla použita ANN s následujícími parametry: 
• učící algoritmus: bacpropagation, metoda gradientního sestupu 
s momentum, 
• model sítě: vícevrstvý perceptron 
• aktivační funkce: hyperbolický tangens (pro všechny vrstvy) 
• počet vstupních neuronů: 6400 
• počet neuronů v první skryté vrstvě: 10 – 60 
• počet výstupních neuronů: 5 
• koeficient učení:  α=0,09 
• momentum: M=0,9 
• ukončovací podmínka: Ec ≤ 0,1 
• trénovací data: 5×3 vzory (podpisy od pěti osob, od každé osoby tři 
podpisy) 
• testovací data: 5×4 vzory 
Úspěšnost na testovacích datech byla cca 20-41 %. V mnoha případech se síť 
nenaučila ani na třicátý pokus. Proto tento popis byl vyhodnocen jako naprosto 
nevhodný. 
3.3.3 Popis pomocí momentových charakteristik 
Tento popis je založen na použití centrálních momentů µ a momentových 
charakteristik ϕ. Centrální momenty jsou invariantní na posun a momentové 
charakteristiky jsou invariantní na posun, měřítko a otočení. Pro lepší popsání 
objektu bylo použito sedmi momentových charakteristik, dále nekompaktnost a 
čtyřicet dva centrálních momentů, které se skládají ze sedmi základních centrálních 
momentů pro 6×otočený obraz po 60°. Nekompaktnost a momentové charakteristiky 
jsou počítány pouze pro základní obraz. Centrální momenty jsou počítány pro obraz 
otočený o 6×60°. Tato metoda byla převzata z [16]. Princip tohoto popisu je na 
Obr.3.7.  
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Obr. 3.7: Princip popisu pomocí momentových charakteristik 
Na klasifikaci byla použita ANN s následujícími parametry: 
• učící algoritmus: bacpropagation, metoda gradientního sestupu 
s momentum, 
• model sítě: vícevrstvý perceptron 
• aktivační funkce: hyperbolický tangens (pro všechny vrstvy) 
• počet vstupních neuronů: 50 
• počet neuronů v první skryté vrstvě: 10 – 60 
• počet výstupních neuronů: 5 
• koeficient učení:  α=0,09 
• momentum: M=0,9 
• ukončovací podmínka: Ec ≤ 0,03 
• trénovací data: 5×3 vzory (podpisy od pěti osob, od každé osoby tři 
podpisy) 
• testovací data: 5×4 vzory 
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Úspěšnost tohoto popisu byla výrazně lepší než u dvou předcházejících. 
Dosahovala hodnot cca 40-75 %. Při použití jiných algoritmů učení (např. 
Bayesianova regulizace) bylo dosaženo stabilní úspěšnosti okolo 75 %. 
3.4 URČENÍ TOPOLOGIE ANN 
Volba topologie sítě je pro konečnou generalizaci velmi důležitá. Počet 
vstupních a výstupních neuronů již přímo vychází z povahy řešeného problému. 
Proto největší problém bývá určit počet neuronů ve skryté vrstvě a počet skrytých 
vrstev. Pokud je zvoleno příliš mnoho skrytých neuronů, tak se síť může přeučit 
(bude mít nulovou chybu na trénovací množině, ale vysokou chybu na testovacích 
datech). Naopak pokud je zvoleno málo neuronů ve skryté vrstvě, tak se sice síť učí 
kratší dobu, ale nemusíme dosáhnout požadované maximální chyby na trénovacích 
datech. Je tedy vidět že volba počtu neuronů je otázkou kompromisu a zkušeností. 
Výsledná topologie je obecně zobrazena na Obr. 3.8. 
 
Obr. 3.8: Topologie ANN 
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3.4.1 Vstupní vrstva 
Počet neuronů vstupní vrstvy se odvíjí od počtu dat, která popisují podpis. 
Celkový počet vstupů je 50: 
• 1.  Nekompaktnost, 
• 2. – 8. normované momentové charakteristiky invariantní na otočení, 
posun a měřítko (ϕ1, ϕ2, ϕ3, ϕ4, ϕ5, ϕ6, ϕ7) 
• 9. – 50. sedm centrálních momentů (µ02, µ20, µ30, µ03, µ12, µ21, µ11)  
vypočítaných pro objekt otočený o 6×60°. 
3.4.2 Skrytá vrstva 
Při hledání optimálního počtu neuronů byl použit algoritmus, pomocí kterého 
se síť naučí na určitou chybu sítě a poté se spočítá úspěšnost na testovacích datech. 
Při tomto testování je použit učící algoritmus gradientního sestupu s momentum. Na 
Obr. 3.9 je vidět, že úspěšnost není výrazně závislá na počtu skrytých neuronů. 
Místa, ve kterých se graf dotýká na ose y nuly, znamenají, že síť se za daných 
podmínek nenaučila na cílovou hodnotu. Z grafu na Obr. 3.9 lze usoudit, že při 
zmenšení požadované chyby sítě (legenda grafu „goal“), stoupá úspěšnost správného 
rozhodnutí na testovacích datech.   
Nastavení testované ANN: 
• učící algoritmus: bacpropagation, metoda gradientního sestupu 
s momentum, 
• model sítě: vícevrstvý perceptron 
• aktivační funkce: hyperbolický tangens (pro všechny vrstvy) 
• počet vstupních neuronů: 50 
• počet neuronů v první skryté vrstvě: 10 – 60 
• počet výstupních neuronů: 5 
• koeficient učení:  α=0,09 
• momentum: M=0,9 
• ukončovací podmínka: Ec ≤ {0,03; 0,06; 0,09} 
• trénovací data: 5×3 vzory (podpisy od pěti osob, od každé osoby tři 
podpisy) 
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• testovací data: 5×4 vzory 
 
Obr. 3.9: Úspěšnost na testovacích datech v závislosti na počtu neuronů 
 Jako konečná topologie byla vybrána 50-11-5 (50 vstupních, 11 skrytých a 5 
výstupních neuronů). Pro testování této topologie byla použita následující 
konfigurace: 
•  učící algoritmus: bacpropagation, Bayesianova regulizace 
• model sítě: vícevrstvý perceptron 
• aktivační funkce: hyperbolický tangens (pro všechny vrstvy) 
• počet vstupních neuronů: 50 
• počet neuronů v první skryté vrstvě: 11 
• počet výstupních neuronů: 5 
• počáteční hodnota faktoru µ:  0,005 
• snížení faktoru µ:  0,1 
• přírůstek faktoru µ:  10 
• maximální hodnota faktoru µ:  1e10 
• maximální počet epoch: 100 
• ukončovací podmínka: Ec ≤ 0,001 
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• trénovací data: 5×3 vzory (podpisy od pěti osob, od každé osoby tři 
podpisy) 
Úspěšnost naučených ANN na testovacích datech ukazuje graf na Obr. 3.10. 
Graf ukazuje úspěšnost sítí stejné konfigurace, které byly trénovány nezávisle na 
sobě. Z hodnot, jež jsou reprezentovány tímto grafem, vyplývá, že síť má průměrnou 
úspěšnost k 73,3 %. 
 
Obr. 3.10: Úspěšnost naučených ANN 
3.4.3 Výstupní vrstva 
Počet neuronů ve výstupní vrstvě odpovídá počtu podpisů, které mají být 
rozpoznávány. V tomto případě je rozpoznáváno pět podpisů, proto bude výstupní 
vrstva obsahovat pět neuronů. Při učení bude aktivní pouze jeden neuron výstupní 
vrstvy, který odpovídá předloženému vzoru. 
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3.5 DOSAŽENÉ VÝSLEDKY 
Dosažené výsledky umělé neuronové sítě  ukazuje Tab. 3.1. V prvním sloupci 
je zobrazen skutečný podpis osoby, ve druhém sloupci pořadové číslo vzoru daného 
podpisu a ve třetím až sedmém sloupci jsou konkrétní hodnoty pěti výstupů. Pro 
testovací data měla ANN úspěšnost 80 %. 
Tab. 3.1: Výstupy ANN 
Podpis Vzor č. 
Výstupy ANN 
č.1 č.2 č.3 č.4 č.5 
 
1 0.8556 0.0103 0.0127 0.0535 0.2154 
2 0.8987 0.0136 0.0168 0.0454 0.0857 
3 0.9404 0.0100 0.0108 0.0349 0.1724 
4 0.9043 0.0269 0.0238 0.0303 0.0429 
 
1 0,0751 0,3262 0.0146 0.0262 0.7111 
2 0,0547 0,6681 0.0340 0.0170 0.3796 
3 0,0675 0,8860 0.0268 0.0107 0.1454 
4 0,2198 0,7478 0.0166 0.0124 0.1276 
 
1 0.0364 0.1723 0.4014 0.0693 0.0873 
2 0.1346 0.8781 0.0895 0.0585 0.0041 
3 0.1385 0.0487 0.7180 0.0460 0.0431 
4 0.7578 0.2631 0.0540 0.0333 0.0049 
 
1 0.0903 0.0101 0.0697 0.9691 0.0604 
2 0.1403 0.0026 0.1200 0.9482 0.2058 
3 0.1010 0.0120 0.0785 0.9639 0.0470 
4 0.1337 0.0171 0.0809 0.9579 0.0240 
 
1 0.1319 0.3047 0.0140 0.0245 0.5703 
2 0.0239 0.8619 0.0276 0.0193 0.2447 
3 0.2623 0.0156 0.0296 0.0635 0.8595 
4 0.2331 0.0876 0.0142 0.0340 0.7633 
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3.6 MOŽNOSTI VYLEPŠENÍ 
I když úspěšnost aplikace byla poměrně vysoká, je nutné se zamyslet nad 
případným zlepšením. Jednou z možností, jak aplikaci vylepšit je nahradit vícevrstvý 
perceptron jiným modelem neuronové sítě. Jako vhodná varianta se nabízí síť typu 
RBF (Radial Basis Function), která dosahuje v mnoha aplikacích lepších výsledků 
než vícevrstvý perceptron s učícím algoritmem backpropagation[11]. 
Další možnost jak úspěšnost aplikace zlepšit, je získání lepšího popisu 
podpisového vzoru, který by lépe popisoval tento složitý grafický útvar. Tento popis 
by se mohl například zaměřit na „frekvenci“ s jakou je podpis psán, a nebo na další 
charakteristické znaky jednotlivých podpisů. 
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ZÁVĚR 
V první části bakalářské práce bylo teoreticky i prakticky rozebráno 
předzpracování obrazu. Tato část byla rozvinuta tak, aby její teoretické poznatky 
mohly být snadno aplikovatelné v praktickém provedení. Především na 
podkapitolách Filtrace šumu, Segmentace a Příznakový popis objektů se zakládalo 
navazující praktické řešení. 
Další část práce byla věnována teoretickým vlastnostem neuronových sítí. 
Nejdříve jsem v ní rozebral obecné vlastnosti a základní architektury neuronových 
sítí, poté jsem se věnoval vícevrstvému perceptronu a učícímu algoritmu 
backpropagation. Porovnal jsem jednotlivé modifikace tohoto algoritmu teoreticky i 
prakticky. 
Pro praktickou realizaci byla nejprve navržena možná řešení, která vycházela 
z teoretických poznatků. Nejprve byl otestován popis podpisového vzoru. 
Z testovaných metod byla nejúspěšnější metoda pomocí centrálních geometrických 
momentů a momentových charakteristik, jež dosahovala nejvyšší úspěšnosti (cca 40 
– 75 %). Metody popisu pomocí rastru a mřížkových funkcí byla zavrhnuty kvůli 
nízké úspěšnosti na testovacích datech. Po výběru vhodného popisu se musela určit 
vhodná topologie ANN. Počty vstupních a výstupních neuronů byly známi a proto 
zbývalo určit počet skrytých neuronů. Závislost úspěšnosti na počtu neuronů skryté 
vrstvy udává Obr. 3.9. Z této závislosti bylo usouzeno, že úspěšnost se zvyšujícím se 
počtem neuronů nestoupá. Proto byla z empirických zkušeností zvolena topologie 
50-11-5. Tato topologie dosáhla nejvyšší úspěšnosti na testovacích datech 80 % a 
průměrné úspěšnosti 73,3 %. Vyšší úspěšnosti nebylo dosaženo pravděpodobně 
z důvodu nedostatečného popisu, protože chyby sítě vyskytovaly neustále u stejných 
vzorů. 
Lepších výsledků by bylo možné pravděpodobně dosáhnout při použití RBF 
sítí, a nebo výběrem lepšího popisu, který by lépe charakterizoval podpisový vzor. 
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PŘÍLOHY 
PŘÍLOHA Č. 1: FORMULÁŘ PRO SBĚR PODPISŮ 
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PŘÍLOHA Č. 2: CD-ROM SE ZDROJOVÝMI KÓDY 
