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Realistic methods to create vortices in spin-orbit-coupled Bose-Einstein condensates are discussed.
It is shown that, contrary to common intuition, rotation of the trap containing a spin-orbit con-
densate does not lead to an equilibrium state with static vortex structures, but gives rise instead
to non-equilibrium behavior described by an intrinsically time-dependent Hamiltonian. We propose
here the following alternative methods to induce thermodynamically stable static vortex configura-
tions: (1) to rotate both the lasers and the anisotropic trap; and (2) to impose a synthetic Abelian
field on top of synthetic spin-orbit interactions. Effective Hamiltonians for spin-orbit condensates
under such perturbations are derived for most currently known realistic laser schemes that induce
synthetic spin-orbit couplings. The Gross-Pitaevskii equation is solved for several experimentally
relevant regimes. The new interesting effects include spatial separation of left- and right-moving
spin-orbit condensates, the appearance of unusual vortex arrangements, and parity effects in vortex
nucleation where the topological excitations are predicted to appear in pairs. All these phenomena
are shown to be highly non-universal and depend strongly on a specific laser scheme and system
parameters.
I. INTRODUCTION
Spin-orbit-coupled cold atoms represent a very new
and quickly growing area of research that promises to
host an even richer variety of exotic phenomena than
solid-state spintronics [1]. Indeed, within just a few years
of experimental research in the field, a number of exciting
phenomena have already been observed [2–5] and there
are clearly many more low-hanging fruits awaiting their
experimental discovery.
The key ideas underlying cold-atom spintronics - that
studies particles with a synthetic spin degree of freedom
coupled to their motion - grew out of the early theo-
retical work by Juzeliu¯nas et al. [6–12], which showed
that single-particle physics of atom-laser dressed states,
where internal atomic states are coupled by position-
dependent laser fields, can be described in terms of a
non-Abelian vector potential acting on the dressed ex-
citations. Later, it was demonstrated theoretically [13]
that specific realizations of such laser configurations, in-
cluding the early-proposed tripod scheme, give rise to
spin-orbit-coupled Hamiltonians of Rashba-Dresselhaus
type, familiar from solid-state semiconductor spintronics
and that this “spintronics” description is a convenient al-
ternative to the description in terms of the non-Abelian
fields. Most importantly, it was quickly realized [14] that
contrary to solid-state spintronics, where the underlying
particles are bound to be electronic excitations, the syn-
thetic spin-1/2 degree of freedom in cold atoms can be
carried by dressed spin-orbit-coupled bosons that were
predicted to condense into a state, dubbed in Ref. [14]
a “spin-orbit coupled Bose-Einstein Condensate (BEC).”
It was also shown [14] that multiple peaks in the time-
of-flight expansion would be a smoking gun signature of
such a new quantum state. Remarkably, this type of
behavior was observed experimentally [2] by one of the
authors shortly after. The specific laser setup used in
Ref. [2] - that gives rise to an “Abelian” spin-orbit cou-
pling (sometimes referred to as the “persistent-spin-helix
symmetry point,” [15–21] where the Rashba and Dres-
selhaus couplings are equal to each other) - was later
analyzed in detail by Ho and collaborators in Ref. [22].
These experimental and theoretical successes have moti-
vated other interesting theoretical proposals for realistic
experimental schemes that can be used to create spin-
orbit-coupled systems [23, 24]. Spin-orbit-coupled BECs
have also been studied theoretically in Refs. [25–35] for
different types of spin-orbit interactions and different in-
ternal structures of bosons (pseudospin-1/2, spin-1 and
spin-2 bosons).
Among the obvious questions about the spin-orbit
BECs is the physics of topological excitations - vortices
- that play a central role in the physics of conventional
BECs. This is subject of this paper, where we focus
primarily on exploring experimentally-relevant methods
that can be used to nucleate static vortex structures in
spin-orbit BECs. In contrast to the conventional con-
densates, the situation here is shown to be significantly
more complicated as the vortex physics is obscured by
the interplay of external perturbations intended to cre-
ate them and the hyperfine structure underlying the syn-
thetic spin-orbit-coupling setup.
It is widely known and often taken for granted that
rotating a Bose-Einstein condensate gives rise to the for-
mation of vortices that arrange themselves into static
vortex lattice structures. However, this picture is not in
fact an obvious outcome of rotation, which represents a
time-dependent perturbation due to a rotating anisotropic
trap potential. The many subtleties involved in under-
standing the fundamentals of the related phenomena are
discussed in detail in the reviews by Leggett [36, 37], but
the main conclusion is indeed that the physics of a one-
component BEC confined to a spinning anisotropic trap
can be mapped onto a statistical-mechanical problem of
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2the BEC with an effective time-independent Hamiltonian,
Heff = H − ωr · L, which describes the system in a ro-
tating frame of reference (here, L is the orbital angular
momentum operator and ωr is the frequency of rotation).
A na¨ıve expectation therefore is that to rotate an
anisotropic trap would be a straightforward means to
create vortex structures in spin-orbit-coupled BECs as
well. However, this paper shows that this is generally
not so and other, more sophisticated methods have to
be involved in order to create static vortex structures.
We show that the problem with rotation arises here
because atoms are not influenced by the trapping po-
tential only, but also by the lasers which create spin-
orbit coupling in the first place. Therefore, if only the
anisotropic potential rotates, it is in general impossible
to choose a frame of reference where the Hamiltonian
is time-independent, because the “spin-orbit coupling”
lasers, stationary in the lab frame, are rotating in the ro-
tating frame, generally resulting in non-trivial dynamics
in any rotating frame. While there do exist rare degen-
erate cases, where a unitary transformation that elimi-
nates time-dependence from the non-interacting Hamil-
tonian can be explicitly found, the interaction terms gen-
erally become time-dependent under the unitary trans-
formation, resulting again in a non-equilibrium problem.
Hence, we argue that the residual time-dependence ap-
pears to be an essential and unwelcome property of a
spin-orbit-coupled BEC with a rotating anisotropic po-
tential (at least for the realistic laser schemes currently
known to us). We believe that while the specifics of time-
evolution of rotating spin-orbit BECs are sensitive to de-
tails of both the laser setup used and interactions, the
typical scenario will involve non-universal dynamics that
would inevitably lead to heating and destruction of the
coherent state in contrast to the conventional BECs.
It is therefore desirable to develop other
experimentally-relevant methods to create vortices,
like rotation or a magnetic field, for spin-orbit-coupled
BECs. Two other ways suggested here and examined
in detail are as follows: (i) to rotate both the lasers
creating spin-orbit coupling and the trap, if the latter
is anisotropic, or just the lasers for an isotropic trap
(note that to rotate an isotropic trap has no meaning);
(ii) To combine synthetic spin-orbit-couplings with a
synthetic Abelian magnetic field. Theoretically, both
methods are shown to give rise to interesting phenomena,
including the appearance of sought-after static vortices
and vortex lattices, parity effects in vortex nucleation,
and real-space splitting of the spin-orbit BEC where the
left- and right-moving parts are physically separated
(an effect, which bears some similarity to the spin-Hall
effect [38, 39] known in condensed matter spintronics).
Our paper is structured as follows: Sec. II derives effec-
tive Hamiltonians corresponding to a rotating trapping
potential and/or rotating “spin-orbit lasers” for various
spin-orbit-coupled laser schemes. In Sec. III, we solve the
Gross-Pitaevskii equation to describe individual vortices
and collective vortex structures for the laser scheme de-
scribed in Ref. [4] with a rotating trap and Raman lasers.
In Sec.IV, we investigate vortex nucleation and other ef-
fects associated with a synthetic magnetic field that can
be imposed on top of the spin-orbit coupled system used
in [4] by applying a spatially dependent Zeeman field.
II. ROTATION IN SYSTEMS WITH
ENGINEERED SPIN-ORBIT COUPLING
In this section, we investigate the effect of rotation of
an anisotropic trapping potential and/or spin-orbit lasers
in three different laser schemes that have been proposed
to create effective spin-orbit couplings. To distinguish
between the different schemes, we will refer to the setup
used in Ref. [4] as “M-scheme,” the proposal described in
Refs. [8, 13] as “tripod-scheme,” and the recent proposal
of Ref. [24] as “4-level-scheme.”
A. M-scheme
We first focus on the scheme used in recent experi-
ment [4] and investigate the Hamiltonian for the case in
which both trap and spin-orbit coupling lasers are ro-
tating about the z-axis. The atoms in [4] are under the
influence of three external sources: trapping potential,
Raman lasers which create spin-orbit coupling and mag-
netic field which creates Zeeman splitting (aligned along
y-direction). If we wanted to get a time-independent
Hamiltonian in the rotating frame we would have to ro-
tate trapping potential, Raman lasers and magnetic field.
To make things easier it is possible to change direction of
the magnetic field to be along z-axis, which makes rota-
tion of magnetic field about the z-axis unnecessary. If the
change of the direction of magnetic field is accompanied
by change in polarization of Raman lasers (the direction
of lasers stays the same) the system is described by the
same effective equations as in [4]. It is also important to
note that, in the case of an isotropic trap, rotation of the
trap does not have any effect and in that case rotating
only the Raman lasers suffices. The stationary system is
described by the following Hamiltonian (see methods in
[4]):
Hˆ0 =
[
~2kˆ2
2m
+ V (r)
]
1ˇ +
~ (−ωz + ωq) 0 00 0 0
0 0 ~ωz

+
√
2Ωσˇ3,x cos(2kLx+ ∆ωLt),
(1)
where kˆ = −i∇, V (r) is the trapping potential, 1ˇ is the
3 × 3 identity matrix, σˇ3,x,y,z are the 3 × 3 spin ma-
trices, kL =
√
2pi/λ, Ω is the Raman coupling strength,
ωz and ωq are the linear and quadratic Zeeman shifts,
respectively. Here λ is the wavelength and ∆ωL is the
frequency difference of the two Raman beams used in
the M-scheme. The Hamiltonian is written in the basis
of hyperfine states {|mF = +1〉, |mF = 0〉, |mF = −1〉}
3which are quantized in zˆ direction (direction of the ex-
ternal magnetic field).
When the trap and Raman lasers rotate with a con-
stant frequency ωr about the z-axis, the Hamiltonian
Hˆrot in the laboratory frame can be obtained from Eq. (1)
using the following substitutions:
V (x, y, z)→ V (x(t), y(t), z)
σˇ3,x cos(2kLx+ ∆ωLt)→ σˇ3,x(t) cos(2kLx(t) + ∆ωLt),
(2)
where
x(t) = x cos(ωrt) + y sin(ωrt)
y(t) = y cos(ωrt)− x sin(ωrt)
σˇ3,x(t) = σˇ3,x cos(ωrt) + σˇ3,y sin(ωrt).
(3)
The Hamiltonian Hˆrot can be also written in a more com-
pact form:
Hˆrot = e
−iωrt(Lˆz+Sˆz)/~Hˆ0eiωrt(Lˆz+Sˆz)/~, (4)
where Lˆ is the orbital angular momentum operator and
Sˆ is the spin operator, and Lˆz and Sˆz are their z-
components: Lˆz = ~
(
xkˆy − ykˆx
)
1ˇ, Sˆz = ~σˇ3,z.
The Hamiltonian (4) is time-dependent in the labora-
tory frame, but we show below that this time-dependence
can be eliminated by a unitary transform. Recall that an
arbitrary unitary transform, Uˆ(t), of the Hamiltonian Hˆ
produces a new Hamiltonian, Hˆ ′, as follows
Hˆ ′ = UˆHˆUˆ† − i~Uˆ ∂Uˆ
†
∂t
. (5)
We first go to the rotating frame of reference (rotating
together with both the trap and the lasers) [40]: |ψRF 〉 =
Uˆ(t)|ψ〉, where Uˆ(t) = exp[iωrt(Lˆz + Sˆz)/~]. Eq. (5)
yields
HˆRF = Hˆ0 − ωr(Lˆz + Sˆz), (6)
where HˆRF denotes the Hamiltonian in the rotating
frame. The remaining time-dependence, arising from
the oscillating Raman laser fields in Hˆ0, can be re-
moved in the framework of the rotating wave approxi-
mation. To obtain an effective description of the system
in terms of two internal pseudo-spin states, we follow [4]
and choose the quadratic Zeeman shift ~ωq to be large
enough, so that the state |mz = 1〉 can be neglected. Us-
ing the pseudo-spin-1/2 labels for internal states, we get,
|↑〉 ≡ |mz = 0〉, |↓〉 ≡ |mz = −1〉. The final Hamiltonian
can be expressed in the form used in Ref. [4] (a detailed
derivation is much analogous to Ref. [4] and is presented
in appendix A) as follows,
HˆRF,2 =
[
~2kˆ2
2m
+ V (r)− ωrLˆz + EL
]
1ˇ
+
~2kL
m
kˆxσˇz +
Ω
2
σˇx + ~ωrkLyσˇz +
(
0 0
0 ~ωr − δ
)
,
(7)
where 1ˇ is 2 × 2 unit matrix, σˇx,y,z are 2 × 2 Pauli
matrices and δ = ~(∆ωL − ωz) is a detuning from the
Raman resonance. Since the resulting Hamiltonian is
time-independent in the rotating frame, it leads to the
appearance of stationary vortex structures studied below
in Sec. III.
In the case where only the anisotropic trap is rotating,
the Hamiltonian in the laboratory frame is given by (1),
with V
(
x, y, z
) → V (x(t), y(t), z). Importantly, if we
go to the rotating frame and make the rotating wave
approximation (exactly as in the above), we are still left
with a time-dependence (for details see appendix B):
Hˆ ′RF,2 =
[
~2kˆ2
2m
+ V (r)− ωrLˆz
]
1ˇ
+
~2kL
m
kˆx(t)σˇz +
Ω
2
σˇx +
δ
2
σˇz,
(8)
where kˆx(t) = kˆx cos(ωrt)− kˆy sin(ωrt).
B. Tripod scheme
We now concentrate on the proposal described in
Refs. [8, 13], which uses a so-called “tripod scheme,” that
consists of three degenerate ground states of an atom cou-
pled to an excited state. The resulting energy spectrum
includes two degenerate “dark” states and two “bright”
states (one of the bright states is higher and the other is
lower in energy with respect to degenerate dark states).
In the strong coupling regime and within the adiabatic
approximation, the energy difference between the dark
and bright states is very large compared to other char-
acteristic energies of the system. In this case, a cou-
pling between the dark and bright states is negligible,
and consequently if the atoms initially exist within the
dark states subspace, they are expected to stay there for
a long time. From now on, we use pseudo-spin-1/2 nota-
tions for the two degenerate dark states.
The effective stationary Hamiltonian (projected onto
the dark-state subspace) reads:
H =
[
pˆ2
2m
+ w(r)
]
1ˇ− v0pˆxσˇy − v1pˆyσˇz + δ0σˇz, (9)
where p = −i~∇, w(r) is a spin-independent part of the
trapping potential (see appendix C for details), v0 and v1
characterize the strength and type of spin-orbit coupling,
and δ0 is the effective Zeeman splitting. 1ˇ is a 2 × 2 unit
matrix, σˇx,y,z are 2 × 2 Pauli matrices.
We first investigate the case with both the trap and
the spin-orbit lasers rotating. The derivation, presented
in appendix C, leads to the following Hamiltonian in the
4rotating frame
HˆRF,2 =
[
pˆ2
2m
+ w(r)− Lˆz
]
1ˇ− v0pˆxσˇy − v1pˆyσˇz
+ δ0σˇz +m~ωr(v1xσˇz − v0yσˇy)
− ~ωr
(
sin2 φ sinφ cosφ cos θ
sinφ cosφ cos θ cos2 θ cos2 φ− sin2 θ
)
,
(10)
where φ = mv0x/ cos θ, δ0 = sin
2 θ
{
δ − [( v0cos θ )2 +(
v1
sin2(θ/2)
)2]
/2
}
/2, and θ is a constant. Let us note here
that Ref. [41] previously considered the tripod scheme un-
der rotation, but obtained slightly different results (the
spin angular momentum part (−ωrSˆz) was ignored in
Ref. [41] ).
Our result (10), together with Eq. (7) for the M-
scheme, clearly shows that the effect of rotation in sys-
tems with synthetic spin-orbit interaction does not re-
duce to just adding the −ωrLz term for the Hamiltonian
in the rotating frame, but also produces other position-
dependent terms, which depend on a particular scheme.
We now consider the tripod scheme with only the trap
rotating. We first address the following question: if the
trapping potential is time-dependent, can we get the ef-
fective pseudo-spin Hamiltonian in the laboratory frame
just by changing V → V (t) in (9); or in other words, are
we still allowed to restrict to the dark-state subspace if
the external potential is time dependent? The answer is
certainly “yes,” if the trapping potential is the same for
all three degenerate ground states (which is most often
the case for optical trapping), because this kind of time-
dependent potential does not couple the dark and bright
states.
In a general tripod scheme however, the trapping po-
tential is not spin-independent (Vˆ (r) =
∑
j Vj(r)|j〉〈j|,
V1 = V2 = w(r) and V3 = w(r) + δ). To better under-
stand this case, let us choose states {|1〉, |2〉, |3〉} to be
eigenstates of Sˆz (z-component of the total spin opera-
tor). Then, the rotation of the trapping potential about
the z-axis is described by: V1 = V2 = w
′(r, t) and V3 =
w′(r, t) + δ, where w′(r, t) = e−iωrtLˆz/~w(r)eiωrtLˆz/~.
We can therefore separate Vˆ (r) into a stationary
spin-dependent term and a time-dependent but spin-
independent term: Vˆ (r, t) = δ|3〉〈3| + w′(r, t)(|1〉〈1| +
|2〉〈2| + |3〉〈3|). Therefore the time-dependent part of
trapping potential is spin-independent and it will not
couple dark and bright states. With this, the tripod sys-
tem with a trap rotating about the z-axis is described
by
Hˆ =
[
pˆ2
2m
+ w′(r, t)
]
1ˇ− v0pˆxσˇy − v1pˆyσˇz + δ0σˇz. (11)
We now make the following transformation. Uˆ(t) =
exp[iωrt(Lˆz/~ + σˇx/2)], which gives:
Hˆ ′ =
[
pˆ2
2m
+ w(r)− ωrLˆz
]
1ˇ− v0pˆx(t)σˇy(t)
− v1pˆy(t)σˇz(t) + δ0σˇz(t)− ~ωr
2
σˇx,
(12)
where
pˆx(t) = pˆx cos(ωrt)− pˆy sin(ωrt),
pˆy(t) = pˆy cos(ωrt) + pˆx sin(ωrt),
σˇy(t) = σˇy cos(ωrt)− σˇz sin(ωrt),
σˇz(t) = σˇz cos(ωrt) + σˇy sin(ωrt).
(13)
The Hamiltonian (12) is generally time-dependent. How-
ever in the case of Rashba coupling (v0 = v1 = v) and
δ0 = 0, this non-interacting part of the Hamiltonian be-
comes static and reads,
Hˆ ′ =
[
pˆ2
2m
+ w(r)− ωrLˆz
]
1ˇ
− v (pˆxσˇy + pˆyσˇz)− ~ωr
2
σˇx.
(14)
C. 4-level scheme
Here we study the 4-level-scheme [24] with a rotating
trap. The stationary effective Hamiltonian (projected to
the lowest energy states) is given by [24]:
Hˆ =
[
~2kˆ2
2m
+ V (r)
]
1ˇ + α(σˇxkˆy − σˇykˆx)
+ β(σˇxkˆy + σˇykˆx) +
∆z
2
σˇz,
(15)
where α and β denote strengths of Rashba and Dres-
selhaus couplings respectively (in this scheme, α is fixed
and β can be tuned), and ∆z is an effective Zeeman field.
Per the same arguments as in the tripod scheme, we are
allowed to simply replace V → V (t) in (15) (if an exter-
nal potential is time-dependent; note also, that the trap-
ping potential here is spin independent). The rotating
trap potential reads: V (r, t) = e−iωrtLˆz/~V (r)eiωrtLˆz/~.
We now make the following transformation: Uˆ(t) =
exp[iωrt(Lˆz/~ + σˇz/2)], which gives:
Hˆ ′ =
[
~2kˆ2
2m
+ V (r)− ωrLˆz
]
1ˇ + α(σˇxkˆy − σˇykˆx)
+ β
{[
σˇy cos(2ωrt) + σˇx sin(2ωrt)
]
kˆx
+
[
σˇx cos(2ωrt)− σˇy sin(2ωrt)
]
kˆy
}
+
(
∆z
2
− ~ωr
2
)
σˇz.
(16)
5Again, this non-interacting part of the Hamiltonian is in
general time-dependent, however for pure Rashba cou-
pling, it becomes time-independent.
Note that to get the full Hamiltonian in the rotat-
ing frame, we must also include interactions between the
bosons and apply to them the same transformations as
in the non-interacting part above. If both the trap and
spin-orbit lasers rotate, the corresponding unitary oper-
ator, Uˆ(t) = exp[iωrt(Lˆz + Sˆz)/~], describes a spatial
rotation about the z-axis. If the bare interactions are
rotationally-invariant, the interaction part of the Hamil-
tonian does not change in the rotating frame. In con-
trast to this result however, if only the trap is rotating,
the interactions will generally acquire time-dependence
as well (we have found a few very special cases - with se-
rious constraints on the parameters of the system - where
a unitary transform can be found that makes both the
pure Rashba non-interacting part and interactions time-
independent, but whether these degenerate cases can be
realized experimentally remains unclear at this stage).
III. CREATING VORTICES BY ROTATION
In the previous section, we have shown that the Hamil-
tonian for the M-scheme in the presence of a rotating trap
and Raman lasers becomes time-independent in the ro-
tating frame. In analogy with the physics of “ordinary”
BEC under rotation, there will be thermal equilibration
in the system and vortices will form in the condensate.
Let us assume that ~ωz  µ (µ is the chemical po-
tential), which gives an effective 2D system, where the
motion in z-direction is effectively frozen (this can be
achieved by applying a 1D optical lattice in zˆ direction).
We also assume the interaction part of the Hamiltonian
to have the form:
Hˆint =
∫
d2r
(
1
2
G1ρˆ
2
↑ +
1
2
G2ρˆ
2
↓ +G12ρˆ↑ρˆ↓
)
, (17)
where G1, G2 and G12 are effective 2D interaction
strengths and are related to 3D interaction strengths:
G1 = G
3d
1 /(
√
2pilz), G2 = G
3d
2 /(
√
2pilz) and G12 =
G3d12/(
√
2pilz), where lz =
√
~/(mωz). ρˆ↑ and ρˆ↓ are
density operators for |↑〉, |↓〉 states (normal ordering of
the corresponding creation/annihilation operators is im-
plied).
We are interested in finding the ground state con-
figuration of bosons in a rotating system described by
(7,17). First, we have to make an assumption about the
ground state and we assume below that (at the mean-field
level) all atoms occupy the same single-particle state de-
scribed by the spinor wave-function,
(
ψ↑(r), ψ↓(r)
)
(we
also call it condensate wave-function). The condensate
wave-function satisfies the Gross-Pitaevskii (GP) equa-
tions below:
µψ↑ =
[
− ~
2
2m
∇2− i~
2kL
m
∂
∂x
+ V (r)−ωr
(
Lˆz − ~kLy
)
+NG1|ψ↑|2 +NG12|ψ↓|2
]
ψ↑ +
Ω
2
ψ↓
µψ↓ =
[
− ~
2
2m
∇2+i~
2kL
m
∂
∂x
+V (r)−ωr
(
Lˆz+~kLy−~
)
− δ +NG2|ψ↓|2 +NG12|ψ↑|2
]
ψ↓ +
Ω
2
ψ↑ (18)
where N is the total number of particles and µ is
the Lagrange multiplier associated with the constraint∫
d2r
(|ψ↑|2 + |ψ↓|2) = 1 (it can be shown that µ has a
physical meaning of chemical potential [36]). We solve
the GP equations by using norm-preserving imaginary
time propagation method (see for example Ref. [40, 42]).
We consider a trapping potential of the following form:
V = 12mω
2
(
x2 + γ2y2
)
, where ω and γω are trapping
frequencies in the xˆ and yˆ direction. It is convenient to
measure lengths in the units of the harmonic oscillator
length, a0 =
√
~/(mω) and energy in terms of ~ω. We
introduce dimensionless position variable r′ = r/a0. The
corresponding “dimensionless GP equations” reads
µψ↑ =
[
− 1
2
∇′2 − ik′L
∂
∂x′
+
1
2
(
x′2 + γ2y′2
)
− ω′r
(
Lˆ′z − kLy′
)
+ g1|ψ↑|2 + g12|ψ↓|2
]
ψ↑ +
Ω′
2
ψ↓
µψ↓ =
[
− 1
2
∇′ 2 + ik′L
∂
∂x′
+
1
2
(
x′2 + γ2y′2
)− δ′
− ω′r
(
Lˆ′z + kLy
′ − 1)+ g2|ψ↓|2 + g12|ψ↑|2]ψ↓ + Ω′
2
ψ↑,
(19)
where k′L = kLa0, Ω
′ = Ω/(~ω), δ′ = δ/(~ω), ω′r =
ωr/ω, Lˆz = −i
(
x′∂y′ − y′∂x′
)
, g1 = NG1/(~ωa20), g2 =
NG2/(~ωa20) and g12 = NG12/(~ωa20).
In simulations for the rotating system we consider 87Rb
atoms and we use the experimentally-relevant parame-
ters: λ = 804.1 nm, ω = 2pi × 50 Hz and γ = 1. These
parameters give a0 =
√
~/mω = 1.52 µm, k′L = 8.42.
From now on we express length in units of a0 (coordinates
(x, y) in figures are also given in the units of a0). We per-
formed simulations specifically for the rotation frequency
ωr = 0.7 ω and for three different coupling strengths: no
coupling (Ω = 0), weak coupling (Ω = 2 EL), and strong
coupling (Ω = 10 EL) (EL = 35.4 ~ω). In simulations
we choose g1 = 1000, g2 = 995, g12 = 995. The ratio
between g1, g2 and g12 corresponds to interaction coef-
ficients in 87Rb (the interaction coefficients for 87Rb in
states {|F = 1,m = 0〉, |F = 1,m = −1〉} is given in
6Ref. [4]). In absence of rotation and for Ω = 0, δ = 0 our
choice of g1, g2 and g12 produces cloud radius of 8.4 µm.
We also set δ − ~ωr = 0.
Without rotation and spin-orbit coupling, |↑〉 and |↓〉
components are miscible for our choice of interaction pa-
rameters. In the case of rotation and no spin-orbit cou-
pling there are several different phases depending on ωr
and ratio of interaction coefficients [43]: triangular lat-
tice, square lattice, stripe or double-core vortex lattice
and vortex sheet. Since our Hamiltonian is almost equiv-
alent to the Hamiltonian in Ref. [43] for Ω = 0 and
δ − ~ωr = 0 (there is a very small difference in interac-
tion coefficients; the equivalence of non-interaction part
of two systems is clear from (A3)) we reproduced results
of Ref. [43].
The results for Ω = 0 are shown in Fig. 1(a), which dis-
play the densities of the |↑〉 and |↓〉 components forming
spatially-separated density stripes with lines of vortices
along the minima of the density. As expected, our re-
sults reproduce stripe vortex lattice phase described in
Ref. 43. Note that for Ω = 0, the Hamiltonian (7) con-
serves number of the |↑〉 and |↓〉 particles separately. We
have chosen N↑ = N↓ (Ni =
∫
d2r|ψi|2).
A weak spin-orbit coupling (Ω = 2 EL) (Fig. 1(b)) does
not appear to lead to any significant qualitative changes
in the observed behavior: the densities of the |↑〉 and
|↓〉 components are still spatially separated and there are
lines of vortices along the density minima of each com-
ponent.
A significant change comes in the strong-coupling
regime: see the Ω = 10 EL data shown in Fig. 1(c).
The vortices arrange themselves in a lattice in |↑〉 and
|↓〉 components and densities of both components are al-
most identical. This behavior can be understood from
the following part of the Hamiltonian (7):
Hˆ ′ =
~2kˆ2x
2m
1ˇ +
~2kLkˆx
m
σˇz +
Ω
2
σˇx. (20)
The spectrum of (20) for different Ω’s is shown in Fig.
2(a). For large Ω, it consists of two bands with an en-
ergy separation much larger than all other characteristic
energies of the system. Therefore, our system is “con-
fined” to the lower band with a single minimum, which
effectively makes it a single-component system. This ex-
plains almost identical densities of the two components
in Fig. 1(c).
IV. CREATING VORTICES BY
SPATIALLY-DEPENDENT DETUNING
A. The model
Vortices in spin-orbit systems like [4] can be created
without any rotation, but by imposing an additonal syn-
thetic magnetic field. In [44], it has been shown that a
spatially-dependent detuning, δ, in the M-scheme results
(a)
(b)
(c)
FIG. 1: (color online) The density profiles for the rotat-
ing spin-orbit-coupled BEC are shown. The first, second and
third columns show density of |↑〉 component (|ψ↑|2), den-
sity of |↓〉 component (|ψ↓|2) and the total density (ρT =
|ψ↑|2 + |ψ↓|2), respectively. Figure (a) shows results for Ω = 0
which are characterized by density stripes and lines of vortices
in both components. The results for Ω = 2 EL (b) are qual-
itatively similar to the Ω = 0 case. Figure (c) shows results
for Ω = 10 EL; a vortex lattice is formed in both components
and densities of the two components are almost identical.
in a synthetic magnetic field, which creates vortices in
the strong Raman coupling (Ω) regime. Our goal is to
investigate the same system for a wide range of Ω (from
weak to strong Raman coupling) and to see what kind of
vortex structures it yields.
The setup is described by the following effective Hamil-
tonian (see [4, 44]):
Hˆ =
(
~2kˆ2
2m
+ V
)
1ˇ +
~2kLkˆx
m
σˇz +
Ω
2
σˇx+
δ(y)
2
σˇz. (21)
We again assume strong confinement in the zˆ direc-
tion and describe interactions by equation (17). We are
looking for the ground state in the same way as in the
rotating case and following the same steps we get the
“dimensionless GP equations”:
µψ↑ =
[
− 1
2
∇′2 − ik′L
∂
∂x′
+
1
2
(x′2 + γ2y′2)
+
δ′(y′)
2
+ g1|ψ↑|2 + g12|ψ↓|2
]
ψ↑ +
Ω′
2
ψ↓
7µψ↓ =
[
− ~
2
2m
∇′2 + ik′L
∂
∂x′
+
1
2
(x′2 + γ2y′2)
− δ
′(y′)
2
+ g2|ψ↓|2 + g12|ψ↑|2
]
ψ↓ +
Ω′
2
ψ↑. (22)
Parameters Ω′, δ′, k′L, g1, g2, g12 are defined in the same
way as in (19).
B. Qualitative discussion
To get a better understanding of the model, we inves-
tigate Hamiltonian (21) in more detail. It is instructive
to first focus on the following part of (21):
Hˆ ′ =
~2kˆ2x
2m
1ˇ +
~2kLkˆx
m
σˇz +
Ω
2
σˇx +
δ
2
σˇz. (23)
We first assume that δ is constant in space. In that case
Hamiltonian (23) can be easily diagonalized in the mo-
mentum basis: U†(kx)H ′(kx)U(kx) =
(
E+(kx) 0
0 E−(kx)
)
.
The resulting spectrum consists of an upper(+) and
lower(-) band, as shown in Fig. 2. The gap separat-
ing the bands is large compared to other characteristic
energies of the system and it is safe to assume that the
condensate occupies only the states in the lower band.
In Fig. 2(a), spectra for different coupling strengths Ω
and δ = 0 are shown. For Ω < 4EL, the spectrum has
two minima and BEC will involve states near both left
and right minima. At Ω = 4EL, there is a transition
from a spectrum with two minima to a spectrum with
one minimum, which changes the structure of the con-
densate wave-function. I.e., for Ω > 4EL, the BEC is
expected to occupy only states with momentum around
kx = 0.
The effect of detuning δ in the low-Ω regime is shown in
Fig. 2(b). We see that δ shifts the energies and positions
of the left and right minima. In the case of constant δ,
the BEC would occupy only the states around the global
minimum (for example, the right minimum in Fig. 2(b)).
Those cases have been tested experimentally in [4].
Now, consider a spatially-dependent δ(y). We will con-
sider it to be a linear function of y: δ(y) = δ0 +βy, which
is the simplest and the most experimentally relevant
regime. The interesting physics is evident from the fol-
lowing arguments: for constant detuning, the spectrum
around a minimum can be simply described by (we use
dimensionless variables, see (19)) (kx − kmin)2/(2meff) +
Emin, where meff , kmin, Emin are the effective mass,
position of the minimum, and the energy at the min-
imum, respectively. Note that all these quantities de-
pend on δ. If δ is y-dependent, the values of meff ,
kmin, Emin will also become spatially-dependent. Hence,
the spectrum around the minimum can now be written
as:
[
kx − kmin(y)
]2
/(2meff) + Emin(y) which describes
particles moving in an effective gauge field (A,Φ) =(
kmin(y), 0, 0, Emin(y)
)
with a spatially-varying effective
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FIG. 2: (color online) The energy spectrum of H ′. In (a)
spectra for different Ω (from Ω = 0 to Ω = 6 EL) and δ = 0
are shown (spectrum for Ω = 0 is at the top while spectrum
for Ω = 6 EL is at the bottom). The effect of δ in small Ω
regime is shown in (b) (Ω = 1 EL, δ = 0.5 EL (solid blue line),
δ = 1 EL (dashed red line) and δ = 2 EL (dotted black line)).
The effect of δ in large Ω regime is shown in (c) (Ω = 16 EL,
δ = 0 EL (solid blue line), δ = 1 EL (dashed red line) and
δ = 2 EL (dotted black line)). δ changes position and energy
of the minimum.
mass meff(y) [44]. The spatially-dependent vector poten-
tial A induces an effective magnetic field (Beff =∇×A),
which may lead to creation of vortices if strong enough.
This approximation provides a good description of the
system only if the particles at some point y have the
momentum kx near the minimum. Our numerical simu-
lations presented below indicate that this approximation
in fact gives a very good qualitative description in a wide
parameter range.
We calculate parameters meff(y), kmin(y), and Emin(y)
by diagonalizing (23) for different y’s since δ = δ(y). The
procedure of deriving effective equations for lower band
for Hamiltonian (21) in high Ω (single minimum) regime
is described in Ref. [44]. Let us note however, that the
method we use below to find the ground state is exact
(in particular, we do not limit our system to lower band
and we do not simplify interaction terms).
8C. Results
In simulations for a system with a spatially-dependent
detuning δ we use the same experimental parameters
as in the simulations of a rotating system, which gives
a0 =
√
~/(mω) = 1.52 µm and k′L = 8.42. We choose
interaction parameters to be g1 = 1600, g2 = 1593,
g12 = 1593 and constant part of detuning δ0 = 0.
The results for Ω = 0, β = 4 ~ω/a0 and γ = 1 are
shown in Fig. 3 and are straightforward to understand.
In this case, we may write the Hamiltonian (21) as
Hˆ =
(H↑ 0
0 H↓
)
,
where H↑ = ~
2
2m
(
kˆ2 + 2kLkˆx
)
+ V↑(r), H↓ =
~2
2m
(
kˆ2 − 2kLkˆx
)
+ V↓(r) and V↑(r) = V (r) + δ(y)/2,
V↓(r) = V (r)− δ(y)/2. We see that motion of |↑〉 and |↓〉
particles is decoupled in Hˆ and that they experience dif-
ferent potentials V↑(r), V↓(r). Detuning gradient β shifts
the minima of V↑(r) (V↓(r)) for y0 = β/(2mω2γ2) in the
positive/negative yˆ-direction and therefore, the centers
of the |↑〉 and |↓〉 densities are shifted from the origin by
±y0 (the origin is located in the minimum of V (r)), see
Fig. 3(b). Also, it is clear from Hˆ and Fig. 2(a) that the
momentum distribution of |↑〉 (|↓〉) particles will be cen-
tered around k = (−kL, 0) (k = (kL, 0)), see Fig. 3(c).
The effect of repulsive interactions between the particles
with different spins is clearly seen (the overlap between
|↑〉 and |↓〉 densities is quite small).
If we introduce a finite Ω, the Hamiltonian becomes:
Hˆ =
(
H↑ Ω/2
Ω/2 H↓
)
, The corresponding Ω-term creates cou-
pling between |↑〉 and |↓〉 particles. If δ = const = 0 and
Ω is small, the states around the left (right) minimum in
the spectrum in Fig. 2(a) still consist mainly of the |↑〉
(|↓〉) particles, but there is also some admixture of the
component with the opposite spin, which grows with Ω.
It means that ψ↑(r) (ψ↓(r)) will mainly consist of states
with momentum around the left (right) minimum, but
also of states around the right (left) minimum. We can
therefore write:(
ψ↑(r)
ψ↓(r)
)
=
(
ψ↑L(r)
ψ↓L(r)
)
+
(
ψ↑R(r)
ψ↓R(r)
)
, (24)
where ψ↑L(r) and ψ↓L(r) consist only of states with mo-
menta around left peak, while ψ↑R(r) and ψ↓R(r) consist
only of the states with momenta around right peak of mo-
mentum distribution. We therefore call
(
ψ↑L(r), ψ↓L(r)
)
and
(
ψ↑R(r), ψ↓R(r)
)
left and right wave-function. In the
spatially-dependent detuning case it may happen that
momentum distribution is separated in two peaks (i.e.,
there exist “left”- and “right-movers”) even for Ω > 4 EL
(see for example Fig. 7(c)). In that case also the notion
of left and right wave-function applies.
To investigate the effect of Ω, which couples |↑〉 and
|↓〉 states, we consider the regime with Ω = 3 EL and
(a)
(b)
(c)
FIG. 3: (color online) The figure shows results for Ω = 0,
β = 4 ~ω/a0 and γ = 1. In (a) the total density is shown.
The shape of the density is determined by spatially-dependent
detuning, which shifts the densities of |↑〉 and |↓〉 particles (b).
Momentum distribution of |↑〉 and |↓〉 components is shown
in (c).
β = 8 ~ω/a0 (Fig. 4). The total density ρT (r) is shown
in Fig. 4(a) and there is a characteristic series of minima
along the x-direction at y = 0, which come from vortices
in the ψ↑ and ψ↓ wave-functions, see Fig. 4(b), which are
positioned along x and near y = 0. We have checked that
the phase winding around zero density points of |ψ↑|2 and
9|ψ↓|2 is −2pi. Since vortices in |↓〉 and |↑〉 components
are slightly displaced from y = 0, the density at minima
in ρT are close to, but not exactly equal to zero. To
(a)
(b)
(c)
FIG. 4: (color online) The figure shows results for Ω = 3 EL,
β = 8 ~ω/a0 and γ = 1. In (a) the total density is shown.
The series of minima at y = 0 comes from vortices in |↑〉 and
|↓〉 wavefunctions (b). Momentum distribution of |↑〉 and |↓〉
components is shown in (c).
explain the existence of the line of vortices in the |↑〉
and |↓〉 components, we examine the left and right wave-
functions. Fig. 5(a) displays |ψ↑L|2 and |ψ↑R|2 (note that
the amplitude of ψ↑R is considerably smaller than the
amplitude of ψ↑L:
∫
d2r|ψ↑R|2 = 0.05 and
∫
d2r|ψ↑L|2 =
0.45). The momentum distribution in Fig. 4(c) shows
that the wave-packet, ψ↑L, has an average momentum of
kleft = −0.8 kL and ψ↑R has an average momentum of
kright = 0.8 kL. Since ψ↑ is a superposition of the left-
and right-movers, ψ↑ = ψ↑L+ψ↑R, the appearance of the
line of vortices at overlapping region is expected. The
separation of vortices d is then simply given by (kright −
kleft)d = 2pi or d = (2pi)/(kright − kleft). The analytical
expression for d fits perfectly well to our numerical data.
(a)
(b)
FIG. 5: (color online) The figure (a) shows |ψ↑L|2 and |ψ↑R|2
the relative amplitude of which is given by
∫
d2r|ψ↑L|2 =
0.45 and
∫
d2r|ψ↑R|2 = 0.05 for the parameters Ω = 3 EL,
β = 8 ~ω/a0 and γ = 1. The superposition of ψ↑L and ψ↑R,
ψ↑ = ψ↑L + ψ↑R, produces vortices in ψ↑. The density of
left- and right-moving particles (ρL = |ψ↑L|2 + |ψ↓L|2, ρR =
|ψ↑R|2 + |ψ↓R|2) particles is shown in (b).
To explain the density profile and momentum dis-
tribution, it is useful to consider an effective gauge-
field picture. The effective gauge field, (A,Φ) =
(kmin(y), 0, 0, Emin(y)), can be calculated by diagonal-
izing H ′. As discussed earlier, we may approximate
the low-energy band physics by the following Hamilto-
nian (we use again the dimensionless variables, where the
lengths are measured in terms of a0 and the wave-vectors,
10
k, in terms of 1/a0):
HEGF =
1
2meff(y)
[
kx−A(y)
]2
+
1
2
k2y+Φ(y)+V (r), (25)
where V (r) = 12 (x
2 + γ2y2). For Ω ≥ 4EL there is a sin-
gle local minimum in lower band of the Hamiltonian (23)
spectrum for any δ. For Ω < 4EL the spectrum has two
minima for δ = 0, however when δ becomes large enough
the spectrum has a single local minimum (Fig. 2(b)).
The spectrum around each local minimum can be ap-
proximated by the form given in (25), and therefore there
will be AL(y), ΦL(y), meff,L(y) corresponding to the left
minimum and AR(y), ΦR(y), meff,R(y) corresponding to
the right minimum of the spectrum. Left-movers feel the
“left gauge field” (AL(y), 0, 0,ΦL(y)) while right-movers
feel the “right gauge field” (AR(y), 0, 0,ΦR(y)).
To get the effective potential in yˆ direction acting on
left- and right-movers we define: Veff,L(y) = ΦL(y) +
1
2γ
2y2, Veff,R(y) = ΦR(y) +
1
2γ
2y2. In Fig. 6 we
show ΦL/R(y), Veff,L/R(y), AL/R(y) and 1/meff,L/R(y)
for Ω = 3 EL and β = 8 ~ω/a0. Veff,L/R have minima
at y0,R/L = ±3.2 which explains the total density profile
(Fig. 4(a)) which has maxima at y = ±3.2. The position
of two peaks in momentum distribution in Fig. 4(c) can
be understood as follows: for particles positioned near
the minimum of Veff,L in Fig. 6(b), it is energetically fa-
vorable to have the xˆ-component of momentum approxi-
mately equal to A(y0,L) and the yˆ-component near zero.
Fig. 6(c) shows that A(y0,L) ≈ −0.79 kL, while from Fig.
4 (c), we see that the momentum distribution is centered
around kx = −0.80 kL. The same explanation applies for
the momentum distribution of right-movers.
To investigate the regime with a single minimum in
the spectrum (Ω ≥ 4EL) we did calculations for parame-
ters: Ω = 5EL, β = 12~ω/a0 and γ = 1 (Fig. 7). In this
“single-minimum” case one might expect momentum dis-
tribution to be concentrated around a single point as was
observed in Ref. [4]. However, in spatially-dependent-
detuning case this is not necessarily true: the momen-
tum distribution (Fig. 7(c)) shows two peaks around
kx = ±0.55 kL. Also, the total density (Fig. 7(a)) has a
characteristic series of minima along y = 0 line which
come from vortices in the ψ↑ and ψ↓ wave-functions
(Fig. 7(b)) created in the overlapping region of left- and
right-movers. The results can again be explained by the
effective gauge field. The effective potential in yˆ-direction
Veff(y) = Φ(y) +
1
2γ
2y2 (Fig. 8(a)) has two minima at
y0,R/L = ±3.4 which explains the density distribution
which has maxima at y = ±3.3. Also, equation (23) tells
us it is energetically favourable for particles near the left
(right) minimum of Veff(y) to have momentum around
A(y0,L) = −0.56 kL (A(y0,R) = 0.56 kL) (Fig. 8(c))
which explains momentum distribution. We also note
that in Fig. 8(c) A(y) has a large gradient and therefore
magnetic field (Beff ∼ ∂A/∂y) is strong around y = 0
which may serve as an alternative explanation of line of
vortices appearing in Fig. 7(a).
We now study the system with strong Raman cou-
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FIG. 6: (color online) The figure shows the scalar potential
Φ(y) (a), the effective trapping potential in y-direction Veff(y)
(b), vector potential A(y) (c) and inverse of the effective mass
(d) for Ω = 3 EL, β = 8 ~ω/a0 and γ = 1. Values correspond-
ing to the left minimum of the spectrum are represented by a
solid red line while the values corresponding to the left min-
imum of the spectrum are represented by a dashed blue line
(see the text for details).
pling Ω and weak detuning gradient β (i.e. β is not
large enough to produce spatial separation of a cloud
along yˆ as in previous cases). Results for Ω = 10 EL,
β = 12 ~ω/a0 are shown in Fig. 9 and can be explained
by the associated effective gauge field shown in Fig. 10.
The total density (Fig. 9(a)) and |ψ↑|2, |ψ↓|2 (Fig. 9(b))
show the existence of a vortex in the centre of the cloud.
The vortex appears only for strong enough effective mag-
netic field which is tuned by changing β. We define the
effective magnetic field Beff = ∇ × A(y) and in our
case, (A = (A(y), 0, 0)), Beff = −∂A(y)∂y zˆ. The magnetic
field points in the zˆ direction, depends on y, and is con-
stant along x. We also note that since meff(y) 6= 1 (Fig.
10(d)), the effective equations will differ from those for
an ordinary charged particle in a magnetic field Beff(y)zˆ.
The vector potential A(y) and the effective magnetic field
Beff(y) are shown in Fig. 10(b,c).
It is useful to know the critical field needed for vor-
tex creation and we may get a crude estimate by us-
ing the equation for critical magnetic field of a single-
component 2D gas in the Thomas-Fermi limit: Bc =
4(a0/R)
2 ln
(
0.888(R/a0)
2
)
, where R is the Thomas-
Fermi radius of the cloud [45]. We take R = 6.5 a0 (the
size of our cloud), which gives Bc ≈ 0.35. It is important
to notice that larger number of particles or stronger in-
teractions increase R, which lowers the critical field (Bc
decreases with increasing R). To find Bc, we did simu-
lations for Ω = 10 EL, γ = 1 and for different values of
β (which controls the strength of the effective magnetic
11
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FIG. 7: (color online) The figure shows results for Ω = 5 EL,
β = 12 ~ω/a0 and γ = 1. In (a) the total density is shown.
The series of minima at y = 0 comes from vortices in |↑〉 and
|↓〉 wavefunctions (b). Momentum distribution of |↑〉 and |↓〉
components is shown in (c).
field). We found that the vortices start to appear for a
critical effective magnetic field Bc ≈ 0.34, which is very
close to our estimate presented above.
If the effective field is strong enough, a vortex “lat-
tice” is formed, as shown in Fig. 11, which corresponds
to Ω = 10 EL, β = 40 ~ω/a0 and γ = 1.85. From the
figure, we see that vortices are concentrated along the
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FIG. 8: (color online) The figure shows the scalar potential
Φ(y) (a), the effective trapping potential in y-direction Veff(y)
(b), vector potential A(y) (c) and inverse of the effective mass
(d) for Ω = 5 EL, β = 12 ~ω/a0 and γ = 1.
x-axis and around y = 0. This is because Beff(y) is not
homogeneous, i.e. the field is strongest at y = 0 and
it weakens with increasing |y|. We had to increase trap-
ping strength in the yˆ direction (γ = 1.85) because scalar
potential Φ(y) separates the clouds (e.g. see Fig. 8(a))
and for a weaker trapping strength, the effective poten-
tial would have two minima (it would look like effective
potential in Fig. 8(b)).
The most interesting regime is the one in which left
and right moving phases
(
ψ↑L(r), ψ↑L(r)
)
and
(
ψ↑R(r),
ψ↑R(r)
)
are spatially separated along yˆ direction and
there is a vortex (or vortices) in each phase in addition to
a vortex line. This requires double minimum structure of
the effective potential in yˆ direction Veff(y), which sep-
arates the phases and strong enough effective magnetic
field in each phase to create additional vortices, which
tend to appear in pairs (i.e. the number of vortices is
equal in both phases which is a consequence of the fact
that in our simulations the effective gauge field is sym-
metric with respect to reflection about y = 0 line and
interactions are almost spin-independent).
In Fig. 12(a), we show results for ω = 2pi×10 Hz, Ω =
4 EL, β = 20 ~ω/a0 (a0 =
√
~/(mω)). By choosing ω =
2pi×10 Hz, parameter k′L in dimensionless GP equations
(22) becomes k′L = 18.83, while interaction coefficients
stay the same (g1 = 1600, g2 = 1593 and g12 = 1593).
Having larger k′L means we can create stronger effective
magnetic field. We increased the trapping frequency in
the y-direction (γ = 1.3) to bring two phases closer to
y = 0, where the effective field is stronger (to counter
the effective scalar potential Φ(y), which separates the
phases). In Fig. 12(b) we show results for ω = 2pi×10 Hz,
12
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FIG. 9: (color online) The figure shows results for Ω = 10 EL,
β = 12 ~ω/a0 and γ = 1. In (a) the total density is shown,
while (b) and (c) show densities of |↑〉 and |↓〉 (c) components.
The vortex in the center appears for strong enough effective
magnetic field.
Ω = 10 EL, β = 150 ~ω/a0 and γ = 2.75. Here the left
and right phases are completely separated in space and
the effective magnetic field is strong enough to produce
multiple vortices in each phase. Also, it is clear that the
vortices are not located in centers of two phases, but are
positioned closer to y = 0 which is expected because the
field is stronger near y = 0.
It is important to discuss the means of experimen-
tally observing results we presented. We concentrate
on the time-of-flight imaging, which is widely used to
probe cold-atoms systems. The time-of-flight picture
here will be determined by the underlying momentum
distribution of particles. If this momentum distribu-
tion consists of two separated peaks, the initial cloud
will strongly separate during expansion (see for exam-
ple [3, 4]). We note that due to the transformation
ψ′↑(r) = ψ↑(r)e
−ikLx, ψ′↓(r) = ψ↓(r)e
ikLx used when de-
riving Hamiltonian (21), the real momentum distribu-
tion of |↑〉 particles will in fact be shifted by kL with
respect to the momentum distribution shown in figures
and the momentum distribution of |↓〉 particles is shifted
by −kL (see [4]). In the case of Ω = 0, both |↑〉 and
|↓〉 particles will have zero average momentum, which
means both components of the condensate will expand,
while the position of centre of mass will be stationary
during time-of-flight. For Ω = 3 EL and β = 8 ~ω/a0,
we expect four separated clouds to be seen in the time-of-
flight: since the real momentum distributions of |↑〉 and
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FIG. 10: (color online) The figure shows the effective trapping
potential in y-direction Veff(y) (a), vector potential A(y) (b),
the effective magnetic field Beff (c) and inverse of the effective
mass (d) for Ω = 10 EL, β = 12 ~ω/a0 and γ = 1.
FIG. 11: (color online) The figure shows the total density for
Ω = 10 EL, β = 40 ~ω/a0 and γ = 1.85.
|↓〉 particles are shifted by kL and −kL, there will be two
clouds of |↑〉 particles with average momenta of 0.2 kL
(larger cloud) and 1.8 kL (smaller cloud) and two clouds
of |↓〉 particles with average momenta of −0.2 kL (larger
cloud) and −1.8 kL (smaller cloud). It is important to
notice that the vortex line will not be easily visible in
those images, because it exists only due to the the over-
lap of the wave-packets with different average momenta.
During the time-of-flight, two wave-packets
(
ψ↑,L, ψ↑,R
)
or
(
ψ↓,L, ψ↓,R
)
separate, which means that they do not
overlap any more and there is no clear vortex line present.
For the case in Fig. 12, the vortices in each phase will be
visible since they are not a result of overlapping the left-
and right-moving condensates.
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(a) (b)
FIG. 12: (color online) Figures show separated left and right
phases with vortices in each phase. Trapping frequency is
ω = 2pi×10 Hz. Figure (a) shows total density for Ω = 4 EL,
β = 20 ~ω/a0 and γ = 1.3. Figure (b) shows total density for
Ω = 10 EL, β = 150 ~ω/a0 and γ = 2.75.
V. CONCLUSION
In this paper, we have investigated realistic experi-
mental methods that can be used to create vortex exci-
tations in spin-orbit-coupled Bose-Einstein condensates.
The main conclusion of the work is that due to a com-
plicated interplay between effects associated with the ap-
plied laser fields and rotation, the resulting state of the
spin-orbit BEC under additional perturbations is highly
non-universal and depends strongly on the system pa-
rameters and specific laser schemes. In particular, we
argued that a spin-orbit BEC under rotation of the trap
alone does not achieve a thermodynamically stable state
at all, but acquires a complicated non-equilibrium dy-
namics that eventually leads to heating and the destruc-
tion of the condensate.
We have also suggested two alternative experimen-
tal methods to mimic an Abelian “orbital” magnetic
field that involve either rotation of the entire experimen-
tal setup, or a spatially-dependent detuning. We per-
formed numerical simulations of the resulting thermody-
namically stable density distributions, focusing mostly on
the M-scheme that has already been realized experimen-
tally. This scheme gives rise to an “Abelian” spin-orbit-
coupling with a well-understood ground state that we
used as a basis of our numerical simulations that showed
topological excitations above the ground state. We ex-
pect that the predicted vortex configurations, in particu-
lar vortices appearing in pairs in the spatially-separated
left- and right-moving regions, would be straightforward
to observe experimentally, as all necessary ingredients are
already experimentally available.
Finally, we would like to mention that to this point
only an “Abelian” spin-orbit-coupling scheme has been
actually realized in experiment [4] and we mostly focused
here on vortex topological excitations in such systems
with a well-understood ground state. What remains of
great interest of course is an expermiental realization of
a truly “non-Abelian” spin-orbit interaction (either of
pure Rashba or Dresselhaus type or a non-equal mix-
ture of those), which can be achieved using laser schemes
described in Secs. IIB, IIC, and Refs. [13, 24]. Note
that it was argued theoretically [14] that in the Rashba-
Dresselhaus system with single-particle dispersion of the
double-well type, a fragmented condensed state [46, 47]
can be selected by energetics for repulsive interactions
that do not break the underlynig Kramers symmetry.
This state arises because repulsive interactions in the real
space tend to localize particles in the dual momentum
space per the fundamental Heisenberg uncertainty prin-
ciple. This robust argument together with the protection
provided by Kramers symmetry and momentum conser-
vation (modulo finite-size effects due to the trap) suggest
that the long-sought-after fragmented BEC (which takes
the form of a many-body Schro¨dinger’s cat-state in this
case [14]) is more stable in spin-orbit-coupled systems
than that in BECs confined to real-space double-well po-
tentials and hence can be observed experimentally. Topo-
logical excitations above this exotic ground state are ex-
pected to also be of exotic nature and may potentially re-
alize much of the exciting physics discussed in the context
of multi-component superconductors [48, 49]. Finally,
the nature of the ground state and topological excita-
tions above it in the pure bosonic Rashba model remain
of great interest as well. Depending on the interaction pa-
rameters, this model with a continuous ring of minima on
a circle in momentum space, may potentially host topo-
logical BECs, spontaneous symmetry-broken states [33],
and exotic Bose-liquid states [50], where strong quantum
fluctuations prohibit order even at zero temperature.
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Note added – After this work was completed, we be-
came aware of two papers which study spin-orbit-coupled
BECs under rotation [51, 52]. The fundamental assump-
tions in these papers are qualitatively different from our
theory, in that Refs. [51, 52] start with an effective spin-
orbit-coupled Hamiltonian and assume that it remains
stationary under rotation. This is in contrast to our the-
ory, where we consider realistic experimental schemes,
where rotation is shown to lead to a different descrip-
tion.
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Appendix A: M-scheme with rotating trap and
spin-orbit lasers
The Hamiltonian in the rotating frame (6) is:
HˆRF =
[
~2kˆ2
2m
+ V (r)− ωrLˆz
]
1ˇ
+
~ (−ωz + ωq) 0 00 0 0
0 0 ~ωz

+
√
2Ωσˇ3,x cos(2kLx+ ∆ωLt)− ωrσˇ3,z.
(A1)
The Hamiltonian becomes time-independent if we trans-
fer to the rotating-wave frame and if we do the rotating-
wave approximation:
HˆRF =
[
~2kˆ2
2m
+ V (r)− ωrLˆz
]
1ˇ +
δ + ~ωq 0 00 0 0
0 0 −δ

+
Ω√
2
σˇ3,x cos(2kLx)− Ω√
2
σˇ3,y sin(2kLx)− ~ωrσˇ3,z,
(A2)
where δ = ~(∆ωL − ωz). We set quadratic Zeeman shift
~ωq to be much greater than Ω and δ so we may restrict
to the subspace spanned by {|mz = 0〉, |mz = −1〉}:
HˆRF,2 =
[
~2kˆ2
2m
+ V (r)− ωrLˆz
]
1ˇ +
Ω
2
σˇx cos(2kLx)
− Ω
2
σˇy sin(2kLx) +
(
0 0
0 ~ωr − δ
)
,
(A3)
where 1ˇ is 2 × 2 unit matrix and σˇx,y,z are 2 × 2 Pauli
matrices. Since there are effecively two internal degrees
of freedom we introduce pseudospin-1/2 notation, i.e.
we define |↑〉 ≡ |mz = 0〉, |↓〉 ≡ |mz = −1〉. We fol-
low the steps in [4] and make transformation: ψ′↑(r) =
ψ↑(r)e−ikLx, ψ′↓(r) = ψ↓(r)e
ikLx, where
(
ψ↑(r), ψ↓(r)
)
is
a spinor wavefunction on which Hamiltonian (A3) acts.
The Hamiltonian then becomes:
HˆRF,2 =
[
~2kˆ2
2m
+ V (r)− ωrLˆz + EL
]
1ˇ
+
~2kLkˆx
m
σˇz +
Ω
2
σˇx + ~ωrkLyσˇz +
(
0 0
0 ~ωr − δ
)
,
(A4)
where EL = ~2k2L/2m. We can drop EL1ˇ term by simply
renormalizing the energy.
Appendix B: M-scheme with rotating trap
The Hamiltonian H ′rot describing M-scheme with ro-
tating trap in the laboratory frame is:
Hˆ ′ =
[
~2kˆ2
2m
+ V
(
x(t), y(t), z
)− ωrLˆz] 1ˇ
+
~(−ωz + ωq) 0 00 0 0
0 0 ~ωz

+
√
2Ωσˇ3,x cos(2kLx+ ∆ωLt),
(B1)
where x(t) is defined in (3). After transfering to the
rotating frame (Uˆ(t) = exp[iωrt(Lˆz+Sˆz)/~]) and making
the rotating wave approximation the Hamiltonian is:
Hˆ ′RF =
[
~2kˆ2
2m
+ V (r)− ωrLˆz
]
1ˇ− ~ωrσˇ3,z
+
3δ/2 + ~ωq 0 00 δ/2 0
0 0 −δ/2

+
Ω√
2
σˇ3,x cos(2kLx
′(t) + ωrt)
− Ω√
2
σˇ3,y sin(2kLx
′(t) + ωrt),
(B2)
where x′(t) = x cos(ωrt) − y sin(ωrt). We may again
neglect state |mz = 1〉 assuming ωq >>. To get
the Hamiltonian in a more familiar spin-orbit-coupling
form we make the following transformation: ψ′↑(r) =
ψ↑(r)e−ikLx
′(t), ψ′↓(r) = ψ↓(r)e
ikLx
′(t)+iωrt, which gives:
Hˆ ′RF,2 =
[
~2kˆ2
2m
+ V (r)− ωrLˆz + EL
]
1ˇ
+
~2kL
m
kˆx(t)σˇz +
Ω
2
σˇx +
δ
2
σˇz,
(B3)
where kˆx(t) = kˆx cos(ωrt) − kˆy sin(ωrt). We can drop
EL1ˇ term by renormalizing the energy.
Appendix C: Tripod scheme with rotating trap and
spin-orbit lasers
The original Hamiltonian for the tripod scheme (sta-
tionary system) is (see [13]):
Hˆ0 =
~2kˆ2
2m
1ˇ + Vˆ (r) + Hˆa−l, (C1)
where Vˆ (r) =
∑
j Vj(r)|j〉〈j| is spin dependent trap-
ping potential, atom-laser interaction Hˆa−l = ∆|0〉〈0| −(
Ω1|0〉〈1| + Ω2|0〉〈2| + Ω3|0〉〈3| + H.c.
)
and 1ˇ is 4 × 4
unit matrix. ∆ is detuning from resonance and Ω1,2,3
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are Rabi frequencies: Ω1(r) = Ω sin θ cos(mvax)e
imvby,
Ω2(r) = Ω sin θ sin(mvax)e
imvby, Ω1(r) = Ω cos θ,
where Ω, θ, va and vb are constants (see [13] for
details). If we start rotating spin-orbit lasers in
the laboratory, atom-laser interaction part of the
Hamiltonian becomes e−iωrt(Lˆz+Sˆz)/~Hˆa−leiωrt(Lˆz+Sˆz)/~.
If the trap rotates, trapping potential becomes
e−iωrt(Lˆz+Sˆz)/~Vˆ eiωrt(Lˆz+Sˆz)/~. Therefore, we can write
the Hamiltonian of the rotating system as:
Hˆrot = e
−iωrt(Lˆz+Sˆz)/~Hˆ0eiωrt(Lˆz+Sˆz)/~. (C2)
The Hamiltonian in the rotating frame is then: HˆRF =
Hˆ0−ωr(Lˆz+Sˆz). Since HˆRF is time-independent we can
use exactly the same procedure for getting the effective
spin-orbit coupling described in [8, 13], i.e. we project
the Hamiltonian to the dark states subspace. Here we
assume that three degenerate hyperfine groundstates are
part of F=1 manifold (for example the ground state of
87Rb) and that they are eigenstates of Sˆz. This gives
us the precise form of Sˆz operator. As in [13] we take
V1 = V2 = w(r) and V3 = w(r) + δ. After projecting to
dark states we get:
HˆRF,2 =
[
pˆ2
2m
+ w(r)− Lˆz
]
1ˇ− v0pˆxσˇy − v1pˆyσˇz
+ δ0σˇz +m~ωr(v1xσˇz − v0yσˇy)
− ~ωr
(
sin2 φ sinφ cosφ cos θ
sinφ cosφ cos θ cos2 θ cos2 φ− sin2 θ
)
,
(C3)
where δ0 = sin
2 θ
{
δ − [( v0cos θ )2 + ( v1sin2(θ/2))2]/2}/2.
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