I. INTRODUCTION
N linearly constrained minimum variance (LCMV) beamforming, I the beamformer weights are constrained by a set of linear equations [4] . The constraints are used to control the beamformer response over specified directions and frequencies. The weights are chosen to minimize output variance while satisfying the constraint equations. The generalized sidelobe canceller (GSC) is a an implementation of the LCMV weight vector that is well suited for adaptive algorithms. In [1], it was shown that the GSC could be decomposed into a cascade of adaptive modules, and the advantages of this decomposition were discussed.
In this correspondence, we derive the equivalence between the GSC and the modular structure in a different manner. The problem is formulated as an optimization problem in a Hilbert space, which enables one to use the special properties of Hilbert spaces, and thus gain insight into the operation of the modular structure. A simple proposition is proved that establishes the factorization of the orthogonal projection operator analogous to the factorization used in the modified Gram-Schmidt algorithm [ 5 ] . This approach eliminates the use of tedious algebra in the derivation of the modular structure. It is shown that the modular structure performs an orthogonalization of the estimation subspace similar to that performed by the GramSchmidt preprocessor [3] . Furthermore, it 'C is assumed to be full rank. 3Here span of a random vector denotes the span of the random variables that are the elements of the vector. 
MODULAR DECOMPOSITION
In block diagram form, (3) yields the GSC structure of Fig. 1 . Using the linearity of the projection operator, (3) is rewritten as 3, = w,H(x -P(x1,M)).
( 4 ) ( Definition: Two subspaces ,U1 and , U 2 are said to be orthogonal if for all ml E M I and m2 E Unless otherwise stated we assume that the subspaces which form the direct sum of a subspace are mutually orthogonal or equivalently, that all direct decompositions are orthogonal direct decompositions
..,P(T,l,M)]T. Equation
Proposition: Let , U c l-l be a P dimensional subspace and d E E . (5) is obtained using 0 the linearity of the projection operator.
To simplify notation, let
That is, P, denotes the orthogonal projection operator. Alternatively,
Therefore, (4) and (5) are written as
The factorization of the orthogonal projection operator in (8) In CGS the P ' operator is implemented directly as 1 -Q2Qfj, however in the MGS the P, operator is implemented in the factored form as a sequence of i linear transformations given in (9). This is analogous to (8) with the only difference being that the subspaces M , need not be one dimensional. However, the factorization in (9) is valid even if the g, column vectors are matrices, provided the columns of g, are orthonormal and span mutually orthogonal subspaces. In this case the factorization in (9) is the Euclidean version of (8) . 0 The modular structure is now derived using (8). 
where MO is the span of the zero random variable and M , = span{v, }. Equation (1 1) yields the orthogonal direct decomposition
Using the linearity of the projection operator (12) is equivalently written as
Since P,(xl,Mo) = zo (13) is rewritten as 
Iv. GRAM-SCHMIDT PREPROCESSOR AND THE MODULAR STRUCTURE
The set of Q equations described in (11) and t, is a P + 2 -i column vector with a one in the ith position and zeros everywhere else. At the ith stage, ut is computed and all the projections into M, are performed, and hence the computation described in (16) is implemented in a parallel manner.
The primary distinction between the modular structure and the Gram-Schmidt preprocessor is the transition from (12) to (13).
Hence, the difference between the two structures is a direct result of the linearity of the projection operator. To illustrate this further, consider the equivalent GSC representation shown in Fig. 5 . This representation follows directly from (3). Here, e = [0, . . . , 1IT and
TH = [ I P , O P~~] .
Applying the modular decomposition to the structure in the dashed box (i.e., T N C, and e -w q ) with T partitioned into single columns yields a structure of the same form as that represented in Fig. 3 . Unlike the general case, this structure 4Since the orthogonal projection operator of (11) is factored using (8). can be further simplified. In the first stage the random variable U I is used to predict itself which implies the first element of n, is 1 and the first element of the random vector zl is 0. Therefore, a reduction in the dimension of the input to the second stage is possible. Repeating similar arguments for the remaining stages yields the Gram-Schmidt preprocessor shown in Fig. 4 . The random vector outputs and filter parameters of the structures in Fig. 3 (assuming the C, are column vectors) and It follows that application of sample matrix inversion (SMI) adaptive algorithm yields identical outputs and convergence rates for all the structures discussed previously since it is based on replacing the mathematical expectation by the sample mean. Application of the recursive least squares (RLS) adaptive algorithm is equivalent for the GSC of Fig. 1 and the structure in Fig. 2 for the same reasons. Application of the least mean square (LMS) adaptive algorithm yields identical outputs and convergence rates for the GSC and the structure in Fig. 2 as is easily verified by the LMS uptate equations. In general, application of the LMS and RLS adaptive algorithms yields different convergence rates when applied to the structures of Figs. 1,   3 , and 4. Use of the SMI adaptive algorithm with the Gram-Schmidt preprocessor corresponds to the well known method of solving the least squares problem by the MGS algorithm [5] .
If the T matrix of Fig. 5 is partitioned arbitrarily and then the modular decomposition is applied, a different structure than the Gram-Schmidt preprocessor is obtained. This structure may be are Ai X 1 column vectors that satisfy the constraint equations for the two beamformers. It is straightforward to extend this approach and simultaneously implement more than two beamformers. Simultaneous implementation of multiple beamformers is more computationally efficient than separate implementation because the adaptive degrees of freedom common to each beamformer are updated by the common preprocessor. For instance, if the two beamformers of the previous example are implemented separately using the modular decomposition, a total of N ( 2 X -L ) adaptive weights need to be computed or updated at each iteration of an adaptive algorithm. In the implementation described in Fig. 6 , there are a total of adaptive weights that need to be updated or computed at each iteration of an adaptive algorithm. Thus, this implementation offers a savings of N ( N -L ) adaptive weights.
Note that simultaneous implementation of multiple beamformers is also possible with the Gram-Schmidt preprocessor. The block diagram shown in Fig. 7 depicts a Gram-Schmidt preprocessor that simultaneously implements the two beamformers described previously. In Fig. 7 , the common preprocessor consists of X -L stages [DI, w q l l Dz. wq2IHx, then the ouptut of the common preprocessor is a dimension (L + 2) x 1 random vector x, = 'Pl(ulzlMc). The first LZ + 1 elements of this vector are inputs to preprocessor1 and the remaining L1+ 1 are inputs to preprocessor2. There are LZ stages in preprocessorl and L1 stages in preprocessor;?; both are identical in form to the initial stages of the Gram-Schmidt preprocessor. If [ u l , d l , u z , d~]~ = x, where u1 is LZ x 1 and u2 is L1 x 1, then y1 = P l ( d l l s p a n ( u 1 ) ) and yz = P l ( d~l s p a n ( u 2 ) ) are the outputs of preprocessor1 and preprocessor2, that is y1 and y2 are the outputs of beamformerl and beamformer;? respectively. The simultaneous Gram-Schmidt preprocessor implementation of Fig. 7 uses ( N -L ) ( N -L -1)/2 fewer adaptive weights than separate Gram-Schmidt preprocessor implementation.
