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Efficiency at maximum power (MP) output for an engine with a passive piston without
mechanical controls between two reservoirs is theoretically studied. We enclose a hard
core gas partitioned by a massive piston in a temperature-controlled container and
analyze the efficiency at MP under a heating and cooling protocol without controlling
the pressure acting on the piston from outside. We find the following three results: (i)
The efficiency at MP for a dilute gas is close to the Chambadal-Novikov-Curzon-Ahlborn
(CNCA) efficiency if we can ignore the side wall friction and the loss of energy between a
gas particle and the piston, while (ii) the efficiency for a moderately dense gas becomes
smaller than the CNCA efficiency even when the temperature difference of reservoirs
is small. (iii) Introducing the Onsager matrix for an engine with a passive piston, we
verify that the tight coupling condition for the matrix of the dilute gas is satisfied, while
that of the moderately dense gas is not satisfied because of the inevitable heat leak.
We confirm the validity of these results using the molecular dynamics simulation and
introducing an effective mean-field-like model which we call stochastic mean field model.
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1. Introduction
Equilibrium thermodynamics reveals the relation between work and heat, and the upper
bound for extracted work from an arbitrarily heat cycle [1, 2]. The milestone of equilibrium
thermodynamics is that thermodynamic efficiency for any heat cycle between two reservoirs
characterized by the temperatures TH and TL (TH > TL) is bounded by the Carnot effi-
ciency: ηC ≡ 1− TL/TH achieved by quasi-static operation [3]. There are many studies on
the efficiency of engines including both external and internal combustion engines. The steam
engines and steam turbines belong to the former category whose ideal cycles are the Carnot
cycle, the Stirling cycle and so on [3, 4]. The diesel and free-piston engines are examples
of the latter, and their ideal cycles are the Otto cycle, the Brayton cycle and so on [5, 6].
It is also known that the maximum efficiency for the ideal external combustion engines is
ηC, while that for the ideal internal ones is usually smaller than ηC. For a practical point of
view, an engine with ηC is useless, because its power is zero.
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The extension of thermodynamics toward finite-time operations, so-called finite time
thermodynamics, has been investigated by many authors [7–32]. Chambadal and Novikov
independently proposed, and later Curzon and Ahlborn rediscovered that the efficiency at
maximum power output (MP) is given by the Chambadal-Novikov-Curzon-Ahlborn (CNCA)
efficiency: ηCA ≡ 1−
√
TL/TH [7–12]. Recently it is found that Reitlinger originally pro-
posed ηCA in 1929 [7, 8]. The validity of the CNCA efficiency near equilibrium has been
justified through the linear irreversible thermodynamics [14], molecular kinetics [15, 16]
or low-dissipation assumption [17]. It is believed that the CNCA efficiency is, in general,
only the efficiency at MP near equilibrium situations. Indeed, there are many situations
to exceed the CNCA efficiency in idealized setups [15, 17, 19]. Although there are several
studies for finite time thermodynamics including external and internal combustion engines
or fluctuating heat engines [28–32], they are mostly interested in force-controlled engines
[15, 16, 18–21, 24–29, 31, 32], where a piston or a partitioning potential is controlled by
an external agent. On the other hand, the efficiency at MP for an engine partitioned by a
passive piston without any external force control, has not been well-studied so far.
Fig. 1 (Color online). A schematic picture of our setup, where N identical hard core
particles are enclosed in a container partitioned by an adiabatic piston of mass M at x = Xˆ .
The density nout and the temperature Tout for the outside gas x > Xˆ are kept to be constants.
The temperature Tbath of the thermal wall at x = 0 is controlled by an external agent, while
thermodynamic quantities such as the density nˆin and the temperature Tˆin fluctuate in time.
The aim of this paper is to clarify the efficiency at MP for the engine with a passive piston,
which is an idealized model of internal combustion engines without mechanical controls. We
consider a hard core gas confined by a massive piston in a chamber, where the piston freely
moves in one-direction by the pressure difference (see Fig. 1). We use the molecular dynamics
(MD) simulation of hard core gases to examine a theoretically derived efficiency at MP on
the basis of an effective model, which we call stochastic mean field model (SMF).
Because the engine we consider is an internal combustion engine, the maximum efficiency
is smaller than the Carnot efficiency. Our study is relevant from the following two reasons.
Firstly, we can find many situations, where the direct mechanical control of a piston is diffi-
cult. For example, the structure of internal combustion engines is usually too complicated to
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control inside mechanically [6]. Therefore, we need to clarify the effect of the uncontrollable
motion of a piston on the efficiency. Secondly, the study of engines having passive pistons
is important even for finite time thermodynamics. In the absence of mechanical control of a
piston or a partitioning wall, heat flow when we attach a thermal wall is inevitable. Because
heat flow from a reservoir is not usually taken into account in conventional finite time ther-
modynamics, it is important to verify whether the existing theoretical results are unchanged
under the existence of such heat flow [10–29]. Indeed, we will show that conventional results
are only valid for our system when the heat flow is negligible as in dilute gases. Thus, we
believe that our study for the simplest engine with a passive piston from a thermodynamic
point of view is important.
The organization of this paper is as follows. We explain our setup and operation protocol
for the temperature of the thermal wall Tbath in Sec. 2. We introduce SMF in Sec. 3 to
analyze the power and efficiency. We examine the validity of SMF in Sec. 4 comparing the
time evolution of MD simulation and that of SMF. In Sec. 5, we obtain the efficiency at MP
for our engines containing dilute hard core gases theoretically, which is close to the CNCA
efficiency in the massive piston limit. We also find that the efficiency at MP for moderately
dense gases is smaller than the CNCA efficiency even in the linear non-equilibrium regime.
In Sec. 6, to clarify the efficiency in the linear non-equilibrium regime, we explicitly derive
the Onsager matrix. We clarify the finite density effect for the efficiency and stress the
importance of the heat flux when we attach a bath at Tbath on the efficiency at MP in this
section. We discuss the difference between our results and previous results in Sec. 7 and
conclude the paper with some remarks in Sec. 8. In App. A, we show part of the derivation
of SMF. In App. B, we discuss the time evolution of the temperature profile after we attach
a hot reservoir. In App. C, the definition of the work and heat for our system is discussed. In
App. D, the effects of piston mass and inelasticity of the piston are studied and we discuss
the effect of the sidewall-friction on the piston in App. E. Throughout this paper, variables
with “ˆ” denote stochastic variables.
2. Setup
In our system, N hard core particles of each mass m and diameter din are enclosed in a
three-dimensional container partitioned by an adiabatic piston of mass M and the area A
on the right side of x-direction, a diathermal wall attached with a thermal bath on the left
side of x-direction and four adiabatic walls on the other directions (Fig. 1). There exists a
constant pressure satisfying Pout = noutTout from out side of the piston (right side of the
piston). The density nout and the temperature Tout for the outside gas x > X are kept to be
constants. We assume that adhesion between particles and the walls of the container as well
as the one between particles can be ignored. The piston is assumed to move in one dimension
without any sidewall friction. Post-collision velocity (v′, V ′) and pre-collision velocity (v, V )
in x-direction for a colliding particle and the piston are related as:
v′(v, V ) = v − 1
m
Pv, (1)
V ′(v, V ) = V +
1
M
Pv, (2)
where the contribution from the horizontal motion of particles to the wall is canceled as a
result of statistical average. Here, Pv = Pv(V ) ≡M(V ′ − V ) = (1 + e)mM(v − V )/(m +M)
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represents the momentum change of the piston because of the collision for the particle of
velocity v, where e is the restitution coefficient between the particles and the piston. The
reason why we introduce the restitution coefficient is that the wall consists of a macroscopic
number of particles and part of impulses of each collision can be absorbed into the wall as
the excitation of internal oscillation.
We adopt the Maxwell reflection rule for a collision between a particle and a diathermal
wall attached with the bath at Tbath. The post-collisional velocity v
′ = (v′x, v
′
y, v
′
z) toward
the wall at x = 0 is chosen as a random variable obeying the distribution
φwall(v
′, Tbath) =
1
2π
(
m
Tbath
)2
v′x exp
[
− mv
′2
2Tbath
]
, (3)
whose domain is given by 0 < v′x <∞ and −∞ < v′y, v′z <∞.
Fig. 2 (Color online) A set of schematic figures of the operation protocol. We attach a heat
bath at TH on the diathermal wall at t = 0. (a) For 0 < t < tc, Tbath is kept to be Tbath = TH,
and at t = tc, Tbath is switched to be that at TL simultaneously, and (b) Tbath is kept to be
this state until t = 2tc. Then, we again replace the bath by that at TH simultaneously. After
repeating the switching of Tbath, the heat cycle reaches a steady cycle.
Let us consider a heat cycle for heating Tbath = TH > Tout and cooling Tbath = TL = Tout
processes (Fig. 2). Initially, the enclosed gas and the gas outside are in a mechanical equi-
librium state, which satisfies Pˆin = Pout and Tˆin = Tout = Tbath. At t = 0, we attach a heat
bath at TH on the diathermal wall. For 0 < t < tc, Tbath is kept to be TH (Fig. 2 (a)), and at
t = tc, Tbath is switched to be TL simultaneously, and is kept to be this state until t = 2tc.
Then, we again replace the bath at TL by the one at TH simultaneously (Fig. 2 (b)). After
repeating the switching and attaching of the baths, the heat cycle reaches a steady cycle.
It should be noted that the enclosed gas is no longer thermal equilibrium during the cycle.
During the operation, we ignore the time necessary for the switching the heat bath. The
finite switching time only lowers the power but does not affect the efficiency of the cycle and
what the maximum-power-output process is.
In this paragraph, we explain some additional remarks for the MD simulation. We assume
that particles are colliding elastically each other and with side walls. The collision rule
between the piston and a particle is given by Eqs. (1) and (2). We introduce typical length
and time scale as Xini ≡ NTout/PoutA and t0 ≡ Xini
√
M/Tout for later convenience. The
number of particle N = 200 is fixed through our simulation. The collisional force from outside
the piston is modeled by Fˆout as will be defined in Eq. (6).
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3. Stochastic mean field model
Let us introduce the stochastic mean field (SMF) model to describe the dynamics of the
piston and the energy balance of our system by using two independent stochastic variables:
fluctuating density nˆin(t) = N/AXˆ(t) and fluctuating temperature Tˆin(t). The reason why
we call our model the SMF is that the piston moves in a stochastic manner because of
impulses of the hard-core particles and we average out the spatial inhomogeneity of the gas.
Here, nˆin(t) and Vˆ ≡ dXˆ/dt satisfy the stochastic equations:
dnˆin
dt
= − nˆin
Xˆ
Vˆ , (4)
M
dVˆ
dt
= Fˆin + Fˆout, (5)
where the stochastic force Fˆν(ν = in, out) is introduced as
Fˆν ≡
∑
v
Pv · ξˆvν(t|Vˆ , nˆν , Tˆν). (6)
Here, ξˆvin and ξˆ
v
out denote Poissonian noises of the unit amplitude whose event probabilities
are respectively given by
λˆvin ≡ dv|v − Vˆ |Θ(v − Vˆ )nˆinφ0(v, Tˆin)
{
1 + 4Φˆg0(Φˆ)
}
, (7)
λˆvout ≡ dv|v − Vˆ |Θ(Vˆ − v)noutφ0(v, Tout), (8)
where we have introduced the radial distribution function at contact g0 [33]. The symbol
“ · ” in Eq. (6) represents Itoˆ type stochastic product [34–36]. Θ(x) is Heaviside function sat-
isfying Θ(x) = 1 for x ≥ 0 and Θ(x) = 0 for x < 0. The density and temperature for the gas
outside are kept to be constants in time, i.e., nˆout ≡ nout and Tˆout ≡ Tout. We introduced the
velocity distribution function (VDF) for the gas as φ0(v, Tˆin) ≡
√
m/2πTˆin exp
[
−mv2/2Tˆin
]
.
It should be noted that a set of Eqs. (5) and (6) is an extension of our previous study toward
a finite density hard core gas when the density and the temperature change in time and this
is the reason why we adopt Itoˆ product in Eq. (6) [36]. We adopt the equation of state for
hard core gases of volume fraction Φˆ ≡ nˆinπd3/6 is given by [37]
Pˆin = nˆinTˆin(1 + 4Φˆg0(Φˆ)). (9)
Next, we propose the time evolution for Tˆin. The differential of the internal energy for the
gas Uˆin ≡ 3NTˆin/2 is given by
dUˆin = dQˆwall + dEˆpis, (10)
dQˆwall ≡ dQˆ0 + dQˆJ , (11)
dQˆ0
dt
≡ Anˆin(Tbath − Tˆin)
√
2Tˆin
πm
, (12)
dEˆpis
dt
≡
∑
v
m
2
{
v′
2
(v, Vˆ )− v2
}
· ξˆvin(Vˆ , nˆin, Tˆin), (13)
dQˆJ = −45
√
π
64
JˆinAdt. (14)
Here, dQˆwall denotes the total heat flow from the thermal bath at Tbath. dQˆJ denote the
heat flux from the internal thermal conduction Jˆin and dQˆ0 represents the remaining heat
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flow dQˆ0 = dQˆwall − dQˆJ [15, 16]. dEˆpis denotes the kinetic energy transfer from the piston
to the gas. In summary, main part of our SMF model consists of two coupled equations: the
equation of motion for the piston (5) and the energy equation for the enclosed gas (10). In
App. A, we derive Eqs. (11), (12), and (14).
Fig. 3 (Color online) Comparison between SMF and the SMF without heat conduction
(w/o cond.) for din/
√
A = 0.01 and tc/t0 = 1.60. The initial volume fraction is calculated to
be Φ = 1.05 × 10−4. The solid line and the cross points represent the dynamics of tempera-
ture for SMF and the dilute version of SMF, respectively. The inset represents the detailed
time evolution for 0 < t/t0 < 0.08.
The heat flux Jin is estimated from the solution of the heat diffusion equation for the
temperature profile T = T (x, t):
∂T
∂t
− κ
n
∂2T
∂x2
= 0, (15)
under the situation that the thermal conductivity κ and density nˆin = n are constants in
space and time, where the piston position is fixed at Xˆ = L. Imposing the boundary condi-
tions T (x, t = 0) ≡ Tini, T (x = 0, t) = Tbath and ∂xT (x = L, t) = 0 on Eq. (15), the solution
of Eq. (15) is given by
T (x, t) = Tbath − (Tbath − Tini)
∞∑
l=1
4
πl
e−(
lpi
2L
)
2 κt
n sin
(
lπx
2L
)
. (16)
Assuming that Tini, L, κ and n change in time adiabatically, i.e. Tini → Tˆin(t), L→
Xˆ(t), κ→ κˆ(Φˆ(t), Tˆin(t)) [37, 38] and n→ nˆin(t), we obtain the approximate heat flux
Jin =
∫ L
0 −κ∂xT (x, t)dx/L as
Jˆin(t) =
4κˆ
πXˆ(t)
(Tbath − Tˆin(t))
∞∑
l=1
sin(lπ/2)
l
exp
[
−
(
lπ
2Xˆ(t)
)2 κˆt
nˆin
]
, (17)
where we have adopted expressions in Refs. [37, 38] for density and temperature dependence
of the thermal conductivity κˆ(Φ, T ) = (75
√
T/π/64md2ing0(Φ))[{1 + (12Φg0(Φ)/5)}2 +
(4608Φ2g0(Φ)/225π)].
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Because the heat conduction relaxes fast to a steady state for the dilute gas, we can simplify
Eq. (10) as
dUˆin = dQˆ0 + dEˆpis, (18)
though heat conduction exists. We numerically confirm that the gradient of the temperature
for the dilute gas relaxes faster than that for the dense gas in App. B. Indeed, we compare
the dynamics of temperature in Fig. 3 for SMF and the SMF without heat conduction using
Eq. (18), the difference between two methods is negligible. Here we have adopted the initial
volume fraction as Φ = 1.05 × 10−4. We choose tc/t0 = 1.60 which is long enough for the
relaxation of the system. We will also show that dQJ does not affect the efficiency at MP
for the dilute gas later. Thus, we use Eq. (18) for the dilute gas instead of Eq. (10).
In this paragraph, let us explain the numerical details of SMF. The numerical integra-
tion is performed through Adams-Bashforth method, with dt/t0 ≡ 0.01ǫ and ǫ ≡
√
m/M .
Calculating ξˆvν , v and dv are respectively replaced by vi and ∆v, where vi = i∆v − vmax(i =
1, 2, · · · , 600), vmax ≡ 6.0
√
kBTν/M (ν = in, out) and ∆v ≡ vmax/300. Because Eq. (10) turns
out to be unstable if the heat conduction in Eq. (14) is larger than that of Eq. (12), we impose
the condition dQJ = 0 if dQJ > dQ0 through the numerical stability of our simulation. The
simulation data are averaged in steady cycles, where the averaged quantity is represented
by 〈· · · 〉SC.
4. Time evolution
To verify the validity of the SMF model, we compare the time evolution of the MD simulation
and SMF. We examine the dilute and moderately dense gases in Sec. 4.1 and 4.2, respectively.
4.1. Dilute case
We consider a dilute gas of the diameter din/
√
A = 0.01 which corresponds to Φ = 1.05 ×
10−4 at t = 0. Time evolutions of the volume (the position of the piston) for TH/TL = 5.0
are drawn in Fig. 4 (a) for ǫ = 0.01, tc/t0 = 1.60 and (b) for ǫ = 0.1, tc/t0 = 8.0. We have
confirmed that this tc for each ǫ is larger than the relaxation time to the corresponding
steady state. The simulation data are averaged from 11th cycle to 20th cycle, where the
solid and dashed lines, respectively, represent the data for MD simulation and those for
simulation of our SMF model. Similarly, Figs. 4 (c) and (d) are the time evolutions for the
temperature of the gas, and Figs. 4 (e) and (f) are the time evolutions for the piston velocity.
Dot-dashed lines represent the operation protocol of Tbath. It is remarkable that our SMF
model correctly predicts the time evolution of MD.
Let us explain the behavior of the system shown in Fig. 4. When the heating process starts,
the enclosed gas starts expanding, to find a new mechanical equilibrium density determined
by the condition Pˆin = Pout, because the pressure for the enclosed gas becomes larger than
that for the outside after the heating. Similarly, the gas is compressed when the cooling
process starts. It should be stressed that the heating (cooling) and expansion (compression)
processes take place simultaneously.
The time evolutions of the physical quantities can be categorized into two types: (a)
damped-oscillating type and (b) over-damped type depending on the mass ratio ǫ ≡
√
m/M .
Taking the average of Eq. (18) and assuming that the piston is heavy ǫ≪ 1, the time
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Fig. 4 (Color online) The time evolutions of steady cycles for TH/TL = 5.0. They are
categorized into two types: damped oscillating type for ǫ = 0.01 (left) and over-damped type
for ǫ = 0.1 (right). The time evolutions for the piston position ((a) and (b)), the temperature
((c) and (d)), and the piston velocity ((e) and (f)) are plotted. Time evolutions for the
corresponding physical quantities for MD simulation (solid line) agree with those for the
SMF model (dashed line).
Fig. 5 (Color online) The time evolution of temperature for MD, the SMF, and the dilute
approximation of SMF are compared. For heating regime t/t0 < 1.6, the dilute SMF overes-
timates the heat gain, while the SMF works better than the dilute version, in particular, for
small t/t0. The inset represents the detailed time evolution for 0 < t/t0 < 0.08, where SMF
captures the MD simulation results.
evolution of the averaged temperature is written as
Tin(t) = Tbath (1− a0V (t)) +O(ǫ2), (19)
a0 ≡
√
πm
2Tbath
= ǫ
√
πM
2Tbath
. (20)
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Assuming that the displacement of the piston is small x/Xini ≡ (X −Xini)/Xini ≪ 1, the
average of Eq. (5) is written as
dV
dt
= −PoutA
M
x
Xini
− γ¯V (21)
where we have introduced the viscous friction coefficients γ¯ ≡ (γgas + a0PoutA)/M and γgas ≡
4(1 + e)PoutA
√
m/2πTout. The right-hand side of Eq. (21) is equivalent to the force acting
on a harmonic oscillator in a viscous medium. If the viscous drag is sufficiently small, i.e.
ǫ→ 0, the motion of the piston is the damped-oscillating type (Fig. 4(a)), while the motion
turns out to be the over-damped type, if ǫ is not small (Fig. 4(b)).
4.2. Moderately dense case
Let us examine the validity of SMF for a moderately dense gas. We adopt din/
√
A = 0.1
which corresponds to Φ = 0.105 at t = 0. In Fig. 5, simulation results for MD, SMF, and
the SMF without heat conduction are plotted. It is obvious that the heat conduction plays
an important role for the moderately dense gas in contrast to the dilute case (See the inset
of Fig. 5). Although the time evolution of MD for small t/t0 is well predicted by SMF (See
the inset of Fig. 5), the agreement is relatively poor for 0.1 < t/t0 < 0.5. The agreement for
1.6 < t/t0 < 2.0 is also not good, though the difference is not large. Note that the discrepancy
for 1.6 < t/t0 < 2.0 is not relevant for the efficiency at MP, because we need only QH. The
improvement of SMF for 0.1 < t/t0 < 0.5 is left as a future work.
Fig. 6 (Color online) The average power is plotted against tc. Apparently, there exists tc
for the maximum power operation, which corresponds to the necessary time for gas to expand
toward the mechanical equilibrium. The dotted curve drawn as the guide line proportional
to 1/tc.
5. Existence of Maximum Power and its Efficiency
In this section, we discuss the efficiency of the engine at MP. We show that the efficiency at
MP for the dilute gas corresponds to the CNCA efficiency if the piston is sufficiently massive
9/24
Fig. 7 (Color online) Efficiencies at maximum power operations for dilute gases for ǫ =
0.01. We plot the result of SMF (open piles). The open squares 〈ηˆ〉SC and open triangles η¯
are simulation data for the SMF without heat conduction, while filled ones are the data for
the corresponding MD simulation. The observed efficiencies are close to ηCA (dashed line)
and Eq. (32)(solid line).
and elastic in Sec. 5.1, while that for the moderately dense gas is smaller than the CNCA
efficiency as will be presented in Sec. 5.2.
5.1. Dilute case
Let us illustrate that the MP exists for our engine. We define the work Wˆtot and the heat
spent per a cycle QˆH as
Wˆtot ≡
∮
1 + e
2
(Pˆin − Pout)AdXˆ, (22)
QˆH ≡
∫
TH
dQˆ0, (23)
where
∮
and
∫
Tµ
represent the integral over a single cycle and the integral for the bath at
Tbath = Tµ(µ = H or L), respectively, with the definition in Eq. (12). It should be noted that
Eq. (23) is consistent with previous works [15, 16] and the validity for the definition of work
Eq. (22) is discussed in App. C. The efficiency for a single operation protocol [39] is defined
as
ηˆ ≡ Wˆtot
QˆH
. (24)
We also introduce the conventional efficiency, which is defined as
η¯ ≡ 〈Wˆtot〉SC〈QˆH〉SC
. (25)
In this section, we average the data from 11th cycle to 110th cycle.
The contact time dependence of the power pˆw ≡ Wˆtot/2tc, for the under-damped type
ǫ = 0.01 (squares) and the over-damped type ǫ = 0.1 (circle) are shown in Fig. 6, where
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TH/TL = 5.0 and e = 1.0 are fixed and p0 ≡ Tout/t0. Apparently, the MP is achieved at time
tMPc , which corresponds to the necessary time for the gas to expand toward the mechanical
equilibrium. We note that the long time heating or cooling ruins the power, because the
extracted work is, at most, N(TH − TL)ln(TH/TL). Thus, the power decreases as a function
of tc: 〈pˆw〉SC ∝ 1/tc for tc ≫ tMPc , which is drawn as a dashed line in Fig. 6.
We, here, explain that the obtained work is balanced with the work done by the viscous
friction for gases. Multiplying V onto Eq. (21) and integrating over the cycle, we obtain
Wtot =
∮
Mγ¯V dX > 0, because the integral of the left hand side of Eq. (21) is zero. Thus,
the obtained work is balanced with the work done by the viscous friction for gases.
We present the results for the efficiency at MP (Fig. 7) for massive elastic piston ǫ = 0.01
and e = 1.0. We discuss the effect of piston mass and its inelasticity in App. D. The open
squares 〈ηˆ〉SC and triangles η¯ are the simulation data for the SMF without heat conduction
characterized by Eq. (18), while filled ones are the data for the corresponding MD simulation.
Although η¯ and 〈ηˆ〉SC are different quantities, they agree with each other. As a comparison
with previous studies, we plot the CNCA efficiency ηCA (dotted lines). Our SMF model
correctly predicts the efficiency at MP for MD simulations for ǫ = 0.01. We note that the
efficiency for our model are close to the CNCA efficiency.
Here, we derive the semi-analytical expression on η¯ on the basis of SMF in the limit ǫ→ 0.
In this limit, Tˆin rapidly relaxes to bath temperature, right after Tbath is switched. The
average of the work Eq. (22) can be approximated by
〈Wˆtot〉SC ≃ N(TH − TL)lnX˜(tc), (26)
where we have introduced the volume change of the gas through the cycle
X˜(tc) ≡ 〈Xˆ(tc)〉SC〈Xˆ(0)〉SC
(27)
and choose e = 1. Integrating the equation of the energy conservation (18), we obtain
∆Uˆ = QˆH + Eˆ
(H)
pis (28)
where we have introduced ∆Uˆ = 3N(TH − TL)/2 and Eˆ(H)pis ≡
∫
TH
dEˆpis. Averaging Eq. (28)
and expanding in terms of ǫ, we obtain
〈QˆH〉SC = 3
2
N(TH − TL) +NTHlnX˜(tc) +O(ǫ), (29)
where we have ignored the heat leak due to the fluctuation of the piston O(ǫ). Therefore,
the efficiency η¯ is given by
η¯ =
TH − TL
TH +
3
2
TH−TL
lnX˜(tc)
=
ηC
1 + 32
ηC
lnX˜(tc)
. (30)
Assuming that X˜(tMPc ) depends on the power of TH/TL with a power index α:
X˜(tMPc ) =
(
TH
TL
)α
= (1− ηC)−α , (31)
we obtain the analytical expression on η¯ for MP:
η¯MP = ηC
(
1− 3
2α
ηC
ln(1 − ηC)
)−1
=
1
1 + 32α
ηC +
3
4α
(
1
1 + 32α
)2
η2C +
α+ 6
8α2
(
1
1 + 32α
)3
η3C +O(η
4
C), (32)
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which is shown in Fig. 7 by solid lines. The exponent α is estimated from the simulation
of SMF, where α = 1.5 for ǫ = 0.01 (Fig. 8).The physical meaning of α would be explained
in Sec. 6. As is shown in Fig. 7, Eq. (32) agrees with the results of MD for ǫ = 0.01. We
expect that the exponent α is reduced to α = 3/2 in the limit ǫ→ 0 and e→ 1, as follows.
Although there exists the tiny heat leak during the expansion process, we may approximately
ignore the leak because the heating process is almost isochoric, as will be discussed in Sec. 7.
Recalling Poisson’s relation for an adiabatic process of ideal monoatomic gases between state
1 and 2: (T
(2)
in /T
(1)
in )
3/2(X(2)/X(1)) = 1, where X(a) and T
(a)
in (a = 1, 2) respectively represent
the position of the piston and temperature for the state a, the exponent α = 3/2 agrees with
the simulation result. In Sec. 6, we will prove that α = 3/2 corresponds to the tight coupling
condition for the Onsager matrix in linearly irreversible thermodynamics. Substituting the
obtained α = 3/2 for ǫ = 0.01 into Eq. (32), we obtain
η¯MP =
ηC
2
+
η2C
8
+
5η3C
96
+O(η4C) (33)
We note that Eq. (33) is identical to the expansion of ηCA up to O(η
2
C):
ηCA =
ηC
2
+
η2C
8
+
η3C
16
+O(η4C). (34)
We can here conclude that the efficiency at MP for an engine with an elastic passive piston
whose mass is sufficiently massive confining dilute gases is the CNCA efficiency.
Fig. 8 (Color online) The volume change of the enclosed gas at MP X˜(tMPc ) is plotted
against TH/TL for ǫ = 0.01.
5.2. Moderately dense case
We have analyzed the efficiency for dilute gases in the previous subsection. Here, we discuss
the efficiency at MP for a moderately dense hard core gas. The efficiency at MP is plotted
in the main figure of Fig. 9, where SMF model almost correctly predicts the results of our
MD simulation. The data for SMF at TH/TL = 1.2, 1.3, 1.4 are averaged over 1.0 × 104 cycles
after 10 cycles for initial relaxation to improve their numerical accuracy. The other data are
averaged from 11th cycle to 110th cycle. We find that the efficiency for moderately dense
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hard core gases is smaller than that for dilute ones to compensate the heat flux Jin as will
be shown in the next section.
Fig. 9 (Color online) The main figure represents the efficiency at MP for moderately dense
hard core gases. SMF almost correctly predicts the efficiency for MD simulation. We note
that the efficiency is much smaller than the CNCA one, which is caused by the inevitable
heat flux dQJ . The inset represents the expansion ratio X˜
∗ defined in Eq. (59) for moderately
dense gases. The exponent α is estimated to be α∗ ≃ 3/2.
6. Linearly irreversible thermodynamics
In the previous section, we have suggested that the efficiency at MP output for the dilute
gas can be described by the CNCA efficiency in the limit ǫ→ 0 and e→ 1, while that for
the moderately dense gas is smaller than the CNCA efficiency. In this section, we show
that results in linear non-equilibrium situation ηC → 0 can be understood by the relations
between the currents Ji and the thermodynamic forces Xi on the basis of the Curie-Prigogine
symmetry principle [40]:
J1 = L11X1 + L12X2, (35)
J2 = L21X1 + L22X2, (36)
where the Onsager matrix satisfies L11, L22 ≥ 0, L12 = L21 and detLij = L11L22 − L12L21 ≥
0. In the following, we assume that the piston is elastic e = 1.0 and massive limit ǫ→ 0, and
we abbreviate the average of an arbitrary stochastic quantity Aˆ as A = 〈Aˆ〉SC. We examine
the dilute gas in Sec. 6.1 and clarify the finite density effect in Sec. 6.2.
6.1. Dilute case
Let us derive the Onsager matrix Lij in our setup for the dilute gas following Refs. [16, 18].
We consider the linear non-equilibrium situation as TH,L = T ±∆T/2, where T and ∆T
are the mid-temperature T ≡ (TH + TL)/2 and the temperature difference ∆T = TH − TL,
13/24
respectively, satisfying ∆T/T ≪ 1. Here, the total entropy production per a unit cycle ∆σ =
−QH/TH −QL/TL is rewritten as
∆σ = −Wtot
T
+
∆T
T 2
QH, (37)
where we have used Wtot = QH +QL and ∆T/T ≪ 1. On the basis of the relation
∆σ
2tc
= J1X1 + J2X2, (38)
Ji and Xi are respectively given by
J1 = T
2tc
, J2 = QH
2tc
, (39)
X1 = −Wtot
T 2
, X2 = ∆T
T 2
=
ηC
T
. (40)
Let us derive L11 and L21 by taking ηC = ∆T/T → 0. Wtot is written as
Wtot ≃ NηCT lnX˜(tc)− 2a0NT
∫ XH
XL
V
dX
X
. (41)
The first term on the right-hand side of Eq. (41) vanishes in the limit ηC → 0. Then, from
Eqs. (35), (39), and (40) we obtain
L11 =
T 2
4tcN
1
E˜
≥ 0, (42)
E˜ ≡
∫ XH
XL
a0V
dX
X
. (43)
Here, we have introduced E˜ as the inevitable dissipation due to the finite velocity of the
piston. Now the heat QH is given by
QH =
3
2
N
∆T
T
T +N
(
T +
∆T
2
)
lnX˜(tc)−N
(
T +
∆T
2
)
a0
∫ XH
XL
V
dX
X
, (44)
which can be rewritten as
QH
2tc
=
T 2
4tc
lnX˜(tc)− E˜
E˜
(
−Wtot
T 2
)
≃ T
2
4tc
lnX˜(tc)
E˜
X1, (45)
L21 =
T 2
4tcE˜
lnX˜(tc), (46)
in the leading order ofWtot/T and the limit ηC → 0. From Eq. (20), we have used lnX˜(tc)≫
E˜ = O(ǫ) in the limit ǫ→ 0. Next, let us determine L12 and L22. L12 can be determined
from the condition Wtot = 0, i.e., the work-consuming state:
Wtot = NX2T 2lnX˜(tc)− 2NTE˜ = 0. (47)
Then, we obtain the reciprocal relation
L12 =
T 2
4tcE˜
lnX˜(tc) = L21. (48)
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Taking terms depending only on ∆T in Eq. (44), we obtain
QH
2tc
≃ 1
2tc
(
3
2
NT 2 +
NT 2
2
lnX˜(tc)
)
∆T
T 2
, (49)
L22 =
NT 2
2tc
(
3
2
+
1
2
lnX˜(tc)
)
≥ 0, (50)
where we have ignored the higher order term including a0. Equations (42), (46), (48) and
(50) are the explicit expressions of the Onsager matrix.
Here, we show that α = 3/2 corresponds to the tight coupling limit of the Onsager matrix,
where flux J1 is proportional to J2. Because the determinant is readily calculated as
detLij =
(
T 4
8t2c
1
E˜
)(
3
2
+
1
2
lnX˜(tc)
)
−
(
T 2
4tcE˜
lnX˜(tc)
)2
=
T 4
8t2cE˜
{
3
2
+
1
2
lnX˜(tc)− (lnX˜(tc))
2
2E˜
}
=
T 4
8t2cE˜
(
3
2
+
1
2
lnX˜(tc)− lnX˜(tc)
ηC
)
≃ T
4
8t2cE˜
(
3
2
− α
)
≥ 0, (51)
where we have used Eq. (47) with Eq. (40), i.e. lnX˜(tc)/2E˜ = 1/ηC and lnX˜ = −αln(1−
ηC) ≃ αηC + αη2C/2 +O(η3C) under the nearly equilibrium condition ηC → 0. The tight cou-
pling limit detLij = 0 corresponds to α = 3/2, which is equal to the value obtained in Sec. 5.
The CNCA efficiency is derived on the basis of Eqs. (35) and (36) in the tight coupling limit,
following the similar procedure in Ref. [14]. It should be noted that the control parameter
for our engine is not X1 but J1, in contrast to Ref. [14].
6.2. Moderately dense case
We stress that the efficiency at MP of the engine for the moderately dense gas is much
smaller than the CNCA efficiency even in linear non-equilibrium regime ηC ≪ 1, which is
the result of the inevitable loose coupling of the Onsager matrix L∗ij as follows. Solving the
average of Eq. (10) in terms of Tin, we obtain
Tin(t) = Tbath(1− a∗0(t)V (t)) +O(ǫ2) (52)
a∗0(t) ≡
a0
1 + 4Φ(t)g0(Φ(t)) + j˜in(t)
, (53)
where we have introduced the scaled flux j˜in = {Tbath/(Tbath − Tin)}dQJ/dt. See also Eq.
(20) for the comparison with the dilute case. Because the additional heat flux dQJ exists,
Eqs. (37) and (44) are, respectively, replaced by
∆σ = −W
∗
tot
T
+
∆T
T 2
QH +
1
T
QJ , (54)
QH =
3
2
N
∆T
T
T +N
(
T +
∆T
2
)
lnX˜∗(tc) +Q
H
J −N
(
T +
∆T
2
)∫ XH
XL
a∗0(t)V
dX
X
,
(55)
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where we have introduced
QJ ≡
∑
µ=H,L
QµJ , (56)
QµJ ≡ −
∫
Tµ
dQJ , (57)
W ∗tot ≡ NηCT lnX˜∗(tc)− 2NT
∫ XH
XL
a∗0V
dX
X
, (58)
X˜∗(tc) ≡ 〈Xˆ(tc)〉SC − 4vex/A〈Xˆ(0)〉SC − 4vex/A
. (59)
Note that the sign of QHJ and Q
L
J are positive and negative respectively, and they are O(∆T ),
while QJ > 0 is O(∆T
2) (See Eqs. (14), (17), and (57)). We have taken into account the effect
of the finite excluded volume vex ≡ Nπd3in/6 up to O(Φ) for X˜∗, where we have approximated
Eq. (9) as Pin ≃ ninTin(1 + 4Φ) ≃ ninTin/(1− 4Φ). Following the similar procedure in Sec.
6.1, we obtain the Onsager matrix J ∗i =
∑
j L
∗
ijX ∗j with i, j = 1, 2 as
L∗11 ≡
T 2
4tcN
1
E˜∗
≥ 0, (60)
L∗21 ≡
T 2
4tcE˜∗
lnX˜∗(tc) = L
∗
12, (61)
L∗22 ≡
NT 2
2tc
(
3
2
+
1
2
lnX˜∗(tc) + q˜
)
≥ 0, (62)
where we have introduced E˜∗ ≡ ∫ XHXL (V/X)a∗0(t)dX and q˜ ≡ QHJ /N∆T +QJT/N∆T 2 > 0.
Note that J ∗1 ≡ T/2tc, J ∗2 ≡ (QH + TQJ/∆T )/2tc, X ∗1 ≡ −W ∗tot/T , and X ∗2 ≡ ηC/T have
been introduced. We have checked that a positive current q˜ exists even if TH ∼ TL as q˜ ≃ 1.91
for the operation of MP with TH/TL = 1.1 through the simulation of SMF.
Let us derive the value of α∗ for the tight coupling condition: detL∗ij = 0. Introducing
X˜∗ = (TH/TL)
α∗ with the aid of the parallel argument to derive Eq. (51), the tight coupling
condition for L∗ij is reduced to
detL∗ij =
(
T 4
8t2c
1
E˜∗
)(
3
2
+
1
2
lnX˜∗(tc) + q˜
)
−
(
T 2
4tcE˜∗
lnX˜∗(tc)
)2
≃ T
4
8t2cE˜
∗
(
3
2
− α∗ + q˜
)
= 0. (63)
Thus, we obtain α∗ for the tight coupling condition as
α∗ =
3
2
+ q˜. (64)
However, this condition cannot be satisfied if the finite positive current q˜ exists as observed in
our simulation, because we find that α∗ ≃ 3/2 holds through our simulation (inset of Fig. 9).
Thus, we conclude that the tight coupling condition for moderately dense gases is not satisfied
because of q˜. The loose coupling property of the Onsager matrix can be rewritten as the
heat leak from the hot heat reservoir into the cold hot reservoir: Jleak = J ∗2 − (L∗22J ∗1 /L∗11)
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[18]. From our relations (60)-(62), the heat leak is expressed as
Jleak =
detL∗ij
L∗11
X ∗2 =
NT
2tc
ηC
(
3
2
+ q˜ − α∗
)
≃ NT
2tc
ηC q˜ > 0. (65)
As mentioned in Sec. 5.1, the exponent α = 3/2 for dilute gases is that for adiabatic
processes. Therefore, we can examine whether such idea can be used even in moderately
dense gases. As is well-known, Poisson’s relation for a moderately dense gas can be written
as: (
T
(2)
in
T
(1)
in
)3/2(
X(2) − 4vex/A
X(1) − 4vex/A
)
= 1. (66)
Therefore, we also have the relation X˜∗ ≃ (TH/TL)3/2, i.e. α∗ = 3/2 for quasi-static adiabatic
processes. Although this agreement may be accidental because the heat leak exists in the
process, it is interesting to look for the reason why Poisson’s relation works well.
7. Discussion
Fig. 10 (Color online) The main figure represents the pressure-volume figure for ǫ =
0.01, TH/TL = 5.0. The inset represents the time evolution of the heat flux from the thermal
wall (solid line), the position of the piston (chain line) and the pressure for the enclosed
gas (dashed line) for 0 < t/t0 < 1.6. The heat process ends fast, and can be regarded as an
isochoric one.
Let us discuss the difference between our results and previous results. Here, we explain
that our engine contains isochoric and quasi-adiabatic heating/cooling processes, i.e., our
engine is similar but different from the Otto engine. The pressure-volume graph for ǫ = 0.01
and TH/TL = 5.0 is plotted in the main figure of Fig. 10. We also plot the time evolutions of
the heat flux (solid line), the piston position (chain line), and the pressure (dashed line) for
0 < t/t0 < 1.6 in the inset of Fig. 10, where the heat flux is scaled by q˙0 ≡ 5.0 × 105Tout/t0.
We notice that the heating process ends readily at t/t0 ∼ 0.1. Then, the system expands
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with smaller heat flux which is less than 10% of the isochoric regime for t/t0 < 0.5. For
0.5 < t/t0 < 1.6, the system is almost adiabatic, i.e. the heat flux is negligible. Thus, our
engine is similar but different from the Otto engine. As we can see in the inset of Fig. 10,
the piston moves only for t/t0 > 0.1, which might be related to the reason why we can use
Poisson’s equation for the adiabatic expansion in our analysis.
Let us explain the reason why the heat flux dQJ for a moderately dense gas is relevant
to the efficiency at MP in contrast to the conventional finite time thermodynamics. As a
counter example, let us consider the finite time Carnot cycle, which contains isothermal and
adiabatic processes. When we attach the thermal bath to the gas, the amount of heat flux for
a finite time Carnot cycle is too small and dQJ does not exist, because the temperature of
the gas and that of the bath are essentially identical as the result of the adiabatic processes
with mechanical control of the piston. On the other hand, the amount of heat flux in our
engine is large because the temperature of the gas and that of the bath are different when
we attach the bath onto the gas. Thus, the effect of the heat flux dQJ is significant for the
efficiency for an engine with a passive piston.
For a macroscopic piston in the limit ǫ→ 0, the one-dimensional momentum transfer model
(Eqs. (1) and (2)) is too simple for the realistic motion of the piston, where the side-wall
friction [36, 41], the excitation of atoms on the piston surface [42] and tilting of the piston,
etc. should be relevant for the real piston motion. In App. E, we discuss the effect of side-
wall friction on the efficiency for our protocol and show that the side-wall friction lowers the
efficiency.
The model considered in this paper might be unrealistic if the gas is regarded as a molecular
gas, because the mass of the piston must be much larger than the mass of each molecule and
adhesion between molecules and walls cannot be ignored in such a small engine. Our model,
however, would be experimentally realized through two kinds of setups: colloidal suspensions
with a semi-permeable membrane and a highly excited granular gas with a movable piston.
Although the hydrodynamic interaction between colloids is important, the osmotic pressure
between two dilute solutions separated by a semi-permeable membrane is described by van’t
Hoff’s formula which has an identical form to the state equation for ideal gases. Similarly,
inhomogeneity and non-Gaussianity of granular gases can be suppressed, at least, for a
specific setup of a highly agitated granular gas [43]. Thus, our model can be regarded as a
simplified and idealized one for such systems. We also note that our result is expected to be
basically valid even in thermodynamic limit, though this paper only discusses small systems
which contains only 200 particles.
8. Concluding Remarks
In this paper, we have investigated the efficiency at MP for an engine with a passive piston.
We have considered an operation protocol for a hard core gas partitioned by a massive piston
(Figs. 1 and 2). SMF has been proposed and its relevance has been demonstrated from the
comparison of its results with those of the MD simulation for both dilute gas (Fig. 4) and
the moderately dense gas (Fig. 5). We have found the existence of the MP in Fig. 6 and
examined the efficiency at MP for the dilute gas in Fig. 7. The efficiency at MP for dilute
gases is close to the CNCA efficiency for an elastic and massive piston. We have derived
the analytic expressions for the efficiency at MP on the basis of SMF as Eqs. (32) and
(33). To understand the linear non-equilibrium regime, we have derived the Onsager matrix
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explicitly Eqs. (42), (46), (48), and (50), and have found that the tight coupling condition is
satisfied for the dilute gas. In contrast to the dilute gas, we have found that the efficiency at
MP for moderately dense gases is smaller than the CNCA efficiency even for an elastic and
massive piston in linear non-equilibrium regime (Fig. 9). We have clarified the importance
of the heat flux when Tbath is switched, which induces the inevitable loose coupling for the
Onsager matrix.
To improve SMF model, we need to solve hydrodynamic equations under the moving
boundary in contrast to the treatment in this paper. We also need to investigate the nonlinear
Onsager matrix to understand the efficiency in nonlinear non-equilibrium regime [17, 18].
Finally, because thermodynamic studies of engines without any force controls are little known
so far, their experimental studies will be expected near future.
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A. Derivation of Eqs. (11), (12), and (14)
It is known that VDF for a hard core gas under the heat flux Jˆin [37, 38] is given by
φflux(v) =
(
1 + vxc(v)Jˆin
)
φ0(v), (A1)
where we have introduced
φ0(v) ≡
∏
µ=x,y,z
φ0(vµ, Tˆin). (A2)
In Eq. (A1), c(v) is written as
c(v) ≡ − 4
5nˆinTˆin
(
mv2
2Tˆin
− 5
2
)
. (A3)
The energy flows dQˆ0/dt and dQˆJ/dt can be calculated as follows. The heat flows outgoing
qˆoutwall and incoming qˆ
in
wall through the wall are, respectively, given by
qˆoutwall =
{∫ ∞
−∞
dvydvz
∫ 0
−∞
dvx
mv2
2
(−vx)nˆinAφflux(v)
}
(A4)
qˆinwall =
{∫ ∞
−∞
dvydvz
∫ 0
−∞
dvx(−vx)nˆinAφflux(v)
}{∫ ∞
−∞
dvydvz
∫ ∞
0
dvx
mv2
2
φwall(v, Tbath)
}
.
(A5)
Substituting Eqs. (A4) and (A5) into dQˆwall = (qˆ
in
wall − qˆoutwall)dt, we obtain Eqs. (11), (12),
and (14).
B. Time evolution for the profile of the temperature
In this appendix, we show that the time evolution for the temperature profile strongly
depends on the density of the enclosed gas. In Fig. B1, we plot the profiles of the temperature
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with the time interval ∆t = 5.0× 10−3
√
MA/Tout right after we change Tbath. Here, the solid
and the dotted curves represent the profile of the temperature for dense din/
√
A = 0.1 and
dilute din/
√
A = 0.01 gases, respectively. The vertical solid and dotted lines represent the
position of the piston enclosing dense and dilute gases, respectively. The gradient of the
temperature for the dilute gases relaxes much faster than that for the dense gases. As we
increase the value of din/
√
A, the relaxation time for the gradient becomes larger, which can
be captured by introducing dQJ as in the text.
Fig. B1 (Color online) The profiles of the temperature with the time interval ∆t = 5.0×
10−3
√
MA/Tout right after we change Tbath. The solid and dotted curves represent the profile
of the temperature for dense din/
√
A = 0.1 and dilute din/
√
A = 0.01 gases, respectively. The
vertical solid and dotted lines represent the position of the piston enclosing dense and dilute
gases, respectively.
C. On the definition of work
In the text, we define the work as “Pressure × Volume change,” which is not trivial. In
this appendix, we justify the definition, i.e. we decompose the change of the kinetic energy
of piston into heat and work by considering the path probability of (Xˆ(t), Vˆ (t)) under
Tˆin(t) = Tin. The discussion here is the extension of Ref. [44] toward the case that the volume
of the enclosed gas fluctuates in time. Let us consider the path probability for the forward
evolution P([Xˆ, Vˆ |τ) of (Xˆ, Vˆ ) during the interval τ from (Xˆ(0), Vˆ (0)) to (Xˆ(τ), Vˆ (τ)) and
the backward one P([Xˆ, Vˆ ]†|τ) from (Xˆ(τ),−Vˆ (τ)) to (Xˆ(0),−Vˆ (0)), where n collisions
between the piston and particles take place at time {ti}ni=1 with 0 = t0 < t1 < · · · < tn = τ .
The jump rates for the piston velocity from Vi−1 ≡ Vˆ (ti−1) to Vi ≡ Vˆ (ti) at the piston
position Xi−1 ≡ Xˆ(ti−1) caused by collisions from particles inside and outside the container
are, respectively, written as
Win(Vi ← Vi−1|Xi−1) ≡ nin(Xi−1)A
∫ ∞
−∞
dv|v − Vi−1|Θ(v − Vi−1)φ(v, Tin)
×δ
(
Vi − Vi−1 − Pv(Vi−1)
M
)
, (C1)
Wout(Vi ← Vi−1) ≡ noutA
∫ ∞
−∞
dv|v − Vi−1|Θ(Vi−1 − v)φ(v, Tout)
×δ
(
Vi − Vi−1 − Pv(Vi−1)
M
)
, (C2)
Wtot(Vi ← Vi−1|Xi−1) ≡ Win(Vi ← Vi−1|Xi−1) +Wout(Vi ← Vi−1). (C3)
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The escape rate per a unit time κ(Vi−1|Xi−1) for (Xi−1, Vi−1) is represented as
κ(Vi−1|Xi−1) =
∫ ∞
−∞
dV ′Wtot(V
′ ← Vi−1|Xi−1)
= nin(Xi−1)A
∫ ∞
Vi−1
|v − Vi−1|φ0(v, Tin)dv
+noutA
∫ Vi−1
−∞
|v − Vi−1|φ0(v, Tout)dv, (C4)
Thus, P([X,V ]|τ) and P([X,V ]†|τ) are represented as
P([X,V ]|τ) = exp
[
−
n−1∑
i=0
∫ ti+1
ti
κ(Vi|X(si))dsi
][
n∏
i=1
Wtot(Vi ← Vi−1|Xi−1)
]
, (C5)
P([X,V ]†|τ) = exp
[
−
n−1∑
i=0
∫ ti+1
ti
κ(−Vi|X(si))dsi
][
n∏
i=1
Wtot(−Vi−1 ← −Vi|Xi−1)
]
.
(C6)
Here, the position of the piston at time ti < si < ti+1 is given by X(si) ≡ Xi + Vi(si − ti).
We obtain∫ ti+1
ti
{κ(Vi|Xsi)− κ(−Vi|Xsi)} dsi = −N ln
(
Xi+1
Xi
)
+ noutAVi(ti+1 − ti)
= −βin
∫ Xi+1
Xi
nin(X)TinAdX + βoutPoutAVj(ti+1 − ti),
(C7)
ln
{ Wtot(V ′ ← V |X)
Wtot(−V ← −V ′|X)
}
=


βin
m(v′2 − v2)
2
≡ βin∆Ein(V ′ > V )
βout
m(v′2 − v2)
2
≡ βout∆Eout(V ′ < V ),
(C8)
Here we have introduced the inverse temperature βν ≡ 1/Tν and the energy change of ν side
gas ∆Eν through the piston fluctuation (ν = in, out). Using Eqs. (C7) and (C8), we obtain
the following expression on the definition of the work:
ln
{ P([X,V ]|τ)
P([X,V ]†|τ)
}
= βin∆Qin + βout∆Qout +∆Sinel, (C9)
∆Ein = ∆Qin −
∫ Xτ
Xini
1 + e
2
ninTinAdX, (C10)
∆Eout = ∆Qout +
1 + e
2
PoutA
∫ Xτ
Xini
dX, (C11)
∆Sinel ≡ 1− e
2
∫ Xτ
Xini
{ninTin − Pout}AdX (C12)
where we have introduced the abbreviation V0 ≡ Vˆ (0),Xτ ≡ Xˆ(τ) and Vτ ≡ Vˆ (τ). From Eq.
(C10), the change of the internal energy for the enclosed gas ∆Ein is apparently decomposed
into the change of work and heat. Thus, we adopt the definition of work Eq. (22) in the text.
For force-controlled engines, we usually define their works using only Pout. However, we
define the work using the pressure difference, because our engine is not force-controlled.
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D. Mass and inelasticity of piston
In this appendix, the effects of mass and inelasticity of the piston are studied. Similar to Sec.
5, we find the existence of maximum power for light or inelastic pistons. We plot the efficiency
at MP for (a) e = 1.0 and ǫ = 0.1, (b) e = 0.9 and ǫ = 0.01, and (c) e = 0.9 and ǫ = 0.1 in
Fig. D1. The observed efficiencies for light and inelastic pistons are much smaller than ηCA
(dashed line). Through our simulation, we find α = 0.79 for e = 1.0 and ǫ = 0.1. We plot
Eq. (32) in (a), while the observed efficiencies are also smaller than Eq. (32). The existence
of ǫ lowers the efficiency from ηCA even at the leading order O(ηC), because α = 0.79 < 3/2
for ǫ = 0.1. The higher order correction for ǫ would be necessary for better agreement.
Fig. D1 (Color online) Efficiencies at maximum power operations for dilute gases for (a)
e = 1.0 and ǫ = 0.1, (b) e = 0.9 and ǫ = 0.01, and (c) e = 0.9 and ǫ = 0.1. The open squares
〈ηˆ〉SC and open triangles η¯ are simulation data for the SMF without heat conduction. The
observed efficiencies for light and inelastic pistons are much smaller than ηCA (dashed line).
We also plot Eq. (32) as a solid line in (a) which overestimates the simulation results.
E. Effect of side-wall friction
In this appendix, we discuss the effect of the side-wall friction on the efficiency for an engine
with a passive piston, which exists for realistic situations. We implement the linear friction
Fig. E1 (Color online) The efficiency at MP under side-wall friction. The asymptotic
behavior of the efficiencies in ǫ→ 0 limit (a), and their temperature dependence for ǫ = 0.001
and γ/γgas = 2.0 (b). The friction on the sidewall lowers the efficiency.
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on the side-wall as Fˆfri = −γVˆ . Then, the equation of motion Eq. (5) turns out to be
M
dVˆ
dt
= Fˆin + Fˆout + Fˆfri (E1)
We assume that γ does not depend on ǫ and γ/γgas = O(1), where the motion of the piston
becomes the over-damped type, even if the piston is heavy. Because the side-wall friction can
be regarded as that attached with a zero temperature bath, we define the efficiency under
friction [41] by introducing the frictional heat:
Qˆfri ≡
∮
γVˆ 2dt (E2)
ηˆfri ≡ Wˆtot
QˆH + Qˆfri
(E3)
The simulated data for the efficiency at MP with γ/γgas = 2.0 and e = 1.0 are plotted in
Fig. E1. The asymptotic behavior of 〈ηˆ〉SC and 〈ηˆfri〉SC in the limit ǫ→ 0 for TH/TL = 5.0
are shown in Fig. E1 (a). In Fig. E1 (b), we plot the temperature dependence of 〈ηˆ〉SC and
〈ηˆfri〉SC at MP with ǫ = 0.001, where the efficiencies are lower than ηCA(see Fig. 7 (a)). Thus,
as expected, the friction on the sidewall lowers the efficiency.
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