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NOTE ON RESONANCE VARIETIES
PHONG DINH THIEU
ABSTRACT. We study the irreducibility of resonance varieties of graded rings over an
exterior algebra E with particular attention to Orlik-Solomon algebras. We prove that for
a stable monomial ideal in E the first resonance variety is irreducible. If J is an Orlik-
Solomon ideal of an essential central hyperplane arrangement, then we show that its first
resonance variety is irreducible if and only if the subideal of J generated by all degree 2
elements has a 2-linear resolution. As an application we characterize those hyperplane
arrangements of rank ≤ 3 where J is componentwise linear. Higher resonance varieties
are also considered. We prove results supporting a conjecture of Schenck-Suciu relating
the Betti numbers of the linear strand of J and its first resonance variety. A counter
example is constructed that this conjecture is not true for arbitrary graded ideals.
1. INTRODUCTION
Let A = {H1, . . . ,Hn} be an essential central affine hyperplane arrangement in Cl with
the complement X(A ) =Cl \
⋃
H∈A H. Let E =K〈e1, . . . ,en〉 be the exterior algebra over
a field K with charK = 0. In the last decades, many properties of hyperplane arrangement
have been studied using the so-called the Orlik-Solomon algebra of A , that is the quotient
ring E/J where J is the Orlik-Solomon ideal of A generated by all elements
(1) ∂eF =
t
∑
j=1
(−1) j−1ei1 ∧· · ·∧ êi j ∧· · ·∧ eit for F = {i1, . . . , it} ⊆ [n] = {1, . . . ,n}.
where {Hi1, . . . ,Hit} is a dependent set of hyperplanes, i.e. choosing linear forms αi ∈
(Cl)∗ such that Kerαi = Hi, then αi1, . . . ,αit are linearly dependent. Here eF is the mono-
mial ei1 ∧ · · · ∧ eit in E. Orlik and Solomon [12] showed that the cohomology ring of
X(A ) is entirely determined by L(A ) = {
⋂
H∈A ′ H|A ′ ⊆A }, the intersection lattice of
A . More precisely, the singular cohomology H.(X(A );K) of X(A ) with coefficients in
K is isomorphic its Orlik-Solomon algebra. See Orlik-Terao [13] and Yuzvinsky [20] for
details. See also, e.g., [1, 4, 5, 9, 11, 16, 17] for the study of Orlik-Solomon algebras via
exterior algebra methods and algebraic properties of arbitrary modules over E.
Falk [6] defined resonance varieties to study the ring structure of Orlik-Solomon alge-
bras which have shown to be useful in the recent years. For a graded algebra A = E/J
where J is a graded ideal of E and u ∈ A1, we have a cochain complex
(A,u) : 0−→ A0
·u
−→ A1
·u
−→ . . .
·u
−→ Ar
·u
−→ . . .
since u2 = 0. Its cohomology is denoted by H.(A,u). The p-th resonance variety of A is
Rp(A) = {u ∈ A1 : H p(A,u) 6= 0} for p≥ 0.
It is known that Rp(A) is an affine variety in A1 ∼= KdimK A1 . See [10, 18] for more details.
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Let M be a finitely generated graded left and right E-module satisfying the equations
um = (−1)degudegmmu for homogeneous elements u ∈ E, m ∈ M. The graded Betti num-
bers of M are β Ei, j(M) = dimK TorEi (K,M) j. We say that M has a d-linear resolution if
β Ei,i+ j(M) = 0 for all i and j 6= d. Following [7] we call M componentwise linear if all
submodules M〈i〉 of M generated by Mi have an i-linear resolution for i ∈ Z. Let d be the
initial degree of M, i.e. Mi = 0 for i < d and Md 6= 0. We have β Ei,i+ j(M) = 0 for j < d.
The numbers β Ei,i+d(M) describe the linear strand of the minimal graded free resolution
of M, i.e., they count the number of linear syzygies appearing in the resolution.
For an Orlik-Solomon algebra A = E/J of an essential central hyperplane arrange-
ments, some results on resonance varieties are known with special attention to R1(A). For
example Libgober and Yuzvinsky [10] proved that two irreducible components of R1(A)
meet only at 0. Falk [6] showed that if u,v belong to the same irreducible component
of R1(A) then u∧ v ∈ J. If these two properties hold for the first resonance variety of a
graded algebra A = E/J, we say that A satisfies property (*).
At first, we investigate in Section 3 the irreducibility of resonance varieties of graded
algebras E/J. In the case J is a stable monomial ideal, we show that the first resonance
variety of E/J is irreducible. This can be seen as the generic case since the generic initial
ideal of any graded ideal is stable. We also prove some properties of higher degree res-
onance varieties and suggest a question for the irreducibility of higher degree resonance
varieties. If J is an Orlik-Solomon ideal, we prove in Section 4 that the degree 2 com-
ponent ideal J〈2〉 of J has a 2-linear resolution if and only if the first resonance variety of
E/J is irreducible. In particular, if J is componentwise linear, then the first resonance is
irreducible. The converse holds for arrangements whose rank less than or equal to 3.
Schenck and Suciu suggested in [17] a conjecture about the Betti numbers of the lin-
ear strand of an Orlik-Solomon algebra A = E/J. More precisely, the Betti numbers
β Ei,i+1(E/J) should be determined by using invariants from R1(A): Observe that Orlik-
Solomon ideals are generated by products of linear forms since
(2) ∂eF = (ei2 − ei1)∧ . . .∧ (eit − ei1) for F = {i1, . . . , it} ⊆ [n].
Following [4] we call ideals generated by products of linear forms pure ideals. Note that
monomial ideals are pure ideals, but not all monomial ideals satisfy property (*); see
Example 5.4. A direct generalization of Conjecture B in [17] is:
Conjecture 1.1. Let J ⊂ E be a pure ideal such that E/J satisfies property (*). Then for
i ≫ 0, the graded Betti numbers of the linear strand of E/J are given by
β Ei,i+1(E/J) = i ∑
r≥1
hr
(
r+ i−1
i+1
)
,
where hr is the number of r-dimensional components of R1(E/J) in the affine space Kn.
In Example 5.4, we show that property (*) can not be omitted. More precisely, Conjec-
ture 1.1 does not hold for arbitrary pure ideals. We prove in Theorem 5.3 that there is a
class of algebras induced by certain graphs in which the conjecture hold.
We are grateful to Tim Ro¨mer for generously suggesting problems, many insightful
ideas on the subject of this note.
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2. PRELIMINARIES
In this section we recall some definitions and facts about the exterior algebra and hyper-
plane arrangement. Let M always be a finitely generated graded left and right E-module
satisfying the equations um = (−1)degudeg mmu for homogeneous elements u ∈ E, m ∈M.
Its minimal graded free resolution is an exact sequence
. . .−→
⊕
j∈ZE(− j)
β E1, j(M) −→
⊕
j∈ZE(− j)
β E0, j(M) −→ M −→ 0.
We see that the resolution is d-linear (as defined in Section 1) for some d ∈ Z if and only
if it is of the form
. . .−→ E(−d−2)β
E
2,d+2(M) −→ E(−d−1)β
E
1,d+1(M) −→ E(−d)β
E
0,d(M) −→ M −→ 0.
The regularity of M is defined as regM = max{ j− i : β Ei, j(M) 6= 0}. The complexity of
M, which measures the growth rate of the Betti numbers of M, is defined as
cxM = inf{c ∈ N : β Ei (M)≤ αic−1for all i ≥ 1,α ∈ R}.
Recall that a componentwise linear module which is generated in one degree has a linear
resolution. A module that has a linear resolution is componentwise linear.
Next we present some facts about stable (strongly stable) monomial ideals and generic
initial ideals. Let u = eF ∈ E be a monomial where F ⊆ [n]. We denote max(u) = max{i :
i ∈ F}. A monomial ideal J ⊆ E is called stable if e j uemax(u) ∈ J for every monomial u ∈ J
and j < max(u). The ideal J is called strongly stable if e j uei ∈ J for every monomial
u = eF ∈ J, i ∈ F and j < i.
For a monomial ideal J ⊂ E let G(J) be the minimal set of monomial generators of J,
and G(J) j ⊆ G(J) be the subset of generators in G(J) of degree j. Aramova, Herzog and
Hibi [2] computed a formula for the graded Betti numbers of stable ideals:
Lemma 2.1. [2, Corollary 3.3] Let 0 6= J ⊂ E be a stable monomial ideal. Then
β Ei,i+ j(J) = ∑
u∈G(J) j
(
max(u)+ i−1
max(u)−1
)
for all i ≥ 0, j ∈ Z.
The complexity of a stable monomial ideal J can be interpreted in terms of G(J).
Proposition 2.2. [9, Proposition 3.4] Let 0 6= J ⊂ E be a stable monomial ideal. Then
cxE/J = max{max(u) : u ∈ G(J)}.
In particular, if J is stable and generated in one degree, it has a linear resolution. An
example for such an ideal is the maximal graded ideal m = (e1, . . . ,en) of E and all its
powers.
Let < be a reverse lexicographic order on E with e1 > e2 > .. . > en. The initial ideal of
a graded ideal J ⊂ E is the ideal generated by the initial terms in( f ), f ∈ J with respect to
this order, and is denoted by in(J). In the exterior algebra over an infinite field, Aramova,
Herzog and Hibi in [2, Theorem 1.6] proved the existence of a non-empty Zariski-open
subset U ⊆ GL(n;K) such that there is a monomial ideal I ⊆ E with I = in(g(J)) for all
g ∈U . This ideal I is called the generic initial ideal of J, denoted by gin(J). The generic
initial ideal of a graded ideal is strongly stable if it exists [2, Proposition 1.7]. This is
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independent of the characteristic of the field in contrast to ideals in the polynomial ring.
In addition, if the graded ideal J is componentwise linear, then J and gin(J) have the same
graded Betti numbers ( see[3, Theorem 2.1]).
Let u = ∑nk=1 αkek be a linear form in E. We call the set supp(u) = {k : αk 6= 0} the
support of u. Let eF be a monomial in E where F = {i1, . . . , it} ⊆ [n] and 1 6∈ F . Using
Equation (2) one can check that
(3) ∂eF = (ei2 − ei1)∧ . . .∧ (eit − ei1) =
t
∑
j=1
(−1) j−1 ∂ eF\{i j}∪{1}.
Next we collect some facts and results about the intersection lattice and resonance vari-
eties used in the following. Let A = {H1, . . . ,Hn} be an essential central affine hyper-
plane arrangement in Cl with the intersection lattice L(A ). Let J be the Orlik-Solomon
ideal and A = E/J the Orlik-Solomon algebra of A . We denote by Ji the set of all ho-
mogeneous elements of degree i of J and by J≤i the ideal generated by all homogeneous
elements of degree ≤ i of J.
Observe that L(A ) is a partially-ordered set whose elements are the linear subspaces of
Cl obtained as intersections of sets of hyperplanes from A and ordered by reverse inclu-
sion. The intersection lattice L(A ) is a ranked poset. Indeed, rank(X) is the codimension
of X in Cl for X ∈ L(A ) and rank(A ) is the maximal value of {rank(X) : X ∈ L(A )}.
See [18, Section 1.2] for details. Note that if X = Hi1 ∩ · · · ∩Hit and rank(X) < t then
{Hi1, . . . ,Hit} is a dependent set. In particular, if rank(A ) = r then all sets of more than r
hyperplanes are dependent sets and then J≤r = J.
Since every set of two hyperplanes are independent, J1 = 0. The resonance varieties of
Orlik-Solomon algebra A can be computed by the following formulas
R1(A) = {u ∈ E1 : u = 0 or there exists v ∈ E1,0 6= u∧ v ∈ J2},
Rp(A) = {u ∈ E1 : u = 0 or there exists v ∈ Ep,v 6∈ Jp∪uEp−1,0 6= u∧ v ∈ Jp+1}.
As shown in [10], R1(A) is a variety in the affine space E1 = Kn. Each component of
R1(A) is a linear subspace of Kn (see [6]). In other words, R1(A) is the union of a subspace
arrangement in Kn. As shown by Libgober and Yuzvinsky in [10], each subspace of R1(A)
has dimension at least 2, two distinct subspaces meet only at 0, and Rp(A) is the union
of those subspaces of dimension greater than d, which can have none-zero intersection.
In [6] Falk proved that if u,v belong to the same irreducible component of R1(A), then
u∧ v ∈ J2. Falk also showed that, for each X ∈ L2(A ) which is the intersection of more
than two hyperplanes, there is a corresponding irreducible component of R1(A), called
local component which is defined by
LX = {(xi) ∈ E1 = Kn : xi = 0 if X * Hi and ∑
Hi⊇X
xi = 0}.
Moreover, the results in [18, Theorem 4.46, Corollary 4.49] and [1, Theorem 3.1] imply
that Rp(A) ⊆ Rq(A) for p < q ≤ rankA . We denote by VE(A) the set of all elements u
of A1 such that the set of elements of A annihilated by u is not the same as uA. Then it
follows that Rp(A)⊆VE(A) for all 1≤ p≤ rankA . Moreover, VE(A) is a linear subspace
of E1 and dimK VE(A) = cxE(A). We refer to Aramova, Avramov, and Herzog [1] for
more details, where VE(A) is called the rank variety of A.
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3. RESONANCE VARIETIES OF STABLE MONOMIAL IDEALS
In this section we investigate the irreducibility of resonance varieties Rp(E/J) of E/J
where J is a stable monomial ideal. Since the generic initial ideal of a graded ideal is
always stable, the class of stable monomial ideals can be seen as the generic case. Recall
that we always assume that a graded J is always non trivial and contains no variable.
Theorem 3.1. Let J ⊂ E be a stable monomial ideal. Then the first resonance variety
R1(E/J) of E/J is irreducible.
Proof. Let t = max{max(u) : u ∈G(J)2}. There exists a integer r with 1≤ r < t such that
u = er ∧ et ∈ J2. We claim that spanK{e1, . . . ,et}= R1(E/J) which implies that R1(E/J)
is irreducible.
At first note that ei∧u/et ∈ J for all i < t, since J is stable. Hence
er ∧ ei ∈ J2 for 1≤ i ≤ t and thus er ∧
t
∑
i=1
αiei ∈ J2 for every αi ∈ K.
Observe that
R1(E/J) = {u ∈ E1 : u = 0 or there exists v ∈ E1, 0 6= u∧ v ∈ J2}.
Then it follows spanK{e1, . . . ,et} ⊆ R1(E/J). In particular, for t = n we see that equality
holds, so assume t < n in the following.
We consider an arbitrary element 0 6= u = ∑ni=1 αiei ∈ R1(E/J). Suppose that there
exists an integer s and 0 6= v = ∑nj=1 β je j ∈ E1 with
t < s≤ n such that αs 6= 0 and 0 6= u∧ v ∈ J2.
By the choice of t we see that
es∧ e j 6∈ J2 for j ∈ {1, . . . ,n}\{s}.
Thus the monomial es∧ e j can not appear in u∧ v. We get
αsβ j−α jβs = 0 for j ∈ {1, . . . ,n}.
If βs = 0 then β j = 0 for j = 1, . . . ,n. This is a contradiction to the fact that v 6= 0. So
βs 6= 0. This implies that α j 6= 0 if and only if β j 6= 0 and in this case
β j = βs
αs
α j
Thus v = ku for k = βs/αs and we see that u∧v = 0. This is also a contradiction to choice
of u and v. We get αs = 0 for every integer s with s > t. Altogether we see that
R1(E/J)⊆ spanK{e1, . . . ,et} and then R1(E/J) = spanK{e1, . . . ,et}.
This concludes the proof. 
Theorem 3.1 motivates the following question:
Question 3.2. Let J ⊂ E be a stable monomial ideal. Are all resonance varieties Rp(E/J)
of E/J irreducible for p ≥ 1?
We have only little knowledge about Rp(E/J) for p > 1 which will be presented below.
For the result we need at first:
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Lemma 3.3. Let J ⊂ E be a stable monomial ideal and let
tp = max{max(u) : u ∈ G(J), degu = p} for 1≤ p ≤ n.
Then
spanK{e1, . . . ,etp} ⊆ Rp−1(E/J) for 1≤ p≤ max{degu : u ∈ G(J)}.
Proof. Let u = ei1 ∧ . . .∧ eip ∈ G(J)p where 1 ≤ i1 < · · · < ip = tp. Since G(J) is the
minimal set of generators of J and u ∈ G(J)p, we have u 6∈mJp−1. Therefore
ei1 ∧ . . .∧ eiq−1 ∧ êiq ∧ eiq+1 . . .∧ eip−1 ∧ eip 6∈ Jp−1 for 1≤ q≤ p.
Observe that Rp−1(E/J) equals to the set
{u ∈ E1 : u = 0 or there exists v ∈ Ep−1,v 6∈ Jp−1∪uEp−2 and 0 6= u∧ v ∈ Jp}.
This implies eiq ∈ Rp−1(E/J) for q = 1, . . . , p.
Next we consider i ∈ [tp]\{i1, . . . , ip}. Since J is stable and tp = max(u) we have
0 6= ei∧ (u/etp) ∈ Jp and u/etp 6∈ Jp−1.
Hence ei ∈ Rp−1(E/J). So {e1, . . . ,etp} ⊆ Rp−1(E/J). Let
0 6= v =
tp
∑
j=1
α je j ∈ spanK{e1, . . . ,etp}
be an arbitrary element. Assume at first that v 6∈ spanK{ei1, . . . ,eip}. This implies
0 6= v∧ (u/etp) ∈ Jp.
So v ∈ Rp−1(E/J). Next we assume that v ∈ spanK{ei1, . . . ,eip} and αiq 6= 0 for some
1≤ q≤ p. Then
0 6= v∧ (u/eiq) = αiqu ∈ Jp.
Again we see that v∈ Rp−1(E/J). Hence spanK{e1, . . . ,etp}⊆ Rp−1(E/J) as desired. 
Corollary 3.4. Let J ⊂ E be a stable monomial ideal generated in one degree p≥ 2. Then
the (p−1)th resonance variety of E/J is maximal, i.e. Rp−1(E/J) =VE(E/J).
In particular, Rp−1(E/J) is irreducible.
Proof. Let t = max{max(u) : u ∈ G(J)}. With Lemma 3.3 we see spanK{e1, . . . ,et} ⊆
Rp−1(E/J). In addition, by [1, Theorem 3.1 (2)] and Proposition 2.2 we know
dimK VE(E/J) = cxE(E/J) = t.
Since
spanK{e1, . . . ,et} ⊆ Rp−1(E/J)⊆VE(E/J) and dimK VE(E/J) = t
we get that Rp−1(E/J) =VE(E/J). 
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4. RESONANCE VARIETIES OF HYPERPLANE ARRANGEMENTS
The purpose of this section is to present results related to the question whether reso-
nance varieties of hyperplane arrangements are irreducible. At first we consider the first
resonance variety. For the first main result we need the following observation.
Lemma 4.1. Let J = (l1, . . . , lt) ⊂ E be an ideal generated by t linearly independent 1-
forms l1, . . . , lt . Then Jd has an d-linear resolution for all integers d ≥ 1.
Proof. After an appropriate change of coordinates, we may assume that J = (e1, . . . ,et).
Then for a fixed integer d ≥ 1, we have
Jd = (e1, . . . ,et)d = (eF : F ⊆ {1, . . . , t}, |F|= d).
Observe that Jd is a stable monomial ideal of E which is generated in degree d. Therefore
Jd has an d-linear resolution (see, e.g., [2, Corollary 3.4 (a)]). 
Theorem 4.2. Let A be an essential central hyperplane arrangement with Orlik-Solomon
ideal J and Orlik-Solomon algebra A = E/J. The following statements are equivalent:
(i) The first resonance variety R1(A) of A is irreducible;
(ii) The ideal J〈2〉 has a 2-linear resolution.
In particular, if J is componentwise linear, then R1(A) is irreducible.
Proof. (i) ⇒ (ii): Assume that R1(A) is irreducible. Since elements of L2(A ), which are
intersections of more than two hyperplanes correspond to the local components of R1(A)
as noted above (see [6]), there is exactly one element X in L2(A ), which is an intersection
of more than two hyperplanes. We choose a maximal integer s with 3 ≤ s ≤ n such that
X is the intersection of s hyperplanes of the arrangement. Without loss of generality we
assume that A = {H1, . . . ,Hs,Hs+1, . . . ,Hn} and X = H1∩H2∩ . . .∩Hs.
Let F = {i, j,k} ⊆ {1, . . . ,s} with |F|= 3. Since
2 = rank(H1∩H2∩ . . .∩Hs)≥ rank(Hi∩H j ∩Hk)≥ 2
we get that Hi∩H j ∩Hk = H1∩H2∩ . . .∩Hs and thus F is a dependent set of A . Next
we assume that G = {i, j,k} ⊆ {1, . . . ,n} with |G|= 3 where for example i ≥ s+1. If G
is dependent, then Hi∩H j ∩Hk would have rank 2 which implies by our assumption on
L2(A ) that Hi∩H j ∩Hk = X . But then it would follow that
X = H1∩H2∩ . . .∩Hs = H1∩H2∩ . . .∩Hs∩Hi∩H j ∩Hk
which is a contradiction to the choice of s. Hence
J〈2〉 = (∂eF : F is dependent, |F|= 3)
= ((ei− ek)∧ (e j− ek) : {i, j,k} is dependent for pairwise distinct 1≤ i, j,k ≤ s)
= ((ei− e1)∧ (e j− e1) : {1, i, j} is dependent for pairwise distinct 2≤ i, j ≤ s)
= (e2− e1, . . . ,es− e1)
2.
Note that we used at the third equation Formula (3). It follows from Lemma 4.1 that
J〈2〉 has a 2-linear resolution.
(ii) ⇒ (i): Since J〈2〉 has 2-linear resolution, it has regularity 2 as well as gin(J〈2〉).
In particular, gin(J〈2〉) is generated in degree 2. Moreover, J〈2〉 and gin(J〈2〉) have the
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same graded Betti numbers; see [3, Theorem 2.1]. Note that gin(J〈2〉) is a strongly stable
monomial ideal and G(gin(J〈2〉))2 = G(gin(J〈2〉)). By Lemma 2.1 we get
β Ei,i+2(J〈2〉) = β Ei,i+2(gin(J〈2〉)) = ∑
u∈G(gin(J〈2〉))
(
max(u)+ i−1
max(u)−1
)
.
We consider the polynomial function
P : Q→Q, P(i) = ∑
u∈G(gin(J〈2〉))
(
max(u)+ i−1
max(u)−1
)
.
Observe that degP = t−1 where t =max{max(u) : u∈G(gin(J〈2〉))}. It is a consequence
of [16, Theorem 4.3] that degP = dimR1(A)− 1. Recall that we consider R1(A) as an
affine variety in E1 = Kn while in [16] this space is viewed as a projective variety. It
follows dimR1(A) = t. As noted above R1(A) is the union of linear components L j. There
exists one linear component, say Lp, of R1(A) such that dimLp = t. By [16, Theorem 5.6]
(see also Section 2) we have for i ≫ 0 that
β Ei,i+2(J〈2〉)≥ ∑
L j component of R1(A )
(i+1)
(
dimL j + i
i+2
)
≥ (i+1)
(
t + i
i+2
)
.
Since gin(J〈2〉) and (e1, . . . ,et)2 are both strongly stable monomial ideals generated in
degree 2 and by the definition of t we get G(gin(J〈2〉)) ⊆ G((e1, . . . ,et)2) we see with
Lemma 2.1 that
β Ei,i+2(gin(J〈2〉))≤ β Ei,i+2((e1, . . . ,et)2) for all i ≥ 0.
Lemma 2.1 and a direct computation shows that
β Ei,i+2((e1, . . . ,et)2) = (i+1)
(
t + i
i+2
)
for all i ≥ 0.
(This equation is, e.g., a consequence from [9, Proposition 6.12].) Using all inequalities
together we get that
β Ei,i+2(J〈2〉) = β Ei,i+2(gin(J〈2〉)) = (i+1)
(
t + i
i+2
)
for i ≫ 0.
Using again [16, Theorem 5.6] this implies that R1(A) has exactly one irreducible com-
ponent. Thus R1(A) is irreducible. 
If the rank of the arrangement is small, we get:
Corollary 4.3. Let A be an essential central hyperplane arrangement with Orlik-Solo-
mon ideal J and Orlik-Solomon algebra A = E/J such that rank(A ) ≤ 3. The following
statements are equivalent:
(i) The first resonance variety R1(A) of A is irreducible;
(ii) J is componentwise linear.
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Proof. (i) ⇒ (ii): Since R1(A) is irreducible, we get that J≤2 = J〈2〉 has 2-linear resolution
and thus reg(J≤2) = 2.
We have J = J≤3 because rank(A )≤ 3. It follows from [9, Corrolary 6.7] that
reg(J≤3) = reg(J) = reg(E/J)+1≤ 3.
Moreover, reg(J≤k) ≤ 3 ≤ k for k ≥ 3. Now it follows from [8, Theorem 5.3.7] that J is
componentwise linear.
(ii) ⇒ (i): If J is componentwise linear, then J〈2〉 has 2-linear resolution. Hence Theo-
rem 4.2 implies that R1(A) is irreducible. 
There exists Orlik-Solomon ideals which are componentwise linear, but do not have a
linear resolution as the following example shows.
Example 4.4. Let A be an essential central hyperplane arrangement in C3 with defining
polynomial
Q = xy(x− y)z(2x+ y− z)(x+3y+ z).
Let E = K〈e1, . . . ,e6〉 be the exterior algebra where each ei corresponds to i-th factor in
the equation of the polynomial. The Orlik-Solomon ideal of A is
J = (∂e123)+(∂ei jkl : {i, j,k, l} ⊆ [6]).
We see that L2(A ) has only one element X = H1 ∩H2 ∩H3 such that |X | ≥ 3. Hence
R1(A) = spanK{(e2 − e1),(e3 − e1)} is irreducible. By Corollary 4.3, the ideal J is a
componentwise linear ideal. We observe that the elements ∂ei jkl are not redundant for all
1 ≤ i, j,k, l ≤ 6, so J 6= J〈2〉. This implies that J is not generated in one degree. Hence J
has not a linear resolution.
We saw that the property componentwise linear of an Orlik-Solomon ideal can be char-
acterized in terms of data of the hyperplane arrangement if the rank is small. We wonder if
a similar statement can be proved for arbitrary essential central hyperplane arrangements.
Note that a characterization of having a linear resolution is given in [5, Corollary 3.6]; see
also [9, Theorem 6.11] which is a first step to such a result.
We ask ourself the following
Question 4.5. Assume that the Orlik-Solomon ideal J of an essential central hyperplane
arrangement A is componentwise linear. Are then all resonance varieties Rp(A) where
0≤ p≤ rank(A ) irreducible?
Another corollary from Theorem 4.2 is:
Corollary 4.6. Let A be an essential central hyperplane arrangement with Orlik-Solo-
mon ideal J and Orlik-Solomon algebra A = E/J such that J〈2〉 has a 2-linear resolution.
Then Conjecture 1.1 is true for E/J.
Proof. Let t = max{max(u) : u ∈ G(gin(J〈2〉))}. In the proof of Theorem 4.2 we showed
that
β Ei,i+2(J) = β Ei,i+2(J〈2〉) = (i+1)
(
t + i
i+2
)
for i ≫ 0.
We know also that hr = 1 for r = dimR1(E/J) = t and hr = 0 for r 6= t since R1(E/J) is
irreducible. This concludes the proof. 
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If the Orlik-Solomon ideal has a linear resolution, then we can prove analogously to
Corollary 3.4:
Proposition 4.7. Let A be an essential central hyperplane arrangement with Orlik-
Solomon ideal J and Orlik-Solomon algebra A = E/J such that J has a d-linear reso-
lution. Then
Rp(A) = 0 for 0≤ p≤ d−2 and Rd−1(A) =VE(A) is irreducible.
Proof. Assume that J has a d-linear free resolution. Then J0 = . . . = Jd−1 = {} and
J = (Jd). Therefore Rp(A) = 0 for 0≤ p≤ d−2. By [9, Theorem 6.11 (iii)], the matroid
M of A is M =Ud,n− f ⊕U f , f where Up,q is a uniform matroid of rank p whose the ground
set has q elements and all subsets of [q] of cardinality ≤ p are independent. Therefore
J = J〈d〉 = (∂eF : F ∈Ud,n− f , |F|= d +1)
= ((ei2 − ei1)∧ . . .∧ (eid+1 − ei1) : F = {i1, . . . , id+1} ⊆ [n− f ])
= ((ei2 − e1)∧ . . .∧ (eid+1 − e1) : F = {1, i2, . . . , id+1} ⊆ [n− f ]).
Note that we used at the third equation Formula (3). Thus
Rd−1(A) = {u ∈ E1 : u = 0 or there exists v ∈ Ed−1,v 6∈ uEd−2,0 6= u∧ v ∈ Jd}
= spanK{ei− e1 : 2≤ i ≤ n− f}.
This implies already that Rd−1(A) is irreducible and dimK Rd−1(A) = n− f −1.
By [9, Corollary 6.7] we have that cxE(A) is equal to the n minus the number of com-
ponents of the matroid of A . Together with [1, Theorem 3.2] we get
dimK VE(A) = cxE(A)− f −1 = dimK Rd−1(A).
Since Rd−1(A)⊆VE(A), we conclude that Rd−1(A) =VE(A). 
Question 4.8.
(i) We have some evidence that the converse of Proposition 4.7 is true. So we ask
assuming that Rp(A) = 0 for 0≤ p≤ d−2 and Rd−1(A) =VE(A) is irreducible,
if then J has a d-linear resolution.
(ii) Let J ⊂ E be an arbitrary graded ideal with d-linear resolution. Is Rd−1(E/J)
always maximal (i.e. Rd−1(E/J) =VE(E/J)) or at least irreducible?
5. BETTI NUMBERS OF THE LINEAR STRAND OF EDGE IDEALS
In the previous section we observed in Corollary 4.6 a special case where Conjecture
1.1 is true. In this section we show that this conjecture holds for a special class of edge
ideals which gives some more support for the validity of Conjecture 1.1.
In the following G is always a graph on a finite vertex set VG and with edge set EG. For
a vertex v ∈ VG let degv denote the number of edges incidents to v. Recall that a graph
G is a disjoint union of complete graphs if there exist complete graphs Gi such that the
vertex sets VGi of Gi are disjoint, |VGi| ≥ 2, the vertex set VG of G is VG =
⋃
iVGi and the
edge set EG of G is EG =
⋃
i EGi . We say that G has no induced 4-cycle if for every F ⊆VG
with |F|= 4 the induced subgraph GF of G on the vertex set F is not a 4-cycle.
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Let n = |VG| and E be the exterior algebra on n exterior variables e1, . . . ,en over a field
K. The edge ideal J(G) of G is defined as J(G) = (ei∧ e j : { i, j} ∈ EG). Before proving
our main result we need the following lemma:
Lemma 5.1. Let G be a disjoint union of complete graphs and n= |VG|. Then R1(E/J(G))
is a union of linear subspaces and E/J(G) satisfies property (*) (see Page 2).
Proof. Let G be the disjoint union of complete graphs G1, . . . ,Gt . Let ri = |VGi| and so
n = ∑ti=1 ri. Consider the edge ideals J(G) and J(Gi) in the exterior algebra E. It is clear
that J(G) = ∑ti=1 J(Gi). The first resonance variety of E/J(G) can be computed as
(4) R1(E/J(G)) = {u ∈ E1 : u = 0 or there exists v ∈ E1 such that 0 6= u∧ v ∈ J(G)}.
Let VGi = {i j : j = 1, . . . ,ri} ⊆ [n]. Because of eip ∧ eiq ∈ J(Gi) for 1 ≤ p,q ≤ ri and
Equation (4) we have
spanK{ei1, . . . ,eiri} ⊆ R
1(E/J(G)).
We claim that the irreducible components of R1(E/J(G)) are exactly those vector spaces
spanK{ei1, . . . ,eiri} for 1≤ i≤ t. Assume that there exists an irreducible component which
is not of this form. Then there exists linear forms u,v ∈ E1 such that
0 6= u∧ v ∈ J(G) and u /∈ spanK{ei1, . . . ,eiri} for all 1≤ i≤ t.
Let u = ∑nk=1 αkek and v = ∑nk=1 βkek for αk,βk ∈ K.
Now we show that supp(u) = supp(v). For this let k1 ∈ supp(v) be arbitrary and choose
i such that v ∈ VGi . Since supp(u) is not contained in VGi there exists k2 ∈ supp(u) with
k2 6∈ VGi . Observe that ep∧ eq ∈ J(G) = ∑ti=1 J(Gi) if and only if there is 1 ≤ i ≤ t such
that p,q∈VG j for some j. So ek1∧ek2 /∈ J(G). It follows that αk1βk2−αk2βk1 = 0 because
u∧ v ∈ J(G). Hence
k1 ∈ supp(u), k2 ∈ supp(v) and αk2/βk2 = αk1/βk1.
In particular, we see that supp(v)⊆ supp(u) and also the support of v is not contained on
one of the VG j . With the same arguments it follows now that supp(u)⊆ supp(v) and then
supp(u) = supp(v). Moreover, we can conclude that αk/βk is the same constant for every
k ∈ supp(u) = supp(v). But then we get the contradiction u∧ v = 0.
So wee see that all irreducible components of R1(E/J(G)) are induced by the complete
subgraphs of G. More precisely,
R1(E/J(G)) =
t⋃
i=1
spanK{ei1, . . . ,eiri}.
We also get that R1(E/J(G)) satisfies property(*) in Page 2. 
Lemma 5.2. Let i,r be integers with i,r ≥ 0. Then we have
i
∑
j=0
(
i
j
)(
r
j+2
)
=
(
r+ i
i+2
)
.
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Proof. Considering the polynomial f (x) = (1+ x)r+i in the polynomial ring K[x], we get
(1+ x)r+i = (1+ x)i(1+ x)r = (
i
∑
j=0
(
i
j
)
x j)(
r
∑
t=0
(
r
t
)
xt).
This implies that the coefficient of xr−2 is ∑ij=0
( i
j
)(
r
r−2− j
)
= ∑ij=0
( i
j
)(
r
j+2
)
. Moreover
(1 + x)r+i = ∑r+ij=0
(
r+i
j
)
x j, so the coefficient of xr−2 in this equality is
(
r+i
r−2
)
=
(
r+i
i+2
)
.
Hence we conclude that ∑ij=0
( i
j
)(
r
j+2
)
=
(
r+i
i+2
)
.

We are ready to prove the main results of this section.
Theorem 5.3. Let G be a disjoint union of complete graphs with n = |VG|. Then the
graded Betti numbers in the linear strand of J(G) are given by
β Ei,i+2(J(G)) = (i+1)
n
∑
r=2
hr
(
r+ i
i+2
)
,
where hr is the number of r-dimensional components of R1(E/J) in the affine space Kn.
So Conjecture 1.1 is true for edge ideals of disjoint unions of complete graphs.
Proof. Let G be the disjoint union of complete graphs G1, . . . ,Gt with VGi = {i1, . . . , iri},
i = 1, . . . , t. By Lemma 5.1 we see that R1(E/J(G)) =⋃ti=1 spanK{ei1, . . . ,eiri}.
Let ki(G) be the number of complete subgraph on i vertices of G. Observe that a disjoint
union of complete graphs has no induced 4-cycles. It follows from [15, Proposition 2.4]
β Si,i+2(I(G)) = ∑
v∈VG
(
degv
i+1
)
− ki+2(G) =
t
∑
j=1
∑
v∈VG j
(
degv
i+1
)
− ki+2(G)
=
t
∑
j=1
∑
v∈VG j
(
r j−1
i+1
)
−
t
∑
j=1
ki+2(G j) =
t
∑
j=1
r j
(
r j−1
i+1
)
−
t
∑
j=1
(
r j
i+2
)
=
t
∑
r=1
r ·hr
(
r−1
i+1
)
−
t
∑
r=1
hr
(
r
i+2
)
= (i+1)
t
∑
r=1
hr
(
r
i+2
)
Here S = K[x1, . . . ,xn] is the polynomial ring over K, the ideal I(G) = (xix j : {i, j} ∈ EG)
is the edge ideal of G over S and β Si, j(I(G)) denote the graded Betti numbers of I(G) over
S. Note that I(G) is a so-called squarefree S-module in the sense of [19, Definition 2.1].
Then it follows from [14, Corollary 1.3] that
β Ei,i+2(J(G)) =
i
∑
j=0
(
i+1
j+1
)
β Sj, j+2(I(G)) =
i
∑
j=0
(
i+1
j+1
)
( j+1)
t
∑
r=1
hr
(
r
j+2
)
= (i+1)
i
∑
j=0
(
i
j
)
hr
t
∑
r=1
(
r
j+2
)
= (i+1)
t
∑
r=1
hr
i
∑
j=0
(
i
j
)(
r
j+2
)
= (i+1)
t
∑
r=1
hr
(
r+ i
i+2
)
,
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where we get the last equality from Lemma 5.2. Since β Ei,i+2(J(G)) = β Ei+1,i+2(E/J(G))
Conjecture 1.1 holds for E/J(G). 
Conjecture 1.1 without property (*) is not true for an algebra E/J where J ⊂ E is an
arbitrary (monomial) ideal as can be seen as follows:
Example 5.4. Let E = K〈e1, . . . ,e5〉 be the exterior algebra over a field K. Let
J = (e1∧ e2,e1∧ e3,e1∧ e4,e1∧ e5,e2∧ e3∧ e4)⊂ E.
We see that J is a strongly stable monomial ideal and E/J does not have the property (*).
By Lemma 2.1, for i ≥ 0, we have
β Ei,i+2(J) = ∑
u∈G(J)2
(
max(u)+ i−1
max(u)−1
)
=
(
i+1
1
)
+
(
i+2
2
)
+
(
i+3
3
)
+
(
i+4
4
)
.
Since max{max(u) : u ∈ G(J)2}= 5, it follows from Theorem 3.1 that
R1(E/J) = spanK{e1, . . . ,e5} and R1(E/J) is irreducible.
By induction, we can prove that(
i+1
1
)
+
(
i+2
2
)
+
(
i+3
3
)
+
(
i+4
4
)
< (i+1)
(
i+5
i+2
)
for i ≥ 0. We get
β Ei+1,i+2(E/J) = β Ei,i+2(J)< (i+1)
(
i+5
i+2
)
= (i+1) ∑
r≥1
hr
(
r+ i
i+2
)
where hr is the number of components of R1(E/J) which have dimension r in the affine
space E1 = Kn. Thus Conjecture 1.1 does not hold for E/J.
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