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D.1 Cas ŝu(2) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
D.1.1 Le cas A4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
D.1.2 Le cas E6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
D.1.3 Le cas E8 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
D.1.4 Le cas D4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
D.1.5 Le cas D6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
D.1.6 Le cas D5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
D.1.7 Le cas E7 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
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Introduction
L’e´poque des grands savants multidisciplinaires – qu’ils soient grecs, e´gyptiens ou chinois
– est de nos jours re´volue. Le de´veloppement naturel du savoir l’ame`ne a` une ramification de
plus en plus pointue. Toutefois, la mathe´matique et la physique (the´orique), meˆme si pouvant
eˆtre conceptuellement classe´es comme deux domaines diffe´rents du savoir, ont chemine´ main
dans la main de l’Antiquite´ jusqu’au de´but du vingtie`me sie`cle. Archime`de, un des plus grands
mathe´maticiens de son e´poque, e´tait e´galement un brillant physicien ; a` partir de Galile´e et
l’ave`nement de la physique dite moderne, ces deux derniers domaines e´taient meˆme devenus in-
dissociables. Les grands bouleversements de paradigmes en physique ont toujours e´te´ pre´ce´de´s
ou accompagne´s de la de´couverte de nouvelles structures mathe´matiques : me´canique clas-
sique et calcul diffe´rentiel ont ainsi e´te´ de´veloppe´s conjointement par des mathe´maticiens et
physiciens : Newton, Euler, Lagrange, Hamilton . . . De meˆme, les trois grandes re´volutions
physiques du de´but du sie`cle dernier, a` savoir la relativite´ restreinte, la me´canique quantique
et la the´orie de la gravitation d’Einstein, ne peuvent eˆtre e´voque´es sans penser au groupe de
Poincare´, a` l’espace de Hilbert et a` la ge´ome´trie Riemannienne (voir [64]).
L’ave`nement de la the´orie quantique des champs (l’unification de la me´canique quantique
et de la relativite´ restreinte) et ses proble`mes, notamment ceux inhe´rents a` l’apparition de
divergences, a cre´e´ un grand e´loignement entre ces deux communaute´s. La parole a` Res Jost
(cite´ dans [87]) : “. . . sous l’influence de´moralisante de la the´orie quantique des champs pertur-
bative (infeste´e de divergences), les mathe´matiques ne´cessaires a` un physicien the´oricien ont
e´te´ re´duites a` la connaissance rudimentaire de l’alphabet Grec et Latin.” Les mathe´maticiens
n’e´taient pas en reste, Weil et Dieudonne´ par exemple affirmant que “les mathe´matiques du
vingtie`me sie`cle ne souffriront pas l’influence de la physique” [16]. Ainsi Dyson de´clara en
1972 : “le mariage entre mathe´matique et physique . . . a re´cemment termine´ en divorce” [36].
Ces dernie`res de´cennies, un nouveau rapprochement entre mathe´matique pure et physique
the´orique s’est ope´re´, be´ne´fique pour ces deux branches du savoir, car stimulant et mutuelle-
ment enrichissant. Citons entre autres exemples la formulation de la me´thode de scattering
quantique inverse introduite par Faddeev, Sklyanin et Takhtajan [38] pour les mode`les
inte´grables qui amena a` la de´couverte des groupes quantiques1 [35], ou la de´couverte re´cente
1Nous devrions plutoˆt parler de rede´couverte puisque les groupes quantiques sont des cas spe´ciaux d’alge`bres
de Hopf [83], structures de´ja` connues des mathe´maticiens.
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d’une structure d’alge`bre de Hopf dans la combinatoire du programme de renormalisation de
la the´orie des champs perturbative [58, 18] et ses liens avec un proble`me de Riemann-Hilbert
[19]. Les the´ories conformes a` deux dimensions offrent un autre exemple marquant d’un
terrain d’entente par sa transparence mathe´matique et ses riches applications physiques. Un
syste`me conforme est invariant sous les transformations de l’espace qui conservent les angles,
donc notamment sous les transformations d’e´chelle. Les applications physiques concernent
les transitions de phase dans les phe´nome`nes critiques (car alors aucun parame`tre d’e´chelle
n’intervient), mais aussi les mode`les inte´grables et principalement la the´orie des cordes. En
mathe´matique, l’e´tude des syste`mes conformes est a` la base de la formulation de nouvelles
structures alge´briques introduites par A. Ocneanu [66]. De fait, il est assez surprenant et
stimulant de savoir que ce mathe´maticien, spe´cialiste des alge`bres d’ope´rateur, a utilise´ une
classification des fonctions de partition de the´orie des champs conformes pour obtenir ces
structures !
Depuis l’article fondateur de Belavin, Polyakov et Zamolodchikov [5], les syste`mes con-
formes a` deux dimensions ont constitue´ un intense domaine de recherche. Dans un tel syste`me,
l’alge`bre des transformations (alge`bre de Virasoro) est de dimension infinie : les contraintes
impose´es sur les fonctions de corre´lation du syste`me sont alors telles qu’il est possible dans
certains cas de le re´soudre explicitement, ouvrant ainsi la voie a` des classifications. Un cas
important est celui de the´ories posse´dant comme syme´trie e´tendue une alge`bre de courant
(contenant Virasoro), en particulier les mode`les avec alge`bre affine ĝ.
A` deux dimensions, le syste`me est de´fini sur un re´seau bi-dimensionnel. En de´finissant
des conditions pe´riodiques selon les deux axes, la ge´ome´trie du syste`me se rame`ne a` celle
d’un tore. Pour les mode`les ŝu(n), la classsification des fonctions de partition invariantes
modulaires de´finies sur le tore (de parame`tre modulaire τ) se re´duit a` la classification des
matrices M a` coefficients entiers non-ne´gatifs qui commutent avec les ge´ne´rateurs S et T
du groupe modulaire. M est appele´e l’invariant modulaire, et la fonction de partition s’e´crit





La premie`re classification des fonctions de partition invariantes modulaires a e´te´ obtenue pour
les mode`les ŝu(2) en 1987 par Cappelli, Itzykson et Zuber [10, 11] et est connue sous le nom de
classification ADE. A` chaque fonction de partition Z est associe´ un graphe tel que son spectre
soit code´ dans les e´le´ments diagonaux de M. C’est ainsi qu’apparaissent les diagrammes
de Dynkin de type ADE, mais soulignons que cette analogie e´tait a` l’e´poque myste´rieuse.
Notons que les mode`les minimaux (comme par exemple le mode`le d’Ising ou le mode`le de
Potts) sont relie´s aux mode`les ŝu(2) par une construction de coset [46] : la classification des
mode`les ŝu(2) conduit donc a` celle des mode`les minimaux. Plus ge´ne´ralement, la classification
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des mode`les affines joue un roˆle pre´ponde´rent dans la classification des the´ories conformes
dites rationnelles. La classification des invariants modulaires des mode`les ŝu(3) a e´te´ obtenue
en 1994 par Gannon [44], et a` cette classification est associe´e une liste de graphes appele´s
diagrammes de Coxeter-Dynkin ge´ne´ralise´s.
Quand sont incorpore´es des conditions au bord (labelle´es par a et b) ou des lignes de
de´faut (labelle´es par x et y) sur le syste`me de manie`re compatible avec l’invariance conforme,








χi(τ)W ijxy χj(τ), (3)
ou` F iab et W ijxy sont des coefficients entiers non-ne´gatifs formant des nimreps (“numerical
integer valued matrix representation”) de certaines alge`bres. Le proble`me de la classification
des fonctions de partition des the´ories conformes ŝu(n) dans divers environnements se re´duit
donc a` la de´termination de l’ensemble de ces matrices. Or ces coefficients (ou ces matrices)
de´finissent les diverses structures d’une nouvelle classe d’alge`bres de Hopf, appele´es “alge`bres
de Hopf faibles” [8, 9].
Une alge`bre de Hopf faible (WHA) est similaire a` une alge`bre de Hopf usuelle. Elle posse`de
un espace vectoriel muni d’un produit ◦ et d’un coproduit ∆, compatibles dans le sens usuel, et
une unite´ l1, une counite´ ǫ et une antipode S. Cependant, contrairement a` une alge`bre de Hopf
usuelle – pour laquelle ∆( l1) = l1⊗ l1 – dans une alge`bre de Hopf faible2 ∆( l1) = l1(1) ⊗ l1(2).
Tous les axiomes relie´s a` l’unite´ doivent alors eˆtre modifie´s en conse´quence. Il a e´te´ montre´
que toute solution d’un ensemble d’e´quations connues sous le nom de “The Big Pentagon
Equation” fournit un exemple de WHA, dont un cas particulier de solution provient des
diffe´rents coefficients intervenant dans une the´orie conforme [65, 8].
A. Ocneanu associe a` l’espace des endomorphismes de chemins essentiels3 de´finis sur un
graphe G de type ADE une dige`bre, note´e B(G). Cette dige`bre est un espace vectoriel muni
de deux produits ◦ et ⊙. L’existence d’un produit scalaire permet de transposer le produit ⊙
en un coproduit ∆, de manie`re a` ce que B(G) soit techniquement une WHA, meˆme si aucune
ve´rification n’a jamais e´te´ explicitement mene´e. La dige`bre B(G) est semi-simple pour ses
deux structures multiplicatives et peut donc eˆtre diagonalise´e pour chacune de ces lois. B(G)






Les blocs pour la loi ◦ sont labelle´s par les vertex d’un graphe note´ A(G) : c’est le graphe de
la se´rie A posse´dant la meˆme norme que le graphe G. Les blocs pour la loi ⊙ sont labelle´s
2Nous adoptons ici la convention de Sweedler : une sommation sur les indices de type (1) ou (2) est implicite.
3La notion de chemins essentiels sera introduite au chapitre 2.
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par les vertex d’un autre graphe, appele´ le graphe d’Ocneanu de G, note´ Oc(G). L’espace
vectoriel engendre´ par les vertex de chacun de ces deux graphes (relatif a` une des deux lois)
est muni, vis a` vis de l’autre loi, d’une structure alge´brique associative : nous obtenons deux
alge`bres que nous notons par le meˆme symbole que le graphe lui-meˆme. L’alge`bre A(G) est
commutative, mais l’alge`bre Oc(G), aussi appele´e l’alge`bre des syme´tries quantiques de
G, ne l’est pas toujours.
La connaissance de ces alge`bres – ou la donne´e des graphes correspondants – permet de
reconstruire l’ensemble des coefficients de´finissant les fonctions de partition des cas du type
ŝu(2). En particulier, a` un vertex spe´cial du graphe d’Ocneanu (l’unite´) est associe´e une
fonction de partition qui est invariante modulaire : nous retrouvons ainsi la classification
de Cappelli-Itzykson-Zuber. Mais il est aussi possible d’associer des fonctions de partition
aux autres points de ce graphe : elles ne sont plus invariantes modulaires, mais sont
interpre´te´es en the´orie des champs conformes comme provenant d’un syste`me avec une
ligne de de´fauts. Utilisant l’alge`bre des syme´tries quantiques, il est aussi possible de de´finir
des fonctions de partition provenant d’un syste`me avec deux lignes de de´fauts. Ces fonc-
tions de partition – a` une et deux lignes de de´fauts – sont appele´es twiste´es ou ge´ne´ralise´es [77].
Le travail central de cette the`se est la description d’une re´alisation de l’alge`bre des
syme´tries quantiques d’Ocneanu, construite comme un certain quotient du carre´ tensoriel
d’alge`bres de graphes de´ja` connues. A` partir de cette re´alisation, nous introduisons un al-
gorithme simple permettant la de´termination de toutes les fonctions de partition (invariante
modulaire et ge´ne´ralise´es) pour tous les cas du type ŝu(2) [25] (voir aussi [78], utilisant un
formalisme diffe´rent). Par la suite, une caracte´risation de cette re´alisation par les proprie´te´s
modulaires du graphe G a permis de construire l’age`bre des syme´tries quantiques sans la
ne´cessite´ de la connaissance pre´alable des graphes d’Ocneanu [26] (toutefois, pour les cas ou`
Oc(G) n’est pas commutative, cette construction n’est pas entie`rement satisfaisante).
Les graphes d’Ocneanu ne sont connus (publie´s) que pour les mode`les ŝu(2), mais la liste
des diagrammes de Coxeter-Dynkin ge´ne´ralise´s a e´te´ obtenue pour les cas du type ŝu(3) [31, 32,
71] et ŝu(4) [71]. Cependant, l’explicite diagonalisation de la loi ⊙ pour une (hypothe´tique ?)
dige`bre B(G) construite sur ces diagrammes ge´ne´ralise´s n’a pas encore e´te´ effectue´e.
Les fonctions de partition ge´ne´ralise´es des mode`les ŝu(n), n ≥ 3 n’e´taient donc pas con-
nues. Graˆce a` la caracte´risation introduite pre´ce´demment, notre me´thode de construction de
Oc(G) se preˆte a` une ge´ne´ralisation aux cas ŝu(n), n ≥ 3. Nous avons e´tudie´s certains exem-
ples choisis des mode`les ŝu(3), et obtenu les fonctions de partition associe´es. Nous retrouvons
les fonctions de partition invariantes modulaires correspondant a` la classification de Gan-
non, confirmant ainsi notre construction, et nous obtenons les expressions des fonctions de
partition a` une et deux lignes de de´faut des cas e´tudie´s [26].
La construction est la suivante. A` un diagramme de Dynkin G de type ADE (ou possible-
ment ge´ne´ralise´) est associe´ l’espace vectoriel V(G) engendre´ par les vertex de ce diagramme.
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Dans certains cas, cet espace vectoriel posse`de une structure multiplicative associative et
commutative avec des coefficients de structure entiers non-ne´gatifs (c’est notamment le cas
pour les diagrammes de la se´rie A) appele´e alge`bre de graphe : nous dirons alors que G
posse`de self-fusion. Meˆme si G ne posse`de pas self-fusion, V(G) est toujours un module sous
l’action de l’alge`bre du graphe A(G) ayant la meˆme norme (de Perron-Frobenius) que G. Si
nous notons σa les vertex de G et τi les vertex de A(G), alors :
τi . σa =
∑
b
F iab σb , (5)
et les coefficients F iab sont les meˆmes que ceux de l’e´quation (2). Dans les cas simples (An,
E6 et E8 pour ŝu(2)), l’alge`bre Oc(G) est isomorphe au carre´ tensoriel de l’alge`bre du graphe
G, mais ou` le produit tensoriel est pris au-dessus d’une sous-alge`bre J de G, caracte´rise´e par
les proprie´te´s modulaires de G : Oc(G) ∼= G⊗J G. Un e´le´ment x de Oc(G) s’e´crit alors de la
forme x = σa ⊗J σb. Comme il existe une action de A(G) sur V(G), il existe aussi une action
naturelle a` droite et a` gauche de A(G) sur Oc(G). Oc(G) est donc un bi-module sur A(G) et
nous avons :
τi . x . τj = τi . (σa ⊗J σb) . τj =
∑
y
W ijxy y , (6)
ou` les coefficients W ijxy sont les meˆmes que ceux de l’e´quation (3). La de´termination de ces
coefficients permet alors d’obtenir les fonctions de partition ge´ne´ralise´es du mode`le conforme
associe´ au graphe G.
Soulignons que, bien que les graphes Oc(G) soient a priori de´finis a` partir de la diagonal-
isation de la loi ⊙ de B(G), la construction explicite de ces graphes par Ocneanu lui-meˆme
s’est base´e sur la connaissance pre´alable de la classification des invariants modulaires de
ŝu(2) de Cappelli-Itzykson-Zuber, ou celle de ŝu(3) par Gannon. Un autre axe de recherche
de´veloppe´ dans cette the`se est l’e´tude approfondie de la dige`bre B(G) et de ses structures,
notamment a` travers les cellules d’Ocneanu. L’objectif est double : d’une part, nous voulons
ve´rifier que la dige`bre B(G) est techniquement une alge`bre de Hopf faible, d’autre part
nous voulons obtenir la diagonalisation de B(G) pour la loi ⊙ dans le but de construire
explicitement les graphes d’Ocneanu [27].
Le plan de la the`se est le suivant :
• Bien que le travail de recherche a` proprement parler de cette the`se se situe plutoˆt au niveau
alge´brique, plusieurs re´sultats obtenus sont interpre´te´s dans le langage de la the´orie des
champs conformes. Nous avons donc de´cide´ de de´dier le chapitre 1 a` ces notions. Apre`s une
courte introduction aux the´ories des champs conformes a` deux dimensions, et notamment aux
the´ories des champs conformes dites rationelles, nous pre´sentons les diverses classifications
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des mode`les ŝu(n) et des mode`les minimaux, et montrons comment ces classifications sont
naturellement relie´es a` des coefficients formant des nimreps d’un certain ensemble d’alge`bres,
pouvant eˆtre code´es par des graphes.
• Dans le chapitre 2 est pre´sente´e la construction d’Ocneanu d’une dige`bre B(G) associe´e a`
un diagramme de Dynkin de type ADE. Nous montrons comment cette dige`bre permet de
de´finir les graphes A(G) et Oc(G) et analysons explicitement l’exemple du diagramme A3.
• Le chapitre 3 est consacre´ a` la pre´sentation d’une certaine re´alisation de l’alge`bre des
syme´tries quantiques d’Ocneanu. Nous montrons comment cette re´alisation – qui se preˆte
naturellement a` une ge´ne´ralisation aux cas ŝu(n), n ≥ 3 – permet d’obtenir un algorithme
simple pour le calcul des divers coefficients entrant dans la de´finition des fonctions de
partition du mode`le conforme associe´.
• Dans le chapitre 4 nous traiterons explicitement tous les cas du type ŝu(2) ainsi que trois
exemples choisis du type ŝu(3).
• Les diagrammes de Dynkin ADE et leur extension affine ADE(1), une pre´sentation de la
correspondance de Mc-Kay (classique et quantique), plusieurs de´finitions alge´briques ainsi
que les expressions des fonctions de partition ge´ne´ralise´es pour les exemples e´tudie´s sont
donne´s en Annexe.
Les re´sultats originaux obtenus dans cette the`se sont pre´sente´s dans le chapitre 4 (ils ont




conformes a` deux dimensions
Les syste`mes conformes sont les syste`mes invariants sous les transformations de l’espace
qui pre´servent les angles. A` deux dimensions, ces syste`mes deviennent tre`s inte´ressants car
l’alge`bre des transformations est alors de dimension infinie. Par conse´quent, il existe des
mode`les pour lesquels une classification a pu eˆtre e´tablie : c’est notamment le cas pour les
mode`les affines ŝu(2) [11], ŝu(3) [44] et pour les mode`les minimaux [11]. Dans ce chapitre,
nous mentionons les relations existantes entre ces classifications et un ensemble de coefficients
pouvant eˆtre code´ par des graphes [75, 76, 79]. Ce chapitre est de´die´ a` des re´sultats de´ja` connus
mais parfois peu divulgue´s dans la litte´rature (principalement en ce qui concerne les syste`mes
avec l’introduction de lignes de de´fauts [77]), c’est pourquoi nous avons juge´ utile de les
pre´senter ici.
1.1 The´ories conformes : une introduction
Nous donnons ici une bre`ve introduction aux the´ories conformes, principalement a` 2d. Il
existe de nos jours plusieurs bons textes traitant du sujet, citons entre autres [45, 53, 33].
1.1.1 Importance des syme´tries




ddx L(Φ(x), ∂µΦ(x)), (1.1)
ou` d est la dimension de l’espace-temps et L la densite´ lagrangienne du syste`me. Ici Φ
est une collection de champs locaux (qui peuvent eˆtre de nature tre`s diffe´rente : scalaires,
spinoriels, . . .). Au niveau quantique, nous nous inte´ressons plus particulie`rement aux fonc-
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tions de corre´lation entre les champs :
〈Φ(x1) · · ·Φ(xn)〉 .= 1Z
∫
[dΦ] Φ(x1) · · ·Φ(xn) e−S[Φ], (1.2)
ou` Z est la fonctionnelle ge´ne´ratrice du vide, aussi appele´e, en analogie avec la physique
statistique, fonction de partition.
De´finition 1 Nous dirons qu’un syste`me est soluble si nous pouvons calculer explicitement
les fonctions de corre´lations entre tous les champs pre´sents dans le syste`me.
De manie`re ge´ne´rale, un syste`me n’est pas soluble. Par contre, l’invariance du syste`me sous
une transformation se pre´sente sous la forme de contraintes sur les fonctions de corre´lations, a`
travers les identite´s de Ward. Plus “grande” sera la syme´trie impose´e, plus nombreuses seront
ces contraintes, pouvant dans certains cas nous amener a` trouver des solutions explicites. Ce
sera notamment le cas pour des syste`mes invariants sous les transformations conformes a` deux
dimensions, car l’alge`bre conforme est alors de dimension infinie ! Analysons tout d’abord une
transformation ge´ne´rale sur le syste`me.
Transformation du point de vue actif
Une transformation ge´ne´rale sur le syste`me est de´finie par :
x 7−→ x′
Φ(x) 7−→ Φ′(x′) = F(Φ(x)) (1.3)
Nous adoptons ici le point de vue actif : la transformation change le syste`me de coordonne´es
(x 7→ x′), et le champ Φ est lui-meˆme affecte´ par celle-ci (Φ 7→ Φ′). Pour des transformations
infinite´simales, a` n parame`tres wa, a = (1, . . . , n), avec wa ≪ 1 :
xµ 7−→ x′µ = xµ + δxµ = xµ + wa δx
µ
δwa




Le ge´ne´rateur Ga de la transformation infinite´simale est de´fini a` partir de la transformation
au meˆme point :
Φ′(x) = Φ(x)− iwaGaΦ(x). (1.5)







Conside´rons maintenant un syste`me invariant sous la transformation (1.3) : S[F(Φ)] = S[Φ].
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Conse´quence classique Sous la transformation ge´ne´rale infinite´simale (1.4), la variation





















The´ore`me 1 Si les champs ve´rifient les e´quations classiques du mouvement, alors :
δS = 0 ⇐⇒ ∂µjµa (x) = 0 (1.9)
La conse´quence classique de l’invariance du syste`me sous la transformation ge´ne´rale (1.3) est
la loi de conservation du courant associe´ : c’est le the´ore`me de Noether.
Conse´quence quantique Si l’action est invariante sous la transformation (1.3) et si, de
plus, nous faisons l’hypothe`se que la mesure d’inte´gration l’est aussi1, alors les fonctions de
corre´lations doivent satisfaire les contraintes suivantes :
〈Φ(x′
1




) · · ·Φ′(x′
n
)〉. (1.10)
Si nous nous inte´ressons au niveau infinite´simal de la transformation, l’invariance du syste`me




En spe´cifiant la variation de Φ a` travers les ge´ne´rateurs de la transformation (1.5), nous




δ(x− xi)〈Φ(x1) · · ·GaΦ(xi) · · ·Φ(xn)〉 = ∂
∂xµ
〈jµa (x)Φ(x′1) · · ·Φ(x′n)〉. (1.12)
Au niveau quantique, l’invariance d’un syste`me sous une transformation ge´ne´rale se traduit
donc par des contraintes impose´es sur les fonctions de corre´lations.
1.1.2 Transformations conformes
Nous conside´rons un espace-temps a` d dimensions, avec une me´trique gµν . Sous un change-
ment de coordonne´es x 7→ x′, la me´trique se transforme comme :






1Ce n’est pas toujours le cas, notamment si nous introduisons une proce´dure de re´gularisation.
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De´finition 2 Une transformation conforme est un e´le´ment du sous-groupe des transforma-
tions de coordonne´es qui laisse la me´trique invariante a` un facteur d’e´chelle pre`s :
g′µν(x
′) = Λ(x)gµν(x). (1.14)
Les transformations conformes sont les transformations de l’espace qui pre´servent les angles.
Conside´rons maintenant une transformation infinite´simale de parame`tres ξµ : x
′µ = xµ+ε ξµ,
avec ε≪ 1. En imposant (1.14), nous obtenons des contraintes sur ξµ :





Ces contraintes nous permettent de spe´cifier la transformation conforme, les cas a` d = 2 et
d > 2 e´tant tre`s diffe´rents.
Cas d > 2
Les transformations conformes finies sont :
• translation : x′µ = xµ + aµ
• Lorentz (rotations) : x′µ = Λµνxν Λµν = −Λνµ
• dilatation : x′µ = αxµ









ou` la dernie`re transformation est la “transformation conforme spe´ciale” (SCT), qui n’est autre
qu’une inversion, suivie d’une translation et d’une nouvelle inversion. Ces transformations
forment un groupe a` un nombre fini de parame`tres, e´gal a` : 12(d+ 1)(d+ 2). Dans un espace
avec signature (p, q) de dimension d = p+q, le groupe conforme est isomorphe a` SO(p+1, q+1).
Conside´rons un syste`me invariant sous le groupe des transformations conformes :
Conse´quence classique Il est bien connu que l’invariance par translation et transfor-
mations de Lorentz (le groupe de Poincare´) conduit a` la conservation du tenseur e´nergie-
impulsion T µν . Conside´rons aussi les dilatations, de´finies par :
xµ 7−→ x′µ = λxµ, Φ(x) 7−→ Φ′(x′) = λ−∆Φ(x), (1.16)





et la conservation de ce courant implique que le tenseur e´nergie-impulsion est de trace nulle :
T µµ = 0. (1.18)
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Le courant conforme associe´ a` une transformation ge´ne´rale infinite´simale (1.15), de´fini par
Jµ
.
= T µνξν , est alors conserve´ si T





T µν(∂µξν + ∂νξµ) = 0. (1.19)
De fait, la condition de conservation du tenseur e´nergie-impulsion et la condition (1.18) im-
pliquent l’invariance sous toutes transformations conformes.
Conse´quence quantique L’invariance par translation et rotation implique par (1.10) que
la fonction de corre´lation a` deux points est de la forme suivante :
〈φ1(x1)φ2(x2)〉 = f(|x1 − x2|). (1.20)
Nous verrons que l’invariance conforme permet de fixer explicitement la forme des fonctions
de corre´lations a` deux et trois points.
Cas d = 2
Dans un espace euclidien a` deux dimensions, les contraintes sur ξµ pour que la transfor-
mation soit conforme s’e´crivent :
∂0ξ
1 + ∂1ξ
0 = 0, ∂0ξ
0 = ∂1ξ
1. (1.21)
Ce sont les e´quations de Cauchy-Riemann, qui de´finissent une fonction holomorphe. Il est
donc naturel de travailler sur le plan complexe et introduire :{
z = x0 + ix1
z = x0 − ix1
{
ξ = ξ0 + iξ1
ξ = ξ0 − iξ1
Alors les e´quations de Cauchy-Riemann s’e´crivent :
∂
∂z
ξ(z, z) = 0,
∂
∂z
ξ(z, z) = 0, (1.22)
admettant comme solution toute transformation finie analytique (resp. anti-analytique) :
z 7−→ z′ = f(z), z 7−→ z′ = f(z). (1.23)
Les variables z et z se de´couplent, et peuvent eˆtre traite´es comme deux variables complexes
inde´pendantes, la condition physique de re´alite´ : z = z∗, ou` z∗ de´signe le complexe conjugue´
de z, pouvant eˆtre impose´e a` tout moment. Pour une transformation (1.23) infinite´simale :
z 7−→ z′ = z + ε(z), z 7−→ z′ = z + ε(z), (1.24)
ou` ε(z) et ε(z) peuvent eˆtre prises infiniment petites dans un disque de rayon fixe´. Nous
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et les ge´ne´rateurs correspondants sont de la forme :
ℓn = −zn+1∂z, ℓn = −zn+1∂z. (1.26)
Le nombre de ge´ne´rateurs des transformations conformes a` 2d est donc infini ! Ces ge´ne´rateurs
forment l’alge`bre de Witt, dont les relations de commutation sont donne´es par :







Pour former un groupe, les transformations doivent eˆtre inversibles et de´finies en tout point
de l’espace, auquel cas nous leur re´servons le nom de transformations globales. L’ensemble
des transformations globales forment le groupe conforme SO(3, 1) a` deux dimensions, dont les
ge´ne´rateurs sont : {ℓ−1, ℓ0, ℓ1} ∪ {ℓ−1, ℓ0, ℓ1}. ℓ−1 et ℓ−1 sont les ge´ne´rateurs des translations,
(ℓ0+ℓ0) et i(ℓ0+ℓ0) sont respectivement les ge´ne´rateurs des dilatations et rotations ; ℓ1 et ℓ1 les
ge´ne´rateurs des transformations spe´ciales conformes. Les autres transformations conformes ne
sont pas globales (mais locales), et ne forment pas un groupe : c’est pourquoi nous parlerons
plus ge´ne´ralement d’alge`bre conforme.
Tenseur e´nergie-impulsion Dans le plan complexe, les proprie´te´s de syme´trie et de trace
nulle du tenseur e´nergie-impulsion impliquent T zz = T zz = 0. La conservation de ce tenseur
s’e´crit alors :
∂z T
zz = 0, ∂z T
zz = 0, (1.28)
et nous introduisons :
T (z) = −2πTzz, T (z) = −2πTzz, (1.29)
qui sont des fonctions respectivement holomorphe et anti-holomorphe du plan complexe.
Identite´s de Ward A` deux dimensions, nous travaillons dans le plan complexe, ce qui
nous permet d’utiliser la puissance du calcul analytique. Pour X une collection de champs
locaux : X = φ1(w1, w1) . . . φn(wn, wn), les identite´s de Ward (1.11) provenant de l’invariance










ou` le contour Γ inclut toutes les positions (wi, wi) des champs contenus dans X, et ou` T (z)
est de´fini en (1.29). Pour donner une forme locale pre´cise a` (1.30), il nous faut soit connaˆıtre
la variation des champs sous une transformation conforme (membre de gauche), soit pouvoir
de´velopper le membre de droite et calculer explicitement l’inte´grale, ce qui nous ame`ne a`
introduire l’expansion du produit des champs.
1.1. The´ories conformes : une introduction 13
Remarque 1 Nous avons vu que les variables z et z se de´couplent, nous permettant de traiter
les deux parties se´paremment. Par la suite, nous allons souvent ne traiter que de la partie
holomorphe, la partie anti-holomorphe donnant lieu a` des re´sultats paralle`les.
1.1.3 OPE des champs
De´finition de l’OPE
L’expansion en produit d’ope´rateurs (OPE), introduite par Wilson, joue un roˆle important
en the´orie quantique des champs. L’OPE de deux ope´rateurs locaux donne leur comportement





ou` les Ckij sont des coefficients nume´riques singuliers englobant les divergences pour x → y,
et ou` les Ok forment un ensemble complet d’ope´rateurs locaux. Cette proprie´te´ en TQC n’est
normalement valable qu’asymptotiquement. Par contre, en the´orie des champs conformes, elle
devient une proprie´te´ exacte, car aucun parame`tre de longueur ℓ n’apparaˆıt dans l’expansion
compte tenu de l’invariance d’e´chelle. Traduite en formalisme pour les champs conformes,









(z − w)kOk(w) + re´g. (1.32)
ou` N est un entier positif. Dans la deuxie`me e´quation, nous avons se´pare´ la partie divergente
pour z → w (terme de gauche) de la partie re´gulie`re (note´e re´g.), car seulement cette premie`re
va survivre a` l’inte´gration dans les identite´s de Ward (1.30). La connaissance de l’OPE des
champs pre´sents dans le syste`me est d’une grande utilite´ : elle nous permet de ramener le
calcul des fonctions de corre´lations a` N points graduellement a` celui a` 2 points. L’identite´
de Ward conforme nous permet d’expliciter l’OPE pour une certaine classe de champs dont
nous connaissons la loi de transformation.
Champs primaires
Il existe des champs, appele´s champs primaires, dont la loi de transformation sous une
transformation conforme est donne´e. Soit un champ φ de spin s et de dimension d’e´chelle ∆,
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De´finition 3 Sous une transformation conforme z 7→ w(z), z 7→ w(z), un champ primaire
est un champ qui se transforme comme une (h, h)-forme :








En spe´cifiant pour une transformation infinite´simale z 7→ w = z+ε(z), la variation du champ
primaire est donne´e par :
δεφ(w) = φ
′(w) − φ(w) = −ε(w)∂wφ(w) − h [∂wε(w)] φ(w). (1.35)
Ceci nous permet de conclure, d’apre`s l’identite´ de Ward conforme (1.30), que l’OPE d’un









ou` re´g. de´signent des termes re´guliers. En effet, nous pouvons ve´rifier qu’en mettant cette
expression dans (1.30), nous retrouvons bien la variation infinite´simale du champ primaire
donne´e en (1.35). Connaissant la loi de transformation des champs primaires, l’invariance
conforme, par (1.10), permet de fixer la forme des fonctions de corre´lations a` deux et trois
points. Soient φi(zi) des champs primaires, et zij = zi − zj , alors :
〈φ1(z)φ2(w)〉 = C12








Deux champs primaires ne sont corre´le´s que s’ils ont la meˆme dimension conforme, et nous
pouvons choisir de les normaliser de manie`re a` avoir C12 = δ12. L’OPE de deux champs





(z − w)hi+hj−hk φk(w) + re´g. (1.37)
ou` les coefficients Cijk sont les meˆmes que ceux apparaissant dans la fonction a` trois points.
Tenseur d’e´nergie-impulsion
Il existe un autre champ de la the´orie pour lequel les proprie´te´s de transformation sont
connues, c’est le tenseur e´nergie-impulsion :
De´finition 4 Sous une transformation conforme finie z 7→ w(z), le tenseur e´nergie-impulsion
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ou` c est la charge centrale2 et ou` nous avons introduit la de´rive´e Schwarzienne :










Le tenseur e´nergie-impulsion se transforme donc comme un champ primaire de dimension
conforme 2, a` l’anomalie schwarzienne pre`s, qui s’annule pour des transformations conformes
globales. Donc, sous une transformation conforme globale, le tenseur e´nergie-impulsion se
transforme exactement comme un champ primaire : les champs ayant cette proprie´te´ sont
appele´s quasi-primaires. En spe´cifiant pour une transformation infinite´simale z 7→ w =
z + ε(z), la variation du tenseur e´nergie-impulsion est donne´e par :
δεT (w)
.
= T ′(w) − T (w) = − c
12
∂3wε(w) − 2∂wε(w)T (w) − ε(w)∂wT (w). (1.40)
Ceci nous permet de conclure, d’apre`s l’identite´ de Ward conforme (1.30), que l’OPE du
tenseur e´nergie-impulsion avec lui-meˆme s’e´crit
T (z)T (w) =
c/2
(z − w)4 +
2T (w)
(z − w)2 +
∂T (w)
(z − w) + re´g. (1.41)
Nous pouvons a` nouveau ve´rifier qu’en mettant cette expression dans (1.30), nous retrouvons
bien la variation infinite´simale du tenseur e´nergie-impulsion donne´e en (1.40).
1.1.4 Alge`bre de Virasoro et repre´sentations Vi
Correspondance e´tat-champ
Il est toujours utile en TQC d’avoir une vision duale entre champs et e´tats. Dans ce but,
introduisons la proce´dure de quantification radiale. A` deux dimensions, nous devons faire
une distinction entre l’espace et le temps : la the´orie est initialement de´finie sur un cylindre
infini de diame`tre L. Le temps t court selon l’axe infini du cylindre (t va de −∞ a` +∞) et
l’espace est compactifie´ : x ∈ [0, L], c.a`.d. (0, t) .= (L, t). Le cylindre est alors parame´trise´ par
les coordonne´es complexes ξ = t + ix, ξ = t − ix, et le passage entre le cylindre et le plan






, ξ → L
2π
ln z. (1.42)
Le passe´ lointain (t→ −∞) sur le cylindre correspond a` l’origine (z = 0) du plan, et le futur
lointain correspond au point a` l’infini sur le plan complexe (plus exactement sur la sphe`re de
Riemann). Ceci nous permet de de´finir les e´tats entrants et sortants :
|φin〉 .= lim
z,z→0
φ(z, z)|0〉, 〈φout| .= |φin〉† = lim
z,z→0
〈0|φ†(z, z),
2L’interpre´tation physique de la charge centrale apparaˆıt lorsque nous conside´rons des ge´ome´tries restreintes,
comme analogue a` un effet Casimir, c.a`.d. un de´placement fini de l’e´nergie libre.
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ou` l’adjoint est de´fini par :







Un champ conforme φ(z, z) de dimension conforme (h, h) peut eˆtre de´veloppe´ en modes (ce





















dzzn+h−1φ(z, z), φ†m,n = φ−m,−n.
Alge`bre de Virasoro
Le tenseur e´nergie-impulsion e´tant un champ quasi-primaire de dimension conforme 2, son












Les modes Ln seront vus comme des ope´rateurs, agissant sur un espace de Hilbert. En inver-











dz zn+1T (z). (1.45)
A partir de l’OPE du tenseur e´nergie-impulsion (1.41), nous pouvons en de´duire que ces
ope´rateurs ve´rifient les relations de commutations suivantes :








= (n−m)Ln+m + c
12
n(n2 − 1)δn+m,0
Elles de´finissent l’alge`bre de Virasoro, qui constitue l’extension centrale [43] de l’alge`bre
de Witt de´finie en (1.27). Les ope´rateurs Ln, Ln sont les ge´ne´rateurs des transformations
conformes, agissant sur un espace de Hilbert.
Espace de Hilbert et repre´sentations de Virasoro
L’Hamiltonien est proportionnel au ge´ne´rateur de translation temporelle sur le cylindre :
H ∼ Lcyl−1 + L
cyl
−1. En passant vers le plan complexe, les ope´rateurs de translation deviennent
des ope´rateurs de dilatation. Sur le plan complexe, nous avons donc : H ∼ L0 + L0. Nous
conside´rons alors les repre´sentations de Virasoro construites a` partir de l’e´tat de plus haut
poids |hi〉 – c’est l’e´tat primaire engendre´ par le champ primaire φi(z) de dimension conforme
hi – caracte´rise´ par :
L0|hi〉 = hi|hi〉, Ln|hi〉 = 0, ∀n > 0. (1.47)
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Cet e´tat est vecteur propre de l’Hamiltonien du syste`me. Les autres e´tats de la repre´sentation
(les e´tats excite´s, appele´s e´tats secondaires), sont construits par application successive des
ge´ne´rateurs L−k, k > 0 :
L−k1L−k2 · · ·L−kn |hi〉, (k1 < k2 · · · < kn), (1.48)
et sont vecteurs propres de L0, de valeur propre hi+N , ou` N = k1+k2+ · · ·+kn est le niveau
de l’e´tat. Les champs correspondants aux e´tats secondaires sont appele´s champs secondaires.
Par exemple, a` l’e´tat L−n|hi〉 correspond le champ secondaire φ(−n)i :








(z − w)n−1T (z)φi(w). (1.49)
A` un e´tat primaire |hi〉 correspond une infinite´ d’e´tats secondaires de la forme (1.48) : ils
forment ensemble une famille conforme, note´e [φhi ]. Les ope´rateurs Ln sont les ge´ne´rateurs des
transformations conformes. Sous une transformation conforme, l’e´tat |hi〉 et ses descendants se
transforment donc entre-eux : ils forment une repre´sentation de l’alge`bre de Virasoro, appele´e
module de Verma, et note´e V (c, hi) ou plus simplement Vi. Nous avons paralle`lement le





Vi ⊗ V i =
∑
hi,hi
V (c, hi)⊗ V (c, hi) (1.50)
A priori, nous n’avons aucune indication sur le nombre de termes apparaissant dans la somme,
ce nombre pouvant eˆtre infini.
Fonctions de corre´lations
Il existe deux classes de champs dans une the´orie conforme :
• les champs primaires φ(w) de dimension conforme (h, h) ;
• les champs secondaires : a` chaque champ primaire φ(w) correspond une infinite´ de
champs secondaires φ(−k1,...,−kn)(w).
Soit X une collection de champs primaires : X = φ2(w2) . . . φn(wn), de dimensions conformes
hi (i = 2, . . . , n), et φ
(−n)(w) un champ secondaire. La fonction de corre´lation entre φ(−n)(w)
et X est donne´e par :
〈φ(−n)X〉 = L−n〈φ(w)X〉, (1.51)






(wi − w)n −
1
(wi − w)n−1 ∂wi
}
. (1.52)
Pour un champ secondaire plus ge´ne´ral, de la forme φ(−k1,−k2,...,−kn), nous obtenons de la
meˆme manie`re :
〈φ(−k1,−k2,...,−kn)X〉 = L−k1 . . .L−kn〈φ(w)X〉. (1.53)
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Le calcul de fonctions de corre´lations contenant des champs secondaires se re´duit donc a` celui
contenant seulement des champs primaires, sur lequel nous ferons agir un ope´rateur diffe´rentiel
bien de´fini. Nous sommes donc ramene´s au seul calcul des fonctions de corre´lations entre
champs primaires. Si nous connaissons l’OPE des champs primaires, elles nous permettent de
passer graduellement du calcul des fonctions a` N points a` celui des fonctions a` deux points,
qui sont explicitement fixe´es par l’invariance conforme. Nous avons vu que l’OPE de deux





(z − w)hi+hj−hk(z − w)hi+hj−hk
φk(w,w), (1.54)
ou` les φk(w,w) sont des champs primaires ou secondaires. Nous pouvons regrouper dans le
membre de droite tous les champs secondaires appartenant a` la famille conforme [φp] ensemble


















ou` tous les champs descendants du champ primaire φp sont note´s φ
{k,k}
p . En utilisant l’e´quation
















sont des fonctions des quatre parame`tres hi, hj , hp et c, entie`rement fixe´es par l’invariance
conforme. Le calcul des fonctions de corre´lation entre les champs du syste`me est donc ramene´
a` la connaissance des coefficients Cijk. Nous sommes donc amene´ a` la :
Conclusion 1 Toute l’information ne´cessaire pour comple`tement spe´cifier une the´orie con-
forme a` deux dimensions est la donne´e de la charge centrale c, des dimensions conformes
(hi, hi) des champs primaires et des coefficients Cijk provenant de l’OPE de ces champs pri-
maires. Avec ces donne´es, il est possible de calculer toutes les fonctions de corre´lations du
syste`me, et par conse´quent, d’obtenir un syste`me soluble !
Cependant, l’invariance conforme a` elle-seule ne fixe pas les coefficients Cijk, il nous faut
des informations supple´mentaires externes. Nous verrons par la suite certaines contraintes
permettant de comple´ter la the´orie, ouvrant ainsi la voie vers les classifications des the´ories
conformes.
1.2 The´ories conformes rationelles : RCFT
1.2.1 Alge`bre de fusion
Nous voulons maintenant transcrire les re´sultats obtenus jusqu’a` maintenant sous forme
alge´brique. L’OPE de deux champs quelconques d’une famille conforme est obtenu a` par-
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tir de celle des champs primaires correspondants. En conside´rant l’OPE entre deux champs
primaires, l’information importante est de savoir quelles familles conformes ils vont cre´er, a`
travers les coefficients Cijk. Ceci nous permet d’e´crire les re`gles suivantes :
[φhi ]× [φhj ] =
∑
k
N kij [φhk ]. (1.56)
L’interpre´tation est la suivante : le membre de gauche repre´sente l’OPE entre un champ
conforme de la famille [φhi ] et un champ conforme de la famille [φhj ], le membre de droite
indiquant quelles familles conformes [φhk ] vont apparaˆıtre dans cette OPE. Les nombres N kij
sont donc des entiers non-ne´gatifs, relie´s aux coefficients Cijk. Les champs primaires φhi(z)
sont en correspondance avec les e´tats de plus haut poids |hi〉 de la repre´sentation Vi de
Virasoro. L’e´quation (1.56) peut donc s’e´crire comme la fusion des repre´sentations :
Vi × Vj =
∑
k
N kij Vk . (1.57)
De´finition 5 L’alge`bre de fusion est une alge`bre commutative, associative, de ge´ne´rateurs
Vi, i = 1, . . . , n, (n est un entier ou +∞), posse´dant une identite´ V1 = l1 (la repre´sentation
identite´), et un produit note´ ×, dont les re`gles de multiplication sont donne´es par (1.57).
De´finissons les matrices Ni, appele´es matrices de fusion, ayant comme e´le´ments :
(Ni)jk = N kij . (1.58)
Alors l’existence de l’identite´ implique N1 = l1, et la proprie´te´ d’associativite´ de l’alge`bre de






Les matrices Ni forment donc une repre´sentation fide`le de l’alge`bre de fusion. L’information
sur les coefficients Cijk est donc ramene´e a` la connaissance de l’alge`bre de fusion – ou de
manie`re e´quivalente a` la connaissance des matrices de fusion Ni – qui a` ce stade reste toutefois
a` de´terminer.
1.2.2 Unitarite´ et irre´ductibilite´ de Vi
La base de la repre´sentation Vi est forme´e par l’e´tat de plus haut poids |hi〉 et tous ses
e´tats descendants (1.48). La norme de l’e´tat L−k1 · · ·L−kn |h〉 est de´finie par :
〈h|Lkn · · ·Lk1L−k1 · · ·L−kn |h〉. (1.60)
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Unitarite´
Une repre´sentation Vi est dite unitaire si elle ne posse`de pas d’e´tats de norme ne´gative :
comme la norme de´pend de la dimension conforme h et de la charge centrale c (a` travers les
relations de commutation de l’alge`bre), l’unitarite´ impose donc des contraintes sur ces valeurs.
L’e´tude de la norme des e´tats des repre´sentation Vi a e´te´ effectue´e dans [50] et [40] : il existe
un vecteur de norme nulle au niveau ℓ = rs (r et s entiers) lorsque la dimension conforme de
la repre´sentation est donne´e par la formule de Kac :
c = 1− 6
m(m+ 1)
, hr,s(m) =
[(m+ 1)r −ms]2 − 1
4m(m+ 1)
, m ∈ C. (1.61)
La pre´sence d’un vecteur de norme nulle permet de de´limiter les zones (c, h) d’existence
de vecteurs de norme ne´gatives (non-unitarite´). Les repre´sentations de Virasoro sont non-
unitaires pour c < 0 et pour h < 0. Pour h ≥ 0, elles sont unitaires si c ≥ 1. Si 0 < c < 1,
elles sont unitaires pour les valeurs de la formule de Kac avec les contraintes supple´mentaires
suivantes (spectre fini) :
m entier > 2, 1 ≤ r < m, 1 ≤ s ≤ r. (1.62)
Vecteurs singuliers et irre´ductibilite´
Lorsque h = hr,s, il existe donc un e´tat |χ〉 au niveau ℓ = rs dont la norme est nulle, appele´
e´tat singulier. Cet e´tat satisfait les proprie´te´s (1.47) d’un e´tat de plus haut poids. Les e´tats
descendants de |χ〉 – aussi de norme nulle – forment un module de Verma note´ Vχ. L’espace
de la repre´sentation Vhr,s contient un sous-espace Vχ qui est lui-meˆme une repre´sentation
de Virasoro : il est donc re´ductible. Nous contruisons des repre´sentations irre´ductibles en
quotientant par les sous-modules Vχ (ce qui e´quivaut a` identifier les e´tats qui ne diffe`rent
que par un e´tat de norme nulle). A` l’e´tat singulier |χ〉 est associe´ le champ χ(z), qui est un
champ descendant du champ primaire φ(z), mais qui est lui-meˆme un champ primaire. Le
fait que l’e´tat |χ〉 soit de norme nulle (donc orthogonal au module de Verma) se traduit en
langage des champs a` l’annulation des fonctions de corre´lation 〈χ(z)X〉, ou` X est une collec-
tion de champs : le champ χ(z) se de´couple des autres champs. Ceci a comme conse´quence
une e´quation dife´rentielle (1.53) pour les fonctions de corre´lations 〈φ(z)X〉, donnant des con-
traintes sur l’OPE des champs, se traduisant par une troncation de l’alge`bre de fusion :
Vi × Vj =
∑
k
′ N kij Vk. (1.63)
Cependant, pour une valeur arbitraire de c, le nombre de champs primaires de la the´orie peut
eˆtre infini, et il faut d’autres contraintes pour “fermer” l’alge`bre de fusion.
Les the´ories conformes pour lesquelles le nombre de champs primaires est fini sont appele´es
rationnelles (RCFT). Ce sont des the´ories ou` intervient un nombre fini de repre´sentations Vi
pour lesquelles l’alge`bre de fusion est ferme´e. L’exemple type de RCFT est fourni par les
mode`les minimaux.
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1.2.3 Mode`les minimaux
Pour p, p′ deux entiers premiers entre-eux tels que m = p′/(p − p′), la formule de Kac
s’e´crit :




(pr − p′s)2 − (p− p′)2
4pp′
, (1.64)
et les dimensions conformes sont alors pe´riodiques hr,s = hr+p′,s+p. Nous avons notamment :
hr,s = hp′−r,p−s, (1.65)
ce qui implique l’existence d’un autre vecteur singulier |χ′〉 au niveau (p′ − r)(p − s). Les
dimensions conformes de ces deux e´tats singuliers sont e´gaux a` :
hχ = hr,s + rs, hχ′ = hr,s + (p
′ − r)(p− s), (1.66)
et sont donc aussi donne´es par la formule de Kac (elles s’e´crivent de la forme hr′,s′) ! Ces deux
e´tats singuliers engendrent donc des sous-modules de Verma Vχ et Vχ′ re´ductibles, contenant
a` leur tour des e´tats singuliers engendrant des sous-modules re´ductibles, et ainsi de suite. Il
existe donc une infinite´ d’e´tats singuliers dans une repre´sentation Vi avec les valeurs (1.64).
Chaque e´tat singulier conduit a` une e´quation diffe´rentielle agissant comme une contrainte sur
les fonctions de corre´lation des champs primaires, et donc sur leur OPE. L’effet global est
une nouvelle troncation de l’alge`bre de fusion, qui a comme conse´quence que seulement un
nombre fini de repre´sentations Vi sont a` conside´rer : ce sont les mode`les appele´s minimaux.
Les mode`les minimaux sont unitaires pour p′ = p+ 1 (ou p′ = p− 1) et sont note´s M(p′, p).
Le premier mode`le minimal unitaire non-trivial correspond au cas p = 3 : il a e´te´ identifie´
comme de´crivant le mode`le critique d’Ising [5]. Nous avons les suivantes identifications pour
les premiers e´le´ments de la se´rie unitaire :
• M(4, 3) : mode`le critique d’Ising c = 1/2
• M(5, 4) : mode`le tri-critique d’Ising c = 7/10
• M(6, 5) : mode`le de Potts a` trois e´tats c = 4/5
• M(7, 6) : mode`le tri-critique de Potts a` trois e´tats c = 6/7
1.2.4 Mode`les ĝ-WZWN
Une situation fre´quente en the´orie des champs conformes est qu’il existe une alge`bre
“e´tendue” A agissant sur les champs de la the´orie (alge`bre de Kac-Moody, supersyme´trie,
alge`bre W, . . .), telle que Virasoro soit une sous-alge`bre de A ou de l’alge`bre enveloppante de
A. Nous nous inte´ressons plus particulie`rement aux the´ories conformes ou` l’alge`bre e´tendue
est une alge`bre affine ĝ : ce sont des mode`les particuliers (appele´s WZWN3) en ce sens qu’ils
3Ils ont e´te´ introduits par Wess et Zumino, puis comple´te´s par Witten et Novikov, et sont connus dans la
litte´rature sous le nom de mode`les WZWN.
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peuvent eˆtre formule´s directement en terme d’une action4. Pour ces mode`les, les courants
additionnels conserve´s Ja(z) posse`dent une OPE de la forme :
Ja(z)Jb(w) =
kδab





(z −w) + re´g. (1.67)














n+m + k n δab δn+m,0, (1.68)
ou` k est un e´le´ment central. Les repre´sentations des alge`bres affines ĝ sont de nos jours bien
connues [51, 42]. Une ge´ne´ralisation de la notion de repre´sentations irre´ductibles d’une alge`bre
de Lie simple g est fournie par la notion de repre´sentations inte´grables. Elles sont labelle´es
par (λ, k), ou` λ est le plus haut poids et k le niveau, et il existe un nombre fini de telles
repre´sentations a` chaque niveau k. La dimension conforme et la charge centrale des mode`les








ou` ρ est le vecteur de Weyl, et κ le nombre (dual) de Coxeter de g. Les champs primaires
sont en correspondance avec les plus haut poids λ des repre´sentations inte´grables : comme il
existe un nombre fini de telles repre´sentations a` chaque niveau k, il existe donc un nombre
fini de champs primaires. Les mode`les WZWN fournissent donc un autre exemple de RCFT.
De plus, les repre´sentations inte´grables e´tant unitaires, ces mode`les le sont aussi.
Les mode`les avec alge`bre affine fournissent des exemples non-triviaux de mode`les quan-
tiques a` 2d exactement solubles, et jouent un roˆle pre´dominant dans la classification des
the´ories conformes a` 2d. Nous verrons par exemple que la classification des mode`les mini-
maux est relie´e, a` travers une construction de coset, a` la classification des mode`les ŝu(2).
1.2.5 Proprie´te´s modulaires des caracte`res χi et formule de Verlinde
Soit A l’alge`bre de´crivant la syme´trie d’une the´orie conforme rationelle, et Vi une
repre´sentation de A, pour i ∈ I, I e´tant un ensemble fini. Les repre´sentations Vi sont
gradue´es par l’action du ge´ne´rateur L0 de Virasoro
5. Le spectre de L0 dans Vi est de la forme
{hi, hi + 1, hi + 2, · · · }, et nous appelons #n le nombre d’e´tats line´airement inde´pendants au
niveau n (donc de valeur propre h+n). Nous introduisons le caracte`re χi de la repre´sentation
Vi comme la fonction ge´ne´ratrice des multiplicite´s #n, de´pendant d’une variable complexe τ :
4Ce sont des mode`les construits a` partir d’une action du type mode`le σ non-line´aire, avec l’addition d’un
terme de Wess-Zumino.
5C’est le cas meˆme si A 6= V ir, car les ge´ne´rateurs de Virasoro s’expriment, a` travers la construction de
Sugawara, en fonction des courants J de A.
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= e2iπτ ). (1.70)







1− qn ). (1.71)
L’expression des caracte`res des mode`les minimaux est plus complique´e que (1.71), car il faut
tenir compte de toutes les soustractions des sous-modules : ils sont explicite´s par exemple
dans [33]. Les caracte`res (1.70) pour les alge`bres affines ĝ (appele´s spe´cialise´s car ils comptent
les e´tats en fonction de la valeur propre de L0 seulement) se trouvent aussi dans [33].
Proprie´te´s modulaires
Une proprie´te´ remarquable des caracte`res (de Virasoro, des mode`les minimaux ou des
alge`bres affines) est qu’ils satisfont de belles proprie´te´s de transformation sous l’action du
groupe modulaire. Le groupe modulaire SL(2,Z) sur une variable τ est de´fini par :







∈ SL(2,Z), a, b, c, d ∈ Z, ad− bc = 1, (1.72)
et est engendre´ par les deux transformations :
T : τ 7−→ τ + 1, S : τ 7−→ − 1
τ
, (1.73)
satisfaisant les relations (ST )3 = S2 = 1. Les caracte`res χi d’une repre´sentation de l’alge`bre A
d’une RCFT forment une repre´sentation fini-dimensionelle et unitaire du groupe modulaire :
ils se transforment entre-eux sous l’action de (1.72). Il existe donc deux matrices Sij et Tij
telles que :
χi(τ) 7→ χi(τ + 1) =
∑
j∈I






Il est clair d’apre`s la de´finition (1.70) que sous l’action de T :




et la matrice Tij est donc une matrice diagonale (Tij = e
2iπ(hi− c24 )δij). L’expression de la
matrice S pour une alge`bre affine ge´ne´rale se trouve dans [51].
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Formule de Verlinde
La correspondance entre champs primaires et e´tats de plus haut poids de Vi permet
de coder l’OPE de ces champs dans l’alge`bre de fusion des repre´sentations (voir l’e´quation
(1.57)). E. Verlinde a montre´ qu’il existe un lien e´troit entre les coeficients de fusion N kij et la










Cette relation est hautement non triviale, car elle relie les coefficients de fusion N kij, qui sont
des entiers non-ne´gatifs, aux coefficients de la matrice S, qui sont des re´els ! Connaissant
les proprie´te´s de transformation des caracte`res, nous pouvons donc en de´duire les re`gles de
fusion ; ou re´ciproquement, la connaissance des re`gles de fusion nous donne des informations
sur la matrice S.
1.3 Invariance modulaire, conditions aux bord et lignes de
de´faut
Nous avons jusqu’a` pre´sent utilise´ implicitement le de´couplage de la the´orie en partie
holomorphe et anti-holomorphe. Les donne´es ne´cesaires pour totalement spe´cifier une the´orie
conforme rationelle sont : l’alge`bre A, ses repre´sentations de plus haut poids Vi en nombre fini
(ce qui fixe la charge centrale c et les dimensions conformes des champs primaires φhi), ses
caracte`res χi et la matrice Sij des transformations modulaires des caracte`res – ou de manie`re
e´quivalente les coefficients de fusion N kij des repre´sentations, obtenus a` travers la formule de




Mij Vi ⊗ Vj , Mij ∈ N, (1.77)
ou` la sommation s’e´tend a priori sur toutes les dimensions conformes hi, hj du syste`me.
Cependant, toute combinaison gauche/droite de repre´sentations Vi n’est pas ne´cessairement
physiquement re´aliste. Il s’ave`re que l’e´tude des the´ories conformes sur des varie´te´s de genre
plus e´leve´ (comme le tore) nous fournit de pre´cieux renseignements [13, 49].
1.3.1 Mode`les de´finis sur le tore
Un tore est obtenu en spe´cifiant deux vecteurs sur le plan – ou deux nombres complexes
w1, w2 (pe´riodes) sur le plan complexe – de´finissant ainsi un re´seau, et en identifiant les points
qui diffe`rent par une combinaison line´aire entie`re de ces vecteurs. Une the´orie conforme de´finie
sur le tore ne doit pas de´pendre de la base choisie sur le re´seau pour de´finir le tore : elle ne
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de´pendra que du parame`tre τ = w2/w1, appele´ parame`tre modulaire, et nous pouvons
toujours choisir comme pe´riodes 1 et τ .
Une the´orie a` 2d est de´finie sur un cylindre de diame`tre a, ou` le temps court selon l’axe
du cylindre et l’espace est compactifie´ : x = x+ a, l’application du cylindre (parame´trise par
ξ) vers le plan e´tant z = exp(2iπξa ). L’hamiltonien correspond a` la translation temporelle sur
le cylindre, et est donc proportionnel au ge´ne´rateur de translation (L−1 +L−1). Par la loi de
transformation (1.38) du tenseur e´nergie-impulsion, l’ope´rateur de translation (L−1) devient









ou` le coefficient c/24 provient de la de´rive´e Schwartzienne de l’exponentielle. L’ope´rateur
d’e´volution du syste`me (l’exponentielle de l’hamiltonien) est alors donne´ par :
T .= e−Ha = e2iπ(τ(L0− c24 )−τ(L0− c24 )). (1.79)
La fonction de partition est donne´e par la trace de l’ope´rateur d’e´volution T :








= e2iπτ . (1.80)
En utilisant la de´composition (1.77) de l’espace de Hilbert et l’expression (1.70) des caracte`res




Mij χi(τ) χj(τ) (1.81)
1.3.2 Fonctions de partition invariante modulaire
Physiquement, la fonction de partition d’une the´orie conforme de´finie sur le tore ne peut
de´pendre que du parame`tre modulaire τ = w2/w1, mais il reste toutefois une redondance. En
effet, conside´rons des pe´riodes w′1, w
′
2 qui soient des combinaisons line´aires entie`res de w1 et












, a, b, c, d ∈ Z, ad− bc = 1. (1.82)
Par invariance conforme, ces nouvelles pe´riodes de´finissent le meˆme re´seau, et la fonction
de partition doit donc eˆtre invariante sous ces transformations. Le groupe engendre´ par les
transformations (1.82) est le groupe SL(2,Z), et sous (1.82) le parame`tre modulaire devient :
τ 7→ aτ + b
cτ + d
. (1.83)
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Ce groupe est engendre´ par les deux transformations S et T , la fonction de partition doit
donc satisfaire6 :






Utilisant l’expression (1.81) de Z, les proprie´te´s de transformations (1.74) des caracte`res χi
et l’unitarite´ des matrices S et T , le proble`me de classification des fonctions de partition
invariantes modulaires se re´duit donc a` la :
Classification 1 Trouver toutes les n× n matrices M, telles que :
• Mij ∈ N
• M11 = 1
• M commute avec S et T : SM =MS, TM =MT
La deuxie`me condition impose l’unicite´ du vide (V1 est la repre´sentation identite´) ; la troisie`me
condition exprime sous forme matricielle l’invariance modulaire (1.84) de Z. Une telle ma-
trice M est appele´e l’invariant modulaire, et la fonction de partition invariante modulaire
s’obtient par (1.81). Notons que des solutions e´videntes de ce proble`me sont donne´es par les
matrices M = l1n×n. Ce sont les the´ories appele´es diagonales.
La classification des fonctions de partition invariantes modulaires a e´te´ obtenue pour les
mode`les minimaux et les mode`les ŝu(2) dans [10, 11], celle des mode`les ŝu(3) dans [44].
Nous verrons qu’a` ces classifications sont naturellement associe´s des graphes (diagrammes de
Dynkin de type ADE pour ŝu(2), diagrammes de Di Francesco - Zuber pour ŝu(3)). Ces liens
avec des graphes deviennent plus explicites lorsque nous conside´rons des the´ories conformes
avec conditions au bord (BCFT).
1.3.3 Conditions au bord
Une the´orie conforme de´finie sur une varie´te´ sans bord posse`de comme syme´trie deux
alge`bres A et A, agissant respectivement (et se´paremment) sur la de´pendence holomorphe
(z) et anti-holomorphe (z) des champs de la the´orie. Il s’ave`re toutefois ne´cessaire en physique
d’e´tudier des the´ories de´finies sur des varie´te´s a` bord et ses possibles conditions au bord (re´seau
fini en physique statistique, the´orie des cordes, . . .). L’e´tude des syste`mes conformes de´finis
sur une varie´te´ a` bord a e´te´ initie´e par J. Cardy [12, 14], dont l’exemple type est le semi-plan
infini Im(z) > 0, a` partir duquel par application conforme nous pouvons obtenir d’autres
exemples de ge´ome´tries. Des conditions sur le bord forme´ par l’axe re´el sont impose´es, que
nous labellons de manie`re ge´ne´rale par a et b sur les domaines Re(z) > 0 et Re(z) < 0. Sur
une bande infinie de largeur L, cela` correspond a` des conditions sur les bords x = 0 et x = L.
Les transformations conformes doivent pre´server les conditions aux bords, les ge´ne´rateurs de
6τ n’est pas affecte´ par un changement de signe global des parame`tres a, b, c, d dans (1.83) : la syme´trie
re´elle de la fonction de partition est donc PSL(2,Z) = SL(2,Z)/Z2.
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ces transformations ne sont donc plus inde´pendants sur le bord :
T (z) = T (z)|axe re´el, (1.85)
qui exprime l’absence de flux d’e´nergie a` travers le bord. Par conse´quent, il n’y a plus deux





F iab Vi. (1.86)
ou` les coefficients F iab sont des nombres entiers non-ne´gatifs de´crivant la multiplicite´ de la
repre´sentation Vi pour un syste`me avec des conditions aux bords labelle´es par a et b. Ces
conditions aux bords sont re´alise´es par des ope´rateurs de bord φa, φb, ou par des e´tats de bord
|a〉, |b〉, dont une base comple`te est donne´e par les r e´tats de Ishibashi |j〉〉. Les coefficients
F iab doivent satisfaire des conditions de compatibilite´ a` travers l’e´quation de Cardy [15], qui




N kij Fk. (1.87)
L’unicite´ du vide impose F1 = l1r×r, et de manie`re ge´ne´rale il est seulement ne´cessaire de
spe´cifier un sous-ensemble de ces matrices qui engendre les autres par fusion, a` travers (1.87).
Classification 2 La classification des conditions aux bords (a, b) compatibles avec l’invari-
ance conforme se rame`ne donc a` la classification des matrices Fi de dimension r a` entre´es
dans N satisfaisant l’alge`bre de fusion (1.87).
Or, comme les matrices a` entre´es dans N sont associe´es a` des matrices d’adjacence de graphes,
nous voyons que les graphes aparaissent naturellement dans l’e´tude des syste`mes conformes
avec conditions au bord ! Nous verrons que pour les the´ories ŝu(2), les graphes associe´s sont
les diagrammes de Dynkin du type ADE.
1.3.4 Lignes de de´fauts et fonctions de partition ge´ne´ralise´es
La fonction de partition d’une the´orie conforme de´finie sur le tore s’obtient par la trace de
l’ope´rateur d’e´volution T de´fini en (1.79). Dans [77], une situation plus ge´ne´rale est conside´re´e
ou` est inse´re´e l’action d’un ope´rateur X dans la trace de T . Ceci est interpre´te´ comme
l’introduction d’une ligne de de´faut x dans le syste`me, le long d’un contour non-contractible
du cylindre, avant de le fermer en un tore, et dont l’effet est de twister les conditions aux
bords. L’ope´rateur X (appele´ ope´rateur de twist), n’est pas arbitraire : il doit eˆtre invariant
sous une distorsion de la ligne a` laquelle il est attache´, et par conse´quent doit commuter avec
les ge´ne´rateurs de Virasoro :
[Ln,X] = [Ln,X] = 0. (1.88)
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Deux classes d’ope´rateurs X et Y peuvent eˆtre conside´re´es (correspondant aux deux contours
non-contractibles du tore), et les fonctions de partition du mode`le – appele´es ge´ne´ralise´es




χi(τ)W ijxy χj(τ) (1.89)
ou` les coefficients W ijxy sont des entiers non-ne´gatifs de´crivant la multiplicite´ de la
repre´sentation Vi ⊗Vj dans l’espace de Hilbert avec deux lignes de de´fauts (“seams”) x et y.
Le cas sans lignes de de´fauts (x = y = 0) implique que l’on retrouve l’invariant modulaire :
W ij00 =Mij . (1.90)
Les coefficients W ijxy peuvent eˆtre code´s dans des matrices W˜ij ou dans des matrices Wxy :
(W˜ij)xy = (Wxy)ij =W ijxy. (1.91)
Des conditions de compatibilite´ [77, 78] imposent que les matrices W˜ij doivent former une




N i′′ii′ N j
′′
jj′ W˜i′′j′′ , (1.92)
ou` N i′′ii′ sont les coefficients de structure de l’alge`bre de fusion. L’e´quation (1.92) pour j =




N i′′ii′ W˜i′′1, W˜1j W˜1j′ =
∑
j′′
N j′′jj′ W˜1j′′ . (1.93)
Les matrices W˜i1 et W˜1j forment donc une repre´sentation de l’alge`bre de fusion. Leurs coeffi-
cients sont des entiers non-ne´gatifs, et a` leurs matrices correspondantes sont donc naturelle-
ment associe´s des graphes. Il est seulement ne´cessaire de spe´cifier un sous-ensemble de ces
matrices qui engendre les autres par fusion, a` travers (1.93). Dans le cas des mode`les ŝu(2), les
matrices W˜21 et W˜12 sont appele´es fondamentales, car elles engendrent les autres par fusion.
Elles correspondent chacune a` la matrice d’adjacence d’un graphe : les graphes d’Ocneanu
sont la superposition sur un meˆme graphe de ces deux graphes. Les graphes d’Ocneanu de
apparaissent donc naturellement dans la classification des fonctions de partition twiste´es des
mode`les ŝu(2).
Matrices toriques De´finissons les matrices Wx
.
= Wx0 (telles que (Wx)ij = W ijx0), alors





N i′′ii′ N j
′′
jj′ Mi′′j′′ (1.94)
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Les matrices Wx sont appele´es matrices toriques et sont associe´es aux vertex x du graphe
d’Ocneanu. Elles ont premie`rement e´te´ obtenues par Ocneanu [66]7 pour le mode`le ŝu(2),
explicitement calcule´es en re´solvant l’e´quation (1.94). Sa me´thode d’obtention des matrices
toriquesWx a` partir de la connaissance de l’invariant modulaireM et par la formule (1.94) est
appele´e “modular splitting method”. Ces matrices toriques de´finissent les fonctions de partition
ge´ne´ralise´es a` une ligne de de´faut. Les matrices toriques ge´ne´ralise´es Wxy (de´finissant les
fonctions de partition a` deux lignes de de´faut) s’obtiennent alors a` partir de la connaissance






L’alge`bre d’Ocneanu est aussi appele´e alge`bre des syme´tries quantiques, dont une





Conclusion 2 Ces de´finitions et relations sont a priori suffisantes pour calculer tous les
coefficients W ijxy et ainsi obtenir toutes les fonctions de partition (invariante modulaire et
ge´ne´ralise´es) du mode`le conforme conside´re´. Les donne´es initiales indispensables sont les ma-
trices W˜21 et W˜12, ou de manie`re e´quivalente le graphe d’Ocneanu lui-meˆme, et les coefficients
de structure de l’alge`bre d’Ocneanu.
Cependant, ces graphes ne sont connus (publie´s) que pour le cas ŝu(2). Le travail central de
cette the`se est de pre´senter une re´alisation de l’alge`bre des syme´tries quantiques Oc(G). Ceci
nous permet d’une part d’obtenir les coefficients W ijxy sans faire appel a` la donne´e explicite
des coefficients de structure de l’alge`bre Oc(G), obtenant des expressions compactes pour les
fonctions de partition du mode`le ŝu(2). D’autre part, notre me´thode permet de ge´ne´raliser
cette construction pour les mode`les ŝu(n), sans faire appel a` la donne´e des graphes d’Oc-
neanu correspondants. L’unique donne´e initiale se re´duit a` la connaissance des diagrammes
de Coxeter-Dynkin associe´s.
Conditions au bord et lignes de de´faut
Une situation encore plus ge´ne´rale consiste a` combiner une ligne de de´faut x et des con-
ditions au bord labelle´es par a et b [79]. A` nouveau, une seule copie de l’alge`bre intervient





7Les premie`res matrices toriques ont e´te´ publie´es dans [23] pour le mode`le E6 de ŝu(2).
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ou` les Sx sont des matrices de meˆme dimension que les matrices Fi, et dont les e´le´ments sont
des entiers non-ne´gatifs. Des conditions de compatibilite´ [79] impliquent qu’elles forment une





ou` les Ozxy sont les coefficients de structure de l’alge`bre Oc(G).
1.4 Classifications et graphes
Dans l’e´tude des the´ories conformes a` deux dimensions, nous avons vu que le spectre d’une
RCFT dans divers environnements (syste`me ouvert, avec conditions au bord ou avec l’intro-
duction de lignes de de´faut) est de´crit par un ensemble de coefficients qui ont la particularite´
de former des repre´sentations matricielles a` entiers non-ne´gatifs d’alge`bre (appele´e dans la
litte´rature “nimreps”) :








(W˜ij)xy W˜ij W˜i′j′ =
∑
i′′,j′′
N i′′ii′ N j
′′
jj′ W˜i′′j′′









Trois ensembles d’indices interviennent : (i, j, k, . . .) ; (a, b, c, . . .) ; (x, y, z, . . .) : nous verrons
qu’ils sont associe´s a` trois types de graphes : les graphes A(G), les graphes G (diagrammes de
Dynkin ou ge´ne´ralise´s) et les graphes d’Ocneanu Oc(G). Nous verrons comment ces structures
apparaissent dans l’e´tude de la dige`bre B(G), qui joue donc un roˆle pre´dominant dans la
classification des the´ories conformes rationelles, et qui peut eˆtre conside´re´e comme la syme´trie
quantique naturelle associe´e au mode`le.
1.4.1 Mode`les ŝu(2)
La premie`re classification des fonctions de partition invariantes modulaires a e´te´ obtenue
en 1987 par Cappelli, Itzykson et Zuber [11] pour les mode`les ŝu(2) et est pre´sente´e dans la
Tab. 1.1. Elle consiste en trois se´ries infinies (labelle´es par An, D2n et D2n+1) et trois cas
exceptionnels (labelle´s par E6, E7, et E8) et est connue sous le nom de classification ADE.
Cette terminologie est utilise´e pour mettre en valeur l’analogie existante avec la classification
de Cartan des alge`bres de Lie semi-simples simplement lace´es : si nous nous concentrons sur
les termes diagonaux de Z, leur label i sont e´gaux aux exposants de Coxeter des diagrammes
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de Dynkin G correspondants8. Pour un tel diagramme G, les valeurs propres de sa matrice
d’adjacence sont de la forme 2 cos πm
C
κ , ou` κ est le nombre (dual) de Coxeter de G et m
C
l’exposant de Coxeter de G. Les valeurs de κ et mC sont illustre´es dans la Tab. 1.2.




D2ℓ+2 k = 4ℓ
2ℓ−2∑
i pair =0
|χi + χ4ℓ−i|2 + 2 |χ2ℓ|2
D2ℓ+1 k = 4ℓ− 2
4ℓ−2∑
i pair =0




E6 k = 10 |χ0 + χ6|2 + |χ3 + χ7|2 + |χ4 + χ10|2
E7 k = 16 |χ0 + χ16|2 + |χ4 + χ12|2 + |χ6 + χ10|2 + |χ8|2 + χ8(χ2 + χ14) + (χ2 + χ14)χ8
E8 k = 28 |χ0 + χ10 + χ18 + χ28|2 + |χ6 + χ12 + χ16 + χ22|2
Tab. 1.1 – Classification ADE des fonctions de partition invariantes modulaires pour les
mode`les ŝu(2) (en fonction des caracte`res χi de ŝu(2)k)
Les classifications de type ADE interviennent dans divers domaines des mathe´matiques ;
en plus des alge`bres de Lie semi-simples, signalons aussi : sous-groupes finis de SO(3), groupes
de re´flexion en cristallographie, matrices syme´triques de valeur propre comprise entre -2 et
+2, . . .. Cependant, l’apparition d’une telle classification ADE pour les fonctions de parti-
tion invariantes modulaires e´tait myste´rieuse a` l’e´poque. Depuis l’ave`nement des e´tudes des
conditions au bord et des lignes de de´faut, une meilleure compre´hension de cette analogie a
e´te´ obtenue.
Rappelons qu’au niveau k, les repre´sentations inte´grables de ŝu(2)k sont labelle´es par
I = {0, 1, 2 · · · , k}, avec c = 3k/(k +2) et hi = ((i+1)2 − 1)/(4(k + 2)). Les matrices T et S





















De la matrice S et par la formule de Verlinde, nous obtenons les coefficients de fusion N kij.
8Il y a un shift global de 1 duˆ a` notre convention de label pour les caracte`res.
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Diagramme κ Valeurs de mC
An n+ 1 1, 2, 3, . . . , n
Dn 2n− 2 1, 3, . . . , 2n − 3 et n− 1
E6 12 1, 4, 5, 7, 8, 11
E7 18 1, 5, 7, 9, 11, 13, 17
E8 30 1, 7, 11, 13, 17, 19, 23, 29
Tab. 1.2 – Nombre de Coxeter κ et exposants de Coxeter mC pour les diagrammes ADE
Introduisant les matrices de fusion Ni telles que (Ni)jk = N kij, elles satisfont :
Ni N2 = Ni−1 +Ni+1, (1.100)
avec N1 = l1k+1,k+1. Les matrices de fusion s’obtiennent donc toutes a` partir de la connais-
sance de la matrice N1, appele´e fondamentale : N1 correspond a` la matrice d’adjacence du
diagramme Ak+1 !
En pre´sence de conditions au bord, le spectre de la the´orie est code´ par des matrices
Fi satisfaisant la meˆme alge`bre de fusion (1.100). La classification des matrices Fi posse´dant
cette proprie´te´ a e´te´ comple´te´e. F2 est aussi appele´e fondamentale, car elle engendre les autres
par fusion, et elle correspond a` la matrice d’adjacence d’un diagramme G de Dynkin de type
ADE ! Les conditions aux bords a et b peuvent eˆtre mises en correspondance avec les vertex
du diagramme G.
Finalement, les graphes d’Ocneanu de ŝu(2) et les alge`bres d’Ocneanu correspondantes —
a` partir desquels sont de´finis les coefficientsW ijxy — sont connus et classifie´s [67]. Ils permettent
de de´finir toutes les fonctions de partition ge´ne´ralise´es (a` une et deux lignes de de´faut) des
mode`les ŝu(2) [25, 78].
1.4.2 Mode`les minimaux
La classification des mode`les minimaux (c < 1) a e´te´ comple´te´e [11], et suit aussi une
classification de type ADE : a` chaque fonction de partition invariante modulaire correspond
une paire de diagrammes de Dynkin (A,G). La the´orie est unitaire si et seulement si le nombre
de Coxeter des deux diagrammes diffe`re d’une unite´. Cette classification est naturellement
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relie´e a` la classification ADE des mode`les ŝu(2). La charge centrale pour les modeles minimaux
et les mode`les ŝu(2)k est respectivement donne´e par :






Les mode`les minimaux ont une charge centrale c < 1. Pour obtenir ces valeurs a` partir d’un
syste`me avec alge`bre affine, il faut conside´rer des the´ories associe´es a` des quotients G/H, avec
H sous-groupe de G. La charge centrale d’une theorie construite sur G/H est donne´e par
cG/H = cG− cH [46, 47]. En considerant une theorie avec des quotients de la forme suivante :
SU(2)k × SU(2)1/SU(2)k+1, ŝu(2)k ⊕ ŝu(2)1
ŝu(2)k+1
, (1.102)




+ 1− 3(k + 1)
k + 3
= 1− 6
(k + 2)(k + 3)
, (1.103)
et nous retrouvons alors exactement la charge centrale des modeles minimaux unitaires (avec
m entier = k+2) ! La classification des mode`les minimaux unitaires est donc relie´e, a` travers
une construction de coset, a` la classification des modeles ŝu(2), ce qui explique la classification
ADE de ces mode`les minimaux.
Dans notre approche, la relation entre mode`les minimaux et mode`les ŝu(2) peut eˆtre
reformule´e comme suit : la fonction de partition invariante modulaire Z d’un mode`le minimal
unitaire de type (A,G), ou` A et G sont des diagrammes tels que κA = κG ± 1, est de´finie
par :
Z = χM χ , (1.104)
ou` la matrice M est obtenue par le produit tensoriel des invariants modulaires des mode`les
ŝu(2) associe´s aux graphes A et G : M = MA ⊗MG. La matrice M agit sur un espace
vectoriel dont une base est labelle´e par les vecteurs χ = χi ⊗ χj (ou` χi de´signe les caracte`res
de ŝu(2)). Toutefois, il faut prendre en compte l’action σ de Z2 entre les vecteurs labelle´s
par (i, j) et (σ(i), σ(j)) provenant de la syme´trie de la table de Kac [28]. La classification des
invariants modulaires M des mode`les ŝu(2) permet alors de retrouver tre`s simplement celle
des mode`les minimaux.
D’autre part, la possibilite´ de remplacer l’invariant modulaireMG =W0 par des matrices
toriques Wx (ou ge´ne´ralise´es Wxy) ame`ne naturellement a` la classification des diffe´rentes








Il existe six types diffe´rents de fonctions de partition twiste´es pour les mode`les minimaux,
obtenues en choisissant les indices (x, y) et (x′, y′) comme suit : ((0, 0), (0, 0)) ; ((x, 0), (0, 0)) ;
((x, y), (0, 0)) ; ((x, 0), (x′, 0)), ((x, y), (x′, 0)), ((x, y), (x′, y′)).
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1.4.3 Mode`les ŝu(n), n ≥ 3 et mode`les minimaux ge´ne´ralise´s
Mode`les ŝu(3) Suivant une de´marche combinatoire pour la recherche des invariants mod-
ulaires M, la classification des mode`les ŝu(3) a e´te´ obtenue par Gannon en 1994 [44]. Elle
comporte six se´ries infinies et six cas exceptionnels. De meˆme que les cas ŝu(2) sont relie´s
aux diagrammes de Dynkin ADE, a` chaque fonction de partition Z de ŝu(3) nous pouvons
associer un graphe, tel que son spectre (valeurs propres de la matrice d’adjacence du graphe)
soit code´ dans les termes diagonaux de Z, et tel que les conditions au bord soient en cor-
respondance avec ses vertex. Les diagrammes de ŝu(3) ont premie`rement e´te´ de´termine´s de
manie`re empirique dans [31], par l’imposition de proprie´te´s spectrales, et sont connus dans la
litte´rature sous le nom de diagrammes de Di Francesco-Zuber. Par la suite, ces diagrammes
sont apparus dans les travaux d’alge`bres d’ope´rateurs [67, 6, 7]. La liste de ces diagrammes a
e´te´ rectifie´e par Ocneanu : la liste finale est publie´e dans [71].
Les graphes d’Ocneanu de ŝu(3) ne sont pas connus (publie´s), les fonctions de partition a`
une ou deux lignes de de´faut pour ces mode`les n’avaient donc pas e´te´ obtenues. Nous verrons
que graˆce a` notre re´alisation de l’alge`bre des syme´tries quantiques (conjecture´e en s’inspirant
de celle de ŝu(2)), nous obtenons sur quelques exemples ces fonctions de partition [26].
Mode`les ŝu(n) Nous pouvons suivre la meˆme de´marche et associer a` chaque fonction de
partition invariante modulaire Z de ŝu(n) un graphe codant a` travers ses proprie´te´s spectrales
les termes diagonaux Z, et tels que ses vertex classifient les possibles conditions aux bords.
La liste comple`te des graphes a e´te´ de´termine´e par Ocneanu pour le cas ŝu(4) (la liste est
publie´e dans [71]), et nous pouvons en de´duire une classification correspondante comple`te des
fonctions de partition invariantes modulaires du cas ŝu(4). Pour des rangs supe´rieurs a` 4, il
n’existe pas de classification comple`te des fonctions de partition invariante modulaire, ni de
liste comple`te des graphes correspondants.
Mode`les minimaux ge´ne´ralise´s Les mode`les minimaux “usuels” font intervenir un nom-
bre fini de repre´sentations irre´ductibles de l’alge`bre de Virasoro, et sont labelle´s par une paire
de diagrammes de type su(2), c.a`.d. les diagrammes ADE. Or, l’alge`bre de Virasoro est un
cas particulier d’alge`bres plus ge´ne´rales Wn : V ir = W2. Les mode`les minimaux usuels sont
de type W2. Nous pouvons de´finir des mode`les minimaux de type Wn, appele´s ge´ne´ralise´s.
Pour le cas W3 par exemple, ils sont labelle´s par une paire de disgrammes de Di Francesco-
Zuber, et sont unitaires si les nombres de Coxeter (ge´ne´ralise´s) de ces diagrammes diffe`rent
d’une unite´.
En ce sens, l’obtention des matrices toriques ge´ne´ralise´es Wxy des mode`les ŝu(n) (dont
les expressions pour ŝu(2) et quelques exemple de ŝu(3) sont donne´es dans le chapitre 4) est
d’une grande utilite´ pour la classification des mode`les minimaux ge´ne´ralise´s (de´termination de
la fonction de partition invariante modulaires et des diffe´rents types de fonctions de partition
twiste´es) [28].
Chapitre 2
L’alge`bre des syme´tries quantiques
d’Ocneanu
La construction d’Ocneanu – premie`rement de´crite dans [66] – associe une dige`bre B(G)
a` chaque diagramme de Dynkin G de type ADE. B(G) est l’espace vectoriel des endo-
morphismes de chemins essentiels sur lequel sont de´finies deux lois multiplicatives ◦ et ⊙.
Les divers coefficients provenant des structures alge´briques de B(G) interviennent dans la
de´termination des fonctions de partition des mode`les conformes ŝu(2). Nous pre´sentons dans
ce chapitre une introduction a` ces structures alge´briques ainsi que l’e´tude approfondie de la
dige`bre associe´e au diagramme de Dynkin A3.
2.1 Les chemins essentiels sur un graphe G
La notion de chemins essentiels sur un graphe a e´te´ introduite par A. Ocneanu dans [67].
Cet article e´tant tre`s “dense” et les de´finitions y e´tant pre´sente´es parfois de manie`re allusive,
nous donnons ici une introduction a` ces notions (voir aussi [23, 26]).
2.1.1 Quelques de´finitions
De´finition 6 Nous de´finissons un graphe G par la donne´e d’un triplet (V,E, ψ) tel que :
- V est un ensemble non-vide d’e´le´ments v appele´s vertex,
- E est un ensemble non vide d’e´le´ments ξ appele´s arcs,
- ψ est une fonction d’incidence qui associe a` chaque arc de G une paire ordonne´e de
vertex (non ne´cessairement distincts) de G.
Un graphe est dit fini si les ensembles V et E sont finis, et nous notons r le nombre de vertex
du graphe : r = Card(V ). Si ξ est un arc, vi et vj deux vertex tels que ψ(ξ) = vivj, alors ξ
joint le vertex vi au vertex vj, et nous notons un tel arc ξij ou ~ij. Nous appelons s(ξij) = vi
la source de ξij et r(ξij) = vj l’extre´mite´ de ξij . Un arc ayant la meˆme source et extre´mite´
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est appele´ une boucle. Un graphe est dit simple s’il ne posse`de pas de boucle et si deux arcs
diffe´rents ne relient pas la meˆme paire de points. Un graphe est dit bi-oriente´ si pour tout
arc ξij reliant vi a` vj , il existe l’arc inverse ξji reliant vj a` vi, que nous notons ξ
−1
ij . Dans le
cas contraire, le graphe est dit oriente´. Un diagramme est la repre´sentation picturale du
graphe. Dans le diagramme, nous repre´sentons les vertex vi par des points labelle´s par σi,
(i = 1, . . . , r). L’arc ξij est repre´sente´ par un vecteur reliant le vertex vi au vertex vj. Dans le
cas d’un graphe bi-oriente´, les deux arcs ξij et ξ
−1
ij sont repre´sente´s plus simplement par une
seule ligne (non-fle´che´e) reliant vi et vj .
Un chemin e´le´mentaire est une se´quence (ξ1, ξ2, . . . , ξk) d’arcs telle que l’extre´mite´ de
chaque arc co¨ıncide avec la source de l’arc suivant : r(ξi) = s(ξi+1), 1 ≤ i ≤ k−1. Si le chemin
rencontre successivement les vertex v1, v2, . . . , vk, vk+1, nous le notons P (v1, v2, . . . , vk, vk+1).
Un graphe est dit fortement connecte´ si pour tout couple de vertex vi et vj , il existe un
chemin e´le´mentaire reliant ces vertex.
Les chemins e´le´mentaires de longueur i forment donc l’ensemble suivant :
P(i)(G) = {P (v1, v2, · · · , vi, vi+1)} = {ξ(i) = (ξ1, ξ2, · · · , ξi)|r(ξℓ) = s(ξℓ+1)} (2.1)
et nous conside´rons les vertex v comme des chemins de longueur 0. Nous appelons Path(i)
l’espace vectoriel ayant comme base les chemins e´le´mentaires ξ(i) ∈ P(i)(G). Nous intro-
duisons un produit scalaire dans cet espace vectoriel, note´ 〈 . , . 〉, en imposant que les chemins
e´le´mentaires soient orthonorme´s :
〈ξ, η〉 = δξ η ξ, η ∈ Path(i) (2.2)
De´finition 7 Soit G un graphe a` r vertex. La matrice d’adjacence de G est la matrice
r × r G ayant comme entre´e Gij = n s’il existe n arcs ξij reliant le vertex vi au vertex vj,
et Gij = 0 sinon. La norme du graphe G est de´finie comme e´tant e´gale a` la norme de sa
matrice d’adjacence G.
Pour un graphe simple, sa matrice d’adjacence ve´rifie donc : Gii = 0 et Gij ∈ {0, 1}. Par la
suite, nous parlerons de graphes comme un racourci pour graphes simples, finis et fortement
connecte´s.
Soit A = (aij) une matrice carre´e et appelons a
(k)
ij l’entre´e (i, j) de la matrice A
k, ou` k est
un entier positif.
De´finition 8 Une matrice A carre´e n × n a` entre´e dans les entiers non-ne´gatifs est dite
irre´ductible si et seulement si, pour chaque i, j ∈ {1, . . . , n}, il existe un entier positif k,
qui peut de´pendre de i et j, tel que a
(k)
ij > 0.
Nous avons vu plus haut la de´finition d’un chemin e´le´mentaire. Il existe une manie`re tre`s
simple de compter le nombre de tels chemins de longueur k fixe´e.
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The´ore`me 2 Si A = (aij) est la matrice d’adjacence d’un graphe a` n vertex, alors le nombre
de chemins e´le´mentaires distincts de longueur k reliant les vertex vi et vj est e´gal a` a
(k)
ij .
Puisque, par de´finition, dans un graphe fortement connecte´ il existe au moins un chemin
reliant tout vertex vi a` un vertex vj , sa matrice d’adjacence est donc irre´ductible.
The´ore`me 3 (Perron-Frobenius) Soit A une matrice carre´e irre´ductible a` entre´es dans
les entiers non ne´gatifs. Alors, il existe une valeur propre β de A telle que :
- β est re´elle, β > 0 ;
- β est la plus grande valeur propre de A ;
- le vecteur propre correspondant a` β est positif1, et est unique a` une constante multi-
plicative pre`s.
Ce vecteur-propre est appele´ vecteur de Perron-Frobenius, et sera note´ P . Il satisfait donc a`
l’e´quation suivante :
GP = βP (2.3)
Soit {v1, v2, . . . , vr} une base des vertex du graphe G : puisque la matrice d’adjacence de G
est irre´ductible a` entre´es dans N, le The´ore`me 3 s’applique et nous de´finissons l’application
µ donnant la composante de Perron-Frobenius des vertex :
µ : V (G) 7−→ R+
vi 7−→ P (i)
Nous normalisons ce vecteur de telle manie`re que µ(v1) = 1, ou` v1 est choisi comme e´tant
le vertex2 ayant la plus petite composante P (i) (il sera note´ avec une ⋆ sur le diagramme
correspondant).
2.1.2 Graphes bi-oriente´s et leur classification
Dans le cas d’un graphe G bi-oriente´, sa matrice d’adjacence est syme´trique, et sa norme
est alors donne´e par :
||G|| = ||G|| = max{|λ|, ou` λ est valeur propre de G}
Il existe une classification reliant les valeurs possibles de cette norme et son graphe correspon-
dant [48] :
The´ore`me 4 Soit G une matrice carre´e syme´trique a` entre´e dans les entiers non-ne´gatifs.
Alors :




ℓ (ℓ ≥ 2), D(1)ℓ (ℓ ≥ 4), E(1)ℓ (ℓ = 6, 7, 8)
1Toutes ses composantes ont le meˆme signe.
2Dans les cas conside´re´s, il n’y aura pas d’ambiguite´ sur le choix de ce vertex.
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– ||G|| < 2 si et seulement si G est la matrice (ℓ × ℓ) d’adjacence de l’un des graphes
suivants :
Aℓ(ℓ ≥ 2), Dℓ(ℓ ≥ 4), Eℓ(ℓ = 6, 7, 8)
De plus, ||G|| = β = 2cos(πκ ), ou` κ est par de´finition le nombre (dual) de Coxeter du
graphe correspondant. Les autres valeurs propres de G sont donne´es par λ = 2cos(mcπκ )
(possiblement avec multiplicite´), ou` les mc sont par de´finition les exposants de Coxeter
du graphe, prenant ℓ valeurs comprises entre 1 et κ− 1.
Les graphes de´finis ci-dessus sont illustre´s dans l’AnnexeA. Ils correspondent aux diagrammes







ℓ ). Insistons sur le fait que nous n’utiliserons pas la notion d’alge`bre
de Lie ici (le nombre dual de Coxeter par exemple est de´fini a` travers la norme du graphe).






ℓ ) sont en
correspondance bi-univoque avec les repre´sentations irre´ductibles des sous-groupes du groupe
SU(2), et la composante de Perron-Frobenius de ces vertex est e´gale a` la dimension des ir-
reps : c’est la correspondance de Mc-Kay classique [60]. De meˆme, les vertex des diagrammes
(Aℓ,Dℓ, Eℓ) peuvent eˆtre mis en correspondance avec les irreps de “sous-groupes” ou “mod-
ules” associe´s3 au groupe quantique Uq(sl(2)), avec q racine de l’unite´, les composantes de
Perron-Frobenius donnant, par de´finition, les dimensions quantiques de ces irreps (ce ne sont
plus des nombres entiers, mais des q-nombres !). C’est l’analogie quantique de la correspon-
dance de Mc-Kay. Les correspondances de Mc-Kay (classique et quantique) sont pre´sente´es
plus en de´tail dans l’Annexe B.
2.1.3 Chemins essentiels sur un graphe
Conside´rons un graphe G a` r vertex, et l’espace vectoriel des chemins e´le´mentaires de
longueur deux : Path(2). Un e´le´ment ξ(2) de cet espace sera aussi note´ ξ ⊗ η, ou` ξ et η sont










L’ope´rateur C1 donne un re´sultat non-nul si et seulement si le chemin de longueur deux sur
lequel il agit est un aller-retour : C1[P (vivjvk)] ∼ δi,kvi. L’ope´rateur de cre´ation d’Ocneanu
3La de´finition ici adopte´e des mots “sous-groupe” et “module” diffe`re de l’acceptation usuelle de ces termes :
nous pre´cisons dans l’Annexe B ce que nous entendons par la`.
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ξ ⊗ ξ−1 (2.5)
En d’autres termes, l’ope´rateur C†1 cre´e des allers-retours avec tous les vertex adjacents a` v.
The´ore`me 5 La composition de ces deux ope´rateurs C1C
†
1 est un scalaire e´gal a` β, la plus
grande valeur propre de la matrice d’adjacence du graphe.
de´m. : L’e´quation GP = βP , ou` Pi = µ(vi), implique :∑
j
(G)ijµ(vj) = β µ(vi) =⇒
∑
vj voisin de vi






En composant (2.5) et (2.4), la de´monstration est alors imme´diate. 





Il est imme´diat de ve´rifier que c’est bien un ope´rateur de projection : e†1 = e1, e
2
1 = e1.
Exemple : diagramme A3 Le diagramme A3 posse`de 3 vertex note´s τ0, τ1 et τ2, et est
repre´sente´ a` la Fig.2.1. Nous donnons entre crochets la valeur de la composante du vecteur






Fig. 2.1 – Diagramme A3 et dimension quantique de ses vertex
Les chemins e´le´mentaires de longueur deux sur le diagramme A3 sont au nombre de 6 :
P (τ0τ1τ0) = ~01⊗ ~10 P (τ1τ2τ1) = ~12⊗ ~21
P (τ0τ1τ2) = ~01⊗ ~12 P (τ2τ1τ2) = ~21⊗ ~12
P (τ1τ0τ1) = ~10⊗ ~01 P (τ2τ1τ0) = ~21⊗ ~10




−1/4( ~10 ⊗ ~01 + ~12⊗ ~21 )
C†1(τ2) = 2
1/4( ~21⊗ ~12)
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L’action de l’ope´rateur d’annihilation C1 sur les chemins e´le´mentaires de longueur deux est
donne´e par :
C1( ~01 ⊗ ~10) = 21/4(τ0) C1( ~21 ⊗ ~12) = 21/4(τ2)
C1( ~10⊗ ~01) = C1( ~12 ⊗ ~21) = 2−1/4(τ1) C1( ~01 ⊗ ~12) = C1( ~21 ⊗ ~10) = 0
Nous pouvons ve´rifier que la composition des deux ope´rateurs C1C
†
1 est bien un scalaire e´gal
















Nous pouvons maintenant e´tendre la de´finition de ces ope´rateurs a` des chemins
e´le´mentaires de longueur quelconque.
De´finition 10 Pour tout entier n > 1, l’ope´rateur d’annihilation Cn, agissant sur des
chemins e´le´mentaires de longueur p, est de´fini par :
si p ≤ n : Cn(ξ1 . . . ξp) = 0 ,





(ξ1ξ2 . . . ξ̂nξ̂n+1 . . . ξp) ,
ou` le symbole ξ̂ signifie que l’on e´limine l’arc ξ du chemin.
L’ope´rateur Cn agissant sur des chemins e´le´mentaires de longueur p donne donc comme
re´sultat soit 0, soit un chemin e´le´mentaire de longueur p− 2.
De´finition 11 Pour tout entier n > 1, l’ope´rateur de cre´ation C†n, agissant sur des chemins
e´le´mentaires de longueur p, est de´fini par :
si p < n+ 1 : C†n(ξ1 . . . ξp) = 0 ,






(ξ1 . . . ξn−1 η η−1 ξn . . . ξp) .
L’ope´rateur C†n agissant sur des chemins e´le´mentaires de longueur p donne donc comme
re´sultat soit 0, soit une combinaison line´aire de chemins e´le´mentaires de longueur p+ 2.







et ve´rifient les relations de´finissant une alge`bre de Temperley-Lieb (voir Annexe C).
De´finition 12 L’espace des chemins essentiels de longueur n est de´fini par :
Ess(n) = EssPath(n)(G) =
{




ξ ∈ Path(n)| ek ξ = 0 ∀k ∈ (1, 2, · · · , n)
}
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Un chemin est donc essentiel s’il appartient a` l’intersection du noyau de tous les ope´rateurs
d’annihilation Ck ( ou de tous les projecteurs de Jones ek). Tout chemin e´le´mentaire de
longueur 0 et de longueur 1 est aussi un chemin essentiel, car il appartient au noyau des
ope´rateurs d’annihilations. Notons qu’un e´le´ment de Ess(n) n’est pas toujours un chemin
e´le´mentaire de longueur n, mais possiblement une combinaison line´aire de tels e´le´ments.
Exemple : diagramme A3 Nous avons vu que C1( ~01 ⊗ ~12) = C1( ~21 ⊗ ~10) = 0, donc ces
deux chemins sont des chemins essentiels. Nous avons vu aussi que C1( ~10⊗ ~01) = C1( ~12⊗ ~21).
Soit le chemin γ = ~10 ⊗ ~01 − ~12 ⊗ ~21, nous avons alors C1(γ) = 0. γ est donc aussi un
chemin essentiel, bien qu’il ne soit pas e´le´mentaire mais une combinaison line´aire de chemins
e´le´mentaires.
Soit Ess(i)a,b l’espace des chemins essentiels de longueur i partant du vertex va et arrivant





The´ore`me 6 (Ocneanu[67]) La dimension de l’espace des chemins essentiels Ess(i)a,b est







Les chemins essentiels de longueur 0 et 1 sont des chemins e´le´mentaires (vertex et arcs).
La loi (2.9) nous permet alors de calculer la dimension des chemins essentiels de longueur
donne´e. Ces re´sultats sont plus facilement code´s dans des matrices.
Matrices Fi De´finissons les matrices carre´es r × r Fi telles que la composante (a, b) de Fi
soit e´gale au nombre de chemins essentiels de longueur i reliant le vertex va au vertex vb (donc
e´gale a` la dimension de Ess(i)a,b). La loi mode´re´e de Pascal (2.9) nous permet d’obtenir une
re´currence simple pour calculer ces matrices Fi :
F0 = l1r×r
F1 = G
Fi+1 = GFi − Fi−1





Rappel : A` chaque diagramme de type ADE est associe´ un nombre κ (nombre dual de
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The´ore`me 7 (Ocneanu[67]) Pour les diagrammes de type ADE, il n’existe pas de chemins
essentiels de longueur plus grande que κ− 2.
Au niveau matriciel, ceci se traduit par le fait que la matrice Fκ−1 est nulle. Au vue de
la correspondance de Mc-Kay, nous verrons au chapitre 3 que les matrices Fi codent la
de´composition du produit tensoriel τi ⊗ σa en irreps σb, ou` les irreps σa et σb sont associe´es
aux vertex va et vb du graphe G de nombre de Coxeter κ, et l’irrep τi est associe´e au vertex
vi du graphe Aκ−1 Les graphes An correspondent a` un quotient H du groupe quantique
Uq(sl(2)), tandis que les graphes G sont associe´s a` des “sous-groupes” ou “modules” de H.
Matrices essentielles Ea Il existe une autre manie`re de coder ces re´sultats. De´finissons r
matrices Ea associe´es a` chaque vertex va de G et appele´es matrices essentielles, par :
Ea[i+ 1, b]
.
= Fi[a, b] (2.11)
Alors la composante (i+1, b) de la matrice Ea est le nombre de chemins essentiels de longueur
i reliant le vertex va au vertex vb. Pour le cas de graphes ADE, nous obtenons donc r matrices
Ea, de κ− 1 lignes et r colonnes.
2.2 La bige`bre de Hopf faible B(G)
Nous conside´rons a` partir d’ici seulement les diagrammes G de type ADE (“cas su(2)”).
Toutes ces constructions peuvent a priori eˆtre ge´ne´ralise´es a` d’autres diagrammes, notamment
les diagrammes de Di Francesco-Zuber (“cas su(3)”), mais nous nous limiterons ici aux cas
ADE.
2.2.1 Endomorphismes gradue´s de chemins essentiels
Soit G un graphe de type ADE, a` r vertex et nombre (dual) de Coxeter κ. A` chaque
vertex va de G est associe´e une dimension quantique µa. Soit H l’espace vectoriel des chemins





ou` Hi ∼= C di est l’espace vectoriel des chemins essentiels de longueur i, de dimension di.
Soit {ei,γa,b} une base de Hi forme´e des chemins essentiels de longueur i, partant du vertex
va et arrivant au vertex vb, de multiplicite´ γ = 1, 2, · · · , (Fi)ab. La dimension de Hi est
di =
∑
a,b(Fi)a,b. Nous choisissons cette base orthonorme´e par rapport au produit scalaire
〈 . , . 〉 des chemins e´le´mentaires :
〈 ei,γa,b , ei
′,γ′
a′,b′ 〉 = δ a a′ δ b b′ δ i i′ δ γ γ′ (2.13)
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Pour clarifier les notations, nous omettrons l’indice de multiplicite´ γ, et nous noterons les
e´le´ments de cette base {|a i−→ b〉}, appele´s chemins essentiels normalise´s. Conside´rons l’espace
dual Ĥ de H. Une base orthonorme´e de Ĥ est forme´e par les e´le´ments {〈d i←− c|}, tels que :
〈 d i←− c | a j−→ b 〉 = δ a c δ b d δ i j (2.14)
Soit ξ un e´le´ment de la base normalise´e des chemins essentiels, nous pouvons l’illustrer de
deux manie`res diffe´rentes, avec des triangles bi-colore´s, ou des vertex “habille´s” :



















Conside´rons l’espace gradue´ B = ⊕iEnd(Hi) des endomorphismes de l’espace vectoriel
(gradue´) H. Appelant Ĥi l’espace vectoriel dual deHi, alors End(Hi) = Hi⊗Ĥi. Les e´le´ments
de la base orthonorme´e de B = B(G) = ⊕iHi ⊗ Ĥi sont illustre´s de la manie`re suivante :




































C’est sur cet espace B (ou son dual B̂) que seront de´finies diffe´rentes structures faisant de B
une alge`bre de Hopf faible (WHA). Pour une de´finition ge´ne´rale des proprie´te´s d’une WHA,
voir l’Annexe C. Nous donnons d’abord une construction ge´ne´rale abstraite de ses structures
dans la section suivante.
2.2.2 Bige`bre faible B(G) : construction abstraite
• B est un espace vectoriel, B̂ son dual.
• B posse`de un produit associatif note´ ◦, faisant de (B, ◦) une alge`bre. De manie`re duale, B̂
posse`de un coproduit ∆̂ coassociatif : (B̂, ∆̂) est une coge`bre.
• B posse`de un coproduit ∆ coassociatif, faisant de (B,∆) une coge`bre. De manie`re duale, B̂
posse`de un produit associatif note´ ⊙̂ : (B̂, ⊙̂) est une alge`bre.
• Les deux structures sont compatibles, c’est-a`-dire entre autre que ∆ est un homomorphisme
(B, ◦) 7→ (B ⊗ B, ◦) :
∆(u ◦ v) = ∆(u) ◦∆(v), u, v ∈ B. (2.17)
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Mais les conditions de compatibilite´ sont prises dans le sens “faible”, (notamment
∆( l1) 6= l1 ⊗ l1 mais4 ∆( l1) = l11 ⊗ l12) : B est appele´e techniquement une bige`bre de Hopf
faible. Il existe aussi une antipode S dans B (et Ŝ dans B̂), faisant de B (et B̂) une alge`bre
de Hopf faible. Tous les axiomes d’une alge`bre de Hopf usuelle relie´s a` l’unite´, a` la counite´ et
a` l’antipode sont alors modifie´s car ils contiennent les e´le´ments l11 et l12. Les de´finitions des
structures et proprie´te´s d’une alge`bre de Hopf faible sont pre´sente´es dans l’Annexe C.
• L’alge`bre (B, ◦) est semi-simple. Elle peut donc eˆtre diagonalise´e et est isomorphe a` une
somme de blocs matriciels (labelle´s par un index i) agissant sur un espace vectoriel gradue´
H = ⊕iHi. Les matrices e´le´mentaires (unite´s matricielles) de chaque bloc i sont note´es eξξ′(i),
ou` ξ, ξ′ appartiennent a` l’espace Hi. Elles sont repre´sente´s diagrammatiquement dans (2.16).
Le produit ◦ des e´le´ments de la base de B correspond alors au produit des unite´s matricielles :
eξξ′(i) ◦ eηη′ (j) = δ ij δξ′η eξη′(i)
Ce produit est appele´ composition d’endomorphismes, ou aussi produit vertical, et est































• L’alge`bre (B̂, ⊙̂) est semi-simple. Elle peut donc eˆtre diagonalise´e et est isomorphe a` une
somme de blocs matriciels (labelle´s par un index x) agissant sur un espace vectoriel gradue´
V = ⊕xVx. Les matrices e´le´mentaires (unite´s matricielles) de chaque bloc x sont note´es
Eαα
′
(x), ou` α,α′ appartiennent a` l’espace Vx, et sont repre´sente´s diagrammatiquement par :

































Le produit ⊙̂ des e´le´ments de la base de B̂ est donne´ par :
Eαβ(x) ⊙̂Eα′β′(y) = δxy δβα′ Eαβ′(x)
4Nous utilisons la convention de Sweedler : une sommation est implicite.
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Ce produit est appele´ convolution d’endomorphismes, ou aussi produit horizontal, et est






















































































• Il existe une forme biline´aire (pairing) 〈 , 〉 : B̂ × B −→ C de compatibilite´ entre les deux



















i 〉 = δaa′ δbb′ δcc′ δdd′ F2{abxdci } (2.21)
L’ensemble de ces coefficients doit bien entendu satisfaire des conditions pour faire de B
(et de son dual B̂) une bige`bre de Hopf faible, de´crites par un ensemble d’e´quations connu
sous le nom de “The Big Pentagon Equation”.
2.2.3 E´quations pentagonales
Utilisant la diagrammation des e´le´ments de la base de B et de B̂ en termes de triangles
duaux, nous pouvons illustrer les coefficients F1, F2 et F3 comme des te´trahe`dres comme suit :
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La condition de coassociativite´ du coproduit ∆ est ve´rifie´e s’il existe une fonction F0, il-
lustre´e par un te´trahe`dre sans vertex ❢telle que l’e´quation de type pentagonale suivante soit
satisfaite :
F0 F1 F1 = F1 F1 (P1)
Pour que F0 satisfasse (P1) il est aussi ne´cessaire que F0 satisfasse une e´quation pentagonale
du type F0 F0 F0 = F0 F0, note´e (P0). De manie`re duale, l’associativite´ du coproduit dans B̂
impose l’existence d’une fonction F4 illustre´e par un te´trahe`dre sans vertex ✈, telle qu’elle
satisfasse l’e´quation pentagonale du type F4 F3 F3 = F3 F3, note´e (P4) ; de meˆme F4 doit
satisfaire une e´quation du type F4 F4 F4 = F4 F4, note´e (P5). Les deux fontions F0 et F4 sont
illustre´es par :






































Enfin, la condition pour que le pairing transpose le coproduit de B en le produit de B̂ est aussi
une e´quation pentagonale de type F2 F1 F1 = F2 F2 (P2). De manie`re duale, la transposition
du produit de B en le produit de B̂ implique F2 F3 F3 = F2 F2 (P3).
Remarque 2 Nous choisissons une fois pour toute la nature des indices {i, j, k, · · · } ;
{a, b, c, · · · } ; {x, y, z, · · · }. Ils correspondent respectivement a` trois types d‘arcs (oriente´s) :




Insistons sur le fait qu’il n’y a pas d’arc reliant ✈a` ❢. Alors la notation {......} a` elle seule suffit
sans qu’il soit ne´cessaire de pre´ciser s’il s’agit de F0, F1, F2, F3 ou F4.
Les diffe´rents coefficients F apparaisent comme des ge´ne´ralisations des symboles 3j et 6j
quantiques. La connaissance d’un ensemble F = (F0, F1, F2, F3, F4) ve´rifiant “The Big Pen-
tagon Equation” (P ) = (P0, P1, P2, P3, P4, P5) permet alors de contruire toutes les structures
d’une bige`bre de Hopf faible [8]. Toutefois, la re´solution explicite de toutes les e´quations
et la de´termination des diffe´rents coefficients pose des proble`mes techniques extreˆmement
complexes.
Le prototype d’une telle construction est donne´e par l’espace vectoriel des endomorphismes
gradue´s des chemins essentiels sur un graphe B = B(G) = ⊕iHi ⊗ Ĥi. Nous verrons que
les diffe´rentes “fonctions te´trahe´driques” sont relie´es aux divers coefficients de´finissant les
fonctions de partition de syste`mes conformes a` 2d dans diffe´rents environnements. Pour e´tablir
un lien avec les notations introduites dans le chapitre 1, signalons simplement pour l’instant
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qu’il existe des relations entre les objets suivants :



























Notre humble but ici n’est pas de pre´senter toute la the´orie des alge`bres de Hopf faibles,
ni de calculer explicitement tous les coefficients de structure dans le cas des bige`bres associe´es
a` des diagrammes de Dynkin. Nous montrerons plutoˆt comment, a` partir des structures d’une
bige`bre B(G), sont de´finis deux types de graphes, les graphes A(G) et les graphes d’Ocneanu
de G, et comment la simple donne´e de ces deux graphes nous permet d’obtenir tous les
coefficients permettant de de´terminer les fonctions de partition (ge´ne´ralise´es) des mode`les
conformes a` deux dimensions.
2.2.4 Projecteurs minimaux centraux πi et ̟x et graphes A(G) et Oc(G)
Soit B l’espace vectoriel des endomorphismes de chemins essentiels sur le graphe G, et
B̂ son dual. (B, ◦) et (B̂, ⊙̂) sont des alge`bres. Utilisant le pairing 〈B̂,B〉 → C, le produit ⊙̂
induit un coproduit ∆ dans B : (B, ◦,∆) est une bige`bre (faible). Mais nous pouvons aussi
utiliser un produit scalaire dans B nous permettant de passer de B̂ a` B, et de´finir alors le
produit ⊙̂ sur l’espace vectoriel B lui-meˆme : nous notons alors ce produit par ⊙. Sur B sont
donc de´finies deux structures multiplicatives ◦ et ⊙ : nous obtenons une dige`bre. Notons
que les deux lois doivent bien suˆr satisfaire des proprie´te´s de compatibilite´. Nous conside´rons
dore´navant la dige`bre (B, ◦,⊙).
• (B, ◦) est une alge`bre semi-simple et est donc isomorphe a` une somme de blocs matriciels
labelle´s par i. Appelons πi les projecteurs centraux minimaux de (B, ◦). Ils ve´rifient par
de´finition :
πi ◦ πj = δ i j πj , (2.22)
et sont repre´sente´s par des matrices unite´s dans chaque bloc. Ils engendrent un espace vectoriel
note´ A(G), de dimension κ−1. Multipliant les projecteurs πi par le produit ⊙, nous obtenons :
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πi ⊙ πj =
∑
k
N kij πk . (2.23)
Les projecteurs πi sont ferme´s pour la loi ⊙. Lorsque G est un graphe de type ADE, N kij
sont les coefficients entiers non-ne´gatifs de l’alge`bre de fusion (apparaissant dans les the´ories
conformes ŝu(2) a` deux dimensions). Le produit ⊙ des projecteurs πi est code´ par le graphe
A(G) correspondant au diagramme de Dynkin de type An ayant la meˆme norme que G.
Donc A(G) = Aκ−1.
• (B,⊙) est aussi une alge`bre semi-simple, et est donc isomorphe a` une somme de blocs
matriciels labelle´s par x. Appelons ̟(x) les projecteurs centraux minimaux de (B,⊙). Ils
ve´rifient par de´finition :
̟x ⊙̟y = δx y ̟y . (2.24)
Ils engendrent un espace vectoriel note´ Oc(G), de dimension s, et sont repre´sente´s par des
matrices unite´s dans chaque bloc (sommes d’unite´s matricielles diagonales). Les unite´s ma-
tricielles pour les lois ◦ et ⊙ ne sont pas normalise´es pour le meˆme produit scalaire. Ceci
conduit a` la de´finition de nouveaux ope´rateurs ρx qui s’e´crivent formellement comme les ̟x
mais dont les termes constituants diffe`rent par des facteurs de normalisation. Multipliant les
ope´rateurs ρx a` l’aide de la loi ◦, nous obtenons :
ρx ◦ ρy =
∑
z
Ozxy ρz . (2.25)
Les ope´rateurs ρx (moralement les projecteurs ̟x) sont ferme´s pour la loi ◦. Ils engendrent
une alge`bre, appele´e l’alge`bre des syme´tries quantiques du graphe G, qui est code´e par
le graphe d’Ocneanu de G, note´ Oc(G).
Remarque 3 Nous ne donnons ici aucune de´monstration, nous contentant de de´crire et
adapter les re´sultats e´nonce´s par Ocneanu dans [67] (mais jamais explicitement montre´s sur
des exemples concrets).
La connaissance du graphe G permet de calculer les coefficients F bia (nombre de chemins
essentiels de longueur i allant du vertex va au vertex vb sur G). La diagonalisation explicite
(obtention des projecteurs πi et ̟x) des deux lois ◦ et ⊙ permet d’obtenir les coefficients
N kij et Ozxy, et donc les graphes A(G) et Oc(G). Inverse´ment, la donne´e de ces deux graphes
permet d’obtenir ces coefficients. Nous verrons comment calculer les coefficients Sbxa (nombre
de chemins “verticaux” de label x allant du vertex va au vertex vb). Nous pouvons alors
de´terminer toutes les fonctions de partition des mode`les conformes associe´s au graphe G.
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2.2.5 Cellules d’Ocneanu
Les syste`mes de cellules d’Ocneanu ont e´te´ introduits par Ocneanu dans le contexte de
paragroupes et d’inclusion de sous-facteurs [68, 69] (voir aussi [37]). Ces cellules ont par la suite
e´te´ relie´s a` des mode`les inte´grables de´finis sur le re´seau (analogie avec les poids de Boltzmann
[80]). Nous pre´sentons ici les de´finitions adapte´es au contexte de chemins (essentiels) sur des
graphes.
Conside´rons un graphe de Dynkin G, ses vertex note´s vi et soit µi la composante de
Perron-Frobenius de vi (dimension quantique). Soient ξ, η, α, β des chemins e´le´mentaires sur
G, et notons |ξ| la longueur du chemin ξ. Une cellule d’Ocneanu est un carre´ dont les arreˆtes
horizontales sont labelle´es par des chemins ξ, η (avec |ξ| = |η|) et les arreˆtes verticales par
des chemins α, β (avec |α| = |β|) tels que : s(ξ) = s(α) = v1; r(ξ) = s(β) = v2; r(α) = s(η) =







Une celulle sera dite basique si les chemins qui la composent sont tous de longueur un : les
chemins relient alors des vertex adjacents sur le graphe G. Une connexion x est une applica-
tion qui assigne a` chaque cellule d’Ocneanu un nombre complexe, et qui doit ve´rifier certaines
conditions rappele´es plus loin. Ce nombre complexe co¨ıncide avec la fonction pentagonale F2
lorsque ξ, η sont des chemins essentiels (de longueur i) et α, β des chemins verticaux (de label










Les conventions adopte´es dans la litte´rature diffe`rent selon les auteurs : signalons deux
types de convention, appele´es connexions U (U pour unitaires) et connexions S (S pour stan-


















Pour faciliter la lecture, nous n’e´crivons pas explicitement les indices labellant les chemins.
Nous choississons d’utiliser les connexions U. Elles doivent satisfaire les conditions suivantes









































= δ v4,v′4 unitarite´ (A3)





























































Pour un syste`me de cellules, les conditions d’unitarite´ et de re´flexions fixent les valeurs
possibles des connexions, a` une liberte´ de choix de jauge pre`s. Si X(v1, v2, v3, v4) est la valeur
d’une cellule – pour une connexion x donne´e – satisfaisant les proprie´te´s (A1, A2, A3), alors
X ′(v1, v2, v3, v4) = U(v1, v4)∗U(v4, v3)∗X(v1, v2, v3, v4)U(v1, v2)U(v2, v3), (2.29)
avec U(a, b)∗ = U(b, a), satisfait aussi ces proprie´te´s [80]. A` un choix de jauge pre`s, pour un
syste`me de cellules basiques, il existe deux solutions complexes conjugue´es l’une de l’autre.
Une formule ge´ne´rale pour ces cellules basiques est donne´e dans [69] (obtenue aussi par [85]).
La valeur d’une connexion pour des cellules ge´ne´rales (appele´es macro-cellules dans
[56]) s’obtient a` partir des valeurs des cellules basiques. Il est plus instructif de pre´senter un
exemple. Conside´rons une cellule ou` les chemins horizontaux sont de longueur 3 et les chemins
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verticaux de longueur 2. La valeur de la connexion de cette cellule est donne´e par la somme
sur toutes les configurations permises pour les vertex inte´rieurs de la valeur de la connexion
de la cellule “remplie”, ou` la valeur d’une connexion pour une cellule “remplie” est donne´e
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w w′t1 t2
Nous allons voir que le calcul des connexions nous permet d’obtenir une e´criture matricielle
des endomorphismes de chemins essentiels ξ⊗ξ′ pour la loi ⊙. Conside´rons la dige`bre (B, ◦,⊙),
et la base des endomorphismes gradue´s de chemins essentiels eξξ′ = ξ ⊗ ξ′ (qui diagonalise B
pour la loi ◦). (B,⊙) est semi-simple, elle est donc isomorphe a` une somme directe d’alge`bre
matricielle (donnant ses repre´sentations irre´ductibles), labelle´es par x. L’irrep fondamentale,
appele´e x1 est relie´e a` la connexion basique aussi note´e x1 de la manie`re suivante [67].













α βx1 ξ′ , (2.30)
ou` α et β sont des chemins de longueur un et ou` dans le membre de droite de (2.30) apparaˆıt
la valeur de la cellule pour la connexion x1. De´finissons alors l’application Φ
x1 :









α βx1 , (2.31)
qui satisfait la proprie´te´ d’homomorphisme suivante :∑
β
Φx1αβ(ξ ⊗ ξ′) Φx1βγ(η ⊗ η′) = Φx1αγ(ξ ⊗ ξ′ ⊙ η ⊗ η′) . (2.32)
Nous obtenons alors la repre´sentation matricielle d’un e´le´ment ξ ⊗ ξ′ pour la loi ⊙ dans le
bloc x1. Le produit tensoriel de repre´sentations est donne´ par :























ou` α · α′ repre´sente la concate´nation des chemins α et α′. Nous sommes donc en mesure de
trouver la repre´sentation matricielle de tous les e´le´ments de la base ξ ⊗ ξ′ de B pour la loi ⊙,
et ainsi d’en de´duire la table de multiplication :
(ξ ⊗ ξ′)⊙ (η ⊗ η′). (2.34)
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Il suffit alors de trouver la de´composition du produit tensoriel des irreps x1 ⊗ x1 en somme
de irreps xi, et ainsi trouver la de´composition en blocs (labelle´s par x) de (B,⊙). Il est plus
instructif d’e´tudier en de´tail un exemple, nous traitons le cas du diagramme A3 dans la section
suivante.
2.3 Une construction explicite
2.3.1 Cas A3
Le graphe A3 posse`de trois vertex note´s 0, 1, 2 et son nombre de Coxeter κ = 4, il est







Une base orthonorme´e des chemins essentiels ξ est donne´e par l’ensemble de 3+4+3=10
vecteurs suivants :
v0 = P (0) , v1 = P (1) , v2 = P (2)
r0 = P (0, 1) , ℓ1 = P (1, 0) , r1 = P (1, 2) , ℓ2 = P (2, 1)
d = P (0, 1, 2) , γ =
1√
2
(P (1, 2, 1) − P (1, 0, 1)) , g = P (2, 1, 0)
Les endomorphismes gradue´s de chemins essentiels ξ ⊗ ξ′ seront note´s plus simplement ξξ′,
ou` ξ et ξ′ sont des chemins essentiels de meˆme longueur. Ils forment une base de l’espace
vectoriel B = B(A3), de dimension 32 + 42 + 32 = 34.
Loi de composition Le produit de composition ◦ dans B est de´fini par :
ξη ◦ ξ′η′ = 〈η, ξ′〉ξη′ = δηξ′ ξη′.
(B, ◦) est isomorphe a` une somme directe de blocs matriciels labelle´s par la longueur i des
chemins essentiels : B ∼= 2⊕
i=0
Li. Nous pouvons e´crire de manie`re condense´e la (◦)-repre´sentation
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matricielle des e´le´ments ξξ′ comme :
(B, ◦) ∼=

v0v0 v0v1 v0v2 . . . . . . .
v1v0 v1v1 v1v2 . . . . . . .
v2v0 v2v1 v2v2 . . . . . . .
. . . r0r0 r0ℓ1 r0r1 r0ℓ2 . . .
. . . ℓ1r0 ℓ1ℓ1 ℓ1r1 ℓ1ℓ2 . . .
. . . r1r0 r1ℓ1 r1r1 r1ℓ2 . . .
. . . ℓ2r0 ℓ2ℓ1 ℓ2r1 ℓ2ℓ2 . . .
. . . . . . . dd dγ dg
. . . . . . . γd γγ γg
. . . . . . . gd gγ gg

(2.35)
La convention adopte´e est la suivante : pour obtenir la (◦)-repre´sentation d’un e´le´ment ξξ′, on
remplace cet e´le´ment par 1 et tous e´le´ments ηη′ 6= ξξ′ par 0. Chaque e´le´ment est repre´sente´
par une matrice e´le´mentaire. Par exemple :
v0v1 =

. 1 . . . . . . . .
. . . . . . . . . .
. . . . . . . . . .
. . . . . . . . . .
. . . . . . . . . .
. . . . . . . . . .
. . . . . . . . . .
. . . . . . . . . .




. . . . . . . . . .
1 . . . . . . . . .
. . . . . . . . . .
. . . . . . . . . .
. . . . . . . . . .
. . . . . . . . . .
. . . . . . . . . .
. . . . . . . . . .




1 . . . . . . . . .
. . . . . . . . . .
. . . . . . . . . .
. . . . . . . . . .
. . . . . . . . . .
. . . . . . . . . .
. . . . . . . . . .
. . . . . . . . . .
. . . . . . . . . .

et la multiplication matricielle reproduit bien le produit ◦ :
v0v1 ◦ v1v0 = v0v0.
Le neutre pour la loi ◦ (matrice unite´) est donne´ par :
1◦ = v0v0 + v1v1 + v2v2 + r0r0 + ℓ1ℓ1 + r1r1 + ℓ2ℓ2 + dd+ γγ + gg. (2.36)
Les projecteurs minimaux centraux πi pour (B, ◦) sont donne´s par :
π0 = v0v0 + v1v1 + v2v2 ,
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π1 = r0r0 + ℓ1ℓ1 + r1r1 + ℓ2ℓ2 ,
π2 = dd+ γγ + gg .
Nous ve´rifions qu’ils satisfont bien aux relations suivantes :
πi ◦ πj = δ i j πi . (2.37)
Cellules d’Ocneanu Conside´rons les cellules d’Ocneanu ou` les chemins horizontaux et










































La connexion x1 est de´finie sur des cellules ou` les chemins verticaux sont de longueur 1
(donc notamment sur les huit cellules basiques ci-dessus). Elle associe a` chaque cellule un
nombre complexe, devant satisfaire des conditions de re´flexion et d’unitarite´. Nous codons les
re´sultats dans une matrice 4× 4 note´e C, ou` les indices de colonne correspondent au chemin
horizontal supe´rieur et les indices de ligne au chemin horizontal infe´rieur, dans l’ordre suivant
(01 , 10 , 12 , 21). Par exemple, la valeur de la cellule basique a` l’extreˆme-gauche de (2.38)


















= c, a, b, c ∈ C.








a . . b






 , |a|2 = |b|2 = |c|2 = 1 , a∗b+ b∗c = 0.








1 . . 1







Produit de convolution La repre´sentation matricielle du produit de convolution ⊙ des
e´le´ments ξξ′ est calcule´e a` travers le calcul des cellules d’Ocneanu. Conside´rons d’abord la
connexion x1.
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ou` α et β sont des chemins de longueur un. La matrice Φx1αβ est donc une matrice 4 × 4, ou`

























· · · ·
· · · ·
· · · ·
· · · ·

Pour des endomorphismes ξξ′ de longueur un, la valeur de la connexion x1 est code´e dans la













= 1 , Φx1α,β(r0 ℓ1) = 0, si (α, β) 6= (01, 10),
et la repre´sentation matricielle de r0ℓ1 est donc donne´e par :
Φx1α,β(r0ℓ1) =

. 1 . .
. . . .
. . . .
. . . .

Pour les endomorphismes de longueur 0, la valeur de la connexion x1 est e´gale par convention
a` 1 (ceci est relie´ a` l’axiome de flatness de Ocneanu [67]). Par exemple :
Φx1α,β(v0v1) =

1 . . .
. . . .
. . . .
. . . .
 , Φx1α,β(v1v2) =

. . . .
. . . .
. . 1 .
. . . .
 .
Pour les chemins essentiels de longueur deux, prenons l’exemple de dγ. Rappelons que γ =
1√
2







































5Attention, les indices de lignes et de colonnes repre´sentent maintenant des chemins verticaux.
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v0v1 r0ℓ1 r0r1 −dγ
1√
2
ℓ1r0 v1v0 −γd 1√2r1r0
1√
2
ℓ1ℓ2 −γg v1v2 − 1√2r1ℓ2
−gγ ℓ2ℓ1 −ℓ2r1 v2v1
 (2.39)
La convention adopte´e est la suivante : pour obtenir la (⊙)-repre´sentation de l’e´le´ment ξξ′,
nous remplac¸ons cet e´le´ment par 1 et tous e´le´ments ηη′ 6= ξξ′ par 0. De (2.39) nous pouvons
lire par exemple :
r0l1 ⊙ l1r0 = 1√
2
v0v1, γd⊙ ℓ1ℓ2 = −ℓ1r0.
• x1⊗x1 La repre´sentation matricielle pour la loi ⊙ d’un e´le´ment ξξ′ pour le produit tensoriel
est donne´e par :
Φx1⊗x1α·α′ , β·β′(ξξ























ou` les chemins verticaux α · α′ et β · β′ sont maintenant des chemins de longueur deux. Pour




































































· · · · · ·
· · · · · ·
· · · · · ·
· · · · · ·
· · · · · ·
· · · · · ·















































〈ℓ2 , ℓ2〉 = 1√
2
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. . . . . .
. . . . . .
. . . . . .
. . . . . .
. . . . . .
 , ℓ2ℓ2 =

. . . . . .
. . . . . .
1√
2
. . . . .
1√
2
. . . . .
. . . . . .
. . . . . .
 , v0v0 =

1 . . . . .
. . . . . .
. . . . . .
. . . . . .
. . . . . .
. . . . . .
 .
et nous pouvons alors en de´duire :
r0r0 ⊙ ℓ2ℓ2 = v0v0.












































v0v0 r0r0 dd . . .
ℓ1ℓ1 v1v1 + γγ r1r1 . . .
gg ℓ2ℓ2 v2v2 . . .
. . . v0v2 −r0ℓ2 dg
. . . −ℓ1r1 v1v1 − γγ −r1ℓ1
. . . gd −ℓ2r0 v2v0

et nous obtenons alors la de´composition suivante du produit tensoriel de repre´sentations :
Φx1⊗x1 = Φx0 ⊕ Φx2 (2.42)
qui de´finissent deux autres connexions x0 (relie´e a` la repre´sentation identite´) et x2.
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Repre´sentation matricielle de la loi ⊙ (B,⊙) est donc isomorphe a` une somme





v0v0 r0r0 dd . . . . . . .
ℓ1ℓ1 v1v1 + γγ r1r1 . . . . . . .
gg ℓ2ℓ2 v2v2 . . . . . . .
. . . v0v1 r0ℓ1 r0r1 −dγ . . .
. . . 1√
2
ℓ1r0 v1v0 −γd 1√
2
r1r0 . . .
. . . 1√
2
ℓ1ℓ2 −γg v1v2 − 1√
2
r1ℓ2 . . .
. . . −gγ ℓ2ℓ1 −ℓ2r1 v2v1 . . .
. . . . . . . v0v2 −r0ℓ2 dg
. . . . . . . −ℓ1r1 v1v1 − γγ −r1ℓ1
. . . . . . . gd −ℓ2r0 v2v0

Rappelons que pour obtenir la (⊙)-repre´sentation matricielle d’un e´le´ment ξξ′, nous rem-
plac¸ons cet e´le´ment par 1 et tous les e´le´ments ηη′ 6= ξξ′ par 0. A` partir de cette repre´sentation
matricielle6, nous pouvons alors calculer le produit ⊙ des e´le´ments de B. La connaissance du
produit ⊙ de´fini dans B – et par conse´quent du produit ⊙̂ dans B̂ – nous permet de calculer
le coproduit ∆ dans B, a` travers :
〈u⊗ v,∆(x)〉 = 〈u ⊙̂ v, x〉 x ∈ B; u, v ∈ B̂ (2.43)
Nous ve´rifions alors que la proprie´te´ d’homomorphisme ∆(x ◦ y) = ∆(x) ◦∆(y) est satisfaite.
Les matrices e´le´mentaires non-triviales correspondent aux positions (2, 2) dans le premier bloc








Le neutre pour cette loi (la matrice identite´) s’e´crit en termes d’endomorphismes :
1⊙ = v0v0 + v1v1 + v2v2 + v0v1 + v1v0 + v1v2 + v2v1 + v0v2 + v2v0
Les projecteurs minimaux centraux sont donne´s par :
̟0 = v0v0 +
1
2
(v1v1 + γγ) + v2v2 ,
̟1 = v0v1 + v1v0 + v1v2 + v2v1 ,
̟2 = v0v2 +
1
2
(v1v1 − γγ) + v2v0 .
Ils ve´rifient les relations :
̟x ⊙̟y = δx y ̟y .
6Cette (⊙)-repre´sentation matricielle a aussi e´te´ obtenue, de manie`re inde´pendante, par R. Trinchero [86].
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Graphes A(A3) et Oc(A3) Les projecteurs minimaux centraux πi et ̟x s’expriment en
termes d’endomorphismes. Ils ve´rifient les relations :
πi ◦ πj = δ i j πj, ̟x ⊙̟y = δx y ̟y.
Ayant obtenu les de´compositions en blocs de B(A3) pour ses deux structures multiplicatives
◦ et ⊙, nous pouvons alors multiplier les projecteurs de´finis pour une loi par l’autre loi. Nous
obtenons :
π0 ⊙ π0 = π0 π1 ⊙ π0 = π1 π2 ⊙ π0 = π2
π0 ⊙ π1 = π1 π1 ⊙ π1 = π0 + π2 π2 ⊙ π1 = π1
π0 ⊙ π2 = π2 π1 ⊙ π2 = π1 π2 ⊙ π2 = π0
Les projecteurs πi pour la loi ⊙ de´finissent l’alge`bre A3. Si nous de´cidons de coder cette alge`bre
dans un graphe, tel que ses vertex soient en correspondance avec πi et tel que la multiplication
par π1 de πi soit e´gale a` la somme des voisins de πi sur le graphe, nous obtenons le graphe
A(A3) = A3.
Conside´rons maintenant la multiplication ◦ des projecteurs ̟x : ces projecteurs ne sont
pas ferme´s pour la loi ◦. Par contre, en de´finissant les projecteurs renormalise´s ρx suivants :
ρ0 = v0v0 + v1v1 + γγ + v2v2
ρ1 = ̟1
ρ2 = v0v2 + v1v1 − γγ + v2v0
alors nous obtenons :
ρ0 ◦ ρ0 = ρ0 ρ1 ◦ ρ0 = ρ1 ρ2 ◦ ρ0 = ρ2
ρ0 ◦ ρ1 = ρ1 ρ1 ◦ ρ1 = ρ0 + ρ2 ρ2 ◦ ρ1 = ρ1
ρ0 ◦ ρ2 = ρ2 ρ1 ◦ ρ2 = ρ1 ρ2 ◦ ρ2 = ρ0
Ces relations de´finissent l’alge`bre Oc(A3), appele´e alge`bre des syme´tries quantiques de A3. La
multiplication par le projecteur ρ1 est code´e par le graphe Oc(A3), et nous obtenons Oc(A3) =
A3. Le passage des projecteurs ̟x aux projecteurs renormalise´s ρx – ne´ce´ssaire a` l’obtention
de l’alge`bre Oc(A3) – provient d’un produit scalaire non-trivial (diffe´rent du produit scalaire
de´finissant l’orthonormalite´ des chemins e´le´mentaires) pour effectuer le passage entre B et
son dual B̂ [27]. Plus pre´cisemment, les unite´s matricielles associe´es a` la loi ◦ constituent une
base orthonorme´e pour le produit scalaire hermitien induit de celui des chemins e´le´mentaires
(ceux-ci sont orthonorme´s), mais les unite´s matricielles associe´es a` la loi ⊙ constituent une
base non-orthonorme´e pour ce produit scalaire. Nous pouvons introduire un nouveau produit
scalaire hermitien pour lequel elles sont orthonorme´es. Cette diffe´rence de normalisation est
a` l’origine de la diffe´rence existante entre les expressions des ope´rateurs ̟x et des ope´rateurs
ρx.
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2.3.2 Graphes G du type ADE et ge´ne´ralisations
L’e´tude de la dige`bre associe´e au diagramme de Dynkin A3 montre l’extreˆme richesse de
ses structures, mais aussi son extreˆme complexite´, alors que A3 est le cas le plus simple –
hormis A2 – des diagrammes de Dynkin puisqu’il ne comporte que trois points ! Bien que
la diagonalisation de la loi de composition ◦ et l’obtention des projecteurs πi soient presque
imme´diats, la de´finition de la loi ⊙ – a` travers le calcul des cellules d’Ocneanu– sa diagonali-
sation et l’obtention des projecteurs ̟x est nettement plus difficile.
Nous conjecturons que la multiplication des endomorphismes ξξ′ pour la loi ⊙ peut eˆtre
obtenue a` partir d’une structure alge´brique ⋆ de´finie directement sur l’espace vectoriel des
chemins essentiels :
ξξ′ ⊙ ηη′ ?= P [ (ξ ⋆ η)(ξ′ ⋆ η′) ] , (2.44)
ou` P est un ope´rateur qui projette sur les endomorphismes gradue´s par la longueur. La di-
agonalisation de cette loi ⋆ dans cet espace vectoriel de´finirait alors une base des chemins
verticaux de l’espace Vx. L’existence de ce produit ⋆ permettrait alors de de´finir de manie`re
beaucoup plus directe la loi ⊙, sans la ne´ce´ssite´ de faire usage des cellules d’Ocneanu. Cepen-
dant, cette construction n’est pas connue a` ce jour.
Les graphes d’Ocneanu pour les cas du type su(2) s’obtiennent a priori a` travers la diago-
nalisation de la loi ⊙, et sont premie`rement apparus dans la litte´rature dans [67]. Cependant,
leur construction par Ocneanu lui-meˆme s’est en fait base´e sur la classification des invariants
modulaires de ŝu(2) de Cappelli-Itzykson-Zuber. La diagonalisation de la loi ⊙ ne semble ja-
mais avoir e´te´ explicitement mene´e. Nous prendrons donc dans un premier temps ces graphes
d’Ocneanu comme donne´e initiale. Nous allons e´tablir dans le prochain chapitre une re´alisation
de l’alge`bre des syme´tries quantiques d’Ocneanu nous permettant de retrouver les graphes
d’Ocneanu.
La dige`bre B(G) est construite a` partir des diagrammes de Dynkin de type ADE. Une
de´finition de B(G) pour des diagrammes de Coxeter-Dynkin ge´ne´ralise´s est possible, mais au-
cune de´finition pre´cise de cette dige`bre ge´ne´ralise´e n’est a` ce jour disponible dans la litte´rature.
Les graphes d’Ocneanu pour les cas du type su(3) et su(4) ont e´te´ obtenus par Ocneanu
(mais jamais publie´s) : sa construction pour su(3) s’est base´e sur la classification des invariants
modulaires de ŝu(3) de Gannon ; pour su(4) une technique originale a e´te´ de´veloppe´e [71].
Nous verrons que notre re´alisation permet aussi de reconstruire les graphes d’Ocneanu pour
certaines classes d’exemples.
Chapitre 3
Des graphes aux fonctions de
partition
Les graphes d’Ocneanu – et les alge`bres des syme´tries quantiques Oc(G) – sont connus
pour les cas du type su(2) [67]. Dans ce chapitre nous allons pre´senter une re´alisation de
l’alge`bre Oc(G) comme un certain quotient du carre´ tensoriel de l’alge`bre du graphe G,
ou` G est un diagramme de Dynkin ADE. D’une part cette re´alisation permet d’obtenir un
algorithme tre`s simple pour le calcul des divers coefficients de´finissant les fonctions de partition
ge´ne´ralise´es du mode`le conforme ŝu(2) associe´ au graphe G. D’autre part, cette re´alisation se
preˆte naturellement a` une ge´ne´ralisation aux cas su(n), n ≥ 3, ce qui nous a permis de de´finir
le graphe d’Ocneanu et l’alge`bre Oc(G) pour certains exemples choisis du type su(3) et ainsi
obtenir les fonctions de partition ge´ne´ralise´es associe´es a` ces exemples.
3.1 Repre´sentations irre´ductibles et graphes A
3.1.1 De´finitions
Cas classique
Conside´rons le groupe SU(n) et ses repre´sentations irre´ductibles (i) ∈ Irr SU(n). Ce
groupe posse`de n−1 repre´sentations fondamentales, en ce sens que les autres repre´sentations
irre´ductibles peuvent eˆtre obtenues par tensorialisation puis re´duction a` partir des fonda-
mentales. Chaque repre´sentation fondamentale donne lieu a` un graphe infini, dont les vertex
sont labelle´s par (i) ∈ Irr SU(n) et dont les arcs correspondent a` la tensorialisation par la
repre´sentation fondamentale.
Par exemple le groupe SU(2) posse`de une repre´sentation fondamentale, de dimension
deux, note´e (2), et la de´composition du produit tensoriel d’une irrep (n) ∈ Irr SU(2) par
la fondamentale (2) est donne´e par la formule suivante (correspondant au couplage d’une
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particule de spin 1/2 avec une particule de spin j = (n− 1)/2) :
(2)⊗ (n) = (n− 1)⊕ (n+ 1). (3.1)
Le re´sultat de cette de´composition peut eˆtre code´ dans le graphe A∞ de SU(2) illustre´ a` la
Fig.3.1.
✉ ✉ ✉ ✉ ✉ ✉
(1) (2) (3) (n− 1) (n) (n+ 1)
Fig. 3.1 – Graphe A∞ de SU(2).
Les vertex de ce graphe sont labelle´s par les irreps (i) ∈ Irr SU(2), et (2)⊗(i) se de´compose
en la somme directe d’irreps (j), tel que (j) soit voisin de (i) sur le graphe. L’exemple de
SU(2) est traite´ de manie`re plus de´taille´e dans l’Annexe B.
Le groupe SU(3) posse`de deux repre´sentations fondamentales (note´es1 3 et 3), chacune
donnant lieu a` un graphe infini A∞. Les repre´sentations 3 et 3 e´tant conjugue´es, le graphe
correspondant a` la tensorialisation par 3 s’obtient en inversant la direction des arcs du graphe
correspondant a` 3. Le graphe A∞ de SU(3) correspondant a` la repre´sentation 3 est illustre´ a`
la Fig. 3.2. Nous lisons sur le graphe, par exemple : 3⊗ 3 = 3⊕ 6, car il y a un arc reliant 3



























































Fig. 3.2 – Graphe A∞ de SU(3) pour la repre´sentation 3.
1Nous avons choisi de labeller les irreps de SU(3) par leur dimension, mais nous aurions pu aussi les labeller
par des diagrammes de Young.
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Cas quantique
Les groupes de Lie en ge´ne´ral posse`dent des de´formations quantiques (groupes quantiques),
dont un exemple bien connu est fourni par le groupe quantique Uq(sl(n)). Aux racines de
l’unite´ (qN = 1), nous pouvons de´finir des quotients de Hopf non semi-simples, de dimension
finie – ge´ne´riquement de´signe´s par uq(sl(n)) – a` partir du groupe quantique Uq(sl(n)) : ces
groupes quantiques posse`dent alors un nombre fini de repre´sentations irre´ductibles (nous
nous inte´ressons en fait a` celles qui sont de q-dimension non-nulle : voir Annexe B pour le
cas uq(sl(2))). Nous de´cidons de noter SU(n)ℓ = uq(sl(n)) pour q racine de l’unite´
2 :
q2(ℓ+h) = q2κ = 1, (3.2)
ou` ℓ est appele´ le niveau et h est le nombre (dual) de Coxeter du groupe classique correspon-
dant (pour SU(n), h = n). κ est le nombre de Coxeter ge´ne´ralise´ (parfois appele´ altitude)
et est de´fini par la relation κ = ℓ + h. De manie`re analogue au cas classique, nous pouvons
associer a` chaque repre´sentation fondamentale de SU(n)ℓ un graphe : ce graphe s’obtient par
troncation (au niveau ℓ) du graphe du cas classique correspondant.
Ainsi, pour SU(2)ℓ, h = 2 et a` la 2(ℓ+2)-ie`me racine de l’unite´, nous obtenons le graphe
Aℓ = Aℓ+13 de SU(2)ℓ. Pour SU(3)ℓ, h = 3, et a` la 2(ℓ + 3)-ie`me racine de l’unite´, nous
obtenons le graphe Aℓ de SU(3)ℓ.
Pour SU(2)4, nous avons A4 = A5, ce graphe posse`de 5 vertex note´s τ0, · · · , τ4. La
repre´sentation identite´ est τ0 et la fondamentale τ1. Pour SU(3)4, le graphe A4 posse`de 15
vertex. De manie`re ge´ne´rale, le graphe Aℓ de SU(3)ℓ posse`de (ℓ+ 1)(ℓ + 2)/2 vertex que nous
labellons4 par (λ1, λ2), avec λ1, λ2 ≥ 0 et λ1 + λ2 ≤ ℓ. La repre´sentation identite´ est (0, 0) et
les deux repre´sentations fondamentales (conjugue´es) sont (1, 0) et (0, 1) : le graphe code la
tensorialisation par (1, 0). Le graphe de tensorialisation par (0, 1) est obtenu en inversant la
direction des arcs. Les graphes A4 de SU(2)4 et SU(3)4 sont repre´sente´s pour a` la Fig. 3.3.
3.1.2 Alge`bre de graphe et matrices Ni
Le graphe Aℓ code la de´composition de la tensorialisation des irreps (i) (vertex des
graphes) par les repre´sentations fondamentales (τ1 pour SU(2)ℓ, (1, 0) et (0, 1) pour SU(3)ℓ).




N kij (k), (3.3)
2Attention : l’index q de uq est quelquefois note´ q
1/2 dans la litte´rature.
3Pour le cas SU(2)ℓ, les graphes Aℓ correspondent aux diagrammes de Dynkin de type Aℓ+1 : nous re´servons
la notation caligraphique pour les graphes labelle´s par le niveau ℓ, la notation standard pour les graphes labelle´s
par le nombre de vertex, c.a`.d. par le rang de l’alge`bre de Lie correspondante au diagramme de Dynkin.
4Notre convention pour les indices des vertex de SU(3)ℓ commencent a` 0 et non a` 1. Certains auteurs
adoptent des conventions diffe´rentes.
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s s s s s


























































Fig. 3.3 – Les graphes A4 pour SU(2)4 (5 vertex) et SU(3)4 (15 vertex).
ou` N kij sont des nombres entiers non-ne´gatifs (multiplicite´ de (k) dans (i).(j)). Nous appelons
cette alge`bre l’alge`bre du graphe Aℓ ou plus simplement l’alge`bre Aℓ.
Cas SU(2)ℓ
Les vertex des graphes An sont note´s τi, pour i = (0, 1, · · · , κ− 2). Nous savons multiplier
par l’identite´ τ0 et par la fondamentale τ1 (a` l’aide du graphe). En imposant l’associativite´,
nous construisons de proche en proche la table de multiplication de l’alge`bre du graphe An.
Par exemple, pour n > 4, nous avons τ1.τ1 = τ0+ τ2, donc nous e´crivons τ2 = τ1.τ1− τ0, d’ou`
nous de´duisons :
τ2.τ2 = (τ1.τ1 − τ0).τ2 = τ1.τ1.τ2 − τ0.τ2 = τ1.(τ1 + τ3)− τ2
= τ0 + τ2 + τ2 + τ4 − τ2 = τ0 + τ2 + τ4
Par la meˆme me´thode, nous calculons τ2.τi, et plus ge´ne´ralement τi.τj. Nous obtenons ainsi
l’alge`bre du graphe An, qui est l’alge`bre commutative et associative ayant comme e´le´ments




N kij τk, N kij ∈ N. (3.4)
Nous associons a` chaque vertex τi une matrice (κ − 1 × κ − 1) Ni, telle que (Ni)jk = N kij.
Ces matrices Ni s’obtiennent directement par la formule de re´currence suivante (formule de
re´currence tronque´e de SU(2)) :
N0 = l1n×n
N1 = GAn
N1.Ni = Ni−1 +Ni−2 i = 2, . . . , n− 2
N1.Nn−1 = Nn−2
 (3.5)
3.1. Repre´sentations irre´ductibles et graphes A 65
ou` GAn est la matrice d’adjacence du graphe An. Elles forment l’alge`bre matricielle du graphe









Pour SU(3)ℓ, nous pouvons suivre la meˆme de´marche. Connaissant le graphe Aℓ, nous
obtenons les matrices d’adjacence N(1,0), N(0,1) et nous pouvons construire l’alge`bre du graphe
Aℓ, dont une repre´sentation fide`le est donne´e par les matrices Ni = Nλ,µ. Ces matrices
s’obtiennent par la formule de re´currence tronque´e de SU(3) :
Nλ,µ = 0 siλ < 0 ouµ < 0
Nλ,0 = N1,0Nλ−1,0 −Nλ−2,1





ou` NT de´signe la matrice transpose´e de N .
3.1.3 Repre´sentation du groupe modulaire SL(2,Z) et formule de Verlinde
E. Verlinde [88] a montre´ qu’il existe, dans une the´orie conforme rationelle, un lien e´troit
entre les coefficients de fusion N kij des champs primaires et la matrice Sij des transforma-










Pour les mode`les conformes base´s sur l’alge`bre affine ŝu(2)k au niveau k, les matrices S et T


















)] m,n = 1, . . . , k + 1 (3.9)
Un fait remarquable est que les coefficients de fusion N kij calcule´s par la formule de Verlinde a`
partir des matrices donne´es en (3.9) sont identiques aux coefficients de structure de l’alge`bre
de graphe Ak de SU(2)k. Les matrices Ni du graphe Ak forment donc une repre´sentation de
l’alge`bre de fusion de ŝu(2)k : nous les appelons par la suite matrices de fusion. Cette corre-
spondance est aussi valable pour les cas SU(n)ℓ. Les graphes Aℓ codent donc des informations
sur la the´orie conforme correspondante. Dans une the´orie conforme, au lieu de calculer les
coefficients de fusion N kij a` partir de la matrice S, nous pouvons les obtenir directement a`
partir des matrices de fusion Ni calcule´es a` partir du graphe Aℓ.
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Matrice S
Dans le cadre de la correspondance de McKay classique, a` chaque sous-groupe Γ fini
de SU(2) est associe´ un ensemble de matrices qui code la tensorialisation des irreps de Γ.
La table des caracte`res de Γ peut eˆtre reconstruite, sans faire appel a` la notion de classe
de conjuguaison, par la diagonalisation simultanne´e de ces matrices (voir Annexe B). Dans
le cas quantique, nous ne pouvons pas parler de groupe, ni de classe de conjuguaison ni
de table de caracte`res. Mais les Ni sont l’analogue des matrices pre´ce´dentes. La matrice
qui diagonalise simultane´ment les matrices Ni est donc l’analogue quantique de la table des
caracte`res. Convenablement normalise´e, cette matrice est e´gale a` la matrice S du groupe
modulaire. La matrice S peut donc s’obtenir par la diagonalisation des matrices de fusion
Ni : c’est l’inverse de la relation (3.8).
Matrice T
A` chaque graphe Ak de SU(2)k correspond l’alge`bre de fusion d’une the´orie conforme
ŝu(2)k. La matrice Tij des transformations des caracte`res de l’alge`bre affine est diagonale.
Nous pouvons donc associer a` chaque vertex du graphe Ak une valeur donne´e, de´finie – a` une
phase globale pre`s – par la matrice Tij , que nous appelons l’exposant modulaire.
Dans le cas de SU(2)k, la matrice T est donne´e en (3.9) et l’exposant modulaire pour le
vertex τi est de´fini par la quantite´ Tˆ donne´e par :
Tˆ = (i+ 1) mod 4κ (κ = k + 2) (3.10)





[−(λ1 + 1)2 − (λ1 + 1).(λ2 + 1)− (λ2 + 1)2 + κ] δλµ, (3.11)
ou` λ
.
= (λ1, λ2), µ
.






, et κ = k + 3. L’exposant modulaire est
de´fini par la quantite´ :
Tˆ = −(λ1 + 1)2 − (λ1 + 1).(λ2 + 1)− (λ2 + 1)2 + κ mod 3κ. (3.12)
3.2 Diagrammes de Coxeter-Dynkin ge´ne´ralise´s G
3.2.1 Historique et de´finitions
Conside´rons le groupe SU(2) et l’espace vectoriel dont une base est forme´e par ses irreps
(i). Nous pouvons tensorialiser les irreps (i) entre-elles et de´composer le re´sultat en une somme
directe d’irreps : les irreps de SU(2) forment une alge`bre, dont les coefficients de structure sont
des entiers non-ne´gatifs. Soit Γ un sous-groupe fini de SU(2) et conside´rons l’espace vectoriel
(de dimension finie) forme´ par ses irreps σ. La tensorialisation de l’irrep fondamentale de
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SU(2) par les irreps σ de Γ est code´e par les diagrammes de Dynkin affine de type ADE(1) :
c’est la correspondance de McKay classique. Nous pouvons reformuler cette correspondance
en disant qu’il existe une action des irreps de SU(2) sur les irreps de Γ : nous e´crivons que Γ̂
est un module sur ŜU(2). Les irreps de Γ peuvent aussi eˆtre tensorialise´es entre-elles : elles
forment donc aussi une alge`bre.
L’analogue quantique de SU(2) sont les groupes quantiques SU(2)ℓ. Nous pouvons ten-
sorialiser les irreps τi de SU(2)ℓ entre-elles et de´composer le re´sultat en une somme d’irreps.
Les τi forment donc une alge`bre (appele´e alge`bre de fusion), code´e par les diagrammes
Aℓ : nous dirons que Aℓ posse`de self-fusion. Soit un graphe G, appelons σ ses vertex et
conside´rons l’espace vectoriel V(G) dont une base est forme´e par l’ensemble des σ. De´finissons
l’action du ge´ne´rateur τ1 de Aℓ sur σ comme e´tant e´gale a` la somme des voisins de σ sur
le graphe G. Nous pouvons alors rechercher les graphes G de meˆme norme que Aℓ tels que
l’espace vectoriel V(G) soit un module par rapport a` l’action de Aℓ. Les graphes posse´dant
ces proprie´te´s sont5 les diagrammes de Dynkin de type ADE. Les vertex de ces diagrammes
sont donc conside´re´s comme des irreps. Certains de ces diagrammes posse`dent self-fusion,
c.a`.d. que nous pouvons de´finir une structure alge´brique commutative et associative dont
les coefficients de structure soient des entiers non-ne´gatifs (nous pouvons tensorialiser les
irreps entre-elles). C’est le cas des diagrammes An,D2n, E6 et E8, et nous dirons qu’ils
forment un “sous-groupe” du SU(2)ℓ correspondant. Les autres diagrammes (D2n+1 et E7)
seront appele´s “modules”. Notons que les diagrammes Dn sont obtenus par une proce´dure
de folding a` partir des diagrammes An. Les diagrammes E6, E7 et E8 sont dits exceptionnels.
On peut montrer que E7 est obtenu a` partir d’un twist du diagramme D10. Nous avons une
correspondance bi-univoque entre les sous-groupes finis de SU(2) (diagrammes ADE(1))
et leur analogue quantique (diagrammes ADE). D’autre part, rappelons qu’il existe une
correspondance bi-univoque entre les fonctions de partition invariante modulaire des the´ories
conformes ŝu(2) et les diagrammes ADE.
Qu’en est-il pour SU(3) ? Historiquement, une premie`re classification empirique des dia-
grammes de Coxeter-Dynkin G ge´ne´ralise´s pour SU(3)ℓ (appele´s diagrammes de Di Francesco-
Zuber) a e´te´ de´termine´e par CAF (“Computer Aided Flair”) par Di Francesco et Zuber en
1989 [31]. Contrairement au cas SU(2), il n’y a pas de correspondance bi-univoque entre ces
graphes et les graphes codant les sous-groupes finis de SU(3). Par la suite, la classification
des fonctions de partition invariante modulaire des the´ories conformes ŝu(3) a e´te´ obtenue
par Gannon [44], mais la correspondance entre les graphes de la liste de Di Francesco-Zuber
et la classification de Gannon n’e´tait pas claire. Dans un effort de stimulation prive´e a` la
recherche, la re´compense propose´e par Zuber pour la classification des diagrammes ge´ne´ralise´s
pour SU(3)ℓ, SU(4)ℓ et SU(5)ℓ e´tait respectivement 1,2 et 3 bouteilles de champagne.
La classification des diagrammes ge´ne´ralise´s de SU(3)ℓ et SU(4)ℓ a e´te´ obtenue par A.
5En fait cette caracte´risation inclut e´galement les diagrammes de type tadpole qu’il convient d’e´liminer.
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Ocneanu et pre´sente´e a` l’Ecole de Bariloche 2000 [71]. Pour le cas SU(3)ℓ, il y a la se´rie An, et
trois se´ries qui ge´ne´ralisent les deux se´ries D2n et D2n+1 de SU(2)ℓ, nous pourrions les appeler
D3n, D3n+1 et D3n+2. Il y a e´galement deux se´ries Acn et 3Acn obtenues a` partir de la se´rie An
pre´ce´dente en utilisant la conjuguaison complexe. Sur ces six se´ries, seulement deux posse`dent
self-fusion : An et D3n. Il y a 7 graphes exceptionnels, dont trois posse`dent self-fusion (ils
ge´ne´ralisent les graphes E6 et E8 de SU(2)ℓ) : ce sont E5, E9 et E21. Il y a un graphe Dt9
obtenu a` partir de D9 par un twist exceptionnel (comme E7 a` partir de D10). Les trois autres
exceptionnels (Ec5 , Ec9 et Dtc9 ) font usage d’un morphisme associe´ a` la conjuguaison complexe
c. La classification de Gannon des fonctions de partition invariante modulaire consiste en
six se´ries et six cas exceptionnels. Notons que deux graphes distincts (donc deux the´ories
conformes tre`s diffe´rentes) posse`dent la meˆme fonction de partition invariante modulaire. La
liste d’Ocneanu confirme celle trouve´e empiriquement par Di Francesco-Zuber, a` l’exception
d’un diagramme exceptionnel, exclu pour ne pas satisfaire des conditions locales de nature
cohomologique (de´finition de cellules et de connections internes) : c’est le graphe note´ E(12)3
dans [31]. La liste des diagrammes pour SU(3)ℓ ainsi que pour SU(4)ℓ est publie´e dans [71].
Bien qu’utilise´e par Ocneanu, insistons sur le fait qu’aucune de´finition mathe´matiquement
rigoureuse des proprie´te´s devant eˆtre satisfaites par ces diagrammes (appele´s “Higher Cox-
eter System” dans [70]) n’est disponible dans la litte´rature. Par la suite, nous prendrons ces
diagrammes comme donne´e de de´part.
3.2.2 Alge`bre de graphe
Par la suite, nous traiterons en de´tail le cas SU(2)ℓ. La ge´ne´ralisation au cas SU(3)ℓ est
souvent imme´diate, nous le mentionnerons seulement lorsque cette ge´ne´ralisation n’est pas
triviale.
Graphe G et matrice d’adjacence
Nous prenons comme point de de´part les graphes G de type ADE, liste´s dans l’Annexe A,
et appelons r le nombre de vertex du graphe conside´re´. Les vertex de ces graphes seront note´s
σa, pour a = (0, 1, · · · , r − 1). A` chaque graphe G est associe´e sa matrice d’adjacence, note´e
G, qui est une matrice carre´e r× r, telle que Gij = 1 si un arc relie les vertex correspondant a`
i et j et Gij = 0 sinon. Tous les graphes ADE sont bi-oriente´s, leur matrice d’adjacence est
donc syme´trique. La norme du graphe est de´finie comme e´tant la plus grande valeur propre






Cette relation de´finit le nombre κ, appele´ le nombre (dual) de Coxeter du graphe6. Nous avons
1 < β < 2 : de fait, les graphes ADE apparaissent aussi dans la classification des graphes
6κ est ainsi appele´ car il correspond au nombre (dual) de Coxeter des alge`bres de Lie semi-simples simple-
ment lace´es, de´crites par les diagrammes de Dynkin de type ADE correspondant : nous le de´finissons ici sans
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bi-oriente´s de norme strictement comprise entre un et deux (voir chapitre 2). Introduisons le
nombre quantique [n]q, de´fini par :
[n]q =
qn − q−n
q − q−1 , q = exp(
iπ
κ
), q2κ = 1. (3.14)
Alors, la norme β du graphe est e´gale au q-nombre deux : β = [2]q = q + 1/q = 2cos(π/κ).
Nous rappelons la valeur de κ pour chaque graphe ADE dans la Tab. 3.1.
An Dn E6 E7 E8
κ n+ 1 2(n − 1) 12 18 30
Tab. 3.1 – Nombre (dual) de Coxeter κ pour les graphes de type ADE.
Le vecteur propre correspondant a` β est note´ P (vecteur de Perron-Frobenius). Les com-
posantes de ce vecteur correctement normalise´ nous donnent, par de´finition, les dimensions
quantiques des irreps. La normalisation est telle que P (σ0) = [1]q = 1. Alors, dans tous les
cas, la dimension quantique de la repre´sentation fondamentale (σ1) est e´gale a` [2]q.
Alge`bre de graphe
Nous conside´rons l’espace vectoriel V(G) dont la base est donne´e par les vertex σa du
graphe G, conside´re´s comme des e´le´ments line´airement inde´pendants. Dans tous les cas, σ0
est appele´ l’identite´, et σ1 la fondamentale. Dans le cas classique SU(2), les graphes ADE
(1)
codent la de´composition de f⊗σa en somme directe d’irreps σb (ou` f est la repre´sentation fon-
damentale de SU(2)). Les graphes G de type ADE sont vus comme codant la de´composition
du produit des irreps par la fondamentale f = σ1 :




ou` b : a signifie que σb est voisin de σa sur le graphe G. Nous voulons e´tendre la de´finition du
produit a` tout l’espace vectoriel V(G), en analogie avec la de´composition du produit tensoriel






ab ∈ N, (3.16)
ou` les coefficients Gcab sont vus comme la multiplicite´ de σc dans σa.σb (ce sont des entiers
non-ne´gatifs). L’obtention de la table de multiplication se fait par construction, de proche en
proche, comme dans l’exemple de SU(2) traite´ dans l’Annexe B. Nous savons multiplier par
l’identite´ σ0 et par la fondamentale σ1 (a` l’aide du graphe). En imposant l’associativite´ du
produit, nous pouvons essayer de construire la multiplication par les autres irreps. Le re´sultat
suivant a e´te´ premie`rement obtenu par Pasquier[74], et les alge`bres obtenues sont quelquefois
appele´es alge`bres de Pasquier :
faire appel au langage des alge`bres de Lie.
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The´ore`me 8 Soit G un graphe de type ADE a` r vertex, et V(G) l’espace vectoriel dont la
base est forme´e par les vertex σa de G. Les graphes pour lesquels il est possible de de´finir un
produit satisfaisant (3.15) et (3.16) sont les graphes An, D2n, E6 et E8.
Pour An, E6 et E8, nous pouvons construire la table de multiplication de manie`re unique.
Pour les cas D2n, nous trouvons une famille a` un parame`tre de solutions, mais en imposant
que les coefficients de structures soient des entiers non ne´gatifs, la solution devient unique [25]
(voir de´tails dans la section correspondante). Pour ces cas, nous obtenons donc une alge`bre
commutative et associative, dont les coefficients de structure sont des entiers non-ne´gatifs,
appele´e alge`bre de graphe, et que nous notons par le meˆme symbole G que le graphe
lui-meˆme : nous dirons par la suite que ces graphes posse`dent “self-fusion”, ou de manie`re
e´quivalente, qu’ils sont de type I.
Pour D2n+1 et E7, il est impossible d’obtenir une alge`bre commutative et associative, avec
des coefficients de structure qui soient des entiers non-ne´gatifs [73] (pour le cas E7, une alge`bre
existe, mais avec des coefficients de structure ne´gatifs). Ces cas ne posse`dent pas “self-fusion”,
les graphes sont dits de type II.
Alge`bre matricielle de graphe
Dans les cas des graphes qui posse`dent self-fusion, nous pouvons donner une re´alisation





Ces matrices forment une repre´sentation fide`le de l’alge`bre G (lorsqu’elle existe) que nous




















Nous avons G0 = l1r×r et G1 = G, la matrice d’adjacence du graphe. Dans tous les cas (a`
l’exception de D2n), les autres matrices Ga s’expriment comme des polynoˆmes de G0 et G1 :
pour ces cas, nous donnons les expressions polynomiales permettant d’obtenir ces matrices.
3.2.3 V(G) comme module sur A(G) : matrices Fi (ou Ea)
A` chaque graphe G de type ADE est associe´ un autre graphe, note´ A(G), appartenant
a` la se´rie An et ayant la meˆme norme (et donc meˆme nombre de Coxeter κ) que G. Si κ
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est le nombre de Coxeter de G, alors A(G) = Aκ−1. Nous avons donc les correspondances
suivantes :
A(An) = An κ = n+ 1
A(Dn) = A2n−3 κ = 2n − 2
A(E6) = A11 κ = 12
A(E7) = A17 κ = 18
A(E8) = A29 κ = 30
Les vertex τi (i = 0, . . . , κ − 2) du graphe A(G) forment un espace vectoriel, sur lequel
nous pouvons de´finir une multiplication : nous obtenons l’alge`bre de graphe A(G). Les vertex
σa (a = 0, . . . , r− 1) du graphe G forment aussi un espace vectoriel, note´ V(G). Nous voulons
de´finir une action de A(G) sur V(G) :





telle que les coefficients Fbia soient des entiers non-ne´gatifs (ainsi Fbia repre´sente la multiplicite´
de σb dans τi.σa, en analogie avec le cas classique). Pour que cette action soit bien de´finie, il
faut imposer :
(τi.τj).σa = τi.(τj .σa). (3.19)
Utilisant (3.4) et (3.18), et du fait que les σ sont des e´le´ments line´airement inde´pendants de





N kij Fcka (3.20)
Les indices (a, b, c, . . .) sont re´serve´s pour les vertex σ de G (a, b, c = 0, 1, . . . , r − 1), et les
indices (i, j, k, . . .) sont re´serve´s pour les vertex τ de A(G) (i, j, k = 0, 1, . . . , κ − 2). Nous
pouvons parler d’un analogue quantique de la correspondance de McKay : le graphe G code
la de´composition des irreps σ de G par l’irrep fondamentale τ1 du quotient de Uq(sl(2))
correspondant. Il est donc naturel de poser τ1.σa = σ1.σa =
∑
b:a σb (la sommation se fait sur
les voisins de σa sur le graphe G). L’action explicite de A(G) sur V(G) est de´finie par :
A(G)× V(G) → V(G)
τ0.σa
.





n.σa n > 1
 (3.21)
A` noter que meˆme pour les cas ou` G ne posse`de pas de self-fusion, l’action est bien de´finie :
meˆme si nous ne pouvons calculer σa.σb, la multiplication σa.σ1 existe toujours. τ1 est l’irrep
fondamentale de A(G) : tout irrep τi s’exprime par un polynoˆme sur τ1 et τ0. Par exemple :
τ2 = τ1.τ1 − τ0 τ3 = τ1.τ1.τ1 − τ1 − τ1
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De manie`re ge´ne´rale, nous e´crivons : τi = Poli(τ0, τ1). Alors, l’action d’un e´le´ment quelconque
τi de A(G) sur V(G) s’e´crit :
τi.σa = Poli(τ0, τ1).σa = Poli(σ0, σ1).σa (3.22)
Matrices Fi
Nous pouvons coder matriciellement l’action (3.18). Introduisons κ − 1 matrices (r × r)
Fi telles que (Fi)ab = Fbia. De la proprie´te´ de structure de module (3.19), nous concluons que





Elles forment donc une repre´sentation de l’alge`bre de fusion de dimension r (les matrices
Ni forment une repre´sentation fide`le de l’alge`bre de fusion, de dimension κ− 1). Du fait que




F1.Fi = Fi−1 + Fi−2 i = 2, . . . , κ− 2
F1.Fn−1 = Fn−2
(3.24)
Remarque 4 Par la relation de re´currence (3.24) de´finissant les matrices Fi et comparant
avec la relation (2.9), nous concluons que l’e´le´ment (Fi)ab repre´sente le nombre de chemins
essentiels de longueur i, partant du vertex σa et arrivant au vertex σb, sur le graphe G.
Matrices Ea
De´finissons r matrices (κ− 1× r) Ea telles que :
(Ea)ib = (Fi)ab (3.25)





Les matrices Ea sont appele´es les matrices essentielles du graphes G. L’une d’entre elles
en particulier, posse`de des proprie´te´s inte´ressantes : la matrice E0, appele´e dans la litte´rature
de physique statistique “intertwiner”.
The´ore`me 9 Soient G un graphe ADE et A(G) le graphe de la se´rie An ayant le meˆme
nombre de Coxeter κ, et soit G1 = GG et N1 = GA(G) leur matrice d’adjacence respective.
Alors :
N1 E0 = E0 G1 (3.27)
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De´monstration : Conside´rons l’e´quation (3.26) pour a = 0, et appliquons τ1. Le terme de
gauche s’e´crit :

























(E0)ib(G1)bc ⇐⇒ (N1.E0)ic = (E0.G1)ic

Corollaire 1 Soit β la plus grande valeur propre de G (donc de A(G) aussi) et P le vecteur
propre normalise´ correspondant. Alors (E0.P ) est le vecteur propre normalise´ de A(G) cor-
respondant a` β.
Soient deux graphes G1 et G2 tels qu’il existe une matrice card(G1)×card(G2) E0 qui relie
leur matrice d’adjacence comme dans (3.27). Si deux mode`les statistiques sont de´crits par ces
deux graphes, alors ils auront certaines proprie´te´s communes (e´nergie libre, charge centrale),
bien qu’ils diffe`rent au niveau de l’alge`bre des ope´rateurs [80].
Re`gles de branchement A(G) →֒ G
Dans le cas ou` les graphes G posse`dent self-fusion (type I), l’action (3.18) est compatible
avec la structure alge´brique de G :
τi.(σa.σb) = (τi.σa).σb (3.28)
Au niveau matriciel, ceci se traduit par les relations suivantes entre les matrices Fi et Ga :




L’action de τi sur σa est donne´e par (3.22). Pour a = 0, nous avons :
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Les re`gles de branchement sont donc entie`rement code´es dans la matrice E0 : la restriction
de l’irrep τi vers les irreps σ de G se lit dans la ligne correspondante a` τi de la matrice E0.
Corollaire 2 La connaissance de E0 et des matrices Ga nous permet de de´terminer les autres
matrices Ea :
Ea = E0.Ga (3.33)
De´monstration : D’une part, l’action est donne´e par : τi.σa =
∑
c(Ea)ic σc. D’autre part, en
utilisant les re`gles de branchement τi →֒
∑













Les σ e´tant line´airement inde´pendants, nous avons finalement : (Ea)ic = (E0.Ga)ic 
La correspondance entre G et A(G) peut eˆtre vue de deux manie`res comple´mentaires :
• Dans le langage de la correspondance de Mc-Kay quantique, le graphe G est relie´ a`
un “sous-groupe” (ou “module”) du quotient de Uq(sl(2)) pour q
2κ=1, ce dernier e´tant
relie´ au graphe Aκ−1, c.a`.d. justement a` A(G). L’espace vectoriel V(G) engendre´ par
les vertex de G est toujours un module sous l’action de l’alge`bre A(G).
• Les chemins essentiels sont de´finis sur le graphe G, et leur nombre est code´ dans les ma-
trices Fi ou dans les matrices essentielles Ea. B(G) est la dige`bre des endomorphismes
de chemins essentiels. Les deux lois multiplicatives sont la composition ◦ et la convolu-
tion ⊙. La diagonalisation de BG pour la loi ◦ donne lieu a` des projecteurs minimaux
centraux, dont la multiplication par la loi ⊙ est code´e par le graphe A(G).
Ces constructions se ge´ne´ralisent pour les cas SU(n)ℓ : les matrices Fi codant l’action de
A(G) sur V(G) donnent une repre´sentation de l’alge`bre de fusion. Cependant, les chemins
essentiels n’ont e´te´ de´finis que pour les graphes de type ADE (plus exactement pour des
graphes bi-partites). L’extension de la de´finition des chemins essentiels pour des graphes de
type SU(n)ℓ est possible (la notion de “longueur” e´tant remplace´e par un tableau de Young),
et nous pouvons e´tablir un lien avec des ge´ne´ralisations des alge`bres de Jones-Temperley-Lieb.
3.3 Graphes d’Ocneanu Oc(G)
3.3.1 De´finition
La dige`bre B(G) des endomorphismes de chemins essentiels sur un graphe G (de type
ADE) posse`de deux lois multiplicatives ◦ et ⊙. La diagonalisation de B(G) pour la loi ⊙
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donne lieu a` des projecteurs minimaux centraux7, dont la multiplication par la loi ◦ est
code´e par le graphe d’Ocneanu de G. C’est ainsi que sont formellement introduits les graphes
d’Ocneanu de G. Soulignons toutefois que la diagonalisation explicite de la loi ⊙ de B(G)
est d’une extreˆme complexite´. Ces graphes ont e´te´ introduits par A. Ocneanu [66], et sont
premie`rement apparus dans la litte´rature dans [67]. Ces graphes et l’alge`bre des syme´tries
quantiques jouent un roˆle important dans l’e´tude des syste`mes conformes a` deux dimensions.
Ocneanu a utilise´ la classification des fonctions de partition invariante modulaire des mode`les
ŝu(2) pour construire ces graphes : une explicite diagonalisation de la loi ⊙ ne semble pas
avoir e´te´ vraiment effectue´e · · ·
Nous prenons les graphes d’Ocneanu dans un premier temps comme donne´e initiale. Nous
de´finirons par la suite une re´alisation de l’alge`bre d’Ocneanu a` partir de l’alge`bre d’un graphe
G.
Les graphes d’Ocneanu ne sont de´finis et publie´s que pour les cas ADE, donc pour les
mode`les SU(2)ℓ. Les de´finitions de chemins essentiels n’ont pas a` nos jours e´te´ e´tendues a`
des diagrammes de Coxeter-Dynkin ge´ne´ralise´s. La dige`bre que l’on pourrait associer a` ces
diagrammes reste donc un objet “virtuel”. Meˆme si une construction de cette bige`bre e´tait
de´finie, l’explicite diagonalisation des deux lois ◦ et ⊙ et l’obtention des projecteurs minimaux
centraux pour ces lois, conduisant a` la construction des graphes d’Ocneanu correspondants,
serait une taˆche ardue . . .
Toutefois, notre re´alisation de l’alge`bre d’Ocneanu se preˆte naturellement a` une
ge´ne´ralisation aux cas SU(n)ℓ. Nous pouvons ainsi obtenir des “graphes d’Ocneanu” pour
ces mode`les : nous verrons notamment que les fonctions de partition invariantes modulaires
qui y sont associe´es pour certains exemples traite´s du cas SU(3)ℓ sont identiques a` la classi-
fication de Gannon, confirmant ainsi notre construction.
Alge`bre du graphe Oc(G)
Nous prenons comme donne´e initiale les graphes d’Ocneanu Oc(G) du mode`le ADE
publie´s dans [67]. Les vertex de ces graphes sont note´s (x, y, z, . . .), et nous appelons s le
nombre de vertex du graphe. Conside´rons l’espace vectoriel de dimension s forme´ par les
vertex du graphe Oc(G). Les e´le´ments 1 et 1′ sont appele´s respectivement les ge´ne´rateurs chi-
raux gauche et droit. Le graphe d’Ocneanu est la superposition de deux graphes de Cayley de
multiplication par les ge´ne´rateurs. La multiplication par le ge´ne´rateur gauche 1 (resp. droit
1′) est donne´e par la somme des voisins sur le graphe relie´s a` 1 (resp. a` 1′) par une ligne
continue (resp. discontinue). De plus, l’e´le´ment 0 est conside´re´ comme l’identite´ pour cette
7Nous devons normaliser ces ope´rateurs pour le produit scalaire de l’espace dual : voir la discussion de
l’exemple A3 dans le chapitre 2.
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multiplication. Nous avons donc :













ou` G1 et G1′ sont les matrices d’adjacence correspondantes aux ge´ne´rateurs 1 et 1′. A` partir de
ces donne´es et en imposant l’associativite´, il est possible d’e´tendre la multiplication a` tous les
vertex de Oc(G). Nous obtenons alors l’alge`bre de graphe Oc(G), qui sera aussi note´e Oc(G)
et dont la multiplication est donne´e par :




ou` Ozxy ∈ {0, 1, . . .} est vu comme la multiplicite´ de z dans x.y. Cette alge`bre est appele´e
l’alge`bre des syme´tries quantiques de G. Contrairement aux alge`bres de graphes G, les
alge`bres Oc(G) ne sont pas force´ment commutatives (pour le cas SU(2)ℓ, Oc(D2n) est non-
commutative).
A` chaque vertex x du graphe Oc(G) nous associons la matrice (s×s) Ox telle que (Ox)yz =
Ozxy. Nous avons notamment :
O0 = l1s×s, O1 = G1, O1′ = G1′








3.3.2 Re´alisation alge´brique de Oc(G)
Historiquement, la premie`re re´alisation d’une alge`bre Oc(G) a e´te´ effectue´e dans [23]
pour le cas E6. Il y est observe´ que l’alge`bre Oc(E6) s’obtient comme le carre´ tensoriel de
l’alge`bre du graphe E6, mais ou` le produit tensoriel est pris au-dessus d’une sous-alge`bre de




= E6 ⊗A3 E6 . (3.37)
Le produit tensoriel pris au-dessus de A3 signifie que l’on identifie les termes a.u⊗b et a⊗u.b,
pour a, b ∈ E6 et u ∈ A3 ⊂ E6. Un premier travail de cette the`se a consiste´ a` ge´ne´raliser cette
re´alisation a` tous les cas de type ADE de SU(2)ℓ. Il est difficile de pre´senter une me´thode
ge´ne´rale, chaque cas pose´dant ces particularite´s. Les diffe´rents cas sont traite´s explicitement
dans le chapitre 4. Notre re´alisation des alge`bres d’Ocneanu permet d’obtenir de manie`re
simple les matrices toriques (de´finissant les fonctions de partition a` une ligne de de´fauts)
et les matrices toriques ge´ne´ralise´es (deux lignes de de´fauts). Les re´sultats obtenus sont en
partie publie´s dans [25]. Par la suite, nous avons montre´ que la sous-alge`bre au-dessus de
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laquelle le produit tensoriel est pris est de´termine´e par les proprie´te´s modulaires du graphe
G [26] : cette caracte´risation de Oc(G) par les proprie´te´s modulaires de G permet de de´finir
la re´alisation de Oc(G) sans la connaissance pre´alable du graphe d’Ocneanu (ceci n’est pas
tout a` fait valable pour les cas ou` l’alge`bre d’Ocneanu est non-commutative), et nous pouvons
l’e´tendre de manie`re naturelle aux diagrammes de Coxeter-Dynkin ge´ne´ralise´s. Ceci nous a
permis d’obtenir les alge`bres d’Ocneanu pour certains cas choisis de SU(3)ℓ, pour lesquels
nous obtenons les fonctions de partition ge´ne´ralise´es.
Nous donnons ici un aperc¸u de la caracte´risation des proprie´te´s modulaires de G et de la
re´alisation de Oc(G). Tous les cas ADE de SU(2)ℓ et les trois cas exceptionnels posse`dant
self-fusion de SU(3)ℓ sont traite´s de manie`re de´taille´e dans le chapitre 4.
Cas posse´dant self-fusion : type I
Nous rappelons ici, pour les graphes posse´dant self-fusion (An, E6, E8,D2n), les re`gles de





Elles sont entie`rement code´es dans la matrice essentielle E0, qui est une matrice rectangulaire,
a` κ − 1 lignes et r colonnes. Les lignes de E0 sont indexe´es par les irreps τi de A(G), et les
colonnes par les irreps σa de G. Pour connaˆıtre la restriction A(G) →֒ G, il suffit donc de lire
les e´le´ments non-nuls de la ligne de E0 correspondant a` τi.
Conside´rons maintenant l’induction G ←֓ A(G) : pour savoir de quelles irreps τi provient
l’irrep σa de G (les irreps τi pour lesquelles σa apparaˆıt dans leur restriction), il suffit de lire
les e´le´ments non-nuls de la colonne de E0 correspondant a` σa.
Les graphes A sont toujours modulaires, en ce sens que nous pouvons de´finir une
repre´sentation de SL(2,Z) sur l’espace vectoriel forme´ par ses irreps τi (vus ici comme label-
lant les caracte`res χi de l’alge`bre de fusion). En particulier, l’ope´rateur T est diagonal (voir
formule (3.9)), et nous pouvons assigner une valeur de l’exposant modulaire Tˆ fixe´e a` chaque
irrep τi de A.
Nous voudrions de´finir une valeur de Tˆ sur l’espace vectoriel forme´ par les irreps σa de G,
de manie`re compatible avec l’induction-restriction entre A(G) et G. Supposons que l’irrep σa
apparaisse dans les re`gles de branchement des irreps τi et τj : nous pourrions de´finir Tˆ (σa)
par Tˆ (τi) ou par Tˆ (τj), mais si ces valeurs sont diffe´rentes, alors la de´finition est ambigu¨e. De
manie`re ge´ne´rale, il existe un sous-ensemble J des irreps σa sur lequel T est bien de´fini, et ce
sous-ensemble J est une sous-alge`bre de l’alge`bre de graphe G.
De´finition 13 Soit G un graphe de type ADE posse´dant “self-fusion”. Alors, l’ensemble J
est forme´ par le sous-espace des irreps σa de G pour lesquels l’exposant modulaire Tˆ est bien
de´fini. σa ∈ J si Tˆ posse`de la meˆme valeur sur les irreps τi de A(G) dont la restriction a` G
contient σa.
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Cette de´finition donne une caracte´risation de l’ensemble J pour les graphes de type I. Pour les





= G⊗J G (3.39)
L’alge`bre d’Ocneanu des cas D2n est non-commutative. La re´alisation pre´ce´dente n’est donc
pas valable, car elle de´finit une alge`bre commutative : il faut utiliser la syme´trie Z2 du dia-
gramme pour de´finir Oc(D2n) a` l’aide d’un produit semi-direct avec Z2 : le cas D4 est traite´
en de´tail dans le chapitre 4.
Cas ne posse´dant pas self-fusion : type II
Les cas D2n+1 et E7 ne posse`dent pas self-fusion (type II). L’alge`bre d’Ocneanu d’un
graphe de type II est construite a` partir de l’alge`bre du graphe H, ou` H est un graphe
de type I appele´ le “parent graph” de G [79]. Nous obtenons Oc(E7) = D10 ⊗ρ D10, ou` le
twist exceptionnel ρ est de´termine´ par les proprie´te´s modulaires du graphe A17. L’alge`bre
Oc(D2n+1) est obtenue comme un quotient (utilisant une application ρ) du produit tensoriel
d’alge`bre A (de meˆme nombre de Coxeter). Par exemple Oc(D5) = A7 ⊗ρ(A7) A7. Les de´tails
sont pre´sente´s dans le chapitre 4.
3.3.3 V(G) comme module sur Oc(G) : matrices Sx
Tous les graphes d’Ocneanu de´finissent une alge`bre de graphe Oc(G). Nous voulons de´finir
une action de Oc(G) sur l’espace vectoriel V(G) des irreps σ de G :





telle que les coefficients Sbxa soient des entiers non-ne´gatifs (ainsi Sbxa repre´sente la multiplicite´
de σb dans x.σa). Pour que cette action soit bien de´finie, il faut imposer :
(x.y).σa = x.(y.σa) (3.41)
Utilisant (3.35) et (3.40), et du fait que les σ sont des e´le´ments line´airement inde´pendants de






Les indices (a, b, c, . . .) sont re´serve´s pour les vertex σ de G (a, b, c = 0, 1, . . . , r − 1), et les
indices (x, y, z, . . .) sont re´serve´s pour les s vertex de Oc(G). Du fait que 1 et 1′ sont les
ge´ne´rateurs de l’alge`bre Oc(G) (l’unite´ 0 peut aussi s’exprimer a` l’aide de 1 et 1′), tout
e´le´ment x de Oc(G) s’exprime comme un polynoˆme sur (0, 1, 1′) :
x = Polx(0, 1, 1
′)
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Il est donc suffisant de de´finir l’action de Oc(G) par ses ge´ne´rateurs. L’action explicite de
Oc(G) sur V(G) est de´finie par :






A` noter que meˆme pour les cas ou` G ne posse`de pas self-fusion, l’action est bien de´finie : la
multiplication σ1.σa existe toujours (code´e par le graphe G). L’action d’un e´le´ment quelconque
x de Oc(G) sur V(G) s’e´crit :
x.σa = Polx(0, 1, 1
′).σa = Polx(σ0, σ1, σ1).σa (3.44)
Matrices Sx
Introduisons s matrices (r × r) Sx telles que (Sx)ab = Sbxa. Par la proprie´te´ de module de





Par la de´finition explicite (3.43) de l’action de Oc(G) sur G , nous avons : S0 = l1r×r, S1 = G1
et S1′ = G1′ . Les autres matrices Sx peuvent eˆtre obtenues a` partir de la connaissance de la
re´alisation de Oc(G). Si Oc(G) est isomorphe a` l’alge`bre G⊗J G, nous e´crirons un e´le´ment x
de Oc(G) comme x = σa
·⊗ σb8. Alors l’action de Oc(G) sur G s’e´crit :
x.σc = (σa
·⊗ σb).σc .= σa.σb.σc (3.46)
auquel cas les matrices Sx sont donne´es par :
Sx = Ga.Gb pour x = σa
·⊗ σb (3.47)
3.4 Relations entre A(G) et Oc(G)
3.4.1 Fonctions de partition
Conside´rons des the´ories conformes a` deux dimensions avec alge`bre affine ŝu(2). Nous
avons vu dans le chapitre 1 que les fonctions de partition d’un syste`me avec deux lignes de





χi(τ)W ijxy χj(τ) , (3.48)
8Selon les cas, x peut parfois eˆtre une combinaison line´aire de tels e´le´ments.
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ou` les χi(τ) sont les caracte`res de l’alge`bre ŝu(2), et les coefficients W ijxy sont des entiers
non-ne´gatifs. Le cas sans ligne de de´fauts (x=y=0) permet d’obtenir l’invariant modulaireM
qui comute avec les ge´ne´rateurs S et T du groupe modulaire (Mij =W ij00), et la fonction de
partition invariante modulaire s’e´crit :
Z(τ) = χM χ (3.49)
De´finissant les matrices (s× s) W˜ij telles que (W˜ij)xy =W ijxy, des conditions de compatibilite´




N i′′ii′ N j
′′
jj′ W˜i′′j′′ , (3.50)




N i′′ii′ W˜i′′1, W˜1j W˜1j′ =
∑
j′′
N j′′jj′ W˜1j′′ . (3.51)
La matrice W˜11 est l’identite´, tandis que les matrices W˜21 et W˜12 correspondent respectivement
aux deux matrices d’adjacence d’un graphe d’Ocneanu Oc(G) :
W˜11 = l1s×s , W˜21 = O1 , W˜12 = O1′ . (3.52)
Ainsi la donne´e du graphe d’Ocneanu (des matrices O1 et O1′) permet d’obtenir les matrices
W˜21 et W˜12, et en utilisant (3.51) puis (3.50) d’obtenir les matrices W˜ij , et donc les coeffi-
cients W ijxy qui de´finissent les fonctions de partition ge´ne´ralise´es. C’est la de´marche suivie par
Zuber et al [77, 78], cependant, dans cette approche les graphes d’Ocneanu sont une donne´e
initiale externe et indispensable. Ces graphes n’e´tant pas connus (publie´s) pour des syste`mes
su(n), n ≥ 3, cette me´thode ne peut pas s’e´tendre a` ces cas-la`.
Il a e´te´ par la suite remarque´ que pour des the´ories de type I, l’invariant modulaire peut





ou` les Fi sont des matrices a` coefficients entiers non-ne´gatifs satisfaisant l’alge`bre de fusion, et
ou` la sommation s’effectue sur un sous-ensemble J . Cette formule a originellement e´te´ obtenue
de manie`re empirique [31] et par la suite ge´ne´ralise´e aux mode`les de type II [3, 4, 75, 76].
L’e´le´ment F1 est le ge´ne´rateur de l’alge`bre de fusion, et correspond a` la matrice d’adjacence
d’un graphe : c’est ainsi que les graphes ADE sont formellement apparus dans la classification
des fonctions de partition des mode`les ŝu(2).




(Fi)1a χi , (3.54)
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et est donc diagonale par rapport a` ces caracte`res. Ceux-ci sont interpre´te´s comme des car-
acte`res d’une alge`bre chirale e´tendue [89]. Les fonctions de partition des mode`les de type II
sont obtenues a` partir de celles de type I par une proce´dure de twist [34, 62, 63].
Notons que les expressions des fonctions de partition invariantes modulaires ou ge´ne´ralise´es
e´taient obtenues de manie`re empirique ou par la donne´e du graphe d’Ocneanu. Nous allons voir
que graˆce a` notre re´alisation de l’alge`bre d’Ocneanu, nous pouvons de´terminer ces expressions
de manie`re naturelle par l’action de A(G) sur Oc(G), et d’autre part que cette me´thode se
preˆte a` une ge´ne´ralisation aux cas ŝu(n), n ≥ 3.
3.4.2 Oc(G) comme bi-module sur A(G) : matrices Wij et Wxy
Soit G un graphe de type ADE (ou ge´ne´ralise´), V(G) l’espace vectoriel forme´ par ses
vertex et A(G) l’alge`bre du graphe An de meˆme norme. Il existe une action de A(G) sur
V(G), code´e par les matrices Fi. Une re´alisation de l’alge`bre Oc(G) est construite a` partir du
carre´ tensoriel de l’alge`bre du graphe G : il est donc naturel d’avoir une action (a` gauche et





ou` les coeficients W ijxy sont des nombres entiers non-ne´gatifs. Introduisons alors des matrices
s× s Wij telles que (Wij)xy =W ijxy.
Proprie´te´ 1 Ces matrices Wij satisfont les relations suivantes :
1. Wij Wi′j′ =
∑
i′′,j′′
N i′′ii′ N j
′′
jj′ Wi′′j′′
















De´monstration : La relation (1) provient de l’e´galite´ τi′ .(τi.x.τj).τj′ = (τi′ .τi).x.(τj .τj′). La
relation (2) est obtenue a` partir de (1) pour i = i′ = 0 (j=j’=0). La relation (3) est obtenue
en multipliant a` gauche et a` droite l’e´quation (3.56) par z. Et enfin (4) est une conse´quence
imme´diate de (3). 
82 3. Des graphes aux fonctions de partition
Conclusion 3 Les matrices Wij de´finies a` partir de la structure de bi-module de Oc(G) sur
A(G) co¨ıncident avec les matrices W˜ij introduites pre´ce´demment. Les fonctions de partition





ou` les coefficients W xyij sont calcule´s en explicitant l’action (3.56) de A(G) sur Oc(G)
L’obtention de ces coefficients de´pend de chaque cas spe´cifique. Par exemple, pour x =
σa ⊗J σb ∈ Oc(G), avec σa, σb ∈ G, nous avons :
τi . x . τj = (τi.σa) ⊗J (σb.τj) =
∑
c,d
(Fi)ac(Fj)bd σc ⊗J σd , (3.58)
et il faut alors identifier les e´le´ments σc⊗J σd sur la base des e´le´ments de la base {y} de Oc(G).
Pour un e´le´ment y, nous obtenons alors les coefficients W ijxy a` partir desquels sont de´finies les
matrices toriques ge´ne´ralise´es Wxy. Pour l’e´le´ment y = 0 nous obtenons les matrices toriques
Wx = Wx0. L’action est bien de´finie et permet d’obtenir des formules compactes pour les
expressions des fonctions de partition invariantes modulaires et ge´ne´ralise´es. Nous retrouvons
ainsi la classification de Cappelli-Itzykson-Zuber et donnons des formules pour les expressions
des fonctions de partition a` une et deux lignes de de´fauts de tous les mode`les ŝu(2).
Notre re´alisation de Oc(G) permet de ge´ne´raliser les me´thodes aux cas SU(n)ℓ. Nous
avons e´tudie´ les trois cas exceptionnels posse´dant self-fusion du mode`le ŝu(3) et de´termine´
leurs fonctions de partition. Les expressions obtenues pour la fonction de partition invariante
modulaire co¨ıncident avec celles provenant de la classification de Gannon, et nous avons obtenu
des expressions ge´ne´rales pour les fonctions de partition a` une et deux lignes de de´fauts.
Les calculs explicites ainsi que les expressions des fonctions de partition des mode`les
e´tudie´es sont pre´sente´s dans le chapitre 4.
3.4.3 Relations de compatibilite´ alge´brique
Soit G un graphe de type ADE et B(G) l’alge`bre gradue´e des endomorphismes de chemins
essentiels sur G : B(G) est techniquement une alge`bre de Hopf faible [67]. Il existe deux
produits distincts ◦ (composition) et ⊙ (convolution) dans B(G), ve´rifiant des conditions de
compatibilite´.
La dige`bre B(G) : re`gles de somme (quadratique et line´aire)
B(G) est semi-simple pour ses deux structures alge´briques, nous pouvons donc la diago-
naliser pour ses deux lois. L’espace vectoriel B(G) posse`de donc deux structures d’alge`bre,
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Premie`re loi : composition ◦ Pour la loi de composition ◦, les blocs Li sont indexe´s par
la longueur i des chemins essentiels. Les projecteurs minimaux centraux dans chaque bloc
sont labelle´s par les vertex du graphe A(G). Rappelons que l’e´le´ment (a, b) de la matrice Fi,
pour i ∈ A(G), est e´gal au nombre de chemins essentiels de longueur i partant du vertex σa
et arrivant au vertex σb de G. La dimension de chaque bloc L










Deuxie`me loi : convolution ⊙ Pour la loi de convolution ⊙, les blocs Xx sont indexe´s par
le label x. Les projecteurs minimaux centraux de chaque bloc sont labelle´s par les vertex du






L’e´le´ment (a, b) de Sx, pour x ∈ Oc(G), est vu comme le nombre de chemins verticaux partant
du vertex σa et arrivant au vertex σb sur G, les chemins verticaux e´tant une base des chemins






















A priori, il n’existe pas de raison d’obtenir une telle relation pour une dige`bre semi-simple
pour ses deux structures multiplicatives. Son interpre´tation reste encore myste´rieuse. Elle
proviendrait d’un changement de base entre les chemins essentiels (indexe´s par la longueur
i) et les chemins verticaux (indexe´s par le label x), mais une de´finition pre´cise des chemins
verticaux et de cette transformation demeure incomple`te.
9Dans les cas ou` cette relation n’est pas satisfaite, on sait la corriger.
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Une autre re`gle de somme
Conside´rons un graphe G de type ADE et de nombre de Coxeter κ, et les alge`bres A(G) et
Oc(G) associe´es. Une repre´sentation de A(G) et Oc(G) est donne´e par les matrices de fusion








Soient Wx les matrices toriques associe´es au mode`le. Nous avons ve´rifie´ que les relations






Alors, la re`gle de somme suivante est satisfaite :∑
i,j
Mij d̂i d̂j =
∑
x
d̂ 2x . (3.68)





N i′′ii′ N j
′′
jj′ Mi′′j′′ (3.69)
Du fait que (Ni)jk = N kij, en sommant sur les i, i′, j, j′, nous obtenons :∑
i′′,j′′








et utilisant (3.67) nous arrivons au re´sultat. 
Cette re`gle de somme est importante car elle relie les nombres caracte´ristiques de l’alge`bre
Oc(G) avec les nombres caracte´ristiques de l’alge`bre A(G). Elle permet donc une ve´rification
de nos constructions des structures alge´briques construites a` partir de diagrammes G
ge´ne´ralise´s.
Masses quantiques
Pour un graphe G, les composantes du vecteur normalise´ de Peron-Frobenius de´finissent
les dimensions quantiques des vertex σ de G : ce sont des nombres quantiques [n]q = qdim(σ).
Rappelons que le nombre quantique [n]q est de´fini par :
[n]q =
qn − q−n
q − q−1 , q = exp(
iπ
κ
), q2κ = 1. (3.71)
Ces nombres s’e´crivent explicitement :
n pair [n]q = q + q





















n impair [n]q = 1 + q
2 + q−2 + q4 + q−4 + q6 + q−6 + . . . + qn−1 + q−(n−1)
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De´finition 14 Pour um graphe G de type ADE a` r vertex σa, sa masse quantique m(G)












Proprie´te´ 2 Soit un graphe G tel que la diagonalisation des deux lois ◦ et ⊙ de la dige`bre
BG soit de´crite respectivement par A(G) et par Oc(G). Alors les masses quantiques de A(G)
et de Oc(G) sont e´gales :
m(A(G)) = m(Oc(G)) (3.74)
Cette observation, proprement ge´ne´ralise´e10 , est aussi valable pour les graphes de type ADE.
Nous ne connaissons pas de de´monstration de cette relation, ni meˆme son origine. Nous
verrons qu’elle est aussi ve´rifie´e pour les graphes ge´ne´ralise´s des cas SU(3)ℓ e´tudie´s.
Graˆce a` notre re´alisation de l’alge`bre d’Ocneanu, nous avons pu de´finir les alge`bres d’Oc-
neanu pour certains exemples des diagrammes de Coxeter-Dynkin ge´ne´ralise´s. A priori cette
construction est une conjecture, car une de´finition de la dige`bre B(G) pour des graphes
ge´ne´ralise´s G n’est pas encore disponible dans la litte´rature. Pour les cas e´tudie´s de SU(3)ℓ, les
diverses re`gles de somme (line´aire, quadratique, de masse quantique) sont satisfaites, donnant
ainsi une confirmation de nos constructions.
10La de´finition de la masse quantique de Oc(G) pour les graphes D2n et les graphes de type II doit eˆtre
adapte´e.
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Chapitre 4
Calculs explicites
Dans ce chapitre nous traitons explicitement l’ensemble des cas du type su(2) et trois
exemples du type su(3), en donnant une re´alisation de leur alge`bre d’Ocneanu. Par cette
re´alisation, nous de´terminons toutes les fonctions de partition invariantes modulaires ainsi
que les formules ge´ne´rales permetttant d’obtenir les fonctions de partition ge´ne´ralise´es, in-
terpre´te´es dans le langage de la the´orie des champs conformes comme de´crivant des syste`mes
de´finis sur un tore, avec l’introduction de une ou deux lignes de de´fauts.
4.1 Rappels des notations
Nous donnons un rappel des notations introduites pour les diffe´rentes structures rencontre´es.
• Graphes G
– G est un graphe correspondant a` un diagramme de Dynkin de type ADE ou ge´ne´ralise´.
Nous apelons aussi G l’alge`bre du graphe de G, lorsque G posse`de self-fusion (type I).
– r est le nombre de vertex de G.
– σa sont les vertex du graphe G (a = 0, 1, . . . , r − 1 pour un diagramme ADE).
– V(G) est l’espace vectoriel, de dimension r, dont une base est forme´e par les vertex σa
de G.
– G est la matrice d’adjacence de G.
– β est la plus grande valeur propre de G (norme de G).
– P est le vecteur propre de G correspondant a` β (vecteur de Perron-Frobenius). Les
composantes de P de´finissent les dimensions quantiques des vertex σ de G.
– κ est le nombre (dual) de Coxeter de G.
– Ga = (Ga)bc sont les matrices donnant une repre´sentation fide`le de l’alge`bre du graphe
G, lorsqu’elle existe.
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• Graphes A(G)
– A(G) est le graphe de la se´rie A ayant le meˆme nombre de Coxeter κ que G. A(G)
de´signe aussi l’alge`bre du graphe (qui existe toujours).
– τi sont les vertex du graphe A(G) (i = 0, 1, . . . , κ− 2 si G est du type ADE.
– Ni = (Ni)jk sont les matrices donnant une repre´sentation de l’alge`bre du graphe A(G).
Elles forment une repre´sentation de l’alge`bre de fusion.
– Fi = (Fi)ab
.
= (Ea)ib sont les matrices qui codent l’action (multiplication externe) de





(Fi)ab est la dimension des blocs de la dige`bre B(G) pour la loi ◦.
– Ea = (Ea)ib sont les matrices essentielles du graphe G.
– E0 est la matrice essentielle correspondant a` σ0, apele´e intertwiner. Si G posse`de
self-fusion, elle code les re`gles de branchement τi →֒
∑
b(E0)ib σb de A(G) vers G.
• Graphes Oc(G)
– Oc(G) est le graphe d’Ocneanu associe´ a` G. Oc(G) de´signe aussi l’alge`bre du graphe
Oc(G), appele´e alge`bre des syme´tries quantiques (qui existe toujours, mais n’est pas
force´ment commutative).
– s est le nombre de vertex de Oc(G).
– x, y, z, . . . sont les vertex de Oc(G).
– Ox = (Ox)yz sont les matrices donnant une repre´sentation de l’alge`bre Oc(G).





(Sx)ab est la dimension des blocs de la dige`bre B(G) pour la loi ⊙.
• Fonctions de partition
– Wxy = (Wxy)ij sont les matrices toriques ge´ne´ralise´es qui codent l’action (a` gauche et
a` droite) de A(G) sur Oc(G).
– Zx|y =
∑
i,j χi(q)(Wxy)ijχj(q) sont les fonctions de partition ge´ne´ralise´es (twiste´es) du
mode`le conside´re´.
– χi(q) sont les caracte`res de l’alge`bre affine du mode`le (ŝu(2) ou ŝu(3)).
– χˆa(q) sont les caracte`res e´tendus associe´s au graphe G.
– M =W00 est l’invariant modulaire, qui commute avec les ge´ne´rateurs S et T du groupe
modulaire.
– ZG = Z0|0 est la fonction de partition invariante modulaire associe´e au graphe G.
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4.2 Calculs des cas ŝu(2)
Les fonctions de partition a` une ligne de de´fauts des cas du type su(2) ont premie`rement
e´te´ publie´es dans [25] et [77] (obtenues par des me´thodes de calculs tre`s diffe´rentes), et des
re´sultats partiels sont aussi connus pour les fonctions de partition a` deux lignes de de´fauts
[78]. Elles y sont donne´es en fonction des caracte`res de l’alge`bre ŝu(2). Par l’introduction des
caracte`res e´tendus χˆa [34, 62, 63], nous donnons des formules ge´ne´rales permettant l’obtention
de toutes ces fonctions de partition de manie`re simple et compacte.
Il est difficile d’avoir un traitement unifie´ pour les diffe´rents cas ADE, chaque cas ayant
sa particularite´. Les cas An sont trop simples, dans le sens ou` diverses structures co¨ıncident.
Les cas E6 et E8 (cas exceptionnels) sont assez analogues. Les cas D2n sont les seuls qui
conduisent a` une alge`bre d’Ocneanu non-commutative, et forment avec les cas An, E6 et E8
les mode`les de type I. Enfin, les cas D2n+1 et E7 sont les mode`les de type II : leur alge`bre
d’Ocneanu est de´finie a` partir de l’alge`bre d’un graphe de type I.
4.2.1 Les cas An
Les cas An sont les plus simples des cas ADE. Nous traiterons ici l’exemple du cas A4.
La ge´ne´ralisation aux An est presque imme´diate : nous donnerons un aperc¸u des calculs.
Le cas A4
Le graphe A4 et sa matrice d’adjacence sont illustre´s a` la Fig. 4.1, ou` nous avons choisi
l’ordre suivant de la base des vertex : {τ0, τ1, τ2, τ3}.
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t t t t
τ0 τ1 τ2 τ3
GA4 =

0 1 0 0
1 0 1 0
0 1 0 1
0 0 1 0

Fig. 4.1 – Le graphe A4 et sa matrice d’adjacence.







solution de l’e´quation β2 = 1 + β. Les composantes du vecteur normalise´ de Perron-
Frobenius (dimensions quantiques des vertex) sont donne´es par : P = ([1]q, [2]q , [2]q, [1]q),
pour q = exp(iπ/5). Le graphe A4 de´termine de manie`re unique l’alge`bre de graphe A4. Nous
connaissons deja` la multiplication par τ0 (l’identite´) et par τ1 (a` l’aide du graphe) : nous
pouvons remplir les deux premie`res lignes et colonnes de la table. En e´crivant τ2 = τ1.τ1 − τ0
et τ3 = τ1.τ2 − τ1 = τ1.τ1.τ1 − 2τ0, nous pouvons alors comple´ter toute la table, illustre´e
ci-dessous :
τ0 τ1 τ2 τ3
τ0 τ0 τ1 τ2 τ3
τ1 τ1 τ0 + τ2 τ1 + τ3 τ2
τ2 τ2 τ1 + τ3 τ0 + τ2 τ1
τ3 τ3 τ2 τ1 τ0
Tab. 4.1 – Table de multiplication de l’alge`bre de graphe A4.
Les matrices de fusion Ni, dont les e´le´ments sont les constantes de structure de l’alge`bre
de graphe A4, peuvent se lire de cette table. Elles s’obtiennent plus facilement comme des
polynomes de la matrice d’adjacence du graphe A4 :
N0 = l14×4 N2 = N1.N1 −N0
N1 = GA4 N3 = N1.N1.N1 − 2.N1
ou bien directement par la formule de re´currence tronque´e de SU(2). Elles forment une




1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 N1 =

0 1 0 0
1 0 1 0
0 1 0 1
0 0 1 0
 N2 =

0 0 1 0
0 1 0 1
1 0 1 0
0 1 0 0
 N3 =

0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0

et ve´rifient :
(Ni)jk = (Ni)kj = (Nk)ij (4.1)
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Le graphe de la se´rie An correspondant a` A4 est . . . A4 lui-meˆme. Par conse´quent, les matrices
Fi sont e´gales aux matrices de fusion Ni. L’alge`bre d’Ocneanu de A4 est de´finie par :
Oc(A4) = A4 ⊗A4 A4 = A4
·⊗ A4. (4.2)
ou` nous identifions les e´le´ments τi
·⊗ τj avec τi.τj
·⊗ τ0. C’est une alge`bre de dimension 4
engendre´e par les quatre e´le´ments suivants :
0 = 0
·⊗ 0, 1 = 1 ·⊗ 0, 2 = 2 ·⊗ 0, 3 = 3 ·⊗ 0,
et est donc isomorphe a` l’alge`bre de graphe de A4. Le graphe d’Ocneanu de A4 est identique au
graphe de A4 lui-meˆme. Les matrices Ox codant la multiplication dans Oc(A4) et les matrices
Sx codant l’action de Oc(A4) sur A4 sont e´gales aux matrices de fusion Ni. La dimension
des blocs de la bige`bre B(A4) pour ses deux lois multiplicatives est donne´e par la somme des
e´le´ments des matrices Fi et Sx, e´gales a` Ni. Nous avons di = dx = (4, 6, 6, 4) et les re`gles de
































Les matrices toriques Wxy sont donc e´gales a` :
(Wxy)ij = (Nx.Ny)ij (4.3)












Nous donnons toutes les fonctions de partition du mode`le A4 dans l’Annexe D.
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Formules ge´ne´rales pour An
Nous illustrons ci-dessous le graphe An, pour n > 4, et sa matrice d’adjacence, avec comme
ordre de la base {τ0, τ1, τ2, . . . , τn−2, τn−1}.
t t t t t
τ0 τ1 τ2 τn−2 τn−1
GAn =

0 1 . . . · · · . .
1 0 1 . . · · · . .
. 1 0 1 . · · · . .
. . 1 0 1 · · · . .






. . . . .
. . . . . . . 1
. . . . . . 1 0

Fig. 4.2 – Le graphe An et sa matrice d’adjacence.
Pour les graphes An, κ = n + 1 et β = 2cos
π
n+1 . Les composantes du vecteur normalise´
de Perron-Frobenius de´finissant les dimensions quantiques des vertex sont donne´es par :
n pair : P =
(






















, . . . , [3]q, [2]q, [1]q
)
n impair : P =
(


















, . . . , [3]q , [2]q, [1]q
)
Pour tous les cas An, l’alge`bre de graphe est entie`rement de´termine´e par les donne´es du
graphe. Les matrices de fusion Ni formant la repre´sentation matricielle de l’alge`bre de graphe
An s’obtiennent par la formule de re´currence tronque´e de SU(2). L’alge`bre d’Ocneanu de An
est de´finie par :
Oc(An) = An ⊗An An = An
·⊗ An (4.6)
et co¨ıncide avec l’alge`bre du graphe An. Pour les cas An, nous avons donc A(An) = Oc(An) =
An, les matrices Fi, Ox et Sx sont donc toutes e´gales a` Ni. La dimension des blocs est donne´e
pour les deux structures par la somme des e´le´ments des matrice Ni.
Les matrices toriques ge´ne´ralise´es sont donne´es par :
(Wxy)ij = (Nx.Ny)ij (4.7)
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4.2.2 Le cas E6
Graphe E6 et matrices de fusion Le graphe E6 et sa matrice d’adjacence sont illustre´s
a` la Fig. 4.2.2. Nous choisissons l’ordre suivant pour les vertex : {σ0, σ1, σ2, σ5, σ4, σ3}.
✉ ✉ ✉ ✉ ✉
✉




0 1 0 0 0 0
1 0 1 0 0 0
0 1 0 1 0 1
0 0 1 0 1 0
0 0 0 1 0 0
0 0 1 0 0 0

Fig. 4.3 – Le graphe E6 et sa matrice d’adjacence.







et les composantes du
vecteur de Perron-Frobenius, sont : P =
(




, avec q = exp( iπ12 ). Le
graphe E6 de´termine de manie`re unique la table de multiplication de l’alge`bre de graphe E6,
illustre´e ci-dessous :
σ0 σ1 σ2 σ5 σ4 σ3
σ0 σ0 σ1 σ2 σ5 σ4 σ3
σ1 σ1 σ0 + σ2 σ1 + σ3 + σ5 σ2 + σ4 σ5 σ2
σ2 σ2 σ1 + σ3 + σ5 σ0 + σ2 + σ2 + σ4 σ1 + σ3 + σ5 σ2 σ1 + σ5
σ5 σ5 σ2 + σ4 σ1 + σ3 + σ5 σ0 + σ2 σ1 σ2
σ4 σ4 σ5 σ2 σ1 σ0 σ3
σ3 σ3 σ2 σ1 + σ5 σ2 σ3 σ0 + σ4
Tab. 4.2 – Table de multiplication de l’alge`bre de graphe E6.
Les matrices de fusion Ga de E6 sont donne´es par les expressions suivantes :
G0 = l16×6 G4 = G1.G1.G1.G1 − 4G1.G1 + 2G0
G1 = GE6 G5 = G1.G4
G2 = G1.G1 −G0 G3 = −G1.(G4 −G1.G1 + 2G0)
Induction-restriction Le graphe de la se´rie An posse´dant le meˆme nombre de Coxeter que
E6 est A11. Les matrices de fusion Ni de A11 et les matrices Fi codant l’action de A11 sur E6
s’obtiennent par :
N0 = l111×11 F0 = l16×6
N1 = GA11 F1 = GE6
Ni = N1.Ni−1 −Ni−2 Fi = F1.Fi−1 − Fi−2 2 ≤ i ≤ 10
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Les matrices essentielles Ea ((Ea)ib = (Fi)ab) posse`dent 11 lignes (labelle´es par les vertex τi de
A11) et 6 colonnes (labelle´es par les vertex σb de E6). La matrice essentielle E0 (intertwiner)





1 . . . . .
. 1 . . . .
. . 1 . . .
. . . 1 . 1
. . 1 . 1 .
. 1 . 1 . .
1 . 1 . . .
. 1 . . . 1
. . 1 . . .
. . . 1 . .





τ3 →֒ σ3 + σ5
τ4 →֒ σ2 + σ4
τ5 →֒ σ1 + σ5
τ6 →֒ σ0 + σ2




Fig. 4.4 – Matrice essentielle E0 de E6 et re`gles de branchement A11 →֒ E6.
Pour connaitre l’induction E6 ←֓ A11, il suffit de conside´rer les re`gles de branchement dans
la direction oppose´e. Par exemple, σ3 provient de τ3 et de τ7 (σ3 apparait dans la restriction
de τ3 et de τ7 vers E6), que nous e´crivons σ3 ←֓ (τ3, τ7). Nous obtenons ainsi le graphe
d’induction E6 ←֓ A11 illustre´ a` la Fig. 4.5. L’ope´rateur T du groupe modulaire est diagonal
sur les vertex τ de A11 : a` chaque vertex τi correspond une valeur de l’exposant modulaire Tˆ
de´finie par Tˆ (τi) = (i + 1)
2mod 48. Les valeurs de Tˆ sur les vertex du graphe A11 sont aussi
pre´sente´es a` la Fig. 4.5.

























✐ t t t t t t t t t t t
τ0 τ1 τ2 τ3 τ4 τ5 τ6 τ7 τ8 τ9 τ10
Tˆ : 1 4 9 16 25 36 1 16 33 4 25
Fig. 4.5 – Graphe d’induction E6 ←֓ A11 et valeurs de l’exposant modulaire Tˆ sur les vertex
de A11.
Du graphe d’induction E6/A11, nous lisons par exemple σ0 ←֓ (τ0, τ6). La valeur de Tˆ sur
τ0 et τ6 est la meˆme : ceci permet de de´finir une valeur de Tˆ de manie`re unique au vertex σ0
de E6 : Tˆ (σ0) = Tˆ (τ0) = Tˆ (τ6). Ceci est aussi valable pour les vertex σ3 et σ4 de E6 : Tˆ (σ3) =
Tˆ (τ3) = Tˆ (τ7) et Tˆ (σ4) = Tˆ (τ0) = Tˆ (τ4). Pour les autres vertex de E6, nous ne pouvons pas
de´finir de valeur fixe de Tˆ . Par exemple : σ1 ←֓ (τ1, τ5, τ7), mais Tˆ (τ1) 6= Tˆ (τ5) 6= Tˆ (τ7). Les
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vertex de E6 pour lesquels une valeur de Tˆ est de´finie de manie`re unique par le me´canisme
d’induction forment le sous-espace J = {σ0, σ3, σ4}, qui est aussi une sous-alge`bre de E6 (les
e´le´ments de J sont encercle´s sur le graphe d’induction). Appelons J le sous-espace engendre´
par les e´le´ments {σ1, σ2, σ5}. Alors, nous avons :
E6 = J ⊕ J, J J ⊂ J, J J ⊂ J.
J fournit une partition de E6 en classes d’e´quivalence : σa ∼ σb s’il existe un e´le´ment σc ∈ J
tel que (Gc)ab 6= 0 [2, 30, 32, 78]. Pour E6, nous avons par exemple : σ0.σ1 = σ1, σ3.σ1 =
σ2, σ4.σ1 = σ5. Nous avons deux classes d’e´quivalence :
σ0 ∼ σ3 ∼ σ4 : σ˜0 = σ˜3 = σ˜4 = {σ0, σ3, σ4} = J
σ1 ∼ σ2 ∼ σ5 : σ˜1 = σ˜2 = σ˜5 = {σ1, σ2, σ5} = J
Un e´le´ment σb /∈ J peut s’e´crire (ρ(σb).σ1), ou` ρ(σb) est un e´le´ment de J . Nous avons :
σ1 = σ0.σ1 ρ(σ1) = σ0
σ2 = σ3.σ1 ρ(σ2) = σ3
σ5 = σ4.σ1 ρ(σ5) = σ4




= E6 ⊗J E6 = E6
·⊗ E6 (4.9)
Les e´le´ments de Oc(E6) sont de la forme x = σa
·⊗ σb, ou` nous identifions les e´le´ments
(σa
·⊗ σb.σc) avec (σa.σb
·⊗ σc) pour σb ∈ J . Une base de Oc(E6) est donne´e par les 12
e´le´ments line´airement inde´pendants σa
·⊗ σ0 et σa
·⊗ σ1, note´s :
0 = σ0
·⊗ σ0, 3 = σ3
·⊗ σ0, 1′ = σ0
·⊗ σ1, 31′ = σ3
·⊗ σ1,
1 = σ1
·⊗ σ0, 4 = σ4
·⊗ σ0, 11′ = σ1
·⊗ σ1, 41′ = σ4
·⊗ σ1,
2 = σ2
·⊗ σ0, 5 = σ5
·⊗ σ0, 21′ = σ2
·⊗ σ1, 51′ = σ5
·⊗ σ1.
Nous avons les suivantes identifications dans Oc(E6) :
σa
·⊗ σb = σa.σb
·⊗ σ0 σb ∈ J
σa
·⊗ σb = σa.ρ(σb)
·⊗ σ1 σb ∈ J
(4.10)
La multiplication de l’alge`bre Oc(E6) est de´finie par :
(σa
·⊗ σb).(σc
·⊗ σd) = σa.σc
·⊗ σb.σd (4.11)
L’e´le´ment 0 est l’identite´. Les e´le´ments 1 et 1′ sont respectivement les ge´ne´rateurs chiraux
gauche et droit : ils engendrent se´paremment deux sous-alge`bres E6
·⊗ 0 et 0 ·⊗ E6, chacune
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isomorphe a` l’alge`bre de graphe E6. La partie ambichirale est par de´finition l’intersection de
ces deux sous-alge`bres, elle est engendre´e par les e´le´ments {0, 3, 4}. Nous pouvons ve´rifier
que la multiplication par les ge´ne´rateurs de Oc(E6) est code´e par le graphe d’Ocneanu de
E6, illustre´ a` la Fig. 4.6. La multiplication par le ge´ne´rateur gauche 1 (resp. droit 1
′) est
donne´e par la somme des e´le´ments du graphe relie´s a` 1 (resp. 1′) par une ligne continue (resp.
discontinue). Par exemple, 1.2 = 1 + 3 + 5 et les vertex 1, 3 et 5 sont relie´s au vertex 2 par




et les vertex 4 et 41
′



























































Fig. 4.6 – Le graphe d’Ocneanu de E6























·⊗ (σ0 + σ2))
















Les matrices (12 × 12) Ox forment une repre´sentation de l’alge`bre Oc(E6). Les ma-
trices correspondants aux ge´ne´rateurs 1 et 1′ sont les matrices d’adjacence du graphe
d’Ocneanu. En choisissant comme ordre de la base des vertex l’ordre suivant :
4.2. Calculs des cas ŝu(2) 97
{0, 1, 2, 5, 4, 3, 1′, 11′, 21′, 51′, 41′, 31′}, ces matrices sont donne´es par :
O1 =

. 1 . . . . . . . . . .
1 . 1 . . . . . . . . .
. 1 . 1 . 1 . . . . . .
. . 1 . 1 . . . . . . .
. . . 1 . . . . . . . .
. . 1 . . . . . . . . .
. . . . . . . 1 . . . .
. . . . . . 1 . 1 . . .
. . . . . . . 1 . 1 . 1
. . . . . . . . 1 . 1 .
. . . . . . . . . 1 . .








. . . . . . 1 . . . . .
. . . . . . . 1 . . . .
. . . . . . . . 1 . . .
. . . . . . . . . 1 . .
. . . . . . . . . . 1 .
. . . . . . . . . . . 1
1 . . . . . . . 1 . . 1
. 1 . . . . . 1 . 1 . .
. . 1 . . . . . 1 . . .
. . . 1 . . . . . . . .
. . . . 1 . . . . . . 1




















pour x = σa
·⊗ σ1





Elles sont explicitement donne´es par :
Sx =
{
Ga pour x = σa
·⊗ σ0
Ga.G1 pour x = σa
·⊗ σ1
Dimensions des blocs La dige`bre B(E6) s’e´crit comme une somme de blocs (diagonalisa-
tion) pour ses deux structures multiplicatives. Pour la premie`re loi (convolution ◦), les blocs
sont labelle´s par les onze vertex du graphe A11. La dimension di, avec i ∈ (0, 1, 2, . . . 10), pour
ces onze blocs est donne´e par la somme des e´le´ments de la matrice Fi : di =
∑
a,b(Fi)ab :
di : (6, 10, 14, 18, 20, 20, 20, 18, 14, 10, 6)
1Les matrices Ox sont explicitement calcule´es ici d’apre`s la multiplication de notre re´alisation alge´brique
de Oc(E6). Dans [78], elles sont obtenues de manie`re empirique d’apre`s le graphe d’Ocneanu.
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Pour la deuxie`me loi (convolution ⊙), la dimension dx des douze blocs, labelle´s par x dans l’or-
dre (0, 1, 2, 5, 4, 3; 1′, 11′, 21′, 51′, 41′, 31′) est donne´e par la somme des e´le´ments de la matrice
Sx : dx =
∑
a,b(Sx)ab. Nous obtenons :
dx : (6, 10, 14, 10, 6, 8, 10, 20, 28, 20, 10, 14)














La masse quantique de E6 et de A(E6) = A11 sont de´finies par la somme du carre´ des
dimensions quantiques de leur irreps (composantes du vecteur de Perron-Frobenius). Nous
avons : m(E6) = 4(3 +
√
3),m(A11) = 24(2 +
√
3). L’alge`bre d’Ocneanu de E6 est E6 ⊗J E6,
ou` J = {σ0, σ3, σ4}. La dimension quantique de J est m(J) = qdim2(σ0) + qdim2(σ3) +




= m(A11) = 24(2 +
√
3)
Matrices toriques ge´ne´ralise´es L’action de A11 sur Oc(E6) est code´e par les matrices
Wxy. Pour calculer explicitement ces matrices, calculons l’action (a` droite et a` gauche) de A11
sur un e´le´ment x = σa






































Les matrices de fusion G de E6 commutent entre-elles et sont syme´triques, donc nous avons :
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Les matrices toriques ge´ne´ralise´es Wxy seront note´es Wab,ef , pour x = σa
·⊗ σb et y = σe
·⊗ σf











(Fi)ac(Fj)bd(Ge)cρ(d) f = 1
(4.12)










L’invariant modulaire M correspond a` la matrice W00,00. Par la formule (4.12), et utilisant
le fait que (G0)cd = l1cd = δc,d, M est donc e´gal a` :




et nous pouvons ve´rifier qu’il commute avec les ge´ne´rateurs S et T du groupe modulaire.








ou` les χi(q) sont les caracte`res de l’alge`bre ŝu(2). Introduisons les caracte`res e´tendus χˆa(q),








Ils sont explicitement donne´s par :
χˆ0 = χ0 + χ6 χˆ3 = χ3 + χ7
χˆ1 = χ1 + χ5 + χ7 χˆ4 = χ4 + χ10
χˆ2 = χ2 + χ4 + χ6 + χ8 χˆ5 = χ3 + χ5 + χ9
Introduisons aussi les caracte`res e´tendus ge´ne´ralise´s χˆab, qui sont des combinaisons line´aires
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χˆac(q) (Ge)cρ(d) χˆbd(q) f = 1
(4.16)
Pour y = σ0
·⊗ σ0, les matrices toriques Wx =Wx0 et les fonctions de partition Zx (une ligne
de de´fauts) sont donne´es, pour x = σa








Les matrices toriques Wx du mode`le E6 sont publie´es dans [23]. Les fonctions de partition
correspondantes Zx sont donne´es dans [25] en fonction des caracte`res de A11. Nous les e´crivons
sous forme compacte en fonction des caracte`res e´tendus χˆa de E6 dans l’AnnexeD. La fonction




χˆd(q)χˆd(q) = |χˆ0|2 + |χˆ3|2 + |χˆ4|2
= |χ0 + χ6|2 + |χ3 + χ7|2 + |χ4 + χ10|2
et nous retrouvons la fonction de partition invariante modulaire de la classification de Cappelli,
Itzykson et Zuber[11] labelle´e par E6.
Proprie´te´s modulaires Les proprie´te´s modulaires des fonctions de partition s’e´tudient a`
travers les matrices toriques ge´ne´ralise´es obtenues par (4.12). La fonction de partition ZE6 est
invariante modulaire car M commute avec les ge´ne´rateurs T et S du groupe modulaire. Les
autres fonctions de partition ne sont pas invariantes modulaires. Ne´anmoins, elles satisfont
les proprie´te´s remarquables suivantes [28] :
– Aucune des matrices Wxy (autre que W00
2) ne commute avec T et S.
– Toutes les matrices Wxy commutent avec l’ope´rateur ST
−1S.
– Les matrices Wxy commutent avec une certaine puissance de l’ope´rateur T .
4.2.3 Le cas E8
Graphe E8 et matrices de fusion Le graphe E8 et sa matrice d’adjacence sont illustre´s
a` la Fig. 4.7, ou` l’ordre choisi pour repre´senter les vertex est : {σ0, σ1, σ2, σ3, σ4, σ7, σ6, σ5}.
2La matrice W4,4 commute avec T et S, mais cela provient du fait que W44 = W00.
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t t t t t t t
t




0 1 0 0 0 0 0 0
1 0 1 0 0 0 0 0
0 1 0 1 0 0 0 0
0 0 1 0 1 0 0 0
0 0 0 1 0 1 0 1
0 0 0 0 1 0 1 0
0 0 0 0 0 1 0 0
0 0 0 0 1 0 0 0

Fig. 4.7 – Le graphe E8 et sa matrice d’adjacence.
Pour E8, κ = 30, la norme du graphe est β = 2cos(
π
30 ) et les composantes du vecteur
de Perron-Frobenius sont donne´es par P =
(










, avec q =
exp( iπ30 ). Le graphe E8 de´termine de manie`re unique l’alge`bre de graphe E8, dont la table de
multiplication est illustre´e ci-dessous3 :
0 1 2 3 4 7 6 5
0 0 1 2 3 4 7 6 5
1 1 0 + 2 1 + 3 2 + 4 3 + 5 + 7 4 + 6 7 4
2 2 1 + 3 0 + 2 + 4 1 + 3 + 5 + 7 2 + 4 + 4 + 6 3 + 5 + 7 4 3 + 7
3 3 2 + 4 1 + 3 + 5 + 7 0 + 2 + 4 + 4 + 6 1 + 3 + 3 + 5 + 7 + 7 2 + 4 + 4 3 + 5 2 + 4 + 6
4 4 3 + 5 + 7 2 + 4 + 4 + 6 1 + 3 + 3 + 5 + 7 + 7 0 + 2 + 2 + 4 + 4 + 4 + 6 1 + 3 + 3 + 5 + 7 2 + 4 1 + 3 + 5 + 7
7 7 4 + 6 3 + 5 + 7 2 + 4 + 4 1 + 3 + 3 + 5 + 7 0 + 2 + 4 + 6 1 + 7 2 + 4
6 6 7 4 3 + 5 2 + 4 1 + 7 0 + 6 3
5 5 4 3 + 7 2 + 4 + 6 1 + 3 + 5 + 7 2 + 4 3 0 + 4
Tab. 4.3 – Table de multiplication de l’alge`bre de graphe E8.
Les matrices de fusion Ga de E8 sont donne´es par les expressions suivantes :
G0 = l18×8 G4 = G1.G3 −G2
G1 = GE8 G6 = G2.G4 −G2 −G4 −G4
G2 = G1.G1 −G0 G7 = G1.G6
G3 = G1.G2 −G1 G5 = G6.G3 −G3
Induction-restriction Le graphe de la se´rie An posse´dant le meˆme nombre de Coxeter que
E8 est A29. Les matrices de fusion Ni de A29 et les matrices Fi codant l’action de A29 sur
E8 s’obtiennent par la formule de re´currence tronque´e de SU(2). Les matrices essentielles Ea
((Ea)ib = (Fi)ab) posse`dent 29 lignes (labele´es par les vertex τ de A29) et 8 colonnes (labele´es
par les vertex σ de E8). La matrice essentielle E0 (intertwiner) est illustre´e a` la Fig. 4.8
et de´finit les re`gles de branchement A29 →֒ E8 : τi →֒
∑
a(E0)iaσa. Nous obtenons alors le
graphe d’induction E8 ←֓ A29, illustre´ aussi a` la Fig. 4.8.
3Pour une meilleure visibilite´, les vertex σa de E8 sont de´signe´s uniquement par leur indice a.
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E0 =

1 . . . . . . .
. 1 . . . . . .
. . 1 . . . . .
. . . 1 . . . .
. . . . 1 . . .
. . . . . 1 . 1
. . . . 1 . 1 .
. . . 1 . 1 . .
. . 1 . 1 . . .
. 1 . 1 . . . 1
1 . 1 . 1 . . .
. 1 . 1 . 1 . .
. . 1 . 1 . 1 .
. . . 1 . 1 . 1
. . . . 2 . . .
. . . 1 . 1 . 1
. . 1 . 1 . 1 .
. 1 . 1 . 1 . .
1 . 1 . 1 . . .
. 1 . 1 . . . 1
. . 1 . 1 . . .
. . . 1 . 1 . .
. . . . 1 . 1 .
. . . . . 1 . 1
. . . . 1 . . .
. . . 1 . . . .
. . 1 . . . . .
. 1 . . . . . .
1 . . . . . . .

s s s s s s s
s
❣ ❣





















































τ5, τ9, τ13, τ15, τ19, τ23
Fig. 4.8 – Matrice essentielle E0 de E8 et graphe d’induction E8 ←֓ A29.
La valeur de Tˆ sur les vertex (τ0, τ1, τ2, · · · , τ28) de A29 (e´gale a` (j + 1)2 mod 120 pour τj)
est donne´e par la liste suivante :
(1, 4, 9, 16, 25, 36, 49, 64, 81, 100, 1, 22, 49, 76, 105, 16, 49, 84, 1, 40, 81, 4, 49, 96, 25, 76, 9, 64, 1)
Les seuls vertex σ de E8 pour lesquels une valeur de Tˆ est bien de´finie par le me´canisme
d’induction sont σ0 et σ6 : Tˆ (σ0) = 1, Tˆ (σ6) = 49. Ils engendrent le sous-espace J , qui est
une sous-alge`bre de E8. J fournit une partition de E8 en quatre classes d’e´quivalence :
σ0 ∼ σ6 : σ˜0 = σ˜6 = {σ0, σ6} = J φ(σ0) = φ(σ6) = σ0
σ1 ∼ σ7 : σ˜1 = σ˜7 = {σ1, σ7} φ(σ1) = φ(σ7) = σ1
σ2 ∼ σ4 : σ˜2 = σ˜4 = {σ2, σ4} φ(σ2) = φ(σ4) = σ2
σ5 ∼ σ3 : σ˜5 = σ˜3 = {σ3, σ5} φ(σ5) = φ(σ3) = σ5
ou` l’application φ choisit un repre´sentant dans chaque classe d’e´quivalence : l’ensemble Φ
est donne´ par Φ = {φ(σa)} = {σ0, σ1, σ2, σ5}. Notons qu’un e´le´ment σb /∈ Φ peut s’e´crire
σb = σ6.φ(σb). En effet :
σ6 = σ6.σ0, σ7 = σ6.σ1, σ4 = σ6.σ2, σ3 = σ6.σ5
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Introduisons alors l’application ρ de´finie par :
ρ(σa) = σ0 si σa ∈ Φ : σa ∈ {σ0, σ1, σ2, σ5}
ρ(σa) = σ6 si σa /∈ Φ : σa ∈ {σ6, σ7, σ4, σ3}




= E8 ⊗J E8 = E8
·⊗ E8 (4.18)
Les e´le´ments de Oc(E8) sont de la forme x = σa
·⊗ σb, ou` nous identifions les e´le´ments
(σa
·⊗ σb.σc) avec (σa.σb
·⊗ σc) pour σb ∈ J . L’alge`bre Oc(E8) est de dimension 6.8/2 = 32.
Une base de Oc(E8) est donne´e par les 32 e´le´ments line´airement inde´pendants suivants :
a = σa
·⊗ σ0, a1′ = σa
·⊗ σ1, a2′ = σa
·⊗ σ2, a5′ = σa
·⊗ σ5.
et utilisant les applications ρ et φ introduites, nous avons les identifications suivantes dans
l’alge`bre Oc(E8) :
σa
·⊗ σb = σa.ρ(σb)
·⊗ φ(σb) (4.19)
La multiplication dans Oc(E8) est de´finie par :
(σa
·⊗ σb).(σc
·⊗ σd) = σa.σc
·⊗ σb.σd (4.20)
L’e´le´ment 0 est l’identite´. Les e´le´ments 1 et 1′ sont respectivement les ge´ne´rateurs chiraux
gauche et droit : ils engendrent se´paremment deux sous-alge`bres E8
·⊗ 0 et 0 ·⊗ E8, chacune
isomorphe a` l’alge`bre de graphe E8. Les seuls e´le´ments ambichiraux sont 0 et 6. Nous pouvons
ve´rifier que la multiplication par les ge´ne´rateurs de Oc(E8) est code´e par le graphe d’Ocneanu
de E8, illustre´ a` la Fig. 4.9. La multiplication par le ge´ne´rateur gauche 1 (resp. droit 1
′) est
donne´e par la somme des e´le´ments du graphe relie´s a` 1 (resp. 1′) par une ligne continue (resp.
discontinue).
Les matrices Ox qui codent la multiplication dans Oc(E8) sont explicitement donne´es dans






















































































































































































Ga 0 0 0
0 Ga 0 0
0 0 Ga 0
0 0 0 Ga
 pour x = σa ·⊗ σ0

0 Ga 0 0
Ga 0 Ga 0
0 Ga 0 Ga.G6
0 0 Ga.G6 0
 pour x = σa ·⊗ σ1

0 0 Ga 0
0 Ga 0 Ga.G6
Ga 0 Ga +Ga.G6 0
0 Ga.G6 0 Ga.G6
 pour x = σa ·⊗ σ2

0 0 0 Ga
0 0 Ga.G6 0
0 Ga.G6 0 Ga.G6
Ga 0 Ga.G6 0
 pour x = σa ·⊗ σ5
Nous de´terminons ainsi par notre re´alisation de Oc(E8) les matrices Ox, qui co¨ıncident avec
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celles publie´es dans [78], ou` elles sont de´termine´es de manie`re empirique. Les matrices Sx qui
codent l’action de Oc(E8) sur E8 sont explicitement donne´es par :
Sx = Ga.Gb pour x = σa
·⊗ σb
Dimension des blocs Les dimensions di des 29 blocs de la dige`bre B(E8) pour la loi ◦
sont donne´es par
∑
a,b(Fi)ab. Nous avons Fi−28 = Fi. Donc, pour i dans (0, 1, . . . , 14) :
di = d28−i = (8, 14, 20, 26, 32, 38, 44, 48, 52, 56, 60, 62, 64, 64, 64)





·⊗ σ5)), par :
dx = (8, 14, 20, 26, 32, 16, 12, 22), (14, 28, 40, 52, 64, 32, 22, 44), (20, 40, 60, 78, 96, 48, 32, 64), (16, 32, 48, 64, 78, 40, 26, 52)













dx = 1240 .
De´finissant la masse quantique de Oc(E8) a` travers sa re´alisation Oc(E8) = E8 ⊗J E8, avec
m(J) = qdim2(σ0)+ qdim





Matrices toriques ge´ne´ralise´es Nous calculons l’action de A29 sur Oc(E8), en utilisant

























Divisant alors la sommation sur d en une sommation sur chaque classe d’e´quivalence, nous







ou` la sommation sur d se fait sur les e´le´ments de la classe d’e´quivalence de σf . Pour f = 0,
la sommation sur d est sur 0˜ = J , et pour σd ∈ J , ρ(d) = d. Alors, les matrices toriques




(Fi)ac (Fj)bc x = σa
·⊗ σb (4.22)
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et nous pouvons ve´rifier que l’invariant modulaire M = W0 commute avec les ge´ne´rateurs S
et T du groupe modulaire.








ou` les χi(q) sont les caracte`res de l’alge`bre ŝu(2). Introduisons les caracte`res e´tendus χˆa(q)








et les caracte`res e´tendus ge´ne´ralise´s χˆab, qui sont des combinaisons line´aires des caracte`res








Les caracte`res e´tendus du mode`le E8 sont donne´s dans l’Annexe D. Les fonctions de partition






χˆac (Ge)cρ(d) χˆbd (4.26)
Les fonctions de partition Zx (une ligne de de´fauts) sont donne´es, pour x = σa





Elles sont publie´es dans [25] en fonction des caracte`res de A11, nous les e´crivons sous forme
compacte en fonction des caracte`res e´tendus χˆa de E8 dans l’Annexe D. La fonction de




χˆd(q)χˆd(q) = |χˆ0|2 + |χˆ6|2
= |χ0 + χ10 + χ18 + χ28|2 + |χ6 + χ12 + χ16 + χ22|2
et nous retrouvons la fonction de partition invariante modulaire de la classification de Cappelli,
Itzykson et Zuber[11] labelle´e par E8.
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4.2.4 Les cas D2n
Le cas D4
Graphe D4 et matrices de fusion Le graphe D4 et sa matrice d’adjacence sont illustre´s











0 1 0 0
1 0 1 1
0 1 0 0
0 1 0 0

Fig. 4.10 – Le graphe D4 et sa matrice d’adjacence.














, avec q = exp( iπ6 ). Le graphe D4 ne de´termine pas de manie`re unique
la table de multiplication de l’alge`bre de grapheD4 : en effet, de l’e´quation σ1.σ1 = σ0+σ2+σ
′
2,
nous savons comment multiplier par (σ2 + σ
′
2), mais les deux vertex σ2 et σ
′
2 de la fourche
sont indistingables. Nous pouvons remplir toute la table de multiplication, a` l’exception de
la multiplication des vertex σ2 et σ
′
2 entre-eux. Ne´anmoins, en imposant que les coefficients
de structures de l’alge`bre de graphe D4 soient des entiers non ne´gatifs, nous trouvons une
solution unique.
σ0 σ1 σ2 σ
′
2
σ0 σ0 σ1 σ2 σ
′
2
σ1 σ1 σ0 + σ2 + σ
′
2 σ1 σ1







2 σ1 σ0 σ2
Tab. 4.4 – Table de multiplication de l’alge`bre de graphe D4.
Les matrices de fusion Ga sont donne´es par :
G0 = l14×4 G1 = GD4 G2 +G2′ = G1.G1 −G0
et les matrices des vertex de la fourche s’e´crivent :
G2 =

0 0 1 0
0 1 0 0
0 0 0 1
1 0 0 0
 G2′ =

0 0 0 1
0 1 0 0
1 0 0 0
0 0 1 0

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Induction-restriction Le graphe de la se´rie An de meˆme norme que D4 est A5. Les ma-
trices de fusion Ni de A5 et les matrices Fi codant l’action de A5 sur D4 sont calcule´es par la
formule de re´currence tronque´e de SU(2) :
N0 = l15×5 F0 = l14×4
N1 = GA5 F1 = GD4
Ni = N1.Ni−1 −Ni−2 Fi = F1.Fi−1 − Fi−2 2 ≤ i ≤ 5
Les matrices essentielles Ea de D4 posse`dent 5 lignes (labele´es par les vertex τ de A5) et
4 colonnes (labele´es par les vertex σ de D4). L’intertwiner (E0) de´finissant les re`gles de
branchement A5 →֒ D4 et le graphe d’induction D4 ←֓ A5 sont pre´sente´s a` la Fig. 4.11.
E0 =

1 . . .
. 1 . .
. . 1 1
. 1 . .

















Fig. 4.11 – Matrice essentielle E0 de D4 et graphe d’induction D4 ←֓ A5.
La valeur de Tˆ sur les vertex τi de A5 est donne´e par (i+1)
2 mod 24 : (1, 4, 9, 16, 1). Les
vertex σ de D4 pour lesquels una valeur de Tˆ est bien de´finie sont {σ0, σ2, σ2′} : ils forment
le sous-espace J , qui est une sous-alge`bre de l’alge`bre de graphe de D4.
Alge`bre d’Ocneanu Nous serions tente´s de de´finir l’alge`bre d’Ocneanu deD4 parD4⊗JD4.









·⊗ σ0 et σ0
·⊗ σ1 comme ge´ne´rateurs chiraux gauche et droit. Maintenant, si nous
voulons coder cette alge`bre dans un graphe, il existe une obstruction :
(σ1
·⊗ σ0).(σ0




·⊗ σ1) = σ1
·⊗ (σ0 + σ2 + σ2′) = σ1
·⊗ σ0 + σ1
·⊗ σ0 + σ1
·⊗ σ0
Il y aurait donc une ligne reliant σ1
·⊗ σ1 a` σ0
·⊗ σ1 mais trois lignes dans la direction oppose´e
[17]. Ce proble`me est contourne´ en “splittant” le vertex σ1
·⊗ σ1 en trois4, en introduisant
une extension de l’alge`bre D4 ⊗J D4 par des matrices 2 × 2 (voir [25]). La conse´quence est
que l’alge`bre d’Ocneanu de D4 est non-commutative. Nous allons voir qu’il existe une autre
4Le fait de devoir splitter le point en trois est particulier au cas D4, qui posse`de la syme´trie Z3. Pour les
cas D2n, n > 2, il faut splitter le point en deux, car ces graphes posse`dent seulement la syme´trie Z2.
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re´alisation de Oc(D4). Les graphes D2n sont des orbifolds des graphes A4n−3 par la syme´trie
Z2. Conside´rons le graphe A5 posse´dant 5 vertex τi, i ∈ (0, 1, 2, 3, 4), avec la syme´trie classique
Z2 par rapport au vertex central τ2. Alors le graphe Z2-orbifold est obtenu en identifiant les
vertex syme´triques (τ0 avec τ4, τ1 avec τ3), et en splittant le vertex τ2 (point fixe par rapport
a` la syme´trie) en deux composantes [39] : nous obtenons le graphe D4, qui est un Z2-orbifold
du graphe A5. Nous de´finissons l’alge`bre d’Ocneanu de D4 par :
Oc(D4) = D4 ×ρ Z2 (4.28)
ou` ρ est une application qui e´change les vertex de la fourche et laisse les autres invariants :





Les e´le´ments de Oc(D4) sont de la forme (σa,+) et (σa,−), la dimension de l’alge`bre Oc(D4)












































































































































































Tab. 4.5 – Table de multiplication de l’alge`bre d’Ocneanu de D4.
Cette alge`bre est non-commutative. Par exemple, de (4.29) nous avons :
(σ2,+).(σ0,−) = (σ2,−) 6= (σ0,−).(σ2,+) = (σ2′ ,−)
Les ge´ne´rateurs chiraux gauche et droit de Oc(D4) sont (σ1,+) et (σ1,−), et nous pouvons
ve´rifier que la multiplication par les ge´ne´rateurs est effectivement code´e dans le graphe d’Oc-
neanu de D4, pre´sente´ a` la Fig. 4.12.
D’apre`s la de´finition (4.29) de la multiplication dans Oc(D4), il est facile de voir que les
























































Fig. 4.12 – Le graphe d’Ocneanu de D4.







Elles sont obtenues a` partir des matrices Ga en permutant les lignes associe´es a` σ2 et σ
′
2.




et les matrices Sx (x = (σa,±)) qui codent cette action sont donne´es par :
Sx =
{
Ga x = (σa,+)
Gρa x = (σa,−)
(4.31)





Notons que nous avons les suivantes projections ψ des e´le´ments de D4⊗D4 vers Oc(D4) :
ψ(σa ⊗ σb) = (σa.σb,+) pour σb ∈ J
ψ(σa ⊗ σb) = (σa.σb,−) pour σb /∈ J
(4.32)
Sous cette projection ψ, la multiplication commutative µ1 dans D4 ⊗D4 et la multiplication
non-commutative µ2 dans Oc(D4) commutent :
ψ ◦ µ1 = (ψ × ψ) ◦ µ2 (4.33)
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Ceci est possible du fait que la projection ψ n’est pas bijective. Par exemple :
ψ(σ1 ⊗ σ1) = (σ0,−) + (σ2,−) + (σ2′ ,−)
ψ(σ0 ⊗ σ1) = ψ(σ2 ⊗ σ1) = ψ(σ2′ ⊗ σ1) = (σ1,−)
Dimension des blocs La dimension di des blocs de la bige`bre BD4 pour la loi de compo-
sition (di =
∑
a,b(Fi)ab) est donne´e, pour i dans (0, 1, 2, 3, 4), par :
di : (4, 6, 8, 6, 4)
La dimension dx des blocs de la bige`bre BD4 pour la loi de convolution (dx =
∑
a,b(Sx)ab) est
donne´e, pour x dans ((σa,+), (σa,−)), par :
dx : (4, 6, 4, 4 ; 4, 6, 4, 4)








Par contre, la re`gle de somme line´aire (dont l’interpre´tation est encore myste´rieuse) na¨ıve ne
l’est pas :
∑
i di = 28,
∑
x dx = 36. Il existe un double comptage dans la sommation sur les
e´le´ments x de Oc(D4), duˆ a` la syme´trie originelle de la fourche dans D4. En introduisant un
facteur 1/2 pour les termes x = (σ2,±) et x = (σ2′ ,±), ou en excluant de la sommation les
termes x = (σ2′ ,±), alors
∑′
x dx = 28, et la re`gle de somme line´aire est ve´rifie´e[78].
Les masses quantiques de D4 et A5 sont : m(D4) = 6, m(A5) = 12. Du fait que l’alge`bre
d’Ocneanu de D4 est de´finie par : Oc(D4) = D4 ×ρ Z2, il est naturel de de´finir la masse
quantique de Oc(D4) par m(Oc(D4)) = m(D4).m(Z2). L’alge`bre du graphe A2 est isomorphe
a` Z2, donc nous de´finissons m(Z2) = m(A2) = 2. Alors la relation de masse quantique est
ve´rifie´e :
m(Oc(D4)) = m(D4).m(A2) = m(A5) = 12
Matrices toriques ge´ne´ralise´es L’action de A5 sur les e´le´ments de type pair de Oc(D4)
est de´finie en utilisant les projections (4.32) de D4⊗D4 sur Oc(D4). Un e´le´ment pair (σa,+)
de Oc(D4) a comme pre´-image (σa⊗σ0) dans D4⊗D4. Alors l’action de A5 sur un tel e´le´ment
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est de´finie, utilisant (4.32), par :












































ou` les matrices G
′




Notons le fait que l’alge`bre d’un graphe G soit commutative implique (Gb)cd = (Gc)bd, mais
ces matrices ne sont pas force´ment syme´triques (donc en ge´ne´ral G
′
d 6= Gd).
L’action (a` gauche et a` droite) de A5 sur les e´le´ments de type impair de Oc(D4) est de´finie
en utilisant le fait que (σa,−) = (σa,+).(σ0,−). Alors :
τi.(σa,−).τj = τi.(σa,+).(σ0,−).τj = (τi.(σa,+).τj).(σ0,−),


















Nous pouvons ve´rifier qu’elles satisfont l’alge`bre carre´e de Verlinde.
Pour y = (σ0,+), (G
′












(Fi)0ρ(c)(Fj)0c =⇒ M =

1 . . . 1
. . . . .
. . 2 . .
. . . . .
1 . . . 1

La non-commutativite´ de l’alge`bre d’Ocneanu de D4 se manifeste par la pre´sence d’un coeffi-
cient 2 dans l’invariant modulaireM (et donc dans la fonction de partition correspondante).
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Remarque 5 L’e´le´ment de matrice (Fi)ab donne le nombre de chemins essentiels de longueur
i partant du vertex σa et arrivant au vertex σb sur le graphe D4. Conside´rant les chemins
partant de σ0, duˆ a` la syme´trie entre les vertex σ2 et σ2′ de la fourche, alors (Fi)0ρ(c) = (Fi)0c,





qui est la formule utilise´e notamment dans [25] et [78].
Fonctions de partition ge´ne´ralise´es Elles sont de´finies a` partir des matrices toriques







ou` les χi sont les caracte`res de l’alge`bre ŝu(2). Introduisons les caracte`res e´tendus χˆa(q),
















Les caracte`res e´tendus χˆa(q) du mode`le D4 sont donne´s par :
χˆ0 = χ0 + χ4 χˆ2 = χ2
χˆ1 = χ1 + χ3 χˆ2′ = χ2
































Elles sont donne´es dans [25] en fonction des caracte`res de ŝu(2), nous les pre´sentons dans
l’Annexe D en fonction des caracte`res e´tendus χˆa de D4. La fonction de partition invariante
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|χˆc|2 = 2 |χ0|2 + |χ0 + χ4| (4.37)
et correspond bien a` celle de la classification de Cappelli-Itzykson-Zuber [11].
Formules ge´ne´rales pour D2n
Graphe D2n et matrices de graphe Le graphe Dn, pour n pair > 4, est illustre´ a` la
Fig. 4.13 avec sa matrice d’adjacence, en adoptant comme ordre de la base des vertex l’ordre
suivant : {σ0, σ1, σ2, · · · , σn−3, σn−2, σ′n−2}.










0 1 . . · · · . . .
1 0 1 . · · · . . .
. 1 0 1 · · · . . .





. . . . . .
. . . . . 0 1 1
. . . . . 1 0 0
. . . . . 1 0 0

Fig. 4.13 – Le graphe Dn et sa matrice d’adjacence
Pour Dn, κ = 2n − 2, la norme du graphe est β = 2cos( π2n−2 ), et les composantes du
vecteur normalise´ de Perron-Frobenius sont donne´es, par :
P =
(






Le graphe Dn ne de´termine pas de manie`re unique l’alge`bre de graphe : nous pouvons remplir
de manie`re unique la table de multiplication, a` l’exception des e´le´ments correspondants a` la
multiplication des vertex σn−2, σ′n−2 de la fourche. Mais en imposant que les coefficients de
structures soient des entiers non ne´gatifs, la solution devient unique : la multiplication des
vertex σn−2, σ′n−2 est donne´e par :
– n2 pair :
σn−2 σ′n−2
σn−2 σ2 + σ6 + · · ·+ σ′n−2 σ0 + σ4 + · · ·+ σn−4
σ′n−2 σ0 + σ4 + · · ·+ σn−4 σ2 + σ6 + · · ·+ σn−2
– n2 impair :
σn−2 σ′n−2
σn−2 σ0 + σ4 + · · ·+ σn−2 σ2 + σ6 + · · ·+ σn−4
σ′n−2 σ2 + σ6 + · · ·+ σn−4 σ0 + σ4 + · · ·+ σ′n−2
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Les matrices Ga s’obtiennent par la formule de re´currence tronque´e de SU(2) jusqu’au vertex
σn−3, et les matrices correspondantes aux vertex de la fourche s’obtiennent graˆce aux relations







a)bc = (Gc)ab (G
ρ
a)bc = (Ga)ρ(b)c
ou` ρ est l’application qui permute les vertex σn−2, σ′n−2 de la fourche et laissent les autres
invariants. Notons que nous avons :
Gρa = Ga si
n
2






Induction-restriction Le graphe de la se´rie An correspondant a` D2n est A4n−3. Les matri-
ces de fusion Ni et les matrices Fi s’obtiennent comme toujours. De la matrice essentielle E0
nous obtenons les re`gles de branchement A4n−3 →֒ D2n, qui de´finissent le graphe d’induction





































Fig. 4.14 – Le graphe d’induction D2n-A4n−3.
La valeur de Tˆ sur les irreps {τ0, τ1, · · · , τ2n−1, τ2n, τ2n+1, · · · , τ4n−5, τ4n−4} de A4n−3 est
donne´e par :
Tˆ (τ0) = Tˆ (τ4n−4) Tˆ (τ2) = Tˆ (τ4n−6) · · · Tˆ (τ2n−4) = Tˆ (τ2n)
Ces valeurs sont syme´triques par rapport au vertex central τ2n. Par le me´canisme d’in-
duction, nous pouvons assigner une valeur de´termine´e de Tˆ seulement pour les vertex
(σ0, σ2, · · · , σ2n−4, σ2n−2, σ′2n−2) de D2n (ils sont entoure´s par un cercle sur le diagramme
d’induction). Ces vertex engendrent la sous-alge`bre J . Notons que les vertex de la fourche
σ2n−2, σ
′
2n−2 ne sont pas distingue´s par les valeurs de Tˆ . Comme Tˆ pourrait eˆtre de´fini sur
une combinaison line´aire de ces vertex, il est naturel de s’attendre a` ce que cet arbitraire
conduise, au niveau de l’alge`bre d’Ocneanu de D2n, a` la non-commutativite´.
Alge`bre d’Ocneanu De fait, les graphes D2n sont des Z2-orbifolds des graphes A4n−3.
Une re´alisation de l’alge`bre d’Ocneanu de D2n est donne´e par un produit semi-direct : c’est
le quotient, par ρ, du produit de l’alge`bre du graphe D2n par Z2 :
Oc(D2n) = D2n ×ρ Z2 (4.38)
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Cette alge`bre est de dimension 2× 2n, et ses e´le´ments sont note´s :
(σa,+) (σa,−)




Cette alge`bre est bien non-commutative, et la multiplication par les ge´ne´rateurs chiraux
gauche et droit (resp. (σ1,+) et (σ1,−) est code´e par le graphe d’Ocneanu correspondant.
Les matrices Ox qui codent la multiplication dans Oc(D2n) sont donne´es, dans la base












L’action de Oc(D2n) sur D2n est de´finie par :
(σa,+).σb = σa.σb (σa,−).σb = σa.ρ(σb) (4.41)
et les matrices Sx qui codent cette action sont donne´es par :
Sa,+ = Ga Sa,− = Gρa (4.42)
Nous avons les projections ψ suivantes entre les e´le´ments de D2n ⊗D2n et Oc(D2n) :
ψ(σa ⊗ σb) = (σa.σb,+) si σb ∈ J
ψ(σa ⊗ σb) = (σa.σb,−) si σb /∈ J
de manie`re a` ce que les structures multiplicatives µ1 de D2n⊗D2n et µ2 de Oc(D2n) commu-
tent :
ψ ◦ µ1 = (ψ × ψ) ◦ µ2 (4.43)
Les e´le´ments pairs (σa,+) de Oc(D2n) sont repre´sente´s dans D2n ⊗ D2n par les e´le´ments
σa ⊗ σ0.
Dimensions des blocs Les dimension di et dx des blocs de la dige`bre B(D2n) pour les lois
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Par contre, pour satisfaire la re`gle de somme line´aire, la sommation sur les e´le´ment x de
Oc(D2n) ne doit se faire que pour l’un des vertex de la fourche : il faut exclure de la somme
les termes x = (σ
′
2n−2,±) [78]. La relation de masse quantique entre les graphes Oc(D2n) et
A(D2n) = A4n−3 est ve´rifie´e :
m(Oc(D2n)) = m(D2n).m(Z2) = m(D2n).2 = m(A4n−3)
Matrices toriques et fonctions de partition ge´ne´ralise´es L’action a` gauche et a` droite
de A4n−3 sur Oc(D2n) est de´finie sur les e´le´ments de D2n⊗D2n, projete´s ensuite sur Oc(D2n)





























χi (Wxy)ij χj (4.46)
en fonction des caracte`res χi(q) de l’alge`bre ŝu(2). Elles s’e´crivent de manie`re plus compacte








Nous donnons a` la Fig. 4.15 le graphe d’Ocneanu de D6 ainsi que l’invariant modulaire
correspondant. Notons que la non-commutativite´ de l’alge`bre d’Ocneanu de D2n se manifeste
par la pre´sence d’un facteur 2 dans l’invariant modulaire (provenant de la syme´trie des vertex
de la fourche du graphe D2n), et par conse´quent aussi dans la fonction de partition invariante
modulaire. Les fonctions de partition a` une ligne de de´fauts Zx = Zx0 sont donne´es dans [25]
en fonction des caracte`res χi de ŝu(2), nous les rappelons dans l’Annexe D e´crites de manie`re
plus compacte en fonction des caracte`res e´tendus χˆa.







































































1 . . . . . . . 1
. . . . . . . . .
. . 1 . . . 1 . .
. . . . . . . . .
. . . . 2 . . . .
. . . . . . . . .
. . 1 . . . 1 . .
. . . . . . . . .
1 . . . . . . . 1

Fig. 4.15 – Le graphe d’Ocneanu de D6 et son invariant modulaire.
4.2.5 Les cas D2n+1
Le cas D5
Graphe D5 Le graphe D5 et sa matrice d’adjacence sont illustre´s a` la Fig. 4.16, ou` l’ordre













0 1 0 0 0
1 0 1 0 0
0 1 0 1 1
0 0 1 0 0
0 0 1 0 0

Fig. 4.16 – Le graphe D5 et sa matrice d’adjacence.






2 et les composantes
du vecteur de Perron-Frobenius sont donne´es par : P =
(








pas possible de de´finir una alge`bre associative et commutative posse´dant des coefficients de
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structure entiers non-ne´gatifs pour le cas D5 : plus ge´ne´ralement, on montre que les graphes
D2n+1 ne posse`dent pas self-fusion [74].
Induction-restriction Comme les graphes D2n, les graphes D2n+1 sont des Z2-orbifold
des graphes A4n−1. Le graphe de la se´rie An correspondant a` D5 est A7. Meˆme si D2n+1
ne posse`de pas de structure alge´brique, il est ne´anmoins un module sous l’action de A7. Les
matrices de fusion Ni de A7 et les matrices Fi codant l’action de A7 sur D5 sont obtenues
comme d’habitude par la formule de re´currence tronque´e de su(2), avec N1 = GA7 et F1 = GD5 .
Le graphe A7 est pre´sente´ a` la Fig. 4.17 ainsi que les valeurs de Tˆ sur ses vertex.
t t t t t t t
τ0 τ1 τ2 τ3 τ4 τ5 τ6
Tˆ : 1 4 9 16 25 4 17
Fig. 4.17 – Le graphe A7 et les valeurs Tˆ sur les vertex τi.
Alge`bre d’Ocneanu L’alge`bre d’Ocneanu de A7 est de´finie par A7 ⊗A7 A7. Cependant, il
est possible de de´finir un autre quotient sur le produit tensoriel A7 ⊗ A7 pour lequel Tˆ est
bien de´fini. En effet, les valeurs de Tˆ sont les meˆmes (Tˆ = 4) sur les vertex τ1 et τ5 de A7.
De´finissons l’application ρ (twist) telle que :
ρ(τi) = τi pour i = {0, 2, 3, 4, 6} et ρ(τ1) = τ5, ρ(τ5) = τ1.
Alors, l’alge`bre d’Ocneanu de D5 est de´finie par :
Oc(D5) = A7 ⊗ρ A7 (4.48)
ou` nous avons les identifications suivantes entre les e´le´ments de Oc(D5) :
τa
·⊗ τb = τa.ρ(τb)
·⊗ τ0 (4.49)
Une base de Oc(D5) est donne´e par les 7 e´le´ments line´airement inde´pendants suivants :
0 = τ0
·⊗ τ0, 4 = τ4
·⊗ τ0 = τ0
·⊗ τ4,
1 = τ1
·⊗ τ0 = τ0
·⊗ τ5, 5 = τ5
·⊗ τ0 = τ0
·⊗ τ1,
2 = τ2
·⊗ τ0 = τ0
·⊗ τ2, 6 = τ6
·⊗ τ0 = τ0
·⊗ τ6.
3 = τ3
·⊗ τ0 = τ0
·⊗ τ3,
(τ1
·⊗ τ0) et (τ0
·⊗ τ1) (= (τ5
·⊗ τ0)) sont respectivement les ge´ne´rateurs chiraux gauche
et droit. La multiplication par ces ge´ne´rateurs est code´e par le graphe d’Ocneanu de D5,
repre´sente´ a` la Fig. 4.18.






































1 . . . . . .
. . . . . 1 .
. . 1 . . . .
. . . 1 . . .
. . . . 1 . .
. 1 . . . . .
. . . . . . 1

Fig. 4.18 – Le graphe d’Ocneanu de D5 et son invariant modulaire.
La multiplication dans Oc(D5) et l’action de Oc(D5) sur D5 sont code´es par les matrices
Ox et Sx, qui, pour x = τi ⊗ τ0, sont donne´es par :
Ox = Ni Sx = Fi. (4.50)
Dimensions des blocs La dimension des blocs di et dx est donne´e par la somme des
e´le´ments des matrices Fi et Sx, et comme ces matrices sont identiques, les re`gles de somme







d2x = 564. (4.51)
Matrices toriques et fonctions de partition ge´ne´ralise´es Elles sont obtenues par
l’action a` gauche et a` droite de A7 sur un e´le´ment x = τx


























Donc les matrices toriques ge´ne´ralise´es Wxy, pour x = τx
·⊗ τ0 et y = τy
·⊗ τ0 du mode`le D5
s’e´crivent de manie`re compacte sous :
Wxy = (Nx.Ny)iρ(j) (4.52)
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et l’invariant modulaire qui commute avec les ge´ne´rateurs S et T du groupe modulaire s’e´crit :
(M)ij = ( l1)iρ(j)






χi(q) (Wxy)ij χj(q) (4.53)
et la fonction de partition invariante modulaire s’e´crit :
ZD5 = |χ0|2 + |χ2|2 + |χ3|2 + |χ4|2 + |χ6|2 + (χ1.χ5 + h.c.) (4.54)
Les fonctions de partition a` une ligne de de´fauts sont pre´sente´es dans l’Annex D en fonction
des caracte`res de l’alge`bre ŝu(2).
Formules ge´ne´rales pour D2n+1
Le graphe Dn ge´ne´ral est illustre´ a` la figure (4.13) avec sa matrice d’adjacence. Il n’est pas
possible de de´finir une structure alge´brique : les graphes D2n+1 ne posse`dent pas self-fusion
(type II). L’espace vectoriel forme´ par les vertex σa de D2n+1 est cependant un module sous
l’action de A4n−1. Les matrices de fusion Ni et les matrices Fi codant l’action de A4n−1 sur
D2n+1 s’obtiennent comme d’habitude. La valeur de Tˆ sur les vertex de A4n−1 est la meˆme
pour les vertex impairs syme´triques : σ1 et σ4n−3, σ3 et σ4n−5, . . .. Ceci permet de de´finir un
quotient de l’alge`bre A4n−1 ⊗A4n−1 par l’application ρ, de´finie par :
ρ(σa) = σa si a pair
ρ(σa) = σ4n−2−a si a impair
sur lequel l’ope´rateur Tˆ est bien de´fini. L’alge`bre d’Ocneanu de D2n+1 est de´finie par :
Oc(D2n+1) = A4n−1 ⊗ρ A4n−1 = A4n−1
·⊗ A4n−1 (4.55)
ou` nous identifions les e´le´ments σa
·⊗ σb et σa.ρ(σb)
·⊗ σ0. Cette alge`bre est de dimension
4n − 1. La multiplication dans Oc(D2n+1) et l’action de Oc(D2n+1) sur D2n+1 sont code´es
par les matrices Ox et Sx, qui, pour x = τi ⊗ τ0, sont donne´es par :
Ox = Ni Sx = Fi. (4.56)
Les matrices Fi et Sx e´tant e´gales, les re`gles de somme line´aire et quadratique sont bien sur
satisfaites. Les matrices toriques ge´ne´ralise´es Wxy codant l’action de Oc(D2n+1) sur D2n−1
sont donne´es par :
Wxy = (Nx.Ny)iρ(j) (4.57)
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χi(q) (Wxy)ij χj(q) (4.58)
Pour le mode`le D7, le graphe An correspondant est A11, et le twist ρ : A11 → A11 est de´fini
par :
ρ(τi) = τi pour i ∈ {0, 2, 4, 5, 6, 8, 10} et ρ(τ1) = τ9, ρ(τ3) = τ7, ρ(τ7) = τ3, ρ(τ9) = τ1.
Le graphe d’Ocneanu de D7 est illustre´ a` la Fig 4.19 avec l’invariant modulaire correspondant.
Les fonctions de partition a` une ligne de de´fauts sont publie´es dans [25], elles s’obtiennent































































1 7 93 M =

1 . . . . . . . . . .
. . . . . . . . . 1 .
. . 1 . . . . . . . .
. . . . . . . 1 . . .
. . . . 1 . . . . . .
. . . . . 1 . . . . .
. . . . . . 1 . . . .
. . . 1 . . . . . . .
. . . . . . . . 1 . .
. 1 . . . . . . . . .
. . . . . . . . . . 1

Fig. 4.19 – Le graphe d’Ocneanu de D7 et son invariant modulaire.
4.2.6 Le cas E7
Graphe E7 Le graphe E7 et sa matrice d’adjacence sont illustre´s ci-dessous. Nous choisis-
sons l’ordre suivant pour les vertex : {σ0, σ1, σ2, σ3, σ6, σ5, σ4}.
Pour E7, κ = 18, la norme du graphe est β = [2]q = 2cos(
π
18 ) et les composantes du
vecteur de Perron-Frobenius sont donne´es par : P =
(
















. Le graphe E7 ne de´finit pas une alge`bre de graphe a` coefficients entiers non-
ne´gatifs : il est possible de de´finir une alge`bre mais dont certains coefficients de structure sont
ne´gatifs [25] : cette alge`bre ne code donc pas en soi une structure de fusion de “repre´sentations
irre´ductibles” (voir Tab. 4.2.6).
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t t t t t t
t




0 1 0 0 0 0 0
1 0 1 0 0 0 0
0 1 0 1 0 0 0
0 0 1 0 1 0 1
0 0 0 1 0 1 0
0 0 0 0 1 0 0
0 0 0 1 0 0 0

Fig. 4.20 – Le graphe E7 et sa matrice d’adjacence.
E7 σ0 σ1 σ2 σ3 σ6 σ5 σ4
σ0 σ0 σ1 σ2 σ3 σ6 σ5 σ4
σ1 σ1 σ0 + σ2 σ1 + σ3 σ2 + σ4 + σ6 σ3 + σ5 σ6 σ3
σ2 σ2 σ1 + σ3 σ0 + σ2 + σ4 + σ6 σ1 + 2σ3 + σ5 σ2 + σ4 + σ6 σ3 σ2 + σ6
σ3 σ3 σ2 + σ4 + σ6 σ1 + 2σ3 + σ5 σ0 + 2σ2 + σ4 + 2σ6 σ1 + 2σ3 σ2 + σ4 σ1 + σ3 + σ5
σ6 σ6 σ3 + σ5 σ2 + σ4 + σ6 σ1 + 2σ3 σ0 + σ2 + σ6 σ1 + σ5 σ2 + σ4
σ5 σ5 σ6 σ3 σ2 + σ4 σ1 + σ5 σ0 − σ4 + σ6 σ3 − σ5
σ4 σ4 σ3 σ2 + σ6 σ1 + σ3 + σ5 σ2 + σ4 σ3 − σ5 σ0 + σ6
Tab. 4.6 – Table de multiplication de l’alge`bre de graphe E7.
Les matrices de “fusion”GE7a codant cette structure alge´brique sont donne´es par :






2 −GE71 − 2.GE73











Induction-restriction Le graphe de la se´rie An ayant meˆme norme que E7 est A17. Les
matrices de fusionNi et les matrices F
E7
i qui codent l’action de A17 sur E7 s’obtiennent comme
d’habitude par la formule de re´currence tronque´e de SU(2), avec FE71 = GE7 . Le graphe D10
posse`de aussi la meˆme norme que A17 et E7 : nous allons voir que l’alge`bre d’Ocneanu de E7
est construite a` partir de celle du graphe D10 [67, 25]. Les matrices de fusion de l’alge`bre de
graphe D10 sont note´es G
D10
a , et les matrices qui codent l’action de A17 sur D10 seront note´es
FD10i , avec F
D10
1 = GD10 . Elles permettent –a` travers la matrice essentielle ED100 – de de´finir
l’induction-restriction entre A17 et D10 : ce graphe d’induction est illustre´ a` la Fig. 4.21.
Par le me´canisme d’induction-restriction, le sous-espace J des vertex de D10 pour lesquels
une valeur de Tˆ est bien de´finie est J = {σ0, σ2, σ4, σ6, σ8, σ8′}. Pour A17, la valeur de Tˆ sur
le vertex central τ8 est e´gale a` la valeur de Tˆ sur les vertex : τ2 et τ14 : ainsi, la valeur de
Tˆ est la meˆme pour les vertex σ2 et ceux constituant la fourche de D10. Ceci nous me`ne a`
pouvoir de´finir un twist ρ agissant sur les vertex de D10 (ce twist est “le” twist exceptionnel


































Tˆ : 1 9 25 49 9
∗
Fig. 4.21 – Le graphe d’induction D10-A17 et les valeurs Tˆ .
du mode`le su(2) ; l’existence de ce twist n’est pas nouvelle, mais nous montrons ici sa relation
avec les proprie´te´s de l’ope´rateur modulaire) :
ρ(σ0) = σ0, ρ(σ4) = σ4, ρ(σ8) = σ2,





Alge`bre d’Ocneanu L’alge`bre d’Ocneanu de E7 est de´finie par :
Oc(E7) = D10 ⊗ρ D10 = D10
·⊗ D10 (4.59)
ou` nous avons les suivantes identifications :
σa
·⊗ σb.σc = σa.ρ(σb)
·⊗ σc pour σb ∈ J (4.60)
Appelons J le sous-espace comple´mentaire de J dans D10. Nous avons :
D10 = J ⊕ J J.J ⊂ J J.J = J.J ⊂ J J.J ⊂ J
et un e´le´ment σa ∈ J peut s’e´crire comme σ′a.σb, avec σ
′
a ∈ J et σb ∈ J (ou une combinaison
line´aire de tels e´le´ments). L’alge`bre D10 ⊗D10 posse`de 10 × 10 = 100 e´le´ments line´airement
inde´pendants. Nous avons les identifications suivantes dans l’alge`bre D10
·⊗ D10 :
σa
·⊗ σb = σa.ρ(σb)
·⊗ σ0 pour σa ∈ D10 , σb ∈ J (4.61)
et
σa
·⊗ σb = σ0







·⊗ σc pour (σa, σb) /∈ J, avec (σc, σd) /∈ J,
(4.62)
Les identifications (4.61) de´finissent 10 e´le´ments line´airement inde´pendants, note´s
a = σa
·⊗ σ0. Les identifications (4.62) de´finissent 7 e´le´ments line´airement inde´pendants,
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note´s (a). Une base de l’alge`bre d’Ocneanu de E7 est donne´e par les 17 e´le´ments suivants :
0 = 0
·⊗ 0 (0) = 0 ·⊗ 1
1 = 1
·⊗ 0 (1) = 1 ·⊗ 1
2 = 2
·⊗ 0 = 0 ·⊗ 8 (2) = 2 ·⊗ 1 = 0 ·⊗ 7
3 = 3
·⊗ 0 (3) = 3 ·⊗ 1 = 1 ·⊗ 3
4 = 4
·⊗ 0 = 0 ·⊗ 4 (4) = 0 ·⊗ 3
5 = 5
·⊗ 0 (5) = 5 ·⊗ 1− 3 ·⊗ 1
6 = 6
·⊗ 0 = 0 ·⊗ 6 = 1 ·⊗ 5− 1 ·⊗ 3
7 = 7
·⊗ 0 (6) = 0 ·⊗ 5
8 = 8




′ ·⊗ 0 = 0 ·⊗ 8′
1 et (0) sont respectivement les ge´ne´rateurs chiraux gauche et droit. La partie ambichirale est
engendre´e par {0, 2, 4, 6, 8, 8′}. Les e´le´ments a engendrent une sous-alge`bre de Oc(E7), isomor-
phe a` l’alge`bre de graphe D10. Nous appelons “D10” le sous-espace engendre´ par les e´le´ments
de type a. L’alge`bre de graphe de E7 n’apparait pas comme une sous-alge`bre de Oc(E7), mais
comme un quotient. Nous appelons “E7” le sous-espace engendre´ par les e´le´ments de type (x).
Nous donnons dans la Tab. 4.7 la multiplication des e´le´ments de Oc(E7) par ses ge´ne´rateurs.
Nous pouvons voir que la multiplication des e´le´ments de l’alge`bre d’Ocneanu de E7 par
























































































Fig. 4.22 – Le graphe d’Ocneanu de E7
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“D10” 1
0 1
1 0 + 2
2 1 + 3
3 2 + 4
4 3 + 5
5 4 + 6
6 5 + 7








(1) (0) + (2)
(2) (1) + (3)
(3) (2) + (4) + (6)
(4) (3)




(0) 0 + 8
8 (0) + (4)
(4) 8 + 4
4 (4) + (6)
(6) 4 + 6
6 (6) + (2)








(1) 1 + 7
7 (1) + (3)
(3) 3 + 5 + 7
3 (3)
5 (3) + (5)
(5) 5
Tab. 4.7 – Multiplication des e´le´ments de l’alge`bre d’Ocneanu de E7 par ses ge´ne´rateurs.
La table de multiplication comple`te de l’alge`bre Oc(E7) posse`de la structure suivante :
“D10”× “D10” → “D10” “E7”× “D10” → “E7”
“D10”× “E7” → “E7” “E7”× “E7” → “D10”
Appelons a, b, c des e´le´ments de la partie “D10”, et (x), (y) des e´le´ments de la partie “E7”.
La structure multiplicative de la partie “D10” × “D10” → “D10” est code´e par les matrices















ou` les 10 matrices 7 × 7 sa codent l’action de D10 sur E7, et sont des combinaisons line´aires
des matrices de fusion de E7
5 :
s0 = G0 s2 = G2 s4 = G4 +G6 s6 = G6 +G2 s8 = G0 +G4
s1 = G1 s3 = G3 s5 = G5 +G3 s7 = G3 +G1 s9 = G2
5Bien que les matrices de fusion G de E7 posse`dent des coefficients ne´gatifs, les matrices sa de´finies comme
des combinaisons line´aires de telles matrices sont a` coefficients entiers non-ne´gatifs.
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Les matrices s′x et s′′x sont des matrices rectangulaires 10× 7 et 7× 10 de´finies par :
(s′x)ay = (s
′′
x)ya = (sa)xy s
′′ = sT
La structure multiplicative comple`te de Oc(E7) est code´e par les matrices Ox, qui, dans la













pour x = 10, 11, · · · , 16
Les matrices sa de´finissent l’action de D10 sur E7. L’action d’un e´le´ment de Oc(E7) sur E7
est obtenue en utilisant notre re´alisation alge´brique de Oc(E7). Pour un e´le´ment de Oc(E7)
de la forme x = σa






d Sx = sa.sb (4.63)
Dimension des blocs La dimension di des blocs de la bige`bre BE7 pour la loi de compo-




i )ab pour a, b ∈ E7 et i ∈ A17. Nous avons explicitement :
di : (7, 12, 17, 22, 27, 30, 33, 34, 35, 34, 33, 30, 27, 22, 17, 12, 7)
La dimension des blocs de B(E7) pour la loi de convolution est obtenue en sommant les
e´le´ments des matrices Sx, pour x ∈ Oc(E7) :
dx : (7, 12, 17, 22, 27, 30, 33, 34, 18, 17, 12, 24, 34, 44, 30, 16, 22)

























masse quantique de la sous-alge`bre J de D10. La masse quantique de Oc(7) est de´finie dans




ou`m(J ′) = qdim2(σ1)+qdim2(σ3)+qdim2(σ5), avec {σ1, σ3, σ5} ∈ E7. Cette dernie`re relation
nous sugge`re que l’alge`bre d’Ocneanu de E7 puisse aussi eˆtre re´alise´e par D10 ⊗J ′ E7, ce qui
expliquerait mieux pourquoi E7 aparaisse comme un quotient de Oc(E7).
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Matrices toriques et fonctions de partition ge´ne´ralise´es L’action de A17 (a` gauche
et a` droite) sur Oc(E7) est calcule´e – utilisant la re´alisation Oc(E7) = D10 ⊗ρ D10– a` travers
l’action de A17 surD10, code´e par les matrices F
D10
i . Pour un e´le´ment x = σa









Il faut alors projeter les e´le´ments σc
·⊗ σd sur la base de Oc(E7), d’apre`s les identifications
(4.61) et (4.62). Pour obtenir l’expression de la matrice Wxy, il faut calculer les termes pro-
portionnels a` l’ e´le´ment y apres la projection. Il est difficile d’e´crire une formule ge´ne´rale pour
la matriceWxy, cependant, une fois le y choisi, le calcul est simple a` travers les identifications.












































Les fonctions de partition ge´ne´ralise´es du mode`le E7 sont de´finies en fonction des caracte`res







Les fonctions de partition a` une ligne de de´fauts sont publie´es dans [25]. Elles s’e´crivent de
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La fonction de partition invariante modulaire est :
ZE7 = |χˆ0|2 + |χˆ4|2 + |χˆ6|2 + |χˆ8′ |2 + (χˆ2.χˆ8 + h.c.)
= |χ0 + χ16|2 + |χ4 + χ12|2 + |χ6 + χ10|2 + |χ8|2 + [(χ2 + χ14).χ8 + h.c.]
4.3 Quelques exemples du cas su(3)
Les diagrammes de Coxeter-Dynkin des cas su(3) sont publie´s dans [71]. Nous utilisons les
meˆmes me´thodes que celles introduites dans le cas su(2) pour construir l’alge`bre d’Ocneanu
des trois cas exceptionnels posse´dant self-fusion du syste`me su(3), et ainsi obtenir les fonctions
de partition ge´ne´ralise´es associe´es.
4.3.1 Le cas E5
Graphe et matrice de fusion Le graphe E5 est illustre´ a` la Fig. 4.3.1. Le niveau est ℓ = 5,
l’altitude κ = l + 3 = 8 et la norme β = 1 + 2 cos(2π/8) = 1 +
√
2. L’identite´ est 10, et la
fondamentale a` laquelle correspond le graphe est 21 (la fondamentale conjugue´e est 22). La
conjuguaison correspond a` la syme´trie par rapport a` l’axe qui passe par les vertex 10 et 13






3 = 13 ; 2
∗
0 = 23, 2
∗








































































































































Fig. 4.23 – Les diagrammes de Coxeter-Dynkin ge´ne´ralise´s E5 et A5.
Le graphe E5 de´termine de manie`re unique son alge`bre de graphe, dont la table de multi-
plication commutative est donne´e par :
1i.1j = 1i+j
1i.2j = 2i.1j = 2i+j
2i.2j = 2i+j + 2i+j−3 + 1i+j−3
(4.68)
ou` les indices i et j varient de 0 a` 5 mod 6. Clairement le sous-ensemble 1i forme une
sous-alge`bre de E5. La matrice de fusion correspondant a` la fondamentale 21 est la matrice
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d’adjacence du graphe6. La conjuguaison se traduit au niveau matriciel par la transposition :
Ga∗ = G
T
a . A` partir de la table de multiplication (4.68), il est imme´diat de calculer les matrices
de fusion Ga associe´es aux vertex a ∈ E5.
Induction-restriction Le graphe de la se´rie A de meˆme norme que E5 est A5, illustre´
aussi a` la Fig. 4.3.1, a` partir de laquelle nous obtenons les matrices de fusion N1,0 de la
repre´sentation fondamentale (1, 0), et de la fondamentale conjugue´e : N0,1 = N
T
1,0. Les autres
matrices de fusion Ni et les matrices Fi codant l’action de A5 sur E5 (pour i = (λ1, λ2) ∈ A5)
sont de´termine´es par la formule de re´currence tronque´e de SU(3) (avec F1,0 = G21). La
matrice essentielle E10 s’obtient par (E10)ia = (Fi)10a : elle contient 21 lignes labelle´es par les
vertex i ∈ A5 et 12 colonnes labelle´es par les vertex a ∈ E5. De cette matrice, nous lisons les
re`gles de branchement A5 →֒ E5 ainsi que les re`gles d’induction, donne´es par :
10 ←֓ (0, 0), (2, 2) 20 ←֓ (1, 1), (3, 0), (2, 2), (1, 4)
11 ←֓ (0, 2), (3, 2) 21 ←֓ (1, 0), (2, 1), (1, 3), (3, 2)
12 ←֓ (1, 2), (5, 0) 22 ←֓ (0, 1), (1, 2), (3, 1), (2, 3)
13 ←֓ (3, 0), (0, 3) 23 ←֓ (1, 1), (0, 3), (2, 2), (4, 1)
14 ←֓ (2, 1), (0, 5) 24 ←֓ (0, 2), (2, 1), (4, 0), (1, 3)
15 ←֓ (2, 0), (2, 3) 25 ←֓ (2, 0), (1, 2), (3, 1), (0, 4)
La valeur de Tˆ sur les vertex i = (λ1, λ2) ∈ A5 est donne´e dans la Tab. 4.3.1
(λ1, λ2) (0, 0) (1, 0) (2, 0) (3, 0) (4, 0) (5, 0) (1, 1) (2, 1) (3, 1) (4, 1) (2, 2) (3, 2)
(0, 1) (0, 2) (0, 3) (0, 4) (0, 5) (1, 2) (1, 3) (1, 4) (2, 3)
Tˆ 5 1 19 11 1 13 20 13 4 17 5 19
Tab. 4.8 – Valeur de Tˆ sur les vertex (λ1, λ2) du graphe A5.
Nous pouvons ve´rifier que les valeurs de Tˆ sur les vertex (λ1, λ2) dont la restriction donne
un vertex 1i sont e´gales : ceci permet de de´finir une valeur fixe de Tˆ aux vertex du type 1i.
Par contre, pour les vertex de type 2i, il n’est pas possible de de´finir une valeur fixe de Tˆ .
Ceci nous donne une caracte´risation de la sous-alge`bre J , engendre´e par les e´le´ments 1i.
Alge`bre d’Ocneanu Nous conjecturons alors que l’alge`bre d’Ocneanu de E5 est de´finie
par :
Oc(E5) = E5 ⊗J E5 = E5
·⊗ E5, (4.69)
ou` nous identifions les e´le´ments (a
·⊗ b.c) avec (a.b∗ ·⊗ c), pour b ∈ J = {1i}. L’alge`bre Oc(E5)
est de dimension 12 × 2 = 24, et une base est donne´e par les e´le´ments a ·⊗ 10 et a
·⊗ 20. Les
6Dans le livre [33], la matrice d’adjacence de E5 est incorrecte : la discussion subse´quente n’est donc pas a`
prendre en compte.
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Fig. 4.24 – Graphe d’Ocneanu de E5
identifications dans Oc(E5) sont donne´es par :
1i
·⊗ 1j = 1i+j∗
·⊗ 10 = 10
·⊗ 1i∗+j A
2i
·⊗ 1j = 2i+j∗
·⊗ 10 = 20
·⊗ 1i∗+j L
1i
·⊗ 2j = 1i
·⊗ 1j .20 = 1i+j∗
·⊗ 20 = 10
·⊗ 2i∗+j R
2i
·⊗ 2j = 2i
·⊗ 1j .20 = 2i+j∗
·⊗ 20 = 20
·⊗ 2i∗+j C
La multiplication dans Oc(E5) est de´finie a` travers celle de E5 et les identifications pre´ce´dentes.
La sous-alge`bre chirale gauche est engendre´e par L = {a ·⊗ 10} ; la sous-alge`bre chirale
droite est engendre´e par R = {10
·⊗ a}. Ces deux sous-alge`bres sont de dimension 12. Leur
intersection est la sous-alge`bre ambichirale A = {1i
·⊗ 10 = 10
·⊗ 1i∗} de dimension 6. Le sous-
espace supple´mentaire est engendre´ par C = {2i
·⊗ 20 = 20
·⊗ 2i∗}, aussi de dimension 6. Le
graphe d’Ocneanu (de multiplication par les ge´ne´rateurs gauche 21
·⊗ 10 et droit 10
·⊗ 21) est
illustre´ a` la Fig. 4.24, comme deux graphes E5 superpose´s (rouge et bleu), ayant comme vertex
communs les points exte´rieurs ambichiraux (noir), et la partie supple´mentaire a` l’inte´rieur
(vert). Les lignes bleues et rouges correspondent a` la multiplication par les ge´ne´rateurs chiraux
gauche et droit, les lignes vertex proviennent de la superposition de lignes bleus et rouges. Le
graphe est oriente´, mais nous n’indiquons pas l’orientation des arcs pour ne pas surcharger la
figure.
En utilisant les identifications dans E5, nous pourrions alors facilement obtenir les matrices
Ox (x ∈ Oc(E5)) qui codent la multiplication dans Oc(E5). L’action d’un e´le´ment x = a
·⊗ 10
(resp. x = a
·⊗ 20) de Oc(E5) sur un e´le´ment b de E5 donne l’e´le´ment (a.10.b) ∈ E5 (resp.
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(a.20.b)). Les matrices Sx qui codent cette action sont donc e´gales a` :
Sx =
{
Sx = Ga x = a
·⊗ 10
Sx = Ga.G20 x = a
·⊗ 20
(4.70)
Dimensions des blocs La dimension des blocs de la dige`bre BE5 pour ses deux lois multi-
plicatives est donne´e par la somme des e´le´ments des matrices Fi et Sx. Les re`gles de somme













Les masses quantiques de E5 et A5 sont donne´es par : m(E5) = 12(2 +
√
2) et m(A5) =
48(3+2
√




2(1i) = 6, alors la relation de masse quantique est satisfaite :
m(Oc(E5)) = m(E5).m(E5)
m(J)
= m(A5) = 48(3 + 2
√
2)
Matrices toriques et fonctions de partition ge´ne´ralise´es Les matrices toriques
ge´ne´ralise´es sont de´finies par l’action de A5 sur Oc(E5). Pour un e´le´ment x ∈ Oc(E5) de
la forme a






































ou` 2˜i = 1i. Introduisons les matrices G
′
c de´finies par :




















4.3. Quelques exemples du cas su(3) 133
Les autres matricesWxy se calculent de la meˆme manie`re, et les 24.24 = 576 matrices toriques









d)bc∗ x = a







d)bc˜∗ x = a







d)bc∗ x = a







d)bc˜∗ x = a
·⊗ 20, y = d
·⊗ 20
(4.71)
Pour d = 10, nous avons (G
′
















ou` les χi sont les caracte`res de l’alge`bre ŝu(3). Introduisons les caracte`res e´tendus χˆa(q) (un








Ils sont entie`rement de´termine´s en fonction des caracte`res de ŝu(3) par la connaissance de la





(Ga)bcχˆc(q) = χˆba(q) (4.75)
qui sont des combinaisons line´aires des caracte`res e´tendus χa. Alors, les fonctions de partition









d)bc∗ χˆc10 x = a







d)bc∗ χˆc20 x = a







d)bc˜∗ χˆc10 x = a







d)bc˜∗ χˆc20 x = a
·⊗ 20, y = d
·⊗ 20
(4.76)
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Les fonctions de partition a` une ligne de de´fauts Zx = Z
x,10
·⊗10
























(Ga)ce χˆe χˆc (4.78)
Elles sont explicitement donne´es en fonction des caracte`res e´tendus χˆa dans l’appendice. La
fonction de partition invariante modulaire, correspondant a` 10




|χˆc|2 = |χ(0,0) + χ(2,2)|2 + |χ(0,2) + χ(3,2)|2 + |χ(2,0) + χ(2,3)|2
+ |χ(2,1) + χ(0,5)|2 + |χ(3,0) + χ(0,3)|2 + |χ(1,2) + χ(5,0)|2
et nous pouvons ve´rifier qu’elle correspond a` la classification de Gannon [44].
4.3.2 Le cas E9
Graphe et matrices de fusion Le graphe E9 est illustre´ a` la Fig. 4.25, son niveau est
ℓ = 9, son altitude κ = 9 + 3 = 12 et sa norme β = 1 + 2 cos(2π/12). L’identite´ est 00 et la
fondamentale 01 (02 est la conjugue´e de 01). Ce graphe serait mieux illustre´ en 3 dimensions,
en analogie avec un avion, avec le cockpit central forme´ par les vertex 0i et 3i , et les deux
ailes forme´es respectivement par les vertex 1i et 2i, pour mieux illustrer la syme´trie existant












✉ ✉ ✉ ✉
































































































































































11 01 2112 02 22
32 30 31
Fig. 4.25 – Diagramme de Dynkin ge´ne´ralise´ E9
La conjuguaison correspond a` l’axe passant par les vertex 00 et 30 :
0∗0 = 00, 1
∗
0 = 20, 3
∗
0 = 30, 0
∗
1 = 02, 1
∗
1 = 22, 1
∗
2 = 21, 3
∗
1 = 32. Comme pour les cas D2n
de SU(2), le graphe E9 ne de´termine pas de manie`re unique une structure alge´brique asso-
ciative, duˆe a` la syme´trie entre les deux ailes. Cependant, en imposant que les coefficients de




0 0 0 0
0 0 0 0 0
0 1 0 0 1 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0




0 0 0 0
0 0 1 0 0
0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 1 0 0 1 0 0
0 0 0 0 0 0 0 0 0




0 0 0 0
0 0 1 0 0
0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 1 0 0 1 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
Fig. 4.26 – Induction correspondant aux vertex 00, 10 et 20 de E9.
structure soient des entiers non-ne´gatifs, alors la solution est unique. Comme la de´termination
des matrices de fusion G1i et G2i n’est pas directe, nous donnons les matrices de fusion
correspondant aux vertex 10 et 20, a` partir desquelles les autres se calculent facilement. Dans
la base (00, 10, 20, 30; 01, 11, 21, 31; 02, 12, 22, 32), elles sont donne´es par :
G10 =

. 1 . . . . . . . . . .
. . 1 . . . . . . . . .
1 . . . . . . . . . . .
. . . 1 . . . . . . . .
. . . . . 1 . . . . . .
. . . . . . 1 . . . . .
. . . . 1 . . . . . . .
. . . . . . . 1 . . . .
. . . . . . . . . 1 . .
. . . . . . . . . . 1 .
. . . . . . . . 1 . . .




. . 1 . . . . . . . . .
1 . . . . . . . . . . .
. 1 . . . . . . . . . .
. . . 1 . . . . . . . .
. . . . . . 1 . . . . .
. . . . 1 . . . . . . .
. . . . . 1 . . . . . .
. . . . . . . 1 . . . .
. . . . . . . . . . 1 .
. . . . . . . . 1 . . .
. . . . . . . . . 1 . .
. . . . . . . . . . . 1

Induction-restriction Le graphe de la se´rie A de meˆme norme que E9 est A9, posse´dant
10 × 11/2 = 55 vertex. L’action de A9 sur E9 est code´e par les matrices Fi, d’ou` nous
obtenons la matrice essentielle E0, dont les colonnes correspondant aux vertex 00, 10 et 20
sont pre´sente´es a` la Fig. 4.26. Nous lisons de la Fig. 4.26 l’induction E9 ←֓ A9 :
00 ←֓ (0, 0), (4, 4), (4, 1), (1, 4), (9, 0), (0, 9)
10 ←֓ (2, 2), (5, 2), (2, 5)
20 ←֓ (2, 2), (5, 2), (2, 5)
Une valeur de´termine´e de Tˆ peut eˆtre de´finie pour les vertex 00, 10 et 20 : Tˆ (00) = 9 et
Tˆ (10) = Tˆ (20) = 21, ce qui n’est pas possible pour les autres vertex de E9. La sous-alge`bre J
est donc engendre´e par {00, 10, 20}.
Alge`bre d’Ocneanu Nous serions tente´s de de´finir l’alge`bre d’Ocneanu de E9 par :
Oc(E9) = E9 ⊗J E9 (4.79)
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et avec cette de´finition, la relation de masse quantique serait satisfaite : m(Oc(E9)) =
m(E9).m(E9)/m(J) = m(A9) = 432(7+4
√
3). Cependant, comme pour les cas D2n de SU(2),
Tˆ posse`de la meˆme valeur sur les vertex syme´triques 10 et 20 de J . Dans le cas D2n, cette
particularite´ conduit a` la non-commutativite´ de l’alge`bre Oc(D2n). L’alge`bre de´finie en (4.79)
est commutative : nous nous atendons a` ce que Oc(E9) contienne aussi une composante ma-
tricielle tenant compte de la non-commutativite´. Connaissant le graphe d’Ocneanu de D2n,
nous sommes parvenus a` donner une re´alisation de l’alge`bre d’Ocneanu. Cependant, dans
le cas E9, sans la connaissance du graphe, nos me´thodes base´es sur les donne´es provenant
de l’ope´rateur modulaire Tˆ semblent insuffisantes pour de´terminer la structure comple`te de
Oc(E9), qui nous permettraient d’obtenir toutes les matrices toriques et fonctions de partition
ge´ne´ralise´es.
Notons toutefois que l’identite´ de Oc(E9) est 00
·⊗ 00, et nous pouvons calculer la fonction
de partition associe´e a` ce point. De´finissant les caracte`res e´tendus de E9 suivants :
χˆ0 = χ0,0 + χ0,9 + χ9,0 + χ1,4 + χ4,1 + χ4,4
χˆ10 = χˆ20 = χ2,2 + χ2,5 + χ5,2
nous trouvons :
ZE9 = Z00 ·⊗00 =
∑
c∈J
(Fi)0c (Fj)0c = |χˆ00 |2 + 2 |χˆ10 |2
et cette expression correspond bien a` la fonction de partition invariante modulaire de la
classification de Gannon [44].
4.3.3 Le cas E21
Graphe et matrices de fusion Le graphe E21 est illustre´ a` la Fig. 4.27. Son niveau ℓ = 21,
son altitude κ = 21 + 3 = 24 et sa norme β = 1 + 2 cos(2π/24). 0 est l’identite´, 1 et 2 sont
les ge´ne´rateurs (l’orientation du graphe correspond au ge´ne´rateur 1). Le graphe posse`de 24
vertex. La conjuguaison correspond a` la syme´trie par rapport a` l’axe horizontal passant par
les vertex 0 et 21.
Le graphe E21 de´termine de manie`re unique son alge`bre de graphe. La multiplication par le
ge´ne´rateur 1 est code´e par la matrice d’adjacence du graphe : G1 = GE21 . La conjuguaison se
traduit au niveau matriciel par la transposition : Gi∗ = G
T
i . La de´termination des matrices de
fusion est directe jusqu’au vertex 9. Par exemple, 1.1=2+5 nous donne G5 = G1.G1−G2. Le
graphe est aussi syme´trique par rapport au point central (centre de l’e´toile) : nous appelons
R cette syme´trie (par exemple 0R = 21, 1R = 22, 11R = 14). Au niveau de la multiplication,
ceci se traduit par :
a.b = aR.bR (4.80)
Utilisant cette syme´trie, il est alors imme´diat de comple´ter la table de multiplication et
d’obtenir les autres matrices de fusion. Pour a = 0, l’e´quation (4.80) donne b = 21.bR. En






































































































































































































. . . .
. . . . .
. . . . . .
. . . . . . .
. . . . . . . .
. . . . 1 . . . .
. . . . . . . . . .
. . . . . . . . . . .
. 1 . . . . . . . . 1 .
. . . . . . 1 . . . . . .
. . . . . . . . . . . . . .
. . . . . . . . . . . . . . .
. . . . . . 1 . . 1 . . . . . .
. . . . . . . . . . . . . . . . .
. . . . 1 . . . . . . . . 1 . . . .
. . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . 1 . . . . . . . . . .




. . . .
. . . . .
. . . . . .
1 . . . . . 1
. . . . . . . .
. . . . . . . . .
. . . . . . . . . .
. . . . . . . . . . .
. . . . 1 . . 1 . . . .
. . . . . . . . . . . . .
. . . . . . . . . . . . . .
. . . . 1 . . . . . 1 . . . .
1 . . . . . . . . . . . . . . 1
. . . . . . . . . . . . . . . . .
. . . . . . . 1 . . 1 . . . . . . .
. . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . .
. . . . . . 1 . . . . . . . . 1 . . . . . .
Fig. 4.28 – Induction correspondant aux vertex extre´maux 0 et 21 de E21
particulier 9 = 21.6, ce qui nous donne G21 = G9.G
−1
6 . Les autres matrices Gb s’obtiennent
alors facilement par Gb = G21.GbR (par exemple G22 = G21.G1, G23 = G21.G2).
Induction-restriction Le graphe A de meˆme norme que E21 est A21, qui posse`de 22 ×
23/2 = 253 vertex, labelle´s par (λ1, λ2). L’action de A21 sur E21 est code´e par les 253 matrices
Fi = F(λ1,λ2) obtenues par la relation de re´currence tronque´e de su(3), avec F1 = F(1,0) = G1.
Les matrices essentielles – en particulier E0 – s’obtiennent comme d’habitude : elles posse`dent
253 lignes labelle´es par les vertex de A21 et 24 colonnes labelle´es par les vertex de E21, et E0
nous donne l’induction-restriction entre A21 et E21. Nous illustrons a` la Fig 4.28 les lignes de
E0 correspondant aux vertex 0 (a` gauche) et 21 (a` droite).
Nous pouvons ve´rifier que la valeur de l’ope´rateur modulaire Tˆ est constante pour les
vertex de A21 dont la restriction donne le vertex 0 (Tˆ = 21 sur e´le´ments non-nuls de la partie
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gauche de la Fig. 4.28). Ceci est vrai aussi pour le vertex 21 (Tˆ = 39). Par contre, Tˆ e´value´
sur les e´le´ments non-nuls des 22 autres colonnes de E0 n’est pas constant : la sous-alge`bre J
est donc engendre´e par les deux vertex extre´maux : J = {0, 21}.
Alge`bre d’Ocneanu Nous de´finissons alors l’alge`bre d’Ocneanu Oc(E21) par :
Oc(E21) = E21 ⊗J E21 = E21
·⊗ E21 (4.81)
ou` nous identifions les e´le´ments a
·⊗ b.c avec a.b∗ ·⊗ c = a.b ·⊗ c pour b ∈ J (0∗ = 0, 21∗ = 21).
J – ou de manie`re e´quivalente la re´flexion R – fournit une partition de E21 en classes
d’e´quivalence a` deux e´le´ments {a, aR}. Nous avons J = 0˜ = 2˜1 = {0, 21}, 1˜ = 2˜2 = {1, 22},
etc. Nous choisissons un repre´sentant φ(a) dans chaque classe d’e´quivalence :
Φ = {φ(b)|b ∈ E21} = {0, 1, 2, 3, 4, 5, 6, 7, 8, 10, 11, 12}. (4.82)
Pour b ∈ Φ, φ(b) = b. Un e´le´ment b /∈ Φ s’e´crit b = 21.φ(b). Introduisons l’application ρ :
ρ(b) = 0 si b ∈ Φ
ρ(b) = 21 si b /∈ Φ
Alors, nous avons les identifications suivantes dans l’alge`bre d’Ocneanu Oc(E21) :
a
·⊗ b = a.ρ(b) ·⊗ φ(b) (4.83)
et une base de Oc(E21) est donne´e par les 24× 12 = 288 e´le´ments line´airement inde´pendants :
a
·⊗ b a ∈ E21, b ∈ Φ. (4.84)
La sous-alge`bre chirale gauche est engendre´e par L = {a ·⊗ 0} et la sous-alge`bre chirale droite
est engendre´e par R = {0 ·⊗ a = ρ(a) ·⊗ φ(a)} toutes deux de dimension 24. L’intersection
est la sous-alge`bre ambichirale, engendre´e par les deux e´le´ments {0 ·⊗ 0 = 21 ·⊗ 21} et
{21 ·⊗ 0 = 0 ·⊗ 21}. Enfin, l’action d’un e´le´ment x = a ·⊗ b de Oc(E21) sur un e´le´ment c de
E21 donne l’e´le´ment (a.b.c) de E21 ; et les matrices qui codent cette action sont e´gales a` :
Sx = Ga.Gb pour x = a
·⊗ b ∈ Oc(E21) (4.85)
Dimensions des blocs Les dimensions dj , pour j = (λ1, λ2) des 253 blocs de la bige`bre
B(E21), pour la loi de composition, sont obtenues en sommant les e´le´ments de matrice de Fj :
elles sont pre´sente´es a` la Fig. 4.29, dispose´es en analogie avec le graphe A21.




168 252 252 168
240 384 432 384 240
312 528 636 636 528 312
384 672 852 912 852 672 384
444 804 1056 1188 1188 1056 804 444
492 912 1236 1440 1512 1440 1236 912 492
528 996 1380 1656 1800 1800 1656 1380 996 528
552 1056 1488 1824 2040 2112 2040 1824 1488 1056 552
552 1080 1548 1932 2208 2352 2352 2208 1932 1548 1080 552
528 1056 1548 1968 2292 2496 2568 2496 2292 1968 1548 1056 528
492 996 1488 1932 2292 2544 2676 2676 2544 2292 1932 1488 996 492
444 912 1380 1824 2208 2496 2676 2736 2676 2496 2208 1824 1380 912 444
384 804 1236 1656 2040 2352 2568 2676 2676 2568 2352 2040 1656 1236 804 384
312 672 1056 1440 1800 2112 2352 2496 2544 2496 2352 2112 1800 1440 1056 672 312
240 528 852 1188 1512 1800 2040 2208 2292 2292 2208 2040 1800 1512 1188 852 528 240
168 384 636 912 1188 1440 1656 1824 1932 1968 1932 1824 1656 1440 1188 912 636 384 168
108 252 432 636 852 1056 1236 1380 1488 1548 1548 1488 1380 1236 1056 852 636 432 252 108
60 144 252 384 528 672 804 912 996 1056 1080 1056 996 912 804 672 528 384 252 144 60
24 60 108 168 240 312 384 444 492 528 552 552 528 492 444 384 312 240 168 108 60 24
Fig. 4.29 – Dimensions des blocs pour la loi ◦ de la bige`bre BE21.
Les blocs de la deuxie`me structure de la bige`bre (loi de convolution) sont labelle´s par les
288 points du graphe d’Ocneanu, et les dimensions dx du bloc x sont obtenues en sommant
les e´le´ments de matrice de Sx, pour x ∈ Oc(E21). Nous trouvons (l’indice donne la multiplicite´
de la dimension) :
Ambichirale : (24)2
Gauche (pas ambichirale) : (60)4(108)4(132)4(144)2(168)2(216)2(252)4
















d2x = 480 701 952.
Nous ve´rifions aussi la relation de masse quantique entre Oc(E21) et A21 :
m(Oc(E21)) = m(E21).m(E21)
m(J)











Matrices toriques et fonctions de partition ge´ne´ralise´es Nous calculons l’action des
e´le´ments i, j de A21 sur un e´le´ment x = a
·⊗ b de Oc(E21) en utilisant les identifications




























ou` les matrices G′e sont de´finies par (G′e)ab = (Ga)be. Se´parant alors la sommation sur d en une
sommation sur les e´le´ments de la meˆme classe d’e´quivalence, les 288× 288 = 82 944 matrices









ou` la sommation sur d se fait sur les e´le´ments de la classe d’e´quivalence de f . Pour e = 0, f = 0,
la sommation sur d devient une sommation sur J = {0, 21}, alors ρ(d) = d et (G′0)cd = δc,d :



















ou` les χi sont les caracte`res de l’alge`bre ŝu(3) et les χˆab sont les caracte`res e´tendus ge´ne´ralise´s
















Les caracte`res e´tendus χˆc pour c ∈ J sont :
χˆ0 = χ(0,0) + χ(4,4) + χ(6,6) + χ(10,10) + χ(0,21) + χ(21,0) + χ(1,10) + χ(10,1) + χ(4,13) + χ(13,4) + χ(6,9) + χ(9,6)
χˆ21 = χ(0,6) + χ(6,0) + χ(0,15) + χ(15,0) + χ(4,7) + χ(7,4) + χ(4,10) + χ(10,4) + χ(6,15) + χ(15,6) + χ(7,10) + χ(10,7)
et la fonction de partition de E21 e´crite en fonction des caracte`res de ŝu(3) correspond a`




|χˆc|2 = |χˆ0|2 + |χˆ21|2 (4.90)
Conclusion et perspectives
Dans cette the`se nous avons pre´sente´ les profondes relations qui existent entre les
classifications des the´ories conformes a` deux dimensions dans divers environnements et les
graphes codant les diffe´rentes structures d’une alge`bre de Hopf faible : celle-ci apparaˆıt ainsi
comme la syme´trie quantique naturelle associe´e a` ces mode`les conformes.
Cette alge`bre de Hopf faible a e´te´ introduite par A. Ocneanu dans [66, 67]. Plus
pre´cisemment, Ocneanu associe a` chaque diagramme de Dynkin G de type ADE une dige`bre
B(G) : elle est constitue´e de l’espace vectoriel des endomorphismes gradue´s de chemins essen-
tiels sur Gmuni de deux lois multiplicatives ◦ et ⊙ donnant lieu a` deux autres graphes, appele´s
respectivement A(G) et Oc(G). Ces derniers posse`dent toujours une structure multiplicative
(alge`bre de graphe) : nous obtenons deux alge`bres note´es par le meˆme symbole que le graphe
lui-meˆme. L’alge`bre Oc(G) est aussi appele´e l’alge`bre des syme´tries quantiques de G. Il est
assez remarquable que ces trois graphes (G, A(G) et Oc(G)) avec leur structure alge´brique
codent les informations sur les diffe´rents coefficients permettant de de´finir les fonctions de
partition du mode`le conforme ŝu(2) associe´ au graphe G.
Le travail central de cette the`se a e´te´ la pre´sentation d’une re´alisation de l’alge`bre Oc(G)
construite comme un certain quotient du carre´ tensoriel de l’alge`bre du graphe G. Cette
re´alisation permet d’obtenir un algorithme tre`s simple pour le calcul des divers coefficients
de´finissant les fonctions de partition du mode`le conforme ŝu(2) associe´ au graphe G [25].
Par la suite, nous avons observe´ que l’alge`bre d’Ocneanu peut – dans la plupart des cas –
eˆtre reconstruite d’apre`s les proprie´te´s modulaires du graphe G. Nous avons alors utilise´ cette
observation pour e´tudier plusieurs exemples appartenant au mode`le conforme ŝu(3) et obtenir
ainsi les expressions des fonctions de partition associe´es [26].
Les mode`les minimaux (“usuels”) – construits par des irreps de l’alge`bre de Virasoro –
sont relie´s aux mode`les ŝu(2). L’alge`bre de Virasoro est un cas particulier d’alge`bre Wn :
V ir =W2. Les mode`les Wn-minimaux, construits par des irreps de l’alge`bre Wn ge´ne´ralisant
l’alge`bre de Virasoro, sont eux relie´s aux mode`les ŝu(n). Les expressions des fonctions de
partition associe´es aux mode`les ŝu(3) obtenues dans le chapitre 4 permettent ainsi l’e´tude
des mode`les Ŵ3-minimaux (voir [28]).
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Les graphes d’Ocneanu ont e´te´ conceptuellement de´finis par Ocneanu comme provenant
de la diagonalisation de B(G) pour la loi ⊙, mais il est inte´ressant de noter qu’ils n’ont – a`
notre connaissance – jamais e´te´ obtenus de cette manie`re . . . Un autre axe de recherche de
cette the`se est l’e´tude approfondie des structures de la dige`bre B(G) : nous voulons d’une part
ve´rifier que B(G) satisfait de facto les divers axiomes de´finissant une alge`bre de Hopf faible,
et d’autre part construire explicitement le graphe d’Ocneanu a` partir de la diagonalisation
de B(G). Les premiers re´sultats obtenus se limitent pour l’instant aux graphes de la se´rie A
[27].
Les relations entre les classifications des mode`les conformes ŝu(2) et les graphes corre-
spondants semblent de nos jours bien connues. Cependant, les ge´ne´ralisations de diverses
structures a` des mode`les ŝu(n) restent encore a` eˆtre formule´es de manie`re pre´cise. Nous
avons grand espoir qu’une meilleure compre´hension de ces ge´ne´ralisations fassent apparaˆıtre
de nouvelles structures mathe´matiques, permettant a` leur tout une meilleure compre´hension
des mode`les physiques sous-jascents.
Pour conclure, citons divers proble`mes ouverts qui devraient eˆtre mieux compris :
• Peut-on de´finir une matrice R pour l’alge`bre de Hopf faible et obtenir une e´quation de
Yang-Baxter (ge´ne´ralise´e) ? Quels seraient les mode`les inte´grables associe´s ?
• Trouver une de´finition simple et directe – valable dans tous les cas – pour le produit
de convolution ⊙. Peut-on obtenir le produit de convolution a` partir du carre´ tensoriel
d’un produit ⋆ de´fini directement sur l’espace des chemins essentiels ?
• Quelle est l’origine de la re`gle de somme line´aire et de la re`gle de masse quantique ?
• La ge´ne´ralisation des diagrammes ADE pour les cas su(3) et su(4) est connue, mais
une de´finition rigoureuse des “diagrammes ge´ne´ralise´s de Coxeter-Dynkin” devrait eˆtre
formalise´e (et publie´e).
• La structure alge´brique associe´e a` un diagramme ADE est l’alge`bre de Lie. Quelles
seraient les structures alge´briques (ge´ne´ralisant la notion d’alge`bre de Lie) associe´es a`
des diagrammes ge´ne´ralise´s ?
• Nous avons de´fini les fonctions de partition pour les mode`les affines de´finis sur le tore,
mais une ge´ne´ralisation dans diverses directions est envisageable. En particulier, que se
passe-t-il pour des syste`mes de´finis sur des surfaces de genre plus e´leve´ que le tore ?
Annexe A
Diagrammes de Dynkin ADE et
ADE(1)
diagramme κ exposants
An r r r r r r
τ0 τ1 τ2 τn−3 τn−2 τn−1
n+ 1 1, 2, . . . , n












2(n − 1) 1, 3, . . . , 2n− 5, 2n − 3;n − 1
E6 r r r r r
r
σ0 σ1 σ2 σ5 σ4
σ3
12 1, 4, 5, 7, 8, 11
E7 r r r r r r
r
σ0 σ1 σ2 σ6 σ5 σ4
σ3
18 1, 5, 7, 9, 11, 13, 17
E8 r r r r r r r
r
σ0 σ1 σ2 σ7 σ6 σ5 σ4
σ3
30 1, 7, 11, 13, 17, 19, 23, 29
Tab. A.1 – Diagrammes de Dynkin ADE, leur nombre de Coxeter κ et leurs exposants de
Coxeter mC








































6 r r r r r
r
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7 r r r r r r r
r





8 r r r r r r r r
r
1 2 3 4 5 6 4 2
3
I




B.1 Correspondance de McKay classique et graphes ADE(1)
B.1.1 Le groupe SU(2) classique
Conside´rons le groupe SU(2) et ses repre´sentations irre´ductibles1. Ce groupe posse`de des
irreps de dimension n, note´es (n), pour tout entier positif n ≥ 1. L’irrep (1) est l’identite´, l’ir-
rep (2) est la fondamentale. Nous pouvons former le produit tensoriel (i)⊗ (j), et de´composer




N kij (k), N kij ∈ N, (B.1)
ou` N kij est la multiplicite´ de (k) dans (i) ⊗ (j). Un re´sultat bien connu est la de´composition
du produit tensoriel d’une irrep (n) par la fondamentale :
(2)⊗ (n) = (n− 1)⊕ (n+ 1). (B.2)
Remarque 6 En adoptant le langage de spin pour des particules de type fermionique, bien
connu des physiciens, l’irrep de spin j, j demi-entier, est de dimension n = 2j + 1. La
repre´sentation fondamentale, de dimension deux, correspond au spin 1/2. Alors, la formule
(B.2) correspond simplement au couplage entre une particule de spin 1/2 et une particule de
spin j, qui donne la somme de particules de spins (j − 1/2) et (j + 1/2).
Tout irrep peut eˆtre obtenue a` partir d’une certaine puissance du produit tensoriel de la
repre´sentation fondamentale. En effet, en e´crivant :
(2)⊗
n
= (2) ⊗ (2)⊗ · · · ⊗ (2)︸ ︷︷ ︸
n
,
1Nous e´crirons par la suite “irrep” comme un abre´ge´ “franglais” pour repre´sentation irre´ductible.
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= (2)⊕ (2)⊕ (4)
(2)⊗
4
= (1)⊕ (1)⊕ (3)⊕ (3) ⊕ (3)⊕ (5)
En utilisant l’associativite´ de ⊗ et en effectuant les calculs dans l’espace virtuel des
repre´sentations (c.a`.d. en admettant des signes ne´gatifs dans l’e´tape interme´diaire des cal-
culs), nous pouvons, a` partir de la donne´e de (B.2), calculer la de´composition de (i) ⊗ (j).
Par exemple, (2)⊗
2
= (1)⊕ (3), donc, en e´crivant (3) = (2)⊗2 − (1), nous pouvons calculer la







= (2)⊗ (2) ⊗ (3)− (1)⊗ (3)
= (1)⊕ (3) ⊕ (3)⊕ (5)− (3)
= (1)⊕ (3) ⊕ (5)
A` la fin du calcul, nous retrouvons seulement des signes ⊕. Par la meˆme me´thode, nous
pouvons ainsi calculer toute de´composition (i) ⊗ (j), et obtenir ainsi les coefficients entiers
non-ne´gatifs N kij de (B.1).
B.1.2 Formulation matricielle et graphe A∞
Le re´sultat de la de´composition (B.2) peut eˆtre code´ par le graphe A∞ de SU(2) :
✉ ✉ ✉ ✉ ✉ ✉
(1) (2) (3) (n− 1) (n) (n+ 1)
Fig. B.1 – Graphe A∞ de SU(2).
Les vertex du graphe A∞ sont labelle´s par les irreps (i) de SU(2), et (2)⊗(i) se de´compose
en la somme directe de irreps (j), tel que (j) soit voisin de (i) sur le graphe (voisin dans le
sens qu’un arc relie (i) a` (j))2. Soit G la matrice d’adjacence du graphe A∞, c.a`.d. une matrice
carre´e infinie telle que (G)ij = 1 si (i) et (j) sont voisins sur le graphe, et (G)ij = 0 sinon.





2Il y a un arc reliant (n) a` (n− 1) car (2) ⊗ (n) = (n− 1) ⊕ (n + 1), mais il y a aussi l’arc inverse reliant
(n− 1) a` (n) car (2)⊗ (n− 1) = (n− 2) ⊕ (n) : le graphe A∞ est donc bi-oriente´.
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D’une manie`re ge´ne´rale, nous pouvons coder matriciellement le re´sultat de la de´composition
(B.1) : pour chaque irrep (i), introduisons une matrice carre´e infinie Ni telle que (Ni)jk = N kij.





Nous avons N1 = l1 et N2 = G. Les autres matrices Ni s’obtiennent a` partir de la connaissance
de N1 et N2 par la formule de re´currence pour SU(2) :
Ni = N2.Ni−1 −Ni−2, ∀i ≥ 3. (B.5)
Conclusion 4 Le graphe A∞ (ou sa matrice d’adjacence G = N2) code la de´composition de
(2)⊗ (i) en somme directe de irreps (j). A` partir de ces donne´es, nous sommes en mesure de
calculer facilement toutes les de´compositions (i) ⊗ (j).
B.1.3 Sous-groupes Γ de SU(2) et graphes ADE(1)
Les sous-groupes finis Γ de SU(2) ont e´te´ classifie´s il y a plus d’un sie`cle3 par Felix Klein
[55]. Ils forment deux se´ries infinies : Cn (le groupe cyclique d’ordre n) et Dn (le groupe
binaire dihe´drique d’ordre 4n) ; et trois cas exceptionnels : T ,O et I (respectivement le
groupe binaire te´trahe´drique, octahe´drique et icosahe´drique, d’ordre 24, 48 et 120). L’image
(T,O, I) ⊂ SO(3,R) de ces trois groupes exceptionnels sont les groupes de syme´tries des cinq
solides platoniques (T pour le te´trahe`dre, O pour l’octahe`dre et son dual le cube, et I pour
l’icosahe`dre et son dual le dode´cahe`dre). De meˆme, l’image (Cn,Dn) ⊂ SO(3,R) des groupes
cycliques et binaires dihe´driques peuvent eˆtre vus comme les groupes de syme´trie respec-
tivement d’une pyramide et d’un prisme, a` n faces. Pour ces sous-groupes finis Γ ⊂ SU(2),
nous pouvons aussi conside´rer leurs repre´sentations irre´ductibles, qui forment maintenant un




N kij (σk), ∀(σi), (σj), (σk) ∈ Irr(Γ). (B.6)
De manie`re paralle`le au cas SU(2), formons le produit tensoriel (2) ⊗ (σi), ou` (2) est la
repre´sentation fondamentale induite de SU(2)4 et de´composons le re´sultat en somme directe
de (σj), ou` (σi) et (σj) ∈ Irr(Γ). Le re´sultat suivant est duˆ a` J. McKay [60] et est connu sous
le nom de correspondance de McKay :
The´ore`me 10 (McKay) Pour tout sous-groupe fini Γ ⊂ SU(2), la de´composition en irreps
(σj) du produit tensoriel (2)⊗(σi), ou` (2) est la repre´sentation fondamentale induite de SU(2)





3D’une certaine fac¸on cette classification a e´te´ re´alise´e a` l’e´poque de Platon, il y a donc plus de 2000 ans !
4(2) ∈ Irr(Γ) pour tous les sous-groupes finis de SU(2), a` l’exception de Cn, pour lequel (2) est re´ductible.
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ou` GΓ est la matrice d’adjacence5 d’un diagramme de Dynkin affine ADE(1).
Les diagrammes ADE(1) sont illustre´s dans l’Annexe A. Les vertex de ces graphes sont
labelle´s par les irreps (σi) du sous-groupe fini Γ ⊂ SU(2) correspondant. Pour tout Γ, la plus
grande valeur propre de sa matrice d’adjacence GΓ, note´e β, est e´gale a` 2. Elle correspond
a` la dimension de la repre´sentation fondamentale (σ2). Le vecteur-propre normalise´ corre-
spondant a` β est appele´ vecteur-propre de Perron-Frobenius, note´ P . La normalisation est
telle P (1) = 1 = dim(σ1), et les composantes de ce vecteur donnent les dimensions des irreps
correspondantes : P (i) = dim(σi).
Nous connaissons la de´composition de (σ1) ⊗ (σi) (l’identite´) et de (σ2) ⊗ (σi) (par la
donne´e du graphe ou de (B.7)). En utilisant l’associativite´ de ⊗, par des calculs similaires a`
ceux effectue´s pour le cas SU(2), nous pouvons alors calculer toute de´composition (σi)⊗ (σj)
(il faut parfois utiliser des arguments de syme´trie pour comple´ter la table de tensorialisation :
voir l’exemple du cas E
(1)
7 ). Nous obtenons ainsi les entiers non-ne´gatifs N kij de (B.6).
Soit r le nombre de irreps de Γ : a` chaque irrep σi nous lui associons une matrice r× r Ni,
telle que (Ni)jk = N kij. Nous avons N1 = l1r×r et N2 = GΓ. Ayant calcule´ la de´composition
de (σi) ⊗ (σj), nous obtenons directement les autres matrices Ni. Ces r matrices Ni ainsi
obtenues commutent toutes entre-elles : elles peuvent donc eˆtre simultane´ment diagonalise´es,
a` l’aide d’une matrice que nous appelerons S. Un fait remarquable est que cette matrice
S, proprement ordonne´e, repre´sente la table des caracte`res de Γ [61, 57]. Nous l’obtenons
sans faire appel a` la connaissance des classes de conjuguaison ni a` la donne´e explicite des
caracte`res : ce re´sultat est connu sous le nom de correspondance de McKay ge´ne´ralise´e.
Conclusion 5 Il existe une correspondance entre les irreps (σi) des sous-groupes finis Γ de
SU(2) et les vertex des graphes ADE(1). Ces graphes codent la de´composition du produit
tensoriel (2) ⊗ (σi), ou` (2) est la repre´sentation fondamentale induite de SU(2). La simple
donne´e du graphe nous permet alors de de´terminer les dimensions des repre´sentations (a`
travers les composantes du vecteur de Perron-Frobenius), de reconstruire la table de tensori-
alisation (σi)⊗ (σj), et d’obtenir la table des caracte`res de Γ.
B.1.4 Exemple : le groupe binaire octahe´drique O et le graphe E(1)7
L’exemple du groupe binaire te´trahe´drique T est largement traite´ dans [20] (voir aussi
[21]) ; nous traiterons ici brie`vement l’exemple du groupe binaire octahe´drique O. Con-
side´rons le groupe de syme´trie O du cube, ou de son dual l’octahe`dre. O est isomorphe6
5Il faut choisir un ordre pour repre´senter la base des irreps σi : nous prendrons toujours comme premier
e´le´ment la repre´sentation identite´ (σ1) et comme deuxie`me e´le´ment la repre´sentation fondamentale (σ2).
6Attention, nous parlons ici du groupe O de´fini comme sous-groupe de SO(3) (toutes les transformations
ont un de´terminant e´gal a` 1), et non pas du groupe complet des syme´tries du cube (ou de l’octahe`dre), qui
est un sous-groupe de O(3), de dimension 48 (on inclut les re´flexions). Le groupe binaire octahe´drique O que
nous conside´rons ici est e´galement d’ordre 48, mais il n’est pas isomorphe au pre´ce´dent ; de plus, c’est un
sous-groupe de SU(2), non de O(3).
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au groupe syme´trique de permutations a` 4 e´le´ments, S4, d’ordre 4! = 24. La the´orie des
repre´sentations des groupes syme´triques de permutation est bien connue : S4 posse`de 5
irreps note´es (σ1, σ1′ , σ2′′ , σ3, σ3′), respectivement de dimension : (1,1,2,3,3). Nous avons
bien suˆr : Ordre(O) = 12 + 12 + 22 + 32 + 32 = 24. Comme sous-groupe de SO(3), O
posse`de 5 irreps : ce sont aussi des irreps de sa pre´-image dans SU(2), le groupe binaire
octahe´drique O. Mais celui-ci en posse`de trois autres, de dimension 2, 4 et 2. En tout, O
posse`de 8 irreps, note´es {σ1, σ1′ , σ2 = f, σ2′ , σ2′′ , σ3, σ3′ , σ4}. On ve´rifie que Ordre(O) =
(12 + 12 + 22 + 32 + 32) + (22 + 42 + 22) = 48. Formons le graphe ayant comme vertex les
irreps σi ∈ Irr(O), et tel que σj soit voisin de σi si σj apparait dans la de´composition de
f ⊗ σi. Nous obtenons alors le graphe suivant, qui est le diagramme de Dynkin affin E(1)7
(correspondance de McKay) :
✉ ✉ ✉ ✉ ✉ ✉ ✉
✉
σ1 σ2 = f σ3 σ4 σ3′ σ2′ σ1′
σ2′′
Fig. B.2 – Graphe E
(1)
7
Par exemple, du graphe, nous lisons : f ⊗ σ4 = σ3 ⊕ σ3′ ⊕ σ2′′ , f ⊗ σ2′′ = σ4. Choisis-
sons comme ordre des irreps : {σ1, σ1′ , σ2, σ2′ , σ2′′ , σ3, σ3′ , σ4}, alors la matrice d’adjacence du
graphe dans cette base s’e´crit :
G =

. . 1 . . . . .
. . . 1 . . . .
1 . . . . 1 . .
. 1 . . . . 1 .
. . . . . . . 1
. . 1 . . . . 1
. . . 1 . . . 1
. . . . 1 1 1 .

La norme du graphe est de´finie comme e´tant e´gale a` sa plus grande valeur propre, et vaut
β = 2. Les composantes du vecteur-propre correspondant (Perron-Frobenius), normalise´es
telles que P (σ1) = 1 sont :
P = (1, 1, 2, 2, 2, 3, 3, 4)
Nous reconnaissons les dimensions des irreps. Par des calculs similaires a` celui effectue´ pour
le cas SU(2), nous pouvons remplir la table de tensorialisation des irreps. Mais il faut aussi
utiliser la syme´trie Z2 du graphe par rapport au vertex σ4 pour comple´ter la table. Appelons
θ la re´flexion par rapport au vertex σ4. Alors, θ(σi) = σi′ pour i ∈ {1, 2, 3}, et θ(σ4) = σ4,
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θ(σ2′′) = σ2′′ , et nous avons :
σi ⊗ θ(σj) = θ(σi)⊗ σj , σi ⊗ σj = θ(σi)⊗ θ(σj).
Nous pouvons alors comple´ter la table de tensorialisation, pre´sente´e dans la Tab.B.1 (pour
une meilleure visualisation, les irreps σi sont indique´es simplement par leur indice i, et ⊕ est
remplace´ par le signe +) :
⊗ 1 1′ 2′′ 3 3′ 2 2′ 4
1 1 1′ 2′′ 3 3′ 2 2′ 4
1′ 1′ 1 2′′ 3′ 3 2′ 2 4
2′′ 2′′ 2′′ 1 + 1′ + 2′′ 3 + 3′ 3 + 3′ 4 4 2 + 2′ + 4
3 3 3′ 3 + 3′ 1 + 2′′ + 3 + 3′ 1′ + 2′′ + 3 + 3′ 2 + 4 2′ + 4 2 + 2′ + 4 + 4
3′ 3′ 3 3 + 3′ 1′ + 2′′ + 3 + 3′ 1 + 2′′ + 3 + 3′ 2′ + 4 2 + 4 2 + 2′ + 4 + 4
2 2 2′ 4 2 + 4 2′ + 4 1 + 3 1′ + 3′ 2′′ + 3 + 3′
2′ 2′ 2 4 2′ + 4 2 + 4 1′ + 3′ 1 + 3 2′′ + 3 + 3′
4 4 4 2 + 2′ + 4 2 + 2′ + 4 + 4 2 + 2′ + 4 + 4 2′′ + 3 + 3′ 2′′ + 3 + 3′ 1 + 1′ + 2′′ + 3 + 3 + 3′ + 3′
Tab. B.1 – De´composition du produit tensoriel σi ⊗ σj pour les irreps σ du groupe binaire
octahe´drique O.
Dans cette table, nous avons visuellement se´pare´ des trois autres les irreps
(σ1, σ1′ , σ2′′ , σ3, σ3′) qui sont aussi des irreps de O, et qui se de´composent entre-elles. A` par-
tir de cette table, nous obtenons imme´diatement les huit matrices 8 × 8 Ni qui codent la
de´composition dans O (et aussi les cinq matrices 5×5 codant la de´composition dans O). Pro-




1 1 1 1 1
1 −1 1 1 −1
2 0 2 −1 0
3 1 −1 0 −1
3 −1 −1 0 1
 S(O) =

1 1 1 1 1 1 1 1
1 1 −1 1 1 1 −1 −1
2 2 0 −1 2 −1 0 0
2 −2 0 −1 0 1 √2 −√2
2 −2 0 −1 0 1 −√2 √2
3 3 −1 0 −1 0 1 1
3 3 1 0 −1 0 −1 −1
4 −4 0 1 0 −1 0 0

Nous pouvons ve´rifier que S(O) repre´sente la table des caracte`res de O [81] et S(O) repre´sente
celle de O [41, 61]. Nous les obtenons facilement sans faire appel aux classes de conjuguaison
ou a` la donne´e explicite des caracte`res.
B.1.5 Γ̂ comme module sur ŜU(2) et re`gles de branchement SU(2) →֒ Γ
Soient (i) une irrep de SU(2) et (σj) une irrep de Γ ⊂ SU(2). Nous avons vu que (i) peut
eˆtre obtenue a` partir de l’irrep fondamentale (2) de SU(2). D’autre part, le graphe ADE(1)
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correspondant a` Γ code la de´composition de (2)⊗ (σi) en irreps (σj) de Γ. Nous sommes donc





ou` Fkij est la multiplicite´ de (σk) dans (i)⊗(σj). En d’autres termes, nous dirons que les irreps
(σi) de Γ forment un module sous l’action (B.8) des irreps (i) de SU(2).
Nous savons tensorialiser les irreps (σi) de Γ entre-elles : l’action (B.8) de SU(2) sur Γ
peut aussi eˆtre obtenue par les re`gles de branchement SU(2) →֒ Γ. La tensorialisation par (1)
et (2) est imme´diate et nous donne les re`gles de branchement (1) →֒ (σ1) et (2) →֒ (σ2). Pour
obtenir les autres, il suffit de comparer les puissances des repre´sentations fondamentales (2)
et (σ2). Prenons l’exemple de E
(1)
7 . Nous avons :
(2)⊗2 = (1)⊕ (3) (σ2)⊗2 = (σ1)⊕ (σ3)
(2)⊗3 = (2)⊕ (2)⊕ (4) (σ2)⊗3 = (σ2)⊕ (σ2)⊕ (σ4)
(2)⊗4 = (1)⊕ (1)⊕ (3)⊕ (3)⊕ (3)⊕ (5) (σ2)⊗4 = (σ1)⊕ (σ1)⊕ (σ3)⊕ (σ3)⊕ (σ2′′)⊕ (σ3′)
Nous en de´duisons les re`gles de branchement suivantes :
(3) →֒ (σ3), (4) →֒ (σ4), (5) →֒ (σ2′′)⊕ (σ3′).
A` partir de la connaissance des re`gles de branchement SU(2) →֒ Γ et de la tensorialisation
des irreps de Γ, nous pouvons alors calculer toute de´composition (i) ⊗ (σk) en irreps σl. Si
(i) →֒ ⊕j (σj), alors (i)⊗ (σk) = ⊕j(σj)⊗ (σk).
Conclusion 6 Soient (i) une irrep de SU(2) et (σj) une irrep de Γ ⊂ SU(2). Les re`gles de
branchement SU(2) →֒ Γ nous permettent de calculer la de´composition de (i)⊗ (σj) en irreps
σk. Nous dirons par la suite que les irreps de Γ forment un module sous l’action des irreps
de SU(2), ou plus simplement que Γ̂ est un module sur ŜU(2).
B.2 Correspondance de McKay quantique et graphes ADE
Nous voulons maintenant ge´ne´raliser les re´sultats pre´ce´dents au cas “quantique”.
B.2.1 Le groupe quantique Uq(sl(2))
L’alge`bre Uq(sl(2)) est l’alge`bre engendre´e par les e´le´ments {K,K−1,X±} satisfaisant les
relations suivantes :
K ·K−1 = K−1 ·K = 1
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De´finissant la comultiplication (∆), la counite´ (ǫ) et l’antipode (S) sur les ge´ne´rateurs par :
∆(X+) = X+ ⊗ 1 +K ⊗X+ ∆(K) = K ⊗K
∆(X−) = X− ⊗K−1 + 1⊗X− ∆(K−1) = K−1 ⊗K−1
S(X+) = −K−1 ·X+ S(K) = K−1
S(X−) = −X− ·K S(K−1) = K
ǫ(X±) = 0 ǫ(K±1) = 1
munissent Uq(sl(2)) d’une structure d’alge`bre de Hopf [52] (pour une de´finition ge´ne´rale des
relations de´finissant une alge`bre de Hopf, voir l’Annexe C). Nous dirons aussi par la suite que
Uq(sl(2)) est un groupe quantique. Une manie`re e´le´gante d’obtenir les relations pre´ce´dentes
est de voir Uq(sl(2)) comme le dual de Funq(SL(2)). Conside´rons deux e´le´ments x et y,
satisfaisant la relation suivante, appele´e relation de plan quantique :
xy = qyx, q ∈ C. (B.9)
Alors Funq(SL(2)) est l’alge`bre des transformations de coordonne´es, de de´terminant e´gal a`
1, qui pre´servent la relation (B.9). Les relations de´finissant la structure d’alge`bre de Hopf de
Funq(SL(2)) sont de´finies de manie`re naturelle sur ses ge´ne´rateurs. Funq(SL(2)) et Uq(sl(2))
sont duales (suivant la notion de dualite´ introduite par M. Takeushi [84]) dans le sens qu’il
existe une forme biline´aire 〈 , 〉 → C, appele´e pairing, reliant leurs structures. La donne´e
du pairing entre Uq(sl(2)) et Funq(SL(2)) et des relations de Funq(SL(2)) permettent de
retrouver de manie`re e´le´gante les relations de´finissant Uq(sl(2)) [82]. Notons que ces deux
groupes quantiques – Uq(sl(2)) et Funq(SL(2)) – sont de dimension infinie.
B.2.2 Quotient de Uq(sl(2)) et graphe An
Conside´rons maintenant la relation de plan quantique dans le cas ou` q est une racine Nie`me
de l’unite´ : qN = 1, q 6= 1. Le plan quantique re´duit est de´fini par la relation (B.9) et les
relations suivantes :
xN = 1, yN = 1. (B.10)
L’alge`bre des transformations de coordonne´es, de de´terminant e´gal a` 1, qui pre´servent les
relations de plan quantique re´duit est appele´e F . F est obtenue en quotientant Funq(SL(2))
par des ide´aux bilate`res, qui sont des ide´aux de Hopf. F est donc aussi un groupe quantique,
mais de dimension finie : dim(F) = N3. Le dual de F , appele´H (et souvent note´ uq(sl(2)) dans
la litte´rature), est aussi un groupe quantique de dimension finie. Il est obtenu en quotientant
Uq(sl(2)) par les ide´aux bilate`res engendre´s par les relations suivantes
7 :
KN = l1, XN+ = 0, X
N
− = 0. (B.11)
7Ces relations de quotient sont strictement valables pour le cas N impair. Pour le cas N pair, elles de´pendent
de la parite´ de N
2
, et la discussion est un peu plus de´licate (pour une discussion de ce proble`me, voir [1]).
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L’e´tude de la repre´sentation re´gulie`re (a` gauche) de Uq(sl(2)) , avec q racine de l’unite´, est
pre´sente´e dans [1]. Une autre manie`re d’e´tudier les repre´sentations deH est pre´sente´e dans [82,
24], a` travers un isomorphisme entre H et un groupe quantique construit a` partir de variables
anticommutantes [72] (variables de Grassmann). Cet isomorphisme a e´te´ explicitement de´crit
dans [22] pour le cas N=3 (voir aussi [24]), et de fac¸on plus ge´ne´rale dans une des sections de
[72].
Exemple : cas N=5
Soit H le quotient de Uq(sl(2)), pour q5 = 1. Alors, H est isomorphe a` [72] :
H ∼=M5 ⊕ (M4|1(Λ2))0 ⊕ (M3|2(Λ2))0 = M5Λ
Un e´le´ment h de M5Λ est de la forme suivante :
h =

∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗
⊕

• • • • ◦
• • • • ◦
• • • • ◦
• • • • ◦
◦ ◦ ◦ ◦ •
⊕

• • • ◦ ◦
• • • ◦ ◦
• • • ◦ ◦
◦ ◦ ◦ • •
◦ ◦ ◦ • •

ou` nous avons introduit les notations suivantes :
- ∗ pour un e´le´ment de C
- • pour un e´le´ment de la forme α+ βθ1θ2 α, β ∈ C
- ◦ pour un e´le´ment de la forme γθ1 + δθ2 γ, δ ∈ C
et ou` θ1 et θ2 sont deux e´le´ments (variables de Grassmann) qui ve´rifient les relations suivantes :
θ21 = θ
2
2 θ1θ2 = −θ2θ1 (B.12)
Cet isomorphisme permet de construire les repre´sentations de H, et notamment d’obtenir ses
repre´sentations irre´ductibles. Si nous ne´gligeons les repre´sentations de q-dimension nulle (ce
sont les repre´sentations projectives inde´composables) et que nous dessinions le diagramme de
tensorialisation par la repre´sentation de dimension 2, nous obtenons alors le graphe A4 [23].
Ce re´sultat se ge´ne´ralise du moins pour le cas N impair, et nous obtenons ainsi le graphe
AN−1.
B.2.3 “Sous-groupes” finis de Uq(sl(2)) et graphes ADE
Le groupe quantique Uq(sl(2)) posse`de, pour q
N = 1, des quotients de Hopf de dimen-
sion finie : ces quotients sont des alge`bres non semi-simples mais posse`dent des repre´sentations
irre´ductibles en nombre fini. L’une d’entre-elles, de dimension classique N , est de q-dimension
nulle, les autres sont de q-dimension non nulle. De la meˆme manie`re que les irreps de
SU(2) sont labelle´es par les vertex du graphe A∞, le quotient de Uq(sl(2)) pour qN = 1
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posse`de des irreps de q-dimension non nulle labelle´es par les vertex du graphe AN−1, note´s
(τ0, τ1, · · · , τN−2) : ce graphe code la tensorialisation des irreps τi par la fondamentale τ1,
de q-dimension 2. Nous avons donc un analogue quantique du cas SU(2), les graphes AN−1
pouvant eˆtre vus comme la correspondance quantique du graphe A∞.
Nous voudrions, d’une manie`re analogue a` ce qui a e´te´ vu pour le cas du groupe SU(2),
classifier les “sous-groupes” finis de Uq(sl(2)). E´videmment, le proble`me ici est tre`s diffe´rent,
Uq(sl(2)) n’e´tant pas un groupe, il faut trouver une formulation ade´quate de ce proble`me. Une
pre´sentation de la correspondance de McKay quantique, utilisant le langage des cate´gories,
est pre´sente´e dans [54].
Rappelons ici les re´sultats e´nonce´s dans le chapitre 3) :
• Les repre´sentations irre´ductibles σ des “sous-groupes” finis de Uq(sl(2)) sont labelle´es
par les vertex des diagrammes de Dynkin An, D2n, E6 et E8. Les irreps σ peuvent eˆtre
tensorialise´es entre-elles, nous dirons que les cas en question posse`dent la proprie´te´ de
self-fusion.
• A` coˆte´ de ces “sous-groupes”, il existe aussi des “modules”, pour lesquels les irreps
peuvent eˆtre tensorialise´es par les irreps du quotient de Uq(sl(2)) correspondant, mais
qui ne peuvent pas eˆtre tensorialise´es entre-elles. Les “modules” qui ne sont pas des
“sous-groupes” sont de´crits par les diagrammes D2n+1 et E7.
Les diagrammes ADE, apparaissant ainsi dans l’analogue quantique de la correspondance de
McKay, sont illustre´s dans l’Annexe A.
Aucun lien direct entre les re´sultats que nous venons de rappeler (lie´s aux groupes quan-
tiques aux racines de l’unite´) et les bige`bres B(G) (lie´es a` des chemins sur des diagrammes de
Coxeter-Dynkin) n’est connu a` ce jour. C’est une direction qu’il serait inte´ressant d’explorer.
Annexe C
Quelques de´finitions alge´briques
C.1 Alge`bre de Hopf
Une alge`bre (A,+, ·; k) sur un corps k est un espace vectoriel sur k, muni d’un produit
associant a` tout couple (a, b) ∈ A × A un e´le´ment a · b de A, de manie`re compatible avec
l’addition :
a · (b+ c) = (a · b) + (a · c) ∀a, b, c ∈ A
et avec l’action de k :
α(a · b) = (αa) · b = a · (αb) ∀a, b ∈ A, ∀α ∈ k
Ces deux proprie´te´s peuvent eˆtre re´sume´es en imposant que le produit – qui sera aussi note´
µ – soit une application line´aire de A⊗A −→ A. Nous avons : µ(a⊗ b) = a · b, pour a, b ∈ A.
De meˆme, l’existence d’un neutre 1A ∈ A pour le produit se traduit par l’existence d’une
application line´aire η : k −→ A telle que η(1) = 1A. Par la suite, nous allons conside´rer des
alge`bres associatives et unitales. Le fait que le produit soit associatif (a · (b · c) = ((a · b) · c) et
posse`de un neutre a` gauche et a` droite (a ·1A = 1A ·a = a) s’e´crit sous la forme de diagrammes








id⊗ µ µ associativite´
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A












id⊗ ηη ⊗ id
µ∼= ∼=
unite´
L’e´criture de ces diagrammes a e´te´ faite pour faciliter l’introduction de la notion de coge`bre.
Une coge`bre est un espace vectoriel, muni d’applications line´aires ∆ : A −→ A ⊗ A et
ǫ : A −→ k, qui ve´rifient les proprie´te´s de coassociativite´ et de counite´ obtenues en inversant








∆ ∆⊗ id coassociativite´
A














Nous pouvons maintenant e´noncer les de´finitions d’alge`bre et de coge`bre de manie`re concise :
De´finition 15 Une alge`bre est un triplet (A,µ, η), ou` A est un espace vectoriel, et :
µ : A⊗A −→ A , η : k −→ A ,
sont des applications line´aires, appele´es produit et unite´, satisfaisant les relations suivantes :
µ ◦ (µ⊗ id ) = µ ◦ (id⊗ µ)
µ ◦ (η ⊗ id ) = µ ◦ (id⊗ η) = id
De´finition 16 Une coge`bre est un triplet (A,∆, ǫ), ou` A est un espace vectoriel, et :
∆ : A −→ A⊗A , ǫ : A −→ k ,
sont des applications line´aires, appele´es coproduit et counite´, satisfaisant les relations suiv-
antes :
(∆ ⊗ id ) ◦∆ = (id⊗∆) ◦∆
(ǫ⊗ id ) ◦∆ = (id⊗ ǫ ) ◦∆ = id
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Notation de Sweedler : nous introduisons une convention de notation, introduite par
Sweedler [83], tre`s utile pour la clarte´ des calculs. Soit A une coge`bre et un e´le´ment a ∈ A.





= a(1) ⊗ a(2) sommation implicite
De´finition 17 Le produit tensoriel de deux alge`bres A1 et A2 est une alge`bre dont l’espace
vectoriel est le produit tensoriel des espaces vectoriels de A1 et de A2, et dont le produit
µ′ : (A⊗A)⊗ (A⊗A) −→ A⊗A est une application line´aire telle que :
µ′ = (µ ◦ µ) ◦ (id⊗ τ ⊗ id) ,
ou` τ est l’ope´rateur de flip : τ(a⊗ b) = b⊗ a. Nous pouvons e´crire le produit plus simplement
comme :
(a⊗ b) · (c⊗ d) = (a · c)⊗ (c · d) ,
De´finition 18 Le produit tensoriel de deux coge`bres A1 et A2 est une coge`bre dont l’espace
vectoriel est le produit tensoriel des espaces vectoriels de A1 et de A2, et dont le coproduit
∆′ : A⊗A −→ A⊗A⊗A⊗A est une application line´aire telle que :
∆′ = (id⊗ τ ⊗ id) ◦ (∆⊗∆)
i.e. ∆′(a⊗ b) = a(1) ⊗ b(1) ⊗ a(2) ⊗ b(2)
Par abus de langage, nous noterons souvent le produit et le coproduit (µ′,∆′) aussi par (µ,∆).
The´ore`me 11 Supposons que A posse`de une structure d’alge`bre (A,µ, η) et une structure de
coge`bre (A,∆, ǫ). Alors, les deux assertions suivantes sont e´quivalentes [52] :
– µ et η sont des morphismes de coge`bres.
– ∆ et ǫ sont des morphismes d’alge`bres.
Par exemple, pour satisfaire la deuxie`me assertion, il faut ve´rifier que :
∆(a · b) = ∆(a) ·∆(b) ∆(1A) = 1A ⊗ 1A
ǫ (a · b) = ǫ (a) · ǫ (b) ǫ (1A) = 1
De´finition 19 Une bige`bre est un quintuple (A,µ, η,∆, ǫ), ou` (A,µ, η) est une alge`bre,
(A,∆, ǫ) est une coge`bre, et qui ve´rifie une des deux conditions e´quivalentes pre´ce´dentes.
Etant donne´es une alge`bre (B,µ, η) et une coge`bre (C,∆, ǫ), conside´rons deux applications
line´aires f et g de C vers B. Nous de´finissons alors la convolution f ⋆g qui est la composition
des applications suivantes : C
∆−→ C ⊗ C f⊗g−→ B ⊗B µ−→ B, qui s’e´crit :
f ⋆ g = µ ◦ (f ⊗ g) ◦∆
Lorsque nous avons une bige`bre (A,µ, η,∆, ǫ), nous pouvons conside´rer le cas B = C = A et
de´finir la convolution sur l’espace vectoriel des endomorphismes de A :
158 C. Quelques de´finitions alge´briques
De´finition 20 Un endomorphisme S : A −→ A est appele´ antipode, si :
S ⋆ id = id ⋆ S = η ◦ ǫ
i.e. µ ◦ (S ⊗ id) ◦∆ = µ ◦ (id⊗ S) ◦∆ = η ◦ ǫ
Une bige`bre avec antipode est une bige`bre de Hopf, comune´ment appele´e alge`bre de Hopf.
De´finition 21 Le dual d’une alge`bre de Hopf (A,µ, η,∆, ǫ) est l’espace dual Â =
Homk(A, k) muni des structures (µ̂, η̂, ∆̂, ǫ̂, Ŝ) de´finies a` partir de celles de A par la donne´e
d’un pairing 〈 , 〉 : Â×A→ k tel que, pour x, y ∈ A et ψ, φ ∈ Â :
〈µ̂(ψ ⊗ φ), x〉 = 〈ψ ⊗ φ,∆(x)〉
〈∆̂(ψ), x ⊗ y〉 = 〈ψ, µ(x⊗ y)〉
〈η̂(1), x〉 = ǫ(x)
ǫ̂(ψ) = 〈ψ, η(1)〉
〈Ŝ(ψ), x〉 = 〈ψ, S(x)〉
C.2 Alge`bre de Hopf faible
Nous pre´sentons ici les axiomes d’une alge`bre de Hopf faible, tels qu’ils ont e´te´ pre´sente´s
dans [9].
De´finition 22 Une alge`bre de Hopf faible (WHA) est un sextuple (A,µ, η,∆, ǫ, S) satisfaisant
les axiomes 1 a` 4 suivants :
Axiome 1 (A,µ, η) est une alge`bre :
µ ◦ (µ⊗ id) = µ ◦ (id⊗ µ)
µ ◦ (η ⊗ id) = µ ◦ (id⊗ η) = id
Axiome 2 (A,∆, ǫ) est une coge`bre :
(∆⊗ id) ◦∆ = (id⊗∆) ◦∆
(ǫ⊗ id) ◦∆ = (id⊗ ǫ) ◦∆ = id
Axiome 3 Les deux structures sont compatibles selon :
(i) ∆ est multiplicatif :
∆ ◦ µ = (µ ◦ µ) ◦ (id⊗ τ ⊗ id) ◦ (∆ ⊗∆)
i.e., ∆(x · y) = ∆(x) ·∆(y)
(ii) ǫ est faiblement multiplicatif :
(ǫ⊗ ǫ) ◦ (µ ⊗ µ) ◦ (id⊗∆⊗ id) = ǫ ◦ µ ◦ (µ ⊗ id)
(ǫ⊗ ǫ) ◦ (µ ⊗ µ) ◦ (id⊗∆op ⊗ id) = ǫ ◦ µ ◦ (µ ⊗ id)
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ou` ∆op = τ ◦∆. Utilisant la convention de Sweedler, ces deux e´quations s’e´crivent plus
simplement :
ǫ(x · y · z) = ǫ(x · y(1)) · ǫ(y(2) · z)
ǫ(x · y · z) = ǫ(x · y(2)) · ǫ(y(1) · z)
(iii) η est faiblement multiplicatif :
∆2(1A) = (∆(1A)⊗ 1A) · (1A ⊗∆(1A))
∆2(1A) = (1A ⊗∆(1A)) · (∆(1A)⊗ 1A)
ou` ∆2 = (∆ ⊗ id) ◦∆ = (id⊗∆) ◦∆
Axiome 4 Existence d’une antipode S satisfaisant :
S(x) = S(x(1)) · x(2) · S(x(3)) (C.1)
x(1) · S(x(2)) = ǫ(1(1) · x) · 1(2) (C.2)
S(x(1)) · x(2) = 1(1) · ǫ(x1(2)) (C.3)
Une WHA devient une alge`bre de Hopf (usuelle) si l’une des conditions suivantes est
satisfaite :
• ∆(1A) = 1A ⊗ 1A
• ǫ(x · y) = ǫ(x) · ǫ(y)
C.3 Divers
Conside´rons le groupe de permutations Sn sur n objets, engendre´ par les transpositions ti
(1 ≤ i ≤ n− 1), qui permutent les objets i et i+ 1. En conside´rant une combinaison line´aire
dans C de tels e´le´ments, nous obtenons l’alge`bre de permutations CSn :
De´finition 23 Soit un entier n ≥ 1. L’alge`bre du groupe de permutations CSn est l’alge`bre
associative unitale engendre´e par n ge´ne´rateurs (1, t1, t2, . . . , tn−1) satisfaisant aux relations
suivantes :
(i) t2i = 1
(ii) ti tj = tj ti pour |i− j| ≥ 2
(iii) ti+1 ti ti+1 = ti ti+1 ti
De´finition 24 Soit un entier n ≥ 1. L’alge`bre du groupe des tresses CBn est l’alge`bre as-
sociative unitale engendre´e par n ge´ne´rateurs (1, b1, b2, . . . , bn−1) satisfaisant aux relations
suivantes :
(i) bi bj = bj bi pour |i− j| ≥ 2
(ii) bi+1 bi bi+1 = bi bi+1 bi
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De´finition 25 Soit un entier n ≥ 1 et un parame`tre q ∈ C. L’ alge`bre de Hecke Hn(q) est
l’alge`bre associative unitale engendre´e par n ge´ne´rateurs (1, g1, g2, . . . , gn−1) satisfaisant aux
relations suivantes :
(i) g2i = (q − 1)gi + q
(ii) gi gj = gj gi pour |i− j| ≥ 2
(iii) gi+1 gi gi+1 = gi gi+1 gi
Pour q → 1, l’alge`bre de Hecke Hn(q) se re´duit a` CSn. Nous pouvons donc voir l’alge`bre de
Hecke comme une de´formation de l’alge`bre du groupe des permutations.
Dans Hn(q), effectuons le chagement de base suivant :
gi = (qˆ
2 + 1)eˆi − 1 ou` qˆ2 = q
Dans cette nouvelle base de n ge´ne´rateurs 1, eˆ1, . . . , eˆn−1, les relations s’e´crivent :
(i) eˆ2i = eˆi
(ii) eˆi eˆj = eˆj eˆi pour |i− j| ≥ 2
(iii) eˆi+1 eˆi eˆi+1 − qˆ
2
(1 + qˆ2)2




Jusqu’ici, nous n’avons fait que reformuler la de´finition de l’alge`bre de Hecke Hn(q).
Maintenant, imposons la relation de Jones :
eˆi+1 eˆi eˆi+1 − τ eˆi+1 = 0





est le parame`tre de Jones. Nous obtenons alors l’alge`bre de Temperley-
Lieb Tn(qˆ) :
De´finition 26 Soit un entier n ≥ 1 et un parame`tre τ ∈ C. L’alge`bre de Temperley-Lieb
Tn(τ) est l’alge`bre associative unitale engendre´e par n ge´ne´rateurs (1, e1, e2, . . . , en−1) satis-
faisant aux relations suivantes :
(i) e2i = ei
(ii) ei ej = ej ei pour |i− j| ≥ 2
(iii) ei ei±1 ei = τei
Nous voudrions obtenir une C∗−alge`bre en imposant la condition de Jones :
e∗i = ei (C.4)
The´ore`me 12 (Jones) Il n’est possible d’imposer la relation (C.4) que pour les valeurs suiv-
antes de β :
– β ≥ 2
– β = 2cos(
π
N
) pour un entier N > 2
Annexe D
Fonctions de partition ge´ne´ralise´es
D.1 Cas ŝu(2)
D.1.1 Le cas A4
Z11 = Z00 +Z20
ZA4 = Z00 =
∑3
i=0 |χi|
2 Z12 = Z21 = Z10 +Z30
Z10 = Z01 = (χ0χ1 + χ1χ2 + χ2χ3) + h.c. Z13 = Z31 = Z20
Z20 = Z02 = |χ1|
2 + |χ2|
2 + [(χ0χ2 + χ1χ3) + h.c.] Z22 = Z00 +Z20
Z30 = Z03 = (χ0χ3 + χ1χ2) + h.c. Z23 = Z10
Z33 = Z00
Tab. D.1 – Fonctions de partition ge´ne´ralise´es du mode`le A4.
D.1.2 Le cas E6
χˆ0 = χ0 + χ6 χˆ3 = χ3 + χ7
χˆ1 = χ1 + χ5 + χ7 χˆ4 = χ4 + χ10
χˆ2 = χ2 + χ4 + χ6 + χ8 χˆ5 = χ3 + χ5 + χ9
Tab. D.2 – Caracte`res e´tendus du mode`le E6 en fonction des caracte`res de A11.
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ZE6 = Z0 = |χˆ0|2 + |χˆ3|2 + |χˆ4|2 Z11′ = |χˆ1|2 + |χˆ2|2 + |χˆ5|2
Z3 = (χˆ0 + χˆ4)χˆ3 + χˆ3(χˆ0 + χˆ4) Z21′ = (χˆ1 + χˆ5)χˆ2 + χˆ2(χˆ1 + χˆ5)
Z4 = |χˆ3|2 + χˆ0.χˆ4 + χˆ4.χˆ0 Z51′ = |χˆ2|2 + χˆ1.χˆ5 + χˆ5.χˆ1
Z1 = χˆ1.χˆ0 + χˆ2.χˆ3 + χˆ5.χˆ4 Z1′ = Z∗1
Z2 = χˆ2(χˆ0 + χˆ4) + (χˆ1 + χˆ5)χˆ3 Z31′ = Z∗2
Z5 = χˆ1.χˆ4 + χˆ2.χˆ3 + χˆ5.χˆ0 Z41′ = Z∗5
Tab. D.3 – Fonctions de partition (a` une ligne de de´fauts) du mode`le E6.
D.1.3 Le cas E8
χˆ0 = χ0 + χ10 + χ18 + χ28
χˆ1 = χ1 + χ9 + χ11 + χ17 + χ19 + χ27
χˆ2 = χ2 + χ8 + χ10 + χ12 + χ16 + χ18 + χ20 + χ26
χˆ3 = χ3 + χ7 + χ9 + χ11 + χ13 + χ15 + χ17 + χ19 + χ21 + χ25
χˆ4 = χ4 + χ6 + χ8 + χ10 + χ12 + 2χ14 + χ16 + χ18 + χ20 + χ22 + χ24
χˆ5 = χ5 + χ9 + χ13 + χ15 + χ19 + χ23
χˆ6 = χ6 + χ12 + χ16 + χ22
χˆ7 = χ5 + χ7 + χ11 + χ13 + χ15 + χ17 + χ21 + χ23
Tab. D.4 – Caracte`res e´tendus du mode`le E8 en fonction des caracte`res de A29.
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Z10 = χˆ1.χˆ0 + χˆ7.χˆ6 = Z∗01
Z70 = χˆ7.χˆ0 + (χˆ1 + χˆ7).χˆ6 = Z∗07 = Z∗61
ZE8 = Z00 = |χˆ0|2 + |χˆ6|2 Z20 = χˆ2.χˆ0 + χˆ4.χˆ6 = Z∗02
Z60 = |χˆ6|2 + χˆ0.χˆ6 + χˆ6.χˆ0 Z40 = χˆ4.χˆ0 + (χˆ2 + χˆ4).χˆ6 = Z∗04 = Z∗62
Z11 = |χˆ1|2 + |χˆ7|2 Z50 = χˆ5.χˆ0 + χˆ3.χˆ6 = Z∗05
Z71 = |χˆ7|2 + χˆ1.χˆ7 + χˆ7.χˆ1 Z30 = χˆ3.χˆ0 + (χˆ3 + χˆ5).χˆ6 = Z∗03 = Z∗65
Z22 = |χˆ2|2 + |χˆ4|2 Z21 = χˆ2.χˆ1 + χˆ4.χˆ7 = Z∗12
Z42 = |χˆ4|2 + χˆ2.χˆ4 + χˆ4.χˆ2 Z41 = χˆ4.χˆ1 + (χˆ2 + χˆ4).χˆ7 = Z∗14 = Z∗72
Z55 = |χˆ3|2 + |χˆ5|2 Z52 = χˆ5.χˆ2 + χˆ3.χˆ4 = Z∗25
Z35 = |χˆ3|2 + χˆ5.χˆ3 + χˆ3.χˆ5 Z32 = χˆ3.χˆ2 + (χˆ3 + χˆ5).χˆ4 = Z∗23 = Z∗45
Z15 = χˆ1.χˆ5 + χˆ7.χˆ3 = Z∗51
Z75 = χˆ7.χˆ5 + (χˆ1 + χˆ7).χˆ3 = Z∗57 = Z∗31
Tab. D.5 – Fonctions de partition (a` une ligne de de´fauts) du mode`le E8.
D.1.4 Le cas D4
χˆ0 = χ0 + χ4 χˆ1 = χ1 + χ3 χˆ2 = χˆ2′ = χ2
Tab. D.6 – Caracte`res e´tendus du mode`le D4 en fonction des caracte`res de A5.
ZD4 = Z0,+ = |χˆ0|
2 + |χˆ2|
2 + |χˆ2′ |
2 Z0,− = |χˆ1|
2
Z1,+ = χˆ1.(χˆ0 + χˆ2 + χˆ2′) Z1,− = Z
∗
1,+
Z2,+ = χˆ0.χˆ2 + χˆ2.χˆ2′ + χˆ2′ .χˆ0 Z2,− = |χˆ1|
2
Z2′,+ = χˆ0.χˆ2′ + χˆ2′ .χˆ2 + χˆ2.χˆ0 = Z2,+ Z2′ ,− = |χˆ1|
2
Tab. D.7 – Fonctions de partition (a` une ligne de de´fauts) du mode`le D4.
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D.1.5 Le cas D6
χˆ0 = χ0 + χ8 χˆ2 = χ2 + χ6 χˆ4 = χ4
χˆ1 = χ1 + χ7 χˆ3 = χ5 + χ5 χˆ4′ = χ4′
Tab. D.8 – Caracte`res e´tendus du mode`le D6 en fonction des caracte`res de A9.
ZD6 = Z0,+ = |χˆ0|
2 + |χˆ2|
2 + |χˆ4|
2 + |χˆ4′ |
2 Z0,− = |χˆ1|
2 + |χˆ3|
2




2 + (χˆ0.χˆ2 + χˆ2.χˆ4 + χˆ2.χˆ4′ + χˆ4.χˆ4′ + h.c.) Z2,− = |χˆ1 + χˆ3|
2 + |χˆ3|
2





2 + (χˆ0.χˆ4 + χˆ2.χˆ4′ + h.c.) Z4,− = |χˆ3|
2 + (χˆ1.χˆ3 + h.c.)
Z4′,+ = |χˆ2|
2 + |χˆ4′ |
2 + (χˆ0.χˆ4′ + χˆ2.χˆ4 + h.c.) = Z4,+ Z4′,− = Z4,−
Tab. D.9 – Fonctions de partition (a` une ligne de de´fauts) du mode`le D6.
D.1.6 Le cas D5
ZD5 = Z0 = |χ0|2 + |χ2|2 + |χ3|2 + |χ4|2 + |χ6|2 + (χ1.χ5 + h.c.)
Z1 = (χ0 + χ2).χ1 + χ4.(χ0 + χ2) + χ1.(χ4 + χ6) + (χ4 + χ6).χ5 + [(χ2.χ3 + χ3.χ4) + h.c.]
Z2 = |χ2 + χ4|2 + |χ3|2 + [(χ0.χ2 + χ1.χ3 + χ1.χ5 + χ3.χ5 + χ4.χ6) + h.c.]
Z3 = [(χ0 + χ2 + χ4 + χ6).χ3 + (χ1 + χ5).(χ2 + χ4) + h.c.]
Z4 = |χ1|2 + |χ3|2 + |χ5|2 + |χ2 + χ4|2 + [(χ0.χ4 + χ1.χ3 + χ2.χ6 + χ3.χ5) + h.c.]
Z5 = Z∗1
Z6 = |χ1|2 + |χ3|2 + |χ5|2 + [(χ0.χ6 + χ2.χ4) + h.c.]
Tab. D.10 – Fonctions de partition (a` une ligne de de´fauts) du mode`le D5.
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D.1.7 Le cas E7
χˆ0 = χ0 + χ16 χˆ2 = χ2 + χ14 χˆ4 = χ4 + χ12 χˆ6 = χ6 + χ10 χˆ8 = χ8
χˆ1 = χ1 + χ15 χˆ3 = χ3 + χ13 χˆ5 = χ5 + χ11 χˆ7 = χ7 + χ9 χˆ8′ = χ8
Tab. D.11 – Caracte`res e´tendus du mode`le D10 (et E7) en fonction des caracte`res de A17.
ZE7 = Z0 = |χˆ0|
2 + |χˆ4|
2 + |χˆ6|
2 + |χˆ8′ |
2 + (χˆ2.χˆ8 + h.c.)
Z1 = Z
∗
(0) = χˆ1.(χˆ0 + χˆ8) + χˆ3.(χˆ4 + χˆ8) + χˆ5.(χˆ4 + χˆ6) + χˆ7.(χˆ2 + χˆ6 + χˆ8′)
Z2 = Z
∗
8 = |χˆ4 + χˆ6|
2 + χˆ2.(χˆ0 + χˆ4) + χˆ8.(χˆ6 + χˆ8′) + (χˆ0 + χˆ4).χˆ8 + (χˆ6 + χˆ8′).χˆ2
+ χˆ2.χˆ8 + (χˆ6.χˆ8′ + h.c.)
Z3 = Z
∗
(4) = χˆ1.(χˆ4 + χˆ8) + χˆ3.(χˆ0 + χˆ4 + χˆ6 + χˆ8) + χˆ5.(χˆ2 + χˆ4 + χˆ6 + χˆ8 + χˆ8′)
+ χˆ7.(χˆ2 + χˆ4 + 2 χˆ6 + χˆ8′)
Z4 = |χˆ4 + χˆ6|
2 + |χˆ6|
2 + |χˆ8′ |
2 + [χˆ0.χˆ4 + χˆ2.(χˆ4 + χˆ6 + χˆ8) + (χˆ4 + χˆ6).(χˆ8 + χˆ8′) + h.c.]
Z5 = Z
∗
(6) = χˆ1.(χˆ4 + χˆ6) + χˆ3.(χˆ2 + χˆ4 + χˆ6 + χˆ8 + χˆ8′) + χˆ5.(χˆ0 + χˆ2 + χˆ4 + 2 χˆ6 + χˆ8 + χˆ8′)
+ χˆ7.(χˆ2 + 2 χˆ4 + 2 χˆ6 + χˆ8 + χˆ8′)









(2) = χˆ1.(χˆ2 + χˆ6 + χˆ8′) + χˆ3.(χˆ2 + χˆ4 + 2 χˆ6 + χˆ8′) + χˆ5.(χˆ2 + 2 χˆ4 + 2 χˆ6 + χˆ8 + χˆ8′)
+ χˆ7.(χˆ0 + χˆ2 + 2 χˆ4 + 2 χˆ6 + 2 χˆ8 + χˆ8′)
Z8′ = |χˆ2|
2 + |χˆ4 + χˆ6|
2 + |χˆ8|
2 + |χˆ8′ |
2 + [(χˆ0 + χˆ4).χˆ8′ + (χˆ2 + χˆ8).χˆ6 + h.c.]
Z(1) = |χˆ1 + χˆ7|
2 + |χˆ3 + χˆ5 + χˆ7|
2 + |χˆ5|
2
Z(3) = |χˆ3 + χˆ5 + χˆ7|
2 + |χˆ5 + χˆ7|
2 + |χˆ7|
2 + [χˆ1.(χˆ3 + χˆ5 + χˆ7) + χˆ3.(χˆ5 + χˆ7) + χˆ5.χˆ7 + h.c.]
Z(5) = |χˆ3 + χˆ7|
2 + |χˆ5|
2 + [χˆ1.χˆ5 + χˆ5.χˆ7 ++h.c.]
Tab. D.12 – Fonctions de partition (a` une ligne de de´fauts) du mode`le E7.
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D.2 Cas ŝu(3) : E5
χˆ10 = χ0,0 + χ2,2 χˆ13 = χ0,3 + χ3,0 χˆ20 = χ1,1 + χ1,4 + χ2,2 + χ3,0 χˆ23 = χ1,1 + χ1,4 + χ2,2 + χ3,0
χˆ11 = χ0,2 + χ3,2 χˆ15 = χ2,0 + χ2,3 χˆ21 = χ1,0 + χ1,3 + χ2,1 + χ3,2 χˆ22 = χ0,1 + χ3,1 + χ1,2 + χ2,3
χˆ12 = χ1,2 + χ5,0 χˆ14 = χ2,1 + χ0,5 χˆ24 = χ0,2 + χ1,3 + χ2,1 + χ4,0 χˆ25 = χ2,0 + χ3,1 + χ2,1 + χ3,2





































































































Tab. D.14 – Fonctions de partition (a` une ligne de de´fauts) du mode`le E5.
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