In this paper, we address the question of which low-level acoustical features are the most suitable for identifying music beats computationally. We consider 172 features computed on consecutive signal frames and systematically evaluate their individual value in the task ofproviding reliable cues for the presence and localisation of beats in music signals. We compare two ways of evaluating features: their accuracy in a song-specific classification task (classifying beats vs nonbeats) and their performance as a front-end to a beat tracking system.
INTRODUCTION
Many algorithms have been proposed for beat induction and tracking from music audio signals (see [1] for a review), and most of these algorithms share a common general scheme. First, the audio data is parsed into temporal series of features which hopefully convey the predominant rhythmic information. These features are then processed in order to highlight intrinsic periodicities (pulse induction). Music data are rarely exactly periodic, so algorithms implement strategies to cope with deviations from constant tempo (beat tracking).
While, on the one hand, many diverse formalisms have been proposed to induce periodicities from feature lists (e.g. autocorrelation, Fourier transform, comb filterbanks) and to track changing periodicities (e.g. rule-based models, adaptive oscillators, agents), on the other hand, the literature on lowlevel features for beat induction and tracking is scarce. Music perception literature does refer to many different cues to beat induction and tracking ("phenomenal accents"), such as patterns oftime intervals, sudden changes in dynamics or timbre, long notes, pitch leaps and harmonic changes. However, most of these theories have been developed with easily be translated into algorithms dealing with audio signals.
A scan of the literature [1] reveals that relatively few lowlevel features have been considered so far; these are energy values or their temporal variations in several frequency bands, some onset detection functions [2] , spectral flux [3] and a few other spectral features.
In this paper, we aim to identify systematically among a large number of low-level features computed at a regular sampling rate those whose temporal behavior would best indicate the presence and localisation of beats, as measured on audio data whose beats have been previously manually annotated. to f92, first-order differentials: f93 to f128 and magnitudenormalised first-order differentials: f129 to f164). An implementation ofthe energy features proposed in [6] (f165 to f168). The implementation by [7] of 4 onset detection features, i.e. high-frequency content (f169), phase deviation (f170), spectral difference (f171) and complex spectral difference (f172). More details on feature implementation can be found in [4] .
DATA, METADATA AND FEATURES
3. METHODS
Classification
We define two classes: beats and non-beats, and evaluate features on each music piece according to the following criterion: relevant features are those whose values permit a machine learning algorithm to achieve high levels of accuracy in beat classification. Given the time indexes of beats and the time series of frame feature values, the feature value associated with each beat is taken from the frame in the near vicinity of the beat where the feature value is maximum [4] . Instances of non-beats are generated by selecting a random point between each pair of beats. We used a total of 89283 non-beats. Features are evaluated according to the predictive accuracy of an instance-based classifier (k-NN, with k=3).2 Classification accuracies are computed via 10-fold cross-validations, computed on individual music pieces. An accuracy estimate of a given feature subset is obtained for each piece, and the final accuracy estimate is then computed as the average over the whole set of pieces (or the pieces of a specific music category, when indicated). The evaluation of a given feature accounts for a reduced number of instances taken from the same music piece, hence the obvious danger of overfitting. However, we get a valid estimate of relevance of this feature by averaging over a significant number of music pieces.
As we define almost the same number of beats and nonbeats for each piece, the classification rate when always guessing the most probable class (i.e. the baseline) is 50%. This value should be kept in mind when assessing the goodness of any feature set (an accuracy of 50% is bad as it corresponds to the chance level).
1Here, all frequency subbands are ordered from low to high frequencies. 2Experiments described in this paper have been conducted with the free software Weka, available under GPL at http: //www. cs. waikato. ac. nz/ml/weka.
Beat tracking
The second evaluation procedure focuses on the performance of each feature as front-end to the beat tracking system BeatRoot [8] . In BeatRoot, initial processing of the audio signal is concerned with finding the onsets of music notes. The original version of BeatRoot used a time-domain onset detection algorithm, which found local peaks in the slope of a smoothed amplitude envelope. Although well-suited to music with drums, this method was less reliable at finding onsets of other instruments, especially in a polyphonic setting, so it was replaced with an onset detector based on spectral flux (with a slightly different implementation of f171, see [9] ). In these experiments, the spectral flux function is replaced by the feature which is being evaluated, and peaks in this feature are considered as onsets for the purposes of beat tracking.
Given a feature vector f (i), the peak-picking algorithm selects a peak at frame number n, subject to the following constraints:
where w = 3 is the size of the window used to find a local maximum, m = 3 is a multiplier so that the mean is calculated over a larger range before the peak, 3 is the threshold above the local mean which an onset must reach, and g, (n) is a threshold function with parameter a given by g, (n) max(f (n), ag,(n -1) + (1 -)f (n))
The tempo induction algorithm uses the calculated onset times to compute clusters of inter-onset intervals (IOIs). An 101 is defined to be the time interval between any pair of onsets, not necessarily successive. A clustering algorithm finds the most significant metrical units, and the clusters are then compared to find reinforcing groups, and a ranked set of tempo hypotheses is computed. Based on these hypotheses, the beat tracking algorithm employs a multiple agent architecture to match sequences of beats to the music, where each agent represents a specific tempo and alignment of beats with the music. The agents are evaluated on the basis of the regularity, continuity and salience of the onsets corresponding to hypothesised beats, and the highest ranked beat sequence is returned as the solution.
These beat sequences are evaluated by combining the number of matched beats b, the number of false positives p and the number of false negatives n to give a score between 0 and 1: score bpn b+p+n'
RESULTS
The performance of individual features in both tasks is shown in Figure 1 . These factors make the classification accuracies overly optimistic with respect to the beat tracking task.
Even if the curves do not have exactly the same shape, they are correlated. To a certain extent, with the exception of some outliers, the relative ranking of features is similar in both tasks (at least within a given feature family). This confirms that classification accuracies are somewhat representative of the worth of features for beat tracking.
However, in some cases, relative feature rankings are not similar for both methods. It is our belief that differences in relative ranking indicate features for which the use of groundtruth data makes a difference in the determination of beats. For instance, features related to the representation of the timbre the first-order differential of MFCCs (features 20 to 32) and some spectral features such as the spectrum centroid (f15) and flatness (f16) are very good for classification while they do not score well in beat tracking. It may be that these timbre features work well in classification because they permit the classifier to learn global spectral shapes (i.e. rough instrument models) specific to beats of each music piece. On the other hand, the beat tracker derives discrete data (peak positions) from continuous features by peak-picking, and peaks detected in timbre features represent beat positions and periodicities of interest relatively badly (with respect to other features). The beat tracker peak-picking algorithm does adapt its threshold to each music piece, but, unlike the classifier, this adaptation is unsupervised, i.e. it has no feedback about what works and what does not. In sum, timbre features are relevant in the representation of beats, but in order to take the most advantage of these features, beat tracking should adapt in some way to the particular timbre recurring on the beats of each music piece at hand.
As can be seen in Table 1 , on average, the best feature for classification is the first-order differential of the first MFCC (which amounts to the variation of the signal energy in dB). Other good features are the variation of the energy in low and high frequency bands (between 100 and 400 Hz and above 5 kHz) and ofmeasures ofthe spectrum magnitude mean (features 17 to 19). These features are correlated with note onsets. Beat tracking also performs very well with these features, and also with [7] may be the instrument which is, on average, least representative of the metrical structure. We can also see in Table 1 that the best features depend to some extent on music category. The union of the 4 best features for each ofthe 10 music categories amounts to a set of 16 different features for classification and 19 different features for beat tracking. This indicates that a beat tracker may take advantage of a hypothetical knowledge of the music genre of the pieces it has to process. For instance, ifthe best feature per category is used instead of the globally best (complex spectral difference), an improvement of 3.1 percentage points is obtained (i.e. 48.1 % instead of 45%).
SUMMARY AND FUTURE WORK
The main contribution of this paper is to put forward a new issue in automatic rhythm description of audio signals: the question of which acoustical features are the most adequate for identifying music beats computationally. We evaluated the worth of a large number of features in both a classification task and a beat tracking system. Individual features which are globally best for beat tracking are those which indicate the presence of onsets [7] . Energy features are more relevant in low and high frequency bands. However, feature performance depends on music category. Deeper analyses of errors will determine the extent to which features fail on specific categories. The difference between classification and beat tracking performance shows that performance could be potentially improved by using some knowledge of the acoustical characteristics of the beats of each music piece. This is especially true for the case of timbre features which, although they are shown to capture beat characteristics, are relatively irrelevant in unsupervised beat tracking. Future research could therefore focus on adaptive beat tracking. A starting point may be the design of interactive beat trackers where the user would have to provide some simple feedback on how well the algorithm is doing or e.g. specify a few beats manually. This feedback could be used by the algorithm to better define the concept of beat on each piece. Future work could also be dedicated to evaluate combinations of features instead of individual features [4] , conduct a sample-by-sample classification experiment, and extend the analysis to different beat trackers (e.g. that do not discretise features).
