We apply the newly derived nonadiabatic golden-rule instanton theory to asymmetric models describing electron-transfer in solution. The models go beyond the usual spin-boson description and have anharmonic free-energy surfaces with different values for the reactant and product reorganization energies. The instanton method gives an excellent description of the behaviour of the rate constant with respect to asymmetry for the whole range studied. We derive a general formula for an asymmetric version of Marcus theory based on the classical limit of the instanton and find that this gives significant corrections to the standard Marcus theory. A scheme is given to compute this rate based only on equilibrium simulations. We also compare the rate constants obtained by the instanton method with its classical limit to study the effect of tunnelling and other quantum nuclear effects. These quantum effects can increase the rate constant by orders of magnitude.
I. INTRODUCTION
Chemical reactions involving electron transfer (ET) occur in many different environments, from redox reactions to photosynthesis and the harvesting of light in solar cells. 1 In the simplest ET reactions, the charge is transferred from a donor or acceptor, which can be as small as solvated ions, 2 or as large as protein complexes. 3 Thus there are at least two important electronic states involved in the reaction and typically the Born-Oppenheimer approximation breaks down, making it necessary to consider nonadiabatic dynamics to describe and predict the rate of the process.
In many cases, the rate can be considered to be in the golden-rule limit, 4 that is where the coupling, ∆, between the electronic states is assumed to be weak and the ET itself is the bottleneck to the reaction. Fermi's golden-rule thus provides an acceptable formula for the exact rate constant of the process. 5 It is obtained from perturbation theory with a lowest-order expansion in the coupling giving a rate proportional to ∆ 2 . Nonetheless as the eigenstates of the full Hamiltonian are generally not known, approximations to Fermi's golden-rule formula have to be made. Several theories have been proposed to tackle this kind of problem, most famously by Marcus.
1,6-9 Its simple form and wide range of applications make Marcus theory a standard approach to treat ET. The theory is derived by applying a classical transition-state theory approximation to Fermi's golden rule and making a number of assumptions about the shapes of the free-energy curves involved.
The standard assumption is that all nuclear degrees of freedom obey Gaussian statistics, leading to parabolic free-energy curves along the reaction coordinate. This describes the orientation of the nuclear coordinates, otherwise known as the environment, and is defined as the a) Electronic mail: jeremy.richardson@phys.chem.ethz.ch instantaneous vertical energy gap between the two electronic states involved. The ET rate can then be expressed in terms of the reorganization energy λ. This is defined as the free energy that is required to change the reaction coordinate from its value which minimizes the reactant free energy to its value which minimizes the product free energy without changing electronic state. By construction, the reactant and product free-energy curves have the same curvature and reorganization energies even for a biased system. 10 The standard Marcus theory rate constant is given by 
where β = (k B T ) −1 and is the difference between the minimum free energy of the reactant and the minimum free energy of the product. One of the main achievements of Marcus theory was the prediction of the behaviour of the rate in the inverted regime, where > λ, which was later confirmed by experiment.
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Much of the early work 6 was devoted to obtaining a formulation of the reorganization energy in terms of the dielectric continuum to describe the solvent. However, in modern theoretical chemistry, atomistic molecular dynamics simulations allow us to probe the microscopic quantities directly and different techniques are required for computing the rate. A number of early studies 2, 4, 12, 13 show how the free-energy curves can be computed from statistical mechanics and in many cases, the curves were found to be approximately parabolic in agreement with Marcus' assumptions.
There are however occasions where the parabolic assumption breaks down. For asymmetric reactions, there is no reason why the environment around the reactant and product should behave in the same way which leads to different reorganization energies for the reactant and product states. Computer simulations have found extreme cases where the reactant and product reorganization energies differ by up to a factor of 2 both in ET between solvated ions 14 and between sites in proteins.
This implies that the free-energy curves cannot be harmonic over all the reaction coordinate, although they may still be approximately harmonic around their equilibrium positions, 10 and therefore that the standard Marcus theory formula cannot be applied. The best solution to avoid this problem is to compute the free-energy curves directly from simulation; 4 using the energy gap as the reaction coordinate, the transition-state is found when the gap is zero. This gives the activation energy directly rather than indirectly approximating it from the reorganization energy as in Eq. (1) . Nonetheless the simplicity of the standard formulation in terms of reorganization energies is attractive and many recent computational studies rely only on simulations of these quantities. 16 We therefore propose in this work an asymmetric generalization of Marcus theory to treat such cases more accurately.
Quantum nuclear effects are also ignored by the standard Marcus theory. These effects allow for tunnelling of the nuclear coordinates and are expected to lead to a speed-up of the rate. One approach for including quantum effects into ET processes is to map the system onto a harmonic spin-boson model 17 and solve the resulting equations either using semiclassical approximations or numerically exactly. [18] [19] [20] [21] [22] This approach however cannot take account of anharmonicity as described above, although certain generalized spin-boson systems can still be studied within these approaches 23 and anharmonic effects treated within a perturbative approach.
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A method that promises to overcome both of the limitations of Marcus theory discussed above is semiclassical instanton theory, [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] which was recently extended to describe electron transfer in the nonadiabatic limit by one of us. 36, 37 This approach is applicable to multidimensional anharmonic potential-energy surfaces and takes both zero-point energy and nuclear tunnelling into account. Only simple numerical algorithms including a saddle-point optimization are required to apply the method and it is therefore computationally inexpensive. Additionally, the classical limit of this instanton theory, which will be formulated below, can be compared to the classical results obtained from standard Marcus theory.
Alternatively, a path-integral Monte Carlo method 38, 39 can be employed to give an approximation to the quantum rate constant. This was used by Chandler and coworkers to study the ferrous-ferric electron transfer 20 and found a speed-up of a factor of 60 compared to classical approaches. It is less computationally efficient than the instanton approach as it is necessary to sample a large number of path-integral configurations to achieve numerical convergence, although has the advantage of being easier to apply to atomistic liquid systems. For the system-bath model studied in this work, it is easy to show that the results of this approach will be equivalent to those of instanton theory. However, in general for anharmonic systems the classical limit of this pathintegral approach is not so clearly linked with transitionstate theory and casts doubt on its applicability in all regimes. 36, 37, 40 There are also other effects which are neglected here, and in order to describe certain problems it may be required to derive further extensions of the standard Marcus theory. In particular, it is possible to go beyond the golden-rule limit and compute rates for systems with stronger electronic couplings. [41] [42] [43] [44] [45] Semiclassical approximations for this have also been developed including an instanton approach related to ours 46 and Zhu-Nakamura theory. 47, 48 In this work both classical and semiclassical methods will be applied to an asymmetric system-bath model with anharmonic free-energy curves in order to explore the behaviour of the rates of various approaches with respect to both anharmonicity and tunnelling.
II. THEORY
The Hamiltonian describing an ET process can be represented in the diabatic representation aŝ (2) where |0 and |1 are the electronic states of the reactant and product which are coupled by ∆.
Here we will assume that the Condon approximation holds, such that ∆ is a constant. However, the instanton approach and its classical limit can be easily extended to describe a coordinate-dependent coupling ∆(x). Within the steepest-descent approximation, the value of coupling used in the equations should simply be that of the hopping point, i.e. ∆ ≡ ∆(x ‡ ). The HamiltoniansĤ 0 andĤ 1 describe the nuclear degrees of freedom of each electronic state and are of the formĤ
where x = (x 1 , . . . , x f ) are the nuclear coordinates and the functions V n (x) describe the reactant and product potential-energy surfaces (PES) on which the nuclei move. We use re-weighted coordinates such that each degree of freedom has the same mass, m. The rates do not depend on the choice of this parameter.
A. Instanton theory
The derivation of the semiclassical instanton approximation to the thermal rate in the weak-coupling, goldenrule limit is performed in a step-by-step manner in Ref. 36 . This follows a procedure almost identical to that used to obtain a rigorous rate theory in the adiabatic limit. 32, 33 It is thus related to the standard instanton formulas applicable when the Born-Oppenheimer approximation is valid. [25] [26] [27] [28] [29] [30] [31] 34, 35 Here we present an equivalent derivation in a more direct manner.
The flux correlation formulation 49, 50 gives the exact rate constant, k, in the golden-rule limit as
where
] is the reactant partition function and τ can in principle be any real number but is typically chosen in the range [0, β ] for numerical stability. The same formulation can also be obtained from linear-response theory.
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Expanding the trace in a coordinate-space representation gives
where the quantum propagator is defined as
In order to derive the instanton approximation to this rate constant, we replace the exact quantum propagators by van-Vleck semiclassical propagators, and employing steepest-descent integration over all three dummy variables. This is most easily done by choosing a value of τ such that the stationary point is at t = 0.
With an imaginary time argument, the van-Vleck propagator is given by the approximation 52,53
where S n is the Euclidean action 54 along the classical trajectory from
and the prefactor is given by
This approximation is equivalent to taking a steepestdescent integration of all the beads in a discretized pathintegral representation of the imaginary-time propagator. Stationary points are given by
∂ S ∂τ = 0, where S = S 0 + S 1 is the sum of the actions of the two imaginary-time trajectories. Thus the two trajectories together form a periodic orbit in the classically forbidden region under the barrier, which resembles the original instanton formulation. 25 The optimal hopping point,
is defined as the intersection of the trajectories, and obeys
. In this way, the formula for the instanton rate constant is obtained as
An equivalent steepest-descent approximation to the reactant partition function gives
where ω k are the normal mode frequencies at the minimum of V 0 (x). The final expression we obtain for the rate is identical to that derived in Ref. 36 and similar to that derived in a different way in Ref. 46 . Note that here we have taken steepest-descent approximations for the nuclear coordinates and the time variables simultaneously, and therefore the instanton approach in general gives a different result from that suggested by Wolynes 38 which is a form of quantum instanton approach 55, 56 and performs a steepest-descent integration in time only and obtains the nuclear fluctuations from path-integral Monte Carlo sampling. For the particular system-bath model which we study in this paper, the reactant and product Hamiltonians,Ĥ n , are quadratic such that a steepest-descent integration over the coordinates is exact and the rates obtained instanton expression will be equivalent to those from the method of Wolynes.
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As in the standard ring-polymer instanton approaches, [29] [30] [31] [32] 34, [57] [58] [59] [60] [61] in order to obtain the instanton trajectory numerically, we applied a ring-polymer discretization to the path-integral. Equal imaginarytime intervals were used according to the Lagrangian formalism described in detail in Ref. 37 . The nuclear configurations and the value of τ were optimized simultaneously using a saddle-point finding algorithm 62 in the space of {x, τ }. Numerical algorithms for computing the partial derivatives from discretized instanton trajectories are given explicitly in the Appendix of Ref. 37.
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Unlike for the case of instantons on a single BornOppenheimer surface, here there is no cross-over temperature 28 and so the approach is valid for all temperatures and does not require corrections to match with the correct high-temperature limit. 33, 63, 64 B. Classical limit
The classical limit of the instanton rate can be found 36 in the limit of high temperature (β → 0) where the instanton shrinks to an infinitesimally small line located at the minimum of the crossing seam. The exponent is thus equal to βV ‡ where V ‡ is the activation energy as would be expected from classical transition-state theory arguments.
Approximating the potentials in a Taylor series around this point, x ‡ , gives
and the rate formula generalizes to
where g n = |g n | and the determinant in Eq. (15b) is taken after the reaction coordinate is projected out. The reaction coordinate is defined in this case to be parallel to the vector g 0 or equivalently to g 1 at the transition state. The procedure is defined in more detail in Ref. 36 . Note that this reaction coordinate is in the same direction as the energy gap coordinate, at least at the transition state, although we did not have to assume this to be true but found it to be so automatically from the derivation. V ‡ is the value of the potential at the minimum of the crossing seam, i.e. the potential energy of the classical transition state, x ‡ . This value has to be found numerically in the general case. For an f -dimensional system it is the minimum of the (f − 1)-dimensional crossing seam defined by V 0 (x) = V 1 (x).
As noted in Ref. 36 this rate is a steepest descent version of a more general classical rate derived from the classical limit of the flux correlation function formalism 40 but also discussed in older literature.
18 It has the simple form of the classical transition-state theory rate constant multiplied by twice the Landau-Zener hopping probability.
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In the case that the free-energy surfaces are harmonic, the classical rate constant reduces to Marcus theory exactly. However, in general it is not possible to reformulate it in a simple form depending only on reorganization energies without making further approximations. Instead, as in the Arrhenius equation, it is the activation energy (or activation free-energy) which is the dominant contributing variable, which can only be computed rigorously from a molecular dynamics simulation constrained to the crossing seam. 
III. APPLICATION TO AN ASYMMETRIC SYSTEM-BATH MODEL
Here we apply the theories discussed in the previous section to a simple model for electron transfer which exhibits anharmonic free-energy curves.
A. Definition of the Model
The potential-energy surfaces which appear in the Hamiltonians Eq. (2) for the asymmetric system-bath model are defined as
and the bath including coupling to the system coordinate,
The bath is defined in terms of its spectral density,
for j = 2 . . . f . In the continuum limit, when f → ∞, this discretization scheme tends to an Ohmic spectral density,
Here ω c is the cut-off frequency and γ the friction coefficient. In many previous studies, ET has been described by a spin-boson model, where all modes are coupled linearly to the reactant and product states. The relationship between system-bath models and the more common spinboson description of ET is described in detail in Ref. 70 . For the symmetric case where Ω 0 = Ω 1 , it can be shown that this system-bath Hamiltonian is equivalent to that of the usual spin-boson model. However, they cannot be mapped onto each other in general.
Note that in the usual Marcus theory, the term asymmetric refers to cases where = 0. Here, we use the term asymmetric differently, such that it instead refers to the case where the reactant and product reorganization energies are not equal, i.e. λ 0 = λ 1 , regardless of whether or not is 0. As shall be shown, the two reorganization energies are only equivalent in the symmetric case.
B. Free-energy curves
The free-energy curves for an ET system can be obtained from the probability distributions of the energy gap fluctuations along the reaction coordinate, E,
The free-energy curves are then given by
For our system, within a small logarithmic correction, the free-energy curves are simply given by the system potential, F n (E) = V s n (x 1 (E)), where x 1 (E) solves
If two or more solutions exist, the solution with the lowest energy is taken. Although V s n (x 1 ) are harmonic, for an asymmetric system the free-energy curves plotted with respect to E are not. Figure 1 shows the shape of the free-energy curves for an example system. From the freeenergy curves the reorganization energies λ 0 and λ 1 can be obtained as shown by the arrows.
For this system, for which the free-energy curves are known analytically, the minima of the curves are given by x 1 = −ξ and x 1 = ξ, or equivalently E = /2−mΩ 
For the symmetric Marcus case, when λ 0 and λ 1 are equal, both curves become parabolas with the same frequency. For asymmetric systems however, two different reorganization energies, λ 0 and λ 1 , are found. 71 Situations like this have been found in a number of computer simulations of molecular systems. 10, 14, 15 The standard Marcus theory formula, Eq. (1), should not be applied in this case and we should use a more general formulation instead such as instanton theory, or if quantum effects can be neglected, the classical limit of instanton theory.
In the standard Marcus model, there are alternative methods for obtaining the reorganization energies based on statistics of the average and fluctuations of the energy gap. 4, 72 For this system-bath model it would also be possible to obtain the values for the two reorganization energies and the bias only from equilibrium simulations of the reactant or product. Although the free-energy curves are not harmonic, they are approximately so near their equilibria. 10 Thus it is necessary for only a minor extension to the standard theory to take account of the fact that the curvature is different in the reactant and product case. We define the instantaneous energy gap as ∆V (x) = V 0 (x) − V 1 (x). The mean of this variable is
and its standard deviation is
By neglecting terms with higher orders of β −1 , we are assuming that the system is at a low enough temperature that the harmonic approximation around each of the freeenergy curves is valid within the energy range sampled by the equilibrium distribution. This is an excellent approximation at room temperature (for which β −1 ≈ 0.6 kcal/mol) as can be seen from Fig. 1 . In the symmetric theory, the reorganization energies can thus be defined as 72 βσ 2 n /2, but for asymmetric systems this is clearly not equivalent to λ n . By solving the simultaneous equations, the correct reorganization energies can however be recovered as and hence also the product bias from Eq. (28) .
Note that the equivalence of Eq. (30) and Eq. (27) only formally holds for our system-bath model. Nonetheless, for more complex systems it may be a good approximation and this approach may be useful when the freeenergy surfaces are not known a priori. It will in any case be more accurate than the standard approach which assumes a symmetric form.
C. Classical transition-state theory rate
The classical transition-state theory rate constant, Eq. (15), can be evaluated analytically for this system to give a definition in terms of only the reorganization energies and bias.
First we define an asymmetry parameter
which varies between −1 and 1 and is 0 for the symmetric case. The transition state, defined as the minimum of the crossing seam, is located at
with all other modes x ‡ j = x ‡ 1 for j ≥ 2. This gives the following formulas for the activation energy,
and gradients,
Finally, the ratio of partition function is Z ‡ /Z 0 = β Ω 0 , such that we obtain the expression
In the limit of α → 0, this reduces to the usual Marcus theory rate constant, Eq. (1). This formula provides a simple asymmetric generalization of Marcus theory, similar to the approach taken in Ref. 15 . It assumes that the reactant and product can be effectively described by harmonic oscillators of differing frequencies. Armed only with values for both reorganization energies and the bias obtained from equilibrium simulations as described in Eqs. (28) (29) (30) , this formula could also be applied to more general systems.
Here there is no effect from friction of the bath. This is because the transition-state theory is not of the usual kind which measures flux through a dividing surface in the system coordinate 73 and would therefore feel friction from the other modes. 74 Instead this rate measures the flux from one electronic state to another 40 and is therefore not affected by the bath friction, at least within the classical approximation.
D. Results
In our calculations, we investigate the effect of asymmetry on the rates. To this end, the value of λ 0 is kept constant while the λ 1 is changed. As is commonly done in ET studies, the standard Marcus theory rate constant, Eq. (1), is defined using λ = λ 0 and is therefore not affected at all by the asymmetry. However, we also compare with another simple approximation 75 using the same formula but with λ = λ av ≡ (λ 0 + λ 1 )/2.
The fixed parameters we choose are given in Table I and λ 1 was varied between 40 and 160 kcal/mol. This defines a different value for Ω 1 in each case but ξ remains fixed to give the appropriate value of λ 0 according to Eq. (27) . The mass parameter, m, does not affect any of the rates and as all rates depend on ∆ in the same way, this also does not affect our conclusions and so is not specified. We simply assume that the coupling is small such that the golden-rule limit is reached.
These parameters have been chosen to replicate a typical electron-transfer process in solution. We test two models, one without a bias, i.e. = 0, and the other with a bias, = 40 kcal/mol Although it is unlikely that a real system with different frequencies in the reactant and product states would not have a bias, we test the unbiased system so that we can observe the asymmetric effect independently of the bias. The behaviour with respect to bias is well known from the original Marcus theory such that the rate increases with bias in the normal regime. Both the instanton and its classical limit can also be applied in exactly the same way for such systems.
Alongside exact results, the rate constants for the unbiased system obtained by the four approximate methods are plotted in Fig. 2 relative to the classical Marcus theory rate for the symmetric system. As already discussed, the standard approach using λ = λ 0 is independent of λ 1 . The classical rate, however, which is our classical benchmark as it is rigorously derived to describe the asymmetry in this system, while ignoring quantum nuclear effects, shows a large variation with λ 1 . The standard Marcus approach can thus give rate predictions which are incorrect by many orders of magnitude. Somewhat surprisingly, Marcus theory with the averaged reorganization energy is seen to match fairly well to the classical results for weak asymmetry. However, it is no more difficult to evaluate than Eq. (36) which should be used instead as it is more reliable for more asymmetric systems where the ratio of reorganization energies is close to 2, such as has been found in certain cases from simulations.
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The instanton results extend the classical rate theory to show the quantum effects of the nuclear dynamics. Due to tunnelling, the rate of the symmetric system is increased by a factor of 33.8. This speed-up is even greater when λ 1 is increased as this increases the value of Ω 1 and makes the gradient near the transition-state steeper. In turn this makes the width of the barrier region smaller which makes tunnelling easier and increases the rate.
Unlike for the classical case, here the friction of the bath does affect the instanton rate. As for the tunnelling problem in a double well, the friction inhibits the growth of the instanton and slightly lessens the effect of tunnelling. 67, 76, 77 The speed-up due to tunnelling for the symmetric system was found to be 37.6 without friction.
We can explain the reason for the seemingly good behaviour of Marcus theory with the averaged reorganization energy in terms of a Taylor series of the activation energy on α,
The first term with zeroth order in α is obviously the same activation energy as is used in the Marcus theory with λ = λ av . For a system with no bias, such as we have tested here, the linear correction term is identically zero. Thus only for relatively strong asymmetry is a deviation seen from the benchmark classical results. However, this is not true of a system with a bias, so we predict that for a biased system the result will not be in such good agreement, even for relatively weak asymmetry. Asymmetric effects are most important near = λ av / √ 3 which maximizes the first-order term. When the bias increases further and becomes approximately equal to the average reorganization energy, which is the activationless regime in the symmetric case, the asymmetry becomes a secondorder effect as the linear term approaches zero. For stronger biases again, one enters the inverted regime and asymmetry acts in the opposite direction, i.e. decreasing the rate for λ 0 > λ 1 and increasing it for λ 0 < λ 1 . Note that this analysis is only valid for small values of α and outside these limits, the effects of asymmetry can be large for any system. Nonetheless the analysis is quite general and we expect the trends to also apply to realistic systems without the explicit system-bath Hamiltonian treated here.
To confirm our predictions, calculations were also performed for a biased system with = 40 kcal/mol. As expected, and as shown in Fig. 3 , Marcus theory with the averaged reorganization energy gives a poor description of the rate for all asymmetric systems. The tunnelling effect is also reduced for this particular system compared with the unbiased system and in particular is absent for λ 1 = 40 kcal/mol which corresponds to the activationless regime. Note that the relatively good agreement between Marcus theory with the averaged reorganization energy and the exact results for high λ 1 is fortuitous. It comes from a cancellation of errors of neglecting tunnelling as well as treating asymmetry approximately.
Comparison of the instanton results with numerically exact calculation is very encouraging. It correctly describes the trend with asymmetry and also approximates the tunnelling factor accurately. The error is less than 1% for all systems studied and is equally good at describing the asymmetric as the symmetric case.
All rate constants are converged with respect to the number of bath modes and increasing f makes essentially no difference to the results. The instanton results are also converged with respect to the number of ring-polymer beads. We used 128 beads split over the two potentials in such a way as to give approximately the same spring constants in the ring-polymer potential. Tests with larger numbers of beads again found no change to the first 3 significant figures of the rate constant.
IV. CONCLUSIONS
The nonadiabatic instanton formulation has been found to give an excellent description of the ET rate in an asymmetric system-bath model in the golden-rule limit. In addition, the formula obtained from its classical limit is able to describe the behaviour of the rate with asymmetry, defined by the relative difference between the reactant and product reorganization energies. The classical formula, Eq. (36), provides a simple generalization of Marcus theory to treat asymmetric reactions and we show how all the necessary quantities can be obtained from equilibrium molecular dynamics simulations.
It can be expected that for more realistic systems with anharmonic potentials, that the deviation of the nonadiabatic instanton prediction from exact results would increase slightly. Typical errors caused by the standard instanton approximation are seen to be around 20% for hydrogen transfer in the gas-phase 33, 57, 58, 78 when exact calculations are available for comparison. However, what is important is that the order of magnitude is consistently predicted correctly, 59 and trends are well described such that, for instance, unknown mechanisms can be discovered.
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A good description of the tunnelling of the nuclei will be most important for cases where an individual proton rearrangement occurs simultaneously with the electron transfer. 79 The nonadiabatic instanton formulation would be a good candidate for studying such protoncoupled electron transfer reactions 80 in multidimensional systems.
The standard instanton approach can be used to explain the successes 30, 81 and failures 82 of ring-polymer molecular dynamics. 83 In the same way, a better understanding of the instanton approach for nonadiabatic transitions should help the development of nonadiabatic ring-polymer molecular dynamics. 40, [84] [85] [86] [87] [88] [89] [90] [91] V. ACKNOWLEDGEMENTS
