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Energetice, jako technickému v¥dnímu oboru, je díky neustále se zvy²ujícím poºa-
davk·m na dodávku elektrické energie a na spolehlivost jejích dodávek v¥nována
stále velká pozornost. Pro zaji²t¥ní poºadované kvality dodávek energie je jak v
monitorovacím, tak v °ídicím systému poskytováno velké mnoºství propracovaných
systémových funkcionalit, které ke své funkci vyuºívají model sít¥ a p°íslu²ná data.
Aby v²echny funkcionality poskytovaly korektní výsledky, musí být data spole£n¥ s
modelem nerozporná. Av²ak samotné hodnoty m¥°ených elektrických veli£in tento
zásadní poºadavek nespl¬ují, protoºe jsou spole£n¥ s pouºívaným modelem elektri-
za£ní soustavy v rozporu s fyzikálními zákony.
Pouºitý model a data jsou rozporné d·sledkem ovlivn¥ní nam¥°ených hodnot
r·znými druhy chyb. Z tohoto d·vodu se pro reprezentaci stavu elektriza£ní soustavy
nepouºívají p°ímo nam¥°ené hodnoty jednotlivých elektrických veli£in, ale takzvaný
odhadnutý stav elektriza£ní soustavy. Ten je výsledkem procesu zvaného estimace
neboli odhad stavu elektriza£ní soustavy a vychází ze znalosti modelu konkrétní
elektriza£ní soustavy a nep°esných nam¥°ených hodnot jednotlivých elektrických
veli£in, získaných m¥°eními na elektriza£ní soustav¥.
V energetice jsou b¥ºn¥ m¥°eny a k estimaci standardn¥ pouºívány efektivní
hodnoty nap¥tí a proudu a hodnoty £inného a jalového výkonu. V reakci na prudký
rozvoj techniky a nasazování fázorových m¥°icích jednotek ozna£ovaných zkratkou
PMU se za£aly zavád¥t WAM systémy, které vyuºívají data nam¥°ená práv¥ fázo-
rovými m¥°icími jednotkami a slouºí k monitorování rozsáhlých elektriza£ních sítí.
Takovýto systém byl vyvíjen v rámci projektu FR-TI1/462, zvaného Výzkum a vý-
voj systému Wide Area Monitoring pro oblast distribu£ní energetiky.
P°edkládaná diserta£ní práce se v¥nuje estimaci stavu elektriza£ní soustavy. Popi-
suje jednotlivé £ásti implementovaného WAM systému a podrobn¥ se zabývá dv¥ma
zásadními problémy, které p°i realizaci projektu vyvstaly, a jejich °e²eními. V²echna
navrºená °e²ení byla implementována a následn¥ otestována na datech získaných na




Power engineering as a technical scientific discipline still attracts due to the con-
stantly increasing demands on electricity supply and reliability of its supply a signi-
ficant attention. To ensure the required quality it is provided both in the monitoring
and in the control system a large number of sophisticated system functionalities that
use the network model and the relevant data for their function. To obtain correct
results from all functionalities the data and the model cannot be contradictory.
However, the values of measured electrical quantities themselves do not meet this
essential requirement, because they are together with a model of the grid in conflict
with the physical laws.
The applied model and the data are contradictory as they are affected by different
types of errors. On this account, they are not used directly measured values of the
individual electrical quantities for the representation of the power system state but
the so-called estimated state of the power grid. It is the result of a process called
power system state estimation based on knowledge of a particular power system
model and inaccurate measured data of individual electrical quantities obtained by
the electricity grid measurements.
In power engineering they are commonly measured and for power system state
estimation standardly used RMS values of voltage and current and active and re-
active power. In response to a rapid development of technology and the application
of phasor measurement units abbreviated as PMU, the WAM systems, that ensure
monitoring of large electricity networks that use data provided by the phasor measu-
rement units, commenced to be implemented. Such a system was developed within
the scope of the project FR-TI1 / 462 that was called Výzkum a vývoj systému
Wide Area Monitoring pro oblast distribu£ní energetiky.
This dissertation thesis deals with the power system state estimation. It describes
the individual parts of the implemented WAM system and it is concerned in detail
with two fundamental issues that arose during the project and their solutions. All
proposed solutions were implemented and subsequently tested on data obtained from
real systems with real data and the achieved results are presented in this thesis.
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Kurzfassung
Der Energetik wird aufgrund der ständig steigenden Anforderungen an die Strom-
versorgung und deren Sicherheit auf technisch wissenschaftlichem Fachgebiet immer
größere Beachtung geschenkt. Um die erforderliche Qualität der Stromversorgung zu
gewährleisten, wird in Überwachungs- und Steuerungssystemen eine Vielzahl von ho-
chintelligenten Funktionsmodulen verwendet, die ein Modell des Netzwerks und die
zugehörigen Messdaten für die zuverlässige Funktionalität benötigen. Damit all diese
Funktionsmodule sichere Ergebnisse liefern, müssen sowohl die Messdaten als auch
das Netzwerkmodell korrekt sein und dürfen sich nicht widersprechen. Allerdings
erfüllen die tatsächlichen gemessenen elektrischen Werte diese wesentliche Voraus-
setzung nicht, da sie zusammen mit dem Netzwerkmodell mit den physikalischen
Gesetzen in Konflikt stehen.
Das verwendete Modell und die Messdaten stimmen allerdings in der Realität
nicht überein, da die Messdaten durch verschiedenste Arten von Messfehlern verfäl-
scht sind. Aus diesem Grund werden für die Repräsentation des Zustands des Strom-
netzes nicht die direkt gemessenen elektrischen Größen verwendet, sondern der aus
diesen Messdaten geschätzte Zustand, der den realen Zustand des Energiesystems
widerspiegelt. Die Schätzung basiert auf der Kenntnis des Modells des konkreten
Energiesystems und auf den ungenauen Messungen der elektrischen Größen.
In der Energetik werden normalerweise die effektiven Werte der Spannungen und
Ströme sowie die Wirk- und Blindleistungen gemessen und für die Schätzung des
Zustands des Energiesystems verwendet. Im Zusammenhang mit der rasanten tech-
nologischen Entwicklung und des Einsatzes von sogenannten Phasor-Messeinheiten
(bekannt als PMU) kommen immer mehr sogenannte WAM-Systeme zum Einsatz,
die zur Überwachung großer Stromnetze genutzt werden können. Ein solches System
wurde im Rahmen des Projekts FR-TI1 / 462 Výzkum a vývoj systému Wide Area
Monitoring pro oblast distribu£ní energetiky, d.h. Enwicklung eines Wide Area
Monitoring Systems für den Bereich Energiedistribution entwickelt
Diese Doktorarbeit beschäftigt sich mit der Schätzung des Zustands des Stromne-
tzes. Sie beschreibt die einzelnen Teile des implementierten WAM-Systems im Detail
und befasst sich mit zwei grundsätzlichen Problemen, die während der Realisierung
des Projekts auftraten sowie deren Lösungen. Alle vorgeschlagenen Lösungen wur-
den implementiert und anschließend mit den an realen Systemen gemessenen Daten




2 Formulace úlohy estimace stavu elektriza£ní soustavy 16
3 Stávající stav °e²ené problematiky popsaný v zahrani£ní i tuzemské
literatu°e 24
3.1 Statická estimace stavu elektriza£ní soustavy . . . . . . . . . . . . . . 24
3.2 Dynamická estimace stavu elektriza£ní soustavy . . . . . . . . . . . . 26
3.3 Vyuºití fázorových m¥°ení p°i estimaci stavu . . . . . . . . . . . . . . 27
3.4 Detekce chyb a kvalita estimace . . . . . . . . . . . . . . . . . . . . . 29
3.5 Literatura dostupná v £eském jazyce . . . . . . . . . . . . . . . . . . 29
4 Modelování elektriza£ní soustavy 31
4.1 Model elektriza£ní sít¥ . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.2 Impedan£ní (admitan£ní) model elektrického vedení . . . . . . . . . . 35
4.3 Impedan£ní (admitan£ní) model transformátoru . . . . . . . . . . . . 37
4.4 Impedan£ní (admitan£ní) model v¥tve . . . . . . . . . . . . . . . . . . 39
4.5 Jednofázová reprezentace t°ífázové soustavy . . . . . . . . . . . . . . 41
5 Estimace stavu elektriza£ní soustavy 45
5.1 Statická estimace stavu elektriza£ní soustavy . . . . . . . . . . . . . . 46
5.1.1 Metoda váºených nejmen²ích £tverc· . . . . . . . . . . . . . . 47
5.1.2 Algoritmus metody váºených nejmen²ích £tverc· . . . . . . . . 48
5.1.3 Úskalí Newtonovy metody . . . . . . . . . . . . . . . . . . . . 50
5.2 Dynamická estimace stavu elektriza£ní soustavy . . . . . . . . . . . . 51
5.2.1 Roz²í°ený Kalman·v filtr . . . . . . . . . . . . . . . . . . . . . 52
5.2.2 Algoritmus roz²í°eného Kalmanova filtru . . . . . . . . . . . . 54
5.3 Nelineární funkce m¥°ení h(x) . . . . . . . . . . . . . . . . . . . . . . 56
5.4 Jacobiho matice H(x) nelineárních funkcí m¥°ení h(x) . . . . . . . . . 58
6 Vyuºití fázorových m¥°ení p°i estimaci 61
6.1 Roz²í°ení klasické estimace o PMU . . . . . . . . . . . . . . . . . . . 63
6.2 Roz²í°ení klasické estimace o postprocessing . . . . . . . . . . . . . . 64
6.3 Decentralizovaná estimace stavu . . . . . . . . . . . . . . . . . . . . . 65
8
7 WAMS - Moderní monitorovací systém vyuºívající synchrofázory 66
7.1 Vyhodnocení topologie . . . . . . . . . . . . . . . . . . . . . . . . . . 67
7.2 Analýza pozorovatelnosti . . . . . . . . . . . . . . . . . . . . . . . . . 68
7.3 Estimace stavu vyuºívající m¥°ení synchrofázor· . . . . . . . . . . . . 69
7.4 Diagnostika chyb . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
7.4.1 Detekce chybných m¥°ení . . . . . . . . . . . . . . . . . . . . . 70
7.4.2 Detekce topologických chyb . . . . . . . . . . . . . . . . . . . 71
7.5 Dopo£et sít¥ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
7.6 Problémy p°i realizaci systému . . . . . . . . . . . . . . . . . . . . . . 72
8 Nová metoda ur£ení váhové matice m¥°ení 73
8.1 Standardn¥ pouºívaná metoda stanovení vah . . . . . . . . . . . . . . 73
8.2 Nová metoda stanovení vah m¥°ení . . . . . . . . . . . . . . . . . . . 75
9 Robustní estimace stavu 81
9.1 Levenberg-Marquardtova metoda . . . . . . . . . . . . . . . . . . . . 82
9.2 Backtracking line search . . . . . . . . . . . . . . . . . . . . . . . . . 83







2.1 Grafické znázorn¥ní obecného subsystému S s o - vstupy u, n - stavy
x a m - výstupy y. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
4.1 Schéma p°enosových a £ásti distribu£ních sítí v eské republice k datu
1. ledna 2009 - p°evzato z [1]. . . . . . . . . . . . . . . . . . . . . . . 32
4.2 Znázorn¥ní kauzality v systému S p°i rozkladu na subsystémy S1 a S2. 33
4.3 Znázorn¥ní kauzality v systému S v ustáleném stavu p°i rozkladu na
subsystémy S1 a S2. . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.4 Zjednodu²ený model vedení - schematické znázorn¥ní modelu vedení
popsaného pomocí dvojbranu typu Π-£lánek. . . . . . . . . . . . . . . 35
4.5 Model vedení - schematické znázorn¥ní modelu vedení popsaného po-
mocí dvojbranu typu Π-£lánek. . . . . . . . . . . . . . . . . . . . . . 36
4.6 Zjednodu²ený model transformátoru - schematické znázorn¥ní modelu
transformátoru popsaného pomocí dvojbranu typu T -£lánek. . . . . . 38
4.7 Model transformátoru - schematické znázorn¥ní modelu transformá-
toru popsaného pomocí dvojbranu typu T -£lánek. . . . . . . . . . . . 38
4.8 Zjednodu²ený model v¥tve - schematické znázorn¥ní modelu v¥tve po-
psaného pomocí ideálního transformátoru, ideálního transformátoru
fáze a dvojbranu typu Π-£lánek. . . . . . . . . . . . . . . . . . . . . . 40
4.9 Model v¥tve - schematické znázorn¥ní modelu v¥tve popsané pomocí
ideálního transformátoru, ideálního transformátoru fáze a dvojbranu
typu Π-£lánek. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
4.10 Grafické znázorn¥ní t°ech fází soustavy soum¥rné a nesoum¥rné. . . . 42
4.11 Rozklad nesoum¥rné soustavy (~U) na t°i soustavy soum¥rné: Soustavu
souslednou (~US), zp¥tnou (~UZ) a neto£ivou (~UN). . . . . . . . . . . . 43
5.1 Grafické znázorn¥ní algoritmu metody váºených nejmen²ích £tverc·
pomocí vývojového diagramu. . . . . . . . . . . . . . . . . . . . . . . 49
5.2 P°íklad nelineární funkce f(x), znázor¬ující moºný problém s konver-
gencí zp°es¬ující itera£ní metody te£en p°i nevhodné volb¥ po£áte£ní
aproximace x0. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
5.3 Grafické znázorn¥ní algoritmu roz²í°eného Kalmanova filtru pomocí
vývojového diagramu. . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
6.1 Zjednodu²ené schéma pouºití PMU - p°evzato z [2]. . . . . . . . . . . 62
10
6.2 Zjednodu²ené blokové schéma klasické estimace stavu elektriza£ní
soustavy. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
6.3 Blokové schéma estimace stavu elektriza£ní soustavy roz²í°ené o fá-
zorová m¥°ení. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
6.4 Blokové schéma estimace stavu elektriza£ní soustavy roz²í°ené o po-
stprocessing. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
8.1 Vývoj koeficientu korekce vah kv vypo£ítaného z archivovaných dat
v pr·b¥hu roku 2011 v testované oblasti. . . . . . . . . . . . . . . . . 77
8.2 Detail vývoje koeficientu korekce vah kv z období od 21. 1. 2011 00:00
do 13. 3. 2011 00:00 v testované oblasti. . . . . . . . . . . . . . . . . . 78
8.3 Grafické znázorn¥ní algoritmu nové metody stanovení váhové matice
R−1 pomocí vývojového diagramu. . . . . . . . . . . . . . . . . . . . 79
8.4 Detail vývoje koeficientu korekce vah kv b¥hem jednoho týdne v ob-
dobí od 31. 1. 2011 00:00 do 7. 2. 2011 00:00 v testované oblasti. . . . 80
8.5 Detail vývoje koeficientu korekce vah kv op¥t b¥hem jednoho týdne,
tentokrát ale o rok pozd¥ji, tedy v období od 30. 1. 2012 00:00 do
6. 2. 2012 00:00 v testované oblasti. . . . . . . . . . . . . . . . . . . . 80
9.1 Vývoj parametru λ p°i výpo£tu odhadu stavu £asového snímku po-
mocí metod Levenberg - Marquardt a Backtracking line search (kla-
sickou Newtonovo metodou tento £asový °ez nekonverguje). . . . . . . 84
10.1 Schéma testovací oblasti VVN (110kV) na jihu Moravy. PísmenemM
jsou ozna£ena místa osazená m¥°icími jednotkami PMU. . . . . . . . 87
10.2 Schéma testovací oblasti VVN (110kV) ve východních echách. Pís-
menem M jsou ozna£ena místa osazená m¥°icími jednotkami PMU. . 88
10.3 Vývoj sumární zm¥ny vektoru stavu a hodnoty kriteriální funkce p°i
výpo£tu v²emi implementovanými metodami na jednom z testova-
ných £asových °ez·. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
11
Seznam nej£ast¥ji pouºívaných zkratek a symbol·
ozna£ení význam




ϕ fázový úhel [◦]
ϕI fázový úhel proudu [◦]
ϕU fázový úhel nap¥tí [◦]
Bij svod [S]
BLS Backtracking Line Search numerická itera£ní metoda
di parametr d·v¥ry v m¥°ení i
e chyba estimace
EKF Extended Kalman Filter
Gij susceptance [S]
G(x) matice zesílení
GPS Global Positioning System





kv koeficient korekce vah
LAN Local Area Network
L−M Levenberg- Marquardtova numerická itera£ní metoda
MCMP maximální chyba m¥°icího p°ístroje
N −R Newton-Raphsonova numerická itera£ní metoda
Pi £inný výkon injektovaný do uzlu i [W]
Pij £inný výkon mezi uzly i a j [W]
PMU Phasor Measurement Unit
Qi jalový výkon injektovaný do uzlu i [VAr]
Qij jalový výkon mezi uzly i a j [VAr]
r reziduum
R kovarian£ní matice chyb
R−1 váhová matice
Rij rezistance [Ω]
RMP rozsah m¥°icího p°ístroje
SCADA Supervisory Control and Data Acquisition
TPMP t°ída p°esnosti m¥°icího p°ístroje





V N vysoké nap¥tí
V V N velmi vysoké nap¥tí
WAMS Wide Area Monitoring System
WAN Wide Area Network









P°edkládaná práce se zabývá problematikou estimace stavu elektriza£ní soustavy.
Tato úloha svou tématikou zdánliv¥ zapadá více neº do oboru kybernetiky do oboru
energetiky. V této práci je ov²em celá problematika estimace stavu elektriza£ní sou-
stavy °e²ena z pohledu teorie systém·, tedy z pohledu kybernetického, a proto se
jedná o práci mezioborovou.
Data spole£n¥ s modelem elektriza£ní soustavy, pouºívaná v monitorovacím i
°ídicím systému, by m¥la být pro správnou funkci systém· nerozporná. Av²ak sa-
motné hodnoty m¥°ených elektrických veli£in takovýto poºadavek splnit nedokáºí,
protoºe jsou spole£n¥ s pouºívaným modelem elektriza£ní soustavy v rozporu s fyzi-
kálními zákony. Tento jev vzniká d·sledkem ovlivn¥ní nam¥°ených hodnot r·znými
druhy chyb (dochází tak nap°íklad k situacím, kdy je nam¥°ená hodnota výkonu
odebraného v¥t²í, neº-li nam¥°ená hodnota výkonu dodaného). Z tohoto d·vodu se
pro reprezentaci stavu elektriza£ní soustavy nepouºívají p°ímo nam¥°ené hodnoty
jednotlivých veli£in, ale takzvaný odhadnutý stav soustavy. Ten je výsledkem pro-
cesu zvaného estimace neboli odhad stavu elektriza£ní soustavy a vychází ze znalosti
modelu konkrétní soustavy a nep°esných nam¥°ených hodnot jednotlivých elektric-
kých veli£in, získaných m¥°eními na elektriza£ní soustav¥. Pojem estimace stavu je
v kybernetice zaveden a b¥ºn¥ pouºíván pro postup vedoucí k získání neznámého,
p°ímo nem¥°eného stavu stochastického dynamického systému. V energetice je ov²em
význam pojmu estimace stavu pon¥kud posunut a bude proto podrobn¥ vysv¥tlen
v následující kapitole.
V energetice jsou b¥ºn¥ m¥°eny a tudíº i k estimaci standardn¥ pouºívány efek-
tivní hodnoty nap¥tí a proudu a hodnoty £inného a jalového výkonu. Aº v posledních
dvou desetiletích se v d·sledku prudkého rozvoje technologií za£aly prosazovat tak-
zvané fázorové m¥°icí jednotky ozna£ované zkratkou PMU. Tyto jednotky poskytují
velmi p°esn¥ jak amplitudu tak i fázový úhel nap¥tí a proudu. V reakci na tento
technický vývoj se za£aly zavád¥t WAM systémy slouºící k monitorování rozsáhlých
elektriza£ních sítí, které vyuºívají data nam¥°ená práv¥ fázorovými m¥°icími jed-
notkami. Jedná se tedy o monitorovací systémy vyuºívající velmi p°esných m¥°ení
fázor·, a to jak nap¥tí tak i proudu.
Tato práce popisuje problematiku estimace stavu elektriza£ní soustavy a sezna-
muje £tená°e nejen se základními a b¥ºn¥ pouºívanými metodami odhadu stavu,
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ale také s relativn¥ novou technologií fázorových m¥°ení a moºnostmi vyuºití na-
m¥°ených fázor·, a´ uº nap¥tí nebo proudu, práv¥ p°i estimaci stavu elektriza£ní
soustavy. Celá práce je rozd¥lena do n¥kolika kapitol, z nichº se první v¥nuje for-
mulaci problému estimace stavu. Druhá kapitola shrnuje informace o estimaci stavu
v energetice a o problémech s tímto tématem spojených, popsaných v zahrani£ní i
v domácí literatu°e. Následující kapitoly se v¥nují zp·sobu modelování elektriza£ní
soustavy, samotné estimaci stavu, zp·sob·m vyuºití fázorových m¥°ení p°i estimaci
stavu a sou£ástem realizovaného WAM systému. Poslední t°i kapitoly popisují na-
vrºená a implementovaná °e²ení zásadních problém·, které se p°i realizaci WAM
systému vyskytly, a p°edkládají výsledky získané p°i ov¥°ování navrºených °e²ení.
Cílem této práce je popsat a vysv¥tlit princip jednotlivých £ástí realizovaného
WAM systému, vyuºívajícího p°i estimaci stavu elektriza£ní soustavy data získaná
fázorovými m¥°icími jednotkami. Dal²ím cílem práce je popsat navrºená °e²ení zá-
sadních problém·, které se p°i realizaci systému vyskytly. T¥mito problémy jsou:
Zp·sob ur£ení váhové matice m¥°ení, pouºívané v estima£ním algoritmu, a nume-
rická nestabilita numerické itera£ní metody, která je v energetice p°i estimaci stavu
elektriza£ní soustavy b¥ºn¥ vyuºívaná k nalezení °e²ení p°eur£ené soustavy rovnic.
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Kapitola 2
Formulace úlohy estimace stavu
elektriza£ní soustavy
Celou elektriza£ní soustavu je moºné uvaºovat jako uzav°ený systém, protoºe ve²kerá
elektrická energie, která je v rámci tohoto systému vyprodukována, je rovn¥º uvnit°
tohoto systému i spot°ebována. Komplexní systém, kterým bezesporu elektriza£ní
soustava je, lze z kybernetického hlediska rozd¥lit na kone£ný po£et subsystém·
(prvk· systému), mezi nimiº existují orientované informa£ní vazby.
Kaºdý prvek systému má o-vstup· u a m-výstup· y, kterými je ovliv¬ován, nebo
naopak ovliv¬uje své okolí. Prvek systému má také n-stav· x, které reprezentují
vnit°ní stav subsystému. Takovýto obecný subsystém, ozna£me jej S, je graficky
znázorn¥n na obrázku 2.1 a s vyuºitím stavového popisu je moºné jej popsat pomocí
stavové a výstupní rovnice. Pro popis subsystému je nutné pouºít adekvátní model
konkrétního objektu. Proto je zapot°ebí subsystém vhodným zp·sobem modelovat
a ur£it hodnoty jednotlivých parametr· jeho modelu.
Pro stochastický dynamický subsystém vyjad°ují dv¥ vý²e zmín¥né rovnice (sta-
vovou a výstupní) následující vztahy:
x′c(t) = fc[xc(t),uc(t),Θ] + w (2.1)
yc(t) = hc[xc(t),Θ] + v, (2.2)
zde xc p°edstavuje stav subsystému, uc vstup subsystému (buzení), yc výstup sub-
systému, Θ parametry modelu subsystému, w a v ²umy, fc nelineární funkci stavu,
hc nelineární funkci výstupu a t je £as.
Obrázek 2.1: Grafické znázorn¥ní obecného subsystému S s o - vstupy u, n - stavy
x a m - výstupy y.
Elektriza£ní soustava je velmi rozsáhlý stochastický dynamický systém, sklá-
dající se ze zdroj·, p°ípojnic, transformátor·, vedení, zát¥ºí a dal²ích komponent,
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které p°edstavují jednotlivé prvky (subsystémy) tohoto komplexního systému. Je to
spletitý a zna£n¥ rozlehlý elektrický obvod. Pro modelování elektrických obvod· se
vyuºívá obecn¥ platných fyzikálních zákon· (jak bude ukázáno v kapitole 4), z nichº
jmenujme nap°íklad Ohm·v zákon nebo Kirchhoffovy zákony. Kirchhoffovy zákony
jsou základem metod °e²ení elektrických obvod· pomocí smy£kových proud· nebo
uzlových nap¥tí - viz [28]. Stavem elektrického obvodu pak mohou být v²echna uz-
lová nap¥tí nebo v²echny smy£kové proudy. Vektor stavu má poté v p°ípad¥ pouºití
smy£kových proud· následující tvar:
xc(t) = [i1(t), i2(t), · · · , in(t)]T ; (2.3)
nebo tvar:
xc(t) = [u1(t), u2(t), · · · , un(t)]T , (2.4)
v p°ípad¥ pouºití uzlových nap¥tí. Index n je tedy dán bu¤to celkovým po£tem
smy£kových proud· obvodu nebo celkovým po£tem uzlových nap¥tí obvodu.
Mezi specifické znaky elektriza£ní soustavy pat°í mimo jiné buzení pomocí perio-
dických veli£in. Po odezn¥ní p°echodových d¥j·, které vznikají nap°íklad p°ipojová-
ním nebo naopak odpojováním významných generátor· nebo zát¥ºí, se elektriza£ní
soustava dostane do takzvaného harmonického ustáleného stavu. To je takový stav
elektrického obvodu, kdy mají v²echna nap¥tí a v²echny proudy v daném elektrickém
obvodu harmonický pr·b¥h se stejnou délkou periody1. Protoºe se v energetice pro
ú£el estimace stavu elektriza£ní soustavy uvaºují pouze harmonické ustálené stavy,
bude se tato práce zabývat pouze jimi.
Harmonický ustálený stav je ideální p°ípad, p°esto je popis elektrických veli£in
(nap¥tí a proudu) pomocí první harmonické dostate£nou aproximací. A protoºe
kaºdou harmonickou veli£inu (ozna£me zde obecnou harmonickou veli£inu a(t)) je
moºné popsat pomocí n¥kolika parametr· tímto funk£ním vztahem:
a(t) = A sin(ωt+ ϕ), (2.5)
kde A je amplituda, ω úhlová frekvence (ω = 2pif = 2pi
T
), t £as a ϕ fázový úhel,
je tedy moºné £asový pr·b¥h stavu systému, nacházejícího se v ustáleném stavu s
harmonickým buzením (USHB), popsat takto:
xc(t) = [Axc1(t) sin (ωt+ ϕxc1(t)) , · · · , Axcn(t) sin (ωt+ ϕxcn(t))]T . (2.6)
Tady se amplitudy Axci a fázové úhly ϕxci pro i = 1, 2, ..., n v £ase m¥ní pozvolna.
Pojmem odhad (estimace) stavu systému, tak jak je zaveden a b¥ºn¥ pouºíván
v kybernetice, je ozna£ován proces vedoucí k získání neznámého, p°ímo nem¥°eného
stavu xc stochastického dynamického systému. Tento odhad se provádí z nep°esných
nebo za²um¥lých m¥°ených dat zc, která jsou s neznámým stavem v relaci. Vý-
sledný odhad stavu je pak v jistém smyslu nejlep²í (optimální), p°i£emº optimum je
definováno p°edem stanovenou kriteriální funkcí.
1V na²ich podmínkách je soustava provozována na frekvenci 50Hz, £emuº odpovídá délka periody
20ms.
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Pro p°ípad estimace stavu tedy tvo°í levou stranu výstupní rovnice 2.2 pozorování
(m¥°ení) zc, a lze ji tudíº psát ve tvaru:
zc(t) = hc[xc(t),Θ] + v. (2.7)
Pouºitím £asového pr·b¥hu v USHB (2.6) je moºné rovnici vývoje stavu 2.1 a vý-















































































− w = 0. (2.11)
Protoºe se pro ú£el estimace stavu elektriza£ní soustavy uvaºují pouze USHB,
jsou v²echna nap¥tí a v²echny proudy obvodu harmonické a jsou popsatelné pomocí
vztahu 2.5. V²echny elektrické veli£iny (nap¥tí a proudy) v USHB mají také stejnou
frekvenci f a tudíº i úhlovou frekvenci ω. Pokud je je²t¥ vztáhneme k jednomu £aso-
vému okamºiku (nap°íklad t0), je pro takovýto p°ípad moºné reprezentovat signály
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pomocí fázor·, které lze v polárním sou°adnicovém systému popsat následujícím
vztahem:
a¯(t) = A(t)ejϕ(t). (2.12)
Proto lze stavový vektor xc, který pro konkrétní £asový okamºik t jednozna£n¥



















x2n = ϕxn .
Pouºitím stavového vektoru (2.13) v rovnici (2.11) dostáváme:
x′1(t)sin(ωt+ x2(t)) + x1(t)cos(ωt+ x2(t)) (ω + x
′
2(t))
















− w = 0. (2.14)
Uvaºujme nyní pracovní bod v £asovém okamºiku tp a v²echny prom¥nné proto
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ozna£me indexem p. Rovnice (2.14) má pro pracovní bod v okamºiku tp tvar:
x′1(tp)sin(ωptp + x2(tp)) + x1(tp)cos(ωptp + x2(tp)) (ωp + x
′
2(tp))











x1(tp)sin (ωptp + x2(tp))
x3(tp)sin (ωptp + x4(tp))
...
x2n−1(tp)sin (ωptp + x2n(tp))
 ,uc(tp),Θ
− w = 0.
(2.15)
Celou levou stranu rovnice (2.15) v pracovním bod¥ v £ase tp ozna£me jako funkci
Fp prom¥nných x′ a x, £asu t a úhlové frekvence ω. Poté lze rovnici (2.15) p°epsat
do následujícího tvaru:
Fp (x
′(t), x(t), t, ω) = 0. (2.16)
Funkce Fp je nelineární a je tedy moºné v pracovním bod¥ tp provést její li-
nearizaci a postupnými úpravami pokra£ovat aº do nalezení p°edpisu této funkce.
Nalezení p°edpisu funkce Fp je ale velmi obtíºné a hledání p°esného popisu této
funkce p°esahuje rámec p°edkládané práce. Pro popis této funkce je v dostupné li-
teratu°e hojn¥ uvád¥no pouºití Wienerova procesu a i p°es velká zjednodu²ení je
takovýto popis povaºován za dostate£nou aproximaci.
V energetice je zavedeno za stav elektriza£ní soustavy v USHB (b¥ºn¥ ozna£ovaný
x) uvaºovat práv¥ vektor parametr· (amplitud a fázových úhl·), popisujících fázory
harmonických signál·:
x = [A1, ϕ1, A2, ϕ2, · · · , An, ϕn]T . (2.17)
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Stavová rovnice (2.18) spole£n¥ s rovnicí m¥°ení (2.19) tvo°í popis modelu systému,
pouºívaného p°i dynamické estimaci stavu. Tato estimace ov²em není p°íli² roz²í°ená
a v reálných systémech se pouºívá jen výjime£n¥. Nicmén¥ v této práci bude uvedena
a podrobn¥ popsána v kapitole 5.2. Naproti tomu velmi roz²í°ená a b¥ºn¥ pouºívaná
je estimace statická. Tento typ estimace stavu elektriza£ní soustavy ov²em neuvaºuje
dynamiku systému, a proto je zm¥na stavu v £ase nulová:
x′(t) = 0. (2.21)
Rovn¥º zanedbává ²um w¯. Proto je moºné stavový popis redukovat pouze na rovnici
m¥°ení, která má v energetice tvar:
z = h(x) + e, (2.22)
kde z je vektor m¥°ení, h vektor nelineárních funkcí m¥°ení, x vektor neznámého
stavu a e celková chyba estimace, nazývaná také reziduum.
2Pozn.: nelineární funkce stavu fc a f jsou funkce odli²né. Stejn¥ tak jako nelineární funkce
výstupu hc, h a stavy xc a x.
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Pojmem estimace stavu v energetickém smyslu je tedy chápán proces, jehoº cílem
je nalézt neznámý vektor stavu x, tvo°ený parametry popisujícími fázory harmonic-
kých signál· (amplitudami a fázovými úhly), stochastického dynamického systému,
nacházejícího se v USHB, bez ohledu na stavy, ve kterých se systém nacházel v
minulosti.
Celý tento proces je zaloºen na znalostech modelu systému a m¥°ení z. Po£et
v²ech m¥°ení je v¥t²í, neºli po£et neznámých ve vektoru stavu. Úloha nalezení ne-
známého vektoru stavu tudíº vede k úloze nalezení °e²ení p°eur£ené soustavy rovnic.
M¥jme tedy vektor neznámého stavu x o n prvcích:
x = [x1, x2, · · · , xn]T (2.23)
a vektor známých m¥°ených hodnot z o m prvcích:
z = [z1, z2, · · · , zm]T . (2.24)
Soustava rovnic má potom v obecném p°ípad¥ následující tvar:
h1 (x1, x2, · · · , xn) = z1
h2 (x1, x2, · · · , xn) = z2
...

















V p°ípad¥, ºe jsou funkce h1 aº hm funkce lineární, je soustava nazývána soustavou
lineárních rovnic a má tento tvar:
a11x1 + a12x2 + · · ·+ a1nxn = z1
a21x1 + a22x2 + · · ·+ a2nxn = z2
...
am1x1 + am2x2 + · · ·+ amnxn = zm
(2.27)
a maticov¥




a11 a12 · · · a1n
a21 a22 · · · a2n
...
... . . .
...
am1 am2 · · · amn
 (2.29)
22
je nazývána maticí soustavy, x maticí neznámých a z maticí pravých stran. Matice
AS a z se také zapisují spole£n¥. Výsledná matice se potom nazývá roz²í°ená matice
soustavy a má následující tvar:
(AS | z ) =

a11 a12 · · · a1n z1
a21 a22 · · · a2n z2
...
... . . .
...
...
am1 am2 · · · amn zm
 . (2.30)
Jsou-li v²echny prvky vektoru z nulové (zi = 0, pro i = 1, 2, . . . ,m), jedná se
o homogenní soustavu rovnic, která má vºdy minimáln¥ jedno °e²ení. Toto °e²ení
se nazývá triviální a má tvar xi = 0, pro i = 1, 2, . . . , n. V opa£ném p°ípad¥, tedy
je-li kterékoliv zi 6= 0, se soustava nazývá nehomogenní. Frobeniova v¥ta, vyjád°ená
podmínkou (2.31), °íká, ºe soustava lineárních rovnic má °e²ení tehdy a jen tehdy,
pokud si jsou hodnost matice soustavy a hodnost roz²í°ené matice soustavy rovny.
rank(AS) = rank (AS | z ) . (2.31)
Na základ¥ Frobeniovy v¥ty tedy m·ºe pro soustavu lineárních rovnic nastat pouze
jeden z t¥chto t°í p°ípad·:
1. Soustava má nekone£n¥ mnoho °e²ení - tento p°ípad nastane, je-li spln¥na
podmínka (2.31) a zárove¬ je hodnost matice soustavy men²í, neºli po£et ne-
známých -
rank(AS) = rank (AS | z ) a zárove¬ rank(AS) < n;
2. soustava má jedno °e²ení - nastane, pokud je spln¥na podmínka (2.31) a záro-
ve¬ hodnost matice soustavy je rovna po£tu neznámých -
rank(AS) = rank (AS | z ) a zárove¬ rank(AS) = n;
3. soustava nemá °e²ení - nastává v ostatních p°ípadech.
Zvlá²tním p°ípadem soustavy rovnic je soustava, kde je hodnost matice soustavy
rovna po£tu neznámých (rank(AS) = n) a zárove¬ je hodnost matice soustavy
men²í, neºli po£et rovnic soustavy (rank(AS) < m). Takovéto soustav¥ se °íká p°e-
ur£ená soustava rovnic a °e²í se metodou nejmen²ích £tverc·.
Pro °e²ení lineárních soustav rovnic je jiº vypracováno mnoºství jak numeric-
kých, tak i analytických metod. Není-li ale libovolná z funkcí h1 aº hm ve vztahu
(2.25) lineární, je °e²ení mnohem sloºit¥j²í a ve v¥t²in¥ p°ípad· nelze ur£it exaktn¥.
V publikaci [5] autor popisuje moºnost vyuºití Gröbnerovy báze p°i ur£ování °e²ení
soustavy polynomiálních rovnic. Pro obecný p°ípad soustavy rovnic (nap°íklad sm¥s
rovnic goniometrických, polynomiálních, atd.) dosud neexistuje ºádná metoda nebo
obecn¥ platný postup, který by vedl k °e²ení takovéto soustavy rovnic.
A práv¥ p°eur£ené soustavy v kombinaci s nelineárními rovnicemi jsou p°ípadem
estimace stavu elektriza£ní sít¥.
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Kapitola 3
Stávající stav °e²ené problematiky
popsaný v zahrani£ní i tuzemské
literatu°e
Jelikoº je estimace stavu elektriza£ní soustavy v literatu°e hojn¥ zmi¬ované téma,
bylo p°i získávání informací pouºito p°eváºn¥ zdroj· dostupných v elektronické po-
dob¥. Vyhledávání bylo tudíº orientováno p°edev²ím na technickou literaturu z IEEE
(The Institute of Electrical and Electronics Engineers), jeº je dostupná na interne-
tových stránkách http://www.ieeexplore.ieee.org. Dále pak bylo £erpáno z archiv·
v¥deckého £asopisu nakladatelství Elsevier (http://www.sciencedirect.com) a v¥dec-
kého £asopisu nakladatelství Springer (http://www.springerlink.com).
Estimace stavu elektriza£ní soustavy je nepostradatelnou sou£ástí kaºdého dis-
pe£erského informa£ního a °ídicího systému, protoºe na rozdíl od m¥°ených dat,
která jsou zatíºena chybami r·zného druhu, poskytuje nejlep²í moºný obraz stavu
soustavy, který je v souladu s fyzikálními zákonitostmi. V sou£asné dob¥ je nej-
více roz²í°ena a provozována statická estimace stavu SSE (Static State Estimation)
elektriza£ní soustavy, která vychází ze statického modelu estimované soustavy a m¥-
°ených dat z jednoho £asového okamºiku.
3.1 Statická estimace stavu elektriza£ní soustavy
Problém statické estimace stavu elektriza£ní soustavy p°ehledn¥ shrnuje publikace
[3] od autor· Abur a Expósito. Tato práce je rozd¥lena do devíti ucelených £ástí.
V první z nich auto°i seznamují £tená°e se základy dále °e²ené problematiky, a také
s pojmy hojn¥ pouºívanými nejen v energetice. Druhá £ást za£íná popisem model·
d·leºitých komponent, vytvo°ením modelu celé sít¥, modelu m¥°ení a stanovením
p°edpoklad·. Protoºe se p°edpokládá symetrie celé soustavy, je v knize modelována
pouze jedna fáze. Jako stav je zde zvolen vektor fázor· (amplitud a fází) uzlo-
vých nap¥tí. Poté je podrobn¥ popsána estima£ní metoda zaloºená na minimalizaci
váºených nejmen²ích £tverc· WLS (Weighted Least Squares) rozdíl· mezi nam¥°e-
nými a estimovanými hodnotami. T°etí £ást popisuje alternativy metody váºených
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nejmen²ích £tverc· pro °e²ení úlohy minimalizace rozdíl· mezi m¥°enými a estimo-
vanými hodnotami. Analýzou pozorovatelnosti sít¥ se zabývá £tvrtá £ást knihy. Je
zde popsáno vytvo°ení inciden£ní matice, numerické metody analýzy pozorovatel-
nosti zaloºené jak na formulaci v¥tvových, tak i uzlových prom¥nných. Dále jsou pak
popsány zp·soby ur£ení nepozorovatelných v¥tví, stanovení pozorovatelných ostrov·
sít¥, kritických a subkritických m¥°ení. Pátá £ást se v¥nuje odhalení a ur£ení chyb-
ných m¥°ení, která jsou pouºívána jako vstupní data p°i estimaci. Auto°i nejprve
provedou klasifikaci a rozd¥lení chybných dat a m¥°ení do n¥kolika skupin. Poté uvá-
d¥jí metody a algoritmy pouºitelné pro identifikaci chybných m¥°ení. está £ást po-
jednává o robustnosti stavového estimátoru, p°edkládá alternativní metody estimace
stavu a porovnává je s metodou váºených nejmen²ích £tverc·, která byla podrobn¥
rozebrána ve druhé £ásti. Sedmá £ást popisuje vliv chyb parametr· sít¥ na výsledky
estimace, zp·sob identifikace podez°elých parametr· a metody odhadu parametr·
sít¥. Osmá £ást se v¥nuje chybám topologie sít¥. Nejprve rozebírá typy topologických
chyb a jejich projevy. Poté jsou p°edloºeny metody pouºitelné pro odhalení topolo-
gických chyb. V poslední, deváté £ásti je uvedeno pouºití m¥°ení amplitud proudu
jako vstupních dat pro estimaci a jejich úskalí. Protoºe jsou algoritmy pouºívané p°i
výpo£tech zaloºeny na maticovém po£tu, a p°edev²ím u radiálních (paprskových)
sítí se jedná o matice °ídké, je v p°íloze knihy uveden aparát pro práci s °ídkými
maticemi. V p°íloze je rovn¥º uveden p°ehled základních znalostí ze statistiky.
Standardn¥ je za stav systému volen vektor uzlových fázor· nap¥tí, tak jak bylo
uvedeno v [3]. Jelikoº je moºné popsat fázor bu¤to v kartézském sou°adném systému
(pomocí polohy koncového bodu promítnutého na reálnou a imaginární osu) nebo
v polárních sou°adnicích (pomocí velikosti (amplitudy) a úhlu nato£ení (fáze) daného
fázoru), provedli auto°i Okon a Wilkosz studii vlivu volby sou°adného sytému na
výsledky estimace stavu. Do studie také zahrnuli vliv druhu m¥°ení a redundanci
dat na výsledek estimace a dosaºené výsledky pak shrnuli v p°ísp¥vcích [42] a [43].
Ve £lánku [32] autor· Nor, Jegatheesan a Nallagownden je zmín¥na estimace za-
loºená na odd¥lené formulaci metody WLS, která pracuje zvlá²´ s m¥°eními £inného
výkonu a zvlá²´ s m¥°eními jalového výkonu. Tato formulace úlohy vede k metod¥
FDSE (Fast Decoupled State Estimation). Auto°i zde poukazují na to, ºe tato me-
toda je sice rychlá, ale ²patn¥ konverguje. Doporu£ují proto sestavit Jacobiho matici
na základ¥ v²ech dostupných m¥°ení výkon· ve v¥tvích, nap¥tí v uzlech a injekto-
vaných výkon· a admitan£ní matice sít¥.
Auto°i Madtharad, Premrudeepreechacharn a Watson p°edloºili ve £lánku [27]
°e²ení WLS namísto metodou LU-rozkladu metodou rozkladu na singulární £ísla
SVD (Singular Value Decomposition). Výhodou tohoto p°ístupu je, ºe estimovaná
sí´ nemusí být celá pozorovatelná - pro nalezení °e²ení posta£uje pouze £áste£ná
pozorovatelnost sít¥, coº u LU-rozkladu nebylo moºné. Dal²í výhodou je, ºe SVD
funguje i se singulárními maticemi nebo maticemi velmi blízkými matici singulární.
Navíc je pomocí SVD moºné ur£it, které £ásti sít¥ jsou nepozorovatelné.
lánek [16] od autora Jabr p°edkládá moºnost nalezení stavového vektoru na-
místo metodou WLS pouºitím metody minimalizace nejmen²ích absolutních hodnot
LAV (Least Absolute Value) rozdíl· m¥°ených a estimovaných hodnot. LAV bývá
standardn¥ °e²ena pomocí algoritm· lineárního programování, jako jsou nap°íklad
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simplexový algoritmus nebo metoda vnit°ních bod·. P°edloºená metoda ov²em po-
uºívá k °e²ení L1-regrese itera£ní metody IRLSL1 (Iteratively Reweighted Least
Squares).
Hlavní nevýhody algoritm· zaloºených na maticových výpo£tech, jako je nap°í-
klad vysoká pam¥´ová a výpo£etní náro£nost p°i práci s velkými a °ídkými maticemi,
odstra¬uje rekurentní metoda odhadu stavu. Estima£ní algoritmus zaloºený na re-
kurentní metod¥ navrhuje £lánek [44] autor· Wang a Schulz. Ve £lánku je ov²em
také uvedeno, ºe tento algoritmus byl navrºen pro distribu£ní sít¥, které mají oproti
p°enosové soustav¥ jistá specifika, mezi n¥º pat°í nap°íklad nesoum¥rnost soustavy
a p°eváºn¥ radiální topologie sít¥. Tento p°ístup se tudíº p°íli² nehodí pro m°íºové
sít¥ a je vhodný p°eváºn¥ pro sít¥ paprskovité.
Standardní algoritmy estimátor· stavu pouºívají, hlavn¥ kv·li men²í výpo£etní
náro£nosti p°i provád¥ní maticových výpo£etních operací, pouze m¥°ení amplitud
uzlových nap¥tí, £inných a jalových výkon· m¥°ených na v¥tvích a £inných a jalových
výkon· injektovaných. Metoda popsaná v £lánku [26] od autor· Lavorato, Rider
a Garcia navrhuje estima£ní metodu, která p°i výpo£tech vyuºívá i m¥°ení amplitud
proud·. To p°ispívá ke globální redundanci dat m¥°ených v síti, coº je nezbytnou
podmínkou estimace stavu elektriza£ní soustavy.
Protoºe je pot°eba °ídit a tudíº i monitorovat a estimovat i velice rozsáhlé sít¥,
obsahující stovky rozvoden a sta tisíce m¥°ení, kde by jiº maticové výpo£ty trvaly
nep°ijateln¥ dlouhou dobu nebo by nebyly v·bec moºné, pouºívá se distribuovaný
zp·sob estimace stavu. Tento zp·sob se pouºívá i v men²ích sítích, kde jednotlivé
£ásti sít¥ provozují jiné spole£nosti. Problémem distribuované estimace stavu se
zabývají auto°i Zhao, Guo a Fan ve £lánku [45], kde popisují estima£ní algoritmus
a zp·soby koordinace jednotlivých oblastí sít¥.
3.2 Dynamická estimace stavu elektriza£ní soustavy
Se stále se zvy²ujícími poºadavky kladenými na p°enosovou soustavu vzr·stají i po-
ºadavky na p°esnost a rychlost estimace stavu. Za tímto ú£elem byla navrºena a vy-
vinuta technika dynamické estimace stavu DSE (Dynamic State Estimation) elek-
triza£ní soustavy. Dynamická estimace stavu, na rozdíl od estimace statické, bere v
úvahu dynamiku systému a vychází p°itom z p°edpokladu, ºe se elektriza£ní sou-
stava, p°i b¥ºném provozu b¥hem krátkého £asového úseku, nikterak výrazn¥ nem¥ní.
P°i estimaci je tudíº moºné vycházet z výsledk· získaných v p°edchozím £asovém
okamºiku a na základ¥ znalosti modelu dynamiky systému predikovat stav elektri-
za£ní soustavy v budoucnosti.
Stru£ný, p°esto pom¥rn¥ obsáhlý, p°ehled nejvíce pouºívaných technik v dyna-
mické estimaci stavu, tak jak jsou popsány v dostupné literatu°e, p°edkládá £lánek
[40] od autor· Shivakumar a Jain. Ti v úvodu seznamují £tená°e s tím, jak je defi-
nován stav elektriza£ní soustavy. Pokra£ují objasn¥ním pojm· statická a dynamická
estimace stavu a uvád¥jí praktické d·vody, které vedly k vyvinutí dynamické esti-
mace, a její výhody. V dal²í £ásti auto°i uvád¥jí matematický popis modelu m¥°ení
a modelu dynamiky systému v£etn¥ zp·sob· ur£ení jeho parametr·. Poté popisují
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zp·soby predikce a filtrace stavu r·znými metodami, mezi nimiº je nejpouºívan¥j²í
Kalman·v filtr. V záv¥ru £lánku auto°i shrnují výhody dynamické estimace.
Dynamickou estimací stavu elektriza£ní soustavy se zabývá i £lánek [4] autor·
Beides a Heydt, kte°í pro získání optimálního odhadu stavu elektriza£ní soustavy
pouºívají Kalman·v filtr a prezentují dosaºené výsledky. Jako vstupní data pouºili
Gaussovský ²um a simulovaná data s charakterem odpovídajícím zát¥ºovému den-
nímu diagramu elektriza£ní soustavy. Pro popis dynamiky systému pouºívají zjed-
nodu²ený model ve smyslu Wienerova procesu a nelineární model m¥°ení linearizují
pomocí Taylorova rozvoje se zanedbáním £len· vy²²ích °ád·.
Ve £lánku [24] p°edstavují auto°i Kumar, Das a Sharma robustní metodu dy-
namické estimace stavu zaloºenou na roz²í°eném Kalmanov¥ filtru EKF (Extended
Kalman Filter). U popisované metody je kladen d·raz na odolnost v·£i hrubým
chybám m¥°ení a náhlým zm¥nám zatíºení. Pouºitý algoritmus zde detailn¥ popi-
sují. Výsledky dosaºené pomocí tohoto algoritmu porovnávají s výsledky dosaºe-
nými pomocí klasického roz²í°eného Kalmanova filtru a poukazují na to, ºe robustní
roz²í°ený Kalman·v filtr dosahuje ve v²ech t°ech p°ípadech, pro které algoritmus
testovali, lep²ích výsledk·.
Rovn¥º £lánek [39] autor· Shih a Huang popisuje metodu dynamické estimace,
zaloºenou na robustním roz²í°eném Kalmanov¥ filtru. Výsledky dosaºené pomocí
prezentované techniky jsou op¥t porovnávány s výsledky klasického roz²í°eného Kal-
manova filtru. I v tomto £lánku je kladen d·raz na odolnost v·£i hrubým chybám
m¥°ení, náhlým zm¥nám zatíºení, ale navíc také v·£i chybám topologickým.
Auto°i Prasad a Thakur uvád¥jí ve svém £lánku [35] p°ístup k dynamické esti-
maci stavu, zaloºený taktéº na Kalmanov¥ filtru, ale up°ednost¬ují klasickou verzi
Kalmanova filtru p°ed jeho roz²í°enou variantou. Tato metoda pouºívá v £ásti pre-
dikce Holtovo dvouparametrové exponenciální vyrovnání a v £ásti filtrace klasický
Kalman·v filtr. Výsledky dosaºené pomocí této metody jsou v £lánku porovnávány
s výsledky t°ech nejvíce pouºívaných metod dynamické estimace.
Auto-adaptivní dynamický estimátor stavu p°edstavují Han a kolektiv ve £lánku
[13]. V tomto estimátoru je v £ásti predikce rovn¥º vyuºíváno Kalmanova filtru,
ale v £ásti filtrace je pouºívána technika LS-SVM (Least Square - Support Vector
Machines).
3.3 Vyuºití fázorových m¥°ení p°i estimaci stavu
V posledních dvou desetiletích se s rozvojem techniky za£aly výrazn¥ prosazovat
fázorové m¥°icí jednotky, takzvané PMU (Phasor Measurement Unit), které jsou
ur£ené pro m¥°ení fázor· nap¥tí a proud·. Tyto jednotky jsou vzájemn¥ £asov¥
synchronizované pomocí GPS (Global Positioning System) signálu, díky £emuº mají
významn¥ vy²²í p°esnost neº doposud b¥ºn¥ pouºívané m¥°icí p°ístroje. Je tedy
p°irozenou snahou vedle doposud standardn¥ pouºívaných dat ze systému SCADA
(Supervisory Control and Data Acquisition) pouºívat i synchronní fázory.
Technikou fázor· m¥°ení se velmi podrobn¥ zabývá obsáhlá publikace [34] au-
tor· Phadke a Thorp. Tato kniha je rozd¥lena do dvou £ástí. První £ást se v¥nuje
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princip·m fázorových m¥°ení a technikám pouºívaným pro m¥°ení fázor·. Po£ínaje
úvodem do problematiky je zde postupn¥ popsán pouºívaný matematický aparát
zaloºený na Fourierových °adách a Fourierov¥ transformaci, ur£ování fázoru s nomi-
nální a jinou neº nominální frekvencí, a dal²í. Druhá £ást se v¥nuje aplikacím fázoro-
vých m¥°ení a skládá se z kapitol popisujících témata, jako jsou metoda nejmen²ích
£tverc· a váºených nejmen²ích £tverc·, statická a dynamická estimace stavu elek-
triza£ní soustavy, detekce chybných m¥°ení, °ízení elektriza£ní soustavy na základ¥
fázor·, chrán¥ní vedení a jiné.
Auto°i Hurtgen a Maun se zam¥°ili ve svém £lánku [15] na výhody, které posky-
tuje pouºívání m¥°i£· synchronních fázor·. Analyzují vliv asynchronnosti m¥°ení na
výsledky estimace a dále také projevy zm¥ny zatíºení nebo zm¥ny topologie sít¥ ve
výsledcích estimace p°i pouºití r·zného po£tu m¥°i£· synchrofázor·.
Sodhi, Srivastava a Singh ve £lánku [31] p°edstavují p°esn¥j²í a rychlej²í metodu
získání odhadu stavu elektriza£ní soustavy. Popisovaná metoda je zaloºena na me-
tod¥ váºených nejmen²ích £tverc·, do níº vedle standardních SCADA dat vstupují
i data z m¥°i£· synchrofázor·, kterým je více d·v¥°ováno a jsou jim proto nastaveny
v¥t²í váhy. Naproti tomu Chen a kolektiv ve £lánku [8] dosahují zrychlení estimace
tím, ºe uvaºují o m¥°ených datech získaných z m¥°i£· PMU jako bezchybných. A pro-
toºe fázor nap¥tí p°edstavuje p°ímo stav v konkrétním uzlu, není jiº nutné v tomto
uzlu stav odhadovat. Klasická estimace se tedy provádí pouze se SCADA daty a jen
na redukovaném modelu sít¥.
Swarup a Jamuna, auto°i £lánku [23], p°edstavují dvoustup¬ovou estimaci, p°i
níº se kombinuje klasická estimace stavu s lineární estimací. U lineární estimace je
vektor m¥°ení sloºen pouze z fázor· proud· a nap¥tí, £ímº se problém estimace stává
problémem lineárním. Odtud tedy lineární estimace.
lánek [14] od autor· Huang, Schneider a Nieplocha a £lánky [17], [18] au-
tor· Jain a Shivakumar ukazují p°ínos pouºívání m¥°ení synchrofázor· p°i estimaci.
Zvlá²t¥ pak p°i estimaci dynamické. Mezi hlavní výhody vyuºití synchrofázor· v dy-
namické estimaci pat°í moºnost provád¥ní estimace £ast¥ji (s krat²í periodou), v¥t²í
p°esnost odhadnutých stav· a p°esn¥j²í jednokroková predikce, která m·ºe napomá-
hat dispe£er·m p°i krizových situacích.
Jain a Shivakumar vytvo°ili na základ¥ dostupné literatury p°ehled r·zných me-
todologií a vývoje metod pouºívaných v dynamické estimaci stavu. Tento p°ehled
je prezentován ve £lánku [19]. Mimo jiných p°ístup· zde auto°i popisují i dynamic-
kou estimaci stavu zaloºenou na fázorových m¥°eních. Na konci £lánku je²t¥ shrnují
výhody dynamické estimace stavu.
Problematikou velmi rozsáhlých sítí, kde se pouºívá hierarchický, víceúrov¬ový
nebo víceoblastní zp·sob estimace a pouºití m¥°i£· synchronních fázor· v nich, se
zabývají £lánky [25] autor· Lakshminarasimhan a Girgis, [46] autor· Zhao a Abur
a £lánek [33] od autor· Patel a Girgis.
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3.4 Detekce chyb a kvalita estimace
Pouºijí-li se p°i estimaci jako vstupní data m¥°ené hodnoty, které obsahují hrubé
chyby, promítnou se tyto chyby do výpo£t· a nep°ízniv¥ tak ovlivní výsledný od-
had stavu. Je proto p°irozenou snahou ve²kerá chybná data identifikovat a následn¥
chybná m¥°ení, je-li to moºné, korigovat, nebo je z mnoºiny vstupních dat vypustit.
Jednu z metod detekce chyb m¥°ení p°edstavují Kosut a kolektiv ve £lánku [22]. Zde
p°edkládaná metoda je zaloºena na vy²et°ování reziduí (rozdíl· m¥°ených a estimo-
vaných hodnot) a na ur£ité heuristice.
Pokud jsou chybná m¥°ení odstra¬ována ze souboru vstupních dat, hrozí ztráta
pozorovatelnosti estimované sít¥. Z tohoto d·vodu je vhodné v pr·b¥hu estima£ního
algoritmu identifikovat takzvaná kritická m¥°ení, coº jsou m¥°ení, která v p°ípad¥
jejich odstran¥ní z mnoºiny vstupních dat estimátoru zp·sobí práv¥ ztrátu pozoro-
vatelnosti sít¥. Problematikou identifikace kritických m¥°ení se zabývají auto°i Filho
a kolektiv ve £lánku [11], kde p°edstavují metodu zaloºenou na vyhodnocení reziduí
a kovarian£ní matice reziduí. Jinou metodu p°edkládají ve £lánku [10] auto°i Alme-
ida, Asada a Garcia. Ti vyhodnocují kritická m¥°ení na základ¥ Gramovy matice,
která vychází z modelu sít¥.
Stejn¥ nep°ízniv¥ jako hrubé chyby m¥°ení se do výsledk· estimace promítnou
i chyby v topologii sít¥, které vedou ke ²patnému modelu soustavy. Problematice
detekce topologických chyb se v¥nují ve £lánku [9] auto°i Crisciu, Promel a Hecke.
Jejich detek£ní metoda je zaloºena na normovaných Lagrangeových multiplikátorech
a je v estima£ním algoritmu vykonávána je²t¥ p°ed detekcí hrubých chyb. Tím je
zaji²t¥no zachování informací o skupinách chyb, které v¥t²inou ukazují na chybu
v topologii.
Singh, Pandey a Chauhan popisují ve £lánku [41] metody ur£ené pro detekci
hrubých chyb m¥°ení a topologických chyb. Jejich metody jsou zaloºené na techni-
kách um¥lé inteligence, konkrétn¥ vyuºívající Fuzzy logiku.
Rovn¥º auto°i Gou, Cheng a Wu p°edkládají ve £lánku [12] metody pro detekci
hrubých chyb m¥°ení, ur£ení kritických m¥°ení i detekci topologických chyb. Tyto
metody jsou ov²em pouºitelné pouze v p°ípadech, kdy má sí´ radiální (paprskový)
charakter.
3.5 Literatura dostupná v £eském jazyce
Z £eských autor· se problematikou estimace stavu elektriza£ní soustavy a s tím sou-
visejícími problémy, jako jsou analýza pozorovatelnosti sít¥, detekce hrubých chyb
m¥°ení, detekce topologických chyb, atd., zabývá RNDr. Bohumil Sadecký, CSc.
Zmi¬ované problematice se v¥nuje jiº v jeho kandidátské diserta£ní práci [37], kte-
rou napsal jiº na po£átku osmdesátých let. Od té doby ov²em nejen obor estimace
stavu, ale i ve²kerá technika zaznamenaly zna£ný rozvoj. Sadecký bohuºel jiº nevy-
dal ºádnou ucelenou publikaci shrnující estimaci stavu a jeho poznatky. Pravideln¥
se ale ú£astní r·zných konferencí s tématikou zam¥°enou na p°enosovou a distri-
bu£ní soustavu, a je rovn¥º jejich £astým p°ispívatelem. Na konferencích, mezi které
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pat°í nap°íklad K CIRED, EGÚ Praha Engineering, a.s., atd., je tedy moºné najít
nejr·zn¥j²í p°ísp¥vky a £lánky, jejichº autorem je práv¥ Bohumil Sadecký.
Ve £lánku [6] popisuje Sadecký spole£n¥ s Böhmem a Popelkou vliv nesoudobosti
m¥°ených dat na monitorování stavu sít¥ a uvádí nejprve základní princip a poté
moºnost vyuºití fázorových m¥°ení v elektrických sítích. V rámci této konference
je rovn¥º uveden £lánek INTEGROVANÁ ESTIMACE STAVU ELEKTRIZANÍ
SOUSTAVY, jejímº autorem je op¥t Sadecký. Ten zde popisuje princip a vlastnosti
estimátoru stavu v£etn¥ jednotlivých funkcí, které jsou jeho nedílnou sou£ástí. Vy-





Pro úlohu estimace stavu je nezbytné modelovat elektriza£ní soustavu, coº je velmi
rozsáhlý stochastický dynamický systém, skládající se z nep°eberného mnoºství r·z-
ných komponent (schéma celé p°enosové a £ásti distribu£ní sít¥ 110 - 400kV v R
znázor¬uje obrázek 4.1). T¥mito komponentami jsou nap°íklad zdroje elektrické
energie, elektrická vedení, transformátory, spot°ebi£e (odb¥ratelé) a dal²í prvky elek-
triza£ní soustavy. Budeme-li uvaºovat o celé elektriza£ní soustav¥ jako o systému
sloºenému ze zdroj· elektrické energie, spot°ebi£· (odb¥ratel·) a p°enosových cest
mezi nimi (elektriza£ní sí´), lze takovýto systém povaºovat za systém uzav°ený. Tedy
systém, který nemá ºádné vstupy ani výstupy. To je moºné tvrdit proto, ºe ve²kerá
elektrická energie je vyrobena zdroji v tomto systému, poté je p°ená²ena ke spot°ebi-
£·m a v rámci systému je rovn¥º i spot°ebována - bilance elektrické energie systému
je tak rovna nule.
Modelujeme tedy systém sloºený z komponent trojího druhu:
• Zdroje elektrické energie;
• spot°ebi£e (odb¥ratelé);
• p°enosové cesty (elektriza£ní sí´).
Pro popis elektrického zdroje jsou b¥ºn¥ pouºívány modely:
• S invariantní amplitudou nap¥tí (ideální zdroj nap¥tí) - jsou to takové zdroje,
které na £asovém intervalu ∆t dodávají elektrickou energii s konstantní am-
plitudou nap¥tí a to bez ohledu na odebíraný výkon - |~U(t)| = const pro
t ∈< t1, t2 >;
• s invariantní amplitudou proudu (ideální zdroj proudu) - to jsou takové zdroje,
které na £asovém intervalu ∆t dodávají elektrickou energii s konstantní am-
plitudou proudu a to bez ohledu na odebíraný výkon - |~I(t)| = const pro
t ∈< t1, t2 >;
• s invariantním výkonem, to jsou takové zdroje, které na £asovém intervalu ∆t
dodávají do elektrického obvodu elektrickou energii s konstantním výkonem
a to bez ohledu na impedanci zát¥ºe - P (t), Q(t) = const pro t ∈< t1, t2 >.
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Obrázek 4.1: Schéma p°enosových a £ásti distribu£ních sítí v eské republice k datu
1. ledna 2009 - p°evzato z [1].
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Pro popis spot°ebi£· se pouºívají následující modely:
• S invariantním p°íkonem, to jsou takoví odb¥ratelé, kte°í mají bez ohledu na
velikost amplitudy nap¥tí dodávané elektrické energie na £asovém intervalu ∆t
konstantní p°íkon P , Q - tedy P (t), Q(t) = const pro t ∈< t1, t2 >;
• s invariantní impedancí, jsou to odb¥ratelé, kte°í mají na £asovém intervalu
∆t charakter konstantní zát¥ºe - Z(t) = const pro t ∈< t1, t2 >;
• s invariantní amplitudou proudu, to jsou odb¥ratelé, kte°í odebírají na £asovém
intervalu ∆t elektrický proud s konstantní amplitudou a to bez ohledu na
velikost amplitudy nap¥tí dodávané energie - |~I| = const pro t ∈< t1, t2 >.
Uvnit° kaºdého elektrického obvodu existují neorientované energetické vazby (vazby
mezi uzlovými nap¥tími, v¥tvovými proudy, injektovanými výkony, atd.), které nelze
beze zm¥ny chování elektrického obvodu p°eru²it. Vytvo°íme-li ale model reálného
systému, nazývá se vzniklý model systémem abstraktním. Z kybernetického pohledu
v takovémto systému existují orientované informa£ní vazby, které jiº bez vlivu na
reálný systém p°eru²it lze. Zavedení informa£ních vazeb tedy umoºní rozd¥lení celého
systému do dvou subsystém·:
• S1 - subsystém tvo°ený zdroji a spot°ebi£i;
• S2 - subsystém tvo°ený p°enosovými cestami.
Zvolíme-li modely zdroj· a odb¥ratel· typu s invariantním výkonem, respektive
p°íkonem (modely takového typu bývají pouºívány nej£ast¥ji), tvo°í výstup sub-
systému S1 injektované výkony Pi a Qi. Ty jsou zárove¬ stavem subsystému S1
a vstupy subsystému S2. Protoºe subsystém S1 nemá ºádné vstupy, je jeho stav
v £ase t ovlivn¥n pouze stavem z p°edchozího £asového okamºiku t − 1. Naproti
tomu stav subsystému S2 v £ase t je ovlivn¥n jak vstupy v £ase t, tak i p°edchozím
stavem v £ase t− 1. Popsané závislosti znázor¬uje obrázek 4.2.
Obrázek 4.2: Znázorn¥ní kauzality v systému S p°i rozkladu na subsystémy S1 a S2.
Jak jiº bylo popsáno v kapitole 2 - statická estimace stavu elektriza£ní soustavy,
tak jak je tento pojem zaveden v energetice, bere v úvahu pouze harmonický ustálený
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stav dynamického systému. V ustáleném stavu nedochází v systému ke zm¥nám,
a tudíº stav sytému v £ase t není závislý na hodnotách z £asového okamºiku t − 1
(viz obrázek 4.3). Odhad stavu je proto moºné provád¥t bez ohledu na p°edchozí
hodnoty a vycházet tak pouze z modelu a nam¥°ených hodnot platných pro daný
£asový okamºik.
Obrázek 4.3: Znázorn¥ní kauzality v systému S v ustáleném stavu p°i rozkladu na
subsystémy S1 a S2.
V p°ípad¥ dynamické estimace stavu, tak jak je uvád¥no v literatu°e, se op¥t
bere v úvahu harmonický ustálený stav dynamického systému v £ase t, ale navíc
je²t¥ moºnost zm¥ny stavu mezi jednotlivými £asovými okamºiky (mezi £asy t − 1
a t). Chování takovéto zm¥ny bývá popsáno Wienerovým procesem, coº je z hlediska
uvedené kauzality p°íli²né zjednodu²ení a tato interpretace není zcela správná. Moº-
nost zm¥ny injektovaných výkon· by m¥la být rovn¥º uvaºována. Modelování zm¥n
injektovaných výkon· Pi, Qi a stavu x namísto modelování zm¥n samotného stavu
je moºnou variantou pro modifikaci sou£asných metod dynamické estimace stavu.
Moºnosti tohoto p°ístupu k dynamické estimaci stavu elektriza£ní soustavy budou
p°edm¥tem zkoumání v dal²í práci.
Z hlediska estimace stavu elektriza£ní soustavy ve smyslu energetického pojetí
jsou nejd·leºit¥j²í p°enosové cesty, tedy elektriza£ní sí´. Modelováním elektrické sít¥
se zabývá následující kapitola.
4.1 Model elektriza£ní sít¥
Pro ú£ely estimace stavu elektriza£ní soustavy je moºné nap¥´ové pom¥ry v celé
elektriza£ní síti modelovat pomocí injektovaných proud· a p°íslu²ných admitancí,
jak je uvedeno nap°íklad ve [3], coº vyjad°uje následující vztah:
~I = ~Y ~U, (4.1)
kde ~I je vektor injektovaných fázor· proud·, ~Y admitan£ní matice sít¥ a ~U vektor
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kde N je po£et rozvoden nebo uzl· sít¥. Jednotlivé prvky admitan£ní matice jsou
dány modely elektrického vedení a transformátor· (obecn¥ v¥tví), jejichº modely
budou uvedeny v následujících kapitolách.
4.2 Impedan£ní (admitan£ní) model elektrického ve-
dení
Jednou z nejd·leºit¥j²ích sou£ástí elektriza£ní soustavy je elektrické vedení. Elek-
trické vedení je vodi£, respektive soustava elektrických vodi£·, které vzájemn¥ pro-
pojují dv¥ odlehlá místa elektriza£ní soustavy a p°ená²í mezi nimi elektrickou energii.
P°i vytvá°ení modelu elektrického vedení se pro zjednodu²ení vychází z p°edpo-
klad·, ºe vodi£ má v celé jeho délce stejné elektrické vlastnosti a ºe ke ztrátám vlivem
svodu a parazitních kapacit dochází pouze na koncích vedení. Na základ¥ uvedených
p°edpoklad· je moºné vedení modelovat pomocí dvojbranu typu Π-£lánek, který je
znázorn¥n na obrázku 4.4.
Obrázek 4.4: Zjednodu²ený model vedení - schematické znázorn¥ní modelu vedení
popsaného pomocí dvojbranu typu Π-£lánek.
Impedance ~Zij v podélné v¥tvi dvojbranu je tvo°ena reálnou £ástí v podob¥ re-
zistance Rij a imaginární £ástí v podob¥ induktivní reaktance Xij. P°í£né admitance
~Yi a ~Yj jsou tvo°eny reálnými £ástmi v podob¥ svodu Gi, respektive Gj a imagi-
nárními £ástmi v podob¥ kapacitních susceptancí Bi, respektive Bj. To znázor¬uje
schéma na obrázku 4.5.
Vztah mezi injektovanými proudy, admitancemi a uzlovými nap¥tími na obou
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Obrázek 4.5: Model vedení - schematické znázorn¥ní modelu vedení popsaného po-
mocí dvojbranu typu Π-£lánek.














Pro specifikaci modelu konkrétního elektrického vedení se uvádí hodnoty násle-
dujících parametr· elektrického vedení:
• R - rezistance [Ω] (odpovídá parametru Rij);
• X - reaktance [Ω] (odpovídá parametru Xij);
• G - svod [S] (odpovídá parametru Gij);
• B - susceptance [S] (odpovídá parametru Bij).
Hodnoty parametr· modelu vedení se pak na základ¥ uvád¥ných parametr· vypo-
£ítají podle vztah· 4.4 aº 4.6.
~Zij = R + jX (4.4)
~Yij = G+ jB (4.5)



















4.3 Impedan£ní (admitan£ní) model transformátoru
Dal²ím významným prvkem elektriza£ní soustavy je transformátor. Transformátor
je elektrický neto£ivý stroj, skládající se z vinutí (obvykle jedno primární a jedno
sekundární vinutí) a magnetického obvodu. Díky vzájemné elektromagnetické in-
dukci p°ená²í transformátor elektrickou energii z jednoho vinutí skrze magnetický
obvod do vinutí druhého.
Hlavním úkolem transformátoru je p°evád¥t nap¥tí z jedné úrovn¥ na úrove¬
jinou p°i zachování zdánlivého výkonu ~S, který je dán rovnicí
~S = ~U · ~I∗, (4.8)
kde ~U je fázor nap¥tí, ~I fázor proudu a ∗ operátor komplexn¥ sdruºeného £ísla. Je
tedy z°ejmé, ºe zvý²ením nap¥tí lze p°i zachování zdánlivého výkonu docílit zmen²ení
proudu a naopak.
Nap¥tí je dle Ohmova zákonu dáno vztahem
~UZ = ~Z · ~IZ , (4.9)
kde ~UZ je fázor nap¥tí na zát¥ºi, ~Z impedance zát¥ºe a ~IZ fázor proudu protékajícího
zát¥ºí. Protoºe ztráty na vedení jsou také výkon (ale ztrátový), je moºné pro výpo£et
ztrát na vedení vyuºít rovnici
~SZ = ~UZ · ~I∗Z , (4.10)
do níº se za fázor nap¥tí ~UZ dosadí ze vztahu (4.9) a tím vznikne vztah
~SZ = ~Z · ~IZ · ~I∗Z , (4.11)
kde ~SZ je op¥t zdánlivý výkon (v tomto konkrétním p°ípad¥ ztrátový zdánlivý výkon
na vedení), ~Z impedance zát¥ºe (vedení) a ~IZ fázor proudu protékajícího zát¥ºí
(vedením).
Díky transformaci nap¥tí na vy²²í úrove¬ je tedy moºné p°ená²et elektrickou
energii s men²ími ztrátami zp·sobenými pr·chodem elektrického proudu vedením
s nenulovou impedancí (nejvýznamn¥j²í sloºka ztrát). To je hlavním d·vodem pou-
ºívání transformátor· v elektriza£ní soustav¥.
Elektrické schéma modelu transformátoru je znázorn¥no na obrázku 4.6 a skládá
se ze dvou £ástí:
1. Ideální transformátor - je to transformátor, který p°evádí nap¥tí z jedné úrovn¥
na úrove¬ jinou a zachovává p°i tom zdánlivý výkon. Nemá tudíº ºádné para-
zitní vlastnosti a jeho jediným parametrem je p°evodní pom¥r p;
2. model parazitních vlastností transformátoru - popisuje parazitní vlastnosti
transformátoru, které zp·sobují ztráty dvojího druhu:
(a) Ztráty naprázdno - ztráty magnetického obvodu transformátoru.
(b) Ztráty nakrátko (Jouleovy ztráty) - ztráty ve vinutí zp·sobené p°edev²ím
£inným odporem vinutí.
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Obrázek 4.6: Zjednodu²ený model transformátoru - schematické znázorn¥ní modelu
transformátoru popsaného pomocí dvojbranu typu T -£lánek.
Podélné impedance ~Zi a ~Zj jsou tvo°eny reálnými £ástmi v podob¥ rezistance Ri,
respektive Rj a induktivními reaktancemi Xi, respektive Xj. P°í£ná admitance ~Yij
je tvo°ena reálnou £ástí v podob¥ svodu Gij a imaginární £ástí v podob¥ susceptance
Bij, která má stejn¥ jako reaktance induktivní charakter. To je vid¥t ze schématu
4.7.
Obrázek 4.7: Model transformátoru - schematické znázorn¥ní modelu transformátoru
popsaného pomocí dvojbranu typu T -£lánek.
Vztah mezi injektovanými proudy, admitancemi a uzlovými nap¥tími na pri-
















Pro specifikaci modelu konkrétního transformátoru se uvádí hodnoty následují-
cích parametr· transformátoru:
• Up - nap¥tí primárního vinutí [V ] (odpovídá |Ui|);
• Us - nap¥tí sekundárního vinutí [V ] (odpovídá |Uj|);
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• uk - nap¥tí nakrátko [%];
• ∆Pk - ztráty nakrátko [W];
• i0 - proud naprázdno [%];
• ∆P0 - ztráty naprázdno [W];
• Sn - jmenovitý zdánlivý výkon [VA].
Hodnoty parametr· modelu transformátoru se pak z uvád¥ných hodnot vypo£í-





















Zij = Rij + jXij (4.15)


















Yij = Gij + jBij. (4.19)

















4.4 Impedan£ní (admitan£ní) model v¥tve
Pro rozdílné prvky systému (vedení a transformátor) lze namísto dvou odli²ných
model· pouºít jednu univerzální formu reprezentace (jeden model). Takzvaný model
v¥tve je zobecn¥ný model, který umoº¬uje modelovat jak vedení, tak i transformátor
a navíc umoº¬uje modelovat transformátor fáze PST (Phase-Shifting Transformer).
Model, znázorn¥ný ve zjednodu²ené podob¥ na obrázku 4.8, je tvo°en t°emi kompo-
nentami:
1. Ideální transformátor;
2. ideální transformátor fáze;
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3. Π-£lánek
Vztah mezi injektovanými proudy, admitancemi a uzlovými nap¥tími na obou stra-














Obrázek 4.8: Zjednodu²ený model v¥tve - schematické znázorn¥ní modelu v¥tve po-
psaného pomocí ideálního transformátoru, ideálního transformátoru fáze a dvoj-
branu typu Π-£lánek.
Impedance ~Zij v podélné v¥tvi dvojbranu je tvo°ena reálnou £ástí v podob¥ re-
zistance Rij a imaginární £ástí v podob¥ induktivní reaktance Xij. P°í£né admitance
~Yi a ~Yj jsou tvo°eny reálnými £ástmi v podob¥ svodu Gi, respektive Gj a imagi-
nárními £ástmi v podob¥ kapacitních susceptancí Bi, respektive Bj. To znázor¬uje
schéma na obrázku 4.9.
Obrázek 4.9: Model v¥tve - schematické znázorn¥ní modelu v¥tve popsané pomocí
ideálního transformátoru, ideálního transformátoru fáze a dvojbranu typu Π-£lánek.
Pro specifikaci modelu konkrétního prvku systému se uvádí hodnoty následujících
parametr· modelu v¥tve:
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• p - p°evod [-];
• α - fázový posuv [◦];
• R - rezistance [Ω] (odpovídá parametru Rij);
• X - reaktance [Ω] (odpovídá parametru Xij);
• G - svod [S] (odpovídá parametru Gij);
• B - susceptance [S] (odpovídá parametru Bij).
Hodnoty parametr· modelu v¥tve se, stejn¥ jako tomu bylo u modelu vedení,
vypo£ítají z uvád¥ných parametr· podle vztah· 4.4 aº 4.6. Maticový zápis 4.21 je














Pokud se popisuje pomocí modelu v¥tve klasický transformátor, nastaví se hod-
nota fázového posuvu transformátoru fáze na 0◦ a hodnoty parametr· Π-£lánku se
nastaví tak, aby reprezentovaly ztráty transformátoru. V p°ípad¥ modelování trans-
formátoru fáze se nastaví hodnota p°evodu transformátoru na 1 a hodnoty Π-£lánku
p°edstavují ztráty transformátoru fáze. Pokud se modeluje vedení, nastaví se hod-
nota p°evodu transformátoru na 1, hodnota fázového posuvu transformátoru fáze
na 0◦ a Π-£lánek p°edstavuje jiº známé parametry vedení.
Velkou výhodou tohoto p°ístupu je jednotná forma struktury obsahující parame-
try jednotlivých sí´ových komponent a moºnost pracovat stejným zp·sobem s kom-
ponentami r·zného druhu. Jinými slovy °e£eno - p°i výpo£tech nezáleºí na druhu
sí´ového prvku, se kterým se práv¥ pracuje, protoºe model má vºdy stejné parametry
a li²í se pouze hodnoty jednotlivých parametr·.
Nevýhodou je ale vy²²í pam¥´ová náro£nost, která je zp·sobena tím, ºe se u
kaºdého prvku musí uchovávat i hodnoty parametr·, které u konkrétního prvku
nejsou pot°eba.
4.5 Jednofázová reprezentace t°ífázové soustavy
Elektriza£ní soustava je tvo°ena t°emi fázemi, obvykle zna£enými L1 aº L3. Fázory
nap¥tí ~U1 aº ~U3, p°edstavující nap¥tí jednotlivých fází, jsou oproti sob¥ pooto£eny
o 120◦ a vytvá°í tak t°ífázovou elektrickou soustavu. V p°ípad¥, ºe je soustava rov-
nom¥rn¥ zatíºena, platí následující rovnosti:
|~U1| = |~U2| = |~U3|
|~I1| = |~I2| = |~I3|
ϕU1 − ϕU2 = ϕU2 − ϕU3 = ϕU3 − ϕU1
ϕI1 − ϕI2 = ϕI2 − ϕI3 = ϕI3 − ϕI1
ϕ1 = ϕ2 = ϕ3
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a soustava je pak nazývána soustavou soum¥rnou. P°íklad takovéto soustavy graficky
znázor¬uje obrázek 4.10(a). V takovémto p°ípad¥ je moºné pro reprezentaci soustavy
pouºít pouze jednu libovolnou fázi, protoºe zbývající dv¥ fáze jsou pouze pooto£ené
a lze je získat triviálním dopo£tem.
Není-li ov²em n¥která z vý²e uvedených rovností spln¥na, jak tomu oby£ejn¥
v reálných podmínkách p°i provozu elektriza£ní soustavy bývá, soustava je nazývána
soustavou nesoum¥rnou. P°íklad nesoum¥rné soustavy graficky znázor¬uje obrázek
4.10(b). Zde jiº dopo£et dvou zbylých fází na základ¥ znalosti jedné není moºný,
a proto je pro korektní popis soustavy nutné pouºít v²echny t°i fáze.
P°i modelování elektriza£ní soustavy se ale b¥ºn¥ vyuºívá pouze jedna fáze, £ímº
vznikne jednofázový model elektriza£ní soustavy. Aby toto bylo moºné, p°edpokládá
se, ºe je soustava soum¥rná a p°ípadné rozváºení je zanedbatelné. Tohoto zjednodu-
²ení, p°estoºe není zcela správné a rozváºení soustavy m·ºe být v n¥kterých p°ípa-
dech zna£né, se pouºívá p°edev²ím z t¥chto d·vod·:
• Jednodu²²í model - sníºí se tím poºadavky na pot°ebnou pam¥´ p°i reprezen-
taci modelu v po£íta£i;
• niº²í algoritmická náro£nost - ve²keré výpo£etní algoritmy se zjednodu²í, a tím
se zkrátí £as pot°ebný pro provedení v²ech výpo£t·;
• dostupnost m¥°ení - p°eváºná v¥t²ina m¥°ení je hlavn¥ kv·li ekonomickému
aspektu v¥ci provád¥na pouze na jedné fázi, a tudíº jsou m¥°ené hodnoty
dostupné pouze pro jednu fázi.
(a) Soum¥rná soustava (b) Nesoum¥rná soustava
Obrázek 4.10: Grafické znázorn¥ní t°ech fází soustavy soum¥rné a nesoum¥rné.
Jsou-li pro elektriza£ní soustavu dostupná pouze data m¥°ená na jedné fázi,
nevzniká ºádná potíº. Otázkou ale z·stává, jaké m¥°ené hodnoty pouºít jsou-li do-
stupná data m¥°ena na v²ech t°ech fázích. Jedním moºným °e²ením je pouºít pouze
hodnoty nam¥°ené na jedné libovoln¥ zvolené fázi. Dojde-li ov²em k nerovnom¥r-
nému zatíºení soustavy, jehoº d·sledkem bude soustava zna£n¥ nesoum¥rná, nebude
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zvolená fáze dostate£n¥ reprezentativní, a z tohoto d·vodu je vhodn¥j²í zvolit jiný
zp·sob. Za tímto ú£elem byla odvozena metoda rozkladu nesoum¥rné soustavy na
t°i soustavy soum¥rné [29]:
1. Soustava sousledná - soustava t°ech fázor· se stejnou amplitudou, vzájemn¥
pooto£ených o 120◦ ve sm¥ru otá£ení soustavy;
2. soustava zp¥tná - soustava t°ech fázor· se stejnou amplitudou, vzájemn¥ po-
oto£ených o 120◦ proti sm¥ru otá£ení soustavy;
3. soustava neto£ivá - soustava t°ech rovnob¥ºných fázor· se stejnou amplitudou.
Rozklad nesoum¥rné soustavy do t°ech soustav soum¥rných graficky znázor¬uje
obrázek 4.11. Tento rozklad je moºné vyjád°it matematicky vztahy 4.23.
Obrázek 4.11: Rozklad nesoum¥rné soustavy (~U) na t°i soustavy soum¥rné: Soustavu
souslednou (~US), zp¥tnou (~UZ) a neto£ivou (~UN).
~U1 = ~US1 + ~UZ1 + ~UN1
~U2 = ~US2 + ~UZ2 + ~UN2
~U3 = ~US3 + ~UZ3 + ~UN3
. (4.23)










lze rovnice 4.23 zapsat v tomto maticovém tvaru: ~U1~U2
~U3
 =











 1 1 1a2 a 1
a a2 1
 . (4.27)
Pro reprezentaci t°ífázové soustavy se volí soustava sousledná, která p°edstavuje
jakýsi pr·m¥r v²ech t°ech fázor· soustavy nesoum¥rné. Jelikoº je soustava sousledná
soum¥rná, sta£í pro její reprezentaci jedna fáze. Fázor soustavy sousledné tvo°í první
sloºku matice ~USZN , která se vypo£ítá podle následujícího vztahu:
~USZN = F
−1 · ~U. (4.28)
Tentýº postup se uplat¬uje i pro fázory proudu.
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Kapitola 5
Estimace stavu elektriza£ní soustavy
Kontingen£ní analýza soustavy, výpo£et optimálního rozloºení výkonových tok·
OPF (Optimal Power Flow), rekonfigurace sít¥ (redispe£ink) a dal²í funkciona-
lity, které nabízí dispe£erský systém, vychází p°i svých výpo£tech z dat a modelu
odpovídajících konkrétnímu £asovému okamºiku. Proto, aby zmín¥né funkcionality
poskytovaly korektní výsledky, musí být pouºitá data a model konzistentní. Proto se
pouºívá estimace stavu, která pro konkrétní £asový okamºik vypo£ítá stav systému
na jehoº základ¥ lze dopo£ítat ve²keré elektrické veli£iny v síti. To znamená, ºe po
provedení estimace stavu a v²ech následujících dopo£t· jsou navazujícím aplikacím
k dispozici data a model, které jsou konzistentní.
Estimace nebo také odhad stavu elektriza£ní soustavy je v energetice dnes jiº
b¥ºn¥ pouºívaná technika, pomocí které se odhaduje stav elektriza£ní soustavy.
Tento odhadnutý stav pak pro daný £asový okamºik poskytuje v n¥jakém smyslu
nejlep²í obraz soustavy. Pro odhad se pouºívají takové metody, které minimalizují
rozdíly mezi m¥°enými a odhadovanými veli£inami, a to takovým zp·sobem, aby
byly zárove¬ dodrºeny fyzikální zákony, jako jsou Ohm·v zákon, oba Kirchhoffovy
zákony a dal²í, coº u m¥°ených dat nemusí být a také ve v¥t²in¥ p°ípad· není spl-
n¥no.
Za stav systému x se v estimaci standardn¥ volí vektor fázor· nap¥tí v jednotli-
vých rozvodnách. Protoºe je jedna z rozvoden (pro názornost zde p°edpokládejme,
ºe to bude první rozvodna) povaºována za rozvodnu referen£ní, kde je fázový úhel
nastavený na libovolnou hodnotu, oby£ejn¥ se volí 0, tudíº ϕ1 = 0, stavový vektor
obsahuje 2N − 1 prvk· a v polárních sou°adnicích má následující tvar:
x = [U1, U2, . . . , Un, ϕ2, ϕ3, . . . , ϕn]
T . (5.1)
Ui je amplituda a ϕi fázový úhel nap¥tí v i-tém uzlu. n je celkový po£et uzl· v es-
timované síti. Tabulka 5.1 je²t¥ uvádí seznam m¥°ení, která jsou v klasické estimaci
vyuºívána jako standardní vstupní data estima£ního algoritmu.
Na estimaci stavu jako takovou, je moºné se dívat dv¥ma odli²nými zp·soby:
1. Statická estimace - tento pohled na estimaci uvaºuje pouze aktuální £asový
°ez a stav ur£uje pouze na základ¥ nam¥°ených hodnot z tohoto okamºiku;
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Tabulka 5.1: Tabulka standardn¥ pouºívaných veli£in p°i estimaci.
Ozna£ení Název
Pij £inný výkon ve v¥tvi mezi uzly i a j
Qij jalový výkon ve v¥tvi mezi uzly i a j
Pi £inný injektovaný výkon v uzlu i
Qi jalový injektovaný výkon v uzlu i
Ui nap¥tí v uzlu i
2. dynamická estimace - tento zp·sob estimace umoº¬uje brát v úvahu jak infor-
mace o aktuálních m¥°eních, tak i informace o hodnotách nam¥°ených v mi-
nulosti a informace o dynamice systému.
V sou£asné dob¥ je po celém sv¥t¥ nejroz²í°en¥j²ím zp·sobem estimace stavu elek-
triza£ní soustavy estimace statická.
5.1 Statická estimace stavu elektriza£ní soustavy
V²echny metody statické estimace jsou zaloºeny na °e²ení p°eur£ené soustavy rov-
nic. Globální redundance dat je tedy nezbytnou, nikoli v²ak posta£ující podmínkou




Je moºné tvrdit, ºe £ím v¥t²í je po£et dostupných m¥°ení, tím je moºné získat lep²í
odhad stavu. Naopak nutnou, ale zárove¬ i posta£ující podmínkou estimovatelnosti
sít¥ je, aby sí´ byla zcela pozorovatelná.
Jelikoº statická metoda nebere v úvahu dynamiku systému a odhad provádí pouze
na základ¥ m¥°ených dat z jednoho £asového °ezu, není t°eba modelovat dynamiku
systému a pro úlohu posta£í pouze popis modelu m¥°ení. Model m¥°ení popisuje
tato rovnice:
z = h(x) + e, (5.3)
kde z je vektor m¥°ení, h(x) nelineární funkce stavu x a e je chyba estimace neboli







h1(x1, x2, . . . , xn)
h2(x1, x2, . . . , xn)
...








Z rovnice 5.3 lze vyjád°it chybu estimace jako:
e = z − h(x). (5.5)
P°estoºe chyby estimace zahrnují ve²keré chyby, mezi které pat°í nap°íklad chyba
m¥°icího p°ístroje, chyba synchronizace, chyba modelu sít¥, atd., pro zjednodu²ení
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úlohy se p°edpokládá, ºe tyto chyby mají Gaussovské rozloºení pravd¥podobnosti
a platí pro n¥ následující:
• St°ední hodnota chyb je nulová, E(ei) = 0, i = 1, . . . ,m;
• chyby jsou vzájemn¥ nezávislé, E [eiej] = 0 a tudíº kovarian£ní matice je maticí
diagonální cov(e) = E[eeT ] = diag{σ21, σ22, . . . , σ2m}
cov(e) = R. (5.6)
Ú£elem estimace je nalézt takový vektor stavu x, pro který nabývá zvolená kri-
teriální funkce, zohled¬ující chybu estimace, hodnotu globálního minima. Nejpou-
ºívan¥j²í a tudíº v literatu°e nejvíce zmi¬ovanou metodou statické estimace stavu
elektriza£ní soustavy, která toto provádí, je metoda zaloºená na principu váºených
nejmen²ích £tverc· WLS (Weighted Least Squares).
5.1.1 Metoda váºených nejmen²ích £tverc·
Nalézt stavový vektor, pro který je vektor chyb estimace minimální, znamená nalézt
minimum kriteriální funkce J(x), která je v metod¥ váºených nejmen²ích £tverc·






= [z − h(x)]T R−1 [z − h(x)] , (5.7)
kde z je vektor m¥°ení, h(x) vektor nelineárních funkcí stavu x a R je kovarian£ní
matice chyb estimace e (5.6). Matice R−1 je nazývána maticí váhovou.
Z nutné podmínky existence extrému vyplývá, ºe minimum kriteriální funkce
J(x) se nachází v takovém bod¥, kde je gradient kriteriální funkce rovný 0. Tedy





[−zT + hT (x)]R−1H(x) =






H(x) je takzvaná Jacobiho matice.
Protoºe g(x) je funkce nelineární, provádí se aproximace Taylorovým polynomem
prvního stupn¥. To znamená, ºe se nelineární funkce g(x) rozloºí v Taylorovu °adu








a Taylorovy £leny druhého a vy²²ích °ád· se zanedbají. Výsledný tvar se poloºí
rovný 0:
g(xk+1) ≈ g(xk) +G(xk)(xk+1 − xk) = 0. (5.12)
Matice G(x) se nazývá matice zesílení. Úpravou 5.12 vznikne rovnice
xk+1 = xk − [G(xk)]−1 g(xk), (5.13)
kde k je index iterace a xk odhad stavu x v k-tém itera£ním kroku. e²ení této
rovnice se získá nap°íklad pouºitím Newton-Raphsonovy itera£ní metody.
MaticeG(x) je °ídká, symetrická a v p°ípad¥ úplné pozorovatelnosti sít¥ pozitivn¥
definitní. Protoºe je °ídká, je neefektivní pouºívat pro °e²ení soustavy inverzní matici,
která by byla plná. Proto je rovnice (5.13) upravena do následujícího tvaru:
G(xk)∆xk = H
T (xk)R
−1 [z − h(xk)] , (5.14)
kde ∆xk = xk+1 − xk. Práv¥ proto, ºe je matice G(x) °ídká, je vhodné k jejímu
rozkladu pouºít Choleského dekompozici. Ta tuto matici rozloºí na dolní trojúhel-
níkovou matici L a horní trojúhelníkovou matici LT :
G = LLT . (5.15)
Dosazením 5.15 do 5.14 vznikne výsledný itera£ní vztah:
LLT∆xk = H
T (xk)R
−1 [z − h(xk)] . (5.16)
Díky výhodným formám trojúhelníkových matic L a LT je moºné vyuºít dop°edné
substituce 5.17 a získat tak z rovnice 5.18 °e²ení pro u.
LT∆xk = u (5.17)
Lu = HT (xk)R
−1 [z − h(xk)] . (5.18)
Poté jiº jednoduchou zp¥tnou substitucí získat z 5.17 °e²ení ∆xk.
5.1.2 Algoritmus metody váºených nejmen²ích £tverc·
Algoritmus metody váºených nejmen²ích £tverc· je popsán ve [3], graficky jej zná-
zor¬uje vývojový diagram na obrázku 5.1 a slovn¥ je shrnut v následujících deseti
krocích:
1. Spu²t¥ní výpo£etního algoritmu;
2. po£áte£ní inicializace - nastavení indexu iterace k = 0 a inicializace stavového
vektoru x0 (volí se nominální hodnota amplitudy nap¥tí pro amplitudy a 0 pro
fáze);
3. výpo£et vektoru nelineárních funkcí m¥°ení h(xk) a Jacobiho matice H(xk) ;
4. výpo£et matice zesílení G(xk);
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Obrázek 5.1: Grafické znázorn¥ní algoritmu metody váºených nejmen²ích £tverc·
pomocí vývojového diagramu.
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5. Choleského rozklad matice zesílení G(xk);
6. výpo£et pravé strany rovnice 5.16;
7. provedení dop°edné a zp¥tné substituce pro vy°e²ení ∆xk;
8. aktualizace stavu xk+1 = xk + ∆xk;
9. test ukon£ení itera£ního procesu, max |∆xk| ≤ ;
10. pokud test nepro²el, k = k + 1 a návrat na krok 3; pokud ano, výpo£et kon£í.
5.1.3 Úskalí Newtonovy metody
Metoda te£en, jak je také Newtonova metoda nazývána, se vyzna£uje tím, ºe rychlost
její konvergence (v p°ípad¥, ºe konverguje) bývá obvykle vysoká, ale konvergence není
zaru£ena. K potíºím spojeným s konvergencí této metody dochází v p°ípadech, kdy
se po£áte£ní aproximace x0 nenachází v dostate£n¥ malém okolí ko°ene nelineární
funkce f(x).
Pro ilustraci konvergen£ního problému je na obrázku 5.2 znázorn¥n p°íklad ne-
lineární funkce f(x) a pro metodu te£en nevhodn¥ zvolená po£áte£ní aproximace
x0. Z obrázku je vid¥t, ºe následující aproximace x1, nacházející se v bod¥, kde
osu x protíná te£na funkce f(x), sestrojená v po£áte£ní aproximaci x0, se namísto
p°ibliºování ke ko°enu rovnice od ko°ene naopak vzdaluje.
Obrázek 5.2: P°íklad nelineární funkce f(x), znázor¬ující moºný problém s konver-
gencí zp°es¬ující itera£ní metody te£en p°i nevhodné volb¥ po£áte£ní aproximace
x0.
Statická estimace stavu, vyuºívající pro výpo£et odhadu stavu metodu váºených
nejmen²ích £tverc· - jak jiº bylo podrobn¥ vysv¥tleno v 5.1.1, hledá takový stavový
vektor X, pro který nelineární kriteriální funkce J(x) nabývá svého minima. Úloha
se °e²í pomocí linearizace nelineární funkce a takovýto zp·sob °e²ení problému ne-
lineárních nejmen²ích £tverc· (respektive váºených nejmen²ích £tverc·) je nazýván
podle pán· Carla Friedricha Gausse a Isaaca Newtona Gauss - Newtonovo meto-
dou. Zmín¥ná metoda je jedním ze speciálních p°ípad· Newtonovy metody, a tudíº
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je z°ejmé, ºe pokud se po£áte£ní aproximace vektoru stavu nenachází v blízkém okolí
ko°ene, potom metoda nekonverguje, algoritmus se stává nestabilním, a nedojde tu-
díº ke korektnímu odhadu stavu.
5.2 Dynamická estimace stavu elektriza£ní soustavy
Dynamická estimace stavu elektriza£ní soustavy na rozdíl od estimace statické bere
v úvahu dynamiku systému - odtud dynamická estimace. Model systému se proto
skládá ze dvou £ástí, kterými jsou model dynamiky systému a model m¥°ení. Celý
systém je tedy popsán následujícími rovnicemi:
xk+1 = f(xk) + wk (5.19)
zk = h(xk) + vk, (5.20)
kde k je index ozna£ující diskrétní £asový okamºik, x stavový vektor, f(x) nelineární
funkce p°echodu stavu a w je ²um dynamiky systému. Ve druhé rovnici p°edstavuje
z vektor m¥°ení, h(x) nelineární funkce m¥°ení a v ²um m¥°ení. um dynamiky i ²um
m¥°ení jsou uvaºovány jako bílé ²umy, to znamená Gaussovské, pro které platí:
w ∼ N(0, Q) (5.21)
v ∼ N(0, R). (5.22)
Protoºe jak funkce p°echodu stavu f(x), tak i funkce m¥°ení h(x) jsou obecn¥
funkce nelineární, je pot°eba je linearizovat. Linearizace se obvykle provádí kolem
pracovního bodu x pomocí aproximace Taylorovým polynomem prvního stupn¥ a to
následujícím zp·sobem. Nelineární funkce se nejprve rozloºí v Taylorovy °ady:
f(xk) = f(xk) + Fk (xk − xk) + . . . =
= f(xk) + Fkxk − Fkxk + . . . = (5.23)
h(xk) = h(xk) +Hk (xk − xk) + . . . =










Poté se zanedbají Taylorovy £leny druhého a vy²²ích °ád·, £ímº vznikne:
f(xk) ≈ f(xk) + Fkxk − Fkxk =
= xk+1 + Fkxk − Fkxk (5.27)
h(xk) ≈ h(xk) +Hkxk −Hkxk. (5.28)
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Dosazením nyní jiº lineárních funkcí f(x) (5.27) a h(x) (5.28) do rovnic (5.19)
respektive (5.20) vznikne:
xk+1 = xk+1 + Fkxk − Fkxk + wk (5.29)
zk = h(xk) +Hkxk −Hkxk + vk. (5.30)
Po zavedení substitucí:
Gk = xk+1 − Fkxk (5.31)
Sk = h(xk)−Hkxk (5.32)
jiº vzniknou výsledné lineární vztahy popisující dynamiku systému a model m¥°ení.
xk+1 = Fkxk +Gk + wk (5.33)
zk = Hkxk + Sk + vk. (5.34)
V literatu°e nejvíce zmi¬ovanými technikami pouºívanými pro dynamickou es-
timaci stavu elektriza£ní soustavy jsou metody zaloºené na principu Kalmanova
filtru.
5.2.1 Roz²í°ený Kalman·v filtr
Kalman·v filtr je rekurzivní algoritmus, který na základ¥ dat m¥°ených v diskrétních
£asových okamºicích poskytuje lineární, nestranný odhad neznámého stavu dynamic-
kého systému. Hlavní my²lenkou tohoto filtru je minimalizace st°ední kvadratické
chyby neznámého stavu systému.
Protoºe klasický Kalman·v filtr je navrºen pouze pro lineární systémy a elektri-
za£ní soustava je systém zna£n¥ nelineární, pouºívá se k estimaci stavu elektriza£ní
soustavy roz²í°ený Kalman·v filtr EKF (Extended Kalman Filter). Ten se, stejn¥
tak jako klasický Kalman·v filtr, skládá ze dvou £ástí:
1. ást predikce - v diskrétním £asovém okamºiku k−1 je provedena jednokroková
predikce stavu x˜k a predikce m¥°ení z˜k pro £asový okamºik k;
2. filtra£ní £ást - po obdrºení m¥°ení zk v diskrétním £asovém okamºiku k je
korigována predikovaná hodnota stavu x˜k. Tato korigovaná hodnota jiº p°ed-
stavuje odhad stavu x̂k v £asovém okamºiku k. Filtrace je provád¥na na základ¥
minimalizace definované kriteriální funkce J(x) (5.37).
Pro výpo£et predikce jsou pouºívány nejr·zn¥j²í metody, mezi které pat°í nap°í-
klad i vyuºití postup· um¥lé inteligence (fuzzy logika). Nejjednodu²²í predikcí ale je
pouºití p°edchozího odhadu, coº znamená odhadu stavu z minulého £asového oka-
mºiku. To je moºné pouºít pouze za p°edpokladu, ºe dynamika systému je popsána
Wienerovým procesem, £ímº je matice F jednotková a matice G nulová.
x˜k = x̂k−1 (5.35)
z˜k = h(x˜k). (5.36)
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Jak jiº bylo zmín¥no vý²e, ve filtra£ní £ásti Kalmanova filtru je minimalizována
kriteriální funkce, která je dána vztahem
J(x) = [z − h(x)]T R−1 [z − h(x)] + [x− x˜]T M−1 [x− x˜] , (5.37)
kde
Mk = Pk−1 +Qk−1. (5.38)
Mk je kovarian£ní matice predikce, Pk−1 kovarian£ní matice filtrace a Qk−1 kova-
rian£ní matice ²umu dynamiky viz (5.21). Poºadované minimum kriteriální funkce








[−zT + hT (x̂)]R−1H(x̂) + [x̂T − x˜T ]M−1 =






Protoºe je funkce m¥°ení h(x̂) nelineární, je nutné ji linearizovat. To se provede op¥t
pomocí aproximace Taylorovým polynomem prvního °ádu, tedy rozvojem funkce
h(x̂) v °adu Taylorových polynom·
h(x̂) = h(x˜) +H(x˜) (x̂− x˜) + . . . =
= h(x˜) +H(x˜)x̂−H(x˜)x˜+ . . . (5.41)
a Taylorovy £leny druhého a vy²²ích °ád· se zanedbají:
h(x̂) ≈ h(x˜) +H(x˜)x̂−H(x˜)x˜. (5.42)
Dosazením linearizované funkce h(x̂) (5.42) do vztahu (5.39) vznikne rovnice
HT (x˜)R−1 [z − h(x˜)−H(x˜)x̂+H(x˜)x˜]−M−1 (x̂− x˜) = 0. (5.43)
Zavedením substituce
∆x = x̂− x˜ (5.44)
je moºné rovnici (5.43) p°epsat do tvaru
HT (x˜)R−1 [z − h(x˜)−H(x˜)∆x]−M−1∆x = 0 (5.45)





HT (x˜)R−1 [z − h(x˜)] . (5.46)
Odhadovaný stav x̂ je na základ¥ substituce (5.44) dán vztahem





HT (x˜)R−1 [z − h(x˜)] . (5.47)
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HT (x˜)MHT (x˜) +R
]−1
(5.48)
a výsledný tvar pro odhad stavu má následující podobu:
x̂ = x˜+K [z − h(x˜)] . (5.49)






Chybu odhadnutého stavu je moºné ur£it jako
e = x̂− x = x˜+K [z − h(x˜)]− x, (5.51)
z je dáno vztahem
z = h(x̂). (5.52)
Funkce h(x̂) je op¥t nelineární. I zde se pro linearizaci pouºije aproximace Tayloro-
vým polynomem prvního °ádu. Dosazením takto linearizované funkce h(x̂) za z do
rovnice (5.51) vznikne
e = x˜+K [h(x˜) +H(x˜)x−H(x˜)x˜− h(x˜)]− x =
= x˜− x−KH(x˜) (x˜− x) . (5.53)
Zavedením substituce
ex = x˜− x (5.54)
vznikne
e = ex −KH(x˜)ex =
= ex [I −KH(x˜)] . (5.55)
Po dosazení (5.55) do vztahu (5.50) má kovarian£ní matice filtrace tvar
P = E{[ex (I −KH(x˜))] [ex (I −KH(x˜))]T}. (5.56)
5.2.2 Algoritmus roz²í°eného Kalmanova filtru
Algoritmus Kalmanova filtru je graficky znázorn¥n v podob¥ vývojového diagramu
na obrázku 5.3 a shrnut v následujících bodech:
1. Inicializace stavového vektoru x̂k−1 = x̂0 (volí se nominální hodnota amplitudy
nap¥tí pro amplitudy a 0 pro fáze);
2. inicializace kovarian£ních matic Q a R (je t°eba p°edem identifikovat);
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Obrázek 5.3: Grafické znázorn¥ní algoritmu roz²í°eného Kalmanova filtru pomocí
vývojového diagramu.
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3. inicializace kovarian£ní matice filtrace Pk−1 = P0 (volí se stejné jako Q, tzn.
P0 = Q);
4. spu²t¥ní rekurzivního výpo£tu a nastavení diskrétního £asového okamºiku na
k = 1;
5. výpo£et odhadu stavu x˜k a odhadu m¥°ení z˜k ;
6. výpo£et kovarian£ní matice predikce Mk;
7. výpo£et Jacobiho matice H(x˜k);
8. výpo£et Kalmanova zisku Kk;
9. výpo£et odhadovaného stavu x̂k;
10. výpo£et kovarian£ní matice filtrace Pk;
11. nastavení diskrétního £asového okamºiku na k = k + 1 a skok na krok 5.
5.3 Nelineární funkce m¥°ení h(x)
Vektor nelineárních funkcí m¥°ení h(x) závisí na modelu elektriza£ní sít¥. V tabulce
5.1 jsou uvedena v estimaci standardn¥ pouºívaná m¥°ení, pro která je moºné zapsat

















YX = − XijR2ij+X2ij ,
θ = ϕi − ϕj,
(5.58)
potom pro jednotlivé sloºky vektoru nelineárních funkcí platí následující rovnice:





j − 2UiUj (C cos θ −D sin θ) (5.59)
A = Y 2R + (YX +Bi)
2 (5.60)
B = Y 2R + Y
2
X (5.61)
C = Y 2R + YX(YX +Bi) (5.62)
D = YRBi. (5.63)
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Zanedbají-li se p°i výpo£tu p°í£né admitance, rovnice 5.59 p°ejde do tvaru:
Iij =
√






j − 2UiUj cos θ). (5.64)
• inný a jalový výkon Pij a Qij na vedení mezi rozvodnami i a j:
Pij = U
2
i (YR +Gi)− UiUj (YR cos θ + YX sin θ) , (5.65)
Qij = −U2i (YX +Bi)− UiUj (YR sin θ − YX cos θ) . (5.66)








Uj (gij sin θ − bij cos θ) . (5.68)
Ni jsou v²echna vedení p°ipojená v i-tém uzlu sít¥ a gij + jbij = yij je prvek
komplexní uzlové admitan£ní matice.
• Amplituda nap¥tí Ui v rozvodn¥ i:
Ui = UiMER, (5.69)
ozna£eníMER je zde pouºito pouze z d·vodu rozli²ení mezi amplitudou nap¥tí
z vektoru stavu a amplitudou nap¥tí m¥°enou.
Pro v²echny v této a v navazující kapitole uvedené vztahy platí:
• Ui a Uj jsou amplitudy nap¥tí v rozvodnách i a j;
• ϕi a ϕj jsou fázové úhly nap¥tí v rozvodnách i a j;
• podélná impedance vedení Zij = Rij + jXij;
• p°í£né admitance vedení
Yi = Gi + jBi,
Yj = Gj + jBj,





5.4 Jacobiho matice H(x) nelineárních funkcí m¥-
°ení h(x)
Jacobiho matice H(x), která je výsledkem parciálního derivování vektoru nelineár-

































Zavedeme-li op¥t substituce 5.58, potom pro jednotlivé parciální derivace Jacobiho
matice H(x) platí následující rovnice:

































UiUj sin θ. (5.74)
Protoºe p°i malých rozdílech jak v amplitud¥, tak i ve fázi nap¥tí v uzlech i



























UiUj sin θ, (5.77)
∂I2ij
∂ϕj
= −2 (Y 2R + Y 2X)UiUj sin θ. (5.78)
P°i pouºití I2ij namísto Iij je ov²em t°eba brát v úvahu, ºe rozptyl tohoto
m¥°ení bude dvojnásobný.
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• Parciální derivace £inného výkonu Pij na vedení mezi rozvodnami i a j:
∂Pij
∂Ui
= −Uj (YR cos θ + YX sin θ) + 2Ui (YR +Gi) , (5.79)
∂Pij
∂Uj
= −Ui (YR cos θ + YX sin θ) , (5.80)
∂Pij
∂ϕi
= UiUj (YR sin θ − YX cos θ) , (5.81)
∂Pij
∂ϕj
= −UiUj (YR sin θ − YX cos θ) . (5.82)
• Parciální derivace jalového výkonu Qij na vedení mezi rozvodnami i a j:
∂Qij
∂Ui
= −Uj (YR sin θ − YX cos θ)− 2Ui (YX −Bi) , (5.83)
∂Qij
∂Uj
= −Ui (YR sin θ − YX cos θ) , (5.84)
∂Qij
∂ϕi
= −UiUj (YR cos θ + YX sin θ) , (5.85)
∂Qij
∂ϕj
= UiUj (YR cos θ + YX sin θ) . (5.86)






Uj (gij cos θ + bij sin θ) + Uigii, (5.87)
∂Pi
∂Uj






UiUj (−gij sin θ + bij cos θ)− U2i bii, (5.89)
∂Pi
∂ϕj
= UiUj (gij sin θ − bij cos θ) . (5.90)






Uj (gij sin θ − bij cos θ)− Uibii, (5.91)
∂Qi
∂Uj






UiUj (gij cos θ + bij sin θ)− U2i gii, (5.93)
∂Qi
∂ϕj
= UiUj (−gij cos θ − bij sin θ) . (5.94)
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Ozna£eníMER je zde op¥t pouºito pouze z d·vodu rozli²ení mezi amplitudou
nap¥tí z vektoru stavu a amplitudou nap¥tí m¥°enou.
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Kapitola 6
Vyuºití fázorových m¥°ení p°i
estimaci
V energetice se b¥ºn¥ jako zdroj m¥°ených dat, vyuºívaných p°i estimaci, pouºívá
systém ur£ený pro operátorské °ízení a sb¥r dat zvaný SCADA, coº je zkratka pochá-
zející z anglického názvu Supervisory Control and Data Acquisition. Tento systém
uchovává a poskytuje nam¥°ené hodnoty v energetice jiº dlouhou dobu standardn¥
m¥°ených elektrických veli£in, kterými jsou:
• Efektivní hodnota nap¥tí U ;
• efektivní hodnota proudu I;
• £inný výkon P ;
• jalový výkon Q.
Data ze SCADA systému ov²em skýtají velkou nevýhodu, která spo£ívá ve vzá-
jemné nesoudobosti (nesynchronnosti) m¥°ení. Jednotlivá m¥°ení jsou sice provád¥na
cyklicky s pevn¥ danou £asovou periodou, ale nam¥°ená data jako taková neobsahují
informaci o £asu, kdy byla konkrétní hodnota nam¥°ena. asovou zna£kou opat°í na-
m¥°enou hodnotu aº °ídicí systém p°i jejím zpracování a to poté, co ji od m¥°icího
p°ístroje obdrºí. Nesynchronnost vzniká tedy jako d·sledek dvou jev·:
• Odeslání nam¥°ené hodnoty z m¥°icího p°ístroje do °ídicího systému není pra-
videlné, ale je °ízeno takzvaným delta kritériem, které o odeslání nam¥°ené
hodnoty rozhoduje na základ¥ vyhodnocení rozdílu mezi aktuální a p°edchozí
nam¥°enou hodnotou. P°ekro£í-li velikost zmín¥ného rozdílu p°ednastavené δ,
nam¥°ená hodnota je odeslána. V opa£ném p°ípad¥ nikoli. Odtud tedy název
delta kritérium.
• as pot°ebný pro p°enos nam¥°ené hodnoty od m¥°icího p°ístroje aº do °ídicího
systému není konstantní, a tudíº nelze správn¥ stanovit £as, kdy byla konkrétní
hodnota odeslána. V p°ípad¥ velkého vytíºení komunika£ních kanál· tak m·ºe
docházet ke zpoºd¥ní aº v °ádu desítek sekund.
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Elektrická energie je v p°eváºné v¥t²in¥ p°ená²ena pomocí st°ídavého elektric-
kého proudu. Protoºe jsou veli£iny st°ídavého proudu i nap¥tí veli£inami vektoro-
vými, nesta£í znát pro úplný popis stavu systému pouze amplitudu (na rozdíl od
stejnosm¥rných veli£in, které jsou pln¥ popsány pouze velikostí), ale je d·leºité znát
i úhel nato£ení vektoru (takzvanou fázi). Av²ak tyto údaje SCADA systém nem¥°í,
a tudíº ani neposkytuje, coº je dal²í nevýhodou SCADA dat.
Obrázek 6.1: Zjednodu²ené schéma pouºití PMU - p°evzato z [2].
Nedostatky jak nesynchronnosti m¥°ení, tak i absence dat m¥°ení fázových úhl·
v systému SCADA odstra¬ují fázorová m¥°ení, která se v souvislosti s rozvojem
techniky za£ala v energetice prosazovat aº v posledních dvou desetiletích. Fázorové
m¥°icí jednotky, takzvané PMU (Phasor Measurement Unit), jsou ur£ené k m¥°ení
fázor· (amplitudy i fáze) vektor· nap¥tí ~U a proudu ~I. asovou synchronizaci PMU
jednotek, jak ukazuje obrázek 6.1, zaji²´uje synchroniza£ní impulz, který je do m¥-
°icích jednotek p°edáván bezdrátov¥ ze satelit· a to prost°ednictvím GPS (Global
Positioning System) signálu.
Protoºe jsou PMU relativn¥ mladou technikou a kterákoliv zm¥na v energetic-
kých systémech je velice finan£n¥ nákladná, navíc energetika je dosti konzervativní
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Obrázek 6.2: Zjednodu²ené blokové schéma klasické estimace stavu elektriza£ní sou-
stavy.
technický obor, není ani finan£n¥ ani technicky moºné b¥hem krátkého £asového
období p°ejít na data z PMU. I kdyº by takovýto p°echod p°inesl nemalé výhody
a zp°esn¥ní doposud pouºívaných technik. Snahou tedy je n¥jakým zp·sobem vy-
uºít alespo¬ informace z PMU, které jsou a v budoucnu je²t¥ budou v síti nov¥
instalovány. Zde se nabízí n¥kolik moºností vyuºití takovýchto informací:
• Roz²í°ení klasické estimace o PMU;
• roz²í°ení klasické estimace o postprocessing;
• vyuºití v decentralizované estimaci stavu.
6.1 Roz²í°ení klasické estimace o PMU
Obrázek 6.3: Blokové schéma estimace stavu elektriza£ní soustavy roz²í°ené o fázo-
rová m¥°ení.
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Roz²í°ení klasické estimace o fázorová m¥°ení tak, jak je schématicky znázorn¥no
na obrázku 6.3, lze pouºít pouze v t¥ch p°ípadech, kde je moºné zasáhnout do
stávajícího estima£ního algoritmu a upravit jej.
Do estima£ního algoritmu je totiº nutné za£lenit i rovnice pro výpo£et fází nap¥tí
a proudu. Rovnice pro výpo£et amplitudy a´ uº nap¥tí nebo proudu se p°idávat
nemusí, nebo´ jsou jiº ve stávajícím algoritmu implementovány a nikterak se neli²í.
Protoºe jsou nam¥°ené hodnoty z fázorových m¥°icích jednotek p°esn¥j²í, je rov-
n¥º vhodné algoritmu sd¥lit, ºe tato m¥°ení mají men²í chybu neºli SCADA data
a je moºné jim více d·v¥°ovat. To se provádí nastavením v¥t²í váhy pro m¥°ení
pocházející z PMU.
V t¥ch p°ípadech, kde úprava stávajícího estima£ního algoritmu není moºná, lze
pro roz²í°ení estimace o fázorová m¥°ení pouºít zp·sob následující.
6.2 Roz²í°ení klasické estimace o postprocessing
Jak je vid¥t z blokového schématu znázorn¥ného na obrázku 6.4, pouºijí-li se fázorová
m¥°ení tímto zp·sobem, není t°eba zasahovat do stávajícího estima£ního algoritmu
a nikterak jej m¥nit.
Obrázek 6.4: Blokové schéma estimace stavu elektriza£ní soustavy roz²í°ené o post-
processing.
Poté, co je na základ¥ SCADA dat provedena klasická estimace stavu a jsou
známy odhadnuté fázory nap¥tí, provede se s totoºným modelem sít¥ estimace stavu
je²t¥ jednou. V tomto p°ípad¥ jiº ale nejsou vstupními daty algoritmu nam¥°ené
hodnoty dostupné ze SCADA systému, nýbrº fázory získané z estimace a fázory
získané m¥°ením z PMU.
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Na druhou estimaci je tedy moºno nahlíºet jako na zp°esn¥ní odhadnutých fázor·
nap¥tí a to pomocí hodnot nam¥°ených. Do postprocessingu je moºné jako vstupní
data pouºít i fázory proudu, ov²em jejich informa£ní p°ínos není velký, protoºe fázory
proudu jsou po estimaci dopo£ítány na základ¥ odhadnutých fázor· nap¥tí a znalosti
modelu sít¥.
6.3 Decentralizovaná estimace stavu
Této moºnosti se vyuºívá p°eváºn¥ tam, kde se provádí estimace stavu velmi roz-
sáhlých sítí. V p°ípadech, kdy sí´ £ítá tisíce £i dokonce desetitisíce uzl·, jiº není
moºné z hlediska výpo£etní náro£nosti provád¥t odhad stavu jednorázov¥. To je
zp·sobeno vysokými poºadavky, které jsou kladeny na pam¥´ové prost°edky výpo-
£etní techniky, ale hlavn¥ neúnosn¥ dlouhým výpo£etním £asem nezbytn¥ nutným
pro dokon£ení v²ech pot°ebných výpo£t·.
V takovýchto p°ípadech se takto sloºité a rozsáhlé sít¥ programov¥, nikoliv v²ak
reáln¥, rozd¥lí. Tím vznikne n-men²ích sítí (suboblastí), na kterých jiº provedení
estimace stavu nep°edstavuje z hlediska systémových a £asových poºadavk· ºádné
potíºe. Estimace se poté provádí odd¥len¥ (decentralizovan¥), na kaºdé suboblasti
zvlá²´. Problémy, které zde ov²em rozd¥lením vyvstávají, jsou zp·sob napojení
suboblastí a zaji²t¥ní shody estimovaných hodnot v hrani£ních bodech.
Protoºe fázorová m¥°ení poskytují informaci jak o amplitud¥, tak o fázi m¥-
°ené veli£iny, a to pro v²echna m¥°ení v jeden £asový okamºik, lze takováto m¥°ení
s výhodou vyuºít práv¥ v hrani£ních bodech suboblastí. Tím je zaji²t¥ní shody esti-
movaných hodnot a napojení suboblastí jednodu²²í, protoºe hodnotám pocházejícím
z fázorových m¥°icích jednotek je moºné nastavit velkou váhu a tím estimované hod-
noty v hrani£ních bodech takzvan¥ p°ichytit.
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Kapitola 7
WAMS - Moderní monitorovací
systém vyuºívající synchrofázory
V energetice jsou b¥ºn¥ m¥°eny a tudíº i k estimaci standardn¥ pouºívány efektivní
hodnoty nap¥tí a proudu a hodnoty £inného a jalového výkonu. Aº v posledních
dvou desetiletích se v d·sledku prudkého rozvoje technologií za£aly prosazovat tak-
zvané fázorové m¥°icí jednotky ozna£ované zkratkou PMU (Phasor Measurement
Unit). Tyto jednotky m¥°í velmi p°esn¥ jak amplitudu, tak i fázový úhel nap¥tí
a proudu. V reakci na tento technický vývoj se za£aly zavád¥t systémy slouºící k
monitorování rozsáhlých elektriza£ních sítí, tak zvané WAMSystémy (Wide Area
Monitoring System), které vyuºívají data nam¥°ená £asov¥ synchronizovanými fá-
zorovými jednotkami. Jedná se tedy o pokro£ilé monitorovací systémy, vyuºívající
velmi p°esných m¥°ení fázor·, a to jak nap¥tí tak i proudu.
Nedílnou sou£ástí kaºdého WAM systému je i estimace stavu. Jak jiº ale bylo
podrobn¥ popsáno v kapitole 5, odhad stavu elektriza£ní soustavy má svá specifika
a klade ur£ité poºadavky na data pouºitá jako vstupní data pro výpo£etní algo-
ritmus. To vychází p°edev²ím z omezení, vztahujících se k samotnému algoritmu
odhadu stavu, který je úsp¥²n¥ proveditelný jen a pouze za ur£itých podmínek.
T¥mito podmínkami jsou nap°íklad pozorovatelnost elektrické sít¥, v¥t²í po£et m¥-
°ení neºli je po£et neznámých stavového vektoru, vhodné rozmíst¥ní m¥°ení a dal²í.
Výsledek procesu estimace stavu elektriza£ní soustavy navíc zna£ným zp·sobem
ovliv¬ují chyby, které obsahují ve²kerá data do estimace vstupující. Proto je nutné
s t¥mito chybami po£ítat a vypo°ádat se s nimi.
Odhad stavu je tedy, jakoºto samostatná funkce v reálných podmínkách pro-
vozu elektriza£ní soustavy, samostatn¥ nepouºitelný. Z tohoto d·vodu je v rámci
WAM systém·, jejichº je estimace stavu elektriza£ní soustavy nedílnou sou£ástí,
poskytováno hned n¥kolik, z hlediska estimace stavu, nezbytných funkcí. WAM sys-
témy samoz°ejm¥ poskytují velké mnoºství dal²ích dopl¬ujících funkcí, mezi které
pat°í nap°íklad odhad parametr· pasivních prvk· sít¥, vizualizace stavu elektriza£ní








Katedra kybernetiky Fakulty aplikovaných v¥d Západo£eské univerzity v Plzni
byla spolu°e²itelem projektu FR-TI1/462, zvaného Výzkum a vývoj systému Wide
Area Monitoring pro oblast distribu£ní energetiky, °e²eného v letech 2009 - 2012.
V rámci jmenovaného projektu byl vyvíjen a posléze prototypován WAM systém,
jehoº finální verze byla nasazena a úsp¥²n¥ otestována v reálném provozu ve vybrané
testovací oblasti elektriza£ní soustavy ve východních echách. Na jednotlivé funkce
tohoto systému se nyní podíváme podrobn¥ji v následujících podkapitolách, kde
bude popsán význam jednotlivých funkcí.
7.1 Vyhodnocení topologie
Informace, které jsou o elektriza£ní soustav¥ k dispozici, jsou obvykle dosaºitelné
z r·zných zdroj· (textové soubory, tabulky, databáze, atd.), a tím pádem bývají
uloºeny i v r·zných datových formátech (upozor¬uji jen, ºe nemusí být vºdy nutn¥
dostupné v elektronické podob¥). Pro zpracování pomocí výpo£etní techniky je tudíº
p°ed zpracováním zapot°ebí informace do po£íta£e nejprve na£íst.
Zárove¬ je nutné v²echny tyto informace, kterými jsou nap°íklad názvy a umís-
t¥ní rozvoden, po£et p°ípojnic v konkrétní rozvodn¥, názvy a parametry vedení,
dále pak umíst¥ní transformátor· v£etn¥ nap¥tí primárního a sekundárního vinutí
atd., p°evést do takové formy, která bude dostate£ným zp·sobem popisovat kon-
krétní elektriza£ní soustavu a rovn¥º bude srozumitelná pro uºivatele a jednodu²e
pouºitelná p°i výpo£etních algoritmech provád¥ných v po£íta£i. A práv¥ to je prvo-
°adým úkolem vyhodnocení topologie sít¥. Nástroj vyhodnocující topologii sít¥ bývá
ozna£ován jako topologický procesor.
Dal²í, o co se musí vyhodnocení topologie postarat, je propojit mezi sebou jed-
notlivé prvky sít¥. To znamená zjistit a vhodným zp·sobem uchovat informace o
propojení, coº je nap°íklad - jaké p°ípojnice se nachází ve které rozvodn¥, mezi kte-
rými rozvodnami je nataºeno to £i ono vedení, ve které rozvodn¥ jsou umíst¥ny které
transformátory atd.
Na základ¥ takto p°ipravených dat topologický procesor je²t¥ rozd¥lí elektriza£ní
sí´ do souvislých1oblastí sít¥. Za normálních okolností je celá sí´ n¥jakým zp·sobem
propojena v jediný souvislý celek. Pokud je sí´ rozd¥lena do n nezávislých suboblastí,
nazývá se tento provoz elektriza£ní soustavy provozem v ostrovním reºimu. Tomu
se ale dispe£e°i snaºí ze v²ech sil zabránit a udrºet tak soustavu celistvou. Provoz v
ostrovním reºimu je jednou z posledních moºností, ke kterým se p°i °e²ení problém·
v soustav¥ p°istupuje.
1Pod pojmem souvislá oblast sít¥ se skrývá mnoºina v²ech prvk· sít¥ (p°ípojnic, transformátor·,
vedení, atd.), které jsou propojeny v souvislý celek.
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7.2 Analýza pozorovatelnosti
Odhad stavu elektriza£ní soustavy, respektive jednotlivých souvislých oblastí sít¥,
lze standardní estima£ní metodou provád¥t jen a pouze tehdy, pakliºe je souvislá
oblast sít¥ pozorovatelná. To znamená, ºe v²echny stavy této souvislé oblasti jsou
pozorovatelné a tudíº i estimovatelné. Analýza pozorovatelnosti tedy na základ¥
v²ech momentáln¥ dostupných m¥°ení ov¥°uje, zda-li je konkrétní souvislá oblast
elektriza£ní sít¥, na níº chceme provést odhad stavu, pozorovatelná.
Je-li soustava pozorovatelná, nevznikají p°i estimaci ºádné potíºe a je moºné
bez obav p°istoupit k provedení odhadu. Komplikace ale nastávají tehdy, kdy je
jeden nebo dokonce hned n¥kolik z odhadovaných stav· nepozorovatelných. Tehdy
je zapot°ebí pouºít ur£itá opat°ení, která mnoºinu dostupných m¥°ení nebo estimo-
vanou oblast upraví takovým zp·sobem, aby se oblast, nebo alespo¬ její £ást, stala
pozorovatelnou. Takovými úpravami jsou:
• P°idání pseudom¥°ení - pseudom¥°ení nejsou ve skute£nosti reáln¥ m¥°ené hod-
noty, ale hodnoty vypo£ítané, £i získané z historických dat skute£n¥ nam¥°e-
ných hodnot v minulosti. Pouºívají se nap°íklad hodnoty dopo£ítané z hodnot
nam¥°ených v okolí nepozorovatelného stavu, m¥°ení z p°edchozího £asového
okamºiku nebo výsledky estimací minulých. Ú£elem této úpravy je eliminovat
po£et nepozorovatelných stav·.
• Stanovení nepozorovatelných stav· - ur£uje se, které ze stav· v konkrétní
nepozorovatelné oblasti jsou nepozorovatelné, aby je bylo moºné izolovat a
vylou£it z estimace. Po vylou£ení nepozorovatelných stav· z problematické
oblasti se zbytek oblasti stává pozorovatelným.
• Ur£ení nepozorovatelných prvk· sít¥ - dojde k nalezení v²ech prvk· sít¥, které
jsou svázány s nepozorovatelnými stavy a tudíº tyto prvky, respektive m¥°ení
na t¥chto prvcích, není moºné p°i estimaci pouºít. Nalezené prvky a m¥°ení
jsou posléze z estimace vylou£eny.
• Vytvo°ení pozorovatelných suboblastí - protoºe odstran¥ním nepozorovatel-
ných stav· a souvisejících m¥°ení z estimace dochází i k vylou£ení n¥kterých
£ástí sít¥, nemusí být jiº daná oblast souvislá. Takováto oblast, ve které z·-
staly uº jen pozorovatelné stavy, je pozorovatelná a je p°erozd¥lena tak, aby
byly vytvo°eny op¥t souvislé suboblasti sít¥, tentokrát jiº ale pozorovatelné, na
nichº je provedení odhadu stavu moºné. Tyto suboblasti jsou nazývány také
pozorovatelnými ostrovy sít¥.
Pozorovatelnost elektriza£ní sít¥ je úzce spjata s po£tem m¥°ení, m¥°enými ve-
li£inami a rovn¥º s rozloºením m¥°ení v konkrétní síti. Z tohoto d·vodu je d·leºité
vyhodnocovat existenci takzvaných kritických a subkritických m¥°ení.
• Kritické m¥°ení - je takové m¥°ení, které v p°ípad¥, ºe dojde k jeho odstran¥ní
ze seznamu m¥°ení, zp·sobí ztrátu pozorovatelnosti a tudíº estimovatelnosti
sít¥;
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• subkritická m¥°ení - je mnoºina takových m¥°ení, která v p°ípad¥ odstran¥ní
kteréhokoliv z nich ze seznamu m¥°ení zp·sobí, ºe se n¥jaké jiné m¥°ení ze
seznamu subkritických m¥°ení stane m¥°ením kritickým.
Vyhodnocení kritických a subkritických m¥°ení je zvlá²t¥ d·leºité p°i odstra¬o-
vání dat, která byla diagnostikou chyb m¥°ení (viz následující kapitola 7.4) vyhod-
nocena jako podez°elá. Je to z toho d·vodu, ºe se estimovaná oblast po ne²etrném
zásahu m·ºe snadno stát nepozorovatelnou.
7.3 Estimace stavu vyuºívající m¥°ení synchrofázor·
Estimaci stavu elektriza£ní soustavy byla v¥nována samostatná kapitola (viz kapi-
tola 5), ve které byla podrobn¥ popsána a vysv¥tlena jak estimace statická, tak
estimace dynamická. Nebylo ale uvedeno, který ze jmenovaných zp·sob· estimace
pouºívá námi implementovaný systém, a rovn¥º nebyl uveden ani zp·sob vyuºití
synchrofázorových m¥°ení a jejich zakomponování do estima£ního algoritmu.
P°i vývoji systému se za£alo s estimací statickou. Bylo to z toho d·vodu, ºe tato
estimace je stále nejroz²í°en¥j²í a tudíº je o ní dostupné velké mnoºství informací.
Aº poté, co byl úsp¥²n¥ implementován a otestován prototyp statické estimace,
za£alo se pracovat na estimaci dynamické. Oba prototypy byly implementovány ve
vývojovém prost°edí Matlab a dosahovaly srovnatelných výsledk·. Rozdíl byl patrný
u doby pot°ebné pro výpo£et, kde byla dynamická estimace rychlej²í. Naproti tomu
ale p°i zm¥n¥ konfigurace sít¥ (topologie) bylo nutné spustit dynamickou estimaci
vºdy od za£átku a op¥t nastavovat kovarian£ní matice predikce a filtrace. Protoºe
m¥°ená data m¥la vzorkovací periodu 1 minuta (pro dynamickou estimaci je vhodné
m¥°it data s co moºná nejkrat²í periodou - alespo¬ 1s) a navíc v oblasti, kde byl
systém testován, docházelo pom¥rn¥ £asto ke zm¥nám zapojení, byla pro finální
implementaci vybrána estimace statická. Ve vývoji estimace dynamické se ale stále
pokra£uje.
Co se tý£e vyuºití dat nam¥°ených synchrofázor·, v 6. kapitole byly popsány t°i
zp·soby vyuºití dat získaných fázorovými m¥°icími jednotkami. Protoºe ná² systém
byl vyvíjen od úplného za£átku a bylo tudíº moºno libovoln¥ modifikovat estima£ní
algoritmus, bylo rozhodnuto o vyuºití prvního principu - tedy roz²í°ení klasické esti-
mace o PMU. Za£len¥ní fázor· nap¥tí do estimace bylo naprosto jednoduché, protoºe
jak amplituda, tak i fázový úhel jsou p°ímo sloºkami stavu. Rovnice pro výpo£et
amplitudy proudu byly jiº pouºívány u klasické statické estimace (bez fázorových
m¥°ení PMU) a jediné, co bylo zapot°ebí do algoritmu je²t¥ doplnit, byly rovnice pro
výpo£et fázového úhlu fázoru proudu. Ty byly následn¥ odvozeny a do estima£ního
algoritmu dopln¥ny.
7.4 Diagnostika chyb
Stejn¥ tak, jako kdekoliv jinde, i p°i estimaci stavu elektriza£ní soustavy jsou p°í-
tomny chyby, které samoz°ejm¥ nep°íznivým zp·sobem ovliv¬ují výsledky estimace.
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P°irozenou snahou proto je tyto chyby odhalit, identifikovat a pokud to je moºné,
tak i opravit. Obvykle se v estimaci rozli²ují chyby dvojího typu:
1. Chyby m¥°ení;
2. chyby topologie.
Na kaºdý z uvedených typ· chyb se podrobn¥ji podíváme v následujících dvou pod-
kapitolách.
7.4.1 Detekce chybných m¥°ení
Ve²keré nam¥°ené hodnoty jsou vºdy zatíºeny r·zn¥ velkými chybami r·zného druhu.
Mezi chyby ovliv¬ující m¥°ení pat°í nap°íklad chyba m¥°icího transformátoru, t°ída
p°esnosti m¥°icího p°ístroje, atd. - souhrnn¥ nazývané chybou m¥°icího °et¥zce. Po-
kud velikost celkové chyby m¥°ení p°ekro£í je²t¥ p°ípustnou, rozumn¥ stanovenou
mez, je zapot°ebí takovéto chyby odhalit, identifikovat a pokud to je moºné, tak hod-
notu p°íslu²ného m¥°ení odpovídajícím zp·sobem korigovat. V opa£ném p°ípad¥,
tedy není-li moºné hodnotu m¥°ení korigovat, je nutné tuto hodnotu z estimace
úpln¥ vy°adit, aby nedocházelo k ovlivn¥ní výsledk·.
Detekce chybných m¥°ení se obvykle provádí dv¥ma principiáln¥ odli²nými zp·-
soby, které v závislosti na dob¥, kdy je detekce provád¥na, m·ºeme rozd¥lit násle-
dovn¥:
• P°ed estimací - chyby jsou vyhodnocovány je²t¥ p°ed provedením odhadu stavu
na základ¥ apriorních informací o jednotlivých m¥°eních. Nap°íklad hodnota
amplitudy, a´ uº proudu nebo nap¥tí, nesmí být záporná a musí se pohybo-
vat ve stanoveném intervalu. Rovn¥º tak efektivní hodnoty nap¥tí a proudu.
Nam¥°ená hodnota amplitudy nap¥tí se m·ºe pohybovat v rozmezí nap°íklad
±10% jmenovité hodnoty atd. Tímto zp·sobem je ale moºné odhalit pouze
hrubé chyby m¥°ení.
• Po estimaci - v tomto p°ípad¥ dochází k vyhodnocování chyb aº po provedení
odhadu stavu. Vyhodnocení je provedeno na základ¥ analýzy reziduí, coº jsou
rozdíly mezi hodnotami nam¥°enými a hodnotami dopo£tenými z odhadnu-
tého stavu. Protoºe se chyby vyhodnocují aº po estimaci, ovliv¬ují tak výsle-
dek estimace. Velké mnoºství chybných hodnot nebo shluky chybných m¥°ení,
nacházejících se blízko sebe, tudíº mohou zp·sobit vyhodnocení i správných
m¥°ení jako chybná.
Protoºe je kaºdý z popsaných zp·sob· vyhodnocení chybných m¥°ení pouºit v
jiné £ásti estimace stavu, je proto dobré ob¥ metody vhodným zp·sobem kombino-
vat. Tím dojde k minimalizaci po£tu chybných m¥°ení, coº se pozitivn¥ projeví na
výsledném odhadnutém stavu.
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7.4.2 Detekce topologických chyb
Vyhodnocení topologie se provádí na základ¥ informací o jednotlivých prvcích sít¥ a
stavech spína£·, odpojova£· a dal²í k manipulaci ur£ené techniky, pomocí které jsou
jednotlivé komponenty elektriza£ní soustavy p°ipojovány do sít¥. Stejn¥ tak, jak je
tomu u nam¥°ených hodnot, ani data popisující konkrétní zapojení sít¥ nemusí být
vºdy korektní a mohou poskytovat chybné informace. V takovýchto p°ípadech pak
dochází k vytvo°ení chybného modelu elektriza£ní soustavy, coº ovliv¬uje odhadnutý
stav a m·ºe mít za následek ²patné vyhodnocení chyb m¥°ení a dal²í chyby.
Stejn¥ tak jako detekce chybných m¥°ení i detekce topologických chyb se b¥ºn¥
provádí dv¥ma zp·soby, které se op¥t d¥lí podle doby, kdy je detekce provád¥na na:
• P°ed estimací - chyby jsou vyhodnocovány p°ed provedením odhadu stavu a
pro stanovení chyb se pouºívají nam¥°ené hodnoty elektrických veli£in, infor-
mace o stavech spína£· a obecn¥ platné zákonitosti, které nap°íklad °íkají,
ºe oboustrann¥ odpojeným vedením nem·ºe protékat elektrický proud a tu-
díº výkony na tomto vedení by m¥ly být nulové; na oboustrann¥ odpojeném
transformátoru nem·ºe být nam¥°ena nenulová hodnota elektrického nap¥tí
atd.
• Po estimaci - chyby v topologii se v¥t²inou projevují shlukem v¥t²ího po£tu
chybných m¥°ení nacházejících se v blízkém okolí místa se ²patným vyhod-
nocením zapojení. Na základ¥ detekování velkých shluk· chybných m¥°ení je
tedy moºné stanovit pravd¥podobné místo výskytu topologické chyby.
Detekce topologických chyb se tedy snaºí odhalit nesrovnalosti mezi skute£ným
propojením sít¥ a propojením, které je vyhodnoceno na základ¥ informací o stavech
spína£· poskytovaných °ídicím systémem.
7.5 Dopo£et sít¥
Smyslem estimace stavu elektriza£ní soustavy je najít takový stavový vektor, který
nejvíce odpovídá souboru aktuálních m¥°ení s ohledem na p°edem stanovené krité-
rium. Pokud se takovýto vektor poda°í nalézt, je moºné na jeho základ¥ spole£n¥
se znalostí konkrétního modelu elektriza£ní soustavy dopo£ítat ve²keré elektrické
veli£iny v síti. A to jak veli£iny m¥°ené, tak i nem¥°ené. Je tedy moºné dopo£ítat
nap°íklad nem¥°ené proudy tekoucí konkrétním vedením, výkonové ztráty na vedení,
atd.
Takto dopo£ítané hodnoty mají jednu velkou p°ednost a tou je, ºe na rozdíl
od hodnot získaných m¥°eními dopo£ítané hodnoty nejsou v rozporu s teoretickými
p°edpoklady a odpovídají fyzikálním zákon·m. Nad takovými (jiº nerozpornými)
daty je potom moºné provád¥t nap°íklad kontingen£ní analýzu a dal²í navazující
výpo£ty.
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7.6 Problémy p°i realizaci systému
P°i °e²ení reálných úloh, tedy takových úloh, jejichº výsledné °e²ení má být skute£n¥
pouºitelné v praxi, se vºdy vyskytne více £i mén¥ problém·. I p°i realizaci na²eho
projektu se vyskytla celá °ada komplikací, které se v pr·b¥hu realizace projektu
poda°ilo úsp¥²n¥ vy°e²it a odstranit. Dv¥ma nejvýznamn¥j²ími problémy spojenými
s otázkami:
• Nastavení váhové matice m¥°ení;
• konvergence standardn¥ pouºívané metody,
se bude zabývat následující text. Jakým zp·sobem bylo k t¥mto problém·m p°istou-




Nová metoda ur£ení váhové matice
m¥°ení
Váhová matice, jak jiº samotný název napovídá, je matice vyjad°ující váhu jed-
notlivých m¥°ení, vstupujících do estimace stavu. To znamená, ºe tato matice vý-
po£etnímu algoritmu °íká, jak je to £i ono m¥°ení p°esné a do jaké míry by se m¥l
odhadovaný stav elektriza£ní soustavy konkrétnímu m¥°ení p°izp·sobit. Váhová ma-
tice je maticí inverzní ke kovarian£ní matici chyb estimace R viz (5.6) a ozna£uje se
R−1 (n¥kdy také W ). Protoºe je matice R £tvercová o rozm¥rech m x m, kde m je
po£et m¥°ení pouºitých p°i estimaci stavu, musí být i váhová matice R−1 £tvercová
a mít totoºný rozm¥r.
Pro samotný výpo£et odhadu stavu elektriza£ní soustavy nejsou d·leºité abso-
lutní hodnoty jednotlivých vah m¥°ení, ale vzájemný pom¥r vah mezi jednotlivými
m¥°eními. Pro názornost uve¤me jednoduchý p°íklad: budou-li mít dv¥ m¥°ení na-
staveny váhy nap°íklad na hodnoty 1 a 10 (vzájemný pom¥r vah je 1:10), má toto
nastavení na výsledný odhadnutý stav elektriza£ní soustavy naprosto stejný vliv
jako nap°íklad nastavení vah 100 a 1000 (vzájemný pom¥r vah je 100:1000), protoºe
v obou p°ípadech je pom¥r mezi váhami m¥°ení totoºný a to 1:10. Tento konkrétní
pom¥r mezi váhami jednotlivých m¥°ení °íká, ºe jedno m¥°ení je p°i výpo£tu 10 krát
cen¥n¥j²í neºli m¥°ení druhé. Absolutní hodnota vah je d·leºitá aº z pohledu detekce
chybných m¥°ení po provedení odhadu stavu.
Z vý²e zmín¥ného je z°ejmé, ºe ²patn¥ nastavené váhy mohou naprosto znehod-
notit výsledky estimace i jinak bezchybn¥ fungujícího estima£ního systému. Proto
je správné nastavení váhové matice klí£ovým problémem odhadu stavu elektriza£ní
soustavy. B¥ºn¥ pouºívaným zp·sobem stanovení váhové matice je pouºití chyb m¥-
°ení. Tímto zp·sobem nastavení vah se zabývá následující podkapitola.
8.1 Standardn¥ pouºívaná metoda stanovení vah
Chyba estimace e je celkovou chybou, která obsahuje velké mnoºství r·zných druh·
chyb. Jako p°íklad uve¤me chybu m¥°icího transformátoru, chybu m¥°icího p°ístroje,
chybu synchronizace, chybu modelu a dal²í. P°estoºe je chyba estimace chyba sloºená
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z dal²ích chyb, b¥ºnou praxí je povaºovat zjednodu²ení, které uvaºuje chybu esti-
mace totoºnou s chybou m¥°ení (respektive s chybou m¥°icího p°ístroje), za dobrou
aproximaci skute£nosti.
Chyba estimace, jak jiº bylo popsáno v 5. kapitole, se v estimaci p°edpokládá
normální, tzn. s Gaussovým rozd¥lením pravd¥podobnosti, které je pln¥ popsáno
dv¥ma parametry N (µ, σ2):
• St°ední hodnotou µ;
• rozptylem σ2.
Ve zmín¥né kapitole byly také zavedeny p°edpoklady, ºe chyby jsou vzájemn¥ nezá-
vislé a jejich st°ední hodnoty jsou rovny 0. Otázkou tedy z·stává, jak ur£it velikost
druhého parametru, £ili rozptyl chyby.
V literatu°e [3] se uvádí, co kaºdý intuitivn¥ vytu²í, ºe velikost rozptylu by
m¥la odráºet p°edpokládanou p°esnost p°íslu²ného m¥°ení. Informaci o p°esnosti,
respektive maximální chyb¥ m¥°icího p°ístroje nep°ímo poskytuje t°ída p°esnosti
daného m¥°icího p°ístroje. Na základ¥ znalosti t°ídy p°esnosti a rozsahu konkrétního
m¥°icího p°ístroje je moºné vypo£ítat maximální (mezní) chybu m¥°icího p°ístroje
(MCMP ). To je nejv¥t²í chyba, která se v celém rozsahu m¥°icího p°ístroje m·ºe





kde TPMP je t°ída p°esnosti p°íslu²ného m¥°icího p°ístroje a RMP m¥°icí rozsah
tohoto p°ístroje.
Díky p°edpokladu vzájemné nezávislosti chyb jsou kovarian£ní matice chyb a
tudíº i váhová matice diagonální. Hodnoty prvk· na diagonále váhové matice lze
poté stanovit ze známých parametr· pouºitých m¥°icích p°ístroj·. A to ze znalosti









)2 , i = 1, · · · ,m, (8.2)
kde i je index m¥°ení (respektive odpovídajícího m¥°icího p°ístroje) a m celkový
po£et v²ech m¥°ení pouºitých p°i estimaci.
Ke stanovení vah m¥°ení touto metodou je zapot°ebí znát pouze pouºité m¥°icí
p°ístroje. P°edev²ím v²ak jejich t°ídy p°esnosti a m¥°icí rozsahy. Výhodou této me-
tody stanovení vah m¥°ení je jednoduchost a snadné pouºití. Naproti tomu je velkou
nevýhodou p°íli²né zjednodu²ení a zanedbání velkého po£tu r·zných chyb, které jsou
v n¥kterých p°ípadech významn¥j²í, neº chyby samotného m¥°icího p°ístroje. Dal²í
problém spojený s takovýmto nastavením vah m·ºe nastat p°i detekci chybných
m¥°ení na základ¥ vyhodnocení reziduí. Také proto bývají váhy upravovány je²t¥ na
základ¥ empirických znalostí a zku²eností operátor· tak, aby detekce chyb fungovala
správn¥.
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8.2 Nová metoda stanovení vah m¥°ení
Protoºe celkovou chybu estimace e neovliv¬uje pouze chyba m¥°icího p°ístroje, ale
celá °ada dal²ích faktor·, které ve v¥t²in¥ p°ípad· není moºné exaktn¥ stanovit a
mnohdy ovliv¬ují výsledek estimace daleko více neº samotná chyba m¥°icího p°í-
stroje, je velice vhodné tyto faktory p°i estimaci rovn¥º zohlednit. Proto byl do
vzorce (8.2) pro ur£ení vah p°idán parametr d·v¥ry d v m¥°ení. Tento parametr
°íká, jakou d·v¥ru v to £i ono m¥°ení máme.
Pro nastavení koeficientu d·v¥ryhodnosti bylo navrºeno 5 stup¬· d·v¥ry v m¥-
°ení s následujícími hodnotami:




5. naprosto ned·v¥ryhodné (0,01).
Hodnota parametru se volí na základ¥ dostupných apriorních informací o konkrétním
m¥°ení a p°íslu²né rozvodn¥. Jako vodítka pro ur£ení tohoto koeficientu poslouºí
nap°íklad odpov¥di na otázky typu:
• Jedná se o skute£né m¥°ení nebo pseudom¥°ení?
• O m¥°ení jaké elektrické veli£iny se jedná?
• M¥°í se ve spodní, st°ední nebo horní £ásti rozsahu m¥°icího p°ístroje?
• Je m¥°ení opat°eno dálkovou signalizací?
• Nachází se m¥°ení ve staré nebo nové (nov¥ zrekonstruované) rozvodn¥?
• Je známo, ºe m¥°ení z libovolného d·vodu náhodn¥ nebo stabiln¥ poskytuje
málo pravd¥podobné hodnoty?
• Atd.
Na základ¥ vyhodnocení získaných odpov¥dí na otázky uvedeného typu a následné
vhodné volby koeficientu d·v¥ryhodnosti m¥°ení je moºné zohlednit skute£nosti,
které mají vliv na výslednou chybu estimace, ale které zárove¬ není moºné pokrýt
chybou m¥°icího p°ístroje.













)2 , i = 1, · · · ,m, (8.3)
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kde MCMP je op¥t maximální chyba m¥°icího p°ístroje, TPMP t°ída p°esnosti
m¥°icího p°ístroje, RMP rozsah m¥°icího p°ístroje, m celkový po£et v²ech m¥°ení
pouºitých p°i estimaci, d je zmín¥ný koeficient d·v¥ryhodnosti m¥°ení a kv je koefi-
cient korekce vah.
Koeficient korekce vah kv se stanoví s ohledem na detekci chybných m¥°ení vy-
hodnocených na základ¥ velikosti reziduí. Tento parametr je pot°eba nastavit zvlá²t¥
pe£liv¥, protoºe pokud se nastaví p°íli² malý, nedojde k vy°azení ºádných chybných
m¥°ení. Pokud se naopak nastaví p°íli² velký, dochází k vy°azení p°íli² velkého po£tu
m¥°ení, coº nebezpe£n¥ zvy²uje riziko ztráty pozorovatelnosti a v závislosti na im-
plementaci m·ºe výrazn¥ prodlouºit dobu pot°ebnou pro provedení odhadu stavu.
Z d·vodu vy²²í rychlosti a men²í moºnosti vzniku nepozorovatelných stav· v síti
je tedy vhodn¥j²í, aby koeficient korekce vah byl spí²e men²í neºli v¥t²í (vypadává
mén¥ m¥°ení).
Jak tedy ur£it rozumnou hodnotu koeficientu korekce vah? Op¥t je pot°eba vy-
cházet ze znalostí o síti a odhadnout, jaká pom¥rná £ást m¥°ení m·ºe poskytovat
chybné hodnoty. U b¥ºných sítí je rozumné uvaºovat jednotky % chybných m¥°ení
- osv¥d£ila se nap°íklad hodnota 5%. Poté se provede první velká iterace výpo£tu
odhadu stavu elektriza£ní soustavy. Na základ¥ nyní jiº známého stavu se vypo£ítá
velikost váºených reziduí, která se se°adí vzestupn¥, tj. od nejmen²ího k nejv¥t²ímu

























kde r je reziduum a N po£et s£ítaných váºených reziduí (horní mez sumy), který se
vypo£ítá následovn¥:
N = round ((1− p)m) , (8.5)
kde p je relativní po£et p°ípustných chybných m¥°ení a m je celkový po£et v²ech
m¥°ení.
Poté se na základ¥ stupn¥ volnosti, který se ur£í rozdílem celkového po£tu po-
uºitých m¥°ení a velikosti (délky) stavového vektoru, a hladiny významnosti, která
se shoduje s hladinou p°ednastavenou pro detekci chybných m¥°ení, ur£í hodnota
kvantilu χ2 rozd¥lení. Pod¥lením kvantilu a svr se získá koeficient korekce vah kv,






kde £itatel p°edstavuje kvantil chi-kvadrát rozd¥lení pravd¥podobnosti s konkrétními
parametry (stupn¥m volnosti a hladinou významnosti), ϑ je parametr rozd¥lení -
po£et stup¬· volnosti.
Protoºe se elektriza£ní soustava chová p°i r·zn¥ velkém zatíºení odli²n¥, je vhodné
provést nikoliv pouze jednorázový výpo£et koeficientu, ale tento výpo£et n¥kolikrát
opakovat pro r·zné £asové °ezy. Optimální je opakovat výpo£et pro £asové °ezy
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Obrázek 8.1: Vývoj koeficientu korekce vah kv vypo£ítaného z archivovaných dat v
pr·b¥hu roku 2011 v testované oblasti.
pocházející z r·zných £ástí dne a i ro£ních období. Vývoj koeficientu korekce vah
vypo£ítaný z dostupných archivovaných dat z roku 2011 je znázorn¥n v obrázku 8.1.
Zvlá²t¥ vhodné je provád¥t tyto experimenty oine na archivovaných historických
datech. Fixní hodnotu koeficientu korekce vah kv je tudíº vhodné nastavit teprve
na základ¥ vyhodnocení získaných výsledk· - vyhodnotit st°ední hodnotu £i median
získaných výsledk·.
Alternativním zp·sobem k fixnímu nastavení koeficientu vah nebo pro p°ípady,
kdy nelze provést experimenty na historických datech, na jejichº základ¥ se nasta-
vuje fixní hodnota koeficientu, je zde moºnost po£ítat váhový koeficient p°ímo v
estima£ním algoritmu pro kaºdý £asový °ez. Aby se zamezilo velkým výkyv·m a
náhlým zm¥nám t¥chto hodnot, ke kterým m·ºe docházet vlivem zm¥ny topologie
nebo zm¥nou rozloºení výkonových tok· v síti, je vhodné pouºít filtr nap°íklad v
podob¥ klouzavého pr·m¥ru. Ten bude v závislosti na nastaveném po£tu pr·m¥ro-
vaných hodnot kopírovat zm¥nu váhového koeficentu v £ase.
Postup nové metody nastavení vah m¥°ení je graficky znázorn¥n pomocí vývojo-
vého diagramu na obrázku 8.3 a slovn¥ je shrnut v následujících bodech:
1. Popis jednotlivých m¥°ení a vyjád°ení d·v¥ry di.
2. Inicializace koeficientu vah kv = 1.
3. Výpo£et váhové matice R−1.
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Obrázek 8.2: Detail vývoje koeficientu korekce vah kv z období od 21. 1. 2011 00:00
do 13. 3. 2011 00:00 v testované oblasti.
4. Provedení první velké iterace algoritmu odhadu stavu a získání prvního od-
hadnutého stavu x1.
5. Výpo£et reziduí r.
6. Vzestupné se°azení váºených reziduí.
7. Výpo£et sou£tu prvních N váºených reziduí svr(N) a stanovení kvantilu chi-
kvadrát rozd¥lení pravd¥podobnosti (χ2 (ϑ))−1.
8. Vypo£tení koeficientu korekce vah kv = 1.
9. Výpo£et váhové matice R−1.
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Obrázek 8.3: Grafické znázorn¥ní algoritmu nové metody stanovení váhové matice
R−1 pomocí vývojového diagramu.
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Obrázek 8.4: Detail vývoje koeficientu korekce vah kv b¥hem jednoho týdne v období
od 31. 1. 2011 00:00 do 7. 2. 2011 00:00 v testované oblasti.













Obrázek 8.5: Detail vývoje koeficientu korekce vah kv op¥t b¥hem jednoho týdne,





Jiº ve 2. kapitole zabývající se popisem problematiky bylo °e£eno, ºe problém esti-
mace stavu v pojetí energetik· je chápán jako proces nalezení neznámého vektoru
stavu, tvo°eného parametry popisujícími harmonický signál (amplitudy a fáze), sto-
chastického dynamického systému, nacházejícího se v ustáleném stavu. Neznámý
stav je hledán na základ¥ známého modelu elektriza£ní soustavy a ur£itého po-
£tu známých hodnot m¥°ení r·zných elektrických veli£in (nap¥tí, proudu, výkon·),
p°i£emº po£et m¥°ení musí být v¥t²í (ideáln¥ n¥kolikanásobn¥ v¥t²í) neºli velikost
stavového vektoru. Tento proces vede na matematickou úlohu nalezení °e²ení p°eur-
£ené soustavy nelineárních rovnic, které se za pouºití výpo£etní techniky °e²í pomocí
numerických itera£ních metod.
Numerická matematika, jak je uvedeno v [30], rozli²uje podle schopnosti konver-
govat dva základní typy numerických itera£ních metod, ur£ených pro °e²ení1nelineárních
rovnic. Jsou to itera£ní metody:
• Startovací - jejich velkou p°edností je zaru£ená konvergence, ov²em rychlost
konvergence t¥chto metod bývá nízká;
• zp°es¬ující - konvergence u t¥chto metod není zaru£ena, ale v p°ípad¥ ºe kon-
vergují, je rychlost konvergence obvykle vysoká.
K potíºím, spojeným s konvergencí u zp°es¬ujících metod, dochází v p°ípadech,
kdy se po£áte£ní aproximace x0 nenachází v dostate£n¥ malém okolí ko°ene neli-
neární funkce f(x). To je vysv¥tleno v kapitole 5.1.3 a názorn¥ demonstrováno na
p°íkladu z obrázku 5.2.
Aby se problém·m s konvergencí p°ede²lo, doporu£uje numerická matematika
následující postup:
• B¥hem prvních n iterací pouºít z d·vodu zaru£ené konvergence n¥kterou ze
startovacích metod - nap°íklad metodu bisekce (také nazývanou metoda p·lení
intervalu) nebo metodu regula falsi;
1°e²ením nelineární rovnice f(x) se rozumí nalezení ko°ene rovnice, tedy nalezení takového x,
pro které je spln¥na rovnost f(x) = 0.
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• aº poté, kdy se aproximativní °e²ení nachází v dostate£n¥ malém okolí ko°enu,
pouºít n¥kterou z metod zp°es¬ujících. Tím se zvý²í rychlost konvergence a
poºadovaného °e²ení je dosaºeno d°íve.
Dal²í moºností, jak do jisté míry zabránit problém·m s konvergencí Newtonovy
zp°es¬ující metody, je pouºít modifikovanou Newtonovu metodu (nap°íklad tlume-
nou Newtonovu metodu nebo Newtonovu metodu s lokáln¥ omezeným krokem -
trust region) - viz [7]. Tyto metody sice stále konvergenci nezaru£ují, ale podstat-
ným zp·sobem roz²i°ují oblast konvergence, p°i£emº zachovávají obvykle vysokou
rychlost konvergence.
Protoºe £asový úsek vyhrazený pro výpo£et odhadu stavu elektriza£ní soustavy
není neomezený (v¥t²inou se estimace provádí kaºdou minutu, p°ípadn¥ jednou za
t°i minuty), byly za ú£elem zvý²ení robustnosti estimace zkoumány pouze metody
zp°es¬ující, tedy modifikované Newtonovy metody. Velmi podrobn¥ se zabývá nu-
merickými metodami obsáhlá publikace [36], ve které jsou, mimo jiné, popsány i dv¥
metody:
1. Levenberg-Marquardt;
2. Backtracking line search,
kterými se bude zabývat následující text.
9.1 Levenberg-Marquardtova metoda
Numerická metoda Levenberg-Marquardt je pojmenovaná po jejích autorech Kenne-
thu Levenbergovi a Donaldu Marquardtovi. Vychází z klasické Newtonovy itera£ní
metody, která je velmi podrobn¥ popsána v kapitole 5.1.1. Klasická Newtonova me-
toda pat°í do numerických itera£ních metod zp°es¬ujících a je tudíº rychlá, ale
nezaru£uje konvergenci výpo£tu. Tento významný nedostatek klasické Newtonovy
itera£ní metody se snaºí odstranit práv¥ Levenberg-Marquardtova metoda, a to po-
mocí modifikace, která spo£ívá ve vyuºití takzvaného trust region p°ístupu nebo
také nazývaného metoda omezeného kroku.
Postup výpo£tu odhadu stavu je pomocí Levenberg-Marquardtovi metody tém¥°
totoºný s postupem výpo£tu klasickou Newtonovo metodou. Li²í se tím, ºe rovnice
(5.13), která u klasické metody vyjad°uje itera£ní formuli, tedy zp·sob výpo£tu no-
vého odhadu stavu x v následujícím itera£ním kroku, je v Levenberg-Marquardtov¥
metod¥ modifikována a nabývá tvaru:
xk+1 = xk − [Gij(xk) + λδijGij(xk)]−1 g(xk), (9.1)
kde G(x) je matice zesílení, g(x) gradient kriteriální funkce J(x), λ parametr pro
omezení velikosti prvk· matice zesílení a
δij = 〈 0, i 6= j1, i = j . (9.2)
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Dal²í kroky vedoucí k nalezení °e²ení se shodují s postupem uvedeným v kapitole
5.1.1. Dále je tudíº pouºit Choleského rozklad matice zesílení G následovaný zp¥tnou
substitucí pro získání zm¥nového kroku ∆xk.
Velikost parametru λ m¥ní Levenberg-Marquardtova metoda v závislosti na kon-
vergenci, respektive nekonvergenci výpo£tu. Zda výpo£et konverguje £i nekonver-
guje, rozli²uje algoritmus na základ¥ porovnání hodnot kriteriální funkce J(x) v
aktuální a p°edchozí iteraci výpo£tu. Po kaºdém výpo£tu nového odhadu stavu xk
následuje ov¥°ení, zda-li se hodnota kriteriální funkce J(x) zmen²uje, nem¥ní £i na-
opak zv¥t²uje.
Pro volbu velikosti parametru λ existují následující doporu£ení:
• Pro p°ípad, kdy se hodnota kriteriální funkce J(x) nem¥ní nebo zmen²uje (to
znamená J(xk+1) ≤ J(xk)), se doporu£uje volit λk+1 = λk/10;
• pro p°ípad, kdy se hodnota kriteriální funkce J(x) zv¥t²uje (to znamená
J(xk+1) > J(xk)), je doporu£eno volit λk+1 = λk · 10;
• na po£átku se doporu£uje volit λ0 = 0, 001.
V p°ípad¥ navý²ení hodnoty kriteriální funkce J(x), tedy známky nekonvergence
výpo£tu, se hodnota parametru λ upravuje tak dlouho, dokud není spln¥na pod-
mínka J(xk+1) ≤ J(xk). Vývoj parametru λ v pr·b¥hu výpo£tu je znázorn¥n v
následujícím grafu (viz obrázek 9.1).
K výrazné zm¥n¥ parametru λ dochází pouze v p°ípadech, kdy výpo£et nekon-
verguje. V opa£ném p°ípad¥ nikoliv. Díky tomu si Levenberg-Marquardtova metoda
zachovává vysokou rychlost konvergence a zárove¬ zvy²uje robustnost algoritmu.
9.2 Backtracking line search
Metoda Backtracking line search vychází rovn¥º z klasické Newtonovy itera£ní me-
tody, která je popsána v kapitole 5.1.1. Klasická Newtonova metoda, jak jiº bylo
zmín¥no v p°edchozí kapitole, pat°í do numerických itera£ních metod zp°es¬ují-
cích, z £ehoº vyplývá, ºe je rychlá, ale nezaru£uje konvergenci výpo£tu. Metoda
Backtracking line search se tento problém snaºí vy°e²it stejným zp·sobem jako me-
toda Levenberg-Marquardt a to pouºitím trust region p°ístupu - nazývaného také
metodou omezeného kroku.
Výpo£etní postup metody Becktracking line search je op¥t tém¥° totoºný s po-
stupem klasické Newtonovy metody. Pro tuto metodu ale nabývá itera£ní formule
(5.13) tohoto modifikovaného tvaru:
xk+1 = xk − λ [G(xk)]−1 g(xk), (9.3)
kde G(x) je op¥t matice zesílení, g(x) gradient kriteriální funkce J(x) a λ parametr
pro omezení velikosti zm¥nového kroku ∆xk.
Dal²í kroky vedoucí k nalezení °e²ení se i u této metody shodují s postupem
uvedeným v kapitole 5.1.1. Je tudíº dále pouºit Choleského rozklad matice zesílení
G následovaný zp¥tnou substitucí pro získání zm¥nového kroku ∆xk.
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Obrázek 9.1: Vývoj parametru λ p°i výpo£tu odhadu stavu £asového snímku pomocí
metod Levenberg - Marquardt a Backtracking line search (klasickou Newtonovo
metodou tento £asový °ez nekonverguje).
Velikost parametru λ m¥ní metoda Backtracking line search v závislosti na kon-
vergenci, respektive nekonvergenci výpo£tu. To, jestli výpo£et konverguje nebo ne-
konverguje, rozli²uje algoritmus op¥t na základ¥ porovnání hodnot kriteriální funkce
J(x) v aktuální a p°edchozí iteraci výpo£tu. Po kaºdém výpo£tu nového odhadu
stavu xk následuje nové ov¥°ení, zda-li se hodnota kriteriální funkce J(x) zmen²uje,
nem¥ní £i naopak zv¥t²uje, a na základ¥ tohoto ov¥°ení jsou rozli²ovány tyto dva
p°ípady:
• Hodnota kriteriální funkce J(x) se nem¥ní nebo se zmen²uje, tj.
J(xk+1) ≤ J(xk);
• hodnota kriteriální funkce J(x) se zv¥t²uje, tj. J(xk+1) > J(xk).
Pro druhý p°ípad, tj. kdy se hodnota kriteriální funkce zv¥t²uje, dochází prost°ed-
nictvím zm¥ny hodnoty parametru λ k omezení velikosti zm¥nového kroku ∆xk.
84






2 ∗ (rTk+1R−1rk+1 − rTkR−1rk − (HTR−1rk+1)T ∆x)
, (9.4)
kde H je Jacobiho matice, ∆xk zm¥nový krok, R−1 váhová matice a r jsou takzvaná
rezidua (r = z−h(x)). Pro velikost parametru λ se je²t¥ doporu£uje volit dodate£ná
omezení - nap°íklad λ ∈ 〈0.1, 0.5〉.
Protoºe k omezení velikosti zm¥nového kroku ∆xk dochází pouze v t¥ch p°ípa-
dech, kdy výpo£et nekonverguje, zachovává si i metoda Backtracking line search
vysokou rychlost konvergence a zárove¬ zvy²uje robustnost algoritmu.
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Kapitola 10
Ov¥°ení a testování navrºených
metod, algoritm· a softwarových
prototyp·
Západo£eská univerzita v Plzni, respektive ná² °e²itelský tým, byl spolu°e²itelem
projektu MPO (Ministerstva pr·myslu a obchodu) FR-TI1/462, zvaného Výzkum
a vývoj systému Wide Area Monitoring pro oblast distribu£ní energetiky, jehoº
p°íjemcem byla brn¥nská spole£nost AIS spol. s r.o. V rámci tohoto projektu byl
vyvinut a následn¥ úsp¥²n¥ otestován WAM Systém popsaný v kapitole 7. Testování
vyvíjených metod a posléze funk£ních prototyp· probíhalo na datech získaných z
reálného provozu elektriza£ní soustavy a to ve dvou fázích:
1. Oine data - data z oblasti VVN (110kV) z jihu Moravy;
2. online data - data z oblasti VVN (110kV) z východních ech.
Aby bylo moºné jiº od samého za£átku projektu testovat vyvíjené algoritmy na
reálných datech, bylo provedeno jednorázové m¥°ení na vybrané oblasti elektriza£ní
soustavy VVN (110kV) nacházející se na jihu Moravy. Schéma této oblasti je zná-
zorn¥no na obrázku 10.1. Celá oblast se skládala z:




Pro tuto oblast bylo dostupno celkov¥ p°es 200 r·zných m¥°ení (p°esn¥ 229 m¥-
°ení), z £ehoº data ze systému SCADA (205 m¥°ení) m¥la následující skladbu:
• 24 m¥°ení velikosti elektrického proudu I,
• 63 m¥°ení £inného výkonu P,
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• 63 m¥°ení jalového výkonu Q,
• 55 m¥°ení velikosti nap¥tí U
a data z jednotek PMU (24 m¥°ení):
• 6 amplitud elektrického proudu |~I|,
• 6 fázových úhl· elektrického proudu arg(~I),
• 6 amplitud nap¥tí |~U |,
• 6 fázových úhl· nap¥tí arg(~U).
Oblast obsahovala jednu napájecí rozvodnu VVN (220/110kV). Jedno vedení,
spojující dva nejvýznamn¥j²í uzly oblasti, bylo z obou konc· osazeno m¥°icími jed-
notkami PMU. M¥°ení bylo provád¥no kontinuáln¥ po dobu 52 hodin s periodou 3
minuty. Nam¥°ená data byla uloºena do soubor· tabulkového procesoru a tvo°ilo je
p°es 1000 £asových °ez·. Na základ¥ dat z této oblasti byly provedeny první návrhy
struktur, funkcí, objekt· a metod.
Obrázek 10.1: Schéma testovací oblasti VVN (110kV) na jihu Moravy. PísmenemM
jsou ozna£ena místa osazená m¥°icími jednotkami PMU.
V rámci zmín¥ného projektu byla ale jako testovací oblast pro ov¥°ení celkové
funk£nosti na²eho estima£ního systému vybrána £ást elektriza£ní soustavy VVN
(110kV) situovaná ve východních echách, která je schematicky znázorn¥na na ob-
rázku 10.2. Celou testovací oblast tvo°ilo:
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Obrázek 10.2: Schéma testovací oblasti VVN (110kV) ve východních echách. Pís-
menem M jsou ozna£ena místa osazená m¥°icími jednotkami PMU.
V této oblasti bylo dostupno celkov¥ p°es 400 r·zných m¥°ení (p°esn¥ 442 m¥-
°ení), z £ehoº data ze systému SCADA (314 m¥°ení) m¥la následující sloºení:
• 79 m¥°ení velikosti elektrického proudu I,
• 79 m¥°ení £inného výkonu P,
• 79 m¥°ení jalového výkonu Q,
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• 77 m¥°ení velikosti nap¥tí U
a data z m¥°icích jednotek PMU (128 m¥°ení):
• 32 amplitud elektrického proudu |~I|,
• 32 fázových úhl· elektrického proudu arg(~I),
• 32 amplitud nap¥tí |~U |,
• 32 fázových úhl· nap¥tí arg(~U).
Testovací oblast zahrnovala jednu napájecí rozvodnu VVN (400/110kV). T°i ve-
dení, propojující £ty°i nejvýznamn¥j²í uzly oblasti, byla na obou koncích osazena
m¥°icími jednotkami PMU. Dv¥ma PMU jednotkami byly také osazeny dva trans-
formátory - jeden transformátor 400/110kV napájející tuto oblast a jeden transfor-
mátor 110/35kV. M¥°ení bylo, aº na výjimky, kdy docházelo ke zm¥nám a úpravám
v systému, provád¥no kontinuáln¥ v pr·b¥hu roku 2012 aº do úsp¥²ného zakon£ení
projektu. Ve²kerá data (jak nam¥°ené hodnoty elektrických veli£in, tak i informace
o aktuálním zapojení sít¥ - topologii sít¥) byla ukládána do databáze. M¥°ení bylo
provád¥no pravideln¥ s periodou 1 minuta.
Na této testovací síti byly odlad¥ny a následn¥ úsp¥²n¥ otestovány a ov¥°eny
v²echny moduly WAM Systému. Tato testovací sí´, jak je patrné z uvedených údaj·,
je zna£n¥ p°em¥°ená - na relativn¥ malý po£et rozvoden je obrovské mnoºství m¥-
°ených hodnot elektrických veli£in. To je jedním z d·vod·, pro£ se za celou dobu,
pro kterou byla dostupná nam¥°ená data, vyskytlo jen n¥kolik (°ádov¥ jednotky)
£asových °ez·, kdy estima£ní algoritmus vyuºívající standardní Newtonovu itera£ní
metodu selhal, a tudíº nemohl být dokon£en odhad stavu. V t¥chto p°ípadech byly
extra spu²t¥ny nov¥ implementované metody vyuºívající numerických itera£ních me-
tod Levenberg-Marquardt a Backtracking line search. Estimace poté ve v²ech uve-
dených £asových °ezech skon£ila úsp¥²n¥. U takto malé sít¥ byly výsledky i £asy
pot°ebné pro výpo£et odhadu stavu u v²ech metod srovnatelné.
Protoºe tato sí´ byla opravdu malá a nebylo moºné ov¥°it funk£nost d·kladn¥ji,
bylo pot°eba zajistit data z rozsáhlej²í oblasti elektriza£ní soustavy. Na základ¥
dlouhodobé spolupráce se spole£ností EPS a.s. nám byla poskytnuta data získaná
rovn¥º p°i reálném provozu £eské p°enosové a £ásti distribu£ní elektriza£ní soustavy
(schéma viz obrázek 4.1). Data tvo°ilo celkem 117 £asových °ez·, které pocházely
z r·zných ro£ních období a £ástí dne. Data zahrnovala jak informace o aktuálním
zapojení sít¥ a parametrech jednotlivých prvk· sít¥ (topologii sít¥), tak nam¥°ené
hodnoty elektrických veli£in (efektivních hodnot nap¥tí, £inných a jalových výkon·).
Sí´ se skládala z:
• 900 uzl·
• 1100 v¥tví
a pro tuto sí´ bylo celkov¥ dostupno p°es 6000 m¥°ení, jejichº skladba byla následu-
jící:
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• 44% m¥°ení £inných výkon· P,
• 44% m¥°ení jalových výkon· Q,
• 12% m¥°ení velikosti nap¥tí U.
P°esto, ºe v n¥kolika £asových °ezech výpo£et klasickou Newton-Raphsonovo
metodou zkolaboval, ani v jednom z testovaných £asových °ez· nenastal p°ípad, kdy
by selhala n¥která z nov¥ vyvinutých a implementovaných metod. U elektriza£ní
sít¥ takovéhoto rozm¥ru jiº m¥lo smysl provést i test £asové náro£nosti jednotlivých
metod. Celkov¥ byly implementovány £ty°i numerické itera£ní metody, z £ehoº nov¥
vyvinuty byly poslední dv¥:
1. Newton-Raphsonova metoda, kdy byly matice zesílení G a Jacobiho matice H
po£ítány pouze v prvním itera£ním kroku;
2. Newton-Raphsonova metoda, kdy byly matice zesílení G a Jacobiho matice H
po£ítány v kaºdém itera£ním kroku;
3. Levenberg-Marquardtova metoda;
4. Backtracking line search metoda.
Dosaºené výsledky v²ech uvedených metod jsou p°ehledn¥ shrnuty v následující
tabulce 10.1.
Tabulka 10.1: Porovnání výsledk· dosaºených pomocí v²ech implementovaných es-
tima£ních algoritm· p°i testování na reálných datech.
Pouºitá Testované vzorky as výpo£tu
metoda nekonvergentní celkem µ [s] σ [s]
N-R (G v 1. kroku) 3 117 16.7 (Inf) 4.8
N-R (G vºdy) 3 117 20.1 (Inf) 9.7
L-M 0 117 24.4 31.8
BLS 0 117 21.9 12.4
Testy bylo prokázáno, ºe nov¥ vyvinutá Levenberg-Marquardtova metoda do-
sahuje co do £asu pot°ebného pro výpo£et oproti metod¥ Backtracking line search
pr·m¥rn¥ lep²ích výsledk·, ale jen u £asových °ez·, kde funguje i klasická Newton-
Raphsonova metoda. Av²ak u snímk·, které klasickou metodou nekonvergují, je
Levenberg-Marquardtova metoda n¥kolikrát pomalej²í neºli metoda Backtracking
line search. Z tohoto d·vodu se numerická itera£ní metoda Backtracking line search
ukázala pro ú£ely estimace stavu elektriza£ní soustavy jako vhodn¥j²í °e²ení.
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Obrázek 10.3: Vývoj sumární zm¥ny vektoru stavu a hodnoty kriteriální funkce





M¥°ené hodnoty elektrických veli£in spole£n¥ se známými hodnotami parametr· jed-
notlivých prvk· elektriza£ní soustavy nep°edstavují konzistentní model elektriza£ní
soustavy. Kdyº se k tomuto faktu navíc p°idají stále se zvy²ující poºadavky na mnoº-
ství a kvalitu dodávané elektrické energie, stává se tak estimace stavu elektriza£ní
soustavy, která konzistentní model poskytuje, nepostradatelnou sou£ástí kvalitního
monitorovacího a °ídicího systému. V souvislosti s masivním rozvojem technologií v
posledních desetiletích se v energetice za£aly prosazovat synchronní m¥°icí jednotky
fázor·, ozna£ované zkratkou PMU (Phasor Measurement Unit). To zp·sobilo roz-
voj WAM (Wide AreaMonitoring) systém·, které nejen p°i estimaci stavu, ale i p°i
dal²ích poskytovaných funkcionalitách, vyuºívají velmi p°esných dat synchronních
m¥°ení fázor· (amplitud a fázových úhl·). A to nejen fázor· nap¥tí ~U , ale i fázor·
proud· ~I.
Katedra kybernetiky Fakulty aplikovaných v¥d Západo£eské univerzity v Plzni
byla spolu°e²itelem úsp¥²ného projektu FR-TI1/462, zvaného Výzkum a vývoj sys-
tému Wide Area Monitoring pro oblast distribu£ní energetiky, °e²eného v letech
2009 - 2012. V rámci jmenovaného projektu byl vyvinut a posléze prototypován
WAM systém, jehoº finální verze byla nasazena a úsp¥²n¥ otestována v reálném
provozu ve vybrané testovací oblasti elektriza£ní soustavy ve východních echách.
Tato práce byla motivována pot°ebou vy°e²it zásadní problémy, které vyvstaly práv¥
p°i realizaci zmín¥ného WAM systému z uvedeného projektu.
První otázkou, kterou bylo zapot°ebí zodpov¥d¥t, bylo, jak ur£it váhovou matici
m¥°ení. B¥ºnou praxí je nastavit váhy expertn¥ s vyuºitím informace o p°esnosti jed-
notlivých m¥°ení. Jak ale nastavit váhy, kdyº estimaci vyvíjíte a o testovací oblasti
máte jen kusé informace? Za tímto ú£elem byla vyvinuta nová metoda nastavení
vah m¥°ení. Tato metoda vychází rovn¥º z p°edpokládaných p°esností jednotlivých
m¥°ení, ale na základ¥ nastavení koeficientu d·v¥ryhodnosti je dále moºné zohlednit
dal²í faktory, které p°esnost nam¥°ených hodnot rovn¥º ovliv¬ují. Volba t¥chto ko-
eficient· vyplývá z dostupných apriorních informací. Proto, aby hodnoty vah nebyly
p°íli² vysoké nebo naopak p°íli² nízké, vyuºívá metoda koeficient korekce vah, jehoº
hodnota vychází z detekce chybných m¥°ení. Funk£nost implementované metody
byla ov¥°ena na testovací oblasti a je prvním p°ínosem této práce.
Druhým problémem byla z°ídka se projevující, ale o to závaºn¥j²í, nestabilita esti-
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ma£ního algoritmu. Ta byla zp·sobena numerickou nestabilitou Newton-Raphsonovy
itera£ní metody, která je b¥ºn¥ pouºívána pro nalezení °e²ení p°eur£ené soustavy rov-
nic. e²ení tohoto problému bylo hledáno mezi modifikovanými numerickými itera£-
ními metodami, vycházejícími z klasické Newtonovy itera£ní metody. Konkrétn¥ se
jednalo o metody s lokáln¥ omezeným krokem. Jako spolehlivá °e²ení se prokázaly
metody Lewenberg-Marquardt a metoda Backtracking line search. Ob¥ tyto metody
dosahovaly p°i testech srovnatelných výsledk·. P°esto druhá z uvedených, tedy me-
toda Backtracking line search, byla na základ¥ provedených test· vyhodnocena pro
ú£ely estimace stavu elektriza£ní soustavy jako vhodn¥j²í. A to z toho d·vodu, ºe
v problémových £asových °ezech dosahovala co do £asové náro£nosti podstatn¥ lep-
²ích výsledk·. Vyvinutý algoritmus numericky stabilní estimace stavu elektriza£ní
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