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ON THE BREAKDOWN OF REGULAR SOLUTIONS WITH
FINITE ENERGY FOR 3D DEGENERATE COMPRESSIBLE
NAVIER-STOKES EQUATIONS
SHENGGUO ZHU
Abstract. In this paper, the three-dimensional (3D) isentropic compressible
Navier-Stokes equations with degenerate viscosities (ICND) is considered in both
the whole space and the periodic domain. First, for the corresponding Cauchy
problem, when shear and bulk viscosity coefficients are both given as a constant
multiple of the densitys power (ρδ with 0 < δ < 1), based on some elaborate
analysis of this systems intrinsic singular structures, we show that the L∞ norm
of the deformation tensor D(u) and the L6 norm of ∇ρδ−1 control the possible
breakdown of regular solutions with far field vacuum. This conclusion means that
if a solution with far field vacuum of the ICND system is initially regular and
loses its regularity at some later time, then the formation of singularity must be
caused by losing the bound of D(u) or ∇ρδ−1 as the critical time approaches.
Second, under the additional assumption that the shear and second viscosities
(respectively µ(ρ) and λ(ρ)) satisfy the BD relation λ(ρ) = 2(µ′(ρ)ρ − µ(ρ)), if
we consider the corresponding problem in some periodic domain and the initial
density is away from the vacuum, it can be proved that the possible breakdown
of classical solutions can be controlled only by the L∞ norm of D(u). It is worth
pointing out that, except the conclusions mentioned above, another purpose of
the current paper is to show how to understand the intrinsic singular structures
of the fluid system considered now, and then how to develop the corresponding
nonlinear energy estimates in the specially designed energy space with singular
weights for the unique regular solution with finite energy.
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1. Introduction
The time evolution of the mass density ρ ≥ 0 and the velocity u = (u(1), u(2), u(3))⊤
∈ R3 of a general viscous isentropic compressible fluid occupying a spatial domain
Ω ⊂ R3 is governed by the following isentropic compressible Navier-Stokes equations:{
ρt + div(ρu) = 0,
(ρu)t + div(ρu⊗ u) +∇P = divT.
(1.1)
Here, x = (x1, x2, x3) ∈ Ω, t ≥ 0 are the space and time variables, respectively. For
the polytropic gases, the constitutive relation is given by
P = Aργ , A > 0, γ > 1, (1.2)
where A is an entropy constant and γ is the adiabatic exponent. T denotes the
viscous stress tensor with the form
T = 2µ(ρ)D(u) + λ(ρ)divu I3, (1.3)
where D(u) = 12
(∇u + (∇u)⊤) is the deformation tensor, I3 is the 3 × 3 identity
matrix,
µ(ρ) = αρδ , λ(ρ) = βρδ, (1.4)
for some constant δ ≥ 0, µ(ρ) is the shear viscosity coefficient, λ(ρ) + 23µ(ρ) is the
bulk viscosity coefficient, α and β are both constants satisfying
α > 0 and α+ β ≥ 0. (1.5)
In the current paper, assuming 0 < δ < 1, we consider the unique smooth solution
(ρ, u) with finite energy to the following two types of problems:
• Cauchy problem (Ω = R3) for (1.1)-(1.5) with the following initial data and
far field behavior:
(ρ, u)|t=0 = (ρ0(x) > 0, u0(x)) for x ∈ Ω, (1.6)
(ρ, u)(t, x)→ (0, 0) as |x| → ∞ for t ≥ 0. (1.7)
• Periodic problem (Ω = T3) for (1.1)-(1.5) with the initial data (1.6), where
T
3 is the three-dimensional torus.
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In the theory of gas dynamics, the CNS can be derived from the Boltzmann
equations through the Chapman-Enskog expansion, cf. Chapman-Cowling [8] and
Li-Qin [30]. Under some proper physical assumptions, the viscosity coefficients
and heat conductivity coefficient κ are not constants but functions of the absolute
temperature θ such as:
µ(θ) =a1θ
1
2F (θ), λ(θ) = a2θ
1
2F (θ), κ(θ) = a3θ
1
2F (θ) (1.8)
for some constants ai (i = 1, 2, 3) (see [8]). Actually for the cut-off inverse power
force models, if the intermolecular potential varies as r−a, where r is intermolecular
distance, then in (1.8):
F (θ) = θb with b =
2
a
∈ [0,+∞).
In particular (see §10 of [8]), for ionized gas,
a = 1 and b = 2;
for Maxwellian molecules,
a = 4 and b =
1
2
;
while for rigid elastic spherical molecules,
a =∞ and b = 0.
According to Liu-Xin-Yang [34], for isentropic and polytropic fluids , such a de-
pendence is inherited through the laws of Boyle and Gay-Lussac:
P = Rρθ = Aργ , for constant R > 0,
i.e., θ = AR−1ργ−1, and one finds that the viscosity coefficients are functions of the
density of the form (1.4). Generally, for most of the physical processes, γ ∈ (1, 3),
which implies that for rigid elastic spherical molecules, δ ∈ (0, 1), which is exactly the
case which we are going to study. Actually, the similar assumption that viscosity
coefficients depend on the density can be seen in a lot of fluid models, such as
Korteweg system, shallow water equations, lake equations and quantum Navier-
Stokes system (see [5–7,17,24,26,33,36,43]).
Throughout this paper, we adopt the following simplified notations, most of them
are for the standard homogeneous and inhomogeneous Sobolev spaces:
‖f‖s = ‖f‖Hs(Ω), |f |p = ‖f‖Lp(Ω), ‖f‖m,p = ‖f‖Wm,p(Ω),
|f |Ck = ‖f‖Ck(Ω), ‖f‖XY (t) = ‖f‖X([0,t];Y (Ω)),
Dk,r = {f ∈ L1loc(Ω) : |f |Dk,r = |∇kf |r < +∞}, Dk = Dk,2,
D1 = {f ∈ L6(Ω) : |f |D1 = |∇f |2 <∞}, |f |D1 = ‖f‖D1(Ω),
‖f‖X1∩X2 = ‖f‖X1 + ‖f‖X2 ,
∫
Ω
fdx =
∫
f,
X([0, T ];Y (Ω)) = X([0, T ];Y ), ‖(f, g, h)‖X = ‖f‖X + ‖g‖X + ‖h‖X .
We will clearly indicate that Ω = R3 or T3 where the above notations are used. A
detailed study of homogeneous Sobolev spaces can be found in [14].
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Because the momentum equations (1.1)2 is a double degenerate system when the
density loses its positive lower bound, i.e.,
ρ(ut + u · ∇u)︸ ︷︷ ︸
Degenerate time evolution operator
+∇P = div(2µ(ρ)D(u) + λ(ρ)divuI3)︸ ︷︷ ︸
Degenerate elliptic operator
,
usually, it is very hard to control the behavior of the fluids velocity u near the
vacuum. Moreover, it should be pointed out here that unlike the case of constant
viscosities, the elliptic operator divT not only loses strong regularizing effect on
solutions, but also cause some troubles in the high order regularity estimates for
the velocity. For example, in order to establish some uniform a priori estimates
independent of the lower bound of density in H3 space, we need to handle the extra
nonlinear terms such as
div
(∇kρδQ(u)) for Q(u) = α(∇u+ (∇u)⊤) + βdivuI3,
where k = 1, 2, 3. Therefore, many attentions need to be paid in order to con-
trol these strong nonlinearities, especially for considering the related problems with
vacuum state for arbitrarily large time.
For the cases δ ∈ (0,∞), if ρ > 0, (1.1)2 can be formally rewritten as
ut + u · ∇u+ Aγ
γ − 1∇ρ
γ−1 + ρδ−1Lu = ψ ·Q(u), (1.9)
where the quantities ψ and Lu are given by
ψ ,∇ log ρ when δ = 1;
ψ ,
δ
δ − 1∇ρ
δ−1 when δ ∈ (0, 1) ∪ (1,∞);
Lu ,− α△u− (α+ β)∇divu.
(1.10)
When δ = 1, from (1.9)-(1.10), the degeneracies of the time evolution and viscosities
on u caused by the vacuum have been transferred to the possible singularity of the
term ∇ log ρ, which actually can be controlled by a symmetric hyperbolic system
with a source term ∇divu in Li-Pan-Zhu [31]. Then via establishing a uniform a
priori estimates in L6 ∩D1 ∩D2 for ∇ log ρ, the existence of two-dimensional (2D)
local classical solution with far field vacuum to (1.1) has been obtained in [31], which
also applies to the 2D shallow water equations. When δ > 1, (1.9)-(1.10) imply that
actually the velocity u can be governed by a nonlinear degenerate parabolic system
without singularity near the vacuum region. Based on this observation, by using
some hyperbolic approach which bridges the parabolic system (1.9) when ρ > 0 and
the hyperbolic one
ut + u · ∇u = 0 when ρ = 0,
the existence of 3D local classical solutions with vacuum to (1.1) was established
in Li-Pan-Zhu [32]. The corresponding global well-posedness in some homogeneous
Sobolev spaces has been established by Xin-Zhu [45] under some initial smallness
assumptions. Moreover, under the well-known B-D relation for viscosities:
λ(ρ) = 2(µ′(ρ)ρ− µ(ρ)), (1.11)
which is introduced by Bresch-Desjardins and their collaborators in [3–6], recently
the global existences of the multi-dimensional weak solutions with finite energy for
some kinds of µ(ρ) have been given by Li-Xin [29] and Vasseur-Yu [44].
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However, the approaches used in [31, 32, 45, 50] for establishing the existence of
the unique regular solution fail to apply to the case δ ∈ (0, 1). Indeed, when vacuum
appears only at far fields, the velocity field u is still governed by the quasi-linear
parabolic system (1.9)-(1.10). Yet, some new essential difficulties arise compared
with the case δ ≥ 1:
(1) first, the source term contains a stronger singularity as:
∇ρδ−1 = (δ − 1)ρδ−1∇ log ρ,
whose behavior will become more singular than that of ∇ log ρ in [31] due
to δ − 1 < 0 when the density ρ→ 0;
(2) second, the coefficient ρδ−1 in front of the Lame´ operator L will tend to ∞
as ρ → 0 in the far filed instead of equaling to 1 in [31] or tending to 0 in
[32,45]. Then it is necessary to show that the term ρδ−1Lu is well defined.
Recently, via introducing an elaborate (linear) elliptic approach on the operators
L(ρδ−1u) and some initial compatibility conditions, Xin-Zhu [46] identifies one class
of initial data admitting one unique 3D local regular solution with far field vacuum
and finite energy to the corresponding Cauchy problem of (1.1) in some inhomoge-
neous Sobolev spaces. Some other interesting results on the degenerate compressible
Navier-Stokes equations can be found in [9, 12,13,15,16,19–21,23,28,37,42,47,48].
In the current paper, we will do some study on the breakdown of the regular
solution of 3D degenerate compressible Navier-Stokes equations obtained in [46] for
the case δ ∈ (0, 1) (see Theorem 1.1). In order to state our main results clearly, we
divide the rest of the introduction into two subsections.
1.1. Cauchy problem with far field vacuum. Let Ω = R3. We first introduce a
proper class of solutions called regular solutions to the Cauchy problem (1.1)-(1.7).
Definition 1.1. Let T > 0 be a finite constant. A solution (ρ, u) to the Cauchy
problem (1.1)-(1.7) is called a regular solution in [0, T ] × R3 if (ρ, u) satisfies this
problem in the sense of distribution and:
(A) ρ > 0, ργ−1 ∈ C([0, T ];H3), ∇ρδ−1 ∈ L∞([0, T ];L∞ ∩D2);
(B) u ∈ C([0, T ];H3) ∩ L2([0, T ];H4), ut ∈ C([0, T ];H1) ∩ L2([0, T ];D2),
ρ
δ−1
2 ∇u ∈ C([0, T ];L2), ρ δ−12 ∇ut ∈ L∞([0, T ];L2),
ρδ−1∇u ∈ L∞([0, T ];D1), ρδ−1∇2u ∈ C([0, T ];H1) ∩ L2([0, T ];D2).
Remark 1.1. It follows from the regularity (A) shown above and the Gagliardo-
Nirenberg inequality that ∇ρδ−1 ∈ L∞, which means that the vacuum occurs if and
only in the far field. Moreover, it should be pointed out that the definition of regular
solutions above is essentially based on the careful analysis on the intrinsic singular
structures of (1.1) for finite energy solutions (1 < γ ≤ 2), which can be seen in §2
of the current paper, or on pages 8 to 11 of [46].
The local-in-time well-posedenss of the regular solution obtained by Xin-Zhu [46]
can be given as follows:
Theorem 1.1. [46] Let parameters (γ, δ, α, β) satisfy
γ > 1, 0 < δ < 1, α > 0, α+ β ≥ 0. (1.12)
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If the initial data (ρ0, u0) satisfies
ρ0 > 0, (ρ
γ−1
0 , u0) ∈ H3, ∇ρδ−10 ∈ D1 ∩D2, ∇ρ
δ−1
2
0 ∈ L4, (1.13)
and the initial compatibility conditions:
∇u0 = ρ
1−δ
2
0 g1, Lu0 = ρ
1−δ
0 g2, ∇
(
ρδ−10 Lu0
)
= ρ
1−δ
2
0 g3, (1.14)
for some (g1, g2, g3) ∈ L2, then there exist a time T∗ > 0 and a unique regular
solution (ρ, u) in [0, T∗]× R3 to the Cauchy problem (1.1)-(1.7) satisfying:
t
1
2u ∈ L∞([0, T∗];D4), t
1
2ut ∈ L∞([0, T∗];D2) ∩ L2([0, T∗];D3),
utt ∈ L2([0, T∗];L2), t
1
2utt ∈ L∞([0, T∗];L2) ∩ L2([0, T∗];D1),
ρ1−δ ∈ L∞([0, T∗];L∞ ∩D1,6 ∩D2,3 ∩D3),
∇ρδ−1 ∈ C([0, T∗];D1 ∩D2), ∇ log ρ ∈ L∞([0, T∗];L∞ ∩ L6 ∩D1,3 ∩D2).
(1.15)
Moreover, if 1 < γ ≤ 2, (ρ, u) is a classical solution to (1.1)-(1.7) in (0, T∗]×R3.
Remark 1.2. For (α, β), it is required that α > 0 and 2α + 3β ≥ 0 in [46], which,
via the same arguments used in their paper, can be easily replaced by (1.5).
Naturally we will consider that the local regular solutions obtained above to the
Cauchy problem (1.1)-(1.7) may cease to exist globally, or what is the key estimate
to make sure that this solution could be extended to be a global one? The similar
question has been studied for the 3D incompressible Euler equation by Beale-Kato-
Majda (BKM) in their pioneering work [1], in which they showed: if 0 < T < +∞
is the maximum existence time for the smooth solution, then the L∞-bound of
vorticity must blow up, i.e.,
lim sup
T→T
∫ T
0
‖∇ × u(t, ·)‖L∞(R3)dt =∞. (1.16)
Later, Ponce [39] rephrased the above criterion in terms of the deformation tensor
D(u), which has been applied to the strong solution with vacuum (see [10]) for some
3D compressible viscous flow systems [22,49] for the case δ = 0 in (1.4).
One of our main results in the following theorem shows that, for the degenerate
compressible viscous flow with 0 < δ < 1 in (1.4), the L∞ norm of the deformation
tensor D(u) and L6 (or L∞) norm of ∇ρδ−1 control the possible breakdown of the
unique regular solution with far field vacuum in the whole space, which means that
if a solution of the ICND system is initially regular and loses its regularity at some
later time, then the formation of singularity must be caused by losing the bound
of D(u) or ∇ρδ−1 as the critical time approaches; equivalently, if both D(u) and
∇ρδ−1 remain bounded, a regular solution persists. This conclusion can be stated
precisely as follows.
Theorem 1.2. Assume that (1.12) holds. Let (ρ(t, x), u(t, x)) be the unique regular
solution obtained in Theorem 1.1 to the Cauchy problem (1.1)-(1.7). If T < +∞ is
its maximal existence time, then
lim
T 7→T
(
sup
0≤t≤T
∥∥∇ρδ−1(t, ·)∥∥
L6(R3)
+
∫ T
0
‖D(u)(t, ·)‖L∞(R3) dt
)
=∞, (1.17)
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lim
T 7→T
(
sup
0≤t≤T
∥∥∇ρδ−1(t, ·)∥∥
L∞(R3)
+
∫ T
0
‖D(u)(t, ·)‖L∞(R3) dt
)
=∞. (1.18)
Remark 1.3. Actually, if we assume that for any time T ∗ > 0,
lim
T 7→T ∗
(
sup
0≤t≤T
∥∥∇ρδ−1(t, ·)∥∥
L6(R3)
+
∫ T
0
‖D(u)(t, ·)‖L∞(R3) dt
)
<∞,
or
lim
T 7→T ∗
(
sup
0≤t≤T
∥∥∇ρδ−1(t, ·)∥∥
L∞(R3)
+
∫ T
0
‖D(u)(t, ·)‖L∞(R3) dt
)
<∞,
then for γ ∈ (1, 2], the regular solution (ρ, u) obtained in Theorem 1.1 satisfies the
Cauchy problem (1.1)-(1.7) in the classical sense in (0, T ∗]×R3.
Second, when γ ∈ (1, 2], the solution obtained in Theorem 1.1 has finite energy.
1.2. Periodic problem away from the vacuum. Let Ω = T3. Now we state
that, under the additional assumption that the shear and second viscosities (respec-
tively µ(ρ) and λ(ρ)) satisfy the B-D relation (1.19)(see [3–6]), if we consider the
corresponding problem in some periodic domain and the initial density is away from
the vacuum, the possible breakdown of classical solutions can be controlled only by
the L∞ norm of D(u). This conclusion can be stated precisely as follows.
Theorem 1.3. Let (1.12) hold, and
λ = 2(µ′(ρ)ρ− µ(ρ)) = 2α(δ − 1)ρδ. (1.19)
Assume the initial data (ρ0, u0) satisfies
ρ0 > 0, (ρ0, u0) ∈ H3, (1.20)
and (ρ(t, x), u(t, x)) is the corresponding unique classical solution in [0, T ] × T3 for
some positive time T > 0 to the periodic problem (1.1)-(1.6) which satisifes
ρ ∈ C([0, T ];H3), u ∈ C([0, T ];H3) ∩ L2([0, T ];H4).
If the maximal existence time T of this solution is finite, then
lim
T 7→T
∫ T
0
‖D(u)(t, ·)‖2L∞(T3) dt =∞. (1.21)
Remark 1.4. Actually, the conclusion obtained above can also be applied to some
initial boundary value problems of the system (1.1) with δ ∈ (0, 1) in (1.4) under
proper boundary conditions in smooth and bounded domains. For simplicity, here
we only consider the periodic problem.
The rest of this paper will be divided into 5 sections. In §2, we introduce two
intrinsic singular structures (2.2) and (2.4) of the system (1.1), and then show the
main strategy of our proof. In §3, we show some new elliptic approaches that are
related to singular structures (2.2) and (2.4). Moreover, in order to make sure that
we can continue to apply the local existence theory obtained in Theorem 1.1 at
any positive time within the solutions life span, we also verify all the compatibility
conditions and initial conditions for our solution at any positive time before the
singularity appears. Based on the analysis on the mathematical structure of system
(1.1), we give the proof for Theorem 1.2 in §4. §5 is devoted to proving Theorem 1.3.
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Finally, we will give an appendix to list some basic lemmas that were used frequently
in our proof. It is worth pointing out that, except the conclusions mentioned above,
another purpose of the current paper is to show how to understand the intrinsic
singular structures of the fluid system considered now, and then how to develop the
corresponding nonlinear energy estimates for the regular solution with finite energy.
2. Reformulation and main strategy
In this section, we always assume that (1.12) holds and Ω = R3. We first introduce
two intrinsic singular structures of system (1.1), and then show the main strategy
of our proof. For simplicity, in the rest of this paper, we always denote
a =
( Aγ
γ − 1
) 1−δ
γ−1
, and e =
δ − 1
2(γ − 1) < 0. (2.1)
Moreover, we use DTE to denote the degenerate time evolution operator, WSS
to denote the weak singular source term, SSS to denote the strong singular source
term, and SSE to denote the strong singular elliptic operator.
Generally, because the momentum equations (1.1)2 is a double degenerate system
when the density loses its positive lower bound, i.e.,
ρ(ut + u · ∇u)︸ ︷︷ ︸
DTE
+∇P = div(2µ(ρ)D(u) + λ(ρ)divuId)︸ ︷︷ ︸
Degenerate elliptic operator
,
usually, it is very hard to obtain higher order regularities of the fluids velocity u near
the vacuum. Then it is necessary that we need to find some intrinsic structures of
this system to make some effective analysis on u. Due to δ ∈ (0, 1), formally, we have
two choices. The first one is the“Degenerate”–“Weak-Singular” structure shown in
(2.2), which has a degeneracy in the time evolution, but provides one uniform elliptic
operator Lu. However, this structure still has one WSS: ∇ log ρ ·Q(u). The other
one is the strong singular structure shown in (2.4), which has a nice time evolution
operator, but also has one SSE: ρδ−1Lu and one SSS: ∇ρδ−1 ·Q(u).
2.1. “Degenerate”–“Weak-Singular” structure. In terms of variables
ϕ = aρ1−δ, g =
aAγ
γ − δρ
γ−δ, f = aδ∇ log ρ = (f (1), f (2), f (3)),
and u, the system (1.1) can be rewritten as
ϕt + u · ∇ϕ+ (1− δ)ϕdivu = 0,
gt + u · ∇g + (γ − δ)gdivu = 0,
ϕ(ut + u · ∇u)︸ ︷︷ ︸
DTE
+∇g + aLu = f ·Q(u)︸ ︷︷ ︸
WSS
,
ft +
3∑
l=1
Al∂lf +B
∗f + aδ∇divu = 0,
(2.2)
where Al = (a
l
ij)3×3 for i, j, l = 1, 2, 3, are symmetric with a
l
ij = u
(l) for i = j;
otherwise alij = 0, and B
∗ = (∇u)⊤.
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2.2. Strong singular structure. In terms of variables
φ =
Aγ
γ − 1ρ
γ−1, ψ =
δ
δ − 1∇ρ
δ−1 = (ψ(1), ψ(2), ψ(3)), (2.3)
and u, the system (1.1) can be rewritten as
φt + u · ∇φ+ (γ − 1)φdivu = 0,
ut + u · ∇u+∇φ+ aφ2eLu︸ ︷︷ ︸
SSE
= ψ ·Q(u)︸ ︷︷ ︸
SSS
,
ψt +
3∑
l=1
Al∂lψ +Bψ + δaφ
2e∇divu︸ ︷︷ ︸
SSS
= 0,
(2.4)
where B = (∇u)⊤ + (δ − 1)divuI3. In Sections 3-4, we will consider the Cauchy
problem (2.4) with the initial data
(φ, u, ψ)|t=0 = (φ0, u0, ψ0)
=
( Aγ
γ − 1ρ
γ−1
0 (x), u0(x),
δ
δ − 1∇ρ
δ−1
0 (x)
)
, x ∈ R3, (2.5)
and the far field behavior:
(φ, u, ψ)→ (0, 0, 0), as |x| → +∞, t ≥ 0. (2.6)
For the simplicity of the proof in Sections 3-4, we also give some relations between
the new variables:
ϕ = φ−2e, f = ψϕ, g =
γ − 1
γ − δ φϕ, ψ =
aδ
δ − 1∇φ
2e =
aδ
δ − 1∇ϕ
−1.
2.3. Main strategy. Now, based on the two intrinsic singular structures of the
system (1.1) mentioned above, now we show our main strategy of our proof for
Theorem 1.2.
2.3.1. Necessity of the strong singular structure (2.4). It is well known that the
single degenerate structure
ρ(ut + u · ∇u)︸ ︷︷ ︸
DTE
+∇P + Lu = 0, (2.7)
has been widely used for the well-posedess or singularity formation theory of smooth
solutions with vacuum to compressible fluid systems for the case δ = 0 ([10,22,49]).
For such kind of structures, we can make sure that the velocity belongs to D1 ∩D3
and also
√
ρu ∈ L2, if the initial data is smooth enough and satisfy some necessary
compatibility conditions, which implies that the velocity itself only belongs L6∩L∞
in the whole space.
However, for our “Degenerate”–“Weak-singular” structure (2.2), if the velocity
u only belongs to D1 ∩ D3 and √ϕu ∈ L2, it is not good enough to close the
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desired energy estimates. For example, considering the basic weighted L2 norm of
u: |√ϕu|2, it follows from the equations (2.2)3 that
1
2
d
dt
∫
ϕu2 + a
∫
(α|∇u|2 + (α+ β)|divu|2)
=
1
2
∫
ϕtu
2 −
∫
ϕ(u · ∇)u · u−
∫
∇g · u+
∫
f ·Q(u) · u︸ ︷︷ ︸
Trouble term I∗
.
(2.8)
For the last term
I∗ =
∫
f ·Q(u) · u,
one has Q(u) ∈ L2 ∩ L∞ and u ∈ L6 ∩ L∞. Then in order to make sure that
f ·Q(u) · u ∈ L1,
at least we need f ∈ Lp for some p ∈ [1, 3]. However, even ρ > 0 only decays to zero
in the far field. It is still very hard to find the initial data such that
f(0, x) = aδ∇ log ρ0 ∈ Lp for some p ∈ [1, 3].
Generally, for some initial density decays to zero in the form of polynomials:
ρ0(x) =
1
1 + |x|2q for some proper q,
it is easy to see that, actually,
f(0, x) = aδ∇ log ρ0 ∈ Lp for any p > 3.
We know that f should still keep in Lp within the life span due to the standard
theory of the symmetric hyperbolic system (2.2)4. Then according to the Ho¨lder’s
inequality, in order to make sure that f ·Q(u) · u ∈ L1, at least we need
u ∈ Ll,
where l = 2pp−2 ∈ [2, 6). Formally we know that the “Degenerate”–“Weak-Singular”
structure (2.2) at most provides the information u ∈ L6 ∩ L∞ due to the degener-
acy in the time evolution. Then it is obvious that the “Degenerate“Weak-Singular
structure (2.2) can not give enough information for closing the desired nonlinear
energy estimates. Then we need to introduce another structure (2.4) to give the L2
integrability of u.
Next we formally show how to use the system (2.4) to give one close energy es-
timates for the nonlinear problems. First, for the behavior of the possible singular
term ∇ρδ−1, it follows from (2.4)3 that it could be controlled by a symmetric hy-
perbolic system with a possible singular higher order term δaφ2e∇divu. Due to
the fact that φ2e has an uniformly positive lower bound in the whole space, then
for this special strong singular system, one can find formally that, even though the
coefficients aφ2e in front of Lame´ operator L will tend to∞ as ρ→ 0 in the far filed,
yet this structure could give a better a priori estimate on u in weighted-H3 than
those of [10,31,32,45]. In order to close the estimates, we need to control φ2e∇divu
in D1 ∩ D2, which can be obtained by regarding the momentum equations as the
following inhomogeneous Lame´ equations:
aL(φ2e∂ku) = aφ
2eL∂ku− aG(∇φ2e, ∂ku)
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with
G(v, u) = αv · ∇u+ αdiv(u⊗ v) + (α+ β)(vdivu+ v · (∇u) + u · ∇v).
Actually, one has
|φ2e∇2u|D1 ≤C(|φ2e∇u|D2 + |ψ|∞|∇2u|2 + |∇u|∞|∇ψ|2). (2.9)
Similar calculations can be done for |φ2e∇2u|D2 and |φe∇2u|2. It should be pointed
out that we have used the following facts to satisfy the requirement of the far field
behavior in the standard elliptic regularity theory (see Lemma 3.1):
φ2e∇u ∈ L∞([0, T ];L6), φ2e∇2u ∈ L∞([0, T ];L2), φe∇u ∈ L∞([0, T ];L2).
Thus, it seems that at least, the reformulated system (2.4) can provide a closed
energy estimates for the regular solution we defined in the introduction.
2.3.2. Advantage of the “Degenerate”–“Weak-Singular” structure (2.2). From (2.4),
the assumption on the boundedness of ψ and D(u) in (4.1) can only ensure the
boundedness of ∇2u and φ2eLu. For the higher order estimates on ∇ku (k = 3, 4)
with singular weights, we need the estimates on ∇lψ (l = 1, 2). Actually, the thing
will become very complex if we want to do these estimates directly from (2.4). The
introduction of (2.2) will make the estimates look clearer.
Taking the estimate on ‖u‖L∞([0,T ];D3) for example, first we need to consider
1
2
d
dt
(
aα|φe∇ut|22 + a(α+ β)|φedivut|22
)
+ |utt|22
=
∫ (
− (u · ∇u)t −∇φt − aφ2et Lu− a∇φ2e ·Q(ut)
)
· utt
+
∫ (a
2
φ2et
(
α|∇ut|2 + (α+ β)|divut|2
)
+ (ψ ·Q(u))t · utt︸ ︷︷ ︸
Trouble term J∗
)
.
(2.10)
For the one component of the last term J∗∫
ψ ·Q(u)t · utt,
it can only be controlled by |ψ · Q(u)t|2|utt|2. Here, we may use |ψ|∞|Q(u)t|2 or
|ψ|6|Q(u)t|3 to control the norm |ψ ·Q(u)t|2. However, in order to control |ψ|∞, we
need ‖ψ‖D1∩D2 , and then |φ2e∇2u|L1([0,T ];D1∩D2). This means that at least we need
the estimate on
∫ t
0 |∇2ut|22ds, which is also required in |Q(u)t|3.
If we continue to use the structure (2.4) for obtaining the estimate on
∫ t
0 |∇2ut|22ds,
formally one has
aL(φ2eut) = −φ2e
(
φ−2e(ut + u · ∇u+∇φ− ψ ·Q(u))
)
t
− δ − 1
δ
G(ψ, ut) = Y.
On the one hand, the following only way to estimate |∇2ut|2 might not hold:
|φ2eut|D2 ≤ C|Y |2, (2.11)
for some constant C > 0. Because we do not have φ2eut ∈ Lp for some p > 0, or in
some weak or strong sense,
φ2eut → 0 as |x| → +∞.
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The similar thing also happens for the estimate for |φ2e∇2u|2. On the other hand,
the estimate on |Y |2 at least depends on |∇ψ|2 + |∇2φ|2 + |φ2e∇2u|2, which, from
(2.9), (4.56) and Lemma 3.3, is controlled by |∇f |2 + ‖∇2φ‖1. Actually, at the
current step, what we need is only the estimate on |∇2ut|2, not on |φ2e∇2ut|2. Then
we should ask help from the structure (2.2), where one has
aLut = −ϕutt − ϕ(u · ∇u)t − ϕt(ut + u · ∇u)−∇gt + (f ·Q(u))t. (2.12)
It follows from Lemma 3.1 that
|ut|D2 ≤C(| − ϕutt − ϕ(u · ∇u)t − ϕt(ut + u · ∇u)−∇gt + (f ·Q(u))t|2). (2.13)
for some constant C > 0, which only depends on |∇f |2 but not on |∇ψ|2. The esti-
mate on |∇f |2 is much easier than that of |∇ψ|2, which makes the estimates clearer
compared with the one in (2.11). Once obtaining the estimate on
∫ t
0 |∇2ut|22ds, then
we can come back to the structure (2.4) again for further estimates, which is good
enough for extending our solution beyond the time T (see §4.2).
3. Elliptic argument and compatibility conditions
In this section, we always assume that (1.12) holds and Ω = R3. First, we will
show some elliptic approaches that are related to singular structures (2.2) and (2.4).
Second, in order to make sure that we can continue to apply the local existence
theory obtained in Theorem 1.1 at any positive time, we will verify the compatibility
conditions in (1.14) for any positive time within the regular solutions life span. At
last, we will show some additional regularities of the regular solution that are not
shown in Thoerem 1.1.
3.1. Standard elliptic approach. The following regularity estimate for the Lame´
operator is standard in harmonic analysis.
Lemma 3.1. [10, 41] Let 1 < q < +∞, k ∈ Z and Z ∈ Dk,q. If u ∈ D1,q0 (R3) is a
weak solution to the following elliptic problem
Lu = Z, (3.1)
then u ∈ Dk+2,q, and it holds that
|u|Dk+2,q ≤ C|Z|Dk,q ,
where the constant C > 0 depends only on α, β and q.
3.2. Density involved elliptic approach. Let T > 0 be some time. In the rest
of this section, let (ρ, u) in [0, T ]×R3 be the unique regular solution to the Cauchy
problem (1.1)-(1.7) obtained in Theorem 1.1. For simplicity, we denote
G(v, u) =αv · ∇u+ αdiv(u⊗ v) + (α+ β)(vdivu+ v · (∇u) + u · ∇v),
H(u, φ, ψ) =H = ut + u · ∇u+∇φ− ψ ·Q(u).
Lemma 3.2. For k = 1, 2, 3,
|φe∂ku|D2 ≤C(|φ|−e∞ |∂kH|2 + |∂kφ−eH|2 + |G(φ−eψ, ∂ku)|2),
where the constant C > 0 depends only on α, β, A, γ and δ.
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Proof. According to the equations (2.4)2, for k = 1, 2, 3, one has
aL(φe∂ku) =aφ
eL∂ku− aG(∇φe, ∂ku)
=− φe∂k
(
φ−2eH
)− δ − 1
2δ
G(φ−eψ, ∂ku)
=− φ−e∂kH − 2∂kφ−eH − δ − 1
2δ
G(φ−eψ, ∂ku).
(3.2)

Lemma 3.3. For k = 1, 2, 3,
|φ2e∂ku|D2 ≤ C(|H|D1 + |fH|2 + |G(ψ, ∂ku)|2),
where the constant C > 0 depends only on α, β, A, γ and δ.
Proof. According to the equations (2.4)2, for k = 1, 2, 3, one has
aL(φ2e∂ku) =aφ
2eL∂ku− aG(∇φ2e, ∂ku)
=− φ2e∂k
(
φ−2eH
)− δ − 1
δ
G(ψ, ∂ku)
=− ∂kH − 1− δ
aδ
fH − δ − 1
δ
G(ψ, ∂ku).
(3.3)

Lemma 3.4.
|φ2e∇ξu|D2 ≤ C(|∇ξH|2 + |f · ∇H|2 + ||f |2H|2 + |∇f ·H|2 + |G(∇φ2e,∇ξu)|2),
where the constant C > 0 depends only on (α, β,A, γ, δ), and ξ ∈ R3 with |ξ| = 2 is
any multi-index whose components are all non-negative integers.
Proof. According to the equations (2.4)2, for multi-index ξ ∈ R3, one has
aL(φ2e∇ξu) =aφ2e∇ξLu− aG(∇φ2e,∇ξu)
=− φ2e∇ξ(φ−2eH)− δ − 1
δ
G(ψ,∇ξu).
(3.4)

Remark 3.1. In the above three lemmas, one has used the facts: for k = 1, 2,
φe∇u ∈ H1(R3), φ2e∇ku ∈ L6(R3).
3.3. Verification of compatibility conditions. According to Theorem 1.1 and
the initial assumption (1.13)-(1.14), now we have the unique regular solution (ρ, u)
to the Cauchy problem (1.1)-(1.7) in [0, T ]×R3. In order to extend this local solution
from [0, T ] to the time interval [0, T1] with T1 > T , we need to apply Theorem 1.1
at t = T again. Thus we need to make sure that the compatibility condition (1.14)
still holds at time t = T . For this purpose, we first need the following lemma:
Lemma 3.5.
φe∇u ∈ C([0, T ];L2), φ2eLu ∈ C([0, T ];L2),
φe∇ut ∈ L∞([0, T ];L2), φ2e∇2ut ∈ L2([0, T ];L2),
t
1
2φe∇utt ∈ L2([0, T ];L2), tφe∇(φ2eLu) ∈ C([0, T ];L2).
(3.5)
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Proof. First, the first line and the first property in the second line of (3.5) can be
obtained directly from Theorem 1.1.
Second, the second property in the second line and the first one in the third line
of (3.5), actually have been proven in [46], but is not indicated clearly in Theorem
1.1 and Definition 1.1, which can be implied by the estimates (3.74) and (3.80),
convergences (3.85), (3.127) and (3.141) of [46].
Next, for the second property in the third line of (3.5), it follows from equations
(2.4)2, Definition 1.1, the proved properties of (3.5) and Theorem 1.1 that
aφ3e∂kLu =− a∂kφ3eLu− ∂kφeut − φe∂kut − φe∂k(u · ∇u)
− ∂kφeu · ∇u− ∂k(φe∇φ) + ∂kφeψ ·Q(u)
+ φe∂k(ψ ·Q(u)) ∈ L∞([0, T ];L2),
(3.6)
for k = 1, 2, 3.
It follows from the following relations
φet = −u · ∇φe −
δ − 1
2
φedivu,
ψt = −
3∑
l=1
Al∂lψ −Bψ − δaφ2e∇divu,
(3.7)
Definition 1.1 and Theorem 1.1 that
φet , ∇φet , ψt, ∇ψt ∈ L∞([0, T ];L2), (3.8)
which, along with the relation (3.6), implies that
at(φ3e∂kLu)t ∈ L2([0, T ];L2). (3.9)
Then it follows from (3.6), (3.9) and the classical Sobolev imbedding theorem that
atφ3e∂kLu ∈ C([0, T ];L2). (3.10)
Similarly, one can also show that
aφe∂kφ
2eLu ∈ C([0, T ];L2), (3.11)
which, together with (3.10), implies the desired conclusion.
The above lemma implies that, if (ρ, u) is the unique regular solution in [0, T ]×R3
to the Cauchy problem (1.1)-(1.7), then one can obtain that
(φe∇u)(T, x), (φ2eLu)(T, x), (φe∇(φ2eLu))(T, x) ∈ L2(R3). (3.12)
This means that the compatibility conditions in (1.14) are still availible at t = T . 
3.4. Verification of some special initial condition. In the initial assumption
(1.13) of Theorem 1.1, the authors require that
∇ρ
δ−1
2
0 ∈ L4, (3.13)
which, actually, is only used in the initial datas approximation process from the
non-vacuum flow to the flow with the far field vacuum, and does not appear in the
corresponding energy estimates process in the proof for the local existence of the
regular solution shown in [46]. Therefore, in Theorem 1.1, the regularity of the
quantity ∇ρ δ−12 has not been mentioned.
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However, whether the fact ∇ρ δ−12 ∈ C([0, T ];L4) holds or not is very crucial for
our following proof, not only for the application of the local existence theorem at
some positive time, but also for the estimate on φe∇ut (see Lemma 4.11). Now we
will verify this desired information in this subsection.
Denote
ω = ∇ρ δ−12 ,
it follows from the equation (1.1)1 that ω satisfies the following equations
ωt +
3∑
l=1
Al∂lω +A
∗(u)ω +
δ − 1
2
√
aφe∇divu = 0, (3.14)
where A∗(u) = (∇u)⊤ + δ−12 divuI3.
Lemma 3.6.
ω ∈ C([0, T ];L6 ∩ L∞ ∩D1,3 ∩D2), ωt ∈ L∞([0, T ];H1).
The proof of the above lemma can be easily got from the regularity of the solution
(ρ, u) obtained in Theorem 1.1. Here we omit it.
Lemma 3.7.
ω ∈ C([0, T ];L4) and ∇f ∈ L∞([0, T ];L2).
Proof. According to Lemma 3.6 and the Sobolev imbedding theorem, for the time
continuity of ω, we only need to show that
ω ∈ L∞([0, T ];L4). (3.15)
In fact, let f : R+ → R satisfy
f(s) =

1, s ∈ [0, 12 ]
non-negative polynomial, s ∈ [12 , 1]
e−s, s ∈ [1,∞)
such that f ∈ C2. Then there exists a generic constant C∗ > 0 such that
|f ′(s)| ≤ C∗f(s),
Define, for any R > 0, fR(x) = f(
|x|
R ).
First, according to Lemma 3.6, it is easy to see that for any given R > 0,∫ ( 3∑
l=1
Al∂lω +A
∗(u)ω +
δ − 1
2
√
aφe∇divu
)
· ω|ω|2 <∞,
∫ ( 3∑
l=1
∂lAl + ∂lAlfR(x) +Al∂lfR(x)
)
|ω|4 <∞,∫ (
|ω|4fR(x) + ωt · ω|ω|2 + ωt · ω|ω|2fR(x)
)
<∞.
(3.16)
Second, since the equations (3.14) holds almost everywhere, one can multiply
(3.14) by 4ω|ω|2fR(x) on its both sides and integrate with respect to x over R3,
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then one has
d
dt
∫
|ω|4fR(x) =
∫ ( 3∑
l=1
∂lAlfR(x) +Al∂lfR(x)
)
|ω|4
−
∫
4fR(x)
(
A∗(u)ω +
δ − 1
2
√
aφe∇divu
)
· ω|ω|2
≤C|∇u|∞
∫
|ω|4fR(x)
+ C((1 +R−1)|ω|∞|u|2 + |φe∇divu|2)|ω|36
≤C|∇u|∞
∫
|ω|4fR(x) + C(1 +R−1),
(3.17)
for some constant C > 0 depending only on (ρ0, u0, α, β,A, γ, δ, T ) but not on R,
which, along with Gronwalls inequality, implies that∫
|ω|4fR(x) ≤ C(1 +R−1) for t ∈ [0, T ]. (3.18)
Note that |ω|4fR(x) → |ω|4 almost everywhere as R → ∞, then it follows from
the Fatou lemma (see Lemma 5.15) that∫
|ω|4 ≤ lim inf
R→∞
∫
|ω|4fR(x) ≤ C for t ∈ [0, T ]. (3.19)
Then (3.15) has been obtained and the desired conclusion follows quickly.
At last, it follows from the direct calculations that
∇f = aδ
δ − 1∇
(
ρ1−δ∇ρδ−1
)
=
aδ
δ − 1
(
ρ1−δ∇2ρδ−1 − ρ2−2δ|∇ρδ−1|2
)
∈ L∞([0, T ];L2),
where one has used the fact that ∇ρ δ−12 ∈ L∞([0, T ];L4).

3.5. Further explanation on the initial assumptions. Finally, we show some
additional information that is implied by (1.13)-(1.14).
Lemma 3.8.
ρδ−10 ∇u0 ∈ D1(R3).
Proof. First, it follows from the argument used in the proof for Lemma 4.13 that
φ2e0 ∇2u0 ∈ L2. (3.20)
Second, for any positive constant η > 0, one has
(φ0 + η)
2e∇u0 ∈ L6 and (φ0 + η)2e∇2u0 ∈ L2.
Then it follows from the Sobolev imbedding theorem that
|(φ0 + η)2e∇u0|6 ≤C(|(φ0 + η)2e∇2u0|2 + |∇(φ0 + η)2e|∞|∇u0|2)
≤C(|φ2e0 ∇2u0|2 + |∇φ2e0 |∞|∇u0|2) ≤ C,
(3.21)
for some constant C > 0 that is independent of η > 0.
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Moreover, it is very easy to see that, for every x ∈ R3,
(φ0 + η)
2e∇u0 → φ2e0 ∇u0 a.e. as η → 0,
which, along with Fatou’s lemma (see Lemma 5.15), implies that∫
|φ2e0 ∇u0|6 ≤ lim inf
η→0
∫
|(φ0 + η)2e∇u0|6 <∞.
Then the proof of this lemma is completed. 
4. Cauchy problem with far field vacuum
This section will be devoted to proving Theorem 1.2, and we always assume that
(1.12) holds and Ω = R3. In this section, we only give the proof for (1.17), and the
proof for (1.18) is similar. In order to prove (1.17), we use a contradiction argument.
Let (ρ, u) be the unique regular solution to the Cauchy problem (1.1)-(1.7) with the
life span T obtained in Theorem 1.1. It is worth pointing out that this solution also
satisfies the properties stated in Lemmas 3.2-3.8. We assume that T < +∞ and
lim
T 7→T
(
sup
0≤t≤T
∥∥∇ρδ−1(t, ·)∥∥
L6(R3)
+
∫ T
0
‖D(u)(t, ·)‖L∞(R3) dt
)
= C0 <∞, (4.1)
for some constant C0 > 0. We will show that under the assumption (4.1), T is
actually not the maximal existence time for the regular solution.
By assumptions (4.1) and the system (2.4), we first show that ρ is uniformly
bounded.
Lemma 4.1.
C−1 ≤ ‖ρ‖L∞([0,T ]×R3) ≤ C and ‖φ‖L∞([0,T ];Lq(R3)) ≤ C for 0 ≤ T < T,
where the constant C > 0 only depends on (ρ0, u0), C0, A, γ, the constant q ∈
[2,+∞] and T .
Proof. First, it is obvious that φ can be represented by
φ(t, x) = φ0(W (0, t, x)) exp
(
− (γ − 1)
∫ t
0
divu(s,W (s, t, x))ds
)
, (4.2)
where W ∈ C1([0, T ] × [0, T ]× R3) is the solution to the initial value problem
d
ds
W (s, t, x) = u(s,W (s, t, x)), 0 ≤ s ≤ T,
W (t, t, x) = x, 0 ≤ s ≤ T, x ∈ R3.
(4.3)
Then it is clear that
|φ0|∞ exp(−CC0) ≤ ‖φ‖L∞([0,T ]×R3) ≤ |φ0|∞ exp(CC0) for 0 ≤ T < T . (4.4)
Second, it follows from (2.4)1 that
d
dt
|φ|2 ≤ C|divu|∞|φ|2, (4.5)
which, along with Gronwall’s inequality and (4.4), implies the desired conclusions.

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4.1. Lower order estimates from the strong singular structure (2.4). Now
we give the basic energy estimate.
Lemma 4.2.
sup
0≤t≤T
|u(t)|22 +
∫ T
0
|φe∇u|22dt ≤ C for 0 ≤ T < T ,
where the constant C > 0 only depends on (ρ0, u0), C0, α, β, A, γ, δ and T .
Proof. Multiplying (2.4)2 by 2u and integrating over R
3, one has
d
dt
|u|22 + 2aα|φe∇u|22 + 2a(α + β)|φedivu|22
=
∫
2
(
− u · ∇u−∇φ+ δ−1ψ ·Q(u)) · u
≤C(|divu|∞|u|22 + |φ|2|divu|2 + |ψ|6|φe∇u|2|u|3|φ|−e∞ )
≤aα
2
|φe∇u|22 + C
(|divu|∞|u|22 + |u|22 + 1),
(4.6)
which, along with Gronwall’s inequality, implies that
|u(t)|22 +
∫ t
0
|φe∇u(s)|22ds ≤ C for 0 ≤ t ≤ T. (4.7)

The next lemma provides a key estimate on ∇φ and ∇u.
Lemma 4.3.
sup
0≤t≤T
(
|φe∇u|22 + |∇φ|22
)
(t) +
∫ T
0
(|φ2eLu|22 + |∇2u|22 + |ut|22)dt ≤ C
for 0 ≤ T < T , where the constant C > 0 only depends on (ρ0, u0), C0, α, β, A, γ,
δ and T .
Proof. Multiplying (2.4)2 by (−aφ2eLu−∇φ) and integrating over R3, one has
a
2
d
dt
(
α|φe∇u|22 + (α+ β)|φedivu|22
)
+
∫
(aφ2eLu+∇φ)2
=− aα
∫
φ2e(u · ∇)u · ∇ × curlu+ a(2α+ β)
∫
φ2e(u · ∇)u · ∇divu
−
∫
(u · ∇)u · ∇φ−
∫
ut · ∇φ+ 1− δ
δ
∫
ψ ·Q(u) · ut
+
a
2
∫
α
(
(φ2e)t|∇u|2 + (α+ β)(φ2e)t|divu|2
)
+
∫
ψ ·Q(u) · ∇φ+ a
∫
(ψ ·Q(u)) · φ2eLu ≡:
8∑
i=1
Li,
(4.8)
where one has used the fact that −△u+∇divu = ∇× curlu.
First, it follows from the standard elliptic estimate shown in Lemma 3.1 that
|∇2u|22 − C|∇φ|22 ≤ C| − aLu|22 − C|∇φ|22
≤C| − aφ2eLu|22 − C|∇φ|22 ≤ C|aφ2eLu+∇φ|22.
(4.9)
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According to momentum equations (2.4)2, one can also obtain that
|ut|2 ≤C(|aφ2eLu+∇φ|2 + |u|3|∇u|6 + |ψ|6|∇u|3)
≤C(|aφ2eLu+∇φ|2 + |∇u| 122 |∇2u|2 + |∇u| 122 |∇2u| 122 ). (4.10)
Second, we start to estimate the right-hand side of (4.8) term by term. Due to
u× curlu = 1
2
∇(|u|2)− u · ∇u,
∇× (a× b) = (b · ∇)a− (a · ∇)b+ (divb)a− (diva)b,
Ho¨lder’s inequality, Gagliardo-Nirenberg inequality and Young’s inequality, one gets
|L1| =aα
∣∣∣ ∫ φ2e(u · ∇)u · ∇ × curlu∣∣∣
=aα
∣∣∣ ∫ curlu · ∇ × (φ2e(u · ∇)u)∣∣∣
=aα
∣∣∣ ∫ (φ2ecurlu · ∇ × ((u · ∇)u) + curlu · g˜)∣∣∣
=aα
∣∣∣ ∫ (φ2ecurlu · ∇ × (u× curlu)− curlu · g˜)∣∣∣
=aα
∣∣∣ ∫ φ2e(1
2
|curlu|2divu− curlu ·D(u) · curlu
)∣∣∣
+ aα
∣∣∣ ∫ (− 1
2
∇φ2eu|curlu|2 − curlu · g˜
)∣∣∣
≤C|D(u)|∞|φe∇u|22 + C|ψ|6|u|3|∇u|3|∇u|6
≤C|D(u)|∞|φe∇u|22 + ǫ|∇2u|22 + C(ǫ)|φe∇u|42,
(4.11)
where g˜ = (g˜1, g˜2, g˜3) is given by
g˜1 =
∂φ2e
∂x2
(u · ∇)u3 − ∂φ
2e
∂x3
(u · ∇)u2,
g˜2 =
∂φ2e
∂x3
(u · ∇)u1 − ∂φ
2e
∂x1
(u · ∇)u3, g˜3 = ∂φ
2e
∂x1
(u · ∇)u2 − ∂φ
2e
∂x2
(u · ∇)u1,
and similarly,
|L2| =a(2α + β)
∣∣∣ ∫ φ2e(u · ∇)u · ∇divu∣∣∣
=a(2α + β)
∣∣∣ ∫ φ2e(−∇u : ∇u⊤divu+ 1
2
(divu)3
)∣∣∣
+ a(2α + β)
∣∣∣ ∫ (u · ∇)u · ∇φ2edivu∣∣∣
≤C|divu|∞|φe∇u|22 + C|ψ|6|u|3|∇u|3|∇u|6
≤C|D(u)|∞|φe∇u|22 + ǫ|∇2u|22 + C(ǫ)|φe∇u|42,
(4.12)
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|L3| =
∣∣∣ ∫ (u · ∇)u · ∇φ∣∣∣ = ∣∣∣− ∫ ∇u : (∇u)⊤φ− ∫ φu · ∇(divu)∣∣∣
=
∣∣∣− ∫ ∇u : (∇u)⊤φ+ ∫ (divu)2φ+ ∫ u · ∇φdivu∣∣∣
≤C|φ|1−2e∞ |φe∇u|22 + C|divu|∞|u|2|∇φ|2,
L4 =−
∫
ut · ∇φ = d
dt
∫
φdivu−
∫
φtdivu
=
d
dt
∫
φdivu+
∫
u · ∇φdivu+ (γ − 1)
∫
φ(divu)2
≤ d
dt
∫
φdivu+ C|divu|∞|u|2|∇φ|2 + C|φ|1−2e∞ |φe∇u|22,
L5 =
1− δ
δ
∫
ψ ·Q(u) · ut ≤ C|φ|−
e
2
∞ |ut|2|φe∇u|
1
2
2 |∇2u|
1
2
2 |ψ|6,
L6 =
a
2
∫
α
(
(φ2e)t|∇u|2 + (α+ β)(φ2e)t|divu|2
)
=
a
2
∫
(−u · ∇φ2e − (δ − 1)φ2edivu)(α|∇u|2 + (α+ β)|divu|2)
≤C|ψ|6|u|3|∇u|3|∇u|6 + C|D(u)|∞|φe∇u|22
≤C|D(u)|∞|φe∇u|22 + ǫ|∇2u|22 + C(ǫ)|φe∇u|42,
L7 =
∫
ψ ·Q(u) · ∇φ ≤ C|φ|−
e
2
∞ |∇φ|2|φe∇u|
1
2
2 |∇2u|
1
2
2 |ψ|6
≤ǫ|∇2u|22 + C(ǫ)(|φe∇u|22 + |∇φ|22),
L8 =
∫
ψ ·Q(u) · φ2eLu
≤C|φ|−
e
2
∞ |ψ|6|φ2eLu|2|φe∇u|
1
2
2 |∇2u|
1
2
2
≤C(ǫ)|φe∇u|22 + ǫ(|∇2u|22 + |φ2eLu|22),
(4.13)
where ǫ > 0 is a sufficiently small constant.
It follows from (4.8)-(4.13) that
d
dt
∫ (a
2
α|φe∇u|2 + a
2
(α+ β)|φedivu|2 − φdivu
)
+ C|∇2u|22 +
a
2
|φ2eLu|22
≤C(|φe∇u|22 + |∇φ|22)(1 + |D(u)|∞ + |φe∇u|22).
(4.14)
Second, applying ∇ to (2.4)1 and multiplying by (∇φ)⊤, one has
(|∇φ|2)t + div(|∇φ|2u) + (γ − 2)|∇φ|2divu
=− 2(∇φ)⊤∇u(∇φ)− (γ − 1)φ∇φ · ∇divu
=− 2(∇φ)⊤D(u)(∇φ) − (γ − 1)φ∇φ · ∇divu.
(4.15)
Integrating (4.15) over R3, one can get
d
dt
|∇φ|22 ≤C(ǫ)(|D(u)|∞ + 1)|∇φ|22 + ǫ|∇2u|22. (4.16)
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Adding (4.16) to (4.14), it follows from Ho¨lder’s inequality, Young’s inequality and
Gronwall’s inequality that
|φe∇u(t)|22 + |∇φ(t)|22 +
∫ t
0
(|∇2u|22 + |φ2eLu|22)ds ≤ C for 0 ≤ t ≤ T,
which, together with (4.10), implies that∫ t
0
|ut|22ds ≤ C
∫ t
0
(|φ2eLu|22 + |∇u|23|u|26 + |∇φ|22 + |∇u|23|ψ|26)ds ≤ C.

Lemma 4.4.
sup
0≤t≤T
(
|ut|22 + |u|2D2 + |φ2eLu|22
)
(t) +
∫ T
0
(|φe∇ut|22 + |u|2D2,6)dt ≤ C,
for 0 ≤ T < T , where the constant C > 0 only depends on (ρ0, u0), C0, α, β, A, γ,
δ and T .
Proof. It follows from Lemma 3.1, equations (2.2)3 and (2.4)2 that
|u|D2 + |φ2eLu|2 ≤ C
(|ut|2 + |u|26|∇u|2 + |∇φ|2 + |ψ|26|∇u|2),
which, along with Lemmas 4.1-4.3, implies that
|u|D2 + |φ2eLu|2 ≤ C(1 + |ut|2). (4.17)
Next, differentiating (2.4)3 with respect to t, it reads
utt + aφ
2eLut = −(u · ∇u)t −∇φt − aφ2et Lu+ (ψ ·Q(u))t. (4.18)
Multiplying (4.18) by ut and integrating over R
3, one has
1
2
d
dt
|ut|22 + aα|φe∇ut|22 + a(α+ β)|φedivut|22
=−
∫ (
(u · ∇u+∇φ)t + aφ2et Lu− ψt ·Q(u)−
1
δ
ψ ·Q(u)t
)
· ut ≡:
13∑
i=9
Li.
(4.19)
We estimate the right-hand side of (4.19) term by term as follows.
L9 =−
∫
(u · ∇u)t · ut = −
∫ (
(ut · ∇)u+ (u · ∇)ut
)
· ut
=−
∫ (
ut ·D(u) · ut − 1
2
(ut)
2divu
)
≤ C|D(u)|∞|ut|22,
(4.20)
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L10 =−
∫
∇φt · ut =
∫
φtdivut
=− (γ − 1)
2
d
dt
∫
φ(divu)2 − (γ − 1)
2
∫
u · ∇φ(divu)2
− (γ − 1)
2
2
∫
φ(divu)3 −
∫
u · ∇φdivut
≤− (γ − 1)
2
d
dt
∫
φ(divu)2 + C|u|6|∇φ|6|∇u|2|∇u|6
+ C|φ|∞|D(u)|∞|∇u|22 + C|∇φ|6|u|3|∇ut|2
≤− (γ − 1)
2
d
dt
∫
φ(divu)2 + C(|D(u)|∞ + |ut|22 + 1) +
aα
4
|φe∇ut|22,
L11 =−
∫
aφ2et Lu · ut =
∫
a(u · ∇φ2e + (δ − 1)φ2edivu)Lu · ut
≤C|u|6|ψ|6|Lu|2|ut|6 + C|divu|∞|φ2eLu|2|ut|2
≤C(1 + |D(u)|∞)(|ut|22 + 1) +
aα
4
|φe∇ut|22,
L12+L13 =
∫ (
ψt ·Q(u) + 1
δ
ψ ·Q(u)t
) · ut
=
∫
1
δ
ψ ·Q(u)t · ut − aδ
∫
φ2e∇divu ·Q(u) · ut
+
∫
ψ · udiv(Q(u) · ut)− (δ − 1)
∫
divuψ ·Q(u) · ut
≤C|ψ|6(|∇ut|2| ut|
1
2
2 |ut|
1
2
6 + |u|6|∇2u|2|ut|6 + |u|6|Q(u)|6|∇ut|2)
+ C|ψ|6|ut|2|Q(u)|6|∇u|6 − aδ
∫
φ2e∇divu ·Q(u) · ut
≤C(|ut|32 + 1) +
aα
4
|φe∇ut|22 + L∗,
(4.21)
where, via integration by parts, the last term L∗ in L12 + L13 can be estimated as
follows:
L∗ =− aδ
∫
φ2e∇divu ·Q(u) · ut
=aδ
∫
(φ2edivuLu · ut + φ2edivuQ(u) : ∇ut + divu∇φ2e ·Q(u) · ut)
≤C|φ2eLu|2|divu|∞|ut|2 + C|divu|∞|φe∇ut|2|φe∇u|2
+ C|ψ|6|ut|2|divu|6|∇u|6
≤C(|ut|42 + 1) +
aα
4
|φe∇ut|22 + C|divu|2∞.
(4.22)
It follows from Lemma 3.1 and equations (2.2)3 that
|∇2u|6 ≤C|ϕ|∞(|ut|6 + |u · ∇u|6 + |∇φ|6 + |ψ ·Q(u)|6)
≤C(1 + |∇ut|2 + |∇φ|6 + |∇u|
1
2
6 |∇2u|
1
2
6 ),
(4.23)
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where one has used the fact that |∇u|∞ ≤ C|∇u|
1
2
6 |∇2u|
1
2
6 . Then, according to the
Young’s inequality, one has
|∇2u|6 ≤ C(1 + |∇ut|2 + |ut|2), (4.24)
which, along with (4.22), implies that
|divu|2∞ ≤C(1 + |ut|22) +
aα
4
|φe∇ut|22,
L∗ ≤C(|ut|42 + 1) +
1
4
aα|φe∇ut|22.
(4.25)
It is clear from (4.19)-(4.25) and (4.1) that
d
dt
(|ut|22 + |
√
φdivu|22) + |φe∇ut|22 ≤ C(1 + |D(u)|∞ + |ut|22)(|ut|22 + 1). (4.26)
Integrating (4.26) over (τ, t) (τ ∈ (0, t)), one has
|ut|22 + |
√
φdivu(t)|22 +
∫ t
τ
|φe∇ut(s)|22ds
≤|ut(τ)|22 + C
∫ t
τ
(1 + |D(u)|∞ + |ut|22)(|ut|22 + 1)ds.
(4.27)
It follows from momentum equations (2.4)2 that
|ut(τ)|2 ≤ C
(|u|∞|∇u|2 + |∇φ|2 + |φ2eLu|2 + |ψ|∞|∇u|2)(τ), (4.28)
which, along with the definition of the regular solution and the assumption (1.14),
implies that
lim sup
τ→0
|ut(τ)|2 ≤C
(|u0|∞|∇u0|2 + |∇φ0|2 + |g2|2 + |ψ0|∞|∇u0|2) ≤ C.
Letting τ → 0 in (4.27), applying Gronwall’s inequality, we arrive at
|ut(t)|22 + |φ2eLu(t)|2 + |u(t)|2D2 +
∫ t
0
(|φe∇ut|22 + |u|2D2,6)ds ≤ C for 0 ≤ t ≤ T.
This completes the proof of this lemma. 
Lemma 4.5.
sup
0≤t≤T
(‖g‖H1∩D1,6 + ‖(φt, gt, ϕt)‖2L2(R3)∩L6(R3))(t) ≤ C for 0 ≤ T < T, (4.29)
where the constant C > 0 only depends on (ρ0, u0), C0, α, β, A, γ, δ and T .
The proof of this lemma can be directly obtained from the equations (2.2)1, (2.2)2
and (2.4)1, and the conclusions of Lemmas 4.1-4.4. Here we omit its details.
4.2. Higher order estimates from the “Degenerate”-“Weak-Singular” struc-
ture (2.2). Lemma 4.4 implies that∫ t
0
|∇u(·, s)|2∞ds ≤ C for 0 ≤ t < T , (4.30)
where C > 0 is some finite constant. Noting that (2.4) is essentially a hyperbolic-
singular parabolic system, it is very hard to derive other higher order estimates
for the regularity of the regular solutions via using this structure directly. Indeed,
24 SHENGGUO ZHU
we need to ask for help from the so-called ”Degenerate”–”Weak-Singular” structure
(2.2), which will be shown in the following 3 lemmas.
Lemma 4.6.
sup
0≤t≤T
(‖(g, φ)‖2D2 + |f |2D1 + ‖(gt, φt)‖21 + |ft|22)(t)
+
∫ T
0
(
|u|2D3 + |φtt|22 + |gtt|22
)
dt ≤ C for 0 ≤ T < T ,
where the constant C > 0 only depends on (ρ0, u0), C0, α, β, A, γ, δ and T .
Proof. First, it follows from equations (2.2)3 and Lemma 3.1 that
|u|D3 ≤C(|ϕut|D1 + |ϕu · ∇u|D1 + |∇g|D1 + |f ·Q(u)|D1)
≤C(1 + |ut|D1 + |φ|D2 + |∇2u|3 + |∇f |2|∇u|∞).
(4.31)
where one has used the following relation
∇2g = C1ρ1−δ∇2φ+ C2∇ϕ⊗∇φ, (4.32)
for two constants C1 > 0 and C2 > 0. Then it follows from Young’s inequality that
|u|D3 ≤ C(1 + |ut|D1 + |φ|D2 + |∇f |2). (4.33)
Next, applying ∇ to (2.2)4, multiplying the resulting equations by 2∇f and inte-
grating over R3, then according to (4.33), one has
d
dt
|∇f |22 ≤C
∣∣∇u∣∣
∞
|∇f |22 + C|∇3u|2|∇f |2 + |∇2u|3|f |6|∇f |2
≤C(1 + |∇u|∞)|f |2D1 + C(1 + |φ|2D2 + |ut|2D1).
(4.34)
On the other hand, applying ∇2 to (2.4)1, multiplying the resulting equations by
2∇2φ and integrating over R3, one has
d
dt
|φ|2D2 ≤C|∇u|∞|φ|2D2 + C|∇φ|6|φ|D2 |∇2u|3 + C|φ|∞|φ|D2 |∇3u|2
≤C(1 + |∇u|∞)(|φ|2D2 + |f |2D1) + C(1 + |∇ut|22),
(4.35)
which, together with (4.34), gives that
d
dt
(|φ|2D2 + |f |2D1) ≤C(1 + |∇u|∞)(|φ|2D2 + |f |2D1) + C(1 + |∇ut|22). (4.36)
Then it follows from Gronwall’s inequality, (4.36) and (4.30) that
|φ(t)|2D2 + |f(t)|2D1 +
∫ t
0
|u(s)|2D3ds ≤ C for 0 ≤ t ≤ T. (4.37)
Finally, according to (4.32) and the following relations
ft =−∇(u · f)−∇divu, φt = −u · ∇φ− (γ − 1)φdivu,
gt =− u · ∇g − (γ − δ)gdivu, φtt = −(u · ∇φ)t − (γ − 1)(φdivu)t,
gtt =− (u · ∇g)t − (γ − δ)(gdivu)t,
(4.38)
we conclude the proof of this lemma. 
In order to obtain higher order regularity, we need the following improved esti-
mate.
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Lemma 4.7.
sup
0≤t≤T
(|ut|2D1 + |u|2D3)(t) + ∫ T
0
(|√ϕutt|22 + |ut|2D2)dt ≤ C for 0 ≤ T < T ,
where the constant C > 0 only depends on (ρ0, u0), C0, α, β, A, γ, δ and T .
Proof. First,
aLut = −ϕutt − ϕ(u · ∇u)t − ϕt(ut + u · ∇u)−∇gt + (f ·Q(u))t, (4.39)
Lemmas 3.1 and 4.5 yield
|ut|D2 ≤C(|ϕutt|2 + |ϕ(u · ∇u)t|2 + |ϕtut|2 + |ϕtu · ∇u|2
+ |∇gt|2 + |(f ·Q(u))t)|2)
≤C(1 + |√ϕutt|2 + |∇ut|2 + |∇ut|3 + |∇u|∞),
(4.40)
which implies, with the help of Young’s inequality, that
|ut|D2 ≤ C(1 + |
√
ϕutt|2 + |∇ut|2 + |u|D2,6). (4.41)
Now, multiplying (4.18) by utt and integrating over R
3, one has
a
2
d
dt
(
α|∇ut|22 + (α+ β)|divut|22
)
+ |√ϕutt|22
=
∫ (
− ϕ(u · ∇u)t − ϕt(ut + u · ∇u)−∇gt + (f ·Q(u))t
)
· utt ≡:
18∑
i=14
Li.
(4.42)
For the terms L14–L18, we perform the following estimates:
L14 =−
∫
ϕ(u · ∇u)t · utt
≤C|ϕ|
1
2
∞(|ut|6|∇u|3 + |u|∞|∇ut|2)|√ϕutt|2
≤C|∇ut|22 +
1
10
|√ϕutt|22,
L15 =−
∫
ϕtut · utt =
∫
(u · ∇ϕ+ (1− δ)ϕdivu)ut · utt
≤C(|ϕ| 32∞|u|6|ψ|6 + |ϕ| 12∞|∇u|3)|ut|6|√ϕutt|2
≤C|∇ut|22 +
1
10
|√ϕutt|22,
L16 =−
∫
ϕt(u · ∇)u · utt
=
∫
(u · ∇ϕ+ (1− δ)ϕdivu)(u · ∇)u · utt
≤C(|ϕ| 32∞|u|∞|ψ|6 + |ϕ| 12∞|∇u|6)|u|6|∇u|6|√ϕutt|2 ≤ C|√ϕutt|2,
L17 =−
∫
∇gt · utt = d
dt
∫
gtdivut −
∫
gttdivut
≤ d
dt
∫
gtdivut + C|∇ut|2|gtt|2 ≤ d
dt
∫
gtdivut + C(|∇ut|22 + |gtt|22),
(4.43)
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L18 =
∫
(f ·Q(u))t · utt =
∫
f ·Q(u)t · utt +
∫
ft ·Q(u) · utt
≤C|ϕ|
1
2
∞|ψ|6|∇ut|3|√ϕutt|2 + d
dt
∫
ft ·Q(u) · ut
−
∫
ftt ·Q(u) · ut −
∫
ft ·Q(ut) · ut
≤C|ϕ|
1
2
∞|ψ|6|∇ut|3|√ϕutt|2 + C|ft|2|∇ut|6|ut|3 + d
dt
∫
ft ·Q(u) · ut
−
∫
(u · f)tdiv(Q(u) · ut) +
∫
∇divut ·Q(u) · ut
≤ d
dt
∫
ft ·Q(u) · ut + C
(|ϕ| 12∞|ψ|6|∇ut|3|√ϕutt|2 + |ft|2|∇ut|6|ut|3)
+ C|ut|6|f |6(|∇2u|2|ut|6 + |∇u|6|∇ut|2)
+ C|u|∞|ft|2(|∇2u|3|ut|6 + |∇u|∞|∇ut|2) + C|∇2ut|2|∇u|3|ut|6
≤ d
dt
∫
ft ·Q(u) · ut + 1
10
|√ϕutt|22 + C(1 + |∇ut|22 + |∇2u|26).
(4.44)
Therefore, (4.42)-(4.44) imply that
a
2
d
dt
(
|∇ut|22 + (α+ β)|divut|22 −
∫
(gt · divut + ft ·Q(u) · ut)
)
+ |√ϕutt|22
≤C(1 + |∇ut|22 + |∇2u|26 + |gtt|22),
(4.45)
which, upon integrating over (τ, t), along with Lemma 4.6, yields
|∇ut(t)|22 +
∫ t
τ
|√ϕutt(s)|22ds ≤ C + |∇ut(τ)|22, 0 ≤ t ≤ T, (4.46)
where one has used the fact that for any ǫ > 0,∫ (
gt · divut + ft ·Q(u) · ut
) ≤ǫ|∇ut|22 + C. (4.47)
On the other hand, it follows from the momentum equations (2.4)2 that
|∇ut(τ)|2 ≤
(|∇(u · ∇u+∇φ+ aφ2eLu− ψ ·Q(u))|2)(τ). (4.48)
Then by the assumption (1.14), one has
lim sup
τ→0
|∇ut(τ)|2 ≤C(|∇(u0 · ∇u0)|2 + |∇2φ0|2)
+ C(|∇(ψ0 ·Q(u0))|2 + |ρ
1−δ
2
0 g3|2) ≤ C.
(4.49)
Letting τ → 0 in (4.46), we finally prove that
|∇ut(t)|22 +
∫ t
0
|√ϕutt(s)|22ds ≤ C, 0 ≤ t ≤ T. (4.50)
The rest of desired estimates follows quickly from (4.33), (4.41) and (4.50).

It remains to prove the following lemma for the required regularity estimate.
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Lemma 4.8.
sup
0≤t≤T
(|φ|2D3 + |f |2D2 + |ϕ|2D2,3 + ‖φt‖22 + |φtt|2)(t)
+ sup
0≤t≤T
|ft(t)|2D1 +
∫ T
0
(|u|2D4 + |ϕtt|22)dt ≤C for 0 ≤ T < T ,
where the constant C > 0 only depends on (ρ0, u0), C0, α, β, A, γ, δ and T .
Proof. First, for the D2 estimate of ϕ, it follows from direct calculations that
∇2ϕ =− 2e∇(φ−2e∇ log φ) = 4e2φ−2e∇ log φ⊗∇ log φ− 2eφ−2e∇2 log φ,
which, along with Lemma 4.1 and (4.37), implies that
|∇2ϕ|3 ≤ C(|f |26|φ−2e|∞ + |φ−2e|∞|∇2 log φ|3) ≤ C(1 + |f |
1
2
D2
) for 0 ≤ t ≤ T.
It follows from equations (2.2)3, Lemma 3.1 and the relation (4.32) that
|u|D4 ≤C(|ϕut|D2 + |ϕu · ∇u|D2 + |∇g|D2 + |f ·Q(u)|D2)
≤C(1 + |ut|D2 + |φ|D3 + |∇2f |2).
(4.51)
Next, applying ∇2 to (2.2)4, multiplying the resulting equations by 2∇2f and
then integrating over R3, one has
d
dt
|∇2f |22 ≤C
(|f |2D2 + |∇4u|2|f |D2 + 1)
≤C(|f |2D2 + |φ|D3 + |ut|2D2 + 1). (4.52)
On the other hand,applying ∇3 to (2.4)1, multiplying the resulting equations by
2∇3φ and then integrating over R3, one has
d
dt
|φ|2D3 ≤C
(|φ|2D3 + |∇4u|2|φ|D3 + 1)
≤C(|φ|2D3 + |ut|2D2 + |f |2D2 + 1), (4.53)
which, together with (4.51)-(4.52), gives that
|φ(t)|2D3 + |f(t)|2D2 +
∫ t
0
|u|2D4ds ≤ C for 0 ≤ t ≤ T. (4.54)
Finally, the rest of the estimates follows from the relation (4.38) and
ϕtt = −ut · ∇ϕ− u · ∇ϕt − (1− δ)ϕtdivu− (1− δ)ϕdivut.

4.3. Higher order estimates from the strong singular structure (2.4).
Lemma 4.9.
ess sup
0≤t≤T
(‖ψ‖2D1∩D2 + |ψt|2D1 + |φ2e∇2u|2D1)(t) + ∫ T
0
|φ2e∇2u|2D2dt ≤ C
for 0 ≤ T < T , where the constant C > 0 only depends on (ρ0, u0), C0, α, β, A, γ,
δ and T .
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Proof. First, set ς = (ς1, ς2, ς3)
⊤ (1 ≤ |ς| ≤ 2 and ςi = 0, 1, 2). Applying ∂ςx to (2.4)3,
multiplying by 2∂ςxψ and then integrating over R
3, one can get
d
dt
|∂ςxψ|22 ≤
( 3∑
l=1
|∂lAl|∞ + |B|∞
)
|∂ςxψ|22 + |Θς |2|∂ςxψ|2, (4.55)
where
Θς = ∂
ς
x(Bψ)−B∂ςxψ +
3∑
l=1
(
∂ςx(Al∂lψ)−Al∂l∂ςxψ
)
+ aδ∂ςx
(
φ2e∇divu).
For |ς| = 1, it is easy to obtain
|Θς |2 ≤C
(|∇2u|2|ψ|∞ + |∇u|∞|∇ψ|2 + |φ2e∇2u|D1). (4.56)
Similarly, for |ς| = 2, one has
|Θς |2 ≤C
(|∇u|∞|∇2ψ|2 + |∇2u|3|∇ψ|6 + |∇3u|2|ψ|∞ + |φ2e∇2u|D2). (4.57)
It follows from (4.55)-(4.57) and the Gagliardo-Nirenberg inequality that
d
dt
‖ψ(t)‖D1∩D2 ≤ C‖ψ(t)‖D1∩D2 + C‖φ2e∇2u‖D1∩D2 . (4.58)
Second, for the estimates of ‖φ2e∇2u‖D1∩D2 , it follows from direct calculations
and Lemmas 3.3-3.4 that
|φ2e∇2u|D1 ≤C(|φ2e∇u|D2 + |ψ|6|∇2u|3 + |∇u|∞|∇ψ|2)
≤C(1 + ‖ψ(t)‖D1∩D2 + |H|D1 + |fH|2 + |G(ψ, ∂ku)|2)
≤C(1 + ‖ψ(t)‖D1∩D2),
|φ2e∇2u|D2 ≤C
(|∇2H|2 + |f ·H|D1 + ||f |2H|2 + |G(∇φ2e,∇2u)|2)
≤C(1 + |ut|D2 + ‖ψ(t)‖D1∩D2).
(4.59)
According to (4.41), one has
|ut|D2 ≤ C(1 + |
√
ϕutt|2 + |∇ut|2 + |u|D2,6) ≤ C(1 + |
√
ϕutt|2), (4.60)
which, together with (4.58)-(4.59), implies that
d
dt
‖ψ(t)‖D1∩D2 ≤ C‖ψ(t)‖D1∩D2 + C(1 + |
√
ϕutt|2).
Then according to Gronwall’s inequality, one has
‖ψ(t)‖D1∩D2 ≤ C
(
1 +
∫ t
0
|√ϕutt|2ds
)
exp(Ct) ≤ C(T ). (4.61)
Second, according to equations (2.4)3, for 0 ≤ t ≤ T , it holds that
|∇ψt(t)|2 ≤C
(|u|∞|ψ|D2 + |∇u|∞|∇ψ|2 + |∇2u|3|ψ|6 + |φ2e∇2u|D1) ≤ C. (4.62)

Lemma 4.10.
sup
0≤t≤T
(|φe∇2u|2 + |ω|4)(t) ≤ C for 0 ≤ t ≤ T.
where the constant C > 0 only depends on (ρ0, u0), C0, α, β, A, γ, δ and T .
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Proof. First, according to Lemmas 3.2 and 4.7-4.9, one has
|φe∂ku|D2 ≤ C(|φ|−e∞ |∂kH|2 + |∂kφ−eH|2 + |G(φ−eψ, ∂ku)|2) ≤ C,
Then it follow from Lemmas 4.3 and 5.12 that
‖φe∂ku‖1 ≤ C‖φe∂ku‖
1
2
0 ‖φe∂ku‖
1
2
2 ,
which, implies that
|φe∇u|D1 + |φe∇2u|2 ≤ C for 0 ≤ t ≤ T. (4.63)
Second, since the equations (3.14) holds almost everywhere, one can multiply
(3.14) by 4ω|ω|2 on its both sides and integrate with respect to x over R3, then one
has
d
dt
∫
|ω|4 =
∫ 3∑
l=1
∂lAl|ω|4 −
∫
4
(
A∗(u)ω +
δ − 1
2
√
aφe∇divu
)
· ω|ω|2
≤C|∇u|∞|ω|44 + C|ω|36|φe∇divu|2 ≤ C(|ω|44 + 1),
(4.64)
which, along with Gronwalls inequality, implies the desired estimate.

Lemma 4.11.
ess sup
0≤t≤T
(|φe∇ut|22 + |φe∇(φ2eLu)|22)(t) + ∫ T
0
(
|utt|22 + |φ2eLut|22
)
dt ≤C,
for 0 ≤ T < T , where the constant C > 0 only depends on (ρ0, u0), C0, α, β, A, γ,
δ and T .
Proof. Multiplying (4.18) by utt and integrating over R
3 give
1
2
d
dt
(
aα|φe∇ut|22 + a(α+ β)|φedivut|22
)
+ |utt|22
=
∫ (
− (u · ∇u)t −∇φt − aφ2et Lu− a∇φ2e ·Q(ut)
)
· utt
+
∫ (a
2
φ2et
(
α|∇ut|2 + (α+ β)|divut|2
)
+ (ψ ·Q(u))t · utt
)
=
24∑
i=19
Li.
(4.65)
For the terms L19–L24, we perform the following estimates:
L19 =−
∫
(u · ∇u)t · utt
≤C(|ut|2|∇u|∞ + |u|∞|∇ut|2)|utt|2 ≤ C(|φe∇ut|22 + 1) + 110 |utt|22,
L20 =−
∫
∇φt · utt ≤ C|∇φt|2|utt|2 ≤ C|utt|2,
L21 =−
∫
aφ2et Lu · utt = a
∫
(u · ∇φ2e + (δ − 1)φ2edivu)Lu · utt
≤C(|u|∞|ψ|∞|Lu|2 + C|φ2eLu|2|∇u|∞)|utt|2 ≤ C + 1
10
|utt|22,
(4.66)
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L22 =−
∫
a∇φ2e ·Q(ut) · utt
≤C|∇ut|2|ψ|∞|utt|2 ≤ C|φe∇ut|22 +
1
10
|utt|22,
L23 =
∫
a
2
φ2et
(
α|∇ut|2 + (α+ β)|divut|2
)
=−
∫
a
2
(u · ∇φ2e + (δ − 1)φ2edivu)(α|∇ut|2 + (α+ β)|divut|2)
≤C|u|∞|ψ|∞|∇ut|22 + C|∇u|∞|φe∇ut|22,
L24 =
∫
(ψ ·Q(u))t · utt =
∫
ψ ·Q(u)t · uttdx+
∫
ψt ·Q(u) · utt
≤C|ψ|∞|∇ut|2|utt|2 −
∫
(u · ∇ψ + δψdivu+ aδφ2e∇divu) ·Q(u) · utt
≤C(|ψ|∞|∇ut|2 + |∇u|3(|u|∞|∇ψ|6 + |ψ|∞|∇u|6 + |φ2e∇2u|6))|utt|2
≤C|φe∇ut|22 +
1
10
|utt|22 +C,
(4.67)
which, along with (4.65)-(4.66), implies that
1
2
d
dt
(
aα|φe∇ut|22 + a(α+ β)|φedivut|22
)
+ |utt|22 ≤ C|φe∇ut|22 + C. (4.68)
Integrating (4.65) over (τ, t) shows that for 0 ≤ t ≤ T ,
|φe∇ut(t)|22 +
∫ t
τ
|utt|22ds ≤ C|φe∇ut(τ)|22 + C. (4.69)
On the other hand, it follows from the momentum equations (2.4)2 that
|φe∇ut(τ)|2 ≤
(|φe∇(u · ∇u+∇φ+ aφ2eLu− ψ ·Q(u))|2)(τ). (4.70)
Then according to the assumptions (1.13)-(1.14) and Lemma 3.8, one has
lim sup
τ→0
|φe∇ut(τ)|2 ≤C(|φe0∇(u0 · ∇u0)|2 + |φe0∇2φ0|2
+ |φe0∇(ψ0 ·Q(u0))|2 + |g3|2)
≤C(|φe0∇2u0|2|u0|∞ + |∇u0|∞|φe0∇u0|2|+ |φe0∇2φ0|2)
+C
(|φe0∇2u0|2|ψ0|∞ + |∇ψ0|3|φe0∇u0|6 + 1) ≤ C.
(4.71)
Actually, for the estimates of |φe∇2φ|2, due to
φe∇2φ =C3(ρ
δ−1
2 ∇2ργ−1)
=C3ρ
δ−1
2
(
(γ − 1)(γ − 2)ργ−3∇ρ⊗∇ρ+ (γ − 1)ργ−2∇2ρ)
=C4ρ
γ+ 1−3δ
2 ψ ⊗ ψ + C5ργ+
δ−5
2 ∇2ρ,
∇2φ2e =C6∇2ρδ−1
=C7
(
(δ − 1)(δ − 2)ρδ−3∇ρ⊗∇ρ+ (δ − 1)ρδ−2∇2ρ)
=C8ω ⊗ ω + C9ρδ−2∇2ρ ∈ L2(R3),
(4.72)
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for some constants Ci (i = 3, ..., 9), one can obtain that
|ρδ−2∇2ρ|2 + |ρ
δ−1
2 ∇2ρ|2 + |φe∇2φ|2 ≤ C for 0 ≤ t ≤ T. (4.73)
Letting τ → 0 in (4.69), one can obtain that
|φe∇ut|22 + |∇ut|22 +
∫ t
0
|utt|22ds ≤C for 0 ≤ t ≤ T. (4.74)
It follows from (2.4)2 that
aφ2eLut =− utt − (u · ∇u)t −∇φt − aφ2et Lu+ (ψ ·Q(u))t, (4.75)
which implies that
|φ2eLut(t)|2 ≤C
∣∣(utt + (u · ∇u)t +∇φt − (ψ ·Q(u))t + aφ2et Lu)∣∣2
≤C
(
|utt|2 + |ut|6|∇u|3 + |u|∞|∇ut|2 + |∇φt|2 + |ψ|∞|∇ut|2
)
+ C
(
|ψt|6|∇u|3 + |ψ|∞|u|∞|∇2u|2 + |φ2eLu|6|divu|3
)
≤C(1 + |utt|2).
(4.76)
Using the equations (2.4)2, for multi-index ξ ∈ R3 with |ξ| = 2, one has
|aφe∇(φ2eLu)|2 =| − aφe∇(ut + u · ∇u+∇φ− ψ ·Q(u))|2
≤C(|φe∇ut(t)|2 + |∇u|∞|φe∇u|2 + |u|∞|φe∇2u|2)
+ C(|φe∇2φ|2 + |∇ψ|3|φe∇u|6 + |ψ|∞|φe∇2u|2)
≤C(1 + |φe∇2φ|2 + |φe∇2u|2).
(4.77)
Then according to (4.76), (4.77), (4.73) and (4.63), one finally gets
|φe∇(φ2eLu)|22 + ∫ t
0
|φ2eLut|22ds ≤ C for 0 ≤ t ≤ T.

Lemma 4.12.
sup
0≤t≤T
(
t|utt(t)|22
)
+
∫ T
0
t|φeutt|2D1dt ≤ C for 0 ≤ T < T ,
where the constant C > 0 only depends on (ρ0, u0), C0, α, β, A, γ, δ and T .
Proof. Now applying ∂t to (4.18) yields
uttt + aφ
2eLutt =− (u · ∇u)tt −∇φtt − aφ2ett Lu− 2aφ2et Lut
+ 2ψt ·Q(ut) + ψtt ·Q(u) + ψ ·Q(utt).
(4.78)
Multiplying (4.78) by utt and integrating over R
3 give
1
2
d
dt
|utt|22 + aα|φe∇utt|22 + a(α+ β)|φedivutt|22
=
∫ (
− (u · ∇u)tt −∇φtt − a∇φ2e ·Q(u)tt − aφ2ett Lu
)
· utt
+
∫ (
− 2aφ2et Lut + 2ψt ·Q(ut) + ψtt ·Q(u) + ψ ·Q(utt)
)
· utt =
32∑
i=25
Li.
(4.79)
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For the terms L25–L32, we perform the following estimates:
L25 =−
∫
(u · ∇u)tt · utt
≤C(|∇ut|6|ut|3 + |∇u|∞|utt|2 + |u|∞|∇utt|2)|utt|2
≤C(1 + |utt|22 + |∇2ut|22) +
aα
10
|φe∇utt|22,
L26 =−
∫
∇φtt · utt
≤C|φtt|2|φe∇utt|2|ϕ|
1
2
∞ ≤ C|φtt|22 +
aα
10
|φe∇utt|22,
L27 =−
∫
a∇φ2e ·Q(u)tt · utt
≤C|ψ|∞|utt|2|φe∇utt|2|ϕ|
1
2
∞ ≤ C|utt|22 +
aα
10
|φe∇utt|22,
L28 =−
∫
aφ2ett Lu · utt = a
∫
u · ∇φ2et Lu · utt
− a
∫
((δ − 1)divuu · ∇φ2e + (δ − 1)2φ2e(divu)2)Lu · utt
− a
∫
(utψ + (δ − 1)φ2edivut)Lu · utt
≤C(|∇2u|6|ψt|6|u|6 + |u|∞|∇u|∞|ψ|∞|∇2u|2 + |φ2eLu|2|divu|2∞)|utt|2
+ C(|ut|6|ψ|6|Lu|6|utt|2 + |φ2eLu|6|∇ut|2|utt|3) ≤ C‖utt‖1,
L29 =−
∫
2aφ2et Lut · utt
=−
∫
2a(u · ∇φ2e + (δ − 1)φ2edivu)Lut · utt
≤C(|ψ|∞|u|∞|Lut|2 + |φ2eLut|2|divu|∞)|utt|2
≤C(1 + |utt|22 + |∇2ut|22),
L30 =
∫
2ψt ·Q(ut) · utt
≤C|ψt|6|∇ut|2|utt|3 ≤ C(1 + |utt|22) +
aα
10
|φe∇utt|22,
L31 =
∫
ψtt ·Q(u) · utt
≤C(|ut|6|∇ψ|3 + |∇ψt|2|u|∞ + |divu|3|ψt|6)|∇u|∞|utt|2
+ C(|ψ|∞∇ut|2 + |ψ|∞|u|∞|∇2u|2)|∇u|∞|utt|2
+ C(|φe∇u|3|∇2ut|2|φeutt|6 + |φe∇u|26|∇2u|6|utt|2)
≤C(|utt|22 + |∇2ut|22) +
aα
10
|φe∇utt|22,
L32 =
∫
ψ ·Q(utt) · utt
≤C|ψ|∞|∇utt|2|utt|2 ≤ C|utt|22 +
aα
10
|φe∇utt|22,
(4.80)
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which, along with (4.76) and (4.79), implies that
1
2
d
dt
|utt|22 + aα|φe∇utt|22 + a(α+ β)|φedivutt|22
≤C(|utt|22 + |∇2ut|22 + |φtt|22 + 1).
(4.81)
Multiplying both sides of (4.81) by t and integrating over (τ, t), one can get
t|utt(t)|22 +
aα
2
∫ t
τ
s|φe∇utt|22ds ≤ τ |utt(τ)|22 + C. (4.82)
It follows from (4.74) and Lemma 5.11 that there exists a sequence sk such that
sk → 0, and sk|utt(sk, x)|22 → 0, as k → +∞.
The desired estimates follows from taking τ = sk and letting k → +∞ in (4.82).

4.4. Second order estimates on the velocity with singular weight. Finally,
we show that
Lemma 4.13.
sup
0≤t≤T
|φ2e∇2u(t)|2 +
∫ T
0
|φ2e∇2ut|22dt ≤ C for 0 ≤ T < T ,
where the constant C > 0 only depends on (ρ0, u0), C0, α, β, A, γ, δ and T .
Proof. First, it follows from the equations (2.4)2 that for any constant η > 0,
aL((φ+ η)2eu) =a(φ+ η)2eLu− aG(∇(φ + η)2e, u) = Λη. (4.83)
First, due to
∇(φ+ η)2e = φ
−2e+1
(φ+ η)−2e+1
∇φ2e,
∇2(φ+ η)2e =∇
( φ−2e+1
(φ+ η)−2e+1
∇φ2e
)
=
φ−2e+1
(φ+ η)−2e+1
∇2φ2e − (2e − 1) 2ηφ
−2e+1
e(φ+ η)−2e+2
∇φe ⊗∇φe,
(4.84)
one quickly obtains that
‖∇(φ+ η)2e‖L6∩L∞∩D1 + |Λη|2 ≤ C for 0 ≤ t ≤ T, (4.85)
for some constant C > 0 that is independent of η.
Second, due to η > 0 and (4.85), one has (φ + η)2eu ∈ L∞([0, T ];H2). Then
according to Lemma 3.1 and (4.84), one has
|(φ+ η)2eu|D2 ≤ C|Λη|2 ≤ C for 0 ≤ t ≤ T, (4.86)
for some constant C > 0 that is independent of η.
Thus one has
|(φ+ η)2e∇2u|2 ≤ C(1 + |∇(φ+ η)2e|6|∇u|3 + |∇2(φ+ η)2e|2|u|∞) ≤ C, (4.87)
for 0 ≤ t ≤ T , where the constant C > 0 is also independent of η.
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It is very easy to see that, for every (t, x) ∈ [0, T ]× R3,
(φ+ η)2e∇2u→ φ2e∇2u a.e. as η → 0,
which, along with Fatou’s lemma (see Lemma 5.15), implies that∫
|φ2e∇2u|2 ≤ lim inf
η→0
∫
|(φ+ η)2e∇2u|2 ≤ C for 0 ≤ t ≤ T.
Finally, the estimate on φ2e∇2ut follows from the following approximate scheme
aL((φ+ η)2eut) = a(φ+ η)
2eLut − aG(∇(φ+ η)2e, ut),
and the similar argument used above for the estimate on φ2e∇2u.

4.5. Contradiction argument.
Now we know from Lemmas 4.1-4.13 that, if the regular solution (ρ, u)(t, x) exists
up to the time T > 0, with the maximal time T < +∞ such that the assumption
(4.1) holds, then
(ργ−1,∇ρδ−1, u)|t=T = lim
t→T
(ργ−1,∇ρδ−1, u)
satisfy the conditions imposed on the initial data (1.13). Moreover, if follows from
Lemma 3.5 and Lemmas 4.1-4.13 that,
sup
τ≤t≤T
(
|φe∇u(t)|22 + |φ2eLu(t)|22 + |φe∇
(
φ2eLu(t)
)|22) ≤ C,
for any τ ∈ (0, T ), which means that the compatibility conditions (1.14) still hold at
t = T . If we solve the system (1.1) with the initial time T , then Theorem 2.1 ensures
that (ρ, u)(t, x) extends beyond T as the unique regular solution. This contradicts
to the fact that T is the maximal existence time.
Until now, we have completed the proof of Theorem 1.2.
Finally, we give a detail explanation for Remark 1.3.
4.6. The classical solution to the Cauchy problem (1.1)-(1.7). Now we show
that, if γ ∈ (1, 2], the regular solution obtained in the above step is indeed a classical
one in (0, T ]× R3. First, due to 1 < γ ≤ 2, one has
(ρ,∇ρ, ρt, u,∇u) ∈ C([0, T ]× R3).
Second, it follows from the classical Sobolev embedding theorem:
L2([0, T ];H1) ∩W 1,2([0, T ];H−1) →֒ C([0, T ];L2), (4.88)
and the regularity (1.15) that for any τ ∈ (0, T ),
tut ∈ C([0, T ];H2), and ut ∈ C([τ, T ]× R3). (4.89)
Finally, it remains to show that Lu ∈ C([τ, T ]× R3). According to the following
elliptic system
aLu = −φ−2e(ut + u · ∇u+∇φ− ψ ·Q(u)) = φ−2eH, (4.90)
the regularity (1.15) implies that
tφ−2eH ∈ L∞([0, T ];H2). (4.91)
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Note that
(tφ−2eH)t =φ
−2eH + tφ−2et H + tφ
−2eHt ∈ L2([0, T ];L2). (4.92)
So it follows from the classical Sobolev imbedding theorem:
L∞([0, T ];H1) ∩W 1,2([0, T ];H−1) →֒ C([0, T ];Lq), (4.93)
for any q ∈ [2, 6), and (4.90)-(4.92) that
tφ−2eH ∈ C([0, T ];W 1,4), tLu ∈ C([0, T ];W 1,4).
Again the Sobolev embedding theorem implies that Lu ∈ C((0, T ]× R3).
5. Periodic problem away from the vacuum
This section will be devoted to proving Theorem 1.3, and we always assume that
(1.12) and (1.19) hold, and Ω = T3. When infx ρ0(x) > 0, the local existence of the
unique classical solution to the periodic problem (1.1)-(1.6) stated in Theorem 1.3
follows from the standard theory of the symmetric hyperbolic-parabolic structure
which satisfies the well-known Kawashimas condition, c.f. [25, 38].
In order to prove (1.21), we use a contradiction argument. Let (ρ, u) be the unique
classical solution stated in Theorem 1.3 to the periodic problem (1.1)-(1.6) with the
life span T . We assume that T < +∞ and
lim
T 7→T
∫ T
0
‖D(u)(t, ·)‖2L∞(T3) dt = C0 <∞, (5.1)
for some constant C0 > 0. We will show that under the assumption (5.1), T is
actually not the maximal existence time for this classical solution.
First, it follows from the assumption (5.1) and the system (1.1) that ρ is uniformly
bounded.
Lemma 5.1.
C−1 ≤ ρ(t, x) ≤ C for 0 ≤ t < T ,
where the constant C > 0 only depends on (ρ0, u0), C0 and T .
The proof is similar to that of Lemma 4.1. Here we omit it.
Second, we give the well-known B-D entropy estimate.
Lemma 5.2. [6] ∫ (1
2
ρ
∣∣∣u+ 2αδ
δ − 1∇ρ
δ−1
∣∣∣2 + P
γ − 1
)
(t, ·)
+
∫ t
0
∫
T3
(2P ′(ρ)µ′(ρ)
ρ
|∇ρ|2 + 1
2
µ(ρ)|∇u−∇u⊤|2
)
dxds ≤ C,
for 0 ≤ t < T , where the constant C > 0 only depends on (ρ0, u0), A, γ, α and δ.
The proof of this lemma can be found in [6]. Here we omit it. Now we give the
basic energy estimate.
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Lemma 5.3. [6]∫ (1
2
ρ|u|2 + P
γ − 1
)
(t, ·) +
∫ t
0
∫
T3
(1
2
µ(ρ)|∇u+∇u⊤|2 + λ(ρ)(divu)2
)
dxds ≤ C,
for 0 ≤ t < T , where the constant C > 0 only depends on (ρ0, u0), A and γ.
The conclusion obtained above is classical. Here we omit its proof.
It follows quickly from Lemmas 5.1-5.3 that
Lemma 5.4.
sup
0≤t≤T
(|u|22 + |∇ρ|22)(t) + ∫ T
0
|∇u|22dt ≤ C for 0 ≤ T < T ,
where the constant C > 0 only depends on (ρ0, u0), C0, α, β, A, γ, δ and T .
Now we improve the energy estimate obtained in Lemma 5.4.
Lemma 5.5.
d
dt
∫
ϕ|u|4(t, ·) +
∫
|u|2|∇u|2(t, ·)
≤C(1 + |divu|∞|√ϕ|u|2|22 + |D(u)|∞||u|3|2) for 0 ≤ t < T , (5.2)
where the constant C > 0 only depends on (ρ0, u0), C0, α, β, A, γ, δ and T .
Proof. First, multiplying (2.2)3 by r|u|r−2u (r ≥ 3) and integrating the resulting
equation over T3 by parts, then one has
d
dt
∫
ϕ|u|r + a
∫
Hr = −ar(r − 2)(α + β)
∫
divu|u|r−3u · ∇|u|
+
∫ (
δϕdivu|u|r + rgdiv (|u|r−2u) + rf ·Q(u) · |u|r−2u
)
,
(5.3)
where
Hr = r|u|r−2
(
α|∇u|2 + (α+ β)|divu|2 + α(r − 2)|∇|u||2).
For any given ǫ1 ∈ (0, 1), we define a nonnegative function which will be deter-
mined in Step 2 as follows
Φ(ǫ0, ǫ1, r) =

αǫ1(r−1)
3
(
−
α(4−ǫ0)
3
−β+
r2(α+β)
4(r−1)
) , if r2(α+β)4(r−1) − α(4−ǫ0)3 − β > 0,
0, otherwise.
Step 1: We assume that∫
T3∩{|u|>0}
|u|r
∣∣∣∇( u|u|)∣∣∣2dx > Φ(ǫ0, ǫ1, r)
∫
T3∩{|u|>0}
|u|r−2
∣∣∇|u|∣∣2dx. (5.4)
A direct calculation gives for |u| > 0 that the following formula holds.
|∇u|2 = |u|2
∣∣∣∇( u|u|)∣∣∣2 + ∣∣∇|u|∣∣2. (5.5)
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According to (5.3) and the Cauchy’s inequality, one has
d
dt
∫
ϕ|u|r + a
∫
T3∩{|u|>0}
Hrdx
=− ar(r − 2)(α+ β)
∫
T3∩{|u|>0}
divu|u| r−22 |u| r−42 u · ∇|u|dx
+
∫ (
δϕdivu|u|r + rgdiv (|u|r−2u) + rf ·Q(u) · |u|r−2u
)
≤ar(α+ β)
∫
T3∩{|u|>0}
|u|r−2
(
|divu|2 + (r − 2)
2
4
|∇|u||2
)
dx
+
∫ (
δϕdivu|u|r + rgdiv (|u|r−2u) + rf ·Q(u) · |u|r−2u
)
.
(5.6)
It follows from Lemmas 5.1- 5.4, Gagliardo-Nirenberg inequality, Ho¨lder’s inequality
and Young’s inequality that
M1 =
∫
δϕdivu|u|r ≤ C|divu|∞|√ϕ|u|
r
2 |22,
M2 =r
∫
g|u|r−2|∇u| ≤ C
(∫
|u|r−2|∇u|2
) 1
2
( ∫
|u|r−2g2
) 1
2
≤C
(∫
|u|r−2|∇u|2
) 1
2 ||u| r2 |1−
2
r
6 |g| 6r
2r+2
≤1
4
aαrǫ0
∫
|u|r−2|∇u|2dx+ C(a, α, r, ǫ0),
M3 =
∫
rf ·Q(u) · |u|r−2u ≤ C|∇ρ|2|D(u)|∞||u|r−1|2,
(5.7)
where ǫ0 ∈ (0, 14) is independent of r. Then combining (5.4)-(5.7), one easily has
d
dt
∫
ϕ|u|r + arΨ(ǫ0, ǫ1, ǫ2, r)
∫
T3∩{|u|>0}
|u|r−2|∇|u||2dx
+
∫
T3∩{|u|>0}
aαr(1− ǫ0)ǫ2|u|r
∣∣∣∇( u|u|)∣∣∣2dx
≤C(a, α, r, ǫ0) + C|divu|∞|√ϕ|u|
r
2 |22 + C|D(u)|∞||u|r−1|2,
(5.8)
where
Ψ(ǫ0, ǫ1, ǫ2, r) = α(1 − ǫ0)(1− ǫ2)Φ(ǫ0, ǫ1, r) + α(r − 1− ǫ0)− (r − 2)
2(α + β)
4
.
Via choosing ǫ0 < 2(1− δ) small enough, then β < −ǫ0α, i.e.,
4 /∈
{
r
∣∣r2(α+ β)
4(r − 1) −
(4− ǫ0)α
3
− β > 0
}
.
In this case, for r = 4 and 0 < ǫ0 < min{2(1 − δ), 14}, it is easy to get
r
[
α(1 − ǫ0)(1− ǫ2)Φ(ǫ0, ǫ1, r) + α(r − 1− ǫ0)− (r − 2)
2(α+ β)
4
]
>4
(11
4
α− (α+ β)
)
= 4
(7α
4
− β
)
≥ 4
(7α
4
+ ǫ0α
)
> 7α,
(5.9)
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which, together with (5.8), implies that
d
dt
∫
ϕ|u|4 + C
∫
T3∩{|u|>0}
|u|2|∇u|2dx
≤C(a, α, r, ǫ0) + C|divu|∞|√ϕ|u|2|22 +C|D(u)|∞||u|3|2,
(5.10)
Step 2 : we assume that∫
T3∩{|u|>0}
|u|r
∣∣∣∇( u|u|)∣∣∣2dx ≤ Φ(ǫ0, ǫ1, r)
∫
T3∩{|u|>0}
|u|r−2
∣∣∇|u|∣∣2dx. (5.11)
A direct calculation gives for |u| > 0,
divu = |u|div
( u
|u|
)
+
u · ∇|u|
|u| . (5.12)
Then combining (5.12) and (5.6)-(5.7), one quickly has
d
dt
∫
ϕ|u|r + a
∫
T3∩{|u|>0}
αr(1− ǫ0)|u|r−2|∇u|2dx
+ a
∫
T3∩{|u|>0}
(
r(α+ β)|u|r−2|divu|2 + αr(r − 2)|u|r−2∣∣∇|u|∣∣2)dx
=− ar(r − 2)(α + β)
∫
T3∩{|u|>0}
|u|r−2u · ∇|u|div
( u
|u|
)
dx
− ar(r − 2)(α + β)
∫
T3∩{|u|>0}
|u|r−4|u · ∇|u||2dx
+
∫ (
δϕdivu|u|r + rf ·Q(u) · |u|r−2u
)
.
(5.13)
This gives
d
dt
∫
ϕ|u|r +
∫
T3∩{|u|>0}
ar|u|r−4Γdx
≤C(a, α, r, ǫ0) + C|divu|∞|√ϕ|u|
r
2 |22 + C|D(u)|∞||u|r−1|2,
(5.14)
where
Γ =α(1− ǫ0)|u|2|∇u|2 + (α+ β)|u|2|divu|2 + α(r − 2)|u|2
∣∣∇|u|∣∣2
+ (r − 2)(α + β)|u|2u · ∇|u|div
( u
|u|
)
+ (r − 2)(α + β)|u · ∇|u||2. (5.15)
Now we consider how to make sure that Γ ≥ 0.
Γ =α(1− ǫ0)|u|2
(
|u|2
∣∣∣∇( u|u|)∣∣∣2 + ∣∣∇|u|∣∣2)
+ (α+ β)|u|2|
(
|u|div
( u
|u|
)
+
u · ∇|u|
|u|
)2
+ α(r − 2)|u|2∣∣∇|u|∣∣2
+ (r − 2)(α + β)|u|2u · ∇|u|div
( u
|u|
)
+ (r − 2)(α + β)|u · ∇|u||2
=α(1− ǫ0)|u|4
∣∣∣∇( u|u|)∣∣∣2 + α(r − 1− ǫ0)|u|2∣∣∇|u|∣∣2
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+ (r − 1)(α + β)
(
u · ∇|u|+ r
2(r − 1) |u|
2
(
div
u
|u|
))2
+ (α+ β)|u|4
(
div
u
|u|
)2
− r
2(α+ β)
4(r − 1) |u|
4
(
div
( u
|u|
))2
,
which, combining with the fact
∣∣∣div( u|u|)∣∣∣2 ≤ 3∣∣∣∇( u|u|)∣∣∣2, implies that
Γ ≥α(r − 1− ǫ0)|u|2
∣∣∇|u|∣∣2 + ((4− ǫ0)α
3
+ β − r
2(α+ β)
4(r − 1)
)
|u|4
(
div
( u
|u|
))2
.
Thus∫
T3∩{|u|>0}
r|u|r−4Γdx ≥ αr(r − 1− ǫ0)
∫
T3∩{|u|>0}
|u|r−2∣∣∇|u|∣∣2dx
+ r
((4− ǫ0)α
3
+ β − r
2(α+ β)
4(r − 1)
) ∫
T3∩{|u|>0}
|u|r
(
div
( u
|u|
))2
dx
≥ Λ(ǫ0, ǫ1, r)
∫
T3∩{|u|>0}
|u|r−2∣∣∇|u|∣∣2dx,
(5.16)
where
Λ(ǫ0, ǫ1, r) = 3r
((4− ǫ0)α
3
+ β − r
2(α+ β)
4(r − 1)
)
Φ(ǫ0, ǫ1, r) + αr(r − 1− ǫ0). (5.17)
Here we need that ǫ0 is sufficiently small such that
0 < ǫ0 < min{2(1 − δ), 1/4, (r − 1)(1 − ǫ1)}.
Then combining (5.5), (5.14) and (5.16)-(5.17), when r = 4, one quickly has
d
dt
∫
ϕ|u|4(t, ·) +
∫
|u|2|∇u|2(t, ·)
≤C(1 + |divu|∞|√ϕ|u|2|22 + |D(u)|∞||u|3|2) for 0 ≤ t < T . (5.18)
Finally, (5.2) follows from (5.10) and (5.18).

The next lemma provides a key estimate on ∇u.
Lemma 5.6.
sup
0≤t≤T
(|∇u|22 + |u|44)(t) + ∫ T
0
(|∇2u|22 + |ut|22 + ||u||∇u||2)dt ≤ C,
for 0 ≤ T < T , where the constant C > 0 only depends on (ρ0, u0), C0, α, β, A, γ,
δ and T .
Proof. First, it follows from the proof of Lemma 4.3 that
a
2
d
dt
(
α|φe∇u|22 + (α+ β)|φedivu|22
)
+
∫
(aφ2eLu+∇φ)2 ≡:
8∑
i=1
Li. (5.19)
The definitions of Li (i = 1, .., 8) are same as those of Li (i = 1, .., 8) in Lemma 4.3
with R3 replaced by T3.
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Second, for the terms L1, L3 and L4, similarly one still has
|L1| ≤C|D(u)|∞|φe∇u|22 + ǫ|∇2u|22 + C(ǫ)|φe∇u|42,
|L3| ≤C|φ|1−2e∞ |φe∇u|22 + C|divu|∞|u|2|∇φ|2,
L4 ≤ d
dt
∫
φdivu+ C|divu|∞|u|2|∇φ|2 + C|φ|1−2e∞ |φe∇u|22.
(5.20)
For other terms, according to Ho¨lder’s inequality, Gagliardo-Nirenberg inequality
and Young’s inequality, one gets
|L2| =a(2α + β)
∣∣∣ ∫ φ2e(−∇u : ∇u⊤divu+ 1
2
(divu)3
)∣∣∣
+ a(2α + β)
∣∣∣ ∫ (u · ∇)u · ∇φ2edivu∣∣∣
≤C|divu|∞|φe∇u|22 + C|ψ|2|u|3|∇u|6|divu|∞
≤C(1 + |D(u)|2∞)(1 + |φe∇u|22) + ǫ|∇2u|22,
L5 =
1− δ
δ
∫
ψ ·Q(u) · ut ≤ C|D(u)|∞|ψ|2|ut|2,
L6 =
a
2
∫
(−div(uφ2e)− (δ − 2)φ2edivu)(α|∇u|2 + (α+ β)|divu|2)
≤C||u||∇u||2|∇2u|2|φ2e|∞ + C|D(u)|∞|φe∇u|22
≤C|D(u)|∞|φe∇u|22 + ǫ|∇2u|22 + C(ǫ)||u||∇u||22,
L7 =
∫
ψ ·Q(u) · ∇φ ≤ C|D(u)|∞|ψ|2|∇φ|2,
L8 =
∫
ψ ·Q(u) · φ2eLu ≤ C|D(u)|∞|ψ|2|φ2eLu|2
≤C(ǫ)|D(u)|2∞ + ǫ|φ2eLu|22,
(5.21)
where ǫ > 0 is a sufficiently small constant.
It follows from (5.19)-(5.21) that
d
dt
∫ (a
2
α|φe∇u|2 + a
2
(α+ β)|φedivu|2 − φdivu
)
dx
+ C|∇2u|22 +
a
2
|φ2eLu|22
≤C(1 + |D(u)|2∞ + |φe∇u|22)(1 + |φe∇u|22) + C(ǫ)||u||∇u||22.
(5.22)
Let η > 0 be a sufficiently small constant. We add η(5.22) to (5.2), and it follows
from Gronwall’s inequality that
|φe∇u|22 + |
√
ϕ|u|2|22 +
∫ t
0
(|∇2u|22 + |φ2eLu|22 + ||u||∇u||22)ds ≤ C,
for 0 ≤ t ≤ T , which, together with (4.10), implies that∫ t
0
|ut|22ds ≤ C
∫ t
0
(|φ2eLu|22 + |∇u|23|u|26 + |∇φ|22 + |D(u)|2∞|ψ|22)ds ≤ C.

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Lemma 5.7.
sup
0≤t≤T
(
|ut|22 + |u|2D2 + |∇ρ|26
)
(t) +
∫ T
0
(|∇ut|22 + |u|2D2,6)dt ≤ C (5.23)
for 0 ≤ T < T , where the constant C > 0 only depends on (ρ0, u0), C0, α, β, A, γ,
δ and T .
Proof. First, it follows from Lemma 3.1, equations (2.2)3 and Young’s inequality
that
|u|D2 ≤ C
(|ut|2 + |u|26|∇u|2 + |∇φ|2 + |ψ ·Q(u)|2),
which, along with Lemmas 5.1-5.6, implies that
|u|D2 ≤ C(1 + |ut|2 + |∇ρ|26) or |u|D2 ≤ C(1 + |ut|2 + |D(u)|∞). (5.24)
Second, differentiating (1.1)2 with respect to t, it reads
ρutt − div(2µ(ρ)D(ut) + λ(ρ)divut I3)
=− ρtut − ρu · ∇ut − ρtu · ∇u− ρut · ∇u−∇Pt
+ div(2µ(ρ)tD(u) + λ(ρ)tdivu I3).
(5.25)
Multiplying (5.25) by ut and integrating over T
3, one has
1
2
d
dt
∫
ρ|ut|2 +
∫ (1
2
µ(ρ)|∇ut +∇u⊤t |2 + λ(ρ)(divut)2
)
=−
∫
ρu · ∇|ut|2 −
∫
ρu∇(u · ∇u · ut)−
∫
ρut · ∇u · ut
+
∫
Ptdivut −
∫ (
2µ(ρ)D(u) : D(ut) + λ(ρ)tdivudivut
)
≡:
13∑
i=9
L˜i.
(5.26)
According to Lemmas 5.1-5.6, Ho¨lder’s inequality, Gagliardo-Nirenberg inequality
and Young’s inequality, we deduce that
L˜9 =−
∫
ρu · ∇|ut|2
≤C|ρ|∞|u|∞|ut|2|∇ut|2 ≤ C‖∇u‖21|ut|22 + ǫ|∇ut|22,
L˜10 =−
∫
ρu · ∇(u · ∇u · ut)
≤C(|ut|6||∇u|2| 3
2
|u|6 + ||u|2|3|∇2u|2|ut|6 + ||u|2|3|∇u|6|∇ut|2
)
≤C(|∇u|23|∇u|2 + |∇u|22‖∇u‖1)|∇ut|2
≤C‖∇u‖1|∇ut|2 ≤ ǫ|∇ut|22 + C(ǫ)‖∇u‖21,
L˜11 =−
∫
ρut · ∇u · ut
≤C|ρ|∞|ut|6|ut|2|∇u|3 ≤ ǫ|∇ut|22 + C(ǫ)|ut|22‖∇u‖21,
(5.27)
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L˜12 =
∫
Ptdivut ≤
∫
Ω
|u · ∇P + γPdivv||∇ut|
≤C(|u|∞|∇P |2 + |P |∞|divu|2)|∇ut|2
≤ǫ|∇ut|22 + C(ǫ)‖∇u‖21,
L˜13 =
∫ (
2µ(ρ)D(u) : D(ut) + λ(ρ)tdivudivut
)
≤C|D(u)|∞|∇ut|2(|ρ|∞|∇u|2 + |u|3|∇ρ|6)
≤ǫ|∇ut|22 + C(ǫ)|D(u)|2∞(1 + |∇ρ|6).
(5.28)
Then it follows from (5.26)-(5.28) and Lemmas 5.6 and 5.14 that
1
2
d
dt
∫
ρ|ut|2 +
∫
|∇ut|2
≤C(|∇ρ|26 + |ut|22 + 1)(‖∇u‖21 + |D(u)|2∞ + 1).
(5.29)
Next, applying ∇ to (1.1)1 and multiplying by 6|∇ρ|4∇ρ, one has
(|∇ρ|6)t + div(|∇ρ|6u) + 5|∇ρ|6divu
=− 6|∇ρ|4(∇ρ)⊤D(u)(∇ρ)− 6ρ|∇ρ|4∇ρ · ∇divu. (5.30)
It follows from Lemma 3.1 and equations (2.2)3 that
|∇2u|6 ≤C(1 + |∇ut|2 + |D(u)|∞(1 + |∇ρ|6)). (5.31)
Then integrating (5.30) over T3 and noticing (5.31), one immediately obtains
d
dt
|∇ρ|6 ≤C|D(u)|∞(|∇ρ|6 + 1) + C(ǫ) + ǫ|∇ut|22, (5.32)
which, together with (5.29) and Gronwall’s inequaltiy, implies (5.23).
This completes the proof of this lemma. 
Until now, we have obtained that
lim
T 7→T
(
sup
0≤t≤T
∥∥∇ρδ−1(t, ·)∥∥
L6(T3)
+
∫ T
0
‖D(u)(t, ·)‖L∞(T3) dt
)
= C0 <∞, (5.33)
for some constant C0 > 0, then the rest of the proof can be obtained by the com-
pletely same argument used in the proof for Lemmas 4.6-4.8.
Appendix. Some basic lemmas
In this section, we list some basic lemmas to be used later. The first one is the
well-known Gagliardo-Nirenberg inequality.
Lemma 5.8. [27] For p ∈ [2, 6], q ∈ (1,∞), and r ∈ (3,∞), there exists some
generic constant C > 0 that may depend on q and r such that for
f ∈ H1(R3), and g ∈ Lq(R3) ∩D1,r(R3),
it holds that
|f |pp ≤ C|f |(6−p)/22 |∇f |(3p−6)/22 , |g|∞ ≤ C|g|q(r−3)/(3r+q(r−3))q |∇g|3r/(3r+q(r−3))r .
(5.34)
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Some special cases of this inequality are
|u|6 ≤ C|u|D1 , |u|∞ ≤ C|u|
1
2
6 |∇u|
1
2
6 , |u|∞ ≤ C‖u‖W 1,r . (5.35)
The second lemma gives some compactness results obtained via the Aubin-Lions
Lemma.
Lemma 5.9. [40] Let X0 ⊂ X ⊂ X1 be three Banach spaces. Suppose that X0 is
compactly embedded in X and X is continuously embedded in X1. Then the following
statements hold.
i) If J is bounded in Lp([0, T ];X0) for 1 ≤ p < +∞, and ∂J∂t is bounded in
L1([0, T ];X1), then J is relatively compact in L
p([0, T ];X);
ii) If J is bounded in L∞([0, T ];X0) and
∂J
∂t is bounded in L
p([0, T ];X1) for
p > 1, then J is relatively compact in C([0, T ];X).
The third one can be found in Majda [35].
Lemma 5.10. [35] Let r, a and b be constants such that
1
r
=
1
a
+
1
b
, and 1 ≤ a, b, r ≤ ∞.
∀s ≥ 1, if f, g ∈W s,a ∩W s,b(R3), then it holds that
|∇s(fg)− f∇sg|r ≤ Cs
(|∇f |a|∇s−1g|b + |∇sf |b|g|a), (5.36)
|∇s(fg)− f∇sg|r ≤ Cs
(|∇f |a|∇s−1g|b + |∇sf |a|g|b), (5.37)
where Cs > 0 is a constant depending only on s, and ∇sf (s ≥ 1) is the set of all
∂ζxf with |ζ| = s. Here ζ = (ζ1, ζ2, ζ3) ∈ R3 is a multi-index.
The following lemma is important in the derivation of the a priori estimates in
Section 3, which can be found in Remark 1 of [2].
Lemma 5.11. [2] If f(t, x) ∈ L2([0, T ];L2), then there exists a sequence sk such
that
sk → 0, and sk|f(sk, x)|22 → 0, as k → +∞.
Next we give one Sobolev inequalities on the interpolation estimate in the follow-
ing lemma.
Lemma 5.12. [35] Let u ∈ Hs, then for any s′ ∈ [0, s], there exists a constant Cs
only depending on s such that
‖u‖s′ ≤ Cs‖u‖1−
s′
s
0 ‖u‖
s′
s
s .
In order to improve a weak convergence to the strong convergence, we give the
following lemma.
Lemma 5.13. [35] If the function sequence {wn}∞n=1 converges weakly to w in a
Hilbert space X, then it converges strongly to w in X if and only if
‖w‖X ≥ lim supn→∞‖wn‖X .
The next lemma is used to give the estimate on ∇ut in the periodic problem away
from the vacuum.
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Lemma 5.14. [11] Let Ω ⊂ Rn (n ≥ 2) be an open, connected domain. Then there
is a constant C > 0, known as the Korn constant of Ω, such that, for all vector
fields v = (v1, ..., vn) ∈ H1(Ω),
‖v‖2H1(Ω) ≤ C
∫
Ω
(|v|2 + |D(v)|2)dx.
Finally, we give the well-known Fatou’s lemma.
Lemma 5.15. Given a measure space (V,F , ν) and a set X ∈ F , let {fn} be a
sequence of (F ,BR≥0)-measurable non-negative functions fn : X → [0,∞]. Define
the function f : X → [0,∞] by setting
f(x) = lim inf
n→∞
fn(x),
for every x ∈ X. Then f is (F ,BR≥0)-measurable, and∫
X
f(x)dν ≤ lim inf
n→∞
∫
X
fn(x)dν.
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