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Abstract-some topics related to scattered data approximation and function approximation by 
linear superposition of basis functions are outlined. A new method to speed up the evaluation of the 
approximation is presented which is particularly useful when very large sets of scattered data are 
involved as in hypersurface reconstruction, image recognition, speech, and processing. This method 
is baaed on the technique of principal components analysis and allows us to select and use only 
the salient features needed to correctly clsssify patterns. The error that this technique introduces is 
analyzed in the context of the application to sigmoidsl and radial neural networks and overestimations 
for it are given. The new method is also compared with some other feature selection techniques to 
illustrate how to apply it and to show its &ectivenees. @ 2003 Elsevier Science Ltd. All rights 
reserved. 
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1: INTRODUCTION 
Principal components analysis (PCA) or Karhunen-Loeve transformation is a mathematical tech- 
nique based on an appropriate linear transformation of a multivariate data set; this technique 
allows us to find the directions in which a cluster of sample points x(t) (t = 1,. . . , N) is stretched 
most (to find details, see [l-3]). These directions represent most of the information in the data 
and their knowledge is important to compress them and to extract their main features. 
The derived variables are uncorrelated and can be ordered by “decreasing importance”; that is, 
the first ones have the greatest variances. The linear transformation leaves the original content of 
information untouched; besides, the ordering for statistical relevance offers a convenient method 
for conservative filtering, reducing the dimensionality of the new data, with minimum impact on 
the information encoded in the original data [4]. 
A method to reduce the number of input variables entering some data processing system is 
to discard those linear combinations which have small variances; even if.all linear combinations 
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are preserved, variablelength coding schemes allow very efficient coding and decoding when the 
variances are as nonuniform aspossible (see [5]). 
Assuming that x(t) is a set of N vectors in JR P, the purpose of PCA is to find s linear combi- 
nations $x(t) (t = 1,. . . , s 5 N), that satisfy the following conditions: 
l Jwa,Tx@>)2~ aremsxlmized(t=l,... , N), under the constraints 
0 <a,! = &I, 
The solutions are the N dominant eigenvectors of the sample correlation matrix Cor, 
E ~x(l)x(l)~ 13 Wb$4) . . . E {x(lbV)~ 
Cor = ; . . 
E {x(N)x(l)} E {x($x(2)} . . : E {x&)x(N)} 
(1) 
We use the new set of eigenaxes to describe the noisy data; the projections of the data on the 
eigenvectors are the principal components. The corresponding eigenvalues are the variances of 
the zero-mean set of data, so we are ordering the axes according to their decreasing statistical 
importance [6]. 
We can find another interesting related theme in digital video image compression, where x 
is an 8 x 8 block of a grey-tone digital image. The eigenvectors are approximated by fixed 
transform vectors given by the discrete cosine transform (DCT); it can be shown [7] that the 
DCT is asymptotically equivalent to PCA for signals coming from a first-order Markov model, 
which is a reasonable model for digital image. 
2. THE DATA PREPROCESSING USING PCA 
We present in thii section a method baaed on PCA that acts as feature selector for a neural 
network, so reducing the computational charge of the test set recognition. 
We can find many different methods based on PCA in literature: for instance, the technique of 
Fukunaga and Koontz [8] is a supervised extension of the Karhunen-Loeve transformation, while 
Shaudys and Leen [9] apply the feature selection technique of Fukunaga and Koontz to spoken 
letter recognition and obtain improved classification performances for feedforward networks. 
Our method is baaed on the concept of propagation of differences that allows an efficient use 
of the computation performed in analyzing previous patterns. The idea is the following: for each 
pattern taken from the test set of a neural network and transformed using PCA preprocessing as 
described above, we retain only the derived variables of greatest relevance and substitute those 
associated to smaller covariance with their mean values, so generating an error cj z zj(t) - fj 
on each pattern component involved. Substitutions are performed according to feature relevance 
until classification error increases significantly. In this way, corresponding unit values of the input 
patterns are equal, and this fact allows us to avoid the computation of their contributions. 
To explain this fact, we will refer in the following to the classical neural network model [lo] 
with sigmoidal hidden neurons; for the sake of completion we briefly analyse in Section 2.1 the 
possibility of application to radial basis function (RBF) neural networks too. 
The following classical equations describe the network shown in Figure 1 (see [lo]): 
ini = f: wijzj(t) + biasi, 
j=l 
(2) 
where ini is the input value of unit i at time t (unit i belongs to hidden layer, unit j belongs 
to input layer, whose dimension is p). The p-dimensional test set patterns are presented one at 
each time instant to the trained network (t = 1, . . . , N) and evaluated producing in this way the 
signals oi(t) on every hidden unit, 
G(t) = 4niW) = 1 + e!ini(t). 
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Figure 1. The neural network. 
The output value o(t) is obtained according to an analogous equation (the network produces 
one output for each time instant, but the extension to the multivariate case is trivial). In this 
way, the network realizes the mapping F : W + R of each input vector x(t) into a real value o(t) 
that, thanks to the previously performed training, solves the classical approximation problem, 
i.e., the minimization of the mean square error E = CEl(o(t) - f(x(t)))2. 
If ini(t - 1) is the input at time t - 1 for a generic unit i and Axj(t) the variation at time t 
of unit j, connected by an outgoing weight wij to the unit i (Azj(t) = xj(t) - xj(t - l)), using 
equation (2) we have 
ini = Cwij(xj(t - 1) + Axj(t)) + biasi = ini(t - 1) + CwijAzj(t). (4) 
j j 
This formula points out that each hidden unit can evaluate its input value ini simply adding 
to the previously computed ini(t - 1) a correction term made by the weighted sum of variations; 
so the computation starting from the input layer propagates to the hidden layer old signals plus 
differences. 
For every component xj(t) substituted by the mean value fj we have Axj (t) = 0 because 
xi(t) = xj(t - 1) z fj; when there is no difference in unit activation, no change is propagated 
and the computation goes on to the next unit; in this case the gain in time achieved can be 
considerable and proportional to the number of its outgoing weights (fan-out). 
This saving of computation makes this method as parsimonious as other pruning techniques, 
in which some units are.actually cut, and allows us to optimally use the computations performed 
in the previous executions; from the point of view of algorithm implementation, execution time 
is comparable to that of a smaller network because all the terms x> multiplied by their weights 
act as a constant bias and can be added to the actual bias term usually present in the network. 
The error inferred on the output unit for the input pattern presented at time t is clearly a 
function of the errors made substituting some components of the input pattern with their mean 
values, i.e., of the quantities cj. From the theory of error analysis, we know that the first step is 
to relate the output of the system to any variables affected by error, in our case the input values. 
So, for each input unit, we define a function fj( ) as follows: 
(5) 
(j=J,J+l,..., p, if the components affected by error are those from the Ph on). Later on we 
will omit the time dependencies to deal with a simpler notation. 
The function fj( ) computes the propagation of the activation of the generic unit xj through 
the network; that is, fj = a(in’ . . a(ini(xj))). We can introduce in equation (5) the error related 
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to the component xjcj, that we named cj, which must be added to the correct value xj; i.e., 
0 = fj(Xj + ICjl). (6) 
Under the assumption of definii a function fj for each input unit affected by error, the theory 
of the error analysis tells us that the total.error caused by the input layer on the output unit ]Ao] 
is approximated by the following expression: 
(7) 
where c’ = max{cj}, j = J, . . . ,p. 
At this point, we have a theoretical formulation about the computation of the output error in 
the network. Because of the layered architecture of a neural network, we can use the chain rule 
(see [lo]) to compute each derivative in equation (7), 
(fi 3 f”(oi) computes the propagation of the output value of the generic unit i belonging to the 
hidden layer to the unit in the output layer.) 
The problem is led again to evaluate each derivative, but now this step can be performed 
explicitely because units i belong to the hidden layer (i.e., the layer immediately before the last 
one). in fact. 
(9) 
because & G w and g E g = 1. Substituting equations (8) and (9) in equation (7), we 
have 
lA01 2 f$O(l -O)lwilOi(l-Oi)lwij)ILI. (10) 
j=J i=l 
If J = 1, the right side of equation (10) can be multiplied and divided by p to obtain the final 
result 
NH 
iA01 2 0(1- ~)le~lp&iloi(l -oi)IJViJ v 
i=l 
(11) 
where wi is the weight connecting the generic unit i to the output unit and lVi is the mean value 
of the weights going into unit i. 
This expression suggests us some considerations; we note that there is a dependence from 
the weights whose magnitude influences how strong is the magnitude of the propagated error. 
However, under the condition that the mean value is zero, the units do not propagate any error. 
The second consideration suggested by equation (11) regards the role played by the function 
chosen as activation of the units: the nonlinearity of the sigmoidal function (3) allows that the 
result is not affected by error when the activation is close to 0 or 1 because the derivative is 
close to zero. Therefore, this function acts as a reducer of the errors incoming on its input: the 
derivative ranges between 0 and 0.25, so making possible a smoothing of the error ex. 
Equation (11) can be simplified if we consider that the maximum of the derivative of the 
sigmoidal function is l/4, and therefore, the factors oi(l - oi) and o(1 - o) can be substituted by 
the value l/16 and escaping from any summation, obtain the formula 
(12) 
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This equation gives an overestimation of the output error that can be evaluated without pro- 
cessing the data, an interesting possibility for all the recognition or classification tasks requiring 
a very large database. 
2.1. Radial Neural Networks 
In a.radial basis function neural network, each hidden unit computes its distance from the 
input patterns according to a different Euclidean metric no more involving an inner product. 
We use the following equations to describe the network (see [ll] to have a complete survey on 
the argument) : 
ini = ~(WQ - ~+(t))~, (13) 
j=l 
oi(t) = R(ini(t)), (14) 
where R is a proper radial function. The most common choice for R is 
oi(t) = e-ini(t), (15) 
so we have a hidden layer made by Gaussian functions. 
In a radial basis function neural network, the output unit usually performs a linear combination 
of the hidden unit values 
NH 
o(t) = c WiO$). 
i=l 
As before, we can evaluate ini as a function of ini(t - l), 
ini = C(Uij - (Zj(t - I) + Azj(t)))2 
j 
= ini(t - 1) + C AZj(t) (Azj((t) - 2wij + 2zj(t - 1)) . 
(17) 
j 
We again relate the output of the system to any input value using equations (5)-(7); the 
derivatives in equation (7) now have the expression 
(In fact, $$ = -oi.) 
Because of the linearity of the output unit, we have 
so substituting equation (18) and equation (19) in equation (7) and oi with its maximum, we find 
(20) 
Different radial functions R can be used in equation (14) and it is useful to deal with them 
because the choice of the best basis is often problem dependent. A large set of radial functions 
is analyzed in [12], in the context of scattered data interpolation: among them we chose the 
following ones because the form of their first derivatives is suitable to be used in a neural network 
architecture: 
l oi(t) - R(ini(t)) = (1 + ini(t))-li2; 
0 Oi(t) = (a2 + ii&(t))-l; 
. oi(t) = e-a.h(t). 
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In this way, we have the following different forms for derivatives &: 
0 & = -(l/2)&3; 
l $$ = -oi2; 
0 G=-a.oj, 
as can be verified through simple calculations. The appropriate substitutions in equations (14) 
and (18) allow us to obtain the correct formulation to use the three different types of neural 
networks. 
Another interesting possibility is related to the use of cardinal basis functions; this argument 
is extensively analyzed in [13] to face again the problem of interpolating multivariate scattered 
data. In that context, this particular approach allows us to solve exactly the intrinsic problem of 
matrix inversion through a partition and consequently through the resolution of submatrices of 
smaller dimensions. The basis functions suitable to be used in the context of this paper are: 
0 oj(t) zz R(ini(t)) = ((1 + im(t))li2 - 1)-l; 
. oi(t) = (.+iW _ 1)-l; 
0 oi(t) = (log(ini(t) + l))-l, 
whose derivatives have the expressions 
. $$ = -(1/2)oi3/(1 + o& 
0 2 = -oi(l + o$ 
. 2 = -oi2e-1/oi 
As before,‘the appropriate substitutions in equations (14) and (18) allow us’to obtain the correct 
formulation. 
3. COMPARISON OF SOME COMPETIJVG 
METHODS ON A REAL WORLD APPLICATION 
Here we compare the method proposed in Section 2 with some other feature selection meth- 
ods, chosen because of their interest and accuracy. We deal with the feature screening method 
presented by Bauer, Alsing and Greene [14], Setiono and Liu’s network,feature selector [15], and 
the classical PCA approach [3,6,8]. 
The signal-to-noise ratio (SNR) method [14] describes a clever idea to perform feature screening 
through the introduction of an SNR saliency measure and suggests how to applicate it in a 
methodology that can potentially identify and remove noisy input features in a, single training 
run. 
Setiono and Liu proposed a network pruning algorithm that uses an augmented error function 
to select salient features; a careful summary of their work together with some comments about 
PCA approach can be found in (141, where the reader can also find a very complete bibliography. 
In order to make a comparison among these methods, we deal with the real world appli- 
cation of the breast cancer diagnosis problem; the data set for this application is available 
from the University of Californi;t-Irvine machine learning repository on the World Wide Web 
athttp:/fwuwl.ics.uci.edu/-mlearn/Machine-Learning.html. 
The University of California-Irvine data set consists of 699 patterns, 458 of which are benign 
samples while the others are malignant ones; each of these patterns consists of nine measurements 
obtained from fine needle aspirates from a patient’s breast that are graded on an integer scale 
from one to ten, with one being the closest to benign and ten being the most malignant. In 
order to compare the methods, we used a neural network trained with a single training run and 
having one hidden layer with 12 hidden neurons, 315 random samples taken from the data set for 
training, and the remaining for testing. Our results are summarized in Table 1 along with that 
reported in [14]. 
The SNR screening method, the PCA approach, and our method selected one salient feature 
or principal component to achieve a test classification accuracy greater than 92%, while Setiono 
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1 Setiono and Liu SNR PCA Our Method 1 
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All Features 
naining 
Testinn 
100.00 (0.00) 97.66 (0.18) 97.69 (0.18) 96.83 (0.17) 
93.94 (0.17) 96.49 (0.15) 96.56 (0.15) 96.74 (0.20) 
1 Selected Features 1 I 
Feature Number 2.7 (1.02) 1 1 1 
Training 98.05 (0.24) 94.03 (0.97) 97.00 (0.30) 96.83 (0.17) 
Testing 94.15 (0.18) 92.53 (0.77) 96.52 (0.27) 96.15 (0.40) 
and Liu’s method needs an average of 2.7 features. The PCA achieved the best test classification 
accuracy (96.52) with reduced dimensionality, but was not statistically different from the test 
classification accuracy (96.15) achieved by the method we presented. 
4. CONCLUSIONS 
In this paper, we introduced a method to select relevant features from multivariate patterns and 
used it to reduce the computational charge of a neural network at run time. The set the network 
has to deal with is approximated acting on some components of each pattern; we analytically 
estimated the consequent error for a sigmoidal neural network and for some different kinds of 
radial neural networks. This error can be easily overestimated in all the analyzed cases, but 
particularly for sigmoidal neural networks for which we derived an error expression that does 
not depend from the database patterns. We applied the presented technique to a real world 
application obtaining good numerical results also in comparison with other methods; moreover, 
the method selected only one feature and needed only one training run to solve the task. 
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