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Kurzfassung
In der vorliegenden Dissertationsschrift wird fu¨r die Simulation von Schienenfahr-
zeugen auf ra¨umlichen Trajektorien die Anregung des Fahrzeuges durch die Modellie-
rung von realen Schienengeometrien inklusive mo¨glicher Schienenabweichungen reali-
siert. Hierzu werden zuna¨chst verschiedene Ansa¨tze zur Interpolation und Approxima-
tion von Schienenabweichungen untersucht. Es kann gezeigt werden, dass, unabha¨ngig
vom gewa¨hlten Ansatz, die Interpolation der Schienenabweichungen eine unrealistische
Anregung des Fahrzeuges zur Folge hat. Im Gegensatz hierzu kann durch die Appro-
ximation der Schienenabweichungen die Anregung reduziert werden. Hierbei hat das
Ausmaß der Approximation (Gla¨ttung) einen signifikanten Einfluss auf die Qualita¨t der
Simulationsergebnisse. Die Arbeit zeigt, dass das Ausmaßes der Approximation durch
Analyse der modellierten Abweichungen einfach
”
von Hand“ bestimmt werden kann.
Die Wirksamkeit der Approximation kann durch Verifikation mit realen Beschleuni-
gungsmesswerten besta¨tigt werden.
Neben der gewa¨hlten Schienenmodellierung ist die Parametrisierung des gewa¨hlten
Hysterese-Kontaktkraftmodells fu¨r eine realita¨tsnahe Anregung des Fahrzeuges ent-
scheidend. Die vorliegende Arbeit zeigt, dass klassische Ansa¨tze zur numerischen Pa-
rameteridentifikation mit Hilfe eines Optimierungsproblems aufgrund von Simulations-
zeiten von circa 80 Sekunden und daraus folgender langer Zeit fu¨r die Auswertung
einer Kostenfunktion nicht praktikabel sind. Aus diesem Grund werden durch Variati-
on der Kontaktkraftparameter und anschließender Analyse der Simulationsergebnisse
mit Hilfe einer neu eingefu¨hrten Metrik im Zeit- und Frequenzbereich die Modellpara-
meter durch ein neu entwickeltes semi-automatisches Identifikationskonzept bestimmt.
Die Wirksamkeit des Konzeptes kann in der vorliegenden Dissertationsschrift durch
die Verifikation mit realen Beschleunigungsmesswerten besta¨tigt werden. So kann im
Zeit- bzw. Frequenzbereich eine um bis zu 59% bzw. 98% verbesserte U¨bereinstimmung
zwischen Mess- und Simulationsergebnissen erreicht werden.
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Nomenklatur und Abku¨rzungen
Vektoren werden grundsa¨tzlich durch abrc dargestellt. Hierbei beschreibt a das Koor-
dinatensystem Ka, in welchem der Vektor zerlegt wurde. b beschreibt das Koordinaten-
system Kb, in welchem die Bewegung gemessen wird und c das Zielkoordinatensystem
Kc. Das weltfeste Koordinatensystem ist K0. Sollte der Vektor im Zielkoordinatensys-
tem zerlegt sein, gilt a = c. Vereinfacht gilt c0rc = rc. Der Betrag und somit die La¨nge
eines Vektors wird durch zwei Betragsstriche der Form ‖abrc‖ dargestellt. Des Weiteren
kann in Verbindung mit einer Transformationsmatrix aRb ein Vektor in jedem beliebi-
gen Koordinatensystem durch ar = aRb
br zerlegt werden. Zusa¨tzlich gilt:
u Kurvenparameter
u˜ Projizierter Kurvenparameter
s Bahnkoordinate
(·)′ bzw.
d(·)
du/ds
Ableitung nach dem Kurvenparameter u bzw. der Bahnkoordinate s
t Zeit
˙(·) bzw.
d(·)
dt
Ableitung nach der Zeit t
∂(·)
∂ x
Partielle Ableitung nach x
ri · rj Skalarprodukt zweier Vektoren
ri × rj Kreuzprodukt zweier Vektoren
∆rij = rj − ri Differenz zweier Vektoren
rT Transponierter Vektor
T Trajektorie, Bahnkurve, Raumkurve
D Kurvenintervall
Cn n-fache C-Kontinuita¨t
Gn n-fache G-Kontinuita¨t
T Tupel
t Normierte Tangente
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n Normierter Normalenvektor
b Normierter Binormalenvektor
κ Kru¨mmung einer Kurve
ρ Kru¨mmungsradius einer Kurve
τ Torsion einer Kurve
h Vektorfeld
c Eckpunkte des charakteristischen Polynoms einer Bezier-Kurve bzw.
Kontrollpunkte eines B-Spline bzw. Stu¨tzstellen von
Dierckx- und Shape-Preserving-Splines
Bi,n Basisfunktion einer Bezier-Kurve
i! Fakulta¨t der Zahl i
fn Funktion f mit Grad n
Ni,k Basisfunktion eines Basis-Splines
λ Knotenvektor eines Basis-Splines
F (c), G(c) Kostenfunktionen, Nebenbedingung des Spline Fitting
Algorithmus nach Dierckx
ωi Gewichtungsfaktor des i-ten Summanden der Kostenfunktion
S Gla¨ttungsfaktor (
”
engl.: Smoothingfaktor“)
σj Tension-Faktor des j-ten Abschnitts eines Shape-Preserving-Spline
N Anzahl der Iterationen bei der Bestimmung von σj
Bj,σ>0 Basisfunktionen des Shape-Preserving-Spline
Sw Spurweite
dy Schienenabweichung in Lateralrichtung
dz Schienenabweichung in Vertikalrichtung
∆di Schienenabweichung nach der Bahnkoordinate s differenziert
XIX
X Lo¨sungsraum eines Optimierungsproblems
x Designvektor eines Optimierungsproblems
M Massenmatrix
Jf Jacobi-Matrix in Verbindung mit Lagrange’schen Gleichungen erster Art
φ Vektor der Bindungsgleichungen
F Vektor der verallgemeinerten Kra¨fte
b Vektor der Coriolis-, Zentrifugalkra¨fte und gyroskopischen Terme
x Vektor der allgemeinen Lagekoordinaten
q Vektor der verallgemeinerten Koordinaten
B Geschwindigkeits-U¨bertragungsmatrix
w Geschwindigkeitswinder (
”
engl.: Wrench“)
Q = t Kraftwinder (
”
engl.: Twist“)
Jq Jacobi-Matrix in Verbindung mit kinetostatischen U¨bertragungselementen
Φ U¨bertragungsfunktion eines kinetostatischen U¨bertragungselements
τ Momentenvektor eines kinetostatischen U¨bertragungselements
f Kraftvektor eines kinetostatischen U¨bertragungselementen
ui Richtungsvektor der Rotationsachse eines Zylinders i
d Ku¨rzester Abstand zwischen zwei Geraden
Ri Radius eines Zylinders i
ωi Winkelgeschwindigkeit eines Ko¨rpers i
vi Translatorische Geschwindigkeit eines Ko¨rpers i
FK Vektor der Kontaktkraft zwischen zwei Ko¨rpern
k Federkonstante einer linearen Feder
D Da¨mpfungskonstante eines linearen Da¨mpfers
d˙− Differenzgeschwindigkeit im ersten Moment des Kontakts
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χ Hystereseda¨mpfungsfaktor
e Stoßzahl
p Vektor der Kontaktkraftmodellparameter
s˙, ˙ˆs Projizierte translatorische Tangentialgeschwindigkeit
FR Vektor der Reibkraft
ML Vektor des Lagermomentes
MR Vektor des Reibmomentes
M Momentanpol
µL Lagerreibungskoeffizient
ǫ Verschiebung der Kontaktkraft bei Rollreibung
µ Gleitreibungskoeffizient
Rot(ϕ, θ, ψ) Kurzform einer Rotationsmatrix mit drei Rotationswinkeln
αi Freiheitsgrade eines Fahrzeugchassis
γi Freiheitsgrade einer Koppelstange
∆E Prozentuale Energieabweichung
λ Skalierungsfaktor des ru¨ckprojizierten Kraftwinders
Fi Teilmetrik
F Gesamtmetrik
A(f) Fast-Fourier-Transformation von Signal a(t, s)
Aˆ(f) Spektrale Leistungsdichte von Signal a(t, s)
Nl Anzahl der ganzen Schleifen in Verbindung mit einer Rainflow-Analyse
aˆ Amplitude von Signal a
a¯ Mittelwert von Signal a
λ Wellenla¨nge im Zusammenhang mit spektraler Leistungsdichte
k˘ Startwert von Parameter k
XXI
Fˆi Maximaler Fehler in der Teilmetrik Fi
αi Gewichtungsfaktor einer Teilmetrik Fi
LR Laufrad
SR Seitenrad
GR Gegenrad
SPS Shape-Preserving-Spline
FFT Fast-Fourier-Transformation
DFFT Diskrete Fast-Fourier-Transformation
PSD Spektrale Leistungsdichte (
”
engl.: Power-Spectral-Density“)
DPSD Diskrete Spektrale Leistungsdichte (
”
engl.: Discrete Power-Spectral-Density“)
LMS Summe der Fehlerquadrate (
”
engl.: Least Min Square“)
sin Sinus
cos Cosinus
tan Tangens
sinh Sinus Hyperbolikus
cosh Cosinus Hyperbolikus

11 Einleitung
Die Simulation von Mehrko¨rpersystemen ist seit mehreren Jahrzehnten ein fester
Bestandteil des Entwicklungsprozesses technischer Systeme. Abha¨ngig von der vorlie-
genden Problemstellung reicht der Anwendungsfall von einfachen Modellen mit wenigen
Ko¨rpern u¨ber Modelle mit einer Vielzahl von Ko¨rpern und komplexen Kombinationen
von Gelenken bis hin zu hybriden Systemen, bestehend aus starren und flexiblen Struk-
turen. Unabha¨ngig von dem Detailgrad kann durch Modellbildung und Simulation der
Aufwand an Zeit und Kosten verringert werden, da ein wesentlich geringerer Anteil an
Realversuchen und damit einhergehenden Prototypen notwendig ist. Die daraus fol-
genden Einsparungen von Ressourcen sind der Grund fu¨r einen a¨ußerst weitla¨ufigen
Einsatzbereich in nahezu alle Branchen des Maschinen- und Anlagenbaus.
Ein spezieller Anwendungsbereich der Mehrko¨rpersimulation ist die Analyse von
Schwingungen zur gezielten Untersuchung und Verbesserung des Komfortverhaltens
bzw. zur Erho¨hung der Dauerfestigkeit von Systemen. Diese Analysen kommen ha¨ufig
in der Automobilindustrie, aber auch bei der Entwicklung von Schienenfahrzeugen
zum Einsatz. Ein Sonderbereich stellt hierbei die Entwicklung von Achterbahnen bzw.
Achterbahnfahrzeugen dar. Der Grund hierfu¨r liegt zum einen in den im Vergleich zu
herko¨mmlichen Zu¨gen hohen dynamischen Belastungen des Fahrzeuges, zum anderen
in der beschra¨nkten Mo¨glichkeit, das Gesamtsystem wa¨hrend der Entwicklung und der
Fertigung zu testen. Des Weiteren steigt durch immer spektakula¨rere Bahngeometri-
en und Fahrzeugkonzepte sowie stetig steigende Fahrgeschwindigkeiten die Belastung
auf das Fahrzeug und das Tragwerk. Um daraus resultierende kosten- und zeitintensi-
ve Wartungen zu verringern, ist bereits wa¨hrend der Planung und Konstruktion eine
genaue Kenntnis u¨ber die im Fahrzeug auftretenden Lastwechsel und daraus resultie-
renden Vibrationen von großem Vorteil. Diese ko¨nnen aufgrund der oben genannten
Rahmenbedingungen jedoch nur durch realita¨tsnahe Simulationen erhalten werden. Ei-
ne Mo¨glichkeit hierfu¨r bieten kommerzielle, frei auf dem Markt erha¨ltliche Mehr-
ko¨rpersimulationsprogramme. Diese Programme bieten in den meisten Fa¨llen eine ein-
fache Handhabung und erlauben somit auch eine Nutzung ohne detailliertes Experten-
wissen. Aufgrund der vielfa¨ltigen Einsatzbereiche kann jedoch oft keine ausreichende
Detailtiefe bei der Modellierung, keine speziell auf das Problem abgestimmte Nume-
rik sowie keine ausreichenden Analysemo¨glichkeiten der Ergebnisse geboten werden.
Zur Lo¨sung dieser Probleme mu¨ssen speziell auf den Anwendungsfall zugeschnittene
Softwaretools entwickelt werden.
2 1 Einleitung
1.1 Problemstellung
Bei der Simulation der Dynamik von Achterbahnfahrzeugen zur anschließenden Ana-
lyse der Fahrzeug- und Tragwerkschwingungen sind neben einer genauen Modellierung
der Fahrzeugkinematik weitere Voraussetzungen fu¨r das Erlangen realita¨tsnaher Si-
mulationsergebnisse zu beru¨cksichtigen. Zum einen ist fu¨r eine realistische Anregung
des Fahrzeuges und den daraus resultierenden Wechselwirkungen zwischen Fahrzeug
und Tragwerk die Abbildung von real vermessenen Schienengeometrien und den da-
mit verbundenen Schienenabweichungen bei der Modellbildung unabdingbar. Hierfu¨r
sind aus der Literatur verschiedene approximierende und interpolierende Ansa¨tze be-
kannt. Es gilt, diese zu analysieren und den fu¨r den entsprechenden Anwendungsfall
passenden Ansatz zu wa¨hlen. Zum anderen ist ein realita¨tsnah parametrisierbares Rad-
Schiene-Kontaktkraft- sowie Roll- bzw. Gleitreibungsmodell wesentlicher Bestandteil
der Simulationsumgebung. Die Identifikation der realen Parameter des Kontakt- und
Reibkraftmodells stellt hierbei jedoch eine große Herausforderung dar. Diese lassen
sich in den meisten Fa¨llen lediglich durch eine numerische Parameteridentifikation be-
stimmen und unterliegenden deswegen verschiedenen Limitationen. Zum einen muss
das Optimierungsproblem kontinuierliche Optimierungsvariablen besitzen und in der
Umgebung des Optimums eine deutlich konvexe Form annehmen1, welche mit Hil-
fe der resultierenden Gradienten eine mo¨glichst stabile Konvergenz gegen das globale
Minimum ermo¨glichen. Zum anderen muss die Simulationszeit des Modells fu¨r eine
Auswertung der Kostenfunktion so kurz wie mo¨glich gehalten werden, um eine Iden-
tifikation der Modellparameter wirtschaftlich und praktikabel durchfu¨hren zu ko¨nnen.
Ist dies aus einem der genannten Gru¨nde nicht mo¨glich, muss ein neuer Ansatz zur
Parametrisierung entwickelt werden.
1.2 Literaturu¨bersicht
Eine seit Jahrhunderten erforschte Teildisziplin der Mechanik ist der Kontakt, Aufprall
bzw. Aufschlag zwischen zwei Ko¨rpern. Die daraus resultierende Vielzahl an wissen-
schaftlichen Vero¨ffentlichungen kann im Rahmen dieser Arbeit nicht vollsta¨ndig dis-
kutiert werden. Aus diesem Grund wird im Folgenden der Fokus auf Teilbereiche mit
direktem Bezug zu der vorliegenden Arbeit gelegt.
Flores u. a. (2006a) definieren den Kontakt als Pha¨nomen, das durch eine abrupte
A¨nderung der das System beschreibenden Variablen dargestellt werden kann. Genauer
1
”
engl.: well-posed optimization problem“
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ausgefu¨hrt bedeutet dies, dass ein Kontakt zwischen zwei Ko¨rpern als ein komplexes
Pha¨nomen von sehr kurzer Dauer mit sehr hohen wirkenden Kra¨ften, rapiden A¨nderun-
gen der Geschwindigkeit und daraus resultierenden abrupten A¨nderungen der Energie
als charakterisierende Eigenschaften verstanden und dabei in zwei Phasen eingeteilt
werden kann (Flores u. Ambro´sio (2010)): Die Kompressions- bzw. Aufladungspha-
se, welche vom Moment des ersten Kontakts bis hin zur maximalen Deformation,
einhergehend mit einer Differenzgeschwindigkeit von Null, andauert, gefolgt von der
Expansions- bzw. Entladungsphase, welche mit der Separation beider Ko¨rper endet.
Neben dieser Unterscheidung des Stoßvorgangs in physikalisch beschreibbare Phasen ist
ebenfalls eine Unterscheidung hinsichtlich der mo¨glichen Formulierung in Mehrko¨rper-
simulation, beispielsweise Nikravesh (1988) oder Malessa (2007), mo¨glich (Gilardi u.
Sharf (2002)). Zum einen kann, unter der Annahme einer extrem kurzen Kontaktzeit,
der Kontakt als Kraftstoß (Poisson u. Stern (1836)) bzw. als Anpassung der Geschwin-
digkeit mit Hilfe des Stoßgesetzes (Newton u. Halley (1714)) und somit als unstetiger2
(Machado u. a. (2012)) Vorgang definiert werden. Hierbei wird die Integration der Be-
wegungsgleichungen zum Zeitpunkt des Kontakts gestoppt und nach der Anwendung
des Stoßgesetzes und den daraus folgenden Anpassungen der Geschwindigkeiten der be-
teiligten Ko¨rper mit den neuen Anfangsbedingungen fortgefu¨hrt. Der Vorteil hierbei ist
eine verku¨rzte Integrationszeit der Systemgleichungen (Grabner (2003)). Als Nachteil
ist die aus der einfachen Beschreibung folgende limitierte Beru¨cksichtigung von Materi-
aleigenschaften sowie eine nicht mo¨gliche Analyse der Kontaktkra¨fte zu nennen (Gont-
hier u. McPhee (2004)). Aufgrund der notwendigen Unterbrechung der Integration ist
zudem ein geeignetes Integrationsverfahren mit passenden Schnittstellen zu wa¨hlen.
Zum anderen kann der Kontakt als stetiger3, in endlicher Zeit beschreibbarer Vorgang
definiert werden. Bei dieser Kategorisierung kann zwischen nicht-glatten4 und glatten5
Ansa¨tzen unterschieden werden (Flores u. a. (2006a)). Bei dem ersten Ansatz wird die
Kraft zwischen den Kontaktpartnern durch einseitige Bindungsgleichungen6 und so-
mit in Form von Reaktionskrfa¨ten in den Systemgleichungen beru¨cksichtigt (Pfeiffer u.
Glocker (2000)). Dies ermo¨glicht in Verbindung mit
”
engl.: time stepping approaches“
eindrucksvolle Rechenzeit (Ta¨ndl (2009)), resultiert aber in einem variablen System
von differential-algebraischen Gleichungen. Ebenfalls ko¨nnen aus den abrupten Ge-
schwindigkeitsa¨nderungen steife Differentialgleichungen entstehen, welche zeitintensive
Integrationsverfahren notwendig machen (Shampine u. Gear (1979)). Bei dem zweiten
2
”
engl.: discontinuous“
3
”
engl.: continuous“
4
”
engl.: non-smooth“
5
”
engl.: smooth“
6
”
engl.: unilateral constraints“
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Ansatz wird durch die Nutzung von ereignisgesteuerten Integrationsverfahren (Petzold
u. Hindmarsh (2005), Radhakrishnan u. Hindmarsh (1993), Grabner u. Kecskeme´thy
(2005)) der exakte Zeitpunkt des Kontakts bestimmt und die entstehende Kontaktkraft
durch ein kontinuierliches7 (Lankarani u. Nikravesh (1994)) bzw.
”
engl.: compliant con-
tact force model“ (Machado u. a. (2012)) beru¨cksichtigt. Hierbei kann die Eindringtiefe
bzw. die Verformung der Ko¨rper als Funktion der Kontaktkraft (Zhang u. Sharf (2004))
beschrieben werden. Die Nutzung solcher Modelle bringt Probleme unterschiedlicher
Kategorien mit sich (Pereira u. a. (2011)). Kontaktkraftmodelle, die die resultierende
Kraft in Abha¨ngigkeit der Eindringtiefe berechnen, eliminieren diese Probleme. Die
durch den Kontakt entstehende Kraft kann hierbei einfach wa¨hrend der laufenden In-
tegration zu den bereits vorhandenen eingepra¨gten Kra¨ften addiert werden.
Aufgrund seiner einfach physikalisch interpretierbaren Eigenschaften ist das Kelvin-
Voigt-Element (Parallelschaltung von linearen Feder- und Da¨mpferelementen (Schieh-
len (1997))) ein in vielen Anwendungsbereichen genutztes Kontaktkraftmodell (Du-
bowsky u. Freudenstein (1971)). Trotz der weit verbreiteten Nutzung zeigt das Mo-
dell, gerade bei hohen Relativgeschwindigkeiten der Kontaktko¨rper, Schwa¨chen. Zum
einen resultiert aus der Umkehrung der Geschwindigkeitsrichtung wa¨hrend der Entla-
dungsphase eine negative, die beiden Ko¨rper anziehende, adha¨sive Kontaktkraft, welche
physikalisch lediglich durch die Verwendung von Schmierstoffen erkla¨rbar ist (Popov
(2009)), zum anderen wird durch die lineare Abha¨ngigkeit von der Geschwindigkeit
ein physikalisch unrealistisch hoher Sprung der Kontaktkraft im Moment des Kontakts
sowie eine physikalisch nicht sinnvolle gleichma¨ßige Energiedissipation wa¨hrend beider
Kontaktphasen erzeugt (Machado u. a. (2012)). Aus diesem Grund wurde von Hunt
u. Crossley (1975) ein komplexeres Kontaktkraftmodell entwickelt, welches ein nichtli-
neares Feder- (Hertz (1881)) und Hysterese-Da¨mpferelement kombiniert und somit eine
physikalisch sinnvollere Energiedissipation ermo¨glicht. In den folgenden Jahren wurde
dieses Modell von vielen Wissenschaftlern erweitert bzw. auf den vorliegenden Anwen-
dungsfall angepasst. So wurde beispielsweise von Lee u. Wang (1983) das Hunt-Crossley
Modell so modifiziert, dass die aus der Hystereseschleife resultierende maximale Da¨mp-
fung mit der maximalen Eindringtiefe zusammenfa¨llt. Lankarani u. Nikravesh (1990)
bestimmten den Hysterese-Da¨mpfungsfaktor, indem sie den Verlust der kinetischen
Energie in das Verha¨ltnis zur dissipierten Energie aufgrund interner Da¨mpfung setzten,
und formten daraus einen der meist genutzten Ansa¨tze in der Simulation von Kontak-
ten. Hieraus folgten Erweiterungen fu¨r Kontakte mit großen Kontaktfla¨chen (Gont-
hier u. McPhee (2004)) bzw. zwischen Ko¨rpern mit sehr unterschiedlichen Steifigkeiten
(Flores u. a. (2011)). Der Nachteil aller dargestellten Modelle ist, dass die Modellpara-
7
”
engl.: continuous“
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meter oft schwer zu bestimmen sind (Flores u. Ambro´sio (2010)). Aufgrund komplexer
Materialeigenschaften der Kontaktko¨rper ist der Hysterese-Da¨mpfungsfaktor und die
daraus resultierende Energiedissipation selbst durch eine Parameteridentifikation mit
Hilfe von realen Messwerten nur unzureichend zu bestimmen (Flores u. a. (2011)). Ei-
ne experimentelle Bestimmung der Parameter und die daraus resultierende Verifikation
wird in der Literatur selten behandelt (Zhang u. Sharf (2009)). Aus diesem Grund un-
tersuchten Zhang und Sharf mit Hilfe einer Hochgeschwindigkeitskamera verschiedene
einfache Modelle (Pendel, Springender Ball). Fu¨r langsame Kontaktvorga¨nge bis 0.8
m
s
sowie fu¨r Sto¨ße mit geringer Energiedissipation (Stoßzahl gro¨ßer 0.9) konnte eine
gute U¨bereinstimmung zwischen Modell und Messung erzielt werden. Die von Boos u.
McPhee (2010) mit Hilfe eines Kraftsensors durchgefu¨hrten Versuche fu¨r den Kontakt
zwischen einem Zylinder und einer Ebene konnten dazu genutzt werden, Steifigkeiten
fu¨r Elastomere und Aluminium zu verifizieren.
Die gezeigten kontinuierlichen Kontaktkraftmodelle werden in verschiedene wissen-
schaftlichen Bereichen zur Simulation von Kontakten eingesetzt. Beispielsweise nutzen
Guess u. a. (2010) das Hunt-Crossley Modell fu¨r die Abbildung des Kontakts zwi-
schen Oberschenkelknochen (Femur), Schienbein (Tibia) und Meniskus in einem 3D-
Knie-Modell bzw. Ferreira u. a. (2013) sowie Millard u. Kecskeme´thy (2015) fu¨r den
Fußkontakt bei der menschlichen Gehbewegung. Ein technischer Anwendungsfall, dar-
gestellt von Flores u. a. (2006b), zeigt die Verwendung zur Modellierung von Spiel in
rotationssymmetrischen Gelenken. Diolaiti u. a. (2005) nutzen die Beschreibung zur
Modellierung des Kontakts eines Roboters mit beliebigen Gegensta¨nden innerhalb des
Arbeitsraumes. In Verbindung mit flexiblen Ko¨rpern nutzen Khulief u. Shabana (1987)
kontinuierliche Kontaktkraftmodelle und ereignisgesteuerte Integration zur Verifizie-
rung von Simulationsergebnissen (Khulief u. Shabana (1986)).
Ein weiterer in der Literatur viel diskutierter Anwendungsbereich ist der fu¨r die
Simulation von Schienenfahrzeugen notwendige Kontakt zwischen Rad und Schiene.
Als Sonderfall des allgemeinen Kontakts zwischen zwei Ko¨rpern ist dieser a¨hnlich ka-
tegorisierbar. Bei der Simulation von Schienenfahrzeugen kann grundsa¨tzlich zwischen
zwei Ansa¨tzen unterschieden werden. Zum einen kann das Schienenfahrzeug durch ein
Gelenk entlang einer Raumkurve gefu¨hrt werden (Hartmann (2002)). Ta¨ndl (2009) ent-
wickelte basierend auf diesem Ansatz ein
”
engl.: Curve-Joint“, welches sich tangential
entlang einer glatten Raumkurve verschieben la¨sst. Das hieraus folgende, beliebig er-
weiterbare Achterbahnfahrzeugmodell zeigt in der Verifizierung mit realen Messwerten
sehr gute U¨bereinstimmungen. Die notwendige Rechenzeit ist ebenfalls beeindruckend.
Arnold u. Netter (1998) nutzen ebenfalls eine zweiseitige Bindung zur Simulation einer
Achse eines Schienenfahrzeuges. Das Modell beru¨cksichtigt jedoch das genaue Profil
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der Schienen sowie der Ra¨der durch die Approximation mit einem Spline. Die aus
der Approximation folgenden gegla¨tteten Profile ermo¨glichen eine numerisch stabilere
Differenzierung der Bindungsgleichungen (Arnold (1994)). Die entstehenden Kontakt-
sowie Reibkra¨fte ko¨nnen dann durch die Multiplikation von Jacobimatrix und Lagran-
ge’schen Multiplikatoren bestimmt werden. Nachteil ist, dass aufgrund der Bindungs-
gleichungen keine Relativbewegungen zwischen Fahrzeug und Schiene erlaubt ist. Aus
diesem Grund wird bei dem zweiten Ansatz das Fahrzeug nicht durch zweiseitige Bin-
dungen sondern durch Kraftelemente, die zwischen Rad und Schiene wirken, auf der
Bahn gehalten. Die in dieser Arbeit entwickelte Methode von Malessa u. Kecskeme´thy
(2012a) nutzt beispielsweise einen so genannten
”
engl.: traveling cylinder approach“ bei
dem die Schiene durch einen Zylinder an einem die linke bzw. rechte Schiene repra¨sen-
tierenden Spline dargestellt wird. Der Schienenzylinder wird durch eine parallel zu
den Systemgleichungen integrierte Differentialgleichung erster Ordnung (Shabana u. a.
(2004)) so auf einem Spline positioniert, dass sich ein rechter Winkel zwischen Kur-
ventangente und Differenzvektor sowie zwischen Rad und Schienenzylinder einstellt.
Dies garantiert einen stets gut positionierten Schienenzylinder und resultiert in einem
Zylinder-Spline-Kontaktkraftelement. Shabana u. a. (2004) beschreiben im Gegensatz
zu Arnold und Netter das Profil von Rad und Schiene durch einen interpolierenden Spli-
ne. Die Profile werden hierbei durch Funktionen beschrieben, die von vier Parametern
abha¨ngen. Die Kontaktpunkte zwischen den beiden Profilen werden durch den minima-
len Abstand zwischen zwei parametrisierten Fla¨chen, welche aus den Profilfunktionen
folgen, bestimmt (Shabana u. Sany (2001)). Ein großer Nachteil in der Simulation von
Schienenfahrzeugen mit den vorgestellten Methoden ist, dass die Schienenabweichungen
nicht beru¨cksichtigt werden. Diese ko¨nnen durch Fertigungsfehler, Abnutzung, A¨nde-
rung der Umgebungseigenschaften wie Temperatur oder Luftfeuchtigkeit sowie durch
Vera¨nderung des Tragwerks entstehen. Die Abbildung dieser Abweichungen ist essenti-
ell fu¨r die realita¨tsnahe Modellierung und Simulation der Kontaktkra¨fte und die daraus
resultierende Analyse von Fahrzeugschwingungen (Pombo u. Ambro´sio (2012)).
Um Schienenabweichungen beru¨cksichtigen zu ko¨nnen, sind aus der Literatur grund-
sa¨tzlich zwei Methoden bekannt. Basierend auf den im realen System vorkommenden
Amplituden und Frequenzen wird bei der stochastischen Methode ein zufa¨lliges Signal
im Frequenzbereich erzeugt. Dieses wird dann durch eine Fourier-Synthese in den Zeit-
bereich transformiert und in der Modellierung durch ein Kraftelement beru¨cksichtigt.
Das durch die Fourier-Synthese entstandene Signal stellt zwar nicht die reale Abwei-
chung dar, sorgt aber fu¨r eine statistisch identische Anregung des Modells (Pombo
u. Ambro´sio (2012)). Bei der zweiten Methode werden real vermessene Abweichun-
gen direkt durch die Nutzung von Splines, in der Simulation beru¨cksichtigt. Pombo u.
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Ambro´sio (2012) beschreiben die vermessenen Abweichungen beispielsweise ausgehend
von einer
”
engl.: Track Centerline“ (Pombo u. Ambro´sio (2003)). Diese kann durch
Akima-, Shape-Preserving- und kubische Splines in Verbindung mit einem Frenet-
Koordinatensystem dargestellt werden und legt die grundsa¨tzliche Bahngeometrie fest.
Im Abstand von 25 cm werden dann neue Stu¨tzstellen, basierend auf dem Ortsvek-
tor des Koordinatensystems und den Schienenabweichungen, festgelegt. Diese werden
dann wiederum durch Akima-, Shape-Preserving- und kubische Splines interpoliert.
Die Tangenten und Kru¨mmungen der so entstehenden Schienensplines werden dann in
Abha¨ngigkeit der Bahnkoordinate in einer Tabelle gespeichert. Unter Beru¨cksichtigung
des Schienen- und Radprofils (vgl. Shabana u. a. (2004)) kann dann mit den in der Ta-
belle hinterlegten Tangenten die Kontaktkraft zwischen Rad und Schiene mit Hilfe eines
kontinuierlichen Kontaktmodells (Hunt u. Crossley (1975)) berechnet werden (Pombo
u. Ambro´sio (2005)). Vorteil dieser Methode ist die einmalige Offline-Erstellung der
Tabelle und die daraus resultierende gute Performance der Simulation. Die gezeigte
Methode wurde anschließend zur Simulation eines Passagierwaggons der Lissaboner
Metro (Pombo u. a. (2007)) sowie eines Achterbahnfahrzeuges (Pombo u. Ambro´sio
(2007)) genutzt und mit realen Messwerten verifiziert. Im Gegensatz zur vorgestell-
ten Offline-Methode nutzen Malessa u. Kecskeme´thy (2013) verschiedene Methoden
zur Online-Interpolation bzw. Approximation von Schienenabweichungen mit Hilfe von
Dierckx-Splines. Hierbei zeigte sich, dass durch die Approximation der Abweichungen
die Schienenwelligkeit herausgefiltert, die relevanten Abweichungen jedoch beru¨cksich-
tigt werden konnten. Die Qualita¨t der Simulationsergebnisse konnte anschließend durch
Verifikation mit realen Beschleunigungsmessungen besta¨tigt werden.
1.3 Inhalt und Ziel der vorliegenden Arbeit
Das Ziel der vorliegenden Arbeit kann zur genaueren Abgrenzung in zwei Teilbe-
reiche gegliedert werden. Der erste Teil befasst sich mit der Analyse von Modellie-
rungsmethoden zur Abbildung von vermessenen Schienengeometrien. Hierzu werden
verschiedene interpolierende und approximierende Methoden untersucht. Ziel ist hier-
bei die Abbildung von Schienenabweichungen in der genutzten Simulationsumgebung
M a a
a a
BILE zur realita¨tsnahen Anregung des Fahrzeugmodells u¨ber das genutzte Rad-
Schiene-Kontaktkraftmodell. Um das Kontaktkraftmodell zu parametrisieren, hat der
zweite Teil die Entwicklung einer alternativen Vorgehensweise zur Identifikation von
Modellparametern ohne die Nutzung herko¨mmlicher numerischer Optimierung zum
Ziel. Hierzu wird durch die Analyse der Systemantwort bei Anregung durch eine Kraft
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in Abha¨ngigkeit der Position und durch die Definition verschieden gewichtbarer Qua-
lita¨tsmetriken im Zeit- und Frequenzbereich ein semi-automatisches Parameteridenti-
fikationskonzept entwickelt. Ziel ist hierbei die Identifikation von Modellparametern,
durch die die Simulationsergebnisse sowohl im Zeit- als auch im Frequenzbereich eine
verbesserte U¨bereinstimmung mit realen Messwerten zeigen. Die vorliegende Arbeit ist
hierzu wie folgt gegliedert:
Kapitel 2 zeigt Methoden zur Modellierung von Schienen und Schienenabweichun-
gen mit Hilfe von Splines. Hierzu werden zuna¨chst die Grundlagen und Eigenschaf-
ten ra¨umlicher Kurven sowie die Darstellung von sich entlang der Kurven bewegen-
den Koordinatensystemen diskutiert. Im Anschluss daran werden die in der vorlie-
genden Arbeit genutzten Dierckx- und Shape-Preserving-Splines im Detail vorgestellt.
Hieraus werden mo¨gliche Modellierungen von Schienenabweichungen abgeleitet. Das
Kapitel schließt mit Ansa¨tzen zur Analyse der modellierten Schienengeometrien. Ka-
pitel 3 befasst sich mit der Modellbildung des in der vorliegenden Arbeit genutzten
Achterbahn- und Schienenmodells. Hierbei liegt im ersten Teil der Fokus zuna¨chst auf
allgemeinen Methoden zur Modellierung von Mehrko¨rpersystemen und schließt mit ei-
ner Einfu¨hrung in die genutzte Programmbibliothek M a a
a a
BILE. Im Anschluss daran
zeigt das Kapitel die genutzten Ansa¨tze zur Modellierung des Rad-Schiene-Kontakts
sowie der Modellierung von Roll- und Gleitreibung. Als Weiterentwicklung dieser Mo-
delle wird das genutzte Fahrzeugmodell beginnend mit einer einfachen Fahrzeugachse
sukzessive bis hin zu einem vollsta¨ndigen Modell mit gekoppelten Fahrzeugen erweitert.
Die hierfu¨r notwendigen kinetostatischen Grundobjekte werden im Anschluss gezeigt.
Das Kapitel schließt mit einer numerischen Untersuchung zur Wahl eines geeigneten
Integrationsverfahrens. Kapitel 4 zeigt zuna¨chst Methoden zur Bewertung und Analyse
von Schwingungen. Im Anschluss daran werden die verschiedenen Methoden zur Inter-
polation und Approximation von Schienenabweichungen mit Hilfe von Fahrzeugsimu-
lationen detailliert betrachtet und mit Hilfe von realen Messwerten verifiziert. Kapitel
5 zeigt ein semi-automatisches Identifikationskonzept zur Bestimmung der Modellpara-
meter. Hierzu wird der Einfluss der Parameter auf das Gesamtsystem durch die Analyse
der Systemantwort untersucht. Aus den gewonnenen Erkenntnissen wird eine Ablauf-
reihenfolge fu¨r die Parameteridentifikation abgeleitet. Die Wirksamkeit der Methode
wird unter Verwendung verschieden gewichteter Qualita¨tsmetriken gepru¨ft. Kapitel 6
fasst die Kernpunkte der vorliegenden Arbeit zusammen und gibt einen Ausblick fu¨r
mo¨gliche, an diese Arbeit anknu¨pfende Arbeitsrichtungen.
92 Modellierung von Schienengeometrien und
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Kapitel 2 zeigt die Grundlagen der Modellierung von Schienengeometrien mit Hilfe von
Splines. Notwendige Eigenschaften ra¨umlicher Kurven, die die Basis fu¨r die Definiti-
on verschiedener Koordinatensysteme bilden, werden im ersten Abschnitt dargestellt.
Abschnitt zwei zeigt im Anschluss verschiedene Verfahren zur Interpolation bzw. Ap-
proximation von Messpunkten. Die vorliegende Arbeit orientiert sich hierbei an den
Ausfu¨hrungen von Ta¨ndl (2009) sowie Geu Flores (2013).
2.1 Grundlagen ra¨umlicher Kurven
Der folgende Abschnitt zeigt grundlegende Eigenschaften ra¨umlicher Kurven. Zur Pa-
rametrisierung der Kurve wird die Bogenla¨nge s der Trajektorie eingefu¨hrt. Fu¨r die
Beschreibung der Orientierung der Kurve in Abha¨ngigkeit von s werden verschiedene
Darstellungsformen von Koordinatensystemen betrachtet.
2.1.1 Eigenschaften ra¨umlicher Kurven
Eine parametrisierte ra¨umliche Kurve kann als unendlich oft differenzierbare Abbildung
der Form r : D → Rn dargestellt werden. Hierbei ist D ⊂ R ein u¨ber den Kurven-
parameter u offenes (D = ]us ue[), geschlossenes (D = [us ue]) oder halbgeschlossenes
r(uk)r(uk)
TT
(a) (b)
u0
u2
un−1
unuk
K0K0
r(us)
r(ue)
r(u0)
r(un)
xx
yy
zz
Abbildung 2.1: Darstellung einer Trajektorie T durch eine parametrisierte Kurve (a) -
Darstellung eines Polygonzuges zur Ermittlung der Bogenla¨nge s (b)
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(D = ]us ue],D = [us ue[) Intervall
1. Hieraus folgen fu¨r jeden Kurvenparameter uk ∈ D
die drei Koordinaten rx(uk), ry(uk) und rz(uk) im euklidischen Raum. Die hieraus fol-
gende und in Abbildung 2.1 (a) dargestellte Abbildung r(D) kann dann als Trajektorie
T bezeichnet werden (do Carmo (1993)). Die so beschriebene Kurve heißt regula¨r,
wenn fu¨r die zeitliche Ableitung des Kurvenpunkts r˙(uk) 6= 0 fu¨r alle uk ∈ D gilt (Ba¨r
(2010)). Zusa¨tzlich besitzt die Kurve Cn-Kontinuita¨t, wenn r(u) n mal stetig diffe-
renzierbar, das heißt
∂nr(u)
∂ tn
6= 0 ist. Der in der Literatur (beispielsweise Mortenson
(2006)) ebenfalls genutzte Begriff der Gn-Kontinuita¨t beschreibt hierbei eine abge-
schwa¨chte Form der Cn-Kontinuita¨t. Wa¨hrend bei der C-Kontinuita¨t an jeden Punkt
der Trajektorien sowohl die Richtung als auch der Betrag der Ableitung kontinuierlich
sein muss, ist bei der G-Kontinuita¨t lediglich die Kontinuita¨t des Richtungsvektors
notwendig. Die vollsta¨ndige Bogenla¨nge sK der Kurve kann u¨ber die in Abbildung 2.1
(b) dargestellten Verbindungslinien des Polygonzuges, welcher durch einen Tupel der
Form T= (r0, · · · , rn) mit den Vektoren rk ∈ R
n so dass rk+1 6= rk mit i = 1, · · · , n
beschrieben ist (Ba¨r (2010)), durch
sK(T) =
n∑
k=1
‖r(uk)− r(uk−1)‖ (2.1)
angena¨hert werden. Unter Verwendung des Mittelwertsatzes der Integralrechnung sowie
‖T‖ → 0 folgt fu¨r die Bogenla¨nge
sK(r) =
∫ un
u0
∥∥∥∥dr(ξ)du
∥∥∥∥ dξ (2.2)
bzw. der Zusammenhang zwischen Bogenla¨nge s und Kurvenparameter u:
ds
du
=
∥∥∥∥dr(u)du
∥∥∥∥ . (2.3)
2.1.2 Parametrisierung von ra¨umlichen Kurven nach der Bogenla¨nge
Eine ra¨umliche Kurve wird anhand einer intrinsischen Eigenschaft beschrieben. Auf-
grund einer beliebigen Trajektorie der Kurve im Raum ist in vielen Fa¨llen eine Be-
schreibung durch einen von einer Koordinatenachse abha¨ngigem Wert, beispielsweise
ry = f(rx) ∧ rz = f(rx), nicht zula¨ssig, da einem Wert von rx ggf. nicht ein einzelner
eindeutiger Punkt ry bzw. rz zugeordnet werden kann. So ist eine mo¨gliche Parame-
1In der vorliegenden Arbeit werden ausschließlich ra¨umliche Kurven im R3 in einem geschlossenen
Intervall D = [us ue] betrachtet.
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trisierung der Kurve eine Zuordnung rx,y,z = rx,y,z(t) mit Bezug auf die Zeit t, welche
physikalisch als Bewegung einer Masse entlang der Trajektorie T betrachtet werden
kann (Mortenson (2006)). Eine weitere Mo¨glichkeit ist die Parametrisierung nach der
Bogenla¨nge s mit dem Intervall D = [ss se] (Geu Flores (2013)). Der Ortsvektor r(u)
wird hierbei durch eine Parametertransformation der Form s = u(s) mit einer not-
wendigerweise umkehrbaren Funktion u(s), in r(s) umgewandelt. Im Umkehrschluss
spricht man von einer nach der Bogenla¨nge parametrisierten Kurve, wenn∥∥∥∥d r(s)ds
∥∥∥∥ = 1 (2.4)
gilt. Hieraus resultiert eine konstante Geschwindigkeit entlang der Trajektorie T , die
dafu¨r sorgt, dass die Kurve nicht aus lediglich einem einzigen Punkt besteht (Ba¨r
(2010)).
2.2 Darstellungsformen von Koordinatensystemen
Wie zuvor gezeigt, kann eine parametrisierte ra¨umliche Kurve bzw. eine Trajektorie in
Abha¨ngigkeit der Bogenla¨nge durch einen Ortsvektor r(s) dargestellt werden. Die Spit-
ze des Ortsvektors beschreibt hierbei den Ursprung eines Koordinatensystems. Fu¨r die
Achsen und die damit einhergehende Orientierung des Koordinatensystems sind ver-
schiedene Definitionen ga¨ngig. Beispielsweise bietet das Frenet2-Koordinatensystem
eine intuitive, mathematisch einfach interpretierbare Darstellung, welche jedoch auf
Trajektorien mit geradem Verlauf zu Problemen fu¨hrt. Fu¨r beliebige Trajektorien ohne
Beschra¨nkungen bietet sich die im Anschluss pra¨sentierte Darstellung mit Hilfe eines
Darboux-Koordinatensystems an.
2.2.1 Frenet-Koordinatensystem
Eine mathematisch einfach interpretierbare Definition der ersten Koordinatenachse
folgt aus der Ableitung des Ortsvektors r(s) nach der Bogenla¨nge und beschreibt damit
die Tangente t(s) bzw. die A¨nderung der allgemeinen Kurve u¨ber s durch
t(s) =
t˜(s)∥∥t˜(s)∥∥ mit t˜(s) = r′(s) = d r(s)ds . (2.5)
2Es wird darauf hingewiesen, dass in der vorliegenden Arbeit alle Eigennamen bei Erstnutzung
gesondert hervorgehoben werden. Bei weiterer Nutzung werden diese dann in normaler Schriftart
dargestellt.
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Nach Gleichung 2.4 folgt fu¨r eine nach der Bogenla¨nge s parametrisierten Kurve auto-
matisch
∥∥t˜(s)∥∥ = ‖t(s)‖ = 1. Durch erneute Differenzierung folgt der um 90 Grad im
Uhrzeigersinn gedrehte Vektor
n(s) =
n˜(s)
‖n˜(s)‖
mit n˜(s) = t′(s) = r′′(s) =
d2 r(s)
ds2
. (2.6)
Es zeigt sich, dass r′′(s) ein Vielfaches des Normalvektors n(s) ist und durch
r′′(s) = κ(s) n(s) (2.7)
beschrieben werden kann. κ(s) wird hierbei als Kru¨mmung der Kurve bezeichnet. Die
Kru¨mmung ist ein Maß fu¨r die A¨nderung der Tangente bzw. die Abweichung der Kurve
von einer Geraden und beschreibt somit, wie sehr sich der Geschwindigkeitsvektor in
Richtung des Normalenvektors vera¨ndert (Ba¨r (2010)). Eine geometrische Interpretati-
on der Kru¨mmung bietet der in Abbildung 2.2 dargestellte Kru¨mmungsradius ρ. Dieser
Kehrwert der Kru¨mmung beschreibt den Radius eines Kreises, den die Trajektorie bei
konstantem κ beschreiben wu¨rde. Zur Vervollsta¨ndigung der Orthonormalbasis im R3
wird der Binormalenvektor
b(s) = t(s)× n(s), (2.8)
genutzt. Aufgrund der Eigenschaften von t(s) und n(s) resultiert dieser automatisch als
Einheitsvektor. Das so entstehende Koordinatensystem Kf heißt Frenet-Koordinaten-
b(s)
r′′(s) = t′(s) = κ n(s)
r′(s) = t(s)
K0
0
Rf
Kf
r(ss)
r(se)
r(s)
T
s
ρ =
1
κ
x
y
z
Abbildung 2.2: Frenet-Koordinatensystem auf ra¨umlicher Kurve
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system. Die Orientierung relativ zu K0 kann durch die Rotationsmatrix
0
Rf =
[
t(s) n(s) b(s)
]
(2.9)
beschrieben werden. A¨hnlich zu Gleichung 2.7 kann durch erneute Differenzierung von
Gleichung 2.8
d b(s)
ds
= b′(s) = −τ(s) n(s) (2.10)
die Torsion τ(s), welche die A¨nderungsrate des Binormalenvektors bzgl. des Norma-
lenvektors und somit die Verdrehung aus der Normalebene angibt (Ta¨ndl (2009)), be-
stimmt werden. Aus Gleichungen 2.5, 2.6 und 2.8 ko¨nnen durch Differenzierung nach
der Bogenla¨nge die bekannten Frenet-Serret Gleichungen abgeleitet werden: Die
detaillierte Betrachtung dieser Gleichung liegt außerhalb des Fokus der vorliegenden
Arbeit. Als historischer Hinweise sei auf Frenet (1852) bzw. Serret (1868) verwiesen.
2.2.2 Darboux-Koordinatensystem
Die Orientierung an einem beliebigen Punkt einer Kurve kann mit Hilfe des vorge-
stellten Frenet-Koordinatensystems einfach und geometrisch interpretierbar dargestellt
werden. Fu¨r Trajektorien mit geradem Verlauf folgt jedoch fu¨r den Kru¨mmungsradius
ρ → ∞. Somit ist nach Gleichung 2.7 kein Normalenvektor n(s) bzw. kein Binorma-
lenvektor b(s) bestimmbar. Aus diesem Grund wird in der vorliegenden Arbeit die
Orientierung mit Hilfe eines Darboux-Koordinatensystems beschrieben. Identisch zum
Frenet-Koordinatensystem liefert die Ableitung des Ortsvektors r′(s) = t(s) (vgl. Glei-
b(s)
n(s)
t(s)
K0
K0
Kd
r(ss)
r(ss)
r(se)
r(se)
r(s)
T
T
(a)
(b)
h(s)
h(s) h(s)
h(s)
h(s)
x
x
y
y
z
z
Abbildung 2.3: Vektorfeld h(s) an ra¨umlicher Kurve (a) - Darboux-Koordinatensystem
auf ra¨umlicher Kurve (b)
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chung 2.5) die Tangente bzw. die erste Achse des Koordinatensystems der ra¨umlichen
Kurve. Um fu¨r die zweite Koordinatenachse eine Unabha¨ngigkeit von der Kru¨mmung
zu erreichen, wird, wie in Abbildung 2.3 (a) gezeigt, ein Vektorfeld h(s) entlang der
Raumkurve definiert. Der Normalenvektor3 n(s) kann dann durch das normierte Kreuz-
produkt
n˜(s) = h(s)× t(s), n(s) =
n˜(s)
‖n˜(s)‖
(2.11)
bestimmt werden. Schlussendlich folgt der Binormalenvektor fu¨r die in Abbildung 2.3
(b) dargestellte Orthonormalbasis Kd durch
b(s) = t(s)× n(s). (2.12)
Somit kann durch das von der Bogenla¨nge s abha¨ngige Vektorfeld h(s) eine von der
Bahngeometrie unabha¨ngige Orientierung des Darboux-Koordinatensystems erreicht
werden. Lediglich fu¨r den Fall eines zum Tangentenvektors t(s) parallelen Vektorfelds
ist eine Berechnung des Normalenvektors nicht mo¨glich. Aus diesem Grund wird das
Vektorfeld h(s) so definiert, dass der Winkel zwischen h(s) und t(s) einen gewissen
Schwellwert nicht unterschreitet (Geu Flores (2013)). Mit den Vektoren aus Gleichung
2.5, 2.11 und 2.12 kann die Orientierung relativ zu K0 wieder durch
0
Rd =
[
t(s) n(s) b(s)
]
(2.13)
angegeben werden. Durch die stabile Definition der Orientierung des Koordinatensys-
tems in Abha¨ngigkeit von h(s) bietet sich das Darboux-Koordinatensystem fu¨r vie-
le unterschiedliche Anwendungsgebiete an. Aufgrund der im Vergleich zum Frenet-
Koordinatensystem ho¨heren Anzahl an notwendigen mathematischen Operationen ist
das Darboux-Koordinatensystem jedoch nicht zwangsweise die beste Wahl. Ein de-
taillierter Vergleich der Rechenzeiten und der Anzahl der mathematischen Operatio-
nen in Ta¨ndl (2009) zeigt, dass durch die Nutzung eines Frenet bzw. eines Darboux-
Koordinatensystems mit konstantem h(s) selbst in einfachen Anwendungen 30% Re-
chenzeit im Gegensatz zu einem Darboux-Koordinatensystem mit variablem h(s) ein-
gespart werden kann. Da aufgrund des Anwendungsfalles in der vorliegenden Arbeit
lediglich der Tangentenvektor fu¨r die Abstandsberechnung zwischen Rad und Schiene
beno¨tigt wird, ist die Orientierung des Koordinatensystem zweitrangig. Aus diesem
Grund wird im Folgenden ein Darboux-Koordinatensystem mit konstantem h(s) re-
lativ zum Inertialsystem K0 genutzt. Als historischer Hinweis sei auf Darboux (1889)
verwiesen.
3Hier kein Normalenvektor im Sinne von Gleichung 2.7 mehr.
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2.3 Interpolation und Approximation von Messpunkten mit
ra¨umlichen Kurven
Der folgende Abschnitt zeigt unterschiedliche Methoden zur Modellierung von ra¨umli-
chen Kurven. Hierzu werden zuna¨chst Be´zier-Kurven, also Sonderformen der Basis-
Splines betrachtet. Im Anschluss daran werden die zur Modellierung von Schienen-
abweichungen genutzten Dierckx-Splines im Detail erla¨utert. Der Abschnitt schließt
mit einer Betrachtung von Formerhaltenden-Splines4, die zum Vergleich ebenfalls zur
Modellierung von Schienenabweichungen genutzt werden.
2.3.1 Bezier-Kurven
Wie in den vorherigen Abschnitten gezeigt, kann eine Kurve durch einen von einem
Kurvenparameter abha¨ngigen Ortsvektor der Form
r(u) =
[
x(u) y(u) z(u)
]T
(2.14)
beschrieben werden. Hierbei ko¨nnen die Funktionen x(u), y(u) und z(u) entweder durch
Polynome n-ten Grades (Hermite-Kurven) oder verschiedene spezielle Basisfunktionen
dargestellt werden (Mortenson (2006)). Grundsa¨tzlich kann jeder Punkt der parame-
trisierten Kurve durch
r(u) =
n∑
i=0
ci Bi,n(u) u ∈ [0, 1] (2.15)
beschrieben werden. Hierbei stellt ci einen Vektor eines von n + 1 Eckpunkten eines
charakteristischen Polygons und Bi,n die Basisfunktionen dar. Fu¨r Bezier-Kurven gilt:
1. Die Funktion interpoliert den ersten (c0) und letzten (ci) Eckpunkt,
2. Die Anfangs- und Endtangente r′(u) wird durch die ersten (c0, c1) und letzten
beiden Punkte (ci−1, ci) bestimmt,
3. Die n-te Ableitung rn(u) ha¨ngt von n+ 1 Eckpunkten am Anfang und Ende der
Kurve ab und ist somit die Verallgemeinerung der zweiten Ableitung
4. fi(u) ist symmetrisch zu u und u − 1 und erlaubt somit eine Umkehrung der
Eckpunkte ohne A¨nderung der Kurve
4Im Folgenden:
”
engl.: Shape-Preserving-Splines“
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Abbildung 2.4: Bezier-Basisfunktionen (n = 5)
Die dargestellten Eigenschaften werden durch Bernstein-Polynome mit den Basis-
funktionen
Bi,n(u) =
n!
i! (n− i)!
ui (1− u)n−i (2.16)
beschrieben. Gleichung 2.17 zeigt exemplarisch die Basisfunktionen fu¨r einen Vektor
mit 6 Eckpunkten (n = 5). Hierbei ist zu erkennen, dass der maximale Grad der
Basisfunktionen identisch zu der Anzahl der n Verbindungslinien des charakteristischen
Polynoms ist.
B05 = (1− u)
5
B15 = 5u(1− u)
4
B25 = 10u
2(1− u)3
B35 = 10u
3(1− u)2
B45 = 5u
4(1− u)
B55 = u
5
(2.17)
Abbildung 2.4 zeigt die in Gleichung 2.17 beschriebenen Basisfunktionen in Abha¨ngig-
keit des Kurvenparameters u. Hierbei ist die Verschiebung des Einflussbereiches der
verschiedenen Basisfunktionen deutlich zu erkennen. Wa¨hrend Basisfunktionen mit im
Verha¨ltnis zu n kleinem i eher den vorderen Teil des Intervalls beeinflussen, wirken
sich Basisfunktionen mit verha¨ltnisma¨ßig großem i eher auf den hinteren Teil aus. Aus
Gleichung 2.15 und 2.17 folgt, dass eine beliebige Kurve mit 6 Eckpunkten durch
r(u) = B05 c0 + B15 c1 +B25 c2 + B35 c3 +B45 c4 + B55 c5 u ∈ [0, 1] (2.18)
dargestellt werden kann. Basierend auf den in Tabelle 2.1 gezeigten Eckpunkten zeigt
Abbildung 2.5 (a) die resultierenden Bezier-Kurven r1 fu¨r c1 und r2 fu¨r c
′
1. Durch die
in Abbildung 2.1 (b) dargestellte Differenz der beiden Kurven wird ersichtlich, dass
sich die Verschiebung eines einzelnen Punktes auf den Verlauf der gesamten Kurve
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cx0 cy0 cx1 cy1 c
′
x1 c
′
y1 cx2 cy2 cx3 cy3 cx4 cy4 cx5 cy5
0 3.4 1.1 4.75 0.5 6.1 4.2 5 6.15 0.6 8.8 0 10 0.8
Tabelle 2.1: Beispieleckpunkte eines Polygons
auswirkt. Ebenfalls zeigt sich, dass weder eine Tangente bzw. Kru¨mmung noch die
Torsion festgelegt werden muss. Sa¨mtliche Eigenschaften der Bezier-Kurve folgen aus
den Basisfunktionen Bi,n sowie den gewa¨hlten Eckpunkten c0 bis c5 des Polygons.
Die gezeigten Bezier-Kurven eignen sich grundsa¨tzlich, um beliebige Kurven mit
Hilfe von Eckpunkten eines Polygons im R3 zu beschreiben. Von Nachteil ist hierbei
die direkte Abha¨ngigkeit des Grades der genutzten Basisfunktion von der Anzahl der
Eckpunkte des Polygons. Diese fu¨hrt bei einer Vielzahl von Eckpunkten zu hochgradi-
gen Polynomen und somit zu einem unverha¨ltnisma¨ßig hohen Rechenaufwand bei der
Auswertung der Kurve. Die aus der A¨nderung eines Eckpunktes resultierende Anpas-
sung der gesamten Kurvenform ist ebenfalls eine unerwu¨nschte Eigenschaft der Kurve.
Des Weiteren bietet die Beschreibung grundsa¨tzlich keine Mo¨glichkeit, Einfluss auf die
Tangente und Kru¨mmungen zu nehmen.
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Abbildung 2.5: Vergleich: Bezier-Kurven mit Ortsvektor r1 und r2 (n = 5) (a) - Diffe-
renz der Bezier-Kurven (b)
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2.3.2 Basis-Splines
Im Unterschied zu den im vorherigen Abschnitt gezeigten Bezier-Kurven bestehen
Basis-Splines oder B-Splines (De Boor (1978)) in der Regel aus mehreren Kurven-
segmenten (Mortenson (2006)). Jedes dieser Segmente wird durch lediglich in der Um-
gebung liegende Eckpunkte des Polygons (im Folgenden Kontrollpunkte) sowie einem
Knotenvektor beeinflusst und ermo¨glicht somit die lokale Editierung ohne A¨nderung
der gesamten Kurve. Daru¨ber hinaus ist der Grad der in der Basisfunktion genutzten
Polynome unabha¨ngig von der Anzahl der Kontrollpunkte. Der Ortsvektor r(u) kann,
a¨hnlich zu Gleichung 2.15, durch
r(u) =
n∑
i=0
ci Ni,k(u) u ∈ [0, 1] (2.19)
beschrieben werden. Die Basisfunktionen fu¨r nicht rationale B-Splines, das heißt B-
Splines, die Anfangs- und Endkontrollpunkt interpolieren, ko¨nnen durch eine von der
Bahnkoordinate u abha¨ngige rekursive Funktion der Form
Ni,k(u) =
(u− λi) Ni,k−1(u)
λi+k−1 − λi
+
(λi+k − u) Ni+1,k−1(u)
λi+k − λi+1
(2.20)
beschrieben werden. Hierbei beschreiben λj Knotenpunkte, die neben den Kontroll-
punkten ci die Form des Splines beeinflussen, im Knotenvektor
λ =
[
λ0, · · · , λk−1︸ ︷︷ ︸
k externe Knoten
λk, · · · , λj, · · · , λn︸ ︷︷ ︸
n−k−1 interne Knoten
λn+1 · · · λn+k︸ ︷︷ ︸
k externe Knoten
]
; j = 0, · · · , n+ k
(2.21)
zusammengefasst sind und sich durch
λj = 0 j < K
λj = i− k + 1 K ≤ j ≤ n
λj = n− k + 2 j > n (2.22)
bestimmen lassen. Ein auf Gleichung 2.22 basierender Knotenvektor wird als einheitlich
bzw. nicht a¨quidistant bezeichnet. A¨hnlich zu den Bezier-Kurven ist n dabei die Ge-
samtzahl der Verbindungslinien des charakteristischen Polygons und i die Laufvariable
aus Gleichung 2.19. k beschreibt im Folgenden die Ordnung bzw. den Grad (k− 1) des
in der Basisfunktion Ni,k(u) genutzten Polynoms. Fu¨r den Sonderfall k = 1 ko¨nnen die
2.3 Interpolation und Approximation von Messpunkten mit ra¨umlichen Kurven 19
0 0.5 1 1.5 2 2.5 3 3.5 4
0
0.5
1
u
N
i,
3
 
 
N03
N13
N23
N33
N43
N53
Abbildung 2.6: B-Spline Basisfunktionen (n = 5, k = 3)
Basisfunktionen als Schalter interpretiert und durch
Ni,1(u) = 1 fu¨r λi ≤ u < λi+1
= 0 sonst (2.23)
bestimmt werden (Mortenson (2006)). Abbildung 2.6 zeigt die aus Gleichung 2.20 re-
sultierenden Basisfunktionen fu¨r 6 Eckpunkte (n = 5) und Polynomen 2ten Grades
(k = 3). Im Gegensatz zu den Basisfunktionen der Bezier-Kurven, welche u¨ber das
gesamte Intervall u ∈ [uo = 0, un = 1] die Form der resultierenden Kurve beeinflussen,
zeigt sich bei den Basisfunktionen des B-Splines lediglich eine lokale Auswirkung. Dies
folgt aus dem fu¨r den B-Spline angepassten neuen Intervall u ∈ [uo = 0, un = n−k+2].
So beeinflussen Basisfunktionen der vorderen bzw. hinteren Knotenpunkte auch nur den
vorderen bzw. hinteren Abschnitt der resultierenden Kurve. Dies zeigt sich deutlich in
dem in Abbildung 2.7 (a) dargestellten Beispiel, das ebenfalls auf den in Tabelle 2.1
gezeigten Werten basiert. So wirkt sich die Verschiebung des zweiten Kontrollpunk-
tes lediglich auf die benachbarten beiden Abschnitte zwischen Kontrollpunkt eins und
zwei bzw. zwei und drei aus. Wie bei der in Abbildung 2.7 (b) abgebildeten Diffe-
renz zu erkennen ist, bleibt der hintere Teil der Kurve von der A¨nderung unberu¨hrt.
Grundsa¨tzlich ist das Polygon, im Gegensatz zu den Bezier-Kurven, beim B-Spline eine
konvexe Hu¨llfunktion, die die Kurve begrenzt und sich in die U¨berga¨nge zwischen den
Abschnitten tangential an die Kurve anschmiegt.
Der Abschnitt zeigt, dass mit Hilfe von geometrischen Parametern wie dem Kno-
tenvektor, Kontrollpunkten und Basisfunktionen ra¨umliche Kurven erstellt werden, die
den ersten und letzten der angegebenen Kontrollpunkte des Polygons interpolieren (vgl.
Abbildung 2.8). Die Beeinflussung der Kurve u¨ber die direkte Vorgabe von Stu¨tzstel-
len (
”
via-Points“ nach Dierckx (1995)) anstatt der geometrischen Parameter ist nicht
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Abbildung 2.7: Vergleich: B-Spline mit Ortsvektor r1 und r2 (n = 5) (a) - Differenz
der Splines (b)
mo¨glich. Des Weiteren ist die Vorgabe von Tangenten und Kru¨mmungen am Anfang
bzw. Ende der Kurve nicht intuitiv durch die Vorgabe von Tangenten und Kru¨mmungs-
vektoren, sondern nur durch die Wahl der Eckpunkte (Bezier) bzw. der Kontrollpunkte
und Knoten (B-Spline) mo¨glich. Die in der vorliegenden Arbeit genutzten realen Mess-
werte stellen die genaue Geometrie der Achterbahnschiene dar und sollen somit nicht
als Eck- bzw. Kontrollpunkte eines Polygons, sondern als Stu¨tzstellen der Raumkurve
abgebildet werden.
r(u; c, λ)
u r(u)
λ0, · · · , λn+k
c0, · · · , cn
Abbildung 2.8: B-Spline: Abbildung der Bahnkoordinate auf einen Ortsvektor (nach
Geu Flores (2013))
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2.3.3 Dierckx-Splines
Der
”
Spline-Fitting-Algorithmus“ von Dierckx (Dierckx (1995)) ermo¨glicht die Dar-
stellung von Raumkurven anhand der Vorgabe von Stu¨tzstellen sowie der Tangenten-
und Kru¨mmungsvektoren an den Anfangs- und Endpunkten. Dies ermo¨glicht eine ein-
fache und intuitive Modellierung von Schienengeometrien. Die zur Abbildung notwendi-
gen Knoten des B-Splines werden von dem Algorithmus automatisch berechnet. Hierzu
wird die FORTRAN Routine concur von Dierckx genutzt. Die Routine beinhaltet zum
einen das
”
weighted least square spline fitting problem“ welches mit der Kostenfunktion
F (c) =
m∑
i=1
[wi(ri − r(ui, c))]
2 (2.24)
durch Optimierung die Knoten λ bestimmt. Zum anderen das in der vorliegenden
Arbeit genutzte
”
constraint smoothing spline optimization problem“, das durch Opti-
mierung der Kostenfunktion
F (c) =
g∑
i=1
[
r(k)(λi+, c)− r
(k)(λi−, c)
]2
(2.25)
unter der Nebenbedingung
G(c) =
m∑
i=1
[wi(ri − r(ui, c))]
2 ≤ S (2.26)
die geometrischen Parameter so bestimmt, dass die Summe von Absolutwerten der
Spru¨nge in den ho¨chsten Ableitungen von r minimiert werden. Hierbei beschreibt g die
Gesamtanzahl an Knoten und r(k)(λi+, ci) bzw. r
(k)(λi−, ci) die n-te linke bzw. rechte
Ableitung des Ortsvektors r am Knoten λi. Durch die Wahl eines Gla¨ttungsfaktors
5
S kann festgelegt werden, ob die Stu¨tzstellen c interpoliert (S=0) oder approximiert
(S >0) werden sollen. S beschreibt hierbei die maximale Summe der quadrierten Ab-
weichungen zwischen Stu¨tzstellen und dem Ortsvektor des Splines. Fu¨r den Fall der Ap-
proximation ko¨nnen verschieden Stu¨tzstellen ci mit verschiedene Gewichtungsfaktoren
wi versehen werden. Abbildung 2.9 zeigt, dass durch den Spline-Fitting-Algorithmus
die Kurve nun in Abha¨ngigkeit der Stu¨tzstellen ci und den dazugeho¨rigen Bahnkoordi-
naten ui sowie den Tangenten am Anfang (t0) bzw. am Ende (tn) beschrieben werden
kann. Die in Tabelle 2.1 gezeigten Werte werden nun als Stu¨tzstellen ci fu¨r den Ab-
bildung in 2.10 gezeigten Dierckx-Spline genutzt. Die Tangenten an den Eckpunkten
5
”
engl.: Smoothing-factor“
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r(u; c, λ)
Dierckx
Spline-Fitting-
Algorithmus
r(u; c, t)u r(u)
t0, tn
c0, · · · , cn
u0, · · · , un
λ
Abbildung 2.9: Dierckx-Spline: Abbildung der Bahnkoordinate auf einen Ortsvektor
(nach Geu Flores (2013))
ko¨nnen durch die Differenzvektoren t0 = c1 − c0 und tn = cn − cn−1 bestimmt werden.
Im Vergleich zu der Bezier-Kurve (Abbildung 2.5 (a)) und dem B-Spline (Abbildung
2.7 (a)) ist deutlich zu erkennen, dass der Dierckx-Spline mit einem Gla¨ttungsfaktor
von S = 0, alle Stu¨tzstellen durch eine Funktion interpoliert bzw. bei einer Wahl des
Gla¨ttungsfaktor von S > 0 approximiert.
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Abbildung 2.10: Vergleich: Dierckx-Spline mit Ortsvektor r (n = 5, S = 0 bzw. S = 2.0)
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2.3.4 Shape-Preserving-Splines
Shape-Preserving-Splines bieten ebenfalls die Mo¨glichkeit, eine parametrisierte ra¨um-
liche Kurve anhand von Stu¨tzstellen zu erzeugen (Renka (1987)). Im Gegensatz zum
Dierckx-Spline werden die notwendigen Splinekoeffizienten durch einen iterativen Pro-
zess ermittelt und hierbei so modifiziert, dass die im Folgenden beschriebenen Formei-
genschaften der ra¨umlichen Kurve eingehalten werden. Der gezeigte Inhalt des Ab-
schnittes orientiert sich hierbei an Caspers (2014).
Um das U¨berschwingen einer Kurve beim Durchlaufen von Stu¨tzstellen zu verhin-
dern, werden die Splinekoeffizienten so gewa¨hlt, dass die Kurve zwischen zwei Stu¨tz-
stellen entweder monoton steigend oder monoton fallend ist.
u1 ≤ u2 ⇒ r(u1) ≤ r(u2) bzw. u1 ≤ u2 ⇒ r(u1) ≥ r(u2), (2.27)
Die in Gleichung 2.27 gezeigten Eigenschaften gelten jeweils fu¨r die einzelnen Koordi-
natenrichtungen x, y und z. Eine weitere Mo¨glichkeit, das U¨berschwingen von Kurven
zu vermeiden, ist die Kontrolle des Kru¨mmungsverlaufes und somit die Vermeidung
von Wendepunkten in einem definierten Intervall der Kurve. Hieraus folgt, dass eine
konvexe Kurve, beschrieben durch
r(h u1 + (1− h) u2) ≤ h r(u1) + (1− h)r(u2) mit 0 ≤ h ≤ 1 (2.28)
immer unterhalb (geringerer Wert auf der jeweiligen Achse) einer beliebigen Sekante
im Intervall D = [u1, u2] liegt bzw. immer eine positive Kru¨mmung
r′′(u) ≥ 0 mit u1 ≤ u ≤ u2 (2.29)
auf dem Intervall aufweist und somit keine Wendepunkte besitzt. Analog hierzu wird ei-
ne Kurve, die immer oberhalb (ho¨herer Wert auf der jeweiligen Achse) einer beliebigen
Sekante liegt bzw. einen negativen Kru¨mmungsverlauf aufweist und somit frei von Wen-
depunkte ist, als konkav bezeichnet. Eine weitere Eigenschaft von Shape-Preserving-
Splines ist die Koplanarita¨t der aus in einer Ebene liegenden Stu¨tzstellen resultierenden
Kurve. Hieraus folgt, dass vier in einer Ebene liegende Stu¨tzstellen ri−1, ri, ri+1 und ri+2
durch eine ebenfalls in der Ebene liegende Kurve verbunden werden. Die zur Pru¨fung
notwendige Ebene wird durch die ersten drei (α = 0) bzw. letzten drei (α = 1) Punkte
und dem daraus resultierenden Normalenvektor
n˜i+α = (ri+α−1 − ri+α)× (ri+α+1 − ri+α) , ni+α =
n˜i+α∥∥n˜i+α∥∥ (2.30)
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definiert. Ist Punkt vier Bestandteil der Ebene und somit eine Linearkombination der
ersten beiden Differenzvektoren aus Gleichung 2.30, ist die Determinante der Matrix
A =
[
(ri+α − ri+α−1) (ri+α+1 − ri+α) (ri+α+2 − ri+α+1)
]
(2.31)
ungleich Null sowie
nTi+α · ni+α+1 6= 0. (2.32)
Als Sonderfall der Koplanarita¨t wird ebenfalls die Kolinearita¨t auf einem definierten
Intervall der Kurve untersucht. Aus der Kolinearita¨t folgt, dass die verbindende Kurve
von drei auf einer Gerade liegenden Stu¨tzstellen ri−1, ri und ri+1 ebenfalls eine Gerade
sein muss. Die zur Pru¨fung notwendige Gerade ist durch den Differenzvektor der ersten
beiden (α = 0) bzw. letzten beiden (α = 1) Punkte
∆ri+α = ri+α−1 − ri+α (2.33)
definiert. Durch ein Kreuzprodukt
∆ri+α ×∆ri+α+1 = 0 (2.34)
und eine Projektion
∆rTi+α ·∆ri+α+1 6= 0 (2.35)
beider Differenzvektoren wird gepru¨ft, ob sich der dritte Punkt auf der Verbindungsli-
nie der ersten beiden befindet.
Bei der Erstellung von Shape-Preserving-Splines kann grundsa¨tzlich zwischen zwei
Methoden unterschieden werden. Bei der direkten Methode werden die den Spline
charakterisierenden Parameter, wie der Knotenvektor λ oder der Vektor der Eck-
bzw. Kontrollpunkte c direkt um weitere Knoten, Eck- bzw. Kontrollpunkte erwei-
tert. Bei der indirekten Methode wird der Spline iterativ an eine lineare Interpolation
angena¨hert, bis die gewu¨nschten Formeigenschaften erfu¨llt werden (Goodman (2001),
Goodman u. Unsworth (1988)). Dies geschieht mit einem abha¨ngig vom gewa¨hlten Ver-
fahren definierten Spannungsfaktor6, der die Basisfunktionen der Kurve beeinflusst. Ein
Beispiel hierfu¨r sind die Verfahren von Kaklis und Karavelas (Kaklis u. Karavelas
(1997)) bzw. Renka (Renka (1987)), die sich zwar in den genutzten Basisfunktionen
unterscheiden, jedoch beide durch Variation des Spannungsfaktors die Trajektorie des
resultierenden Splines an die gewu¨nschten Formeigenschaften anpasst.
Identisch zu dem zuvor gezeigten Spline-Fitting-Algorithmus von Dierckx ermo¨glicht
6
”
engl.: Tension-factor“
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das iterative Verfahren nach Renka die direkte Vorgabe von Stu¨tzstellen c zur Erstel-
lung eines Splines. Bei der Form des resultierenden Splines mit C2-Kontinuita¨t (vgl.
Abschnitt 2.1.1) wird auf die Einhaltung der zuvor beschriebenen Formeigenschaf-
ten geachtet. Grundlage des Verfahrens ist eine homogene Differentialgleichung vierter
Ordnung, welche fu¨r jeden Abschnitt j zwischen zwei Stu¨tzstellen durch
r′′′′j (s)−
(
σj
si+1 − si
)2
· r′′j (s) = 0 s ∈ [si, si+1] (2.36)
beschrieben werden kann. Hierbei ist σj der Spannungsfaktor des nach der Bogenla¨nge
s parametrisierten und durch den Ortsvektor rj(s) dargestellten Abschnitts (vgl. Ka-
pitel 2.1.2) des Spline. si+1 und si beschreiben die Bogenla¨ngen an den jeweiligen
Stu¨tzstellen i + 1 und i. Abbildung 2.11 zeigt ein Ablaufdiagramm zur iterativen Be-
stimmung des Spannungsfaktors. Der Startwert des Spannungsfaktors wird im ersten
Schritt (N = 1) der Iteration gleich Null gewa¨hlt. Hierfu¨r folgt aus Gleichung 2.36 eine
kubische Funktion fu¨r rj(s). Im gewa¨hlten Verfahren wird dies durch kubische Hermite-
Kurven realisiert (Mortenson (2006)). Im na¨chsten Schritt werden die Tangenten an
den Stu¨tzstellen si und si+1 berechnet und mit Hilfe von Gleichung 2.29 auf Konve-
xita¨t gegenu¨ber den Sekanten des die Stu¨tzstellen verbindenden Polynoms gepru¨ft. Bei
Nichterfu¨llung der gewu¨nschten Formeigenschaften wird der Spannungsfaktor so lange
erho¨ht, bis die gewu¨nschten Formeigenschaften erreicht werden, oder
σN
σ+N
Berechnung
Tangenten
Formeigenschaften
pru¨fen
SPS
Abbruch E
EE
E



 σN+ < σmaxN < Nmax
∆t < ǫN++
Sekanten des
Polygons
Abbildung 2.11: Ablaufdiagramm: Iterative Bestimmung des Tension-Faktors
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eine der Abbruchbedingungen
1. maximal Anzahl an Iterationen: N > Nmax,
2. maximaler Tension-Faktor: σN+ > σmax,
3. minimale A¨nderung der Tangenten: ∆t < ǫ
erreicht wird7. Durch einen Spannungsfaktor ungleich Null ist eine Lo¨sung von Glei-
chung 2.36 mit einer kubischen Funktion nicht mehr mo¨glich. Aus diesem Grund gelten
fu¨r σ 6= 0 im genutzten Verfahren die vier Basisfunktionen
Bj,σ>0 =
[
1 s eσj ·s e−σj ·s
]
. (2.37)
Hierbei ist
σj =
σj
si+1 − si
(2.38)
der auf den jeweiligen Abschnitt normierte Spannungsfaktor. Der Verlauf des Splines
kann dann mit Hilfe der gezeigten Basisfunktionen durch
rj(s) = ri+1 − r
′
i+1 · (si+1 − s) + ⋆
1
si+1 − si
σj α1
· [(α2 (cosh(σj s˜)− 1))− (α3 (sinh(σj s˜)− σj s˜))] ⋆
2
(2.39)
beschrieben werden und ist somit eine mo¨gliche Lo¨sung der in 2.36 gezeigten Differen-
tialgleichung. Hierbei ist ⋆2 die vom Spannungsfaktor abha¨ngige Anpassung der mit
⋆1 gekennzeichneten linearen Interpolation der Stu¨tzpunkte. Gleichung 2.39 zeigt, dass
durch eine Erho¨hung des Spannungsfaktors σj der Einfluss von ⋆
2 verringert wird und
der resultierende Spline immer na¨her an eine reine lineare Interpolationen gefu¨hrt wird.
Hierbei beschreibt
s˜ =
si+1 − s
si+1 − si
(2.40)
die normierte Bogenla¨nge und
α1 = (cosh(σi)− 1)
2 − (sinh(σi)− σi) sinh(σi), (2.41)
α2 = σi (cosh(σi)− 1) (r
′
i+1 − d)− (sinh(σi)− σi) (ri+1 − ri) sowie (2.42)
α3 = σi (sinh(σi)− σi) (r
′
i+1 − d)− (cosh(σi)− 1) (ri+1 − ri) (2.43)
7Grundsa¨tzlich ist es in dem Verfahren nach Renka neben der in Abbildung 2.11 gezeigten ite-
rativen Bestimmung ebenfalls mo¨glich, die Spannungsfaktoren σj fu¨r jeden der j Abschnitte direkt
vorzugeben.
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mit
d = r′i+1 −
ri+1 − ri
si+1 − si
(2.44)
die gezeigten Vereinfachungen aus Gleichung 2.39. Die notwendigen Hyperbolikusfunk-
tionen ko¨nnen durch
cosh(σ) = 0.5 (eσ + e−σ) und sinh(σ) = 0.5 (eσ − e−σ) (2.45)
in die Basisfunktionen aus Gleichung 2.37 umgewandelt werden und erfu¨llen somit alle
notwendigen Bedingungen zur Lo¨sung der Differentialgleichung aus Gleichung 2.36.
Abschließend kann der Gesamtverlauf des Splines als Summe der n Ortsvektoren und
somit durch
r(s) =
n∑
j=1
rj(s) Mj(s) (2.46)
beschrieben werden. A¨hnlich zu den in Gleichung 2.23 gezeigten Basisfunktionen ko¨nnen
die Faktoren
Mj(s) = 1 fu¨r si ≤ s < si+1 (2.47)
= 0 sonst (2.48)
als Schalter interpretiert werden. Abbildung 2.12 zeigt einen auf den Werten aus Ta-
belle 2.1 basierenden Shape-Preserving-Spline im Vergleich zu dem aus Abbildung 2.10
bekannten interpolierenden Dierckx-Spline. Im Vergleich ist deutlich zu erkennen, dass
der Shape-Preserving-Spline die Stu¨tzpunkte nahezu linear interpoliert.
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Abbildung 2.12: Vergleich: Dierckx-Spline (n = 5, k = 2, S = 0) und SPS (n = 5)
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2.4 Modellierung und Analyse von Schienengeometrien
Der folgende Abschnitt zeigt die in der vorliegenden Arbeit genutzten Methoden zur
Modellierung und Analyse von Schienengeometrien. Hierzu wird zuna¨chst auf die Er-
stellung von Layouts eingegangen, die den gewu¨nschten Verlauf einer neu zu planenden
Achterbahngeometrie darstellen und am Anfang jedes Entwicklungsprozesses stehen.
Im Anschluss daran wird die Berechnung von real vermessenen Schienenabweichungen
dargestellt. Die vermessenen Abweichungen ko¨nnen dann durch verschiedene vorge-
stellte Methoden in der Simulation beru¨cksichtigt werden.
2.4.1 Erstellen von Layouts
Die in diesem Kapitel gezeigten Methoden zur Abbildung von Punkten im dreidimen-
sionalen Raum durch eine Kurve sollen im Folgenden dazu genutzt werden, um die
Geometrie einer Achterbahn abzubilden. Hierzu wird zuna¨chst eine Layoutgeometrie er-
stellt, die die gewu¨nschte Streckenfu¨hrung grob abbildet. Dazu werden im ersten Schritt
Kontrollpunkte entlang der gewu¨nschten Geometrie festgelegt und mit B-Splines dritter
Ordnung verbunden. Dies garantiert eine intuitive, einfache und schnelle Modellierung
des groben Layoutverlaufes auf einem handelsu¨blichen Computer (Ta¨ndl (2009)). Im
zweiten Schritt werden aus den B-Splines Stu¨tzstellen abgeleitet und durch einen glat-
ten Spline verbunden, welcher mit Hilfe des Spline-Fitting-Algorithmus (vgl. Abschnitt
2.3.3) von Dierckx berechnet wird. Im dritten Schritt kann, falls notwendig, durch Op-
timierung die aus Schritt zwei resultierende Splinegeometrie so angepasst werden, dass
die auf den Passagier wirkenden mittleren Beschleunigungen die Normen des Deut-
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Abbildung 2.13: Berechnung der Stu¨tzpunkte der Schienen-Splines am Beispiel der
linken Schiene
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sches Institut fu¨r Normung e.V. (2004) einhalten. Ziel des Layoutdesigns ist ein Spline,
dessen Binormalenvektor b des Koordinatensystems Kc den Normalenvektor nE der
Schienenebene E darstellt. Vektor n wird im Folgenden auch als Lateralvektor bzw.
Richtungsvektor der Lateralrichtung und Vektor b als Vertiaklvektor bzw. Richtungs-
vektor der Vertikalrichtung bezeichnet. Aus dem Layout-Center-Spline ko¨nnen durch
die in Abbildung 2.13 dargestellte Vorgehensweise zwei weitere Splines berechnet wer-
den. Hierbei wir das Koordinatensystem Kc in Abha¨ngigkeit der Bahnkoordinate s an
jeder einzelnen Stu¨tzstelle i des Layout-Center-Splines positioniert. Aus der Orientie-
rung und Position von Kc ko¨nnen dann durch
rli = rci + 0.5 Sw n bzw. rri = rci − 0.5 Sw n (2.49)
die jeweiligen Stu¨tzstellen des linken bzw. rechten Schienen-Splines berechnet werden.
Sw beschreibt hierbei die gewu¨nschte Spurbreite der Bahn. Die aus den so entstehen-
den Stu¨tzstellen rli und rri resultierenden Splines beschreiben die linke und rechte
Layoutgeometrie TL und TR.
2.4.2 Berechnung und Darstellung von Schienenabweichungen
Aufgrund von Fertigungstoleranzen, Witterungseinflu¨ssen, Messfehlern sowie Abnut-
zung ist der Verlauf der realen Schienen nicht identisch mit dem der Layoutgeometrie.
Durch die Vermessung der Schienengeometrie wa¨hrend der Produktion, nach der In-
stallation oder wa¨hrend des Betriebs kann der reale Schienenverlauf in Form einer
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Abbildung 2.14: Berechnung der Abweichung zwischen real vermessener Schiene und
Layoutgeometrie am Beispiel der linken Schiene (a) - Zoomdarstellung (b)
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Vielzahl von Messpunkten rPi erfasst werden. Hieraus la¨sst sich mit dem in Abbildung
2.14 dargestellten Verfahren8 die minimale Abweichung zwischen realer Schiene und
Layoutgeometrie bestimmen. Durch ein iteratives Verfahren (Beispielsweise Newton-
Verfahren) kann mit Hilfe einer geometrischen Bindung (vgl. Kapitel 3.2.4) eine zu
jeden Messpunkt rPi geho¨rige Bogenla¨nge sip gefunden werden, in der die Projektion
des Differenzvektors rdi auf die Bahntangente tPi gleich Null ist. Hieraus folgt, dass die
Summe aller N9 Abweichungen mit Hilfe des Vektors
Lrdi =
[
0
R1
1
RL(sPi)
]T [
rPi − r1 −
0
R1 ∆r(sPi)
]
=
 0dyi
dzi
 (2.50)
durch
f(x) =
N∑
i=1
∥∥Lrdi∥∥ (2.51)
beschrieben werden kann. Durch die Formulierung eines Optimierungsproblems (Flet-
cher (2013)) der Form
min f(x) unter x ∈ X, X → R (2.52)
kann mit Hilfe der Kostenfunktion 2.51, mit dem Lo¨sungsraum X und einem
Designvektor
x =
[
r1x r1y r1z ϕ1 θ1 ψ1
]T
(2.53)
die Layoutgeometrie TL so in die Messpunktwolke eingepasst werden, dass die Summe
der Absta¨nde zu den Messpunkten minimal wird. Designvektor x beschreibt hierbei
die globale Lage und Orientierung des Koordinatensystem K1. Der Lo¨sungsraum X
ist abha¨ngig von dem jeweiligen gewa¨hlten Schienenabschnitt. Durch diese Einpassung
werden die minimal mo¨glichen Abweichungen dyi und dzi von der Layoutgeometrie be-
stimmt. Die gezeigte Vorgehensweise wurde am Beispiel einer linken Schiene eingefu¨hrt,
ist aber identisch fu¨r eine rechte Schiene anwendbar.
2.4.3 Methoden zur Modellierung von Schienenabweichungen
Im Vergleich zu den in der Designphase erstellten, auf der Layoutgeometrie basie-
renden Simulationsergebnissen ko¨nnen die real gemessenen Fahrzeugbeschleunigungen
8Aus interner Mitteilung Maurer AG: Dr. Martin Schneider, Dr. Martin Ta¨ndl.
9In diesem Zusammenhang keine Iterationen zur Bestimmung von σ (vgl. Abschnitt 2.3.4)
2.4 Modellierung und Analyse von Schienengeometrien 31
aufgrund von realen Schienenabweichungen erheblich abweichen. Aus diesem Grund ist
eine Modellierung der realen Schienengeometrie fu¨r eine realita¨tsnahe Simulation der
Fahrzeugbeschleunigungen essentiell. Tabelle 2.15 zeigt die in der vorliegenden Arbeit
genutzten und im Folgenden mit I, II und III bezeichneten Methoden zur Modellie-
rung von Schienenabweichungen.
Interpolation Approximation
Shape-Preserving-Spline Dierckx-Spline S = 0 Dierckx-Spline S > 0
Methode I Methode II Methode III
Abbildung 2.15: Methoden zur Modellierung von Schienenabweichungen
2.4.4 Berechnung von modellierten Schienenabweichungen
Die aus den verschiedenen Methoden resultierenden Schienenabweichungen sind aus-
schlaggebend fu¨r eine realita¨tsnahe Anregung des Simulationsmodells. Um diese mit
dem in Abschnitt 2.4.2 eingefu¨hrten Verfahren darstellen zu ko¨nnen, mu¨ssen zuna¨chst
fiktive Messpunkte erzeugt werden. Wie in Abbildung 2.16 gezeigt, wird hierzu die
Schiene mit einem der in Tabelle 2.15 gezeigten Verfahren modelliert. Anschließend
wird der zu jedem Stu¨tzpunkt zugeho¨rige Ortsvektor r⋆P i als Messpunkt abgespeichert.
Die resultierenden Abweichungen der Messpunkte ko¨nnen dann identisch zu den realen
Abweichungen mit dem in Abschnitt 2.4.2 gezeigten Verfahren bestimmt werden.
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Abbildung 2.16: Abbildung von realen Messpunkten durch Stu¨tzstellen eines Splines
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3 Grundlagen der Modellbildung von
Mehrko¨rpersystemen
Kapitel 3 beschreibt im ersten Abschnitt die Grundlagen der Modellbildung und Simu-
lation der in dieser Arbeit betrachteten Mehrko¨rpersysteme, also Systeme mit offener
Baumstruktur. Hierzu werden zuna¨chst allgemeine Lagekoordinaten eingefu¨hrt und
anschließend auf verallgemeinerte- bzw. Minimalkoordinaten reduziert. In Abschnitt
zwei wird detailliert auf das in der vorliegenden Arbeit genutzte Rad-Schiene-Kontakt-
und Reibkraftmodell eingegangen. Im Anschluss daran folgt ein detaillierter Aufbau
des Achterbahnfahrzeugmodells. Der vierte Abschnitt zeigt Details des zur Simulation
beno¨tigten numerischen Integrationsverfahrens. Das Kapitel schließt mit einer Darstel-
lung der in der vorliegenden Arbeit entstandenen kinetostatischen Grundelemente.
3.1 Methoden zur Modellierung von Mehrko¨rpersystemen
Der folgende Abschnitt zeigt zuna¨chst kurz die Modellierung von Mehrko¨rpersystemen
unter der Verwendung von Lagrange’schen Gleichungen erster Art (Historischer Ver-
weis: de Lagrange (1788), de Lagrange u. Murhard (1797)). Diese ko¨nnen dann durch
Nutzung einer Geschwindigkeits-U¨bertragungsmatrix (Nikravesh (1988)) auf Minimal-
form projiziert werden. Der Abschnitt endet mit einer alternativen Darstellungsform in
Minimalkoordinaten und zeigt eine detaillierte Einfu¨hrung in kinetostatische U¨bertra-
gungselemente (Kecskeme´thy (1993)), welche den in der vorliegenden Arbeit gezeigten
Ergebnissen zu Grunde liegen. Da in der vorliegenden Arbeit ausschließlich Systeme
mit offenen Schleifen zur Anwendung kommen, wird auf die Herleitung im Rahmen
dieser Arbeit verzichtet und in den folgenden Abschnitten jeweils auf die passende
Fachliteratur verwiesen.
3.1.1 Lagrange’sche Gleichungen erster Art
Ein beliebiges Mehrko¨rpersystem mit offenen sowie geschlossenen Schleifen kann mit
Hilfe eines System von n+ g differential-allgebraischen Gleichungen der Form
M(x)x¨−Jf
Tλ = F (x, x˙, t)− b(x, x˙) sowie (3.1)
Jf x¨ = −J˙f x˙−
∂2φ
∂t2
(3.2)
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dargestellt werden. Hierbei beschreibt n die Anzahl der allgemeinen Lagekoordina-
ten und g die Anzahl der geometrischen, kinematischen sowie rheonomen Bindun-
gen. M beinhaltet dabei die einzelnen Massenmatrizen sowie Tra¨gheitstensoren, x¨ die
Starrko¨rperbeschleunigungen, λ 1 die Lagrange’schen Multiplikatoren der Bindungs-
gleichungen φ(x) = 0, Jf
T beschreibt die transponierte Jacobi-Matrix, F die verallge-
meinerten Kra¨fte (Feder, Da¨mpfer, etc.) und b die Coriolis- und Zentrifugalkra¨fte sowie
die gyroskopischen Terme. Zusa¨tzlich zu den in Gleichung 3.1 dargestellten Newton-
Euler Gleichungen kann durch die in Gleichung 3.2 dargestellte zweifache Differenzie-
rung des Vektors der Bindungsgleichungen φ(x) = 0 ein Gleichungssystem geschaffen
werden, das in vielen kommerziellen Mehrko¨rpersimulationsprogrammen, beispielswei-
se ADAMS (Orlandea u. a. (1979), Negrut u. Harris (2001)), DADS (Smith u. Haug
(1990)) oder SIMPACK (Kik u. a. (1989), SimpackAG (1990)) zur Verwendung kommt.
Vorteil des dargestellten Gleichungssystems ist zum einen die einfach automatisierba-
re Erstellung der Jacobi-Matrix sowie derer Zeitableitungen. Zum anderen ist dies
die numerisch effiziente Lo¨sbarkeit aufgrund der du¨nn besetzten Matrizen M, Jf und
J˙f . Von Nachteil ist zum einen, dass aufgrund der notwendigen Integration der Bin-
dungsgleichungen auf Geschwindigkeits- und Positionsebene, abha¨ngig vom gewa¨hlten
Integrationsverfahren sowie den Integrationstoleranzen, ein Drift in den Bindungsglei-
chungen entsteht. Dieser muss ggf. aufwendig durch eine Baumgarte -Stabilisierung
(Baumgarte (1972)) reduziert werden. Zum anderen ist von Nachteil, dass die Gro¨ße
des Gleichungssystems aufgrund der nicht unabha¨ngigen allgemeinen Lagekoordinaten
sowie den Bindungsgleichungen schnell anwachsen kann. Zur Reduktion der Gro¨ße des
Gleichungssystems sowie zur Vermeidung des Drifts kann eine Projektion auf die Mini-
malkoordinaten durchgefu¨hrt werden. Diese soll im Folgenden kurz dargestellt werden.
3.1.2 Projektion auf Minimalkoordinaten
Der aus Gleichung 3.1 bekannte Vektor x¨ der Starrko¨rperbeschleunigungen kann in
x¨ =
[
q¨
β¨
]
(3.3)
unterteilt werden. Hierbei beschreibt q¨ die f unabha¨ngigen (verallgemeinerten) Be-
schleunigungen und β¨ die n − f abha¨ngigen Beschleunigungen des Systems. Es kann
gezeigt werden (Kim u. Vanderploeg (1986), Nikravesh (1990)), dass es eine lineare
1Im diesem Zusammenhang nicht der Knotenvektor eines Dierckx-Splines (vgl. Gleichung 2.20).
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Geschwindigkeits-U¨bertragungsmatrix2 der Form
x˙ = B q˙ (3.4)
gibt, welche die verallgemeinerten Koordinaten und allgemeinen Lagekoordinaten ver-
bindet. Eine entscheidende Eigenschaft der U¨bertragungsmatrix B ist ihre Orthogona-
lita¨t zur Jacobi-Matrix der Bindungsgleichungen welche durch
Jf B = 0 (3.5)
gegen ist. Durch Substitution der Zeitableitung aus Gleichung 3.4 und Multiplikation
mit der transponierten U¨bertragungsmatrix ergibt sich fu¨r Gleichung 3.1
M(q)q¨ = F (q, q˙, t)− b(q, q˙). (3.6)
Hierbei ist a¨hnlich zu den im vorherigen Abschnitt gezeigten Matrizen M die f × f
generalisierte Massenmatrix und F sowie b die f×1 Vektoren der generalisierten Kra¨fte
sowie der Coriolis-, Zentrifugalkra¨fte und gyroskopischer Terme welche durch
M = BT M B, (3.7)
F = BT F und (3.8)
b = BT M B˙ q˙ (3.9)
beschrieben werden ko¨nnen. Vorteil der in Gleichung 3.6 dargestellten Beschreibung ist
zum einen die Verringerung der Dimension (um n−f Gleichungen) des Gleichungssys-
tems und die damit einhergehende Effizienzsteigerung wa¨hrend der numerischen Inte-
gration und zum anderen die numerische Stabilisierung aufgrund der Eliminierung der
Bindungsgleichungen. Nachteil ist der erho¨hte algebraische Rechenaufwand der durch
die zusa¨tzlichen Matrixoperationen aus Gleichung 3.7 - 3.9 entsteht. Falls Systeme mit
geschlossen Schleifen beru¨cksichtigt werden, kommen zu Gleichung 3.6 noch zusa¨tzliche
Schließbedingungen, die parallel gelo¨st werden mu¨ssen. Die Modellierung von Systemen
mit geschlossenen Schleifen liegt außerhalb der Betrachtung der vorliegenden Arbeit,
kann jedoch detailliert in Nikravesh (1990) nachgelesen werden.
Eine Mo¨glichkeit, die Vorteile (automatische Gleichungsgenerierung, effiziente In-
tegration) der in Abschnitt 3.1.1 und 3.1.2 gezeigten Methoden unter Verwendung von
Minimalkoordinaten zu kombinieren, ist die Nutzung des Konzepts der kinetostatischen
U¨bertragungselemente (Kecskeme´thy (1993)), welche im Folgenden vorgestellt wird.
2In der Literatur findet sich ebenfalls der Begriff
”
Jacobi-Matrix der U¨bertragungsgleichung“.
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3.1.3 Objektorientierte Modellierung dynamischer Systeme mit kinetosta-
tischen U¨bertragungselementen
Die Modellierung dynamischer Systeme mit kinetostatischen U¨bertragungselementen
basiert auf der U¨bertragung von Bewegungen (“doMotion“) q, q˙ bzw. q¨ und Kra¨ften
bzw. Momenten (
”
doForce“) Q, zwischen Zustand 1 (Eingang) und Zustand 2 (Aus-
gang), welcher im Folgenden mit dem Exponent3
”
′“ gekennzeichnet wird (vgl. Kecs-
keme´thy u. Hiller (1994)). In der grundsa¨tzlichen Betrachtung ko¨nnen die Zustands-
gro¨ßen in translatorische und rotatorische Gro¨ßen aufgeteilt werden. Daraus folgt auf
Geschwindigkeits- bzw. Kraftebene
q˙ = w =
[
ω
v
]
und Q = t =
[
τ
f
]
(3.10)
wobei w auch als Geschwindigkeitswinder (
”
engl.: wrench“) und t4 als Kraftwinder
(
”
engl.: twist“) bezeichnet wird (Kecskemethy (1996)). Die kinematische Transforma-
tion zwischen Zustand 1 und Zustand 2 des in Abbildung 3.1 (a) dargestellten einfachen
kinetostatische U¨bertragungselements kann mit Hilfe von U¨bertragungsgleichungen der
Form
q′ = Φ(q), (3.11)
q˙′ = Jq q˙ und (3.12)
q¨′ = Jq q¨ + J˙q q˙ (3.13)
durchgefu¨hrt werden. Hierbei beschreibt Jq die Jacobi-Matrix
5 des U¨bertragungsele-
ments, welche durch partielle Ableitung der U¨bertragungsfunktionen Φ nach den Ko-
ordinaten q in der Form
Jq =
∂Φ
∂q
(3.14)
berechnet werden kann. Aus der Annahme idealer, das heißt energieneutraler kineto-
statischer U¨bertragung folgt
δqT Q = δq′T Q′ (3.15)
3Die vorliegende Arbeit folgt hier der Notation von Kecskeme´thy (1993). Das Hochkomma ist in
diesem Zusammenhang keine Differenzierung, sondern eine Gro¨ße auf der Ausgangsseite.
4Im Zusammenhang mit kinetostatischen U¨bertragungselementen kein Tangentenvektor.
5Der Begriff
”
Jacobi-Matrix“ wurde in Abschnitt 3.1.1 fu¨r die partiellen Ableitungen der Bin-
dungsgleichungen nach den verallgemeinerten Koordinaten eingefu¨hrt. Im Folgenden wird der Begriff
jedoch fu¨r U¨bertragungsmatrizen (definiert durch Gleichung 3.14) genutzt.
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q
q˙
q¨
Q
q′
q˙′
q¨′
Q′
Bewegungen “doMotion“
Kra¨fte & Momente “doForce“
Zustand 1Zustand 1
(a) (b)
Zustand 2Zustand 2
K K′
Abbildung 3.1: Kinetostatisches U¨bertragungselement: Mit Zustandsgro¨ßen (a) - Zu-
standsobjekten (b)
und somit eine identische virtuelle Arbeit in Zustand 1 und 2. Aus Substitution von
Gleichung 3.12 folgt aus einem Koeffizientenvergleich die Kraftu¨bertragung von Zu-
stand 2 in 1 mit Hilfe der transponierten Jacobi-Matrix in der Form
Q = JTq Q′. (3.16)
Hieraus wird die natu¨rliche U¨bertragung der Kra¨fte mit entgegengesetzter Richtung
der Bewegung, jedoch mit identischer, lediglich transponierter Jacobi-Matrix ersicht-
lich. Eine weitere Interpretationsmo¨glichkeit der U¨bertragung ist in Abbildung 3.1 (b)
dargestellt. Hierbei werden alle Zustandsgro¨ßen in Zustandsobjekten der Form
[K′] =

R′
r′
ω′
v′
ω˙′
v˙′
τ ′
f ′

Orientierung
Position
Winkelgeschwindigkeit
translatorische Geschwindigkeit
Winkelbeschleunigung
translatorische Beschleunigung
Moment
Kraft
(3.17)
gebu¨ndelt (Kecskeme´thy (2002)). Die im vorliegenden Abschnitt gezeigte Modellie-
rung von Mehrko¨rpersystemen mit kinetostatischen U¨bertragungselementen ist Basis
der objektorientierten Simulationsumgebung M a a
a a
BILE (Kecskeme´thy (1993)). Diese
Betrachtung erleichtert die detaillierte Beschreibung der in Abschnitt 3.5 dargestellten
Grundobjekte der Schwingungssimulation von Achterbahnfahrzeugen. Alle dargestell-
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ten Zusammenha¨nge gelten fu¨r Systeme mit offenen Schleifen. Eine detaillierte Dis-
kussion von Systemen mit geschlossenen Schleifen ist in Kecskeme´thy (2002) gezeigt,
jedoch außerhalb der Betrachtung in der vorliegenden Arbeit.
3.2 Rad-Schiene-Kontakt- und Reibkraftmodell
Der vorliegenden Abschnitt stellt das in der vorliegenden Arbeit genutzte Rad-Schiene-
Kontaktmodell vor. Hierzu werden zuna¨chst allgemein die geometrischen Zusammenha¨nge
zwischen zwei Zylindern betrachtet. Anschließend wird das Modell durch Beru¨cksichti-
gung von Roll- und Gleitreibung zu einem vollsta¨ndigen Rad-Schienen-Starrko¨rpermo-
dell erweitert. Der Abschnitt endet mit einem detaillierten Vergleich unterschiedlicher
Ansa¨tze zur Modellierung des Kontaktes zylindrischer Ra¨der auf Achterbahnschienen.
Die Arbeiten des Verfassers dieser Dissertation sind in einer vorherigen Publikation
(Malessa u. Kecskeme´thy (2012a)) vero¨ffentlicht und sind hier der besseren U¨bersicht-
lichkeit wegen ausfu¨hrlich beschrieben.
3.2.1 Kontakt zwischen zwei Zylindermantelfla¨chen
Wie in Abbildung 3.2 dargestellt, kann der Kontakt zwischen Rad und Schiene als
Kontakt zwischen zwei Zylindern betrachtet werden. Hierbei beschreiben ul und ur die
Richtungsvektoren der Symmetrieachsen und Rl sowie Rr die Radien der Zylinder.
Kl
Kr
∆rrl
K0
rr
rl
ul
ur
n
d
Rl
Rr
x
y
z
Abbildung 3.2: Schematische Darstellung zur Abstandsberechnung zwischen zwei Zy-
lindermantelfla¨chen
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Der normierte Richtungsvektor n der ku¨rzesten Verbindungslinie kann dabei durch
n˜ = ul × ur , n =
n˜
‖n˜‖
bzw. n =
ul × ur
‖ul × ur‖
(3.18)
bestimmt werden. Unter Beru¨cksichtigung beider Radien kann der Abstand zwischen
beiden Zylindern dann durch Projektion des Verbindungsvektors beider Symmetrieli-
nien ∆rlr auf Vektor n durch
d = nT∆rrl − (Rl +Rr). (3.19)
berechnet werden. Aus der Differenzierung nach der Zeit ergibt sich die Geschwindigkeit
zwischen beiden Zylindern:
d˙ = n˙T∆rrl + n
T∆r˙rl. (3.20)
Hierbei beschreibt ∆r˙lr die translatorische Differenzgeschwindigkeit und n˙ die A¨nde-
rung des Richtungsvektors welche durch
n˙ =
˙˜n · ‖n˜‖ −
∥∥ ˙˜n∥∥ · n˜
n˜T n˜
(3.21)
mit ∥∥ ˙˜n∥∥ = nT · ˙˜n und ˙˜n = u˙l × ur + ul × u˙r (3.22)
beschrieben werden kann. Die A¨nderung der Symmetrieachsen ha¨ngt hierbei lediglich
von den jeweiligen Winkelgeschwindigkeiten ab:
u˙l = ωl × ul , u˙r = ωr × ur. (3.23)
Durch erneute Differenzierung von Gleichung 3.20 kann auf die Beschleunigung zwi-
schen beiden Zylindern geschlossen werden:
d¨ = n¨T∆rrl + n
T∆r¨rl + 2(n˙
T∆r˙rl). (3.24)
∆r¨lr beschreibt hierbei die translatorische Differenzbeschleunigung und n¨ die zweite
Ableitung des Richtungsvektors welche durch
n¨ =
{
¨˜n ‖n˜‖+ ˙˜n
∥∥ ˙˜n∥∥− ∥∥¨˜n∥∥ n˜+ ∥∥ ˙˜n∥∥ ˙˜n} · {n˜T n˜}− { ˙˜n ‖n˜‖ − ∥∥ ˙˜n∥∥ n˜} · 2{ ˙˜nT n˜}
(n˜T n˜) · (n˜T n˜)
(3.25)
mit ∥∥¨˜n∥∥ = nT ¨˜n+ n˙T ˙˜n und ¨˜n = u¨l × ur + ul × u¨r + 2(u˙l × u˙r) (3.26)
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beschrieben werden kann. Fu¨r die zweite Ableitung der Symmetrieachsen folgt aus
Gleichung 3.23:
u¨l = ω˙l × ul + ωl × u˙l und u¨r = ω˙r × ur + ωr × u˙r. (3.27)
Die aus den Gleichungen 3.19, 3.20 und 3.24 gewonnenen Zustandsgro¨ßen ko¨nnen nun
fu¨r eine Berechnung des Betrages der Kontaktkraft in der Form
‖FK‖ =
0 fu¨r d ≥ 0F (d, d˙, d¨, p) fu¨r d < 0 (3.28)
genutzt werden und mit Hilfe des Richtungsvektors n in die Richtung des ku¨rzesten
Verbindungsvektors ausgerichtet werden. Es gilt somit:
FKl = −FKr = ‖FK‖ n. (3.29)
In der vorliegenden Arbeit wird per Definition festgelegt, dass bei einem positiven Ab-
stand d beide Zylinder nicht in Kontakt sind. Basierend auf der U¨bertragungsfunktion
F des genutzten Kontaktkraftmodells entha¨lt Vektor p die notwendigen Modellpara-
meter wie beispielweise die Federsteifigkeit oder den Da¨mpfungsfaktor. Der folgende
Abschnitt fasst die in der Literatur vorhandenen und in dieser Arbeit verwendeten
U¨bertragungsfunktionen von Kontaktkraftmodellen zusammen.
3.2.2 Ausgewa¨hlte U¨bertragungsfunktionen von Kontaktkraftelementen
In der Standardliteratur (Goldsmith (1964), Johnson (1987) und Popov (2009)) fin-
det sich eine Vielzahl von unterschiedlichen Kontaktkraftmodellen, welche von einfa-
chen eindimensionalen Stoßmodellen bis hin zu komplexen Finite-Elemente-Modellen
(FEM) reichen. Abschnitt 3.2.2 zeigt einige Standard Kontaktkraftmodelle sowie die in
der vorliegenden Arbeit genutzte U¨bertragungsfunktion und die daraus resultierenden
Eigenschaften des Kontaktkraftverlaufs. Komplexere Modelle wie beispielsweise Halb-
raumapproximation oder Randschichtmodelle liegen außerhalb der Betrachtung dieser
Arbeit, ko¨nnen jedoch detailliert in Grabner (2003) bzw. Hippmann (2004) nachgelesen
werden.
Ein einfaches aus der Literatur unter dem Namen Kelvin-Voigt (Goldsmith
(1964)) bekanntes Kontaktkraftmodell ist die Parallelschaltung einer linearen Feder-
Da¨mpfer-Kombination. Die U¨bertragungsfunktion der Kraft kann mit Hilfe der Feder-
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steifigkeit k und des Da¨mpfungskoeffizienten D durch
F (d, d˙, p) = k d+D d˙ , k,D ∈ p (3.30)
beschrieben werden. Dargestellt u¨ber die Eindringtiefe d zeigt Abbildung 3.3 (a)
exemplarisch den Hystereseverlauf (Lankarani u. Nikravesh (1990)) der Kontaktkraft
des Kelvin-Voigt-Modells. Im direkten Vergleich zur linearen Feder ist deutlich zu er-
kennen, dass das Modell zu Beginn der Eindringphase einen Sprung in der Kontaktkraft
erzeugt (vgl. Abbildung 3.3 (c)). Ebenfalls zeigt sich, dass zum Ende der Kontaktpha-
se eine negative Kontaktkraft, durch welche die Ko¨rper gegenseitig angezogen werden,
wirkt. Beide Effekte entstehen aufgrund der linearen Abha¨ngigkeit von der Kontakt-
geschwindigkeit d˙ und sind physikalisch nicht sinnvoll6. Das im Gegensatz dazu von
Hunt und Crossley (Hunt u. Crossley (1975)) entwickelte Kontaktkraftmodell ba-
siert auf dem nicht linearen Federmodell von Hertz (Hertz (1881)) und ermo¨glicht
durch die Beru¨cksichtigung der Eindringtiefe d im positions- als auch im geschwindig-
keitsabha¨ngigen Summanden eine stetig ansteigende und abfallende Kontaktkraft.
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Abbildung 3.3: Darstellung der Kraftverla¨ufen von Kontaktkraftmodellen unterschied-
licher Komplexita¨t (a), (b). Zoom der Kontaktkraftverla¨ufe um den Nullpunkt (c), (d).
6In der vorliegenden Arbeit werden adha¨sive Kra¨fte (Popov (2009)) aufgrund von Kleber, Schmie-
rung oder a¨hnlichem nicht beru¨cksichtigt.
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Die U¨bertragungsfunktion kann mit Hilfe des Hystereseda¨mpfungsfaktors
χ =
3 (1− e) k
2 d˙−
, k, e ⊂ p (3.31)
durch
F (d, d˙, p) = k · dn + χ dn d˙ , k, n ⊂ p (3.32)
dargestellt werden. Hierbei beschreibt k, a¨hnlich zum Kelvin-Voigt-Modell, die Feder-
steifigkeit, n den Exponenten der Eindringtiefe, e die Stoßzahl und d˙− die fu¨r jeden
Kontaktvorgang neu zu ermittelnde Kontaktgeschwindigkeit zum Startzeitpunkt des
Kontaktes. Abbildung 3.3 (b) zeigt exemplarisch die Kontaktkraft des Hunt-Crossley-
Modells im Vergleich zum nichtlinearen Federmodell von Hertz (χ = 0). Im direk-
ten Vergleich zu Abbildung (c) ist in der Detaildarstellung (d) zu erkennen, dass die
Kontaktkraft, trotz der Beru¨cksichtigung von Da¨mpfung, bei einem Wert von Null be-
ginnt, stetig ansteigt und abfa¨llt, und dass die Hystereseschleife bei einem Wert von
Null endet. Dies ermo¨glicht eine physikalisch sinnvolle Abbildung bzw. Simulation der
Kontaktkraft. Auf Basis des Hysteresemodells von Hunt und Crossley gibt es eine Viel-
zahl von Modifikationen (Beispielsweise: Lankarani u. Nikravesh (1990), Lankarani u.
Nikravesh (1994)), um das jeweilige gewu¨nschte Modell- bzw. Materialverhalten, be-
schrieben durch Energieverlust wa¨hrend des Kontaktvorgangs, der A¨nderungsrate der
Kontaktkraft sowie der maximalen Eindringtiefe, zu erreichen.
Eines dieser weiterentwickelten Modelle ist das Hysteresekontaktkraftmodell nach
Flores et. al., welches sich fu¨r Kontaktpaare mit unterschiedlichen Elastizita¨ten
eignet (Flores u. a. (2011)). Mit Hilfe des modifizierten Hystereseda¨mpfungsfaktors
χ =
8 (1− e) k
5 e d˙−
, k, e ⊂ p (3.33)
und Gleichung 3.32 kann die U¨bertragungsfunktion durch
F (d, d˙, p) = k · dn ·
[
1 +
8(1− e)d˙
5 e d˙−
]
, k, n, e ∈ p (3.34)
dargestellt werden. Hierbei ist die Interpretation der Kontaktkraftparameter identisch
zu der aus Gleichung 3.31 bzw. 3.32. Wie in Abbildung 3.3 (b) und (d) dargestellt,
zeigt das Modell nach Flores im Vergleich zum Hunt-Crossley Modell einen progressi-
veren Anstieg der Kontaktkraft sowie eine gro¨ßere Hystereseschleife und einen damit
einhergehenden gro¨ßeren Energieverlust wa¨hrend des Kontaktvorgangs. Da die Schiene
(Stahl) und das Rad (Kern: Stahl, Bandage: Polyurethan) eines Achterbahnfahrzeu-
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ges unterschiedliche Elastizita¨ten aufweisen, bietet sich die in Gleichung 3.34 gezeigte
U¨bertragungsfunktion fu¨r die Modellierung der Rad-Schienen-Kontaktkraft an. In der
vorliegenden Arbeit werden somit keine weiteren Hysteresemodelle betrachtet. Ein de-
taillierter Vergleich weiterer Hysteresekontaktkraftelemente ist in Machado u. a. (2012)
zu finden.
3.2.3 Roll-/ Gleitreibungsmodell
Das in den vorherigen Abschnitten eingefu¨hrte Kontaktmodell ermo¨glicht die Simula-
tion von Normalkra¨ften zwischen Rad und Schiene, jedoch nicht die Beru¨cksichtigung
von tangential zum Rad wirkenden Reibkra¨ften und den daraus auf das Rad wirkenden
Reibmomenten. Ebenfalls werden durch die nicht vorhandene Rotation der Radmasse
Coriolis- und Zentrifugalkra¨fte sowie gyroskopische Terme vernachla¨ssigt. Aus diesem
Grund wird im folgenden Abschnitt das eingefu¨hrte Kontaktmodell mit einem Roll-
bzw. Gleitreibungsmodell gekoppelt. Das daraus resultierende Rad-Schiene-Kontakt-
und Reibkraftmodell (im Folgenden Rad-Schiene-Modell) ist Grundlage des in Ab-
schnitt 3.3 gezeigten Gesamtfahrzeugmodells. Abbildung 3.4 zeigt die am Rad-Schiene-
Modell mo¨glichen translatorischen und rotatorischen Geschwindigkeiten. Wa¨hrend das
Rad in Abbildung 3.4 (a) keine Rotationsgeschwindigkeit und somit eine konstante
Orientierung im Verha¨ltnis zu der Schiene besitzt, a¨ndert sich die Orientierung des
Rades in Abbildung (b) im Verha¨ltnis zu Kl aufgrund der A¨nderung von ϕ. Im Falle
˙ˆs
ϕ
Rr Rr
Rl
KrKr
Krot
Krot
Kl
‖ϕ˙‖ = 0 , x˙r = ˙ˆs ‖ϕ˙‖ 6= 0 , x˙r = ˙ˆs
x˙r
(a) (b)
Abbildung 3.4: Nicht rotierendes (a) - rotierendes (b) Rad auf Schienenzylinder
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der Rotation des Rades kann grundsa¨tzlich zwischen den Zusta¨nden
Rollen : y+: ˙ˆs+ ϕ˙ Rr = 0 , y-: ˙ˆs− ϕ˙ Rr = 0 (3.35)
Gleiten : y+: ˙ˆs+ ϕ˙Rr 6= 0 , y-: ˙ˆs− ϕ˙Rr 6= 0 (3.36)
unterschieden werden. Hierbei beschreibt ˙ˆs die auf die Oberfla¨che des Schienenzylin-
ders in Richtung der Symmetrieachse bzw. Tangente projizierte translatorische Mittel-
punktsgeschwindigkeit der Radnabe x˙r (vgl. Gleichung 3.48), ϕ˙ die Rotationsgeschwin-
digkeit und Rr den Radius des Rades. Wie in Abbildung 3.6 (a) dargestellt, liegt im
Fall des Gleitens der Momentanpol M auf einer vertikalen Linie (im Folgenden Mo-
mentanpollinie), die durch die Radnabe und den Radaufstandspunkt (im Folgenden
Kontaktpunkt) verla¨uft und somit im rechten Winkel zum Untergrund steht. Da in
der vorliegenden Arbeit lediglich geschleppte Ra¨der ohne eigenen Antrieb zum Einsatz
kommen, befindet sich der Momentanpol immer unterhalb des Radaufstandspunktes
(Schramm u. a. (2014)). Abbildung 3.5 (a) zeigt die Lage des MomentanpolsM im Fall
des Rollens auf der Momentanpollinie genau im Kontaktpunkt. Aus der Lage des Mo-
mentanpols folgt somit eine kinematische Bindung in Form einer Differentialgleichung
erster Ordnung, welche die Anzahl der Freiheitsgrade des Gesamtsystems verringert,
durch
ϕ˙ =
˙ˆs
R
(3.37)
beschrieben werden kann, und vom Integrator zusa¨tzlich zu den Bewegungsgleichungen
(vgl. Gleichung 3.6) gelo¨st werden muss.
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Abbildung 3.5: Geschwindigkeiten (a) - Kra¨fte und Momente (b) am rollenden Rad
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Abbildung 3.6: Geschwindigkeiten (a) - Kra¨fte und Momente (b) am gleitenden Rad
Abbildung 3.5 (b) zeigt die im Fall des Rollens am Rad und der Radnabe wirkenden
Kra¨fte und Momente. ML beschreibt hierbei ein zu der Rotationsgeschwindigkeit des
Rades proportionales Lagerreibungsmoment, welches durch
ML = −(µL ϕ˙) · ur (3.38)
mit Hilfe des Lagerreibungskoeffizienten µL beschrieben werden kann. ǫ ist die horizon-
tale Verschiebung zwischen Momentanpol- und Wirkungslinie der Normalkraft, welche
beim Rollen durch das Abbremsen und Beschleunigen des Latsches und der daraus re-
sultierende vergro¨ßerten Pressung im vorderen bzw. verkleinerten Pressung im hinteren
Bereich des Latsches zustande kommt (Schramm u. a. (2010)). Hieraus folgt
MR = (FK ǫ) · ur (3.39)
als zusa¨tzliches Moment am rollenden Rad sowie eine Kraft
FR = −
(
MR
Rr
)
· ul (3.40)
auf die Radnabe.
Im Gegensatz dazu werden im Zustand des Gleitens die Freiheitsgrade des Rades
durch keine zusa¨tzliche Bindungsgleichung beschra¨nkt. Durch die Relativgeschwindig-
keit im Kontaktpunkt entsteht jedoch eine tangentiale Reibkraft, welche durch
FR =
0 fu¨r FK = 0−(FR(FK , p)) · ul fu¨r FK 6= 0 (3.41)
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beschrieben werden kann. In der vorliegenden Arbeit wird fu¨r die Berechnung der
Reibkraft das Coulomb’sche (Historischer Verweis: Coulomb (1785)) Reibkraftgesetz
unter der Verwendung des Gleitreibungskoeffizienten µ genutzt, welches sich u¨ber eine
Kraftu¨bertragungsfunktion der Form
FR(FK , p) = µ FK , µ ⊂ p. (3.42)
darstellen la¨sst. Durch die in Abbildung 3.6 (b) dargestellte Parallelverschiebung der
Reibkraft FR auf die Radnabe, kann ein von der Normalkraft abha¨ngiges Moment der
Form
MR = (sign(
˙ˆs+ ϕ˙ R) FR R) · ur (3.43)
auf das Rad erzeugt werden, welches fu¨r eine Rotation des Rades sorgt. Das Lagermo-
ment ML ist identisch zu Gleichung 3.38. Das in der vorliegenden Arbeit genutzte ein-
fache Coulomb’sche Reibkraftmodell ermo¨glicht einen stetigen U¨bergang zwischen den
eingefu¨hrten Zusta¨nden Rollen und Gleiten. Die Untersuchungen komplexerer Reib-
kraftmodelle liegt außerhalb des Fokus der vorliegenden Arbeit, kann jedoch detailliert
in Eickhorn (2012) nachgelesen werden.
3.2.4 Begleitender Schienenzylinder entlang eines Splines
Das in den Abschnitten 3.2.1, 3.2.2 und 3.2.3 eingefu¨hrte Rad-Schiene-Modell ermo¨glicht
die Berechnung einer Kontakt- und Reibkraft zwischen zwei Zylindern, welche durch
die jeweiligen Richtungsvektoren ur und ul sowie die Radien Rr bzw. Rl definiert sind.
ul(s) = tT (s)
Kl
K0
T
sx
y
z
Abbildung 3.7: Interpretation einer Achterbahnschiene mit rotationssymmetrischen
Querschnitt als an einer Bahnkurve T entlang verschiebbarer Zylinder
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Wie in Abbildung 3.7 dargestellt, kann die Schiene einer Achterbahn als Zylinder, wel-
cher sich entlang einer raumfesten Bahnkurve T mit einem von der Bahnkoordinate
s abha¨ngigen Richtungsvektor ul(s) bewegt, interpretiert werden (Malessa u. Kecs-
keme´thy (2012a)). Hierbei ist der Richtungsvektor ul(s) des Schienenzylinders iden-
tisch zum Tangentenvektor tT (s) der Bahnkurve T (vgl. Abschnitt 2.2). Zur genauen
Berechnung des minimalen Abstands (vgl. Gleichung 3.19) muss somit zu jedem Zeit-
punkt der Simulation der Schienenzylinder passend positioniert und somit die Position,
abha¨ngig von der Bahnkoordinate s auf der Bahnkurve ermittelt werden. Hierzu wur-
den in der vorliegenden Arbeit zwei unterschiedliche Ansa¨tze untersucht.
Wie in Abbildung 3.8 (a) dargestellt, nutzt der erste Ansatz eine geometrische
Bindungsgleichung der Form
φ(q, s) = ∆rTlr tT (s) = 0. (3.44)
Hiermit wird zu jedem Zeitschritt der dynamischen Simulation durch ein iteratives
Verfahren (Beispielsweise: Newton-Raphson) ein zur aktuellen Bahnkoordinate s
notwendiger Korrekturwert s⋆ ermittelt, sodass der Verbindungsvektor ∆rlr und der
Tangentenvektor tT (s) der Bahnkurve T einen rechten Winkel einschließen.
tT (s) tT (s)
nT (s)
T T
∆rlr
∆rlr
r˙r
Kr
Kr
Kl Kl
K0
K0
s
s⋆
s˙
˙ˆs
(a) (b)
x
x y
y
z
z
Abbildung 3.8: Positionierung des Schienenzylinders durch: geometrische Bindung (a)
- Differentialgleichung (b)
Als Basis fu¨r den in Abbildung 3.8 (b) gezeigten zweiten Ansatz dient die Projektion der
translatorischen Radgeschwindigkeit auf die Tangente tT (s) der Bahnkurve T (Shabana
u. a. (2004)). Die hierfu¨r notwendige Zeitableitung von Gleichung 3.44 kann durch
∂ φ(q, s)
∂t
= ∆r˙Tlr tT (s) + ∆r
T
lr t˙T (s) = 0 (3.45)
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dargestellt werden. Hierbei kann die entstehende Differenzgeschwindigkeit zwischen
beiden Zylindern durch die translatorische Geschwindigkeit des Rades sowie die Pro-
jektion der Bahngeschwindigkeit mit Hilfe von
∆r˙lr = r˙r − r˙l = r˙r − tT (s) s˙ (3.46)
beschrieben werden. Die notwendige A¨nderung der Tangente la¨sst sich durch
t˙T (s) =
d tT (s)
ds
ds
dt
= κ np s˙ (3.47)
darstellen. Hierbei beschreibt κ die Kru¨mmung der Bahnkurve T (vgl. Abschnitt 2.2).
Aus Gleichung 3.45, 3.46 und 3.47 folgt somit fu¨r die Bahngeschwindigkeit
s˙ = tT (s)
T r˙r ρ→∞
˙ˆs =
tTT (s) r˙r
1−
(
1
ρ −Rl
)
nTp ∆rlr
1
ρ
6= 0 (3.48)
Die in Gleichung 3.48 dargestellte Differentialgleichung erster Art wird a¨hnlich wie
Gleichung 3.37 zusa¨tzlich zu den Bewegungsgleichungen vom Integrator gelo¨st und
sorgt damit fu¨r einen im Rahmen der Integrationstoleranzen bestmo¨glich positionier-
ten Schienenzylinder.
Zu dem Vergleich beider Verfahren wurde in der vorliegenden Arbeit das in Ab-
bildung 3.9 dargestellte vereinfachte Modell einer Starrachse genutzt. Hierbei handelt
es sich um eine an das Koordinatensystem KK angehaftete Masse, welche mit mas-
selosen Sta¨ben an zwei Rad-Schiene-Kontaktelementen ohne Roll- oder Gleitreibung
(vgl. Abschnitt 3.2.1) gekoppelt ist. Die fu¨r die Simulation notwendigen Modellgro¨ßen
des Minimalbeispiels sind in Tabelle 3.1 zusammengefasst. Die Positionen sL und sR
der an die KlR bzw. KlL angehefteten Schienenzylinder werden mit Hilfe der in diesem
Abschnitt eingefu¨hrten Methoden bestimmt.
Gro¨ße Masse Tra¨gheitsmoment Federsteifigkeit Geschw. La¨nge
Formelz. m Θx Θy Θz k s˙c sL/sR
Einheit [Kg] [Kg m2] [Kg m2] [Kg m2] [N/m] [m/s] [m]
Zahlwert 10.0 1.0 1.0 1.0 2000 10 100
Tabelle 3.1: Modellgro¨ßen des Minimalbeispiels
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Abbildung 3.9: Minimalbeispiel: Vergleich Rechenzeit. Positionierung des Schienenzy-
linders durch geometrische Bindung - Integration einer Differentialgleichung
Tabelle 3.2 zeigt die beno¨tigten CPU-Rechenzeiten7 in Abha¨ngigkeit der gewa¨hlten
Integrationstoleranzen fu¨r die vollsta¨ndige dynamische Simulation inklusive der Posi-
tionierung der zwei an KlR bzw. KlL angehefteten Schienenzylinder. Die Kontaktkraft
zwischen Rad (KrR, KrL) und Schiene (KlR, KlL) wird durch das in Abschnitt 3.2.1 dar-
gestellte Rad-Schiene-Kontaktmodell erzeugt. Als U¨bertragungsfunktion F (d, d˙, d¨, p)
wird eine lineare Feder (vgl. Abbildung 3.3 (a)) genutzt. Der Vergleich zeigt, dass der
in Gleichung 3.48 gezeigte, auf einer Differentialgleichung basierende, zweite Ansatz ei-
ne um einen Faktor von ≈ 3−4 ku¨rzere CPU-Rechenzeit fu¨r die Positionierung wa¨hrend
der Simulation beno¨tigt. Des Weiteren ist zu erkennen, dass der Rechenzeitvorteil bei
strengeren Integrationstoleranzen weiter zunimmt. Die Qualita¨t der Positionsbestim-
mung ist bei beiden gewa¨hlten Ansa¨tzen vergleichbar. Aus diesen Gru¨nden wird in der
vorliegenden Arbeit die Positionierung des Schienenzylinders mit Hilfe der in Gleichung
3.48 dargestellten Differentialgleichung realisiert.
Integratortoleranzen Bindung (a) DGL (b) Faktor
# Abs [-] Rel [-] Zeit [s] Zeit [s] (a)/(b)
1 1e-4 1e-4 9.1 2.9 3.13
2 1e-5 1e-5 10.3 3.0 3.43
3 1e-6 1e-6 10.8 3.05 3.54
4 1e-7 1e-7 11.9 3.1 3.84
5 1e-8 1e-8 12.2 3.1 3.94
Tabelle 3.2: Vergleich: Rechenzeit mit geometr. Bindung (a) - Differentialgleichung (b)
7Alle im Folgenden gezeigten Rechenzeiten basieren auf einem Intel(T) Core(TM) i7 − 2640M
CPU @ 2.8GHz Prozessor.
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3.3 Modellierung des genutzten Gesamtfahrzeugmodells
Der folgende Abschnitt beschreibt die Struktur des in der vorliegenden Arbeit genutzten
Fahrzeugmodells. Hierbei wird zuna¨chst auf die Wahl des Bezugssystems und die daraus
resultierende Darstellung der Freiheitsgrade eingegangen. Anschließend daran zeigt der
Abschnitt den Aufbau des Fahrzeugmodells, beginnend bei einer starren Einzelachse
u¨ber die Kopplung dieser zu einem Einzelfahrzeug, bis hin zur Darstellung des in der
vorliegenden Arbeit genutzten Tandemfahrzeuges.
3.3.1 Aufsplittung der Freiheitsgrade fu¨r mo¨gliche Teillinearisierung
Ein starrer ungebundener Ko¨rper K mit Masse und Tra¨gheit besitzt im euklidischen
drei-dimensionalen Raum R3 (im Folgenden R3) im Bezug auf ein globales Koordinaten-
system K0 drei rotatorische und drei translatorische Freiheitsgrade. Wird dieser Ko¨rper
mit einem numerischen Ansatz, welcher auf verallgemeinerten- bzw. Minimalkoordina-
ten (vgl. Abschnitte 3.1.2, 3.1.3) basiert, beschrieben, so ko¨nnen diese Freiheitsgrade als
eine Kombination von drei Schub- und drei Drehgelenken interpretiert werden, welche
sich, wie in Abbildung 3.10 gezeigt, mit einem Vektor der generalisierten Koordinaten
der Form
q
K
=
[
sKx sKy sKz ϕK θK ψK
]T
(3.49)
beschreiben lassen. Daraus folgt, dass die Position und Orientierung von Ko¨rper K in
Abha¨ngigkeit von q
K
durch den Ortsvektor
rK(qK) =
[
sKx sKy sKz
]T
(3.50)
und die Rotationsmatrix8
0
RK(qK) = Rot [x, ϕK ] · Rot [y, θK ] · Rot [z, ψK ] (3.51)
beschrieben werden kann. Die in Abbildung 3.10 gezeigte Beschreibung des starren,
ungebundenen Ko¨rpers K kann genutzt werden, um die Bewegung des in der vorlie-
genden Arbeit simulierten Achterbahnfahrzeugmodells relativ zu K0 zu beschreiben.
Hierbei repra¨sentiert Ko¨rper K im einfachsten Fall das aus Abbildung 3.9 bekannte
8Fu¨r die Reihenfolge der Drehwinkel der Rotationsmatrix wurden zur Veranschaulichung in Glei-
chung 3.51 die Kardan-Winkel gewa¨hlt. Grundlage der in Simulationsumgebung M a a
a a
BILE genutzten
Rotationsmatrizen sind jedoch die Euler-Rodrigues Quaternionen. Zur vereinfachten Darstellung
von Rotationsmatrizen wird im Folgenden allgemein Rot(ϕ, θ, ψ) genutzt.
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Abbildung 3.10: Freiheitsgrade von Ko¨rper K repra¨sentiert durch eine Kombination
von Schub- und Drehgelenken
Modell einer Starrachse, welche sich frei im R3 bewegen kann, sich jedoch aufgrund
der aus den Rad-Schiene-Modell entstehenden Kra¨ften entlang der Schienengeometrie
Tl und Tr bewegt. Bei der Bewegung der Starrachse kann es hierbei aufgrund der Geo-
metrie und der La¨nge der zu modellierenden Achterbahnstrecke vorkommen, dass die
verallgemeinerten Koordinaten Werte im Bereich von
0 m ≤ ‖sKx‖ , ‖sKy‖ , ‖sKz‖ ≤ 1000 m und
0 rad ≤ ‖ϕK‖ , ‖θK‖ , ‖ψK‖ ≤ 2 π rad (3.52)
annehmen. Die fu¨r die im Folgenden durchgefu¨hrte Schwingungsanalyse relevanten Re-
lativbewegungen zwischen Fahrzeug und Schiene, welche aufgrund der Rad-Schiene-
Kontakte entstehen, ko¨nnen hierbei im Vergleich zu den in Gleichung 3.52 gezeigten
Dimensionen um einen Faktor von bis zu 10000 geringer ausfallen und somit in den ver-
allgemeinerten Koordinaten q
K
schwer zu identifizieren sein. Daru¨ber hinaus muss der
Gro¨ßenunterschied bei der Wahl der Toleranzen des Integrationsverfahrens beru¨cksich-
tigt werden und kann zu einer schlechten Balance zwischen Ergebnisgu¨te und Rechen-
zeit fu¨hren. Aus diesem Grund werden, wie in Abbildung 3.11 (a) dargestellt, in der
vorliegenden Arbeit die Relativbewegungen nicht auf das globale Koordinatensystem
K0, sondern auf ein lokales auf einer weiteren Bahnkurve Tc (im Folgenden Center-
Spline) mitgefu¨hrtes Koordinatensystem Kb bezogen (Sugiyama u. Shabana (2007)).
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Abbildung 3.11: Anbindung eines starren Ko¨rpers K an den Center-Spline (a) - to-
pologisches Modell der Anbindung (b) - Zusammenfassung des topologischen Modells
(c)
Dies ermo¨glicht eine Unterteilung der generalisierten Koordinaten von Ko¨rper K in
q
K
=
[
qT
b
qT
∆
]T
(3.53)
mit
q
b
=
[
sb
]
und q
∆
=
[
s∆y s∆z ∆ϕK ∆θK ∆ψK
]T
(3.54)
in den Intervallen
0 m ≤ ‖sb‖ ≤ 1000 m,
0 rad ≤ ‖ϕb(sb)‖ , ‖θb(sb)‖ , ‖ψb(sb)‖ ≤ 2 π rad,
0 m ≤ ‖s∆y‖ , ‖s∆z‖ ≤ 0.1 m und
0 rad ≤ ‖∆ϕK‖ , ‖∆θK‖ , ‖∆ψK‖ ≤ 0.1 π rad. (3.55)
Aus der Unterteilung folgt, dass der Ortsvektor zu Ko¨rper K mit zwei Vektoren in
Abha¨ngigkeit von den generalisierten Koordinaten q
b
und q
∆
durch
rK(qb,∆q) = rb(qb) + ∆r(q∆) (3.56)
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dargestellt werden kann. Die Relativbewegungen von Ko¨rper K ko¨nnen somit relativ
zu Kb dargestellt werden und sind im in Kb zerlegten Vektor
∆br(q
∆
) =
 0s∆y
s∆z
 (3.57)
isoliert. Ebenfalls kann durch die Unterteilung der generalisierten Koordinaten die Ori-
entierung von Ko¨rper K durch zwei Rotationsmatrizen der Form
0
RK(qb, q∆) =
0
Rb(qb) ·∆R(q∆). (3.58)
dargestellt werden. Die Relativorientierungen sind somit in
∆R(q
∆
) = Rot(∆ϕ,∆θ,∆ψ) (3.59)
enthalten.
Die dargestellte Unterteilung ermo¨glicht eine von der Bahngeometrie und Schie-
nenla¨nge unabha¨ngige Analyse der generalisierten Koordinaten q
∆
. Durch eine Teil-
linearisierung der im Verha¨ltnis zu q
b
sehr kleinen Werte von q
∆
kann eine weitere
Rechenzeitersparnis erreicht werden (vgl. Kapitel 6). Die in Abbildung 3.11 (b) und
(c) dargestellten topologischen Modelle dienen zur vereinfachten Darstellung der im
Folgenden gezeigten Fahrzeugkinematik.
3.3.2 Fahrzeugachse
Die im vorherigen Abschnitt gezeigte Methodik ermo¨glicht die Anbindung von Ko¨rpern
an den Center-Spline und somit eine dynamische Simulation entlang einer beliebigen
Bahngeometrie bestehend aus Tc, Tl und Tr (vgl. Abschnitt 2.4). Wie in Abbildung
3.12 (a) gezeigt, ist die hierzu genutzte Fahrzeugachse eine Erweiterung der aus Ab-
bildung 3.9 bekannten Starrachse. Aufgrund der an einem Radschild jeweils paarweise
angeordneten Ra¨der oberhalb (im Folgenden Laufra¨der), unterhalb (im Folgenden Ge-
genra¨der) und seitwa¨rts (im Folgenden Seitenra¨der) der Schiene umfasst die Achse die
Schiene und wird somit auch in Streckenabschnitten mit komplexen dreidimensionalen
Trajektorien auf der Schiene gehalten. Die in Abbildung 3.12 gezeigten Winkel αR und
αL ermo¨glichen eine separate Verdrehung der Radschilder relativ zur Starrachse und
somit eine zwangfreie Bewegung selbst bei unterschiedlichen Kru¨mmungen der Trajek-
torien Tl und Tr. Die Anzahl der Freiheitsgrade der in Abbildung 3.12 (a) abgebildeten
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Abbildung 3.12: Skizze (a) - topologisches Modell (b) einer Fahrzeugachse mit Rad-
schildern. Detaildarstellung eines Radschilds mit Lauf-, Seiten- und Gegenra¨dern (c)
vollsta¨ndigen Fahrzeugachse betra¨gt somit acht. Mit den weiteren Freiheitsgraden fu¨r
jedes rotierende Rad besitzt die Massenmatrix (vgl. Gleichung 3.6) der Fahrzeugachse
inklusive beider Radschilder somit eine Gro¨ße von 20 x 20. Hierzu kommen weitere zwo¨lf
Differentialgleichungen zur Positionierung der zu jedem Rad geho¨renden Schienenzy-
linder (vgl. Gleichung 3.48). Je nach Zustand (Rollen / Gleiten) jedes Rades mu¨ssen
bis zu sechs weitere Differentialgleichungen (vgl. Gleichung 3.37) vom Integrator gelo¨st
werden. Somit liegt, abha¨ngig vom Zustand, die Anzahl der zu integrierenden Differen-
tialgleichungen fu¨r jede vollsta¨ndige Fahrzeugachse inklusive Radschildern zwischen 32
und 38.
3.3.3 Kopplung von Fahrzeugachsen
In der Realita¨t besteht ein Achterbahnfahrzeug aus zwei oder mehr Achsen, die durch
ein Chassis, welches Platz fu¨r die Passagiere bietet, gekoppelt wird. Um die Kopp-
lung mit dem in der vorliegenden Arbeit gewa¨hlten numerischen Ansatz zu realisieren,
ko¨nnen grundsa¨tzlich zwei verschiedene Ansa¨tze verfolgt werden. Bei dem in Abbildung
3.13 (a) gezeigten Modell wird die vordere zweite Achse u¨ber ein Chassis, bestehend
aus drei Drehgelenken sowie einer starren Verbindungsstange mit Masse und Tra¨gheit,
mit der hinteren Achse gekoppelt und so als offene Schleife bzw. in Baumstruktur
(Kecskemethy u. Hiller (1993)) dargestellt. Das so entstehende Fahrzeugmodell kann
ohne weitere Modifikationen in die in der vorliegenden Arbeit genutzte Simulationsum-
gebung M a a
a a
BILE (vgl. Abschnitt 3.1.3) implementiert werden. Das in Abbildung 3.13
(b) dargestellte topologische Modell zeigt vereinfacht die zusa¨tzlichen Freiheitsgrade
54 3 Grundlagen der Modellbildung von Mehrko¨rpersystemen
αR αR
αL
αL
αR2
αR2
αL2
αL2
KK
2
K
K
2KK KK
KL
KL
KR
KR
KR2
KR2
KL2
KL2
Kc
Kc
K
c
(a)
(b) (c)
q
K
q
K
q
K2
α1
α1
α1
α2
α2
α2
α3
α3
α3
Tl Tc
Tr
K0
Kb
L
x
y
z
Abbildung 3.13: Kopplung von Achsen: Skizze der gekoppelten Achsen (a) - topologi-
sches Modell der gekoppelten Achsen mit offener (b) - geschlossener Schleife (c)
der durch ein Chassis gekoppelten Fahrzeugachsen.
Im Gegensatz zu der zuvor beschriebenen Modellierung in Baumstruktur kann die
vordere Achse auch u¨ber ein zweites Bezugssystem Kb2 an den Center-Spline Tc ge-
koppelt werden (vgl. Abbildung 3.11). Durch die Verbindung beider Achsen mit dem
Chassis entsteht dann das in Abbildung 3.13 (c) gezeigte topologische Modell mit einer
geschlossene Schleife L, welche in der genutzten Simulationsumgebung M a a
a a
BILE ge-
sondert beru¨cksichtigt werden muss. Um das geschlossene Modell simulieren zu ko¨nnen,
muss zuna¨chst durch einen Schnitt ein System mit Baumstruktur bzw. offener Schleife
erstellt werden. Das so entstehende Modell kann dann im ersten Schritt wie ein offenes
System behandelt werden. Im zweiten Schritt muss dann in jedem Integrationsschritt
durch eine dem Schnitt entgegenwirkende Schließbedingung der urspru¨ngliche Zustand
des geschlossenen Systems wieder hergestellt werden. Die Beru¨cksichtigung der zusa¨tz-
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lichen Schließbedingung erho¨ht die Anzahl der notwendigen Iterationen. Zum Vergleich
beider Modelle wird das aus Abschnitt 3.2.4 bekannte Modell einer einfachen Starr-
achse genutzt und mit den beiden in diesem Abschnitt beschrieben Ansa¨tze zu einem
Fahrzeugmodell mit zwei Starrachsen und einem einfachen masselosen Chassis ohne
weitere Freiheitsgrade erweitert. Zur Lo¨sung der notwendigen Schließbedingung wird
ein implizites Lo¨sungsverfahren (Routine: HYBRJ aus MINPACK (More´ u. a. (1980)) ge-
nutzt. Als Trajektorie dienen, wie in Abschnitt 3.2.4, zwei 100 m lange Geraden. Der
Vergleich in Tabelle 3.3 zeigt deutlich, dass unabha¨ngig von den gewa¨hlten Toleran-
zen, die im geschlossenen Modell zusa¨tzlich zu beru¨cksichtigende Schließbedingung die
Lo¨sung der Modellgleichungen, selbst im Falle des stark vereinfachten Fahrzeugmo-
dells um ≈ 20% verlangsamt. Aus diesem Grund werden in der vorliegenden Arbeit
alle Einzelfahrzeug- sowie das im Folgenden gezeigte Tandemmodell des Achterbahn-
fahrzeuges in Baumstruktur bzw. als offene Schleifen ohne zusa¨tzliche Schließbedin-
gungen ausgefu¨hrt. Fu¨r eine detaillierte Beschreibung von geschlossenen Systemen sei
auf Woernle (2011) verwiesen.
Unabha¨ngig von der gewa¨hlten Modellierung ermo¨glichen die in Abbildung 3.13
gezeigten zusa¨tzlichen Freiheitsgrade α1, α2 und α3 des Chassis eine Lenkbewegung
der Vorderachse sowie eine Schwenkbewegung der Vorder- und Hinterachse relativ zu
einander. Dies ermo¨glicht das Befahren von komplexen dreidimensionalen Trajektorien.
Die Anzahl der Freiheitsgrade des dargestellten Fahrzeugmodells betra¨gt nun 13. Hier-
zu kommen weitere zwo¨lf fu¨r jedes rotierende Rad der vorderen Achse. Somit steigt die
Gro¨ße der Massenmatrix auf 37 x 37. Hierzu kommen weitere Differentialgleichungen
fu¨r die Positionierung der Schienenzylinder bzw. fu¨r rollende Ra¨der. Somit liegt die
Anzahl der zu integrierenden Differentialgleichungen zwischen 61 und 73.
Integratortoleranzen Geschlossene Schleife (a) Offene Schleife (b) Faktor
# Abs [-] Rel [-] Zeit [s] Zeit [s] (a)/(b)
1 1e-4 1e-4 5.51 4.67 1.18
2 1e-5 1e-5 7.13 6.0 1.19
3 1e-6 1e-6 7.38 6.21 1.19
4 1e-7 1e-7 7.85 6.77 1.16
5 1e-8 1e-8 8.03 6.8 1.18
Tabelle 3.3: Vergleich: Rechenzeit fu¨r Fahrzeugmodell als geschlossene- (a) - offene (b)
Schleife
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3.3.4 Kopplung von Fahrzeugen
Zwei der im vorherigen Abschnitt gezeigten Einzelfahrzeuge ko¨nnen mit Hilfe einer
Koppelstange so verbunden werden, dass das in Abbildung 3.14 (a) schematisch dar-
gestellte Tandemfahrzeug entsteht. Die zusa¨tzlichen fu¨nf Freiheitsgrade γ1 bis γ5 der
Koppelstange ermo¨glichen eine unabha¨ngige Verdrehung der beiden Fahrzeuge um die
Hoch-, La¨ngs- und Querachse. Somit wird durch die Koppelstange ein konstanter Ab-
stand zwischen den Anlenkpunkten der beiden Fahrzeugen eingehalten. Abbildung 3.14
(b) zeigt die topologische Struktur des in der vorliegenden Arbeit genutzten Tandem-
fahrzeuges mit 25 Freiheitsgraden. Es sei darauf hingewiesen, dass die zur Simulation
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Abbildung 3.14: Skizze (a) - topologisches Modell (b) der gekoppelten Einzelfahrzeuge
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notwendigen Massen sowie Tra¨gheiten der Achsen, Chassis sowie der Koppelstange aus
realen Messungen9 bzw. mit Hilfe von CAD Programmen aus 3D Konstruktionszeich-
nungen abgeleitet wurden.
3.4 Auswahl eines geeigneten Integrationsverfahrens
Achterbahnkonstruktionen mit einer Schienenla¨nge von u¨ber einem Kilometer und dar-
aus resultierenden Fahrzeiten von u¨ber 100 Sekunden geho¨ren heutzutage weltweit zum
Standard (www.coastersandmore.de). Unter Beru¨cksichtigung realer Anfangsbedingun-
gen sowie Luftwiderstands- und Reibungsparameter der Ra¨der ist die Geschwindigkeit
und die daraus resultierende Simulationszeit eines Achterbahnfahrzeugmodells nahe-
zu identisch zur Realita¨t. Im Vergleich zu Standard-Mehrko¨rpersimulationsanwendun-
gen wie beispielsweise der kinematischen und dynamischen Simulation von Kraftfahr-
zeugradaufha¨ngungen (Schramm u. a. (2010)), die lediglich wenige Sekunden dauern,
ist die oben genannte Integrationszeit von 100 Sekunden u¨berdurchschnittlich lang und
kann bei der Wahl eines nicht passenden Integrationsverfahrens mit ansteigender Inte-
grationszeit zu erheblichen Fehlern in den Ergebnissen fu¨hren. Diese entstehen durch
den toleranzabha¨ngigen Integrationsfehler sowie durch die Verletzung der mechanischen
Energiebilanz aufgrund der hohen Anzahl an Kontakten zwischen Rad und Schiene.
Im Folgenden soll zuna¨chst anhand eines Minimalbeispiels der Einfluss des gewa¨hlten
Integrationsverfahrens auf die Qualita¨t der Simulationsergebnisse untersucht werden.
3.4.1 Integration mit variabler und fester Schrittweite
Zur Lo¨sung von Anfangswertproblemen der Form
f(t, y) = y˙ mit y(t0) = y0 (3.60)
ko¨nnen verschiedene Integrationsansa¨tze verfolgt werden. Integrationsverfahren mit va-
riabler Schrittweite ko¨nnen bei einfachen Simulationsanwendungen zu einem erhebli-
chen Rechenzeitvorteil gegenu¨ber Verfahren mit konstanten Schrittweiten fu¨hren. Bei
geringer A¨nderung der generalisierten Koordinaten bzw. deren Ableitungen kann das
Verfahren mit verha¨ltnisma¨ßig großen Schrittweiten die A¨nderungen der Systemglei-
chungen berechnen, ohne die vorgegeben Integrationstoleranzen zu verletzen. Eine ab-
rupte A¨nderung der generalisierten Koordinaten, die beispielsweise durch einen Stoß
9Aus internem Bericht der Maurer AG.
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entstehen kann, erfordert jedoch im Umkehrschluss, dass der Stoßzeitpunkt sehr genau
ermittelt werden muss, wozu weitere Iterationen notwendig sind. Der in der vorliegen-
den Arbeit genutzte Adams-Moulton-Integrationsansatz kann durch
yn+1 = yn + h
q∑
j=0
bj f(tn−j, yn−j) (3.61)
mit Hilfe der variablen Schrittweite h sowie
bj =
(−1)j
j!(q − j)!
∫ 1
0
q∏
i=0,i 6=j
(u+ i) du, j = 0, . . . , q (3.62)
beschrieben werden10 (Hairer u. a. (2009)). q11 beschreibt hierbei die Ordnung des Ver-
fahrens und somit die Anzahl der zu beru¨cksichtigenden bereits bekannten Ergebnisse
aus vorherigen Zeitschritten. Im Gegensatz hierzu kann das Anfangswertproblem aus
Gleichung 3.60 durch ein Verfahren mit fester Schrittweite gelo¨st werden. Im einfachsten
Fall ist dies das Euler-Verfahren, welches lediglich die erste Ableitung der vorherigen
Lo¨sung sowie die Schrittweite h beru¨cksichtigt
yn+1 = yn + h f(tn, yn). (3.63)
Wa¨hrend bei Verfahren mit variabler Schrittweite die Gesamtdauer der Berechnung a
priori nicht bestimmt werden kann, ist die Rechenzeit bei Verfahren mit fester Schritt-
weite vorher bekannt. Dieser Vorteil wird oft in Echtzeitanwendungen genutzt (Popovici
u. Mosterman (2012)). Zu klein gewa¨hlte feste Schrittweiten bu¨ßen wiederum den Vor-
teil der schnelleren Rechenzeit ein. Um dies genauer zu untersuchen, wird im Folgenden
ein Minimalbeispiel mit beiden gezeigten Ansa¨tzen gelo¨st. Hierbei handelt es sich um
eine homogene Kugel mit den in Tabelle 3.4 gezeigten Eigenschaften, die aus einer
Ho¨he von 2 Metern fallen gelassen wird und bei Kontakt mit dem Boden eine lineare
Kontaktkraft erfa¨hrt.
Gro¨ße Masse Tra¨gheitsmoment Federsteifigkeit Simulationszeit Radius
Formelz. m Θx,y,z k t r
Einheit [Kg] [Kg m2] [N/m] [s] [m]
Zahlwert 1.0 2.0 1000000 100 0.15
Tabelle 3.4: Modellgro¨ßen des Minimalbeispiels: Kugel
10Zur Vermeidung von Inkonsistenzen wurde das im Original genutzte s durch i ersetzt.
11In diesem Zusammenhang keine verallgemeinerte Koordinate
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Abbildung 3.15: Minimalbeispiel: Vergleich von Rechenzeit und Energiefehler mit (a)
variabler - (b) fester Schrittweite
Zur Bestimmung des in Abbildung 3.15 und Tabelle 3.5 gezeigten Energiefehlers wird
der Energieunterschied (kinetische und potentielle Energie) zum Zeitpunkt t0 = 0s und
tend = 100s durch
∆E =
∥∥∥∥E(tend)− E(t0)E(t0)
∥∥∥∥ ∗ 100% (3.64)
bestimmt. Wie in Zeile 3 und 4 der Tabelle deutlich zu erkennen, muss eine feste Schritt-
weite von 1e−6 bzw. 1e−7 gewa¨hlt werden, um einen in der Gro¨ßenordnung a¨hnlichen
Energiefehler im Vergleich zum Ansatz mit variabler Schrittweite zu erhalten. Dies
resultiert in einer um eine von Faktor von bis zu 1807 ho¨heren Rechenzeit. A¨hnliche
Zeitfaktoren der Rechenzeit im Vergleich von variablen und konstanten Schrittwei-
ten konnten mit einem Einzelfahrzeugmodell (vgl. Abschnitt 3.3.3) auf einer ebenen
Kreisbahn mit einem Radius von 20 Metern und zufa¨llig erzeugten Schienenabweichun-
gen nachgebildet werden (Malessa u. Kecskeme´thy (2012b), Malessa u. Kecskeme´thy
(2012a)). Aufgrund der enormen Rechenzeitunterschiede wird von der Nutzung eines
Integrationsverfahrens mit fester Schrittweite in der vorliegenden Arbeit abgesehen.
(a) Variable Schrittweite (b) Feste Schrittweite Zeitfaktor
# Abs. [-] Rel [-] Zeit [s] ∆E[%] Schrittw. [s] Zeit [s] ∆E [%] (b)/(a)
1 - - - - 1e-4 8.61 2285.9 -
2 - - - - 1e-5 50.26 87.86 -
3 1e-4 1e-4 2.85 14.76 1e-6 512.63 7.47 179.87
4 1e-5 1e-5 2.82 0.1756 1e-7 5095.63 0.73 1806.96
5 1e-6 1e-6 2.82 0.014 - - - -
6 1e-7 1e-7 2.83 0.016 - - - -
Tabelle 3.5: Vergleich: Rechenzeit und Energiefehler variable (a) - feste (b) Schrittweite
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3.4.2 Integration mit variabler Schrittweite mit und ohne Ereignis-Steuerung
Zur Verringerung des Energiefehlers und daraus resultierender Verbesserung der
Simulationsergebnisse kann im Vergleich zum vorherigen Abschnitt ein Integrationsver-
fahren mit variablen Schrittweiten und zusa¨tzlicher Ereignis12-Steuerung (Petzold u.
Hindmarsh (2005)) genutzt werden. Hierbei werden neben der Integration der System-
gleichungen vorher definierte zusa¨tzliche Null-Funktionen13 auf ihre jeweiligen Null-
durchga¨nge u¨berwacht (Routine: Lsodar aus ODEPACK, Hindmarsh u. Petzold (2005)).
Bei dem Nulldurchgang einer Null-Funktion wird die Integration automatisch gestoppt
und die exakten Werte der Systemvariablen zum Durchgangszeitpunkt iterativ be-
stimmt. Hiernach wird die Integration mit den exakt bestimmten Werten der System-
variablen neu gestartet. Als zu u¨berwachende Funktion dient im Minimalbeispiel der
Abstand zwischen Kugeloberfla¨che und Boden (vgl. Gleichung 3.19). Tabelle 3.6 zeigt in
Abha¨ngigkeit der Integrationstoleranz die Simulationsergebnisse des Minimalbeispiels.
Hierbei ist deutlich zu erkennen, dass die zusa¨tzlich zu u¨berwachende Funktion die
Integrationszeit lediglich um einen Faktor von 0.02 erho¨ht und somit zu vernachla¨ssi-
gen ist. Ebenfalls zeigt sich deutlich, dass durch die genaue Detektion des Kontakt-
zeitpunkts der Energiefehler um einen Faktor von bis zu 9 verkleinert werden kann.
Lediglich bei Toleranzen unterhalb von 1e−7 zeigen sich nahezu identische Energie-
fehler. Ein a¨hnliches Verhalten ist ebenfalls bei komplexeren Modellen zu beobachten.
Das aus Abschnitt 3.3.3 bekannte Einzelfahrzeugmodell zeigt mit ereignisgesteuertem
Integrator bei gro¨ßeren Toleranzen einen um den Faktor 10 kleineren Energiefehler.
Ab einer Toleranz von 1e−9 ist der Unterschied ebenfalls vernachla¨ssigbar gering (Ma-
lessa u. Kecskeme´thy (2012c)). Im Gegensatz zum Minimalbeispiel zeigt sich, dass die
Rechenzeit bei komplexeren Modellen mit Kontakten zwischen verschiedenen Ko¨rpern
Toleranz (a) Ohne Events (b) Mit Events Zeitfaktor Energiefaktor
# Abs. [-] Rel [-] Zeit [s] ∆E[%] Zeit [s] ∆E [%] (a)/(b) (a)/(b)
1 1e-4 1e-4 2.85 14.76 2.9 2.65 0.98 5.57
2 1e-5 1e-5 2.82 0.1756 2.89 0.02 0.98 8.78
3 1e-6 1e-6 2.82 0.014 2.9 0.0075 0.97 1.87
4 1e-7 1e-7 2.83 0.016 2.88 0.015 0.98 1.07
5 1e-8 1e-8 2.94 0.00019 2.89 0.00016 1.02 1.19
Tabelle 3.6: Vergleich: Rechenzeit und Energiefehler ohne (a) - mit (b) Ereignis-
Steuerung
12
”
engl:. Event“
13
”
engl.: Zero-Function“
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positiv durch die Ereignis-Steuerung beeinflusst wird und u¨ber den gesamten Toleranz-
bereich um einen Faktor von 1.6 bis 2.7 verku¨rzt ist. Die verringerte Rechenzeit folgt
aus der fu¨r den Integrator besser planbaren variablen Schrittweite, welche sonst beim
Nulldurchgang zu wiederholten Schrittweitenverringerungen fu¨hrt. Die durchgefu¨hrten
Untersuchungen zeigen deutlich, dass sich ein ereignisgesteuertes Integrationsverfahren
bei komplexeren Modellen positiv auf den Energiefehler wie auch auf die Rechenzeit
auswirkt. Aus diesem Grund ist der genutzte Lsodar Integrator mit Ereignis-Steuerung,
Grundlage aller in Kapitel 4 und 5 gezeigten Simulationsergebnisse.
3.5 Kinetostatische Grundobjekte zur objektorientierten
Schwingungssimulation von Achterbahnfahrzeugen
Der folgende Abschnitt zeigt die kinetostatischen Grundobjekte zur objektorientier-
ten Modellierung von Achterbahnfahrzeugen. Der Abschnitt beginnt mit einem einfa-
chen Rad-Schiene-Kontaktmodell, dieses wird anschließend zu dem in der vorliegenden
Arbeit genutzten Rad-Schiene-Modell erweitert. Der Abschnitt schließt mit einer Be-
trachtung des zur Simulation des Schienenzylinders notwendigen Curve-Joint (Ta¨ndl
(2009)).
3.5.1 MoCylindricalContactElement
Abbildung 3.16 zeigt das aus zwei Blo¨cken bestehende kinetostatische U¨bertragungsele-
ment
”
MoCylindricalContactElement“ des reibungsfreien Rad-Schiene-Kontaktes (vgl.
Abschnitt 3.2.1). Im ersten Block
”
MoChordCylinderCylinder“ wird aus den Einheits-
vektoren der Symmetrieachse der Abstand d zwischen beiden Zylindermantelfla¨chen
sowie die erste und zweite zeitliche Ableitung bestimmt. Im zweiten Block
”
MoContact-
ForceElement“ wird aus diesen Gro¨ßen mit Hilfe der gewa¨hlten U¨bertragungsfunktion
sowie einem Parametervektor p (vgl. Abschnitt 3.2.2) der Betrag
λ = fλ(d, d˙, d¨, p) = F (d, d˙, d¨, p) (3.65)
der Kontaktkraft berechnet. Die Kontaktkraft wird dann durch die Jacobi-Matrix des
ersten Blocks in Form von Kraft- und Momentenvektoren auf die Schiene (Kl) so-
wie das Rad (Kr) verteilt. Wie in der Abbildung dargestellt, wird der letzte Block
in einer U¨bertragungskette immer als Blattelement (Kecskeme´thy (1993)) ausgelegt.
Unter Verwendung des Geschwindigkeits- bzw. Kraftwinders (vgl. Gleichung 3.10) so-
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Abbildung 3.16: Kinetostatisches U¨bertragungselement: MoCylindricalContactElement
wie Gleichung 3.12 kann mit Hilfe der Jacobi-Matrix Jq die Geschwindigkeit- sowie
Kraftu¨bertragung durch
d˙ = Jq
[
ωTl v
T
l ω
T
r v
T
r
]T
(3.66)
bzw. [
τTl f
T
l
τTr f
T
r
]
= Jq
T λ (3.67)
beschrieben werden. Die Jacobi-Matrix kann mit ul, ur und n˜ aus Abschnitt 3.2.1 und
α =
[
1
n˜
· [ul × (ur ×∆rlr)]− A · [ul × (ur × n˜)]
]
(3.68)
β =
[
1
n˜
· [(ul ×∆rlr)× ur)]− A · [(ul × n˜)× ur)]
]
(3.69)
A =
nT ∆rlr
n˜T n˜
(3.70)
durch
Jq =
[
αT − nT βT nT
]
(3.71)
beschrieben werden.
3.5.2 MoCylindricalContactAndFrictionElement
Abbildung 3.17 zeigt das auf dem vorherigen Abschnitt basierende U¨bertragungsele-
ment
”
MoCylindricalContactAndFrictionElement“ des Rad-Schiene-Modells mit Roll-
reibung. Aufgrund des objektorientierten Aufbaus der Simulationsumgebung M a a
a a
BILE
kann das zuvor dargestellte
”
MoCylindricalContactElement“ ohne weitere Anpassung
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Abbildung 3.17: Kinetostatisches U¨bertragungselement: MoCylindricalContactAndF-
rictionElement im Zustand Rollen
zur Berechnung der Rad-Schiene-Kontaktkraft λ genutzt werden. Diese wird nun zusa¨tz-
lich im
”
MoFrictionForceElement“ zur Berechnung der Reibkraft bzw. dem Reibmo-
ment (vgl. Gleichung 3.39, 3.40) genutzt und durch die Jacobi-Matrix von
”
MoRota-
tingWheel“ auf die Radnabe bzw. das Rad verteilt[
τ r
f
r
]
= JTq ·
[
τRot
f
Rot
]
. (3.72)
Fu¨r die Translations- und Rotationsgeschwindigkeit des Rades folgt somit[
ωRot
vRot
]
= Jq
[
ωr
vr
]
. (3.73)
Die fu¨r beide U¨bertragungen notwendige Jacobi-Matrix kann mit Hilfe von Gleichung
3.48 durch
Jq =

I
uTl[
1−
(
1
ρ −Rl
)
nTp ∆rlr
]
Rr
0 I
 (3.74)
beschrieben werden.
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Abbildung 3.18: Kinetostatisches U¨bertragungselement: MoCylindricalContact-
AndFriction im Zustand Gleiten
Im Gegensatz hierzu zeigt Abbildung 3.18 das U¨bertragungselement
”
MoCylindrical-
ContactAndFrictionElement“ des Rad-Schiene-Modells mit Gleitreibung. Wie in der
Abbildung zu erkennen ist, ist der Drehwinkel ϕ des Rades als zusa¨tzlicher Freiheits-
grad des Systems beru¨cksichtigt und la¨sst sich zusa¨tzlich zu den Geschwindigkeiten
durch [
ωRot
vRot
]
= Jq
 ωrvr
ϕ˙
 (3.75)
u¨bertragen. Die zwischen Radnabe und Rad wirkenden Kra¨fte und Momente (vgl.
Gleichung 3.42, 3.43) u¨bertragen sich somit durch τ rf
r
Qr
 = JTq ·
[
τRot
f
Rot
]
. (3.76)
Die hierfu¨r notwendige Jacobi-Matrix kann mit Hilfe der Rotationsachse dargestellt
werden.
Jq =
[
0 0 ur
0 I 0
]
(3.77)
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3.5.3 MoCurveJoint
Der folgende Abschnitt zeigt eine kurze Einfu¨hrung in das fu¨r die Positionierung des
Schienenzylinders notwendige Curve-Joint. Alle dargestellten Abbildungen und Glei-
chungen sind hierbei aus Ta¨ndl (2009) entnommen. Abbildung 3.19 zeigt das Modell
und das kinetostatische U¨bertragungselement eines Curve-Joint. Die Geschwindigkeits-
und Kraftu¨bertragung kann hierbei mit Hilfe der Jacobi-Matrizen Jg und Js durch[
ω2
v2
]
= Jg
[
ω1
v1
]
+ Js s˙ (3.78)
und  τ 1f
1
Qs
 = [ JTg
J
T
][
τ 2
f
2
]
(3.79)
beschrieben werden. Dabei ist Jg die so genannte Starrko¨rper-Jacobi-Matrix, welche
die Geschwindigkeiten und Kra¨fte zwischen K1 und K2 u¨bertra¨gt und durch
Jg =
[
∆RT 0
−∆RT∆˜r ∆RT
]
(3.80)
dargestellt werden kann. ∆˜r ist hierbei die schiefsymmetrische Matrix aus dem Diffe-
renzvektor.
K1
K1
K0
K2K2
s
s∆r
r1
r2
∆R
R2
R1
input output
motion transm.
force transm.
”
curve joint“
Qs
τ 1, f 1
τ 2, f 2
Abbildung 3.19: Modell und kinetostatisches U¨bertragungselement eines Curve-Joint
(nach Ta¨ndl (2009))
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Die zweite Jacobi-Matrix Js sorgt fu¨r eine U¨bertragung der Pfadgeschwindigkeit (Bahn-
geschwindigkeit) s˙ auf das Curve-Joint-Koordinatensystem K2.
Js =
[
u
t
]
(3.81)
Hierbei beschreibt u den Darbouxvektor und t die Tangente (vgl. Abschnitt 2.2) an
der jeweiligen Stelle s der Raumkurve.
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4 Analyse der Methoden zur Modellierung von
Schienenabweichungen
Das folgende Kapitel zeigt zuna¨chst verschiedene Methoden zur Analyse von Schwin-
gungen. Dargestellt wird die Analyse im Zeit- und Frequenzbereich sowie mit Hilfe
der Rainflow-Methode. Anschließend werden Simulationsergebnisse des im vorherigen
Kapitel eingefu¨hrten Tandemfahrzeugmodells analysiert. Zur Modellierung der Schie-
nenabweichungen werden zuna¨chst interpolierende Verfahren aus Kapitel 2 genutzt.
Darauf folgt eine detaillierte Untersuchung des Gla¨ttungsfaktor S zur Approximation
der Schienenabweichungen. Das Kapitel schließt mit einer Analyse der daraus resultie-
renden Simulationsergebnisse.
4.1 Methoden zur Analyse von Schwingungen
Fu¨r die Analyse bzw. den Vergleich von Signalen ist aus der Literatur eine Vielzahl von
unterschiedlichen Verfahren bekannt. Im Zeitbereich kann zur Untersuchung der U¨ber-
einstimmung die Summe der Fehlerquadrate (Papula (2004), Duda u. a. (2001)) bzw.
eine Erweiterung dieser mit gewichteten Einflussfaktoren verschiedener Eigenschaften
(Sukalkar (2009), Malessa (2010)) genutzt werden. Fu¨r die Analyse im Frequenzbereich
kann auf Standardmethoden wie die Fast-Fourier-Transformation (Lunze (2002)) oder
die spektrale Leistungsdichte (Brigham (1997)) zuru¨ckgegriffen werden. Eine weitere
Mo¨glichkeit zum Vergleich von Schwingungsamplituden und Schwingungsmittelwerten
bietet die im Anschluss vorgestellte Rainflow-Analyse (Jenne u. a. (2012)).
4.1.1 Summe der Fehlerquadrate
Grundlage der Berechnung der Summe der Fehlerquadrate sind u¨ber die Zeit t darge-
stellte Signale y1(t) und y2(t). Diese ko¨nnen entweder Mess- bzw. Simulationsergebnisse
oder zufa¨llig erstellte Testsignale, welche beispielsweise durch
yi(t) = Ai + (a1i sin(2π f1i t) + b1i cos(2π f2i t) + err) (4.1)
mit den in Tabelle 4.1 angegebenen Konstanten und einer zu definierenden Schrittweite
beschrieben sind, sein. err ist hierbei eine zufa¨llig generierte Messabweichung (White-
Noise) mit einem Mittelwert von Null. Zur Bestimmung der Abweichung beider Kurven
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A1[m] a11[m] b11[m] f11[Hz] f12[Hz]
10 3.5 2.5 100 75
A1[m] a21[m] b21[m] f21[Hz] f22[Hz]
11 2.5 3.5 50 25
Tabelle 4.1: Variablen fu¨r Beispielfunktionen
werden die Funktionswerte beider in Abbildung 4.1 (a) gezeigten Signale von einan-
der abgezogen und quadriert. Wie in Abbildung 4.1 (b) gezeigt, folgt daraus die u¨ber
die Zeit aufgetragene Abweichung beider Signale. Die gesamte Abweichung bzw. der
gesamte Fehler Flms der Signale la¨sst sich dann durch die Summe der Fehlerquadrate
Flms =
n∑
i=1
[y1(ti)− y2(ti)]
2 (4.2)
berechnen. Fu¨r die in Abbildung 4.1 (a) gezeigten Signale betra¨gt der Fehler Flms
beispielsweise 10005,37.
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Abbildung 4.1: Testsignale y1 und y2 (a) - Quadrierte Differenz (Summe der Fehler-
quadrate) der Testsignale (b)
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4.1.2 Spektraldichte
Neben der zuvor gezeigten Untersuchung der Abweichung zweier Signale im Zeitbereich
kann die Abweichung der im Signal enthaltenen Frequenzen von Bedeutung sein. Hierzu
kann das Signal durch eine Fast-Fourier-Transformation (im Folgenden FFT) der Form
y(t) d ty(f) (4.3)
von dem Zeit- in den Frequenzbereich u¨berfu¨hrt werden (Lunze (2002)). Grundidee
hierbei ist, dass jedes periodische Signal durch die Summe von n Sinussignalen mit
verschiedenen Frequenzen und Amplituden dargestellt werden kann. Hieraus folgt die
allgemeine Darstellung der Fourier-Transformation (Brigham (1997)).
F {y(t)} = Y (f) =
∫ ∞
−∞
y(t) e−(j2πft) dt (4.4)
F {y(t)} heißt hierbei die Fouriertransformierte von einem kontinuierlichen Signal y(t).
Fu¨r zeitdiskrete Signale mit N Stu¨tzstellen und einer Abtastrate von ∆T = ti+1 −
ti folgt die diskrete Fast-Fourier-Transformation (im Folgenden DFFT
1) (Brigham
(1995)).
F {y(ti)} = Y (fk) =
N−1∑
i=0
y(ti) e
(j2πfkti) ∆T mit k = 0, 1, · · · , N − 1 (4.5)
Durch Anwendung der Euler-Formel kann die Exponentialfunktion aus Gleichung 4.4
bzw. 4.5 in eine Kombination aus Sinus und Kosinus u¨berfu¨hrt werden.
e(j2πft) = cos(2πft) + i sin(2πft) (4.6)
Das Ergebnis einer FFT bzw. DFFT kann in der Regel in einen Real- (RE(f, fk)) und
einen Imagina¨rteil (IM(f, fk)) zerlegt werden.
Y (f, fk) = RE(f, fk) + i IM(f, fk) = ‖Y (f, fk)‖ e
jθ(f,fk) (4.7)
Hierbei wird
‖Y (f, fk)‖ =
√
RE2(f, fk) + IM2(f, fk) (4.8)
1In der vorliegenden Arbeit wird in allen folgenden Frequenzanalysen der U¨bersichtlichkeit halber
f anstatt fk genutzt.
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Abbildung 4.2: FFT (a) - PSD (b) der Beispielsignale
als Amplitudenspektrum und
θ(f, fk) =
RE(f, fk)
IM(f, fk)
(4.9)
als Phasenspektrum bezeichnet. Um in der Analyse einen Frequenzpeak bei 0 Hz zu
vermeiden, wird von dem zu analysierenden Signal vor der DFFT Analyse der Mittel-
wert subtrahiert
y˜(t, ti) = y(t, ti)−
1
N
N∑
i=1
y(t, ti) (4.10)
und das Signal somit auf die Nulllage verschoben.
Abbildung 4.2 (a) zeigt das Ergebnis der DFFT fu¨r die beiden aus Abschnitt 4.1.1
definierten Testsignale. Wie zuvor beschrieben, werden die zu analysierenden Signale
durch eine Kombination von verschiedenen Sinussignalen abgebildet. Die Amplituden
(vgl. Gleichung 4.8) der Signale werden dann u¨ber die jeweiligen Frequenzen aufge-
tragen. Der Frequenzbereich ist nach dem Nyquist-Shannon-Abtasttheorem auf die
Ha¨lfte der gewa¨hlten Abtastfrequenz begrenzt. Wie in der Abbildung deutlich zu er-
kennen, sind die in den Signalen enthaltenen Frequenzen (vgl. Tabelle 4.1) in Form
von Peaks dargestellt. Ebenfalls werden die Amplituden korrekt abgebildet. Der neben
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den Peaks deutlich zu erkennende zackige Verlauf mit geringen Amplituden ist auf das
eingefu¨gte Messrauschen err zuru¨ckzufu¨hren. Zum Vergleich beider Frequenzspektren
kann nun mit Hilfe der Summe der Fehlerquadrate (vgl. Abschnitt 4.1.1) die Differenz
der beiden Frequenzverla¨ufe durch
Ffft =
n∑
i=1
[Y1(fi)− Y2(fi)]
2 (4.11)
berechnet werden.
Um den Einfluss des Messrauschens auf die Frequenzanalyse zu verringern, wird in
der vorliegenden Arbeit das Ergebnis der DFFT durch
Yˆ (f, fk) = ‖Y (f, fk)‖
2 (4.12)
in die Spektrale Leistungsdichte Yˆ (f, fk) (im Folgenden PSD) u¨berfu¨hrt (Brigham
(1997)). Wie in Abbildung 4.2 (b) zu erkennen, wird durch das Quadrieren der Ergeb-
nisse der DFFT der Einfluss des Messrauschens auf das Ergebnis der Frequenzanalyse
verringert. Somit folgt fu¨r die Differenz der quadrierten Frequenzverla¨ufe
Fpsd =
n∑
i=1
[
Yˆ1(fi)− Yˆ2(fi)
]2
. (4.13)
Die spektrale Leistungsdichte stellt die in den Signalen vorhandenen Frequenzen im
Verha¨ltnis zum Messrauschen deutlicher dar und wird somit in der vorliegenden Arbeit
zur Analyse der Frequenzen genutzt. Fu¨r die in Abbildung 4.2 (b) gezeigten Frequenz-
verla¨ufe kann nach Gleichung 4.13 beispielsweise ein Fehler von Fpsd = 19, 93 errechnet
werden.
4.1.3 Rainflow-Analyse
Die zuvor gezeigten Methoden zur Analyse von Schwingungen ermo¨glichen den quali-
tativen Vergleich von Signalen im Zeit- und Frequenzbereich. Des Weiteren kann die
Analyse und der Vergleich von statistischen Eigenschaften der Signale sinnvoll sein.
Hierfu¨r wird in der vorliegenden Arbeit die Rainflow-Analyse (Jenne u. a. (2012)) ge-
nutzt. Abbildung 4.3 zeigt die vier notwendigen Schritte zur Analyse eines Signals mit
der Rainflow-Methode. Im ersten Schritt, dargestellt in Abbildung (a), wird das zu
analysierende Signal um 90◦ im Uhrzeigersinn gedreht. Daraufhin werden, wie in Ab-
bildung (b) dargestellt, in allen Hochpunkten (durch die Rotation des Signals jetzt auf
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Abbildung 4.3: Beispiel zur Rainflow-Analyse: Rotation des Signals (a) - Einfu¨gen von
Quellen auf linker (b) und rechter Seite (c) - Identifizieren der Schleifen (d)
der rechten Seite) des Signals Quellen eingefu¨gt aus denen
”
Wasser das Signal nach un-
ten entlang la¨uft“. Trifft, wie im Punkt [0,2], der Strahl von zwei Quellen aufeinander,
so a¨ndert der untere Strahl mit dem geringeren Startwert auf der x Achse seine Rich-
tung. Identisch hierzu werden im dritten Schritt, dargestellt in Abbildung (c), Quellen
in den Tiefpunkten (durch die Rotation des Signals nun auf der linken Seite) eingefu¨gt.
Strahlen, die zuvor ihre Richtung gea¨ndert haben, werden nun mit den neuen von oben
kommenden verbunden. In dem in Abbildung (d) gezeigten letzten Schritt werden die
aus einer bzw. aus zwei Quellen bestehenden halben bzw. ganzen Schleifen einzeln auf
ihren Mittelwert und ihre Amplitude untersucht und diese in einer Tabelle summiert.
Hierbei werden halbe Schleifen mit 0.5 und ganze mit 1.0 gewichtet. Nachdem alle
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Abbildung 4.4: Ergebnisse der Rainflow-Analyse: Vergleich der Amplituden (a) - der
Mittelwerte (b)
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Schleifen des Signals ausgewertet sind, kann die jeweilige Anzahl Nl nach Amplitude
und Mittelwert klassifiziert und dann in Form eines Balkendiagramms dargestellt wer-
den.
Abbildung 4.4 (a) und (b) zeigt das Ergebnis der Rainflow-Analyse der in den Ab-
schnitten 4.1.1 und 4.1.2 genutzten Testsignale. Hierbei ist in Abbildung (a) deutlich
zu erkennen, dass beide Signale die meisten Schleifen und somit die meisten Schwin-
gungen mit einem Amplitudenwert zwischen 1 und 3 haben. Abbildung (b) zeigt, dass
mit steigendem Mittelwert sowohl in positiver als auch negativer Richtung die Anzahl
der Schwingungen abnimmt.
4.1.4 Eigenschaften und Aufbereitung der Mess- und Simulationsdaten
Abbildung 4.5 zeigt anhand eines Beispielsignals die notwendigen Aufbereitungen der
Mess- und Simulationsdaten zur Analyse der Fahrzeugschwingungen. In dem in Ab-
bildung (a) dargestellten ersten Schritt wird hierbei das Signal durch die Subtraktion
eines Nullpolynoms in Richtung der Nulllage verschoben. Durch die im zweiten Schritt
durchgefu¨hrte Subtraktion des Mittelwertes, entsteht das in Abbildung (c) dargestellte
Signal mit einem Mittelwert von Null. Abschließend wird das Signal, wie in Abbildung
(d) dargestellt, normiert. Da es sich bei den Messwerten um relative Daten handelt,
werden die Ergebnisse aller gemessenen und simulierten Beschleunigungen sowie der
spa¨ter gezeigten Schienenabweichungen zusa¨tzlich auf eine allgemeine Ortskoordinate,
beginnend bei s=0, bezogen. Die in Abbildung 4.6 dargestellten Befestigungspunkte der
Beschleunigungssensoren im Tandemmodell sind identisch zu den Befestigungspunkten
am realen Fahrzeug. Aufgrund ihrer Einbaulage zeigen alle Sensoren grundsa¨tzlich un-
terschiedliche Ergebnisse. Die Ergebnisqualita¨t sowie der Vergleich zwischen Messung
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Abbildung 4.5: Aufbereitung der Mess- und Simulationsdaten: Signal und Nullpolynom
(a) - Signal minus Nullpolynom (b) - neues Signal minus Mittelwert (c) - normiertes
und verschobenes Signal (d)
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Abbildung 4.6: Platzierung der Sensoren in der Drauf- (a) und Seitenansicht (b)
und Simulation ist jedoch sowohl im Zeit- als auch im Frequenzbereich bei allen Senso-
ren a¨hnlich. Aus diesem Grund werden in der vorliegenden Arbeit lediglich exemplarisch
die Mess- bzw. Simulationsergebnisse eines Sensors (S3) gezeigt.
Tabelle 4.2 zeigt die im Folgenden genutzten Modellparameter der Rad-Schiene-
Kontaktkraftelemente (vgl. Abschnitt 3.2.2). Die gezeigten Werte fu¨r die Steifigkeit k,
die Stoßzahl e und den Exponent n basieren auf Erfahrungswerten und dienen zusa¨tz-
lich als Startwerte der in Kapitel 5 gezeigten Parameteridentifikation.
Rad
k e n µL ǫ µ
1.000.000 * [N
m
] [ ] [ ] [ ] [ ] [ ]
LR 3.5 0.75 1.125 0.0015 0.00025 0.2
SR 14.0 0.85 1.25 0.02 0.00005 0.02
GR 3.5 0.5 1.6 - - -
Tabelle 4.2: Modellparameter des Rad-Schiene-Modells
4.2 Analyse der Fahrzeugschwingungen bei interpolierten
Schienenabweichungen
Der folgende Abschnitt zeigt die Analyse der Schwingungen des in Abschnitt 3.3.4
eingefu¨hrten Tandemfahrzeuges. Die real vermessenen Schienenabweichungen werden,
wie in Abschnitt 2.4.3 dargestellt, zum einen mit Hilfe von Shape-Preserving-Splines
(Methode I) und zum anderen mit Dierckx-Splines (Methode II) interpoliert.
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4.2.1 Interpolation der Schienenabweichungen mit Shape-Preserving-
Splines
Abbildung 4.7 zeigt die simulierten und gemessenen Beschleunigungen und daraus re-
sultierende Spektraldichten in Lateral- und Vertikalrichtung fu¨r den Fall der Shape-
Preserving-Splines. In Lateralrichtung ist deutlich zu erkennen, dass der Verlauf der
Messung grundsa¨tzlich abgebildet werden kann, die Maximalwerte der Simulation die
Maximalwerte der Messung jedoch um eine vielfaches u¨berschreiten. Dies zeigt auch
der Vergleich der in Abbildung (b) dargestellten Spektraldichte. Insbesondere der Peak
bei ≈ 6Hz ist deutlich zu hoch. Ein Vergleich der Beschleunigungen in Vertikalrichtung
(Abbildung (c)) zeigt, dass der allgemeine Verlauf der Hoch- und Tiefpunkte abgebil-
dete werden kann, das Simulationsergebnis aber durch ho¨herfrequenten Schwingungen
u¨berlagert ist. In der in Abbildung (d) dargestellten Spektraldichte ist daru¨ber hin-
aus zu erkennen, dass die simulierten Beschleunigungen mit bis zu 150 Hz und somit
mit nahezu zehnfach erho¨hter Frequenz schwingen. Die aus den Beschleunigungen re-
sultierende und in Abbildung 4.8 dargestellte Rainflow-Analyse zeigt ebenfalls, dass
neben der Ho¨he der Amplituden und der abgebildeten Frequenzen auch die Anzahl
der Lastwechsel deutlich zu hoch liegt. Sowohl der Vergleich der Amplituden in Ab-
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Abbildung 4.7: Vergleich der gemessenen und simulierten Beschleunigungen: laterale
(a) - vertikale (c) Beschleunigungen und laterale (b) - vertikale Spektraldichte (d).
Abweichungen modelliert mit Shape-Preserving-Splines
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Abbildung 4.8: Rainflow-Analyse der lateralen und vertikalen Mittelwerte (a), (c) -
Amplituden (b), (d). Abweichungen modelliert mit Shape-Preserving-Splines.
bildung (a) und (c) als auch der der Mittelwerte, dargestellt in Abbildung (b) und
(d), zeigen deutlich erho¨hte Werte. Die aus der Modellierung mit Shape-Preserving-
Splines resultierenden Abweichungen der linken und rechten Schiene in lateraler und
vertikaler Richtung (vgl. Abschnitt 2.4.2) sind in Abbildung 4.92 (a) und (b) qualitativ
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Abbildung 4.9: Abweichungen und A¨nderung der Abweichungen in lateraler (a), (c) -
vertikaler (b), (d) Richtung. Spektraldichte der lateralen (e) - vertikalen (f) A¨nderun-
gen. Abweichungen modelliert mit Shape-Preserving-Splines. dy und dz sind qualitativ
als dimensionslose Faktoren einer charakteristischen La¨ngeneinheit dargestellt.
2Im Zusammenhang mit gezeigten Abweichungen beschreibt λ im Folgenden immer die Wel-
lenla¨nge der A¨nderung der Abweichung.
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dargestellt. Durch Ableitung nach der Bahnkoordinate kann die A¨nderung
∆di =
d di
ds
mit i = x, z (4.14)
der Abweichungen berechnet und wie in Abbildung (c) und (d) u¨ber s dargestellt wer-
den. Abbildung (e) und (f) zeigen die zu (c) und (d) geho¨rigen Spektraldichten der
Ableitungen. Hierbei zeigt sich, dass durch die Interpolation die realen Abweichungen
zwar mo¨glichst genau abgebildet werden, jedoch auch kleinste Abweichungen, die als
Welligkeit der Schiene interpretiert werden ko¨nnen, beru¨cksichtigt werden. Die hieraus
folgende A¨nderung der Abweichung mit kurzen Wellenla¨ngen (≈ 10 cm) ist proportio-
nal zur A¨nderung der Bahntangente. Dies fu¨hrt zu ho¨herfrequenten Anregungen des
Tandemfahrzeuges u¨ber das Rad-Schiene-Modell (Vergleich Gleichung 3.18) und somit
zu den in Abbildung 4.7 dargestellten unrealistischen Frequenzspektren.
Im Folgenden werden die Abweichungen durch Dierckx-Splines interpoliert. Hierbei
soll gepru¨ft werden, ob die durch Optimierung minimierten Spru¨nge in den ho¨chsten
Ableitungen einen positiven Einfluss auf die Simulationsergebnisse haben.
4.2.2 Interpolation der Schienenabweichungen mit Dierckx-Splines
Abbildung 4.10 zeigt die simulierten und gemessenen Beschleunigungen sowie die dar-
aus resultierenden Spektraldichten in Lateral- und Vertikalrichtung fu¨r die Interpolati-
on (S=0) mir Dierckx-Splines. Der Verlauf der Hoch- und Tiefpunkte der in Abbildung
(a) gezeigten Lateralbeschleunigung hat grundsa¨tzlich eine gute U¨bereinstimmung mit
dem Messsignal. Trotz dieser U¨bereinstimmung u¨bersteigen die Amplituden des Simu-
lationsergebnisses die Messungen um das bis zu 2.5-fache. Dies wird auch in dem in
Abbildung (b) gezeigten Peak der Spektraldichte bei ≈ 6 Hz deutlich. Der Vergleich
der in Abbildung (c) gezeigten Vertikalbeschleunigung zeigt, dass die Amplituden der
Simulation der Messung zwar deutlich besser folgen, der Verlauf aber ebenfalls durch
ho¨herfrequente Schwingungen mit bis zu 150 Hz u¨berlagert wird. Dies zeigt sich auch
deutlich in der in Abbildung 4.11 gezeigten Auswertung der Rainflow-Analyse. Sowohl
die Amplituden der Simulationsergebnisse in Abbildung (a) und (c), als auch die Mit-
telwerte in Abbildung (b) und (d) u¨berschreiten die Messung um ein Vielfaches. Wie
im direkten Vergleich zu Abbildung 4.9 (a) und (b) deutlich zu erkennen, werden die
Abweichungen der Schiene vergleichbar zur Interpolation mit Shape-Preserving-Splines
abgebildet. Daraus resultierend lassen sich auch in den Ableitungen und den Frequenz-
spektren lediglich geringe Unterschiede ausmachen. Somit ist, identisch zum vorherigen
Abschnitt, eine ho¨herfrequente Anregung des Modells mit bis zu 150 Hz aufgrund der
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Abbildung 4.10: Vergleich der gemessenen und simulierten Beschleunigungen: laterale
(a) - vertikale (c) Beschleunigungen und laterale (b) - vertikale Spektraldichte (d).
Abweichungen modelliert mit Dierckx-Splines (S=0).
in der Modellierung vorhandenen Welligkeit zu identifizieren. Die nahezu identische
Abbildung der Abweichungen folgt aus dem im Verha¨ltnis zur La¨nge des betrachteten
Schienensegments geringen Abstands3 zwischen den Messpunkten. Um die ho¨herfre-
quenten Anregungen von der Schiene zu verringern, sollen im Folgenden die realen
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Abbildung 4.11: Rainflow-Analyse der lateralen und vertikalen Mittelwerte (a), (c) -
Amplituden (b), (d). Abweichungen modelliert mit Dierckx-Splines (S=0).
3Aus internem Bericht der Maurer AG
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Abbildung 4.12: Abweichungen und A¨nderung der Abweichungen in lateraler (a), (c)
- vertikaler (b), (d) Richtung. Spektraldichte der lateralen (e) - vertikalen (f) A¨nde-
rungen. Abweichungen modelliert Dierckx-Splines (S=0). dy und dz sind qualitativ als
dimensionslose Faktoren einer charakteristischen La¨ngeneinheit dargestellt.
Abweichungen durch eine Approximation so gegla¨ttet werden, dass die gemessene Wel-
ligkeit vernachla¨ssigt und lediglich signifikante Abweichungen in Form von Anregungen
auf das Fahrzeug wirken.
4.3 Analyse der Fahrzeugschwingungen bei approximierten
Schienenabweichungen mit Dierckx-Splines
Der folgende Abschnitt untersucht die Auswirkung von approximierten Schienenab-
weichungen auf die simulierten Fahrzeugschwingungen (Methode III). Hierzu wird
zuna¨chst der Einfluss des Gla¨ttungsfaktors S (vgl. Gleichung 2.26) auf die modellier-
ten Abweichungen und resultierend daraus auf die Anregung des Tandemfahrzeugs
untersucht. Hieraus wird dann ein fu¨r den vorliegenden Anwendungsfall passendes S
abgeleitet und fu¨r die Approximation der Schienenabweichungen genutzt.
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4.3.1 Analyse der Auswirkung des Gla¨ttungsfaktors S auf den Schienen-
verlauf
Abbildung 4.13 zeigt die lateralen Abweichungen der linken und rechten Schiene un-
ter der Verwendung verschiedener Gla¨ttungsfaktoren. Hierbei ist deutlich in Abbil-
dung (a) und (c) zu erkennen, dass die modellierten Abweichungen mit steigendem
Gla¨ttungsfaktor gro¨ßer werden. So werden die real vermessenen Abweichungen bei
S=2.0 um bis zu zwanzigfach erho¨ht. Es zeigt sich auch, dass neben der unverha¨lt-
nisma¨ßig hohen Vergro¨ßerung der Abweichungen auch der grundsa¨tzliche Verlauf der
Schiene beeinflusst wird. Die Detaildarstellungen in Abbildung (b) und (d) zeigen, dass
jedoch selbst kleinere getestete Gla¨ttungsfaktoren den Verlauf der modellierten Schie-
ne negativ beeinflussen ko¨nnen. So zeigt beispielsweise der Verlauf mit S=0.02 bereits
Phasenverschiebungen der Hoch- und Tiefpunkte. Es ist ebenfalls zu erkennen, dass
es Gla¨ttungsfaktoren gibt (beispielsweise S=0.0002), die die interpolierten Abweichun-
gen nahezu vollsta¨ndig, jedoch ohne Welligkeit der Schiene, wiedergegeben ko¨nnen.
Identische Schlu¨sse ko¨nnen aus den in Abbildung 4.14 gezeigten Abweichungen in Ver-
tikalrichtung gezogen werden.
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Abbildung 4.13: Untersuchung des Gla¨ttungsfaktors S: Schienenabweichungen der rech-
ten (a), (b) - linken (c), (d) Schiene in lateraler Richtung. dy ist qualitativ als dimen-
sionsloser Faktor einer charakteristischen La¨ngeneinheit dargestellt.
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Abbildung 4.14: Untersuchung des Gla¨ttungsfaktors S: Schienenabweichungen der rech-
ten (a), (b) - linken (c), (d) Schiene in vertikaler Richtung. dz ist qualitativ als dimen-
sionsloser Faktor einer charakteristischen La¨ngeneinheit dargestellt.
Abbildung 4.15 zeigt die Lateral- und Vertikalbeschleunigungen eines Tandemfahr-
zeuges unter der Verwendung von approximierten Schienenabweichungen mit unter-
schiedlichen Gla¨ttungsfaktoren. Deutlich zu erkennen ist, dass durch eine Erho¨hung
des Gla¨ttungsfaktors die Amplituden sowohl in lateraler als auch in vertikaler Richtung
verringert werden. Dies ist eine direkte Folge aus dem durch das erho¨hte S folgenden
glatteren Verlauf der Schiene. Es zeigt sich jedoch ebenfalls, dass es Gla¨ttungsfaktoren
(S=0.0002) gibt, die eine gute U¨bereinstimmung zwischen den gemessenen und den
simulierten Beschleunigungen ermo¨glichen. Die aus der Beru¨cksichtigung der Schie-
nenwelligkeit entstehenden ho¨herfrequenten Schwingungen im Falle der Interpolation
konnten durch die Approximation nahezu vollsta¨ndig eliminiert werden.
Es la¨sst sich festhalten, dass es Gla¨ttungsfaktoren gibt, die die Schienenwellig-
keit vernachla¨ssigt, die signifikanten Abweichungen jedoch weiterhin beru¨cksichtigt.
Zu große Gla¨ttungsfaktoren fu¨hren wiederum zu einer unrealistischen Gla¨ttung der
Abweichungen und daraus resultierend zur unrealistisch geringen Anregungen der Be-
schleunigungsamplituden. Daru¨ber hinaus kann festgehalten werden, dass keine pau-
schale Aussage bzw. keine Berechnungsvorschrift fu¨r einen optimalen Gla¨ttungsfaktor
abgeleitet werden konnte. Der Verfasser weist darauf hin, dass die im Rahmen dieser
Dissertationsschrift durchgefu¨hrten Arbeiten nicht ausreichen, um hierzu ein abschlie-
82 4 Analyse der Methoden zur Modellierung von Schienenabweichungen
0 5 10 15 20
−1
−0.5
0
0.5
1
s[m]
a
y
[g
]
 
 
0 1.02 1.25 1.49 1.72t[s]
(a)
Messung
S=0.0002
S=0.002
S=0.02
S=0.2
0 5 10 15 20
−1
−0.5
0
0.5
1
s[m]
a
z
[g
]
0 1.02 1.25 1.49 1.72
t[s]
(b)
Abbildung 4.15: Lateral- (a) und Vertikalbeschleunigungen (b) bei approximierten
Schienenabweichungen mit unterschiedlichen Gla¨ttungsfaktoren S
ßendes Urteil abgeben zu ko¨nnen (Vergleich Kapitel 6). Die Wahl eines geeigneten
Gla¨ttungsfaktors in dieser Arbeit kann allerdings durch einen Vergleich der Abwei-
chungen (vgl. Abbildung 4.13 und 4.14)
”
von Hand“ durchgefu¨hrt werden. Aus den
dargestellten Ergebnissen in diesem Abschnitt folgt ein Gla¨ttungsfaktor von S=0.0002,
welcher fu¨r den in der vorliegenden Arbeit zu analysierenden Schienenabschnitt aus-
reichend genaue Ergebnisse liefert.
4.3.2 Analyse der resultierenden Schwingungen bei einer praktikablen Aus-
wahl des Gla¨ttungsfaktors (S=0.0002)
Wie im vorherigen Abschnitt gezeigt, hat sich im vorliegenden untersuchten Fall ein
numerischer Wert des Gla¨ttungsfaktors von S=0.0002 positiv auf die Wirklichkeitsna¨he
der simulierten Schwingungen ausgewirkt. Dies soll im Folgenden genauer untersucht
werden. Abbildung 4.16 zeigt die simulierten und gemessenen Beschleunigungen so-
wie die daraus resultierenden Spektraldichten in Lateral- und Vertikalrichtung fu¨r die
Approximation (S=0.0002) mit Dierckx-Splines. Die in (a) dargestellten simulierten
Beschleunigungen zeigen einen gut u¨bereinstimmenden Phasenverlauf im Vergleich zur
Messung. Lediglich die Amplituden sind, besonders im mittleren Bereich, um bis zu 0.5
g erho¨ht. Dies zeigt auch der in Abbildung (b) dargestellte Peak bei ≈ 6 Hz. Bei den in
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Abbildung 4.16: Vergleich der gemessenen und simulierten Beschleunigungen: laterale
(a) - vertikale (c) Beschleunigungen und laterale (b) - vertikale Spektraldichte (d).
Abweichungen modelliert mit Dierckx-Splines (S=0.0002).
Abbildung (c) dargestellten Vertikalbeschleunigungen zeigt sich hingegen, dass die Am-
plituden der Messung u¨ber den gesamten Bereich von der Messung nicht ganz erreicht
werden. Ebenfalls kann im Vergleich der in Abbildung (d) gezeigten Frequenzspektren
eine leicht erho¨hte Frequenz der Simulation und eine daraus folgende leichte Phasen-
verschiebung identifiziert werden. Positiv hervorzuheben ist, dass die Approximation
und die daraus resultierende Vernachla¨ssigung der Schienenwelligkeit die ho¨herfrequen-
ten Schwingungsanteile von bis zu 150 Hz nahezu vollsta¨ndig vermieden werden. Dies
zeigt sich auch in den in Abbildung 4.17 gezeigten Ergebnissen der Rainflow-Analyse.
Hieraus wird deutlich, dass die simulierten Mittelwerte der Lateralschwingungen, dar-
gestellt in Abbildung (b), sowie die Amplituden der Vertikalschwingungen, dargestellt in
Abbildung (c), eine gute U¨bereinstimmung mit der Messung zeigen. Lediglich die Am-
plituden in Lateral- (a) und die Mittelwerte in Vertikalrichtung (d) sind noch erho¨ht.
Im direkten Vergleich zu Abbildung 4.9 und 4.12 zeigt sich in Abbildung 4.18 der deut-
lich gegla¨ttete Verlauf der modellierten Schienen. Dies ist ebenfalls in den in Abbildung
(c) und (d) dargestellten Ableitungen der Abweichungen zu erkennen. Diese sind im
Vergleich zur Interpolation um einen Faktor von 2.5 verringert, was in den in (e) und
(g) gezeigten Spektraldichten resultiert. Es ist deutlich zu erkennen, dass Anregungen
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Abbildung 4.17: Rainflow-Analyse der lateralen und vertikalen Mittelwerte (a), (c) -
Amplituden (b), (d). Abweichungen modelliert mit Dierckx-Splines (S=0.0002).
mit Wellenla¨ngen im Bereich von 10 cm nahezu vollsta¨ndig eliminiert werden konnten.
Die in Abbildung (f) und (h) gezeigten Wellenla¨ngen in einem Bereich zwischen 1 m
und ≈ 5 m stellen nun die Anregung des Fahrzeuges dar und resultieren in den in
diesem Abschnitt analysierten guten Ergebnissen. Der Verfasser der vorliegenden Dis-
sertationsschrift weist darauf hin, dass die gezeigte Vorgehensweise zur Approximation
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Abbildung 4.18: Abweichungen und A¨nderung der Abweichungen in lateraler (a), (c) -
vertikaler (b), (d) Richtung. Spektraldichte der lateralen (e)- vertikalen (g) A¨nderungen.
Abweichungen modelliert Dierckx-Splines (S=0.0002). dy und dz sind qualitativ als
dimensionslose Faktoren einer charakteristischen La¨ngeneinheit dargestellt.
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der Schienenabweichungen auf weiteren Bahnabschnitten getestet wurde4. Die Qualita¨t
der erzielten Ergebnisse ist hierbei vergleichbar zu den hier dargestellten. Diese Ergeb-
nisse lassen jedoch keinen allgemeinen Schluss zu. So ko¨nnte die Nutzung auf anderen
Bahnabschnitten auch grundsa¨tzlich zu nicht zufriedenstellenden Ergebnisse fu¨hren.
4.4 Analyse und Vergleich der Mess- und Simulationsergeb-
nisse
Der folgende Abschnitt zeigt einen Vergleich der in Kapitel 4 vorgestellten Simulati-
onsergebnisse. Anhand verschiedener Gu¨tekriterien der resultierenden Bewegung (im
Folgenden Metrik5) werden die Abweichungen der verschiedenen Simulationsergebnisse
im Vergleich zu den Messwerten untersucht. Als Metrik werden hierbei die jeweiligen
Summen der Absolutwerte folgenden Abweichungen zwischen Simulation und Messung
verwendet:
• lateralen Abweichungen im Zeitbereich (Fylms),
• lateralen Abweichungen im Frequenzbereich (Fypsd),
• vertikalen Abweichungen im Zeitbereich (Fzlms),
• vertikalen Abweichungen im Frequenzbereich (Fzpsd).
Die jeweiligen Metriken werden hierbei mit Hilfe von Gleichung 4.2 und 4.13 bestimmt.
Neben diesem qualitativen Vergleich wird ebenfalls die fu¨r die Simulation beno¨tigte Re-
chenzeit als Bewertungskriterium herangezogen.
Tabelle 4.3 zeigt die Auswertung der verschiedenen Metriken fu¨r die in Abbildung
4.7, 4.10 und 4.16 gezeigten Simulations- und Messergebnisse. Wie in Zeile 1 zu erken-
nen, werden die lateralen Beschleunigungen im Vergleich der beiden interpolierenden
Verfahren durch Methode II um einen Faktor von 1.41 genauer wiedergegeben. Dies
kann ebenfalls durch die in Zeile 3 gezeigte 2.13 fach bessere U¨bereinstimmung der
Frequenzen besta¨tigt werden. Der Vergleich der beiden auf Dierckx-Splines basieren-
den Verfahren zeigt, dass durch Approximation die Qualita¨t der Ergebnisse nochmals
4Interner Bericht Maurer AG
5Der Begriff
”
Metrik“ wird hier im u¨bertragenden Sinne verwendet, d.h. es geht hier nicht um die
Stetigkeit und positive Definitheit des Begriffs im streng mathematischen Sinne, sondern vielmehr um
die Abbildung eines Funktionsraumes auf ein Skalar, so dass große Werte eine weitere Entfernung von
Ideal als kleinere Werte bedeuten.
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Metrik Einheit
Methode I Methode II Methode III I
II
I
III
II
IIISPS S=0 S=0.0002
Fylms [g] 444.66 312.03 253.99 1.42 1.75 1.23
Fzlms [g] 88.97 125.61 70.14 0.71 1.27 1.79
Fypsd [ ] 0.046 0.0216 0.0165 2.13 2.79 1.31
Fzpsd [ ] 0.001 3.74 ∗ 10
−4 1.12 ∗ 10−4 2.67 8.93 3.34
t [s] 986.56 509.98 78.62 1.94 14.48 6.53
Tabelle 4.3: Vergleich der Mess- und Simulationsergebnisse anhand der definierten Me-
trik sowie der Simulationszeit t
um einen Faktor von 1.23 bzw. 1.31 gesteigert werden kann. Der in Zeile 2 darge-
stellte Vergleich der Vertikalschwingungen zeigt im Gegensatz, dass die Interpolation
mit Dierckx-Splines eine um den Faktor 0.71 verringerte U¨bereinstimmung im Zeit-
bereich liefert. Im Frequenzbereich ist dieser Zusammenhang nicht erkennbar. Auch
in Vertikalrichtung kann durch Nutzung von approximierten Dierckx-Splines das Er-
gebnis im Vergleich zu Methode II erneut nochmals um einen Faktor von 1.79 bzw.
3.34 gesteigert werden. Neben den dargestellten qualitativen Unterschieden im Zeit-
und Frequenzbereich ist die fu¨r die Simulation beno¨tigte Rechenzeit ebenfalls ein wich-
tiges Bewertungskriterium fu¨r die Wahl einer geeigneten Modellierungsmethode zur
Abbildung von Schienenabweichungen. Zeile 5 aus Tabelle 4.3 zeigt deutlich, dass sich
die Rechenzeit im Vergleich der beiden interpolierenden Verfahren bereits um einen
Faktor von 1.94 unterscheidet. Methode III beschleunigt die Rechenzeit im Vergleich
zur schnelleren der beiden interpolierenden Methoden erneut um das 6.53-fache. Dies
verdeutlicht erneut den Vorteil bei der approximierten Modellierung von realen Schie-
nenabweichungen.
Abschließend la¨sst sich festhalten, dass die Approximation von Schienenabweichun-
gen und die daraus resultierende realita¨tsnahe Anregung u¨ber den Kontakt zwischen
Rad und Schiene, die Basis fu¨r realita¨tsnahe Simulationsergebnisse und schnelle Simu-
lationszeiten bei der Simulation von Achterbahnfahrzeugen geben kann. Die im Rah-
men diese Dissertationsschrift durchgefu¨hrten Arbeiten reichen jedoch nicht aus, um
abschließende Empfehlungen zu dieser Thematik geben zu ko¨nnen. So kann es durch-
aus sein, dass zuku¨nftig bessere interpolierende Verfahren entwickelt werden, welche
die ruckartigen U¨berga¨nge zwischen Schienenabschnitten mit elementarer Geometrie
”
verschleifen“ und somit die Erregung nicht wahrheitsgema¨ßer ho¨herfrequenter Schwin-
gungen vermeiden. Auch kann es sein, dass durch Verwendung
”
intelligenter“ Kontakt-
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modelle unerwu¨nschte ho¨herfrequente Erregungen auf der Modellseite herausgefiltert
werden, so dass eine Gla¨ttung mittels Dierckx-Splines nicht mehr no¨tig ist. Diese Be-
trachtungen fu¨hren jedoch u¨ber den Rahmen der vorliegenden Dissertationsschrift hin-
aus und ko¨nnen in zuku¨nftigem Arbeiten verfolgt werden (Vergleich Kapitel 6).
Basierend auf den Erkenntnissen diese Kapitels, sollen im folgenden Kapitel die
angenommenen Kontaktkraftparameter durch eine Parameteridentifikation optimiert
und die Qualita¨t der Ergebnisse somit weiter verbessert werden.
88
5 Identifikation von Modellparametern anhand von
”
Heatmaps“
Dieses Kapitel bescha¨ftigt sich mit der Identifikation von Modellparametern anhand
gemessener Schwingungen. Hierzu wird zuna¨chst eine fu¨r das Konzept notwendige Me-
trik eingefu¨hrt. Im Anschluss daran wird die Visualisierung der Metriken in Form von
Wa¨rmebildern bzw. Hitzekarten (im Folgenden
”
engl.: Heatmaps“) dargestellt. Basie-
rend auf einer detaillierten Schwingungsanalyse des Tandemfahrzeugmodells, wird da-
nach die Identifikationsreihenfolge der zu identifizierenden Modellparameter bestimmt.
Das hieraus abgeleitete Konzept wird dann anhand approximierter Schienenabweichun-
gen exemplarisch illustriert. Durch Variation der Gewichtungsfaktoren der genutzten
Metrik wird die Sensitivita¨t des Gesamtkriteriums bzgl. der Modellparameter und der
daraus resultierenden Simulationsergebnisse untersucht. Das Kapitel schließt mit einem
Vergleich der erzielten Ergebnisse.
5.1 Analyse verschiedener Metriken zur Identifikation von Mo-
dellparametern mit Hilfe von Heatmaps
Im vorliegen Abschnitt wird ein neues Konzept zur Bestimmung von Modellparametern
anhand des Vergleiches zwischen Simulations- und Messwerten vorgestellt. Im Gegen-
satz zu klassischen Verfahren, welche anhand einer Optimierung der Designparameter
basierend auf einer aus jeweils einem Simulationslauf errechnete Kostenfunktion vorge-
hen, soll durch das hier vorgestellte Konzept eine semi-automatische Parameteridentifi-
kation ermo¨glicht werden, in der der Nutzer zuna¨chst aus verschiedenen Heatmaps jene
Parameterbereiche auswa¨hlt, in denen die korrekten Werte vermutet werden, und an-
schließend ggf. eine Feinoptimierung in der Umgebung dieser Bereiche vorgenommen
wird. Da die in der vorliegenden Arbeit in Abschnitt 4.3.2 gezeigte Simulation eine
Rechenzeit von circa 79 Sekunden fu¨r ein circa 25 Meter langes Bahnstu¨ck vorweist,
erscheint ein solches semi-automatisches Auswertungskonzept zur Identifikation der
Modellparameter einer so komplexen Interaktion wie der hier vorliegenden notwendig.
5.1.1 Definition einer Metrik zur Identifikation von Parametern
Die in den Abschnitten 4.1.1 und 4.1.2 gezeigten Methoden zum Vergleich zweier Si-
gnale bilden die Grundlage fu¨r die im neu entwickelten Identifikationskonzept genutzte
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Metrik. Hierbei wird durch lineare Kombinationen der gema¨ß Gleichung 4.2 und 4.13
eingefu¨hrten Metriken jeweils im Zeit- und Frequenzbereich jeweils fu¨r die Lateral- und
Vertiaklkomponente eine Gesamtmetrik
F = αylms
Fylms
Fˆylms
+ αzlms
Fzlms
Fˆzlms
+ αypsd
Fypsd
Fˆypsd
+ αzpsd
Fzpsd
Fˆzpsd
(5.1)
gebildet. Durch die Division der einzelnen Summanden durch ihren jeweiligen Maximal-
wert (ˆ.) ko¨nnen diese auf einen Ho¨chstwert von eins normiert werden (vgl. Abbildung
5.1 (e)-(h)). Anschließend kann durch die Faktoren αylms , αzlms , αypsd und αzpsd
1 eine
unterschiedliche Gewichtung der jeweiligen Summanden der Metrik realisiert werden.
Die in Gleichung 5.1 dargestellte Metrik in Form einer einzigen Kennzahl F wird im
Folgenden dazu genutzt, um eine Modellparameterkombination zu identifizieren, die
die in Kapitel 4 dargestellten Simulationsergebnisse sowohl im Zeit- als auch im Fre-
quenzbereich verbessern soll.
5.1.2 Visualisierung und Auswertung der Metrik mit Hilfe von Heatmaps
Wie in Abschnitt 5.1.1 gezeigt, kann die Differenz zweier Signale durch eine Metrik
in Form einer einzigen Kennzahl beschrieben werden. Zur vereinfachten graphischen
Auswertung verschiedener Kennziffern wird die in Abbildung 5.1 gezeigte Darstellung
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Abbildung 5.1: Summe der Fehlerquadrate F: fu¨r eine Variation von Stoßzahl e und
Exponent n, visualisiert als Heatmap: Fypsd normal (a) - normiert (e); Fylms normal (b)
- normiert (f); Fzpsd normal (c) - normiert (g); Fzlms normal (d) - normiert (h)
1In Verbindung mit einer Metrik beschreibt αi keinen Freiheitsgrad (vgl. Abschnitt 3.3.2).
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in Form von Heatmaps eingefu¨hrt. Hierbei werden auf die x- und y-Achse zwei der
zu identifizierenden Parameter (beispielsweise Exponent n und Stoßzahl e) gegenein-
ander aufgetragen. Dann wird fu¨r alle mo¨glichen Parameterkombinationen eines vor-
her festzulegenden Variationsbereiches mit einer ebenfalls vorher zu wa¨hlenden A¨nde-
rungsschrittweite (vgl. Tabelle 5.1) eine Simulation des Tandemfahrzeugmodells durch-
gefu¨hrt. Basierend auf dem jeweiligen Simulationsergebnis wird danach die zugeho¨rige
Metrik F berechnet und in einem Ergebnisvektor abgelegt. Nach der Simulation al-
ler Parameterkombinationen ko¨nnen die errechneten Kennzahlen einer Grauwertskala
zugewiesen, in einer Heatmap visualisiert und untereinander verglichen werden. Helle
Bereiche stellen hierbei Kennzahlen mit geringen (
”
guten“), dunkle Bereiche Kenn-
zahlen mit hohen (
”
schlechten“) Werten dar. Abbildung 5.1 (a), (b), (c) und (d) zeigt
exemplarisch die Werte fu¨r die Summanden Fylms , Fypsd , Fzlms sowie Fzpsd aus Gleichung
5.1. Bei dem Vergleich der Grauwertskalen ist zu erkennen, dass sich die jeweiligen Wer-
tebereiche in ihren Minimal- bzw. Maximalwerten deutlich unterscheiden. Um jedem
Summand bei der spa¨teren Addition eine identische Gewichtung zu ermo¨glichen, wer-
den, wie in Abbildung (e), (f), (g) und (h) gezeigt, die jeweiligen Teilfehler mit Hilfe
ihres jeweiligen Maximalwertes normiert. Aus der Addition aller vier normierten Ergeb-
nisvektoren folgt die in Abbildung 5.2 (a) gezeigte Heatmap des Gesamtfehlers F mit
einer Grauwert- bzw. Fehlerskala von 0 bis 4. Identisch zu der gezeigten Vorgehensweise
kann der normierte Fehler F bei Variation lediglich eines Modellparameters, beispiels-
weise der Steifigkeit k, berechnet werden. Zur Visualisierung des Fehlers wird dann die
in Abbildung 5.2 (b) gezeigte klassische Darstellung als x-y Diagramm gewa¨hlt.
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Abbildung 5.2: Summe der Fehlerquadrate F: fu¨r eine Variation von Stoßzahl e und Ex-
ponent n, visualisiert als Heatmap: (a) - fu¨r eine Variation der Steifigkeit k, visualisiert
als x-y Diagramm (b)
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5.1.3 Sensitivita¨tsanalyse der verschiedenen Kontaktkraftparameter durch
die Auswertung der simulierten Schwingungen des Modells
Das in der vorliegenden Arbeit genutzte Hysterese-Kontaktkraftmodell beno¨tigt ne-
ben den in den generalisierten Koordinaten vorhandenen Gro¨ßen d, d˙ und d˙− drei
konstante Parameter k, n und e zur Berechnung der Kontaktkraft zwischen Rad und
Schiene (vgl. Gleichung 3.34). Um die Gesamtanzahl der zu identifizierenden Parame-
ter handhabbar zu halten, wird fu¨r jeden Radtyp (Lauf-, Seiten-, Gegenrad) jeweils ein
identischer Parametersatz genutzt. Hieraus folgen somit in Summe die in Tabelle 5.1
gezeigten neun zu identifizierenden Modellparameter. Die in Abschnitt 5.1.2 eingefu¨hr-
ten Visualisierungen mit Hilfe von Heatmaps und x-y Diagrammen ermo¨glichen die
Darstellung von Metriken bei Variation eines bzw. zweier Modellparameter. Mit diesen
ist es somit nicht mo¨glich, alle neun zu identifizierenden Modellparameter in einem
Simulationslauf zu variieren und die daraus resultierenden Ergebnisse bzw. Metriken
gleichzeitig visuell auszuwerten. Des Weiteren wa¨ren Simulationen und eine daran an-
schließende Analyse aller mo¨glichen Kombinationen aufgrund der extrem hohen Anzahl
((93) ∗ (193) ∗ (393) ≈ 3 ∗ 1011) nicht praktikabel. Um eine fu¨r den vorliegenden An-
wendungsfall sinnvolle Rangfolge der zu identifizierenden Parameter zu finden, soll im
Folgenden der Einfluss der verschiedenen Modellparameter auf die in den simulier-
ten Beschleunigungen enthaltenen Frequenzen und Amplituden untersucht und daraus
anschließend eine Eingrenzung der Suchbereiche und sinnvollen Gitterpunkte fu¨r die
Auswertung abgeleitet werden. Zur Analyse wird das Tandemfahrzeug hierzu auf einer
geraden Teststrecke mit konstanter Geschwindigkeit bewegt und an Position s⋆ an dem
in Abbildung 5.3 (a) und (b) schematisch gezeigten Angriffspunkt exemplarisch mit
einer Kraft angeregt. Die Gro¨ße der Kraft entspricht hierbei einer realen Schienenab-
weichung von 1 cm und der daraus resultierenden Kraft einer linearen Feder mit der
Rad
Federst. k Variat.-
#
Stoßz. e Variat.-
#
Exp. n Variat.-
#
1.000.000[N
m
] bereich [ ] bereich [ ] bereich
LR kLR 0.5-20.0 39 eLR 0.95-0.55 9 nLR 1.0-1.9 19
SR kSR 0.5-20.0 39 eSR 0.95-0.55 9 nSR 1.0-1.9 19
GR kGR 0.5-20.0 39 eGR 0.95-0.55 9 nGR 1.0-1.9 19
Tabelle 5.1: Variationsbereiche der zu identifizierenden Parameter der Rad-Schiene-
Kontaktkraftelemente
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(a) (b)
∥∥F y(s)∥∥ ‖F z(s)‖
Abbildung 5.3: Angriffspunkt der Kraft in Lateral- (a) - Vertikalrichtung (b)
in Tabelle 4.2 dargestellten Federsteifigkeit. Hieraus folgt
‖F i(s)‖ = 3.500.000
N
m
· 0.01m = 35000 N (5.2)
fu¨r die Kraft. Zur Analyse der Auswirkungen auf Frequenz und Amplitude werden bei
Anregung mit
∥∥F y(s)∥∥ in lateraler Richtung die Modellparameter kSR, eSR und nSR
der Seiten- und bei Anregung in vertikaler Richtung mit ‖F z(s)‖ die Modellparame-
ter kLR, eLR und nLR der Laufra¨der vera¨ndert. Zur Messung der Beschleunigungen
dient das in Abbildung 4.6 gezeigte Koordinatensystem S3. Abbildung 5.4 zeigt die
aus der Untersuchung resultierenden Verla¨ufe der Spektraldichte unter Variation der
Modellparameter der Laufra¨der (rechte Seite) bzw. Seitenra¨der (linke Seite).
(a) Einfluss der Federsteifigkeit k:
Die in Abbildung (a) dargestellten Spektraldichten der Lateralbeschleunigung zeigen
u¨ber den gesamten Variationsbereich der Federsteifigkeit k einen nahezu konstanten
Frequenzgang. A¨hnlich hierzu zeigt der in Abbildung (b) dargestellte Frequenzgang
der Vertikalbeschleunigungen u¨ber den Variationsbereich wenige Abweichungen. Beide
Abbildungen zeigen jedoch auch deutlich, dass die jeweiligen Amplitudenwerte durch
eine Anpassung der Federsteifigkeit beeinflusst werden ko¨nnen.
(b) Einfluss der Stoßzahl e:
Die in Abbildung (c) und (d) gezeigten Verla¨ufe der Spektraldichte der Lateral- und
Vertikalbeschleunigungen zeigen bei der Variation der Stoßzahl e ein a¨hnliches Verhal-
ten. So ist u¨ber den gesamten Variationsbereich der Frequenzgang nahezu unvera¨ndert.
Der Einfluss auf die Amplituden ist jedoch signifikant. So zieht eine Verringerung der
Stoßzahl sowohl in Lateral- als auch in Vertikalrichtung eine deutliche Verringerung
der Amplitude nach sich.
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(c) Einfluss des Exponenten n:
Im Gegensatz zu den zuvor analysierten Parametern k und e zeigt sich bei den in
Abbildung (e) und (f) dargestellten Spektraldichten, dass sich durch eine A¨nderung
des Exponenten n nicht nur die Amplituden a¨ndern, sondern auch die Peaks im Fre-
quenzgang verschoben werden ko¨nnen. Durch die Erho¨hung des Exponenten ko¨nnen
die abgebildeten Frequenzen deutlich verringert werden.
(a) (b)
(c) (d)
(e) (f)
Abbildung 5.4: Analyse der Stoßantwort: Variation der Steifigkeit k, der Stoßzahl e
und des Exponenten n in lateraler (a), (c), (e) - vertikaler (b), (d), (f) Richtung
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(d) Auswertung und Diskussion der Ergebnisse:
Aus den durchgefu¨hrten Vergleichen la¨sst sich erkennen, dass durch Variation der Fe-
dersteifigkeit k sowie der Stoßzahl e lediglich ein geringer Einfluss auf die in den simu-
lierten Beschleunigungen enthaltenen Frequenzen genommen werden kann. Die Schwin-
gungsamplituden ko¨nnen wiederum durch beide Parameter, hierbei signifikanter durch
die Stoßzahl, in ihrem Maximalwert beeinflusst werden. Durch Variation des Exponen-
ten n ist zusa¨tzlich eine Verschiebung der Frequenzen der Maxima mo¨glich.
Die Analyse der gezeigten Frequenzspektren verdeutlicht, dass die verschiedenen
Parameter des Kontaktkraftmodells die Simulationsergebnisse unterschiedlich beein-
flussen. Aus den gewonnenen Erkenntnissen la¨sst sich als eine Mo¨glichkeit unter vielen
das in Abbildung 5.5 gezeigte Ablaufdiagramm zur semi-automatischen Identifikation
der betrachteten Modellparameter ableiten. Hierbei wird, basierend auf den in Tabelle
4.2 dargestellten Startwerten, zuna¨chst die Stoßzahl und der Exponent der Laufra¨der
k˘LR, e˘LR, n˘LR k˘LR, eLR, nLR
kLR, eLR, nLR
kLR, eLR, nLRkLR, eLR, nLR
kLR, eLR, nLRkLR, eLR, nLR
k˘SR, e˘SR, n˘SR
k˘SR, e˘SR, n˘SRk˘SR, e˘SR, n˘SR
k˘SR, eSR, nSR
kSR, eSR, nSR
kSR, eSR, nSRkSR, eSR, nSR
k˘GR, e˘GR, n˘GR
k˘GR, e˘GR, n˘GRk˘GR, e˘GR, n˘GR
k˘GR, e˘GR, n˘GRk˘GR, e˘GR, n˘GR
k˘GR, eGR, nGR
kGR, eGR, nGR
Startwerte Zwischenwerte 1
Zwischenwerte 2 Zwischenwerte 3
Zwischenwerte 4 Zwischenwerte 5
Ergebnis der Identifikation
Heatmap 1 (HM1)
Heatmap 2 (HM2)
Heatmap 3 (HM3)
eLR, nLR
kLR
eSR, nSR
kSR
eGR, nGR
kGR
Identifikations-Identifikations-
Identifikations-Identifikations-
Identifikations-Identifikations-
durchlauf: 1 durchlauf: 2
durchlauf: 3 durchlauf: 4
durchlauf: 5 durchlauf: 6
x-y Diagramm 1 (D1)
x-y Diagramm 2 (D2)
x-y Diagramm 3 (D3)
Abbildung 5.5: Ablaufdiagramm der Parameteridentifikation
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in Identifikationsdurchlauf 1 variiert und die aus den jeweiligen Simulationsergebnis-
sen resultierende Metrik mit Hilfe von Heatmap 1 ausgewertet. Ziel ist hierbei die
Bestimmung der Stoßzahl eLR und Exponent nLR. Im zweiten Identifikationsdurchlauf
wird durch Variation der Federsteifigkeit und der daran anschließenden Auswertung
der Simulationsergebnisse mit Hilfe von x-y Diagramm 1 die Federsteifigkeit kLR mit
geringstem Fehler F ermittelt2. Die entwickelte Vorgehensweise wird anschließend in
identischer Reihenfolge fu¨r die Parameter der Seiten- und Gegenra¨der durchgefu¨hrt und
resultiert in neun neuen Modellparametern als Ergebnis der Identifikation. Dadurch
kann die Gesamtanzahl der notwendigen Simulationsdurchla¨ufe auf (3*((9*19)+39))
630 Fa¨lle reduziert werden. Der Verfasser der vorliegende Dissertationsschrift weist
darauf hin, dass das gezeigte Konzept lediglich eine mo¨gliche Identifikationsreihenfolge
darstellt. Die hieraus identifizierten Parameter sind somit als ein Satz unter vielen zu
verstehenden, die die U¨bereinstimmung zwischen Simulations- und Messwerten verbes-
sern, erheben aber nicht den Anspruch darauf die optimalen Parameter zu sein. Weitere
Betrachtungen fu¨hren u¨ber den Rahmen der vorliegenden Dissertationsschrift hinaus
und ko¨nnen in zuku¨nftigen Arbeiten weiterverfolgt werden (vgl. Kapitel 6).
5.2 Verifikation des entwickelten Identifikationskonzeptes am
Beispiel von approximierten Schienenabweichungen
Das im vorherigen Abschnitt eingefu¨hrte Konzept zur semi-automatischen Identifikati-
on von Modellparametern soll im Folgenden mit Hilfe der Ergebnisse aus Abschnitt 4.3
sowie realen Messwerten getestet werden. Basierend auf den Erkenntnissen aus Kapitel
4 werden die realen Schienenabweichungen mit Hilfe von Dierckx-Splines mit einem
Gla¨ttungsfaktor von S=0.0002 approximiert.
5.2.1 Identifikation neuer Modellparameter
Abbildung 5.6 zeigt die Auswertung der Metriken aller im Ablaufdiagramm 5.5 durch-
gefu¨hrten Simulationsla¨ufe des Fahrzeugmodells. Zur Bestimmung des Gesamtmetrik F
werden zuna¨chst alle Gewichtungsfaktoren αi aus Gleichung 5.1 gleich eins gewa¨hlt und
somit keine spezielle Gewichtung der verschiedenen Metriken vorgegeben. Tabelle 5.2
fasst die Entwicklung der aus jedem Identifikationsdurchlauf abgeleiteten Modellpara-
2Es wird darauf hingewiesen, dass aus den gezeigten Heatmaps und Plots kein globales Minimum
identifiziert werden konnte. Somit wird im folgenden jeweils das Parameterpaar bzw. der Parameter
mit dem zugeho¨rigen geringsten F gewa¨hlt.
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Abbildung 5.6: Auswertung der Metrik mit Heatmap 1 (a), Heatmap 2 (c), Heatmap
3 (e) - x-y Diagramm 1 (b), x-y Diagramm 2 (d), x-y Diagramm 3 (f)
meter zusammen. Um die Auswirkung auf die Simulationsergebnisse direkt bewerten zu
ko¨nnen, werden basierend auf den jeweiligen Parametern in einer Zeile die zugeho¨rigen
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Modellparameter Metrik
# kLR eLR nLR kSR eSR nSR kGR eGR nGR Fylms Fzlsm Fypsd Fzpsd
SW 3.5 0.75 1.125 14.0 0.85 1.25 3.5 0.5 1.6 253.99 70.14 0.0165
1.12∗
10−4
HM1 3.5 0.75 1.15 14.0 0.85 1.25 3.5 0.5 1.6 96.57 53.57 0.0027
8.15∗
10−5
D1 3.5 0.75 1.15 14.0 0.85 1.25 3.5 0.5 1.6 96.57 53.57 0.0027
8.15∗
10−5
HM2 3.5 0.75 1.15 14.0 0.95 1.65 3.5 0.5 1.6 137.89 40.82 0.0023
7.65∗
10−5
D2 3.5 0.75 1.15 18.5 0.95 1.65 3.5 0.5 1.6 111.27 47.82
9.21∗
10−4
8.56∗
10−5
HM3 3.5 0.75 1.15 18.5 0.95 1.65 3.5 0.6 1.55 110.81 47.75
9.15∗
10−4
8.53∗
10−5
D3 3.5 0.75 1.15 18.5 0.95 1.65 20.0 0.6 1.55 104.79 44.59
9.32∗
10−4
6.24∗
10−5
Verringerung der Metrik von SW zu D3 um: 58.7% 36.4% 98.1% 44.3%
Tabelle 5.2: Entwicklung der Modellparameter und die daraus folgende A¨nderung der
Metriken durch Anwendung der neuen Identifikationsmethode
Minimalwerte der Metriken zum direkten Vergleich angegeben. Die zu den Minimalwer-
ten zugeho¨rigen Parameter dienen dann als Ausgangspunkt fu¨r den na¨chsten Identifika-
tionsdurchlauf. Es zeigt sich, dass durch die Anpassung der Modellparameter mit Hilfe
des vorgestellten neuen Konzeptes die Simulationsergebnisse und somit die Metriken
deutlich verbessert werden ko¨nnen. So kann nach den sechs Identifikationsdurchla¨ufen
(Zeile 1 (SW) bis Zeile 7 (D3)) eine Verbesserung der Simulationsergebnisse von bis
zu 58.7 % im Zeitbereich und von bis zu 98.1 % im Frequenzbereich erzielt werden. Es
zeigt sich ebenfalls, dass es sowohl Parameter gibt, die sich deutlich a¨ndern, als auch
solche, die durch die Identifikation nichtmehr angepasst werden. Dies ist auf eine gute
bzw. schlechte Wahl der Startwerte am Anfang der Identifikation zuru¨ckzufu¨hren.
5.2.2 Verifikation und Validierung der neuen Simulationsergebnisse
Abbildung 5.7 zeigt die simulierten und gemessenen Beschleunigungen und die daraus
resultierenden Spektraldichten in Lateral- und Vertikalrichtung. Neben den neu erzeug-
ten, auf den aus Abschnitt 5.2.1 identifizierten Modellparametern basierenden Simula-
tionsergebnissen sind ebenfalls zum Vergleich die Ergebnisse aus Abschnitt 4.3.2 zum
direkten Vergleich dargestellt. Hierbei zeigt Abbildung (a), dass durch die Identifikation
der neuen Modellparameter die Lateralbeschleunigungen deutlich besser abgebildet
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Abbildung 5.7: Verifikation und Validierung der neuen Simulationsergebnisse: laterale
(a) - vertikale (c) Beschleunigungen und laterale (b) - vertikale Spektraldichte (d).
Abweichungen modelliert mit Dierckx-Splines (S=0.0002). Berechnung der Metrik mit
αylms=1, αzlms=1, αypsd=1, αzpsd=1
werden ko¨nnen. So ko¨nnen die zuvor um bis zu 0.5 g erho¨hten Amplituden um u¨ber 50
% reduziert und somit auf maximal 0.2 g Abweichung an die Messungen angeglichen
werden. Dies zeigt sich auch in dem in Abbildung (b) dargestellten, deutlich reduzier-
ten Peak bei 6 Hz der Spektraldichte. Im Gegensatz hierzu zeigt die in Abbildung
(c) dargestellte Beschleunigung in Vertikalrichtung, dass diese nicht im gleichen Maße
verbessert werden kann. Lediglich im ersten Drittel zeigt sich eine bessere U¨berein-
stimmung zwischen Simulation und Messung. Dies ist ebenfalls in der in Abbildung (d)
gezeigten Spektraldichte ersichtlich, die lediglich im Bereich von 10 Hz bis 20 Hz eine
leicht verbesserte U¨bereinstimmung zeigt.
Zum Vergleich wurde das vorgestellte Identifikationskonzept ebenfalls fu¨r eine Iden-
tifikation von Modellparametern mit interpolierten Schienenabweichungen (vgl. Ab-
schnitt 2.4.3 Methode I, II) genutzt. Die identifizierten Parameter sowie die Aus-
wirkung auf die Simulationsergebnisse und die Metriken sind in Anhang A.1 und A.2
dargestellt. Es zeigt sich, dass relative Verbesserungen mit a¨hnlichen Gro¨ßenordnungen
wie den in Tabelle 5.2 dargestellten erzielt werden ko¨nnen, sich das beste Gesamter-
gebnis jedoch wie bereits ausfu¨hrlich diskutiert mit approximierenden Splines einstellt.
5.3 Analyse von Metrikanpassungen 99
5.2.3 Auswertung der Identifikationsergebnisse
Abschnitt 5.2 zeigt, dass durch Nutzung von neuen Modellparametern, die durch An-
wendung des in der vorliegenden Arbeit entwickelten Identifikationskonzeptes bestimmt
werden, die U¨bereinstimmung zwischen Simulationsergebnissen und Messung im Zeit-
und im Frequenzbereich verbessert werden kann. Besonders in Lateralrichtung tragen
die neuen Modellparameter signifikant zur verbesserten U¨bereinstimmung bei. Es zeigt
sich jedoch auch, dass durch die neuen Parameter lediglich eine geringe Verbesserung
der Vertikalbeschleunigungen zu erzielen ist. Somit ist zu pru¨fen, ob durch eine Anpas-
sung der Metrik eine bessere U¨bereinstimmung erreicht werden kann.
5.3 Analyse von Metrikanpassungen
Der folgende Abschnitt zeigt eine Analyse der Auswirkungen der Anpassung der Ge-
wichtung der Metriken aus Gleichung 5.1 auf die identifizierten Modellparameter bzw.
die Simulationsergebnisse. Exemplarisch werden die in Tabelle 5.3 zusammengefassten
Variationen gepru¨ft. Eine detaillierte Optimierung der Metrik hinsichtlich der Iden-
tifikation des Pareto-Optimum (Ehrgott (1997), Deb (2001), Miettinen (2012)) liegt
außerhalb der Zielsetzung der vorliegenden Arbeit. Zum vereinfachten Vergleich wer-
den alle Ergebnisse gebu¨ndelt in Abbildung3 5.8 bzw. Tabelle 5.4 dargestellt. Alle
Ergebnisse sind zusa¨tzlich detailliert in Anhang B zu finden.
Wie in dem in Abbildung 5.8 (c) dargestellten Vergleich der Vertikalbeschleunigun-
gen zu erkennen ist, kann durch eine doppelte Gewichtung der Vertikalmetriken auf
dem hinteren Teil des Teststu¨ckes eine etwas deutlichere Auspra¨gung der Amplituden
erreicht werden. Auf dem vorderen Teil ist keine deutliche Verbesserung erkennbar. In
Summe kann, wie in Tabelle 5.4 dargestellt, eine circa 10 % Verbesserung der Ver-
# αylms αzlms αypsd αzpsd Auswirkung auf Gesamtmetrik
I 1 2 1 2 Erho¨hte Gewichtung der Vertikalrichtung
II 1 1 0 0 Gesamtmetrikreduktion auf Zeitbereich
III 0 0 1 1 Gesamtmetrikreduktion auf Frequenzbereich
Tabelle 5.3: Exemplarisch untersuchte Metrikanpassungen
3Zur vereinfachten Darstellen werden als Kurzform αz = αzlms & αzpsd , αy = αylms & αypsd ,
αlms = αylms & αzlms und αpsd = αypsd & αzpsd eingefu¨hrt.
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Abbildung 5.8: Verifikation und Validierung der neuen Simulationsergebnisse: laterale
(a) - vertikale (c) Beschleunigungen und laterale (b) - vertikale Spektraldichte (d).
Abweichungen modelliert mit Dierckx-Splines (S = 0.0002). Metrikvariationen nach
Tabelle 5.3
tikalbeschleunigungen im Vergleich zur Referenzoptimierung aus Abschnitt 5.2.1 er-
zielt werden, welche jedoch mit einer Verschlechterung der Lateralbeschleunigung in
a¨hnlicher Gro¨ßenordnung einhergeht. Die Simulationsergebnisse mit auf den Zeitbe-
reich beschra¨nkter Metrik liefern eine nahezu identische U¨bereinstimmung. Es zeigt
sich, dass die Beru¨cksichtigung der Spektraldichte in der Metrik einen geringeren Ein-
fluss auf die identifizierten Parameter und somit auf die Simulationsergebnisse als die
Beru¨cksichtigung der Beschleunigungen hat. Somit la¨sst sich vermuten, dass durch eine
gute U¨bereinstimmung der gemessenen Beschleunigungen und der Simulationsergebnis-
se im Zeitbereich automatisch eine gute U¨bereinstimmung der Spektraldichten folgt.
Im Umkehrschluss hierzu zeigen die Simulationsergebnisse mit auf den Frequenzbereich
reduzierter Metrik, dass aus einer guten U¨bereinstimmung des Frequenzbereichs nicht
zwangsla¨ufig eine gute U¨bereinstimmung der Beschleunigungen im Zeitbereich folgt.
So ist in Abbildung (a) und (c) eine leichte Phasenverschiebung zwischen Messung und
Simulation erkennbar.
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Modellparameter Metrik
# kLR eLR nLR kSR eSR nSR kGR eGR nGR Fylms Fzlsm Fypsd Fzpsd
SW 3.5 0.75 1.125 14.0 0.85 1.25 3.5 0.5 1.6 253.99 70.14 0.0165
1.12∗
10−4
...
...
...
...
...
...
...
...
...
...
...
...
...
...
Abs. 3.5 0.75 1.15 18.5 0.95 1.65 20.0 0.6 1.55 104.79 44.59
9.32∗
10−4
6.24∗
10−5
5.2.1 αylms = 1, αzlms = 1, αypsd=1, αzpsd = 1 58.7% 36.4% 98.1% 44.3%
I
3.5 0.75 1.15 14.5 0.95 1.65 5.0 0.95 1.2 128.55 37.59 0.002
7.08∗
10−5
αylms = 1, αzlms = 2, αypsd = 1, αzpsd = 2 49.4% 46.5% 87.9% 36.8%
II
3.5 0.75 1.15 14.5 0.95 1.65 5.0 0.55 1.25 122.37 38.05 0.002
7.21∗
10−5
αylms = 1, αzlms = 1, αypsd = 0, αzpsd = 0 51.2% 45.3% 87.9% 35.6%
III
3.5 0.85 1.2 18.5 0.95 1.65 2.0 0.55 1.5 136.45 55.6 0.0011
7.01∗
10−5
αylms = 0, αzlms = 0, αypsd = 1, αzpsd = 1 46.3% 20.3% 93.3% 37.5%
Tabelle 5.4: Entwicklung der Modellparameter und die daraus folgende A¨nderung der
Teilmetriken durch Anwendung der neuen Identifikationsmethode mit unterschiedlich
gewichteter Gesamtmetrik
5.4 Zusammenfassung und Diskussion der Ergebnisse
Kapitel 5 zeigt, dass mit Hilfe des vorgestellten semi-automatischen Identifikationskon-
zeptes die Parameter des genutzten Kontaktkraftmodells so angepasst werden ko¨nnen,
dass eine deutlich bessere U¨bereinstimmung zwischen Simulations- und Messergeb-
nissen erzielt werden kann. Bei einer einfach gewichteten Metrik resultieren aus den
identifizierten Parametern Simulationsergebnisse mit bis zum 58.7 % verbesserter U¨ber-
einstimmung im Zeit- und bis zu 98.1 % verbesserter U¨bereinstimmung im Frequenzbe-
reich. Das Kapitel zeigt daru¨ber hinaus, dass durch Variation der Metrik verschiedene
Schwerpunkte in der U¨bereinstimmung gesetzt werden ko¨nnen. So resultiert beispiels-
weise eine doppelte Gewichtung der Vertikalrichtung in einer um circa 10 % verbes-
serten U¨bereinstimmung der Vertikalbeschleunigungen. Untersuchungen mit auf den
Frequenz- oder Zeitbereich beschra¨nkten Metriken machen deutlich, dass die Spektral-
dichte im Vergleich zu den Beschleunigungen einen weitaus geringeren Einfluss in der
Gesamtmetrik hat. So ko¨nnen ohne Beru¨cksichtigung der Spektraldichte Modellpara-
meter identifiziert werden, die fu¨r lediglich um 8.9 % verringerte U¨bereinstimmung der
Simulationsergebnisse sorgen. Zusa¨tzlich fu¨hrt eine Reduzierung der Gesamtmetrik auf
die Spektraldichte zu einer leichten Phasenverschiebung in den Zeitverla¨ufen. Abschlie-
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ßend kann aus den Untersuchungen entnommen werden, dass die in der vorliegenden
Arbeit untersuchten Anpassungen der Gesamtmetrik zeigen, dass eine Beru¨cksichtigung
der lateralen und vertikalen Beschleunigungen sowie den daraus resultierenden Spek-
traldichten ohne spezielle Gewichtung zu ausgewogenen Simulationsergebnissen mit
guter U¨bereinstimmung im Zeit- und Frequenzbereich fu¨hren ko¨nnen. Der Verfasser
der vorliegenden Dissertationsschrift weist darauf hin, dass zur Validierung des vorge-
stellten Indentifikationskonzeptes auch fu¨r allgemeine Bahngeometrien bzw. Fahrzeuge
weiter Untersuchungen notwendig sind und in zuku¨nftigen Arbeiten verfolgt werden
ko¨nnten (vgl. Kapitel 6).
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Die vorliegende Arbeit zeigt die Entwicklung und Implementierung von Methoden zur
Modellierung von Schwingungsvorga¨ngen von Achterbahnfahrzeugen u¨ber real vermes-
senen Schienengeometrien in die objektorientierte Simulationsumgebung M a a
a a
BILE.
Hierbei wird durch Beru¨cksichtigung von rotierenden Ra¨dern mit Roll- und Gleitrei-
bung sowie realen Massen- und Tra¨gheitseigenschaften und der Anwendung eines hys-
teresebehafteten Kontaktkraftmodells die Voraussetzung fu¨r realita¨tsnahe Simulations-
ergebnisse geschaffen. Durch die Nutzung eines ereignisgesteuerten Integrationsverfah-
rens kann auch u¨ber die in der vorliegenden Arbeit vorkommenden verha¨ltnisma¨ßig
langen Simulationszeiten eine im Rahmen der Integratortoleranzen energiekonsistente
Lo¨sung der Modellgleichungen gewa¨hrleistet werden.
Zur Anregung des Fahrzeuges u¨ber den Rad-Schiene-Kontakt werden drei unter-
schiedliche Methoden zur Modellierung von Schienenabweichungen untersucht. Hierbei
zeigt sich, dass durch Interpolation der Schienenabweichungen mit Shape-Preserving-
bzw. Dierckx-Splines Anregungen mit unverha¨ltnisma¨ßig hohen Frequenzen erzeugt
werden ko¨nnen. Durch die Approximation der Schienenabweichungen mit Dierckx-
Splines kann, bei geeigneter Wahl des Gla¨ttungsfaktors, die Anregung des Fahrzeug-
modells u¨ber die Rad-Schiene-Kontakte realistische Werte annehmen. Hierbei zeigt
sich, dass die Wahl des Gla¨ttungsfaktors essentiell wichtig fu¨r die Qualita¨t der Simu-
lationsergebnisse ist. So folgt aus einem zu klein gewa¨hlten Gla¨ttungsfaktor, a¨hnlich
der Interpolation, eine ho¨herfrequente Anregungen, wa¨hrend ein zu groß gewa¨hlter
Gla¨ttungsfaktor die Anregung des Fahrzeugs unverha¨ltnisma¨ßig verringert. Die Wahl
eines geeigneten Gla¨ttungsfaktors kann mit Hilfe des eingefu¨hrten Konzeptes zur Ana-
lyse der Schienenabweichungen
”
von Hand“ durchgefu¨hrt werden. Die aus der Appro-
ximation der Schienenabweichungen resultierende gute U¨bereinstimmung von Simula-
tionsergebnissen und Messungen zeigt im Vergleich zu den interpolierenden Methoden
zusa¨tzlich eine um den Faktor von circa 14.5 bzw. 6.5 verku¨rzte Simulationszeit.
Neben der Modellierung der Schienenabweichungen ist die Wahl der Parameter des
Rad-Schiene-Kontaktkraftmodells grundlegend fu¨r die korrekte Anregung des Fahr-
zeugmodells. Aufgrund von Simulationszeiten von circa 80 Sekunden und daraus re-
sultierender verha¨ltnisma¨ßig zeitintensiver Auswertung einer Kostenfunktion ist eine
globale Parameteridentifikation mit Hilfe eines Optimierungsansatzes im vorliegenden
Fall nicht praktikabel. Aus diesem Grund werden die Parameter mit Hilfe eines in
der vorliegenden Arbeit entwickelten semi-automatischen Identifikationskonzeptes be-
stimmt. Hierzu werden die Modellparameter variiert und die daraus resultierenden Si-
mulationsergebnisse mit verschiedenen Metriken sowie einer neu eingefu¨hrten visuellen
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Auswertung mit Hilfe von Heatmaps analysiert. Es zeigt sich, dass die Simulationser-
gebnisse durch die neu identifizierten Modellparameter im Zeitbereich um bis zu 58.7
% und im Frequenzbereich um bis zu 98.1 % verbessert werden ko¨nnen. Eine Unter-
suchung mit verschiedenen angepassten Gewichtungen der Teilmetriken verdeutlicht,
dass hierdurch gewu¨nschten Schwerpunkte in den Ergebnisse gesetzt werden ko¨nnen.
Grundsa¨tzlich liefert jedoch eine gleiche Gewichtung aller Teilmetriken ein ausgegliche-
nes Gesamtergebnis.
Eine mo¨gliche Fortfu¨hrung der gezeigten Methoden und Ansa¨tze ko¨nnte die Ent-
wicklung eines allgemeingu¨ltigen Verfahrens zur Bestimmung eines optimalen Gla¨ttungs-
faktors sein. Ebenfalls wa¨re die Entwicklung eines allgemeingu¨ltigen Identifikationsver-
fahrens eine sinnvolle Erweiterung. Hierbei ko¨nnte eine automatisierte Auswertung der
Simulationsla¨ufe und eine daraus folgende vollautomatische Identifikation der Modell-
parameter von Vorteil sein. Ebenfalls wa¨re eine Erweiterung der gezeigten Metrik um
die Ergebnisse einer Rainflow-Analyse eine geeignete Verfeinerung. Unabha¨ngig von
den genutzten Teilmetriken wa¨re die Wahl der bestmo¨glichen Gewichtungsfaktoren αi
und damit die Identifikation des Pareto-Optimums und somit der optimalen Modell-
parameter eine konsequente Weiterentwicklung. Daru¨ber hinaus stellt die Teillineari-
sierung der Relativbewegungen zwischen Fahrzeug und Schiene eine Mo¨glichkeit dar,
um die Simulationszeit zu verku¨rzen und damit den Komfort und die Nutzbarkeit der
Simulationsumgebung im praktikablen Gebrauch weiter zu erho¨hen.
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116 A Detaillierte Identifikationsergebnisse mit interpolierten Schienenabweichungen
A.1 Parameteridentifikation: Abweichungen interpoliert mit
Shape-Preserving-Splines
Modellparameter Metrik
# kLR eLR nLR kSR eSR nSR kGR eGR nGR Fylms Fzlsm Fypsd Fzpsd
SW 3.5 0.75 1.125 14.0 0.85 1.25 3.5 0.5 1.6 444.66 88.97 0.046 0.001
HM1 3.5 0.85 1.0 14.0 0.85 1.25 3.5 0.5 1.6 114.8 52.93 0.0014
1.24∗
10−4
P1 5.0 0.85 1.0 14.0 0.85 1.25 3.5 0.5 1.6 328.0 74.84 0.021
1.22∗
10−4
HM2 5.0 0.85 1.0 14.0 0.85 1.5 3.5 0.5 1.6 79.63 68.53
8.21∗
10−4
1.45∗
10−4
P2 5.0 0.85 1.0 13.0 0.85 1.5 3.5 0.5 1.6 89.03 67.15
8.89∗
10−4
1.81∗
10−4
HM3 5.0 0.85 1.0 13.0 0.85 1.5 3.5 0.6 1.1 63.04 55.98
9.84∗
10−4
2.11∗
10−4
P3 5.0 0.85 1.0 13.0 0.85 1.5 6.5 0.6 1.1 76.35 55.55
9.66∗
10−4
1.5 ∗
10−4
Verringerung der Metrik von SW zu D3 um: 82.8% 37.6% 97.9% 85.0%
Tabelle A.1: Entwicklung der Modellparameter und die daraus folgende A¨nderung der
Metriken. Abweichungen modelliert mit Shape-Preserving-Splines. Berechnung der Me-
trik mit αylms = 1, αzlms = 1, αypsd = 1, αzpsd = 1.
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Abbildung A.1: Verifikation und Validierung der neuen Simulationsergebnisse: laterale
(a) - vertikale (c) Beschleunigungen und laterale (b) - vertikale Spektraldichte (d).
Abweichungen modelliert mit Shape-Preserving-Splines. Berechnung der Metrik mit
αylms=1, αzlms=1, αypsd=1, αzpsd=1
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Abbildung A.2: Auswertung der signifikanten Bereiche der Metrik mit Heatmap 1 (a),
Heatmap 2 (c), Heatmap 3 (e) - x-y Diagramm (b), x-y Diagramm (d), x-y Diagramm
(f). Abweichungen modelliert mit Shape-Preserving-Splines. Berechnung der Metrik
mit αylms=1, αzlms=1, αypsd=1, αzpsd=1
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A.2 Parameteridentifikation: Abweichungen interpoliert mit
Dierckx-Splines
Modellparameter Metrik
# kLR eLR nLR kSR eSR nSR kGR eGR nGR Fylms Fzlsm Fypsd Fzpsd
SW 3.5 0.75 1.125 14.0 0.85 1.25 3.5 0.5 1.6 312.03 125.61 0.0216
3.74∗
10−4
HM1 3.5 0.65 1.25 14.0 0.85 1.25 3.5 0.5 1.6 81.16 91.96 0.0017
1.99∗
10−4
P1 4.0 0.65 1.25 14.0 0.85 1.25 3.5 0.5 1.6 120.93 83.63 0.0024
2.05∗
10−4
HM2 4.0 0.65 1.25 14.0 0.65 1.5 3.5 0.5 1.6 74.52 78.84
9.48∗
10−4
1.35∗
10−4
P2 4.0 0.65 1.25 17.5 0.65 1.5 3.5 0.5 1.6 85.31 86.52
8.08∗
10−4
2.4 ∗
10−4
HM3 4.0 0.65 1.25 17.5 0.65 1.5 3.5 0.75 1.4 74.14 80.05
9.16∗
10−4
2.0 ∗
10−4
P3 4.0 0.65 1.25 17.5 0.65 1.5 5.0 0.75 1.4 107.93 74.67
7.55∗
10−4
1.34∗
10−5
Verringerung der Metrik von SW zu D3 um: 65.5% 40.5% 96.7% 96.5%
Tabelle A.2: Entwicklung der Modellparameter und die daraus folgende A¨nderung der
Metriken. Abweichungen modelliert mit Dierckx-Splines (S=0). Berechnung der Metrik
mit αylms = 1, αzlms = 1, αypsd = 1, αzpsd = 1.
120 A Detaillierte Identifikationsergebnisse mit interpolierten Schienenabweichungen
0 5 10 15 20
−1
−0.5
0
0.5
1
s[m]
a
y
[g
]
0 1.02 1.25 1.49 1.72t[s]
(a)
0 50 100 150
0
0.1
0.2
0.3
f [Hz]
Aˆ
y
(f
)
 
 
(b)
Messung
Anfangswert
Korrektur
0 5 10 15 20
−1
−0.5
0
0.5
1
s[m]
a
z
[g
]
0 1.02 1.25 1.49 1.72t[s]
(c)
0 50 100 150
0
0.1
0.2
0.3
0.4
f [Hz]
Aˆ
z
(f
)
(d)
Abbildung A.3: Verifikation und Validierung der neuen Simulationsergebnisse: laterale
(a) - vertikale (c) Beschleunigungen und laterale (b) - vertikale Spektraldichte (d). Ab-
weichungen modelliert mit Dierckx-Splines (S=0). Berechnung der Metrik mit αylms=1,
αzlms=1, αypsd=1, αzpsd=1
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Abbildung A.4: Auswertung der signifikanten Bereiche der Metrik mit Heatmap 1 (a),
Heatmap 2 (c), Heatmap 3 (e) - x-y Diagramm (b), x-y Diagramm (d), x-y Diagramm
(f). Abweichungen modelliert mit Shape-Preserving-Splines. Berechnung der Metrik
mit αylms = 1, αzlms = 1, αypsd = 1, αzpsd = 1.
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B.1 Variation I: Erho¨hte Gewichtung der Vertikalrichtung
Modellparameter Metrik
# kLR eLR nLR kSR eSR nSR kGR eGR nGR Fylms Fzlsm Fypsd Fzpsd
SW 3.5 0.75 1.125 14.0 0.85 1.25 3.5 0.5 1.6 253.99 70.14 0.0165
1.12∗
10−4
HM1 3.5 0.75 1.15 14.0 0.85 1.25 3.5 0.5 1.6 96.57 53.97 0.0027
8.15∗
10−5
P1 3.5 0.75 1.15 14.0 0.85 1.25 3.5 0.5 1.6 96.57 53.97 0.0027
8.15∗
10−5
HM2 3.5 0.75 1.15 14.0 0.95 1.65 3.5 0.5 1.6 137.89 40.82 0.0023
7.65∗
10−5
P2 3.5 0.75 1.15 14.5 0.95 1.65 3.5 0.5 1.6 120.36 40.70 0.002
7.86∗
10−5
HM3 3.5 0.75 1.15 14.5 0.95 1.65 3.5 0.95 1.2 144.89 40.07 0.002
6.8 ∗
10−5
P3 3.5 0.75 1.15 14.5 0.95 1.65 5.0 0.95 1.2 128.55 37.59 0.002
7.08∗
10−5
Verringerung der Metrik von SW zu P3 um: 49.4% 46.5% 87.9% 36.8%
Tabelle B.1: Entwicklung der Modellparameter und die daraus folgende A¨nderung der
Metriken durch Anwendung der neuen Identifikationsmethode
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Abbildung B.1: Verifikation und Validierung der neuen Simulationsergebnisse: laterale
(a) - vertikale (c) Beschleunigungen und laterale (b) - vertikale Spektraldichte (d).
Abweichungen modelliert mit Dierckx-Splines (S=0.0002). Berechnung der Metrik mit
αylms=1, αzlms=2, αypsd=1, αzpsd=2
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Abbildung B.2: Auswertung der Metrik mit Heatmap 1 (a), Heatmap 2 (c), Heatmap
3 (e) - Plot 1 (b), Plot 2 (d), Plot 3 (f). αylms = 1, αzlms = 2, αypsd = 1, αzpsd = 2
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B.2 Variation II: Gesamtmetrikreduktion auf Zeitbereich
Modellparameter Metrik
# kLR eLR nLR kSR eSR nSR kGR eGR nGR Fylms Fzlsm Fypsd Fzpsd
SW 3.5 0.75 1.125 14.0 0.85 1.25 3.5 0.5 1.6 253.99 70.14 0.0165
1.12∗
10−4
HM1 3.5 0.75 1.15 14.0 0.85 1.25 3.5 0.5 1.6 96.57 53.97 0.0027
8.15∗
10−5
P1 3.5 0.75 1.15 14.0 0.85 1.25 3.5 0.5 1.6 96.57 53.97 0.0027
8.15∗
10−5
HM2 3.5 0.75 1.15 14.0 0.95 1.65 3.5 0.5 1.6 137.89 40.82 0.0023
7.65∗
10−5
P2 3.5 0.75 1.15 14.5 0.95 1.65 3.5 0.5 1.6 120.36 40.70 0.002
7.86∗
10−5
HM3 3.5 0.75 1.15 14.5 0.95 1.65 3.5 0.55 1.25 171.89 50.54 0.002
7.01∗
10−5
P3 3.5 0.75 1.15 14.5 0.95 1.65 5.0 0.55 1.25 122.37 38.05 0.002
7.21∗
10−5
Verringerung der Metrik von SW zu P3 um: 51.2% 45.3% 87.9% 35.6%
Tabelle B.2: Entwicklung der Modellparameter und die daraus folgende A¨nderung der
Metriken durch Anwendung der neuen Identifikationsmethode
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Abbildung B.3: Verifikation und Validierung der neuen Simulationsergebnisse: laterale
(a) - vertikale (c) Beschleunigungen und laterale (b) - vertikale Spektraldichte (d).
Abweichungen modelliert mit Dierckx-Splines (S=0.0002). Berechnung der Metrik mit
αylms=1, αzlms=1, αypsd=0, αzpsd=0
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Abbildung B.4: Auswertung der Metrik mit Heatmap 1 (a), Heatmap 2 (c), Heatmap
3 (e) - Plot 1 (b), Plot 2 (d), Plot 3 (f). αylms = 1, αzlms = 1, αypsd = 0, αzpsd = 0
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B.3 Variation III: Gesamtmetrikreduktion auf Frequenzbe-
reich
Modellparameter Metrik
# kLR eLR nLR kSR eSR nSR kGR eGR nGR Fylms Fzlsm Fypsd Fzpsd
SW 3.5 0.75 1.125 14.0 0.85 1.25 3.5 0.5 1.6 253.99 70.14 0.0165
1.12∗
10−4
HM1 3.5 0.85 1.2 14.0 0.85 1.25 3.5 0.5 1.6 84.26 69.7 0.002
9.35∗
10−5
P1 3.5 0.85 1.2 14.0 0.85 1.25 3.5 0.5 1.6 84.26 69.7 0.002
9.35∗
10−5
HM2 3.5 0.85 1.2 14.0 0.95 1.65 3.5 0.5 1.6 133.22 57.78 0.0016
7.0 ∗
10−5
P2 3.5 0.85 1.2 18.5 0.95 1.65 3.5 0.5 1.6 127.32 50.95 0.0012
7.03∗
10−5
HM3 3.5 0.85 1.2 18.5 0.95 1.65 3.5 0.55 1.5 143.04 63.28
9.91∗
10−4
8.75∗
10−5
P3 3.5 0.85 1.2 18.5 0.95 1.65 2.0 0.55 1.5 136.45 55.6 0.0011
7.01∗
10−5
Verringerung der Metrik von SW zu P3 um: 46.3% 20.3% 93.3% 37.5%
Tabelle B.3: Entwicklung der Modellparameter und die daraus folgende A¨nderung der
Metriken durch Anwendung der neuen Identifikationsmethode
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Abbildung B.5: Verifikation und Validierung der neuen Simulationsergebnisse: laterale
(a) - vertikale (c) Beschleunigungen und laterale (b) - vertikale Spektraldichte (d).
Abweichungen modelliert mit Dierckx-Splines (S=0.0002). Berechnung der Metrik mit
αylms=0, αzlms=0, αypsd=1, αzpsd=1
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Abbildung B.6: Auswertung der Metrik mit Heatmap 1 (a), Heatmap 2 (c), Heatmap
3 (e) - Plot 1 (b), Plot 2 (d), Plot 3 (f). αylms = 0, αzlms = 0, αypsd = 1, αzpsd = 1
