Metallic Ferromagnetism in the Kondo Lattice by Yamamoto, Seiji J. & Si, Qimiao
ar
X
iv
:0
81
2.
08
19
v3
  [
co
nd
-m
at.
str
-el
]  
4 N
ov
 20
10
Metallic ferromagnetism in the Kondo lattice
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Metallic magnetism is both ancient and modern, occurring in such familiar settings as the lode-
stone in compass needles and the hard drive in computers. Surprisingly, a rigorous theoretical
basis for metallic ferromagnetism is still largely missing. The Stoner approach perturbatively treats
Coulomb interactions when the latter need to be large, while the Nagaoka approach incorporates
thermodynamically negligible holes into a half-filled band. Here, we show that the ferromagnetic
order of the Kondo lattice is amenable to an asymptotically exact analysis over a range of interaction
parameters. In this ferromagnetic phase, the conduction electrons and local moments are strongly
coupled but the Fermi surface does not enclose the latter (i.e., it is “small”). Moreover, non-Fermi
liquid behavior appears over a range of frequencies and temperatures. Our results provide the basis
to understand some long-standing puzzles in the ferromagnetic heavy fermion metals, and raise the
prospect for a new class of ferromagnetic quantum phase transitions.
A contemporary theme in quantum condensed matter
physics concerns competing ground states and the ac-
companying novel excitations [1]. With a plethora of dif-
ferent phases, magnetic heavy fermion materials should
reign supreme as the prototype for competing order. So
far, most of the theoretical scrutiny has focused on an-
tiferromagnetic heavy fermions [2, 3]. Nonetheless, the
list of heavy fermion metals which are known to exhibit
ferromagnetic order continues to grow. An early example
subjected to extensive studies is CeRu2Ge2 (ref. [4] and
references therein). Other ferromagnetic heavy fermion
metals include CePt [5], CeSix [6], CeAgSb2 [7], and
URu2−xRexSi2 at x > 0.15 [8, 9]. More recently discov-
ered materials include CeRuPO [10] and UIr2Zn20 [11].
Finally, systems such as UGe2 [12] and URhGe [13] are
particularly interesting because they exhibit a supercon-
ducting dome as their metallic ferromagnetism is tuned
toward its border. Some fascinating and general ques-
tions have emerged [14–16], yet they have hardly been
addressed theoretically. One central issue concerns the
nature of the Fermi surface: Is it “large,” encompass-
ing both the local moments and conduction electrons
as in paramagnetic heavy fermion metals [17, 18], or
is it “small,” incorporating only conduction electrons?
Measurements of the de Haas-van Alphen (dHvA) ef-
fect have suggested that the Fermi surface is small
in CeRu2Ge2 [14–16], and have provided evidence for
Fermi surface reconstruction as a function of pressure
in UGe2 [19, 20]. At the same time, it is traditional
to consider the heavy fermion ferromagnets as having a
large Fermi surface when their relationship with uncon-
ventional superconductivity is discussed [12, 13, 21]; an
alternative form of the Fermi surface in the ordered state
could give rise to a new type of superconductivity near
its phase boundary. All these point to the importance of
theoretically understanding the ferromagnetic phases of
heavy fermion metals, and this will be the focus of the
present work.
We consider the Kondo lattice model in which a peri-
odic array of local moments interact with each other and
with a conduction-electron band. Kondo lattice systems
are normally studied in the paramagnetic state, where
Kondo screening leads to heavy quasiparticles in the
single-electron excitation spectrum [17]. The Stoner [22]
mean field treatment of these heavy quasiparticles may
then lead to an itinerant ferromagnet [23]. With the gen-
eral limitations of the Stoner approach in mind, here we
carry out an asymptotically exact analysis of the ferro-
magnetic state. We are able to do so by using a reference
point that differs from either the Stoner or Nagaoka ap-
proach [24], and accessing a ferromagnetic phase whose
excitations are of considerable interest in the context of
heavy fermion ferromagnets. We should stress that a fer-
romagnetic order may also arise in different regimes of
related models, such as in one dimension [25] or in the
presence of mixed-valency [26].
Our model contains a lattice of spin- 12 local moments
(Si for each site i) with a ferromagnetic exchange in-
teraction (I < 0), a band of conduction electrons (c ~Kσ,
where ~K is the wavevector and σ the spin index) with
a dispersion ǫ ~K and a characteristic bandwidth W , and
an on-site antiferromagnetic Kondo exchange interaction
(JK > 0) between the local moments and the spin of the
conduction electrons. The corresponding Hamiltonian is
H =
∑
~K
ǫ ~Kc
†
~Kσ
c ~Kσ + I
∑
〈ij〉
Sai S
a
j +
∑
i
JaKS
a
i c
†
iσ
τaσσ′
2
ciσ′ .(1)
The symbol τ represents the Pauli matrices, with indices
a ∈ {x, y, z} and σ ∈ {↑, ↓}. Here I represents the sum
of direct exchange interaction between the local moments
and the effective exchange interaction generated by the
conduction electron states that are not included in Eq.
(1). Incorporating this explicit exchange interaction term
2allows the study of the global phase diagram of the Kondo
lattice systems, and tuning a control parameter in any
specific heavy fermion material represents taking a cut
within this phase diagram. The Hamiltonian above is
to be contrasted with models for double-exchange fer-
romagnets in the context of, for example, manganites,
where it is the “Kondo” coupling that is ferromagnetic
due to Hund’s rule.
FIG. 1: An illustration of the Kondo lattice. Local moments
from f-orbitals are in green, and are depicted here to be spin
down. Spin-up conduction electrons are in red, which have
a higher probability density than the spin-down conduction
electrons in blue. The Hamiltonian for the model is given in
Eq. (1) where σ is the spin index and a refers to the three spin
directions. Note that the Einstein summation convention is
used on indices. For simplicity, we assume ǫ ~K =
K
2
2me
. The
characteristic kinetic energy, W , is defined as W ≡ 1/ρ0,
where ρ0 ≡
∑
~K
δ(EF − ǫ ~K) is the single-particle density of
states at the Fermi energy (EF ). Both EF and the chemical
potential, µ, scale like W . We use the Shankar notation with
K = | ~K| measured from the center of the Brillouin zone.
The parameter region we will focus on is JK ≪ |I| ≪
W . Here we can use the limit JK = 0 as the refer-
ence point, which contains the local moments, represent-
ing the f-electrons with strong repulsions, and conduc-
tion electrons. As illustrated in Fig. 1, the local mo-
ments order in a ferromagnetic ground state because
I < 0, whereas the conduction electrons form a Fermi
sea with a Fermi surface. A finite but small JK will cou-
ple these two components, and its effect is analyzed in
terms of a fermion+boson renormalization group (RG)
procedure [27–29]. We will use an effective field theory
approach, which we outline below and describe in detail
in the Supporting Information. Though our analysis will
focus on this weak JK regime, the results will be germane
to a more extended parameter regime through continuity.
The Heisenberg part of the Hamiltonian, describing
the local moments alone, is mapped to a continuum
field theory [30] in the form of a Quantum Nonlinear
Sigma Model (QNLσM). In this framework, the local
moments are represented by an O(3) field, ~m, which
is constrained non-linearly with a continuum partition
function. Combining the local moments with the con-
duction electrons, we reach the total partition func-
tion: Z =
∫ D~mD[ψ¯, ψ] δ(~m2(~x, τ) − 1)e−S , where
S = Sm + S ′c + SK . The action for the conduction elec-
trons, S ′c, is standard. Defining m+ = mx + imy and
m− = mx − imy, the low energy action for the local mo-
ments is expressed in terms of a single complex scalar:
Sm ≈ 1
2
∫
dωddq m+(~q, iω)(−M0iω + ρsq2)m−(−~q,−iω)
+g
∫
(∂m)
4
(2)
Here, M0 is the magnetization density, and ρs the
magnon stiffness constant. The magnon-magnon cou-
pling g, schematically written above and more precisely
specified in the Supporting Information, turns out to be
irrelevant in the RG sense when fermions are also cou-
pled to the system. This 4-boson term, involving four
gradients, was found to be relevant for d > 2 in a model
without fermions [30] but is unimportant when fermions
are part of the system, as in our model here. Finally, the
Kondo coupling can be separated into static and dynamic
parts. The static order of the local moments induces a
splitting of the conduction electron band on the order of
∆ ∼ JzK〈mz〉 ∼ JzK , which modifies S ′c into the following
action for the conduction electrons
Sc =
∫
ddKdǫ ψ¯σ( ~K, ǫ)
(
−iǫ+ K
2
2me
− µ+ σ∆
)
ψσ( ~K, ǫ)
(3)
The dynamical part couples the magnons with the con-
duction electrons, leading to
S±K = J±K
∫
ddqdωddKdε
(
ψ†K+q,↑ψK,↓m
−
q
+ ψ†K+q,↓ψK,↑m
+
q
)
(4)
SzK = −
JzK
2
∫
ddq1dω1d
dq2dω2d
dKdε
×
(
ψ†K+q1−q2,στ
z
σσ′ψK,σ′m
−
q1m
+
q2
)
(5)
The mapping from the microscopic model in Eq. (1) to
the field theory in (2)-(5) is similar to the antiferromag-
netic case [27], but differs from the latter in several im-
portant ways. One simplification is that the translational
symmetry is preserved in the ferromagnetic phase. At
the same time, two complications arise. Ferromagnetic
order breaks time-reversal symmetry, which is manifested
in the Zeeman splitting of the spin up and down bands.
In addition, the effective field theory for a local-moment
quantum ferromagnet involves a Berry phase term [30]
such that Lorentz invariance is broken, even in the con-
tinuum limit; the dynamic exponent, connecting ω and q
in Eq. (2), is z = 2 instead of 1. The effective field the-
ory, comprising Eqs. (2)-(5), is subjected to a two-stage
RG analysis as detailed in the Supporting Information.
3FIG. 2: Phase space for the Kondo coupling. a, The spin-
splitting of the conduction electron band, which kinematically
suppresses interband processes associated with the Kondo
spin-flip coupling to the local-moment magnons. b, The kine-
matics for the spin-flip Kondo coupling. The low-lying excita-
tions of the local-moment system are the magnons which en-
ter the continuum at finite ω and q. Those of the conduction
electrons are expressed in terms of the spin-flip continuum,
whose Kondo-coupling to the local-moment magnons is cut
off below the cutoff energy, ωc ≈ (I/W
2)∆2, and the cutoff
momentum, qc ≈ KF↑ −KF↓ ≈ (KF /W )∆.
RESULTS
For energies and momenta above their respective cut-
offs, ωc ∼ (I/W 2)∆2 and qc ∼ (KF /W )∆, the magnons
are coupled to the continuum part of the transverse spin
excitations of the conduction electrons, see Fig. 2. Here,
the Kondo coupling is relevant in the RG sense below
three dimensions. This implies strong coupling between
the conduction electrons and the local moments, and
both the QNLσM as well as the action for the conduction
electrons will be modified. Explicitly, the correction to
the quadratic part of the QNLσM is
Π(~q, ω) ≈ J2Kρ0
(
1 + iγ
ω
vF q
)
(6)
where γ is a dimensionless constant prefactor. At the
same time, the conduction electrons acquire the following
self-energy:
Σ(KF , ǫ) =
{ −A2(ρ0J4K/I2)1/3 (−iǫ)2/3 d = 2
−A3(ρ0J2K/I) ǫ log(−iǫ) d = 3
(7)
where A2 and A3 are dimensionless constants of order
unity. The self energies m+Πm− and ψ¯Σψ add directly
to the quadratic parts of the action, Sm and Sc, re-
spectively. Similar forms for the self-energies appear in
other contexts, notably the gauge-fermion problem and
the spin-fluctuation-based quantum critical regime. The
formal similarities as well as some of the important dif-
ferences are discussed in the Supporting Information.
With these damping corrections incorporated, the ef-
fective transverse Kondo coupling, J±K , becomes marginal
in the RG sense in both two and three dimensions; the
marginality is exact in the sense that it extends to infinite
loops, as detailed in the Supporting Information. This
signals the stability of the form of damping for both the
magnons and conduction electrons [28, 31]. At the same
time, the effective longitudinal Kondo coupling, JzK , as
well as the non-linear coupling among the magnons, g,
are irrelevant in the RG sense.
The exactly marginal nature of the Kondo coupling in
the continuum part of the phase space implies that the ef-
fective coupling remains small as we scale down to the en-
ergy cutoff ω ∼ ωc and, correspondingly, the momentum
cutoff q ∼ qc. Below these cutoffs, the transverse Kondo
coupling, which involves spin flips of the conduction elec-
trons, cannot connect two points near the up-spin and
down-spin Fermi surfaces; see Fig. 2. Although there
is no gap in the density of states, as far as the spin-flip
Kondo coupling is concerned, the system behaves as if the
lowest energy excitations have been gapped out. The im-
portant conclusion, then, is that the effective transverse
Kondo coupling renormalizes to zero in the zero-energy
and zero-momentum limit. This establishes the absence
of static Kondo screening. Hence, the Fermi surface is
small, and this is illustrated in Fig. 3a.
The region of validity of Eqs. (6,7) corresponds to
ωc ≪ ω ≪ |I| and qc ≪ q ≪ 2KF . This range is
well-defined, given that ∆ ≈ JK〈mz〉 ≤ JK and that
we are considering JK ≪ |I| ≪ W . In this same energy
and, correspondingly, temperature ranges, other physical
properties also show a non-Fermi liquid behavior. In two
dimensions, the specific heat coefficient, C/T ∼ T−1/3
and the electrical resistivity ρ ∼ T 4/3. In three dimen-
sions, C/T ∼ log(1/T ) and ρ ∼ T 5/3. These non-Fermi
liquid features have form similar to those of the quantum
critical ferromagnets [32, 33], although here we are deep
inside the ferromagnetically-ordered part of the phase di-
agram.
DISCUSSION
Our result is surprising given that the ratio JK/ωc ∼
W 2/
(
IJK〈mz〉2
)≫ 1. By contrast, the standard Kondo
impurity problem with a pseudo-gap of order ∆pg ≪ JK
in the conduction electron density of states near the
Fermi energy would be Kondo-screened [34, 35]. The
difference is that, in the latter case, the Kondo coupling
renormalizes to stronger values as the energy is lowered
in the range ∆pg ≪ ω ≪W ; for JK/∆pg ≫ 1, the renor-
malized Kondo coupling is already large by the time the
energy is lowered to ω ∼ ∆pg.
The small Fermi surface we have established is to be
contrasted with the large Fermi surface of a ferromag-
netic heavy fermion metal in the Stoner treatment, illus-
trated in Fig. 3b. In the latter case, the local moments
become entangled with the conduction electrons as a re-
sult of the static Kondo screening. Kondo resonances de-
velop and the local moments become incorporated into
a large Fermi surface. This Fermi surface comes from a
4Zeeman-splitting of an underlying Fermi surface for the
paramagnetic phase; the latter is large, as seen through a
non-perturbative proof [18] that relies upon time-reversal
invariance.
FIG. 3: Contrasting the small and large Fermi surfaces. The
spin-up electron Fermi surface is drawn in red and larger than
the spin-down electron Fermi surface in blue. The larger
Fermi surface has been made slightly transparent to reveal
the smaller sheet. a, The local moments are not part of the
Fermi surface. b, The static Kondo screening has caused the
Fermi surface to expand to accommodate the Kondo reso-
nances associated with the local moments.
Our result of a stable ferromagnetic metal phase with
a small Fermi surface provides the basis to understand
the dHvA-measured [14–16] Fermi surface of CeRu2Ge2,
which is ferromagnetic below Tc = 8 K. Our interpre-
tation rests on a dynamical Kondo screening effect that
turns increasingly weak at lower energies. This is sup-
ported by the observation of the collapsing quasielastic
peak measured in the inelastic neutron-scattering cross
section as the temperature is reduced [36]. It will be
very instructive if the Fermi surface of UGe2 [19] is fur-
ther clarified and if systematic dHvA measurements are
carried out in other ferromagnetic heavy fermion metals
as well. With future experiments in mind, we note that
our conclusion of a small Fermi surface also applies to
ferrimagnetic order.
In the parameter regime we have considered, the non-
Fermi liquid features are sizable. For instance, the non-
Fermi liquid contribution to the self-energy [Eq. (7)] is,
at the cutoff energy ωc, larger than the standard Fermi
liquid term associated with the interactions among the
conduction electrons. It remains to be fully established
whether the non-Fermi liquid terms in the electrical re-
sistivity and specific heat can be readily isolated from
contributions of other processes. Still, there is at least
one family of materials, URu2−xRexSi2 at x > 0.15, in
which non-Fermi liquid features have been shown to per-
sist deep inside the ferromagnetic regime [8, 9]. Whether
this observed feature is indeed a property of the ferromag-
netic phase, or if it is related to some quantum critical
fluctuations or even certain disorder effects, remains to
be clarified experimentally. We hope that our theory will
provide motivation for the experimental search of non-
Fermi liquid behavior in ferromagnetic heavy fermion
metals as well.
The existence of a ferromagnetic phase with a small
Fermi surface raises the prospect of a direct quantum
phase transition from a Kondo-destroyed ferromagnetic
metal to a Kondo-screened paramagnetic metal. This,
like its antiferromagnetic counterpart [2, 37, 38], in turn
raises the possibility of a new type of superconductiv-
ity; the underlying quantum fluctuations would be asso-
ciated with not only the development of the ferromag-
netic order [12] but also the transformation of a large-to-
small Fermi surface. Theoretically, accessing the quan-
tum phase transition requires that our analysis be ex-
tended to the regime where the Kondo coupling is large
compared to the RKKY interaction, and this represents
an important direction for the future. Experimentally,
in the case of CeRu2Ge2, applying pressure or doping Ge
with Si fails to reach a ferromagnetic-to-paramagnetic
quantum phase transition due to the intervention of an-
tiferromagnetic order; other control parameters or other
ferromagnetic heavy fermions should be explored.
Finally, it is instructive to compare our study of the
Kondo lattice Hamiltonian with traditional studies of
itinerant ferromagnetism based on a one-band Hubbard
model. We have taken advantage of the separation of
energy scales of the Kondo lattice Hamiltonian and de-
rived our results from an asymptotically exact RG anal-
ysis. By contrast, the one-band Hubbard model does
not feature a separation of energy scales at the Hamilto-
nian level and the corresponding theoretical studies [39]
have been based on mean-field (randon-phase) approxi-
mations. Furthermore, the separation of energy scales in
the Kondo lattice Hamiltonian is crucial for our conclu-
sion that the non-Fermi liquid behavior exists over a large
energy window, which does not happen in the one-band
case. Finally, the issue of small Fermi surface, which rep-
resents a major conclusion of our study, is absent in the
case of the one-band Hubbard model.
To summarize, we have shown that the ferromagnetic
Kondo lattice has a parameter range where the Kondo
screening is destroyed and the Fermi surface is small.
This conclusion is important for heavy fermion physics.
It allows us to understand a long-standing puzzle on
the Fermi surface, as epitomized by the dHvA measure-
ments in CeRu2Ge2. It also sharpens the analogy with
the extensively studied antiferromagnetic heavy fermion
metals, where the dichotomy between Kondo breakdown
and conventional quantum criticality is well established.
More broadly, the present work has led to one of the
very few asymptotically exact results for metallic ferro-
magnetism whose rigorous understanding has remained
elusive for many years [40]. Our findings highlight an im-
portant lesson, namely that correlation effects can lead
to qualitatively new properties even for magnetism oc-
curring in a metallic environment. This general les-
son could very well be relevant to a broad array of
magnetic systems, including the extensively-debated iron
5pnictides [41].
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KONDO LATTICE AND FIELD THEORY
We begin with a microscopic description of heavy
fermion metals in terms of the Kondo-Heisenberg Hamil-
tonian.
H =
∑
k
ǫ ~K
c†~Kσc ~Kσ + I
∑
〈ij〉
Sai S
a
j +
∑
i
JaKS
a
i c
†
iσ
τaσσ′
2
ciσ′
(1)
where a labels the three spin components. For simplic-
ity, and without loss of generality, we will consider only
nearest-neighbor (〈ij〉) ferromagnetic exchange interac-
tion among the local moments, and we will also assume
ǫ ~K =
K2
2me
. By contrast to the purely itinerant mag-
nets, the local moments are independent degrees of free-
dom to begin with and, on their own, would be ferro-
magnetically ordered (I < 0). These local moments are
also antiferromagnetically coupled (JK > 0) to itinerant
conduction electrons. The exchange interaction among
the local moments includes not only the RKKY inter-
action generated by the conduction electrons in Eq. (1),
but also the RKKY and superexchange interactions from
other conduction-electron states as well as the direct ex-
change. We note that our model is very different from
those for double-exchange ferromagnets in the context
of the manganites, where the “Kondo” coupling is fer-
romagnetic [1, 2]: there, the low-lying states are spin
triplets formed by the local spins and itinerant conduc-
tion electrons, and the Kondo screening physics is never
pertinent.
Since we are interested in the low energy properties
of the ferromagnetic phase of this system, we adapt an
effective field theory previously used for the pure quan-
tum Heisenberg ferromagnet [3], but extend it to include
fermions. Here, the spin is represented by an O(3) field,
~m, which is constrained non-linearly.
Z =
∫
D~mD[ψ¯, ψ] δ(~m2(~x, τ)− 1)e−S
S ≡ S ′m + SBerry + S ′c + SK
S ′m =
ρs
2
∫
ddxdτ
∂ma(~x, τ)
∂xµ
∂ma(~x, τ)
∂xµ
SBerry = iM0
∫
ddxdτ Aa[~m]
∂ma(~x, τ)
∂τ
S ′c =
∫
ddxdτ ψ¯σ(~x, τ)
(
∂τ − ∇
2
2me
− µ
)
ψσ(~x, τ)
SK = JaK
∫
ddxdτ sac (~x, τ)m
a(~x, τ) (2)
where, as usual, sac ≡ ψ¯iσ τ
a
σσ′
2 ψiσ′ , and the superscript µ
labels the spatial directions. The topological Berry phase
term is crucial to get the dynamics right [4]. If we de-
fine the z-axis as the direction of magnetization, we have
∇m × ~A = (0, 0, 1) = 〈~m〉 (note that the curl is in field
space, not real space). Thus, in a linearized, low-energy
theory of spin fluctuations, we have ~A ≈ (−my,mx, 0).
Defining m+ = mx+ imy and m
− = mx− imy we obtain
a theory of a single complex scalar
Sm = S ′m + SBerry (3)
≈ 1
2
∫
dωddq m+(~q, iω)
(−M0iω + ρsq2)m−(−~q,−iω)
We have now arrived at an effective theory of local mo-
ment ferromagnetic magnons coupled to fermions with
effective coupling constant that for simplicity we also la-
bel JK . The mapping from the microscopic model in
equation (1) to the field theory in (2) parallels the anti-
ferromagnetic (AF) case [3, 5].
SCALING ANALYSIS
We need to carry out an RG analysis for the field
theory above several times, both before and after self-
energies have been incorporated. To begin, we summa-
rize the pure boson problem which has been done pre-
viously [3]. The dimension of the m field is fixed by
the nonlinear constraint ma(~x, τ)ma(~x, τ) = 1 which re-
quires [ma(~x, τ)] = 0. In momentum space, this becomes
[ma(~q, ω)] = −d−zb. Unless indicated otherwise, we will
exclusively be concerned with field dimensions in mo-
mentum space, so the arguments will often be dropped:
[m] = −d− zb. As usual for purely bosonic RG, the mo-
menta and energies scale simply as [q] = 1 and [ω] = zb,
where zb = 2 is the dynamical exponent for the boson,
which is consistent with ω ∼ q2. The modulo 4π ambi-
guity in the Berry phase dictates [M0] = d, and the scale
invariance of Sm establishes [ρs] = d+ zb − 2.
8Read and Sachdev were the first to point out that
higher order gradient terms may be relevant.
S(4)m = g
∫
ddxdτ
(
∂µma∂µma∂νmb∂νmb
−2∂µma∂νma∂µmb∂νmb
)
(4)
Using the scaling scheme described above, this coupling,
representing magnon-magnon interactions, has scaling
dimension [g] = d − 2. This indicates that, for d > 2,
the magnon-magnon scattering is relevant. We will see
later why this term becomes irrelevant when fermions are
incorporated.
In parallel to the pure boson problem, there is a well
known procedure for handling pure fermion problems
within a momentum shell approach [6]. The essential
difference from the bosonic RG is that the low energy
manifold now consists of an extended surface, the Fermi
surface, rather than a single point. Scaling should there-
fore be done with respect to this surface, and this may
be accomplished by a clever change of coordinates for a
simple spherical Fermi surface.
When the action contains both bosons and fermions,
the momentum shell RG becomes much more compli-
cated. In the special case zf = 1 and zb = 1, we have
extended Shankar’s approach in a straightforward fash-
ion [5]. However, such an approach does not work if
zf 6= zb. Another strategy has been proposed by Alt-
shuler, Ioffe, and Millis [7], and we adopt this method
here. For further details on this method, see [8]
Each fermion momentum space integral is decomposed
into patches of size Λf in every direction so that each
patch is locally a flat space. Scaling is accomplished
locally with respect to the center of each patch. Mo-
menta are therefore decomposed into components par-
allel (k‖) and perpendicular (k⊥) to the vector normal
to the Fermi surface at this reference point. For ex-
ample,
∫
annulus
ddK =
∑
patches
∫ Λf
−Λf d
d−1k⊥dk‖. Note
that some authors use an opposite naming convention
for components; we follow the notation of Ref. [7]. A
tacit assumption of this approach is that the boson does
not connect two fermions in different patches; this is only
justified for forward scattering problems like the one we
consider in this paper. Bosonic momentum integrals are
already constrained to a volume of linear dimension Λb,
which we assume naturally fits inside the fermionic patch:
Λb ∼ Λf ≡ Λ. In this scheme, fermionic and bosonic mo-
menta scale the same way, albeit anisotropically. The
assignment of values for [ǫ], [k‖], and [k⊥] will depend on
the form of the quadratic action, and this will be differ-
ent depending on how we incorporate the corrections to
the QNLσM and fermion actions. The scaling analysis
will therefore need to be done anew for each case.
The introduction of fermions and the choice to use the
scaling procedure outlined above has an immediate con-
sequence on the way we scale the bosonic action. In the
pure boson case, we can use [M0] = d. This comes from
the modulo 4π ambiguity of the Berry phase. Specif-
ically, since ei4πS = 1, we need i4πS = i2πn, where
n is an integer. Therefore S is quantized at either an
integer or half integer value, and is insensitive to the
RG rescaling. However, since S = M0
∫
ddx = M0L
d,
and since [Ld] = −d, we must have [M0] = d. [9] But
the anisotropic scalings we employ in momentum space
no longer translate simply to a real space analysis. We
must therefore abandon these dimension assignments for
the pure boson problem. Instead, we write the action
completely in momentum space and live with the un-
derstanding that after rescaling, the fields ma(~q, ω) and
ψ(~k, ǫ) no longer represent the Fourier transforms of the
microscopic fields ma(~x, τ) and ψ(~x, τ). This is nothing
new since even in the original Wilsonian RG formalism
the imposition of a cutoff invalidates the interpretation
of φ(q) as a true Fourier transform of φ(x).
A second reason to modify the Read-Sachdev assign-
ments for scaling dimensions in the pure boson problem is
that the addition of fermions acts as a magnetization sink
for the local-moment system. Of course, the overall mag-
netization is still conserved in the ferromagnetic phase.
Furthermore, we assume there are no valence fluctuations
(an implicit assumption in writing down the microscopic
Kondo-Heisenberg Hamiltonian) so we can still treat the
local moments as O(3) spins attached to the lattice, and
therefore work with the nonlinear field theory.
The way we fix the scaling dimensions is to define the
quadratic action according to:
Sm =
∫
dω dd−1q⊥dq‖ m+
(−iω + q2⊥)m− (5)
Sc =
∑
patches
∫
dǫ dd−1k⊥dk‖ ψ¯σ
(
iǫ− vF k‖ −
vF
2KF
k2⊥
)
ψσ
(6)
where, as usual [7], q⊥ ≫ q‖. The coupling of the local-
moment magnons to the fermions introduces anisotropy
in momentum space; as we will see, such an anisotropic
fixed point turns out to be exactly marginal. To ensure
that these forms are scale invariant, we make the assign-
ments:
[ǫ] = 1[
k‖
]
= 1
[k⊥] = 1/zb = 1/2
[ψ] = −(3zb + d− 1)/(2zb) = −(5 + d)/4
[m] = −(2zb + d+ 1)/(2zb) = −(5 + d)/4 (7)
This information is used to count dimensions for the
Kondo coupling (see figure 1).
S±K = J±K
∫
dd−1q⊥dq‖dωdd−1k⊥dk‖dε
×
[
ψ¯k+q,↑ψk,↓m−q + ψ¯k+q,↓ψk,↑m
+
q
]
(8)
9The tree-level dimension of the Kondo coupling is now
easily found.
[S±K ] = 0
= [J±K ] + 2[d
d−1k⊥dk‖dε] + 2[ψ] + [m]
= [J±K ] + 2
d− 1 + 2zb
zb
− 23zb + d− 1
2zb
−2zb + d+ 1
2zb
=⇒ [J±K ] = (3− d)/(2zb) (9)
The spin-flip Kondo coupling is relevant in two dimen-
sions, and marginal (at the tree level) in three dimen-
sions. Usually, when the Kondo coupling is relevant, we
expect the model to flow to a strong coupling fixed point
where Kondo screening sets in, destroying the magnetic
order and leading to a paramagnetic phase with a large
Fermi surface. This, however, would be an incorrect, and
inconsistent, conclusion. A proper calculation of the self
energies and subsequent re-analysis of the scaling dimen-
sions around the appropriate fixed point will show that
there will never be Kondo screening.
DAMPING CORRECTION TO THE QNLσM AND
SCALING
Our analysis so far has been a little too naive. In par-
ticular, it describes the wrong fixed point. Note that so
far we have not considered the z-component of the Kondo
interaction, JzK
∫
szcm
z, which we refer to as the longitu-
dinal channel. This coupling has two important effects.
First, it introduces the effect of splitting the spin bands
of the conduction electrons. Second, when the modified
bosonic propagator is inserted into the fermionic self en-
ergy we will obtain a non-Fermi liquid form when the
Kondo coupling is SU(2) symmetric (J+K = J
−
K = J
z
K).
What is crucial for this, of course, is that the magnons
will remain gapless in the presence of the Kondo coupling
to the conduction electrons, and we wish to show this ex-
plicitly. With all this in mind, we present below in some
detail the calculation of the magnon self-energy, as well
as an RG analysis with the modified QNLσM.
The first observation is easy to demonstrate. For
small fluctuations about the ordered state, the longitudi-
nal interaction is approximately JzK
∫
(ψ¯↑ψ↑ − ψ¯↓ψ↓)(1−
1
2m
+m−). where we have used the constraint mz =√
1−m+m−. The “1” comes from the magnetization
in the z-direction, and leads to a Zeeman shift in the en-
ergy of the conduction electrons. The reference point for
our theory should therefore have a quadratic action for
the fermions of the form
Sc =
∫
ddxdτ ψ¯σ(~x, τ)
(
∂τ − ∇
2
2m
− µ+ σ∆
)
ψσ(~x, τ)
(10)
where ∆ ∼ JzK〈mz〉 ∼ JzK . We need to write this in mo-
mentum space where it has the effect of defining a spin-
dependent Fermi wavevector: KFσ ≡
√
2me(µ+ σ∆).
Expression (6) is unchanged except for the new definition
of KFσ. We need to build an effective low-energy theory
around this fixed point, where there is a gap of size 2∆
between the up-spin and down-spin bands. This form of
the fermionic spectrum is essential to correctly capture
the damping of magnons via the Kondo interaction. The
interaction vertices are represented diagrammatically in
figure 1, while the leading contributions to the self ener-
gies are shown in figure 2. The real and imaginary parts
of the retarded functions can be calculated exactly. For
example, the contribution from diagram ΠA is
ReΠAR(~q, ω) = −
mJ+KJ
−
K
qπ
[
q
+KF↑sgn(ζ−,↑)Θ(|ζ−,↑| − 1)
√
ζ2−,↑ − 1
+KF↓sgn(ζ+,↓)Θ(|ζ+,↓| − 1)
√
ζ2+,↓ − 1
]
ImΠAR(~q, ω) =
mJ+KJ
−
K
qπ
[
−KF↑Θ(1− |ζ−,↑|)
√
1− ζ2−,↑
+KF↓Θ(1− |ζ+,↓|)
√
1− ζ2+,↓
]
(11)
where we have defined ζ±,σ ≡ ω−2∆vFσq ±
q
2KFσ
, and σ ∈
{+,−}. The region in (ω, q)-space where the imaginary
part is non-zero is depicted in the main paper. A sim-
ilar exact expression is also available in d = 3, but the
approximate form is perhaps more useful. The bubble
ΠAR in the regime ∆ ≪ ω ≪ vF q ≪ µ = K2F /(2me) is
approximately:
ΠAR(~q, ω) ≈ J+KJ−Kρ(d)0
(
1 + iγd
ω
vF q
)
(12)
where γd is a constant prefactor which depends on the
spatial dimension, and ρ
(d)
0 =
∑
σ ρ
(d)
0,σ is the density
of states at the Fermi level. In two and three di-
mensions, the explicit expressions are ρ
(d=2)
0,σ =
m
2π and
ρ
(d=3)
0,σ =
m
2π2KFσ. The ω/q form of the damping is com-
mon to a variety of systems; in this case it signifies Lan-
dau damping of the magnons with spin 1 excitations of
the fermions.
To satisfy Goldstone’s theorem, it is necessary for all
the pieces of Π to cancel in such a way that the full
bosonic propagator emerges in massless form. In the
gauge-fermion problem, this is a consequence of gauge
invariance [10]. In our case, the cancellation is somewhat
more subtle. First, note that the diagrams ΠC and ΠD
are explicitly O(J2K). Diagrams Π
A and ΠB , however,
are both linear in JK . This is obvious for Π
B , whose
calculation is trivial:
ReΠBR(~q, ω) = −JzK(n↑ − n↓)
ImΠBR(~q, ω) = 0 (13)
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FIG. 2: Self Energies
The sign difference comes from the fact that there is a
four-leg vertex JzK for each spin, but the sign of the cou-
pling constant depends on σ. The reason why ΠA is linear
in JK instead of O(J
2
K) can be seen from a simple calcu-
lation at (~q = 0, ω = 0), which is non-singular due to the
different spin indices. After performing the Matsubara
sum,
ΠAR(~0, 0) = 2J
+
KJ
−
K
∫
ddK
(2π)d
n(ξK,↑)− n(ξK,↓)
ξK,↓ − ξK,↑
= 2J+KJ
−
K
∫
ddK
(2π)d
n(ξK,↑)− n(ξK,↓)
2JzK
=
J+KJ
−
K
JzK
(n↑ − n↓) (14)
Therefore, when the Kondo coupling is SU(2) symmet-
ric the mass terms cancel and ΠA+ΠB ≈ J2Kγd|ω|/q and
thus χ−1(~q, iω) = q2 + γdJ2K
|ω|
q , where as usual we have
neglected the linear in ω term because it is less relevant
in the RG sense. This special form of the bosonic propa-
gator has emerged in a number of other applications, the
most famous example being the gauge-fermion problem.
We will comment on its consequence a little later.
With the inclusion of damping, the quadratic action
now becomes:
Sm =
∫
dωdd−1q⊥dq‖ m
+
(
q2⊥ + b
ω
q⊥
)
m− (15)
Sc =
∫
dǫdd−1k⊥dk‖ ψ¯σ
(
iǫ− vFk‖ − aσk2⊥
)
ψσ(16)
where aσ and b are simply couplings that control the rel-
ative scaling between different components of the action.
Their dimensions will be chosen to ensure the quadratic
action is scale invariant. Significantly, in this zb = 3
theory the Berry phase no longer controls the dynamics,
being instead overwhelmed by the damping term. Phys-
ically, this is because the magnetization of the local mo-
ment system is no longer conserved by itself once it can
exchange spin flips with the conduction electrons.
The scaling analysis now needs to be redone.
[ǫ] = 1[
k‖
]
= 1
[k⊥] = 1/zb = 1/3
[a] = 1− 1/zb = 2/3
[b] = 0
[ψ] = −(3zb + d− 1)/(2zb) = −(8 + d)/6
[m] = −(2zb + d+ 1)/(2zb) = −(7 + d)/6 (17)
Note that in principle aσ and ψσ could scale differently
for different spin projections, but because of the way they
enter the action, we scale them identically. With these
choices, all the terms in the quadratic action are scale
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invariant. The Kondo coupling terms,
S±K = J±K
∫
dd−1q⊥dq‖dωdd−1k⊥dk‖dε
×
[
ψ¯k+q,↑ψk,↓m−q + ψ¯k+q,↓ψk,↑m
+
q
]
(18)
SzK = JzK
∫
dd−1q1⊥dq1‖dω1dd−1q2⊥dq2‖dω2dd−1k⊥dk‖dε
×
[
ψ¯k+q1−q2,↑ψk,↑m
+
q1m
−
q2 + ψ¯k+q1−q2,↓ψk,↓m
+
q1m
−
q2
]
(19)
are easily analyzed:
[S±K ] = 0
= [J±K ] + 2[d
d−1k⊥dk‖dε] + 2[ψ] + [m]
= [J±K ] + 2
d− 1 + 2zb
zb
− 23zb + d− 1
2zb
−2zb + d+ 1
2zb
=⇒ [J±K ] = (3− d)/(2z) (20)
[SzK ] = 0
= [JzK ] + 3[d
d−1k⊥dk‖dε] + 2[ψ] + 2[m]
= [JzK ] + 3
d− 1 + 2zb
zb
− 23zb + d− 1
2zb
−22zb + d+ 1
2zb
=⇒ [JzK ] = (1− d)/z (21)
The inclusions of ω/q damping into the quadratic part of
the boson action has the effect of changing the dynam-
ics from zb = 2 to zb = 3, however, there is no change
to the dimension of the spin-flip Kondo coupling. The
longitudinal Kondo coupling is irrelevant for any d > 1.
It turns out that a proper analysis of the fixed point
requires insertion of the fermion self energy as well [7],
which we turn to next.
ELECTRON SELF ENERGY AND NON-FERMI
LIQUID BEHAVIOR
In addition to the scaling analysis, we have another
reason to determine the electron self-energy. Antici-
pating that the non-Fermi liquid contribution from the
Kondo coupling to the magnons will be cut off at the en-
ergy of order ω ∼ ωc ∼ (I/W 2)∆2, we wish to ascertain
the magnitude of the non-Fermi liquid term at this cutoff
scale. This will allow us to compare this term with some
background Fermi liquid contributions. Since the Kondo
coupling also occurs in the modified magnon propagator,
we present here the calculation of the electron self-energy
in some detail.
The leading order contribution to the electron self en-
ergy in d = 2 is given by the dressed boson, bare fermion
and no vertex correction, as depicted in figure 2.
Σσ¯( ~K, iǫ) = J
2
K
∫
d2qdω
(2π)3
G0σ(
~K + ~q, iǫm + iωn)χ(~q, iωn)
= J2K
∫
d2qdω
(2π)3
1
iǫ+ iω − ξK+q,σ
1
q2 −Π(~q, iω)
= J2K
∫
d2qdω
(2π)3
1
iǫ+ iω − ξKσ − Kqm cos θ
× 1
q2 −Π(~q, iω) (22)
From the previous section we have the result Π(~q, iωn) ≈
−J2Kγ |ω|q . For the integral over θ we use:
∫ 2π
0
1
z+i cos θ =
2πsgnRe(z)√
z2+1
for any complex z.
Σσ¯( ~K, iǫ) = J
2
K
∫
qdqdω
(2π)3
1
Kq/m
1
q2 + J2Kγ
|ω|
q
×
∫
dθ
1
iǫ+iω−ξKσ
Kq
m
− cos θ
= −iJ2K
∫
qdqdω
(2π)3
1
Kq/m
1
q2 + J2Kγ
|ω|
q
×
∫
dθ
1
ǫ+ω+iξKσ
Kq
m
+ i cos θ
= −iJ2K
∫
qdqdω
(2π)3
1
Kq/m
1
q2 + J2Kγ
|ω|
q
× 2π sgn(ǫ+ ω)√(
ǫ+ω+iξKσ
Kq
m
)2
+ 1
(23)
But in the regime of interest, and with the momentum
restricted to K ≈ KF , we have ǫ+ω+iξKσKF /m ≪ 1. The
self-energy then simplifies to
Σσ¯(KF , iǫ) ≈ −iJ2K
∫
qdqdω
(2π)3
1
KF q/m
2π sgn(ǫ + ω)
q2 + J2Kγ
|ω|
q
= −J2K
im
(2π)2KF
∫ Λ
0
dq
∫ ∞
−∞
dω
sgn(ǫ + ω)
q2 + J2Kγ
|ω|
q
(24)
This integral is a little tricky. First note that the fre-
quency integral should have a cutoff, but this is com-
plicated by the presence of the sgn function. It would
be incorrect to simply shift variables ω → ω + ǫ. The
essential identity we need is:∫ Λ
−Λ
dωf(ω)sgn(ω + ǫ) = 2
∫ ǫ
0
dωf(ω) (25)
which is only true for even functions: f(ω) = f(−ω).
To see where this comes from, note first that for even
functions: ∫ b
a
dωf(ω) = −
∫ −b
−a
dωf(ω)
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Next, to handle the sgn function we partition the integral
into four regions:
∫ Λ
−Λ
dωf(ω)sgn(ω + ǫ) = −
∫ −ǫ
−Λ
dωf(ω) +
∫ 0
−ǫ
dωf(ω)
+
∫ ǫ
0
dωf(ω) +
∫ Λ
ǫ
f(ω)
where the minus sign is the result of the sgn function.
Now we use the identity valid for even functions:
∫ Λ
−Λ
dωf(ω)sgn(ω + ǫ) =
∫ ǫ
Λ
dωf(ω)−
∫ 0
ǫ
dωf(ω)
+
∫ ǫ
0
dωf(ω) +
∫ Λ
ǫ
f(ω)
= 2
∫ ǫ
0
dωf(ω)
Armed with this identity, the self energy is:
Σσ¯(KF , iǫ) ≈ −J2K
2im
(2π)2KF
∫ ∞
0
dq
∫ ǫ
0
dω
1
q2 + J2Kγ
|ω|
q
= −J2K
2im
(2π)2KFJ2Kγ
∫ ∞
0
dqq log
(
1 + J2K
γǫ
q3
)
= − i2m
(2π)2KFγ
π√
3
(
J2Kγǫ
)2/3
(26)
Had we used a cutoff on the q-integral, we would have
ended up with some unsightly hypergeometric functions
whose asymptotic form is the same as above, so it is easier
to just set the cutoff to infinity straight away. For conve-
nience, we have so far dropped the stiffness (ρs) factor in
the q2 term of the boson propagator. Reintroducing this
factor, and taking ρs ∝ I, we end up with the conduction
electron self-energy quoted in the main text, Eq. (7).
Redoing the calculations for d = 3 is relatively straight-
forward, although now the integral will be UV divergent.
The only difference is that now we set ~K onto the x-axis
since the φ variable is the one that runs from 0 → 2π.
This allows us to use the same identity on the φ integral
that we used in the d = 2 case for the θ integral.
Σσ¯( ~K, iǫ) = J
2
K
∫
q2dq sin θdθdω
(2π)4
1
Kq/m
1
q2 + J2Kγ
|ω|
q
×
∫
dφ
1
iǫ+iω−ξKσ
Kq
m
− cosφ
= −iJ2K
∫
q2dq sin θdθdω
(2π)4
1
Kq/m
1
q2 + J2Kγ
|ω|
q
×
∫
dφ
1
ǫ+ω+iξKσ
Kq
m
+ i cosφ
= −iJ2K
∫
q2dq sin θdθdω
(2π)4
1
Kq/m
1
q2 + J2Kγ
|ω|
q
× 2π sgn(ǫ+ ω)√(
ǫ+ω+iξKσ
Kq
m
)2
+ 1
Within the regime of interest this simplifies to
Σσ¯(KF , iǫ) ≈ −J2K
2im
(2π)3KF
∫
qdq
∫ ǫ
0
dω
1
q2 + J2Kγ
|ω|
q
=
−2J2Kim
(2π)3KFJ2Kγ
∫ Λ
0
dqq2 log
(
1 +
J2Kγǫ
q3
)
= − 2im
(2π)3KF γ
[
Λ3 log
(
1 +
J2Kγǫ
Λ3
)
+J2Kγǫ log
(
1 +
Λ3
J2Kγǫ
)]
≈ − 2im
(2π)3KF γ
[
J2Kγ − J2Kγ log ǫ
+J2Kγ log
Λ3
J2Kγ
]
ǫ+O(ǫ2) (27)
So the leading singularity in d = 3 is:
Σ ∝ iJ2Kǫ log ǫ (28)
Again, recovering the stiffness factor leads to the form of
the conduction electron self-energy presented in the main
text, Eq. (7).
Holstein, Norton, and Pincus were the first to show
that the transverse electromagnetic field coupling re-
mains unscreened and can in principle lead to non-Fermi
liquid behavior [11]. For a real electromagnetic field,
the smallness of the fine structure constant suppresses
this effect to extremely low temperatures. Related non-
Fermi liquid form appears in the gauge-fermion prob-
lem [7, 12, 13]. More recently, similar self energies have
been found near quantum critical points and the nematic
fermi fluid [14–16]. The prevalence of this self energy re-
sults from the generic presence of a massless zb = 3 boson
coupled to a system with a Fermi surface. The problem
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we have considered here has some important formal dif-
ferences from the gauge-fermion and critical Fermi liquid
cases, even in the zb = 3 continuum regime. One differ-
ence is in the mechanism by which the boson propagators
are gapless. In the gauge-fermion problem, gauge invari-
ance guarantees the cancellation of the mass term upon
adding the bubble and tadpole diagrams in a large-N cal-
culation of the self energy of the vector potential [10]. At
the ferromagnetic QCP, the divergence of the correlation
length (ξ−2 → 0) leads to gapless quantum critical fluc-
tuations. In our case, it is the SU(2) spin symmetry of
the Kondo interaction which dictates that the contribu-
tion from the longitudinal channel exactly cancels that
from the transverse channel. A similar effect from the
longitudinal mode of the ordered itinerant antiferromag-
net was recently discussed by [17], and we suspect that
the cancellation argument we advance here may apply
to their case as well. Another feature that is unique to
our problem corresponds to the specific non-linear terms
[Eq. 4] that occur here, which come into play in our RG
analysis. We have shown that these terms, while relevant
for the pure Heisenberg problem, become irrelevant when
the Kondo coupling to the fermions is introduced.
We now turn to how the self-energy correction to
fermions modify the damping term in the QNLσM given
in Eq. (12). The damping remains to have the ω/q form.
For the regime of our interest here, ω ∼ q3, both the self-
energy and vertex corrections to the damping term are
negligble. For generic |ω| ≪ q, the self-energy and vertex
corrections cancel with each other leaving a subleading
contribution [7, 18].
We close this section by noting that, even though we
are deep in the ferromagnetically ordered region, the
phase space involved in the regime we are considering
is similar to that of fermions coupled to z = 3 ferro-
magnetic quantum critical fluctuations. Parallel to the
calculations in the latter case, the temperature depen-
dences of the electrical resistivity and specific heat have
the non-Fermi liquid form given in the main text.
SCALING WITH FULLY DRESSED
PROPAGATORS
Now that we have the expression for the electron self
energy we can finally incorporate it into the fixed point
and redo the scaling analysis.
Sm =
∫
dωdd−1q⊥dq‖ m+
(
q2⊥ + b
ω
q⊥
)
m− (29)
Sc =
∫
dǫdd−1k⊥dk‖ ψ¯σ
(
|ǫ|d/zb − vFk‖ − aσk2⊥
)
ψσ
(30)
Note that the self energy correction to the fermion in
d = 3 is actually ǫ log ǫ, but for the purposes of scaling
we can simultaneously treat the cases d = 2 and d = 3
by analyzing the form ǫd/zb . To make every term in the
quadratic action scale invariant we make the assignments:
[k⊥] = 1/d[
k‖
]
= 1
[ǫ] = zb/d = 3/d
[aσ] = 1− 2/d
[ψ] = −(3d+ zb − 1)/(2d) = −(3d+ 2)/(2d)
[m] = −(2d+ zb + 1)/(2d) = −(2d+ 4)/(2d) (31)
Inserting these dimensions into the Kondo coupling pro-
duces: [
J±K
]
= (3− zb)/(2d) = 0 (32)
[JzK ] = (3− zb − d)/d = −1 (33)
In both d = 2 and d = 3, we find that the insertion of the
self energies has led to the marginality of the transverse
Kondo coupling, and the irrelevance of the longitudinal
channel. This demonstrates that with the correct self en-
ergies built into the theory, which references the appro-
priate stable fixed point, there is never any unstable flow
of the Kondo coupling. The ferromagnetic phase with a
small Fermi surface is stable to the Kondo coupling.
Parenthetically, note that the magnon scattering term
scales like:
S(4)m ∼ g
∫ (
dd−1q⊥dq‖dω
)3
(q⊥m)4 (34)
=⇒ [g] = −3(d− 1 + d+ zb) + 4− 2(2d+ zb + 1)
d
=
1− zb − 2d
d
= −2d+ 1
d
(35)
which is always irrelevant.
THE EFFECT OF THE CUTOFF
Below the cutoff, ω < ωc ∼ (I/W 2)∆2 and q < qc ∼
(KF /W )∆, the transverse Kondo coupling becomes ir-
relevant in the RG sense due to phase space restrictions.
The longitudinal Kondo coupling, having the scaling di-
mension (1 − d)/zb, is irrelevant as well. The non-Fermi
liquid effect will therefore be cut off in this range.
To ascertain the strength of the non-Fermi liquid con-
tribution, we can compare the continuum contribution to
the self energy, Eq. (7) of the main text, with the back-
ground Fermi liquid contribution at the cutoff frequency
ωc. Adding a Coulomb interaction u among the conduc-
tion electrons leads to a Fermi-liquid contribution to the
self-energy of the order ΣFL(ǫ) ∼ u2ρ30ǫ2. In d = 2 we
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have
ΣNFL(ǫ ∼ ωc) ∼ (ρ0J4K/I2)1/3ω2/3c ∼ J8/3K /W 5/3
(36)
ΣFL(ǫ ∼ ωc) = u2ρ30ω2c ∼ (u2I2/W 7)J4K (37)
In the parameter range we consider, JK ≪ |I| ≪ W ,
ΣNFL(ǫ ∼ ωc) is much larger than ΣFL(ǫ ∼ ωc). Note
that in three dimensions, ΣNFL(ǫ ∼ ωc) ∼ ρ0J2Kωc/I ∼
J4K/W
3, leading to a similar conclusion.
ABSENCE OF LOOP CORRECTIONS
Vertex Corrections
For problems involving forward scattering of conduc-
tion electrons, the inability of vertex corrections to quali-
tatively modify leading order results has been established
in related problems by a numbers of authors [5, 7, 13, 18].
The essence of the argument is a sort of Migdal’s theorem
reminiscent of the suppression of vertex corrections in the
electron-phonon problem [19]. Previous work utilized a
large number of fermion flavors, but we will take a slightly
different approach which is more in line with the spirit of
the fermionic RG and, like the original work by Migdal,
focuses more explicitly on kinematics and phase space.
The conclusions are essentially the same. The small pa-
rameter in our problem is Λ/KF ≡ 1/NΛ which we use
to define the large-NΛ expansion. (This NΛ → ∞ limit
corresponds to asymptotically low energies, i.e., with the
fermions approaching the Fermi surface.) Denoting the
number of loops by L, the structure of the beta function
is given by:
β(JK) = b0JK +
d
d log s
∞∑
L=1
bL(s)
N
e(L,d)
Λ
J2L+1K
≡ b0JK + d
d log s
∆JK (38)
where loop integrals are performed over shells of width
Λ − Λ/s ≈ Λ log s with scaling parameter s ≡ eℓ ' 1. L
is equal to the number of integrations needed to compute
the diagram. If the exponents e(L, d) are positive for all
values of L and d (> 1), the beta function is given by
the tree-level result (b0JK) in the large-NΛ limit, which
means vertex corrections can be neglected. Since we have
already shown that b0 = 0, this would imply marginality
to all orders. The goal of this section is to demonstrate
that this is indeed the case.
In what follows, we give two general arguments that
demonstrate that vertex corrections become increasingly
suppressed in the loop expansion. Specifically, a diagram
with L-loops will come with a factor of 1/N
L(d+3)/3
Λ , i.e.
e(L, d) = L(d+ 3)/3. We also illustrate the principle by
calculating an example L = 1 diagram to demonstrate
how this factor emerges. We work with cutoffs in units
of KF so that NΛ ≡ 1/Λ.
The first argument is essentially just power-counting.
Every loop integral will introduce a factor of Λd+1 from
the measure of integration. For L loops, there will be 2L
fermion propagators (see Fig 3) each carrying a factor of
Λ−d/z with z = 3. There will also be L boson propa-
gators which, because of the ω/q form of the boson self
energy, scale like O(1). Thus, each diagram with L-loops
contributes the following amount of phase space.
∆JK =
∞∑
L=1
bL(s)J
2L+1
K (Λ
d+1)L(Λ−d/z)2L(Λ/Λ)L
=
∞∑
L=1
bL(s)J
2L+1
K Λ
[d(1−2/z)+1]L
=
∞∑
L=1
bL(s)
N
(d+3)L/3
Λ
J2L+1K (39)
Therefore e(L, d) = (d + 3)L/3 > 0, vertex corrects
are kinematically suppressed, and the tree level result
(marginality) is the entire story.
The careful reader will have noticed that other classes
of diagrams are possible. For example, Fig 4a shows a
self-energy insertion into the boson propagator. Iterates
of diagrams like this might at first appear to compensate
for some powers of NΛ due to the pure fermion loops.
However, since we are using fully dressed propagators,
this would be double counting. Such terms are already
included by defining the fixed point action to have the
ω/q self energy from the beginning.
Another class of diagram is represented in Fig 4b,
which is L = 4 and with propagator powers of G6χ4 =
G2L−2χL. More generally, an exhaustive classification
of diagrams at order L, with L even, will actually have
L/2 + 1 subclasses which have factors
G2LχL, G2L−2χL, G2L−4χL, · · · , GLχL
If L is odd, the series will terminate at L + 1 rather
than L, and there will be (L+1)/2 subclasses. However,
since these subclasses only differ by smaller powers of G
than the G2L we considered above, it is easy to see that
they will be subleading compared to the estimate given
in equation 39.
The second way to obtain Migdal’s theorem more
closely mirrors the antiferromagnetic case [5] and the
“leap to all loops” of the pure fermion problem [6]. Begin
by writing the quadratic parts of the action and rescaling
all momenta and energies by Λ so the limits of integration
become dimensionless: k→ Λk, ǫ→ Λǫ, etc.
Sc = Λd+1
NΛ∑∫
ddkdǫ ψ†(iǫd/zΛd/z − Λk‖ − Λ2k2⊥)ψ
(40)
Sm = Λd+1
∫
ddqdω m+(Λ2q2 + ω/q)m− (41)
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FIG. 3: L = 1 and L = 2 vertex corrections. All propagators are dressed.
(a)
(b)
FIG. 4: (a) Diagram which is not included because self energy corrections are already built into the dressed propagators. (b)
An example of L = 4 diagram with 6 fermion propagators and 4 boson propagators.
For simplicity, we have omitted some prefactors. To lead-
ing order in 1/NΛ (small Λ), the dominant term in the
fermionic part is ǫd/z (ǫ log ǫ in d = 3), while the ω/q
term is largest in the bosonic part. We therefore rescale
fields according to these terms, obtaining:
ψ → Λ−(4d/3+1)/2ψ
m± → Λ−(d+1)/2m± (42)
This allows us to estimate the phase space contribution
of the interaction term. Rescaling according to this pro-
cedure, the Kondo coupling is given by:
JK
∫
Λ2(d+1)ddkdǫddqdωΛ−(4d/3+1)ψ†ψΛ−(d+1)/2m±
∝ JKΛ(d+3)/6 (43)
Associated with every power of JK is a factor 1/N
(d+3)/6
Λ ,
and within the loop expansion the Lth-order correction
is given by ∆JK/JK ∝ J2LK ∝ 1/N (d+3)/3Λ , or e(L, d) =
(d + 3)/3 > 0, which is the same result we found ear-
lier. Therefore vertex correction can be neglected and
the tree-level result is asymptotically exact to all orders.
Note that the analog of this field rescaling for the pure
fermion problem results in a four-fermion coupling given
by Λu
∫
ψ4. In this case, Shankar found that the four-
fermion coupling is still marginal despite the additional
factor of Λ induced by the field rescaling. We are sim-
ply to regard Λ as a small parameter (in units of KF ),
not a running variable. Within the momentum shell ap-
proach, the beta function is determined by finding the
dependence on the parameter s = eℓ and computing the
derivative d/dℓ, not by finding any explicit dependence
on Λ as is done in the field theory approach.
We have now proven that vertex corrections can be ne-
glected in the large-NΛ limit. To demonstrate how the
peculiar exponent e(L, d) = (d + 3)/3 arises in a con-
crete example, let us calculate the first, L = 1, vertex
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correction shown in figure 3.
∆JK(~p, iǫ; ~Q, iΩ) = J
3
K
∫
ddqdωG(~p+ ~q, iǫ+ iω)
×G(~p+ ~q + ~Q, iǫ+ iω + iΩ)χ(~q, iω)
(44)
We can set the fermionic variables ~p = 0 (measured from
the patch origin) and ǫ = 0 since any deviation would
be irrelevant in the RG sense. In contrast, the variables
~Q and Ω belong to the external boson which we keep
nonzero, keeping in mind that our problem has cutoffs
ωc and qc.
∆JK(0, 0; ~Q, iΩ) = J
3
K
∫
ddqdω
1
iǫ
1/3
0 |ω|2/3 − v↑q‖ − v↑q2⊥/(2KF↑)
√
q2⊥ + q
2
‖
(q2⊥ + q
2
‖)
3/2 + γ|ω|
× 1
iǫ
1/3
0 |ω +Ω|2/3 − v↓(q‖ +Q‖)− v↓(q2⊥ +Q2⊥)/(2KF↓)
One way to demonstrate Migdal’s theorem is to factorize
integrands of momentum integrals according to a certain
procedure, as detailed by several authors [7, 20, 21].
Physically, this relies of the fact that fermions are much
faster than bosons. Formally, this can be accomplished
by rescaling vF → NvF and similarly for the coupling;
see Appendix A of of ref [21].
The validity of the factorization is not entirely obvi-
ous. Within a large-N treatment, a thorough analysis has
been done where numerical comparisons show that the
factorization approximation only begins to break down at
relatively high temperatures [20], outside the regime we
consider here. In the next section, we show that the fac-
torization of momentum integrations applies in the large-
NΛ limit (without invoking large-N). For the rest of this
section, we first proceed with such a factorization.
In such a case, the only parts of the integrand that
depend on q⊥ are the bosonic propagators. This allows
us to define a momentum independent boson given by the
fully momentum dependent propagator integrated along
the Fermi surface:
χ1(iω; Λ⊥, qc) ≡
∫
dd−1q⊥χ(~q, iω)|q‖=0
=
∫
dd−1q⊥
Θ(q⊥ − qc⊥)Θ(Λ⊥ − q⊥)
q2⊥ + γ
|ω|
|q⊥|
(45)
Note, once again, that we adopt the convention of ref. [7]
in labeling parallel and perpendicular components. Also
note that unlike other problems, we have a natural in-
frared regularization provided by the cutoff on bosonic
modes. All integrals thus have both UV regularizations
Λ and IR regularizations qc and ωc. Moreover, loop in-
tegrals will be performed over momentum and energy
shells, rather than extending the limits of integration to
infinite intervals. This is the reason why we do not find a
non-analytic q3/2 correction to the static boson propaga-
tor, in contrast to theories for the itinerant ferromagnetic
quantum critical point [22].
To leading order in large-NΛ, the vertex correction can
now be written in factorized form:
∆JK(0, 0;Q‖, iΩ) = J3K
∫
dωχ1(iω; Λ⊥, qc)
×
∫
dq‖
1
iǫ
1/3
0 |ω|2/3 − v↑q‖
× 1
iǫ
1/3
0 |ω +Ω|2/3 − v↓(q‖ +Q‖)
Note that the dimensional dependence is confined to
χ1(iω), while the q‖ dependence is isolated in the
fermionic propagators. The dependence on external Q⊥
has dropped out, which is higher order in 1/NΛ. To pro-
ceed, we consider d = 2 for this illustrative example.
The range of integration requires some comment.
Within the momentum-shell scheme, each loop integral
consists of a number of “slabs” in phase space of width
Λ − Λ/sη ≈ ηΛ log s, where η is the scaling dimension
of the appropriate direction. Within each slab, the in-
tegrand can be approximated by its value at the cutoff.
For example, at one-loop we can write
I ≡
∫
dωdq‖dq⊥f(ω, q‖, q⊥)
≈ [q⊥] Λ⊥ log s
∫
dωdq‖[f(ω, q‖,Λ⊥) + f(ω, q‖,−Λ⊥)]
+
[
q‖
]
Λ‖ log s
∫
dωdq⊥[f(ω,Λ‖, q⊥) + f(ω,−Λ‖, q⊥)]
+ [ω] Λω log s
∫
dq‖dq⊥[f(Λω, q‖, q⊥) + f(−Λω, q‖, q⊥)]
≡ (Λ⊥I⊥ + Λ‖I‖ + ΛωIω) log s (46)
We have divided the loop integral into a sum of (d + 1)
terms which represent the slabs directed along each of
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the (d+ 1) hyperplanes. This is simply the multidimen-
sional generalization of the trivial result:
∫ Λ
Λ/sη
dx f(x)+∫ −Λ/sη
−Λ dx f(x) ≈ ηΛ log s[f(Λ) + f(−Λ)]. Let us con-
sider one of these slab integrals.
ΛωIω = [ω] ΛωJ
3
K
∫
dq⊥
1
q2⊥ + γ
Λω
|q⊥|
∫
dq‖
×
[ 1
iǫ
1/3
0 Λ
2/3
ω − v↑q‖
1
iǫ
1/3
0 (Λω + ωc)
2/3 − v↓(q‖ + qc)
+
1
iǫ
1/3
0 Λ
2/3
ω + v↑q‖
1
iǫ
1/3
0 (Λω − ωc)2/3 + v↓(q‖ + qc)
]
(47)
where we have take the external frequency and moment
down to the cutoffs qc and ωc, and assumed 0 < ωc <
Λω. This integral is factorized, with the first factor being
given by
χ1(ω = Λω) = χ1(ω = −Λω)
=
∫
dq⊥
1
q2⊥ + γ
Λω
|q⊥|
= (1/3)(γΛω)
−1/3
[
2
√
3 arctan
(
1− 2qc(γΛω)−1/3√
3
)
− 2
√
3 arctan
(
1− 2qc(γΛω)−1/3√
3
)
+2 log(qc + (γΛω)
1/3)− 2 log(Λ⊥ + (γΛω)1/3)− log(q2c − qc(γΛω)1/3 + (γΛω)2/3)
+ log(Λ2⊥ − Λ⊥(γΛω)1/3 + (γΛω)2/3)
]
(48)
For an estimate of this factor, we must first take the limit qc → 0, since this must be smaller than the UV cutoffs:
lim
qc→0
χ1(ω = Λω) = (1/9)(γΛω)
−1/3
[
π
√
3− 6
√
3 arctan
(
1− 2Λ⊥(γΛω)−1/3√
3
)
− 6 log(Λ⊥ + (γΛω)1/3)
+3 log(Λ2⊥ − Λ⊥(γΛω)1/3 + (γΛω)2/3)
]
(49)
Next we set Λω = Λ⊥ = Λ, then take a small Λ expansion, finding:
χ1 ∝ Λ/γ − 2
5γ2
Λ3 +O(Λ5) (50)
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. The second factor is a more complicated integral.∫
(GG|Λω +GG|−Λω ) =
∫
dq‖
[ 1
iǫ
1/3
0 Λ
2/3
ω − v↑q‖
1
iǫ
1/3
0 (Λω + ωc)
2/3 − v↓(q‖ + qc)
+
1
iǫ
1/3
0 Λ
2/3
ω + v↑q‖
1
iǫ
1/3
0 (Λω − ωc)2/3 + v↓(q‖ + qc)
]
=
1
iǫ
1/3
0 [(Λω + ωc)
2/3 − Λ2/3ω ]− vF qc
×
{
− 2i
v↑
[
arctan
(
v↑Λ‖
ǫ
1/3
0 |Λω|2/3
)
− arctan
(
v↑qc
ǫ
1/3
0 |Λω|2/3
)]
− 1
v↓
(1
2
log
ǫ
2/3
0 |ωc + Λω|4/3 + v2↓(qc − Λ‖)2
ǫ
2/3
0 |ωc + Λω|4/3 + v2↓(qc + Λ‖)2
− 1
2
log
ǫ
2/3
0 |ωc + Λω|4/3
ǫ
2/3
0 |ωc + Λω|4/3 + 4v2↓q2c
+i arg[iǫ
1/3
0 |ωc + Λω|2/3 − v↓(qc − Λ‖)]− i arg[iǫ1/30 |ωc + Λω|2/3 − v↓(qc + Λ‖)]
+i arg[iǫ
1/3
0 |ωc + Λω|2/3]− i arg[iǫ1/30 |ωc + Λω|2/3 − 2v↓qc]
)}
+
1
iǫ
1/3
0 [(Λω − ωc)2/3 − Λ2/3ω − vF qc]
×
{
− 2i−v↑
[
arctan
(
−v↑Λ‖
ǫ
1/3
0 |Λω|2/3
)
− arctan
(
−v↑qc
ǫ
1/3
0 |Λω|2/3
)]
+
1
v↓
(1
2
log
ǫ
2/3
0 | − ωc + Λω|4/3 − v2↓(qc − Λ‖)2
ǫ
2/3
0 | − ωc + Λω|4/3 − v2↓(qc + Λ‖)2
−1
2
log
ǫ
2/3
0 | − ωc + Λω|4/3
ǫ
2/3
0 | − ωc + Λω|4/3 − 4v2↓q2c
+i arg[iǫ
1/3
0 | − ωc + Λω|2/3 + v↓(qc − Λ‖)]
−i arg[iǫ1/30 | − ωc + Λω|2/3 + v↓(qc + Λ‖)]
+i arg[iǫ
1/3
0 | − ωc + Λω|2/3]− i arg[iǫ1/30 | − ωc + Λω|2/3 + 2v↓qc]
)}
(51)
where we have neglected terms of order v↑ − v↓ ∼ ∆/µ,
and used
∫
dq‖ =
∫
dq‖Θ(q‖ − qc)Θ(Λ‖ − q‖). Using the
same procedure as for the previous factor, as well as the
following simplifications, qc/Λ ≪ 1, ωc/Λ ≪ 1, ωc/qc ≪
1, and ωc/ω ≪ 1, we find the rather simple result:∫
(GG|Λω +GG|−Λω ) ∝ Λ1/3Λ−2/3 = Λ−1/3 (52)
Putting it all together, we find
ΛωIω ∼ [ω] Λ(log s)ΛΛ−1/3
=
3
2
Λ5/3(log s) (53)
By a similar analysis, the other slab contributions can
be shown to have the same exponent: Λ⊥I⊥ ∼ Λ5/3 and
Λ‖I‖ ∼ Λ5/3. Therefore, the one-loop correction to the
beta function is given by:
δJK ∼ d
d log s
Λ5/3 log s
= Λ5/3
= 1/N
5/3
Λ (54)
which confirms our previous and more general derivations
of Migdal’s theorem: e(L = 1, d = 2) = (2 + 3)/3 = 5/3.
To summarize, we have demonstrated Migdal’s theo-
rem in three different ways, including an explicit calcu-
lation of the one-loop integral as a concrete example.
An interesting future direction would be to consider
calculations of this sort with finite Λ/KF , akin to 1/NΛ
corrections. In particular, it is easy to imagine that spe-
cial bandstructures might possess Fermi surface features,
such as nesting or van-Hove singularities, that might lead
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to significantly different conclusions. For such cases, how-
ever, it would then be necessary to consider specific ma-
terials with realistic bandstructures, and we would lose
our ability to make universal statements. For this rea-
son we remain content with the NΛ = ∞ limit which
should be valid under generic circumstances, and leave
to future work detailed investigations of material-specific
bandstructures where 1/NΛ corrections might play an
important role. We also point out that identifying the
NΛ =∞ theory is in itself a non-trivial result. After all,
Landau Fermi liquid theory is theNΛ =∞ limit of the in-
teracting fermion problem [6] which has been profoundly
useful despite the fact that, by itself, 1/NΛ corrections
are not captured.
Factorization of Momentum Integrals
The property of q‖ − q⊥ integrations has previously
been discussed within a large-N limit, where N is the
number of fermion flavors [20]. These theories typically
perform loop integrations over all of phase space, in which
case it becomes necessary to introduce the large factor N
in order to properly weight the desired kinematic range.
Working with cutoffs explicitly, as we do, the integrals
are more difficult to compute without the technology of
residue calculus, however, the physical kinematic regime
is more naturally apparent. Here, we demonstrate the
validity of the factorization approximation used in the
previous section, but we do not require a large number
of fermion flavors. Instead, our large parameter is the
ratio NΛ ≡ KF/Λ.
Consider a low-energy fermion represented by a point
infinitesimally near the Fermi surface. This point on the
Fermi surface defines the origin of our coordinate system.
Since this patch of surface is defined by its normal, we de-
compose the coordinate system into components parallel
and perpendicular to this normal vector. A low energy,
forward scattering excitation involving this state will be
contained within a box of size Λ near this point of the
Fermi surface, and we demand Λ≪ KF . The momentum
transfer between these two fermion states we label with
~q = (q‖, ~q⊥). The factorization approximation is valid
in the limit where the dimension of the box along the
Fermi surface is much smaller than the Fermi wavevec-
tor: Λ⊥ ≪ KF . There are three ways to choose a small
cutoff, as depicted in Fig 5. Either set Λ‖ ≪ Λ⊥ ∼ KF ,
or Λ⊥ ≪ Λ‖ ∼ KF , or Λ⊥ ∼ Λ‖ ≪ KF . The first choice
might lead one to believe that the number of patches is
not large, which is not the case. The second option ap-
pears to suggest that q⊥ ≪ q‖, which is opposite to the
regime we wish to consider. Furthermore, it includes
high-energy excitations far from the mass shell. The
third choice seems most natural, and it turns out to be
the most convenient in terms of calculations as well, as
indicated in the previous section. It might lead one to
believe that the scaling is isotropic, but we will show be-
low that this is not the case. Finally, a fourth possibility,
where Λ⊥ ∼ Λ‖ ∼ KF has been used in calculations by
other authors. When calculating with the fourth option,
where loop integrals essentially extend to infinity, it is
necessary to rescale the Fermi velocity by a large factor
such as an artificially large number of fermion flavors [21].
The hope is that the N = ∞ results will be connected
to the N = 2 case we wish to understand, rather than
the N = 0 limit which is qualitatively different [7, 23].
We choose, instead, to rely on the fact that Λ ≪ KF
which does not require us to resort to large-N , but only
large-NΛ which is simply the limit of the low-energy field
theory.
To see the small error made by the factorization ap-
proximation when Λ⊥ ∼ Λ‖ ≪ KF , consider the one-loop
vertex correction we calculated in the previous section,
with and without the factorization approximation:
∆JK = J
3
K
∫
ddqdω
1
iǫ
1/3
0 |ω|2/3 − v↑q‖ − v↑q2⊥/(2KF↑)
√
q2⊥ + q
2
‖
(q2⊥ + q
2
‖)
3/2 + γ|ω|
× 1
iǫ
1/3
0 |ω +Ω|2/3 − v↓(q‖ +Q‖)− v↓(q2⊥ +Q2⊥)/(2KF↓)
(55)
∆JK
∣∣∣
factorized
= J3K
∫
ddqdω
1
iǫ
1/3
0 |ω|2/3 − v↑q‖
|q⊥|
q3⊥ + γ|ω|
1
iǫ
1/3
0 |ω +Ω|2/3 − v↓(q‖ +Q‖)
(56)
The integrands are sharply peaked in phase space along
surfaces defined by the zeros of the inverse propagators.
For ∆JK this corresponds to the surface defined by:
G−1(q⊥, q‖, iω)G
−1(q⊥ +Q⊥, q‖ +Q‖, iω + iΩ)
×χ−1(q⊥, q‖, iω) = 0 (57)
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FIG. 5: This figure depicts the various choices we have in choosing the size of our integration cutoffs in relation to each other,
and the scale set by the Fermi momentum KF . To restrict to low-energy excitations we must have Λ‖ ≪ KF . To ensure
that we have a large number of patches, we must insist that Λ⊥ ≪ KF . The most convenient and sensible choice is to take
Λ⊥ ∼ Λ‖ ≪ KF . Even though the cutoffs are of similar size, we still have q⊥ ≫ q‖, as indicated by the next figure.
while for ∆JK
∣∣
factorized
, the surface is defined by:
G−1(0, q‖, iω)G−1(0, q‖ +Q‖, iω + iΩ)
×χ−1(q⊥, 0, iω) = 0 (58)
The difference between these two cases is depicted in
Fig. ??, where contours of constant energy are plotted in
the momentum plane for d = 2.
Obviously, when Λ ≪ KF , the exact and factorized
contours are almost indistinguishable. Only when Λ ∼
KF does the curvature of the Fermi surface become ap-
parent and the factorization approximation break down.
The figure also illustrates the fact that when Λ≪ KF ,
the most highly peaked portions of the integrand occupy
significant phase space where q⊥ ≫ q‖ for fixed energy
(i.e. on each contour). This is so despite the fact that
Λ⊥ ∼ Λ‖, and is the justification for the neglect of q‖
terms in the bosonic propagators. At the same time, we
neglect q⊥ pieces of the fermionic propagators because
KF is large.
A less graphical way to see the above is as follows.
Because Λ≪ KF , the q‖ integration is dominated by the
range (±Λ2/KF , ±Λ). Over this range, the fermionic
propagator can be approximated
G−1(q⊥, q‖, iω) = ω2/3 − vF (q‖ + q2⊥/2KF )
≈ ω2/3 − vF q‖. (59)
The fermionic propagator tells us that the most impor-
tant regions of the integrand are for q‖ ∼ ω2/3. At the
same time, the bosonic propagator is most highly peaked
around q ∼ ω1/3. This means that q2 ∼ ω2/3. Since
the pole of the fermion propagator will force q2‖ ∼ ω4/3,
this means that the boson propagator must have q2⊥ ∼
ω2/3 ≫ q2‖ ∼ ω4/3, and thus
χ−1(q⊥, q‖, iω) ≈ q2⊥ + γ|ω|/q⊥ (60)
All these approximations become exact in the NΛ → ∞
limit. Eqs. (59,60) ensure the factorization of the q‖ and
q⊥ integrations.
NON-ANALYTIC CORRECTIONS
An intriguing question for future studies is the effect of
non-analytic Fermi-liquid corrections. Such non-analytic
corrections to susceptibility and other physical properties
already exist in a standard Fermi liquid theory [15, 24].
In generic cases, such non-analytic corrections are rela-
tively small. Empirically, it is in general hard to observe
such non-analytic corrections. Even in the case of the
quantum critical point of a weak ferromagnetic system,
the existence of an extensive critical regime controlled
by the fixed point without taking into account the non-
analytic-Fermi-liquid corrections is supported by experi-
mental observations [25]. For the ferromagnetic phase of
the Kondo lattice system we have considered, this effect
is expected to be even smaller: due to the breakdown
of the Kondo effect, the amplitudes of the non-analytic
correction terms will be normalized in terms of the bare
Fermi energy of the conduction electrons as opposed to
a renormalized Kondo energy. More broadly, just like it
is important to establish the Fermi liquid fixed point be-
fore such non-analytic corrections are analyzed in detail,
we have focused on the existence of a small-Fermi-surface
ferromagnetic fixed point.
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