Multi-exit iteration is a generalization of the standard binary Kleene star operation. The addition of this construct to Basic Process Algebra (BPA) yields a more expressive language than that obtained by augmenting BPA with the standard binary Kleene star. This note offers an expressiveness hierarchy, modulo bisimulation equivalence, for the family of multi-exit iteration operators proposed by Bergstra, Bethke and Ponse.
Introduction
One of the classic topics in the theory of computation is the study of the axiomatics and expressiveness of variations on regular expressions. This field of research has been active since Kleene's original paper [16] , and some of its crowning achievements may be found in, e.g., [12, 17, 18] . The investigation of variations on the language of regular expressions from the perspective of process theory was begun by Milner in his seminal paper [20] -where an implicational proof system was proposed for bisimulation equivalence over regular events, and the problem of its completeness raised-, and has received new impulse after the publication of [6] . In op. cit. Bergstra, Bethke and Ponse have investigated the expressive power of variations on standard process description languages in which infinite behaviours are defined by means of Kleene's star operation [16] rather than by means of systems of recursion equations, and have proposed an axiom system for bisimulation equivalence over the language of Basic Process Algebra [8] with the original binary version of the Kleene star operation (BPA * ). The completeness of the axiom system proposed in [6] was proven by Fokkink and Zantema in [15] , and this result has been followed by a series of contributions in which several notions of process equivalence have been equationally axiomatized over languages incorporating variations on the Kleene star operation-see, e.g., the handbook chapter [7] for a survey.
The motivation for the use of Kleene's star operation for the description of processes with infinite behaviour is that algebraic operators are easier to manipulate in an axiomatic setting than systems of recursion equations or recursive terms. Interestingly, however, as already noted by Milner in [20, Sect. 6] , not every process defined using finite-state systems of recursion equations can be described, up to bisimulation equivalence, using only regular expressions. The limited expressive power of the Kleene star operation in denoting finite automata modulo bisimulation equivalence is highlighted in [5] , where it is shown that the process described by the following re-cursion equation
cannot be expressed in the language BPA * modulo bisimulation equivalence. This has led the authors of [5] to propose the use of k-exit iteration in order to increase the expressive power of super-languages of BPA incorporating Kleene star-like operations. This operation has later been generalized to multi-exit iteration in [1] . Multi-exit iteration is a generalization of the standard binary Kleene star operation that allows for the description of agents whose behaviour is specified, up to bisimulation equivalence, by the following defining equation:
where m and n are positive integers, and the P i and the Q j are process terms. For example, the term (a, a) * (a, b) denotes, up to isomorphism, the finite automaton associated with the variable X in (1).
Despite its seemingly arbitrary nature, multi-exit iteration is a generalization of the standard Kleene star operation whose roots may be found in the time honoured theory of flowchart schema (see, e.g., the references [19, 23] ), and in the study of looping constructs in programming languages. For example, the flow of control of a process described using multi-exit iteration bears strong similarity to that of a flowchart schema in normal form [13, 14] . (For the sake of completeness, we recall that a flowchart schema is said to be in normal form if it is a finite tree-like schema whose branches may only bend back to ancestor nodes.) The literature on looping constructs in programming languages is replete with results on operations with single entry points and multiple exits. Here we limit ourselves to mentioning the references [9, 10, 22] . In particular, Peterson et al. defined in [22] a well formed program to be one in which all control structures have a single entry point, and showed that such a program need only use IF THEN, DO FOREVER, and multi level loop EXIT statements as control structures.
Since the addition of multi-exit iteration to a process algebra like BPA produces a language with a countably infinite collection of basic operations, it is natural to wonder whether one may obtain an equally expressive language by restricting the number of behaviours that can be specified on the left-and/or the right-hand sides of a multi-exit iteration.
By analogy with the aforementioned result from [5] , it was proved in [1] that, in the presence of a nonempty set of actions, the sequence of k-exit iteration operations induces a hierarchy of super-languages of BPA with a strictly increasing expressive power modulo bisimulation equivalence. In light of that result, increasing the maximum number of exits (viz. the Q j in (2)) allowed in a multi-exit iteration increases the expressive power of the language modulo bisimulation equivalence. Our aim in this note is to show that increasing the maximum number of processes on the left-hand side of the star in a multi-exit iteration also increases the expressive power of the language modulo bisimulation equivalence (see Theorem 3.1). The lesson that can be drawn from these expressiveness results is that the adoption of an algebraic language, that uses multi-exit iteration in lieu of recursive terms to describe infinite behaviours modulo bisimulation equivalence, forces one to introduce an infinite family of Kleene star-like operations. This should be compared with the situation in the theory of regular languages, where the Kleene star operation suffices to describe all infinite regular languages.
Background
For the sake of completeness and readability, we begin by recalling the relevant notions from [1] that will be needed in this note. The interested reader is referred to op. cit. and [5] for motivation and further information.
We assume a non-empty alphabet A of atomic actions, with typical elements a, b. The language BPA me * (A) of terms over Basic Process Algebra (BPA) with multi-exit iteration is defined inductively as follows:
-each a ∈ A is a term; -P + Q and P · Q are terms, if so are P and Q;
is a term, if so are P 1 , ..., P m and Q 1 , ..., Q n for some positive integers m and n.
We shall use P, Q, R (possibly subscripted and/or superscripted) to range over BPA me * (A). In writing terms over the above syntax, we shall always assume that the operation · binds stronger than +. In the sequel the operation · will often be omitted, so P Q denotes P · Q. We shall use the symbol ≡ to stand for syntactic equality of terms. For a positive integer i and action a, we write a i for the term obtained by concatenating i copies of action a. For every natural number n, we shall write [n] in lieu of {1, . . . , n}.
Apart from actions, the signature of the language BPA me * (A) includes the binary operations of alternative composition + and sequential composition · familiar from the theory of Basic Process Algebra [4, 8] , and a variation on the original binary version of the Kleene star operation [16] , that will be referred to as multi-exit iteration. For positive integers m and n, the process term (P 1 , ..., P m ) * (Q 1 , ..., Q n ) stands for an agent whose behaviour is specified by the defining equation (2) . In order to simplify notation in the presentation of the operational semantics for BPA me * (A), we shall use the notion of 'vectors of processes'. A vector of processes is a tuple (P 1 , ..., P m ), where m ≥ 0. We shall use Q, S to denote such vectors of processes. In multi-exit iteration, the expressions at the left-and right-hand sides of the star are non-empty vectors of processes. Enclosing parentheses will always be omitted from vectors of length one, i.e., (P ) will be written P .
The operational semantics for the language BPA me * (A) is given by the labelled transition system
where the transition relations a → and the unary predicates a → are, respectively, the least subsets of BPA me * (A) × BPA me * (A) and BPA me * (A) satisfying the rules in Table 1 . Intuitively, a transition P a → Q means that the system represented by the term P can perform the action a, thereby evolving into Q. The special symbol stands for (successful) termination; Table 1 : Transition Rules therefore the interpretation of the statement P a → is that the process term P can terminate by performing a. Note that, for every term P , there is some action a for which either P a → P ′ holds for some P ′ , or P a → does.
Definition 2.1 The term P
′ is a derivative of P if P can evolve into P ′ by zero or more transitions. A derivative P ′ of P is proper if P can evolve into P ′ by performing at least one transition.
Process terms are considered modulo bisimulation equivalence [21] .
Definition 2.2 Two process terms P and Q are bisimilar, denoted by P ↔ Q, if there exists a symmetric binary relation B on process terms which relates P and Q, such that:
Such a relation B will be called a bisimulation. The relation ↔ will be referred to as bisimulation equivalence.
Note that if P is bisimilar to Q, then every (proper) derivative of P is bisimilar to some (proper) derivative of Q, and vice versa. The transition rules in Table 1 are in the 'path' format of Baeten and Verhoef [3] . Hence, bisimulation equivalence is a congruence with respect to all the operations in the signature of BPA me * (A). Process terms in BPA me * (A) are normed, which means that they are able to terminate by embarking in a finite sequence of transitions. We call such a sequence a termination trace. The norm of a process term P , denoted by |P |, is the length of its shortest termination trace; this notion stems from [2] . Note that bisimilar process terms have the same norm. The following lemma, which is due to Caucal [11] , is typical for normed processes, and will be useful in the technical developments to follow. Lemma 2.3 Let P, Q, R, S ∈ BPA me * (A) be such that P Q ↔ RS. If |Q| = |S|, then P ↔ R and Q ↔ S.
A technical tool we shall use below is a weight function g that associates a natural number to each process term. This is defined thus:
• g(a) is 0,
• g(P + Q) is max{g(P ), g(Q)} + 1,
• g(P Q) is max{g(P ), g(Q)}, and
The basic property of this weight function that we shall need is expressed in the lemma below (cf. [1, Lemma 3.5]).
Lemma 2.4
If P ′ is a derivative of P , then g(P ′ ) ≤ g(P ). Moreover, if -P ≡ P 1 + P 2 for some terms P 1 and P 2 , and P ′ is a proper derivative of P , or -P ≡ (P 1 , ..., P m ) * (Q 1 , ..., Q n ), for some terms P i (i ∈ [m]) and Q j (j ∈ [n]), and P ′ is a proper derivative of some Q j , then g(P ′ ) < g(P ).
The weight function g is designed to ensure that, as stated formally in the above lemma, exiting from multi-exit iterations and resolving nondeterministic choices strictly decrease the weight of terms. This property will be used in our proof by infinite descent of Theorem 3.1 to rule out the possibility that a term of minimum weight that is bisimilar to (a, a 2 , . . . , a k+1 ) * a is either the sum of two terms or a multi-exit iteration with fewer than k + 1 terms on the left-hand side of the star.
An Expressiveness Hierarchy
As shown in [5] , the addition of multi-exit iteration to BPA yields a language that, modulo bisimulation equivalence, is strictly more expressive than that obtained by augmenting BPA with the standard binary Kleene star. More precisely, it is proven ibidem that, in the presence of at least two actions, the process (a, a) * (a, b) cannot be expressed, modulo bisimulation equivalence, in ACP [4] , and a fortiori in BPA, enriched with the binary Kleene star (cf. Lemma 3.2.3 in op. cit.).
Let us say that a term of the form (P 1 , . . . , P m ) * (Q 1 , . . . , Q n ) has n-exit iteration. By analogy with the aforementioned result from [5] , it was proved in [1] that, in the presence of a nonempty set of actions, the sequence of k-exit iteration operations induces a hierarchy of super-languages of BPA with a strictly increasing expressive power modulo bisimulation equivalence. To this end, it was shown in op. cit. that, for every positive integer k, the process a * (a, a 2 , . . . , a k+1 )
cannot be specified using h-exit iteration with h ≤ k, modulo bisimulation equivalence. (Cf. Corollary 4.5 in [1] .) In light of the above result, increasing the maximum number of exits allowed in a multi-exit iteration increases the expressive power of the language modulo bisimulation equivalence. Our aim in this note is to show that increasing the maximum number of processes on the left-hand side of the star in a multiexit iteration also increases the expressive power of the language modulo bisimulation equivalence.
Notation 1 For every positive integer k, we write BPA k * for the set of terms in the language BPA me * (A) that may use multi-exit iteration operations whose first argument is a non-empty vector of processes of length at most k.
Our aim is to prove the following theorem: Theorem 3.1 For every positive integer k, the process (a, a 2 , . . . , a k+1 ) * a cannot be expressed in the language BPA k * modulo bisimulation equivalence.
The remainder of this note will be devoted to a proof of the above result. To this end, it is sufficient to establish the following special case of the statement of our main result.
Proposition 3.2 For every positive integer k, the process (a, a 2 , . . . , a k+1 ) * a cannot be expressed, modulo bisimulation equivalence, as a term in the language BPA k * of the form (P 1 , . . . , P h )
Indeed, using the above result, we can prove Theorem 3.1 thus:
Proof of Theorem 3.1: Assume, towards a contradiction, that there is a term P in the language BPA k * that is bisimilar to (a, a 2 , . . . , a k+1 ) * a. Assume, furthermore, that P is a process with this property with minimum weight g(P ). We proceed with the proof by analyzing the possible forms such a P may take.
It is easy to see that P can neither have the form a nor the form P 1 P 2 for some processes P 1 and P 2 . Indeed, this follows because bisimilar processes have equal norm, but any process of the form P 1 P 2 has norm at least two and (a, a 2 , . . . , a k+1 ) * a has norm one.
We claim that P cannot have the form (P 1 , . . . , P h ) * (Q 1 , . . . , Q m ) either. To see this, note, first of all, that, by Proposition 3.2, P cannot have the form (P 1 , . . . , P h )
whose norm is greater than one, then this Q j affords a transition Q j a → Q ′ j for some process Q ′ j . It follows that, for some positive integer ℓ,
Since the terms (P 1 , . . . , P h ) * (Q 1 , . . . , Q m ) and (a, a 2 , . . . , a k+1 ) * a are bisimilar, there is a derivative R of the latter term such that
As (a, a 2 , . . . , a k+1 ) * a is easily seen to be a derivative of R, we have that Q ′ j has a derivative that is bisimilar to (a, a 2 , . . . , a k+1 ) * a, and thus that Q j has a proper derivative Q ′ that is bisimilar to (a, a 2 , . . . , a k+1 ) * a. By Lemma 2.4, the value of g(Q ′ ) is strictly smaller than g(P ). This contradicts our assumption that P was a process with minimum weight in BPA k * that is bisimilar to (a, a 2 , . . . , a k+1 ) * a. From the above reasoning, it follows that P can only have the form P 1 + P 2 for some processes P 1 and P 2 . Since
where n = (k + 1)(k + 2)/2, and P ≡ P 1 + P 2 is bisimilar to (a, a 2 , . . . , a k+1 ) * a, there is a process P ′ such that
By Lemma 2.4, since P ′ is a proper derivative of P ≡ P 1 + P 2 , the value of g(P ′ ) is strictly smaller than g(P ). This contradicts our assumption that P was a process with minimum weight in BPA k * that is bisimilar to (a, a 2 , . . . , a k+1 ) * a. It follows that no term in BPA k * can be bisimilar to (a, a 2 , . . . , a k+1 ) * a, which was to be shown.
To complete the proof, we are therefore left to show Proposition 3.2. This result is an immediate consequence of the second statement in the following lemma.
Lemma 3.3 Assume that Q 1 , . . . , Q m are processes with norm one. Then the following statements hold:
Proof: We prove the two statements separately.
• Proof of Statement 1. We consider two cases, depending on whether i = 1 or not. In both cases of the proof, we use the fact that, as
. . , R n ) * a holds by assumption, P 1 can perform an alabelled transition and no transition labelled with actions different from a.
Assume that i = 1. Then P 1 has no transitions of the form P 1
for some R such that
The only candidate for this R is the term (R 1 , . . . , R n , a) * a. However, the term (R 1 , . . . , R n , a) * a has norm one, whereas
It follows that
and thus that P 1 a → is the only transition afforded by P 1 . We can now conclude that P 1 ↔ a and (P 2 , . . . , P h , P 1 )
both hold, which was to be shown.
Assume now that i is greater than 1. Reasoning as in the previous case, it is not hard to see that P 1 only affords transitions of the form P 1 a → P ↔ a i−1 (R 1 , . . . , R n , a i ) * a .
Since the norm of both of the terms (P 2 , . . . , P h , P 1 ) * (Q 2 , . . . , Q m , Q 1 ) and (R 1 , . . . , R n , a i ) * a is one by the proviso of the lemma, Lemma 2.3 yields that P ↔ (R 1 , . . . , R n , a i ) * a .
To complete the proof for this case, note that since every term that can be reached from P 1 via an a-labelled transition is bisimilar to a i−1 , from our previous observations it follows that P 1 is bisimilar to a i .
• Proof of Statement 2. Assume that k ≥ h ≥ 1 and where ℓ = h mod m.
If h < k, then statement 1 of the lemma would entail that
which is impossible because a ↔ / a h+1 , as h ≥ 1. It follows that h = k holds, and we are done.
This completes the proof of the lemma.
