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Préface 
La préface d’une thèse doctorale se consacre habituellement à un exposé détaillé des aléas 
de la recherche qui précèdent le couronnement ultime de ce travail de longue haleine : 
l’accouchement d’une thèse. Je peux d’emblée rassurer le thésard surmené qui lit cette 
préface afin de trouver du réconfort dans le parcours laborieux des autres de son espèce, 
la mienne ne manquera pas non plus de répondre à cette attente propre au genre. En effet, 
la thèse que vous venez de consulter est le fruit d’un long parcours qui a débuté il y a belle 
lurette. J’invite le lecteur à retracer ce chemin parcouru.  
La véritable genèse de cette étude est à situer en 2011. A ce moment, j’étais encore 
étudiant à l’Université de Gand et prêt à affronter mon premier défi comme chercheur 
débutant, à savoir la réalisation d’un mémoire de bachelier. Fasciné dès le début de ma 
formation universitaire par les cours de linguistique française, je n’ai pas hésité à prendre 
contact avec le Prof. dr. Peter Lauwers pour m’accompagner dans cette aventure. C’est 
sous sa houlette que je me suis mis à l’étude des semi-copules tourner et virer et leurs 
constructions indirectes correspondantes [tourner à/en X] et [virer à X]. En toute franchise, 
la mention de ces structures verbales dans Lauwers et Tobback 2010 sous le titre assez 
sinistre « les casse-têtes » (Lauwers et Tobback 2010, 98) ne m’inspirait pas trop la 
confiance à l’époque, mais, en rétrospective, ce choix audacieux m’a permis de me 
pencher sur un sujet d’étude passionnant, avec des ramifications inattendues partout 
dans la grammaire.   
Cette première rencontre avec la famille des verbes attributifs a connu une suite 
heureuse l’année d’après, avec l’accomplissement d’un mémoire de master établissant le 
portrait diachronique de l’émergence des semi-copules tourner et virer. Peu après, j’ai eu 
la chance de pouvoir, en tant que jobiste, collaborer avec le doctorant Timothé Vermote, 
ce qui était pour moi une opportunité inestimable d’observer, dans le feu de l’action, le 
travail du linguiste. Un an plus tard, le BOF (Bijzonder Onderzoeksfonds) de l’Université de 
Gand m’a offert la possibilité de lui emboîter le pas et d’entamer mon propre projet 
doctoral à propos des verbes attributifs issus de verbes de mouvement.  
Comme c’est souvent le cas avec les familles, elles s’agrandissent au fil du temps. Ainsi, 
ma famille de verbes attributifs s’est élargie considérablement à l’occasion de cette 
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nouvelle étude, comptant maintenant 15 verbes. Or, ces verbes attributifs n’ont 
(heureusement) pas été mes seuls compagnons de route ces quatre dernières années. En 
premier lieu, je pense à mon directeur de thèse, Peter. Grâce à nos ‘joutes intellectuelles’ 
toujours cordiales et truffées de remarques perspicaces, il m’était possible de mettre à 
l’épreuve mes analyses et, conséquemment, de les formuler de façon plus précise et 
limpide. En somme, cette pratique bien montaignienne de « frotter et limer sa cervelle 
contre celle d’aultruy » m’a permis de gagner en maturité scientifique, au point de 
pouvoir présenter aujourd’hui cette thèse doctorale.  
Au même titre, je suis très reconnaissant envers mon co-directeur de thèse, Timothy, 
et les deux autres membres de ma commission d’encadrement, Ludovic et Dominique. 
Leurs suggestions méthodologiques et leurs relectures ont toujours été une aide très 
précieuse. Il va de soi que j’exprime également ma reconnaissance envers tous les autres 
collègues qui font partie de cet environnement stimulant où j’ai pu évoluer. Je me sens 
vraiment fort heureux d’avoir pu partager au quotidien cette expérience doctorale avec 
des collègues aussi aimables et chaleureux. 
On a l’habitude de dire qu’un étudiant doctoral se caractérise avant tout par sa 
persévérance. Au terme de cette thèse doctorale, je ne peux que confirmer que le cliché 
est vrai : l’accomplissement d’une thèse doctorale (en linguistique) est un véritable travail 
de bénédictin. Il suffit de se remémorer les innombrables jours passés à nettoyer les 
données, à s’interroger sur l’acceptabilité de telle ou telle phrase, à annoter les différentes 
variables et à identifier les différentes pièces du puzzle, tout avec un seul résultat ultime 
en vue, pour le justifier.  
En même temps, ce serait injuste d’accuser le doctorant de nombrilisme scientifique. 
J’ai éprouvé qu’une thèse n’est pas seulement une spécialisation : à force d’approfondir 
un sujet, on part inéluctablement à l’exploration de nouveaux horizons, afin de mieux 
traiter les données et de mettre à nu les multiples liens avec des sujets connexes. Voilà la 
raison pour laquelle je ne me suis jamais lassé de mon sujet d’étude, qui m’intrigue 
maintenant autant qu’il y a quatre ans. Somme toute, malgré les obstacles à vaincre, je 
déplore que cette période très engageante et libre, mais malheureusement éphémère soit 
maintenant arrivée à son terme.   
Enfin, j’aimerais clôturer cette préface avec la citation suivante, du célèbre physicien 
Richard Feynman : 
What is necessary ‘for the very existence of science,’ and what the characteristics 
of nature are, are not to be determined by pompous preconditions, they are 
determined always by the material with which we work, by nature herself. (Richard 
Feynman) 
Dans le même esprit, j’espère avoir su respecter la ‘nature’ même de mes données de 
corpus, sans leur imposer des idées préconçues qui vont à l’encontre de ce que les données 
  ix 
suggèrent. Après ce petit rappel du devoir scientifique, il ne me reste que de souhaiter au 
lecteur une agréable lecture. 
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Liste d'abréviations 
< > Dans les exemples de corpus ‘SE’, ce signe met en évidence le verbe attributif. 
#  L’occurrence est seulement acceptable si on y attribue un sens autre que le 
‘sens voulu’. 
?   L’occurrence semble seulement marginalement acceptable. 
??  L’occurrence semble plus ou moins inacceptable.  
???  L’occurrence semble plutôt inacceptable. 
*  L’occurrence est tout à fait inacceptable. 
AS  Attribut du sujet. 
cx  Construction. 
N  Nombre de tokens (token frequency). 
 Productivité potentielle (cf. Baayen). 
SE  Sketch Engine. 
V  Nombre de types (type frequency). 
V(N)  Nombre de types pour un nombre de tokens N donné. 
V1  Nombre d’hapax (hapax frequency). 
V1(N) Nombre d’hapax pour un nombre de tokens N donné. 
V2  Nombre de dis legomena. 
V2(N) Nombre de dis legomena pour un nombre de tokens N donné. 
V3+  Nombre de types qui ne sont ni hapax, ni dis legomenon. 
V3+(N) Nombre de types qui ne sont ni hapax, ni dis legomenon, pour un nombre de 
tokens N donné. 
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Introduction 
Parmi toutes les opérations linguistiques possibles dans la langue, celle qui consiste à 
‘prédiquer quelque chose de qqn./de qqch.’ est sans aucun doute une des plus 
fondamentales. La prédication peut se faire sous la forme d’un verbe fini (p. ex. chante dans 
Chantal chante.), mais ce qui est prédiqué peut également correspondre à un élément non 
verbal, comme un substantif (p. ex. charpentier dans Il est charpentier.), un adjectif (p. ex. 
gentille dans Elle est gentille.) etc. Dans ce cas, on parle de prédication non verbale (Hengeveld 
1992, 25). En français et en néerlandais, ces éléments non verbaux ne peuvent pas 
endosser le rôle de prédicat de façon indépendante (p. ex. *Il charpentier.) et doivent 
nécessairement être accompagnés de ‘mots-outils verbaux’1 (en l’occurrence, être dans Il 
est charpentier.). Ces mots-outils verbaux sont ce que nous appellerons des verbes 
attributifs. 
Notons que, dans d’autres langues, la prédication non verbale n’a pas (toujours) besoin 
d’un mot-outil verbal pour pouvoir fonctionner comme prédicat. Ainsi, Pustet 2003, 79 
distingue deux cas de figure de prédication non verbale où il y a ‘absence de verbe2 
attributif’3. Tout d’abord, il y a le cas de figure où les verbes attributifs4 ne peuvent se 
 
                                                     
1 Evidemment, nous faisons ici abstraction d’autres stratégies (non verbales) qui peuvent également être 
empruntées. Nous pensons par exemple à d’autres marqueurs prédicatifs, par exemple comme (Lauwers et 
Tobback 2018) ou with dans la construction de type With [Mary absent], we had to cancel the meeting (Citko 2011, 
749). 
2 Remarquons qu’il existe encore des éléments ‘supports de la prédication’ qui ne sont pas verbaux, comme par 
exemple les particle copulas (Stassen 1997, 85). Avant de couvrir tout ce spectre, les études typologiques utilisent 
le plus souvent la notion de copule. Par contre, nous emploierons le terme de copule (prototypique) pour les verbes 
attributifs prototypiques, en opposition avec les semi-copules (cf. infra).   
3 En cas de l’absence du verbe attributif, on parle communément d’une copule zéro (Croft 2017, 41). 
4 Notons que le nombre de types de verbes attributifs pris en considération dans des études typologiques est 
plutôt réduit : le focus est principalement sur ‘être’, souvent à l’exclusion de ce que nous appellerons les semi-
copules. Par conséquent, les généralisations typologiques postulées sont sans doute encore à affiner. 
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combiner qu’avec certaines catégories d’éléments non verbaux (p. ex. seuls les éléments 
nominaux), alors qu’ils s’avèrent systématiquement incompatibles avec d’autres 
catégories. Secondement, les verbes attributifs peuvent être absents dans un contexte 
grammatical précis, par exemple au temps du présent (cf. le russe ; Croft 2017, 41), même 
s’ils se combinent en principe avec l’élément non verbal en question dans d’autres 
contextes (copula dropping). La possibilité d’absence du verbe attributif, souvent ‘être’, 
dans certaines conditions pourrait être interprétée comme un indice de son statut de 
linking verb, reliant structurellement un support avec un prédicat, sans autre apport 
sémantique à l’énoncé5. S’il y avait un tel apport sémantique, cela nécessiterait son 
explicitation, afin de transmettre le message complet.  
Cette étude a pour objectif d’examiner en synchronie un ensemble de verbes 
attributifs6 français et néerlandais, composé de verbes copules emblématiques comme 
être et devenir et de ce que nous appellerons des semi-copules (par exemple tomber, passer 
etc.), souvent considérées comme des cas moins représentatifs de la catégorie des verbes 
attributifs. Cet ensemble de verbes attributifs qui sera passé au crible dans les parties à 
venir, sera présenté plus en détail dans la partie I (cf. le chapitre 2) ci-dessous. Pour 
l’instant, nous nous limiterons à un premier tour d’horizon du champ des verbes 
attributifs. En particulier, nous mettons l’accent sur la diversité au sein de ce champ 
attributif, diversité souvent méconnue par les grammaires de référence. 
Les principales grammaires de référence (cf. Riegel, Pellat, et Rioul 2014, Wilmet 2007, 
Grevisse 2011) ont tendance à identifier être comme la copule ‘par excellence’ (car ‘vide 
de sens’), à partir de laquelle les autres verbes attributifs (devenir, sembler etc.) sont perçus 
comme des enrichissements aspectuels, modaux, évidentiels etc. Ainsi, les autres verbes 
attributifs sont présentés comme des ‘variantes’ du prototype être. En même temps, cette 
bipartition [être vs les autres verbes attributifs], le plus souvent effectuée sur des bases 
sémantiques, donne déjà lieu à une certaine hiérarchisation dans le champ des verbes 
attributifs.  
Parmi les grammaires de référence citées, Wilmet 2007 va sans doute le plus loin dans 
cette hiérarchisation, en proposant une classification des verbes attributifs « en cercles 
concentriques », commençant par la copule incontournable être et s’agrandissant 
progressivement (Wilmet 2007, 516). A cet égard, il cite également Van Peteghem 1991, 
qui distingue différents degrés de copularité au sein du champ des verbes attributifs : 
 
                                                     
5 Selon la dummy hypothesis (citée dans Stassen 1997, 65, qui donne également des contre-exemples), le verbe 
attributif peut être absent là où le marquage du TAM (tense, aspect, mood) n’est pas requis. 
6 Dans le contexte de cette étude, le terme attributif fait, en général, référence à la construction attributive à 
attribut du sujet (AS ; par exemple Pierre est malade ; exemple construit), sauf indication contraire. Ainsi, nous 
ne voulons ici pas désigner par ce terme la construction à attribut de l’objet (par exemple On a élu Pierre roi de 
France ; exemple construit). 
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Il est difficile de délimiter la classe des verbes copules, parce que le rapport 
copulatif peut être exprimé par des verbes et par des expressions très différentes. 
Si on considère être comme la copule prototypique, on peut poser sans hésitation 
que devenir, rester, paraître et sembler sont également copules. D’autres comme faire 
(« paraître »), passer, tourner, etc., sont copules dans une moindre mesure, et des 
verbes comme constituer, former etc. sont vraiment à la limite. (Van Peteghem 1991, 
174) 
Van Peteghem 1991 adopte donc une approche qui vise à organiser le champ des verbes 
attributifs en fonction du nombre de propriétés (sémantiques, syntaxiques etc.) que les 
verbes attributifs autres que être partagent avec le prototype être.  
Dans le sillage de Van Peteghem 1991, nous examinerons dans cette étude le concept 
de la copularité de différents points de vue, focalisant notamment sur l’apport des semi-
copules à la définition de la copularité prototypique. Les semi-copules sont des verbes 
attributifs qui sont, de plusieurs points de vue, soumises à des contraintes qui ne 
s’appliquent pas (ou moins) aux copules prototypiques, qui, elles, incarnent un degré de 
copularité plus élevé. Par ce focus plus large, notre étude se distingue de beaucoup 
d’autres études portant sur les verbes attributifs, qui se limitent le plus souvent aux seules 
copules prototypiques (en particulier, être).   
Illustrons maintenant le champ des verbes attributifs à l’aide de quelques exemples 
concrets. Le verbe attributif être est censé être ‘vide de sens’ et se combine avec un 
éventail très varié d’attributs du sujet (désormais AS), cf. par exemple : 
(1) [être + AS nominal] : Barthélémy est professeur de français. (exemple construit) 
(2) [être + AS adjectival] : Geneviève est contente. (exemple construit) 
(3) [être + AS prépositionnel] : Ursula est en colère. (exemple construit) 
Dans une perspective typologique, ce sont en particulier les noms qui nécessitent le plus 
souvent la présence d’un verbe attributif pour pouvoir fonctionner comme prédicat, étant 
donné que la classe des noms serait le moins apte à être utilisée comme tel (Pustet 2003, 
80). Ainsi, on obtient la généralisation typologique suivante : 
2.43 If any of the lexical classes of nominals, verbals, and adjectivals combines with 
a copula at all in a given language, it is the class of nominals. (Pustet 2003, 37) 
 
Notre propre analyse mettra en évidence l’importance de l’AS nominal pour distinguer 
les copules prototypiques des semi-copules, dans des langues comme le français et le 
néerlandais où la copule se combine également avec des catégories morphosyntaxiques 
autres que les noms (AS infinitival, AS adjectival, AS prépositionnel etc.).  
Dans un deuxième temps, il existe des copules prototypiques autres que être, comme 
demeurer (absence de changement d’état), sembler (épistémique/évidentiel), devenir 
(changement d’état) etc., par exemple : 
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(4) demeurer : Cela ne peut pas demeurer sans conséquences. (exemple  construit) 
(5) sembler : Hippolyte semble plus gros qu’avant l’été. (exemple construit) 
(6) devenir : Le cours devient obligatoire à partir de l’année prochaine. (exemple construit) 
Puis, nous présentons quelques exemples de verbes que l’on a tendance à considérer 
comme des semi-copules, du fait qu’ils sont dotés d’une copularité inférieure par rapport 
aux copules ‘plus établies’. Par exemple : 
 
1) verbes attributifs non pronominaux 
(7) tomber : Elle est tombée malade. (exemple construit) 
(8) faire : Sa femme voulait faire riche. (exemple emprunté à Lauwers 2008) 
(9) afficher : Les hôtels affichent complets. (exemple emprunté à Lauwers et Tobback 2010) 
(10) répondre : Il a toujours répondu présent à son niveau mais son profil un moment ou un 
autre, le rende [sic] justement pas bon pour l’équipe. (exemple emprunté à Lauwers 
2018b)  
2) verbes attributifs pronominaux 
(11) se faire : Pierre se fait vieux. (exemple emprunté à Lauwers et Duée 2011) 
(12) s’annoncer : Mais l'avenir s'annonce moins clair. (exemple emprunté à Lauwers et Tobback 
2011) 
(13) s’avérer : […] le résultat s’avère catastrophique. (exemple emprunté à Tobback et Lauwers 
2012) 
(14) se vouloir : Rénové, le musée de Lodève se veut un moteur du développement 
économique de sa région. (Google) 
Pour une analyse plus approfondie de ces cas, nous renvoyons aux études citées. Il suffit 
de constater que le champ des verbes attributifs est plus divers qu’on ne le pense en 
général (cf. Lauwers et Tobback 2010 pour un inventaire ‘(plus) complet’ des verbes 
attributifs français). 
Un ensemble assez important de ces verbes attributifs sont issus de verbes de 
mouvement (tomber, passer, etc.). Ils fonctionnent essentiellement comme des semi-
copules désignant principalement le changement d’état, d’après la métaphore selon 
laquelle le changement d’état est un changement de lieu. C’est sur cet ensemble que notre 
choix s’est arrêté. Nous les présenterons en détail dans la partie I (cf. le chapitre 1) ci-
dessous. Ces verbes donnent lieu à toute une série de questions auxquelles nous 
entendons fournir des réponses : 
(1) Comment peut-on délimiter le domaine attributif par rapport aux constructions 
connexes ? Ce questionnement plus théorique va de pair avec la question plus 
pratique du type d’exemples à inclure dans notre échantillon. 
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(2) Comment peut-on structurer la famille des verbes attributifs sélectionnés ? 
Quelles sont les lignes de fracture les plus importantes dans nos données ? 
(3) En quoi consiste la copularité (prototypique) ? 
(4) Qu’est-ce que l’étude de la productivité – c’est-à-dire, en gros, le champ 
d’application lexical – de la position attributive peut nous enseigner à propos du 
concept de productivité en général ? 
(5) Y a-t-il des différences importantes entre les systèmes attributifs néerlandais et 
français ? 
Ces questions de recherche seront présentées de façon détaillée dans la partie I (cf. le 
chapitre 3), en même temps que leur opérationnalisation, après avoir identifié les verbes 
inclus dans cette étude (cf. la partie I, le chapitre 2). 
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Partie I : Verbes attributifs et questions de 
recherche 
Cette première partie contient quatre composantes. Premièrement, nous esquissons l’état 
des recherches sur les verbes attributifs, et notamment sur les semi-copules (cf. le 
chapitre 1). Deuxièmement, nous dressons l’inventaire des verbes attributifs sélectionnés 
pour notre étude (cf. le chapitre 2). Puis, nous formulons dans le chapitre 3 une série de 
questions de recherche auxquelles nous entendons apporter des réponses dans cette 
thèse. Enfin, nous explicitons dans le chapitre 4 le cadre théorique auquel nous adhérons. 
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 1 Etat des recherches sur les verbes 
attributifs : semi-copules vs copules prototypiques 
Comme nous l’avons déjà annoncé ci-dessus, cette étude porte sur un ensemble de verbes 
attributifs français et néerlandais, qui comporte à la fois ce que nous appellerons des 
semi-copules (par exemple tomber) et des copules prototypiques (par exemple être). Nous 
donnons un exemple de chaque catégorie de verbes attributifs : 
(15) Jean est médecin. (exemple construit, avec la copule prototypique être) 
(16) Elle est tombée malade. (exemple construit, avec la semi-copule tomber) 
Rappelons que les semi-copules sont, de plusieurs points de vue, plus sujettes à des 
restrictions que les copules prototypiques (cf. Lamiroy et Melis 2005, Lauwers et Tobback 
2010). Nous y reviendrons dans la section 1.1 infra. 
Avant de nous concentrer plus spécifiquement sur l’ensemble de verbes attributifs qui 
sera passé au crible dans cette étude (cf. le chapitre 2) et sur les questions de recherche 
auxquelles nous espérons répondre (cf. le chapitre 3), nous adoptons dans ce premier 
chapitre d’abord un point de vue plus général. 
Nous établirons tout d’abord, de manière très sommaire, dans la section 1.1 l’état des 
recherches sur le concept de semi-copule, en l’opposant à la notion de copule prototypique, 
qui a fait l’objet d’une littérature abondante, notamment sur les phrases copulatives. Puis, 
nous passerons à un aperçu des études dédiées aux semi-copules dans la section 1.2. En 
dernier lieu, nous consacrerons quelques mots aux semi-copules issues de verbes de 
mouvement, un sous-ensemble de semi-copules qui sera au cœur de notre étude (cf. 1.3). 
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1.1 Les semi-copules vs les copules prototypiques 
Dans cette section, nous visons à mieux cerner la notion de semi-copule, par opposition à 
la notion de copule prototypique. Les deux notions peuvent être subsumées dans le concept 
de verbe attributif (cf. Lauwers et Tobback 2010), qui est « le marqueur du rapport 
prédicatif que l’attribut du sujet entretient avec le sujet » (Riegel, Pellat, et Rioul 2009, 
423). Par exemple : 
(17) [Jean]sujet [est]verbe attributif [intelligent]AS. (exemple construit) 
Voici une représentation schématique de la construction attributive, dont la position 
verbale est occupée par un verbe attributif :  
[SUJET + VERBE ATTRIBUTIF + AS nucléaire]construction attributive  
{la construction exprime un rapport prédicatif entre le sujet et l’AS} 
D’un point de vue sémantique7, la construction attributive est un sous-type de la 
prédication intransitive (Stassen 1997) impliquant un seul participant (Petré 2010, 45), où 
le sujet représente le participant, ou encore, l’argument (le plus souvent non agentif), et où 
l’AS n’introduit pas de deuxième participant8 et est censé être non référentiel, exprimant 
plutôt une caractérisation par rapport au sujet. Le caractère non référentiel de l’AS 
correspond à ce que la grammaire (psycho)logicisante (Damourette et Pichon 1968-1971 
etc.) qualifiait de consubstantiel (cf. Lauwers 2004), l’attribut renvoyant à une 
caractérisation contenue dans l’argument sujet plutôt qu’à un référent avec lequel 
l’argument sujet entre en relation.  
Dans un premier temps, nous nous penchons sur le terme plus générique de verbe 
attributif. Ce qui est notable dans la définition du verbe attributif dans Riegel, Pellat, et 
Rioul 2009, c’est que le verbe attributif est défini par rapport à l’attribut du sujet 
(désormais AS), qui est le complément nucléaire du verbe attributif. Ce serait donc la 
nature du complément nucléaire du verbe, AS ou non, qui permettrait de circonscrire la 
catégorie des verbes attributifs, comme l’affirme aussi Wilmet : « Au lieu que la copule 
fasse l’attribut, c’est finalement l’attribut qui fera la copule » (Wilmet 2007, 518). Ainsi, le 
verbe attributif, porteur des marques du mode, du temps et de l’aspect, sert de ‘béquille’ 
 
                                                     
7 Evidemment, la sémantique ne suffit pas à elle seule pour délimiter le champ des verbes attributifs. Par 
exemple, certains linguistes seraient rétifs à reconnaître avoir (cf. avoir peur etc.) comme un verbe attributif (cf. 
Il {a / *est} peur.), même si certaines attestations de avoir correspondent, en gros, à la définition sémantique de 
la construction attributive.  
8 Contrairement à la construction transitive prototypique [SUJET + VERBE TRANSITIF + COD]. 
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à l’AS nucléaire9 (principalement, un complément adjectival, prépositionnel ou nominal), 
qui ne peut pas fonctionner seul comme prédicat de la phrase : 
A copula enables a non-verbal predicate to act as a main predicate in those 
languages and under those circumstances in which this non-verbal predicate could 
not fulfill this function on its own. (Hengeveld 1992, 32)   
Par rapport au verbe attributif, l’AS endosse donc la charge prédicative principale. 
Evidemment, si le verbe attributif est défini par rapport à l’AS, on déplace le problème 
de l’identification du statut de verbe attributif vers l’analyse fonctionnelle du complément 
postverbal, qui est plus ou moins AS. Force est de constater que c’est ce qui se produit le 
plus souvent si on tente d’établir l’inventaire (le plus exhaustif possible) des verbes 
attributifs. En effet, on exige communément que le complément (nucléaire) du verbe 
doive pouvoir être de nature adjectivale10, ce qui est la catégorie prototypique11 de l’AS 
(cf. aussi la section 7.1.1), pour que le verbe puisse être reconnu comme verbe attributif 
(cf. l’inventaire des verbes attributifs français dans Lauwers et Tobback 2010, 80 et 
l’inventaire des verbes attributifs néerlandais dans Van Eynde et al. 2014, 47). En d’autres 
termes, l’analyse comme AS nucléaire de la position X dans la micro-construction [verbe + 
X] dépend de la possibilité de faire correspondre ce X à un adjectif non suppressible, ce 
qui, par ricochet, prouve le statut de verbe attributif du verbe. Ce critère s’appuie sur le fait 
que la complémentation nucléaire de type COD, COI ou adverbial12 ne peut en principe pas 
être adjectivale. Dans ce sens, la présence d’un AS est, notamment par le biais de sa 
catégorie morphosyntaxique la plus emblématique et la plus distinctive, déterminante 
pour la délimitation des verbes attributifs. Reste à savoir si ce processus de délimitation 
axé sur la forme morphosyntaxique du complément n’exclut pas indûment certains 
verbes qui sont seulement compatibles avec un complément nominal ou prépositionnel, 
par exemple, et qui pourraient également être qualifiés de verbes attributifs en vertu 
d’autres critères. Pensons par exemple à [faire + AS nominal ; ‘exercer un métier/une 
 
                                                     
9 Nucléaire, car l’AS est non suppressible. Nous ne parlerons donc pas des « verbes à élargissement attributif » 
(Riegel, Pellat, et Rioul 2009, 422). De plus, l’AS nucléaire n’est en principe pas antéposable en début de phrase. 
10 Une autre caractéristique de l’AS, à savoir qu’il s’accorde (en français) en genre et en nombre avec le sujet, 
n’est en grande partie qu’un épiphénomène du caractère adjectival de l’AS (l’AS prépositionnel ne s’accordant 
de toute façon pas avec le sujet). Après tout, l’adjectif épithète s’accorde également avec le nom auquel il se 
rapporte. A cela s’ajoute la possibilité de pronominalisation du complément postverbal par le/het/dat, un autre 
critère de copularité : l’AS adjectival est en principe toujours pronominalisable par le/het/dat après la copule 
prototypique (contrairement à l’AS nominal et l’AS prépositionnel, qui posent parfois plus de problèmes), ce qui 
fait que ce critère de copularité coïncide également avec l’adjectivalité du complément postverbal. 
11 Or, cela peut différer en fonction de la définition de la prototypicité, comme nous le verrons. 
12 Cela fonctionne moins bien en néerlandais, où il n’y a guère une distinction morphologique entre l’adjectif et 
l’adverbe. 
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fonction (occasionnellement)‘] (faire le dj) ou à [entrer/treden + AS prépositionnel] (entrer 
en vigueur), cf. le chapitre 2 infra. En outre, cette stratégie de délimitation ne tient pas 
compte du degré de désémantisation du verbe, ce qui fait que les constructions 
résultatives (dont les constructions à particule, par exemple vastvriezen, litt. ‘geler solide’) 
et les constructions où l’AS désigne un état du sujet concomitant avec l’action exprimée 
par le verbe (par exemple Elle allait court vêtue, exemple construit ; cf. aussi Schönefeld 
2012 qui parle dans ce cas de construction dépictive13) se retrouvent dans ce cas 
également parmi les cas de figure inclus. Evidemment, comme nous le dirons infra, le 
critère du degré de désémantisation du verbe n’est pas toujours facilement 
opérationnalisable, d’où l’idée d’un continuum entre les emplois attributifs et les emplois 
résultatifs du verbe (cf. la section 5.3.2). 
Qu’en est-il maintenant du rapport entre le verbe attributif et l’AS ? Nous estimons 
qu’il est difficile de séparer conceptuellement les deux, de sorte que l’un puisse servir de 
fondement définitoire à l’autre. Il nous semble qu’il y a inévitablement une sorte 
d’interdépendance entre les deux. Pour des cas plus limites, par exemple dans le domaine 
des compléments prépositionnels14 de verbes connaissant encore d’autres emplois que les 
emplois (possiblement) attributifs, c’est le statut du complément (AS ou non) qui 
détermine le statut du verbe (emploi attributif du verbe ou non) pour un exemple donné. 
Or, en même temps, ce qui permet de vérifier le statut attributif du complément, c’est 
justement l’insertion de ce complément dans les positions attributives ‘indubitables’, 
comme par exemple la position faisant suite à la copule être (à l’exclusion des locatifs, qui 
ne commutent pas avec le dans ce cas, mais avec y, où etc. 15). C’est dire que si l’attribut 
‘fait’ le verbe attributif, certains attributs ont besoin d’autres verbes attributifs (du réseau 
constructionnel) pour être étiquetés AS. De ce point de vue, le verbe attributif et l’AS sont 
interdépendants, ce qui est tout à fait naturel si on adopte un point de vue 
constructionnel. 
En d’autres termes, la décision de savoir si un verbe est employé comme verbe 
attributif dans un exemple donné dépend crucialement du statut de son complément 
postverbal. Or, un des facteurs qui pointe dans la direction d’une analyse fonctionnelle 
comme AS d’un complément postverbal donné - en l’absence de critères 
morphosyntaxiques tels que l’accord - est la capacité de ce complément d’occuper 
 
                                                     
13 Ce terme est surtout utilisé dans le contexte de la construction à AO (non essentiel), en opposition avec les 
résultatives, où l’état est seulement atteint à la fin de l’action exprimée par le verbe et non pas dès le début de 
l’action. 
14 Cf. aussi la section 5.5, où nous développerons une procédure de sélection pour le domaine des compléments 
postverbaux prépositionnels. 
15 A l’exclusion des cas locatifs, qui sont assez facilement identifiés, cf. la procédure de sélection dans la section 
5.5.2.1. 
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différentes positions prédicatives16 (cf. la section 5.5.1.2.1 pour un aperçu des positions 
prédicatives). Parmi ces positions prédicatives figure la position postverbale de ce que 
nous appellerons infra les copules prototypiques (être, sembler etc.). A force de se présenter 
souvent, dans l’usage, dans des positions prédicatives ‘phares’17, le complément 
postverbal sera forcément perçu comme un AS. Dans ce sens, l’analyse d’AS (nucléaire) 
dépend en partie du verbe attributif (prototypique), en dépit du fait que l’AS ‘crée’ aussi 
le verbe attributif, une affirmation qui vaut en particulier pour les verbes attributifs 
moins prototypiques18. Evidemment, d’autres facteurs jouent également un rôle 
important pour l’analyse fonctionnelle d’AS, comme la sémantique (le complément 
postverbal peut-il s’interpréter comme une caractérisation par rapport au sujet ?), le 
degré de conventionnalisation du complément s’il est prépositionnel etc. 
Tournons-nous maintenant vers la notion de semi-copule, que nous aimerions opposer 
à la notion de copule prototypique. Avant de nous plonger dans la liste des critères 
sémantiques et morphosyntaxiques susceptibles de différencier les semi-copules de ce 
que nous appellerons les copules prototypiques, nous nous attardons un moment sur le 
terme de semi-copule, qui ne fait pas l’unanimité dans la littérature spécialisée. 
Une première notion qui entre en compétition avec celle de semi-copule est le terme de 
pseudo-copule. Ce terme semble principalement utilisé en linguistique espagnole, cf. par 
exemple Morimoto et Pavón Lucero 2007 ou, plus récemment, Van Gorp 2014, pour 
désigner grosso modo ce que nous considérons ici comme étant des semi-copules. Ce qui 
complique les choses encore plus, c’est qu’un auteur comme Hengeveld 1992 utilise à la 
fois les termes de semi-copule et de pseudo-copule19 (Hengeveld 1992, 39‑45), mais investis 
d’un autre sens. A cela s’ajoute que certains linguistes emploient plutôt le terme quasi-
copule au lieu du terme semi-copule, par exemple Moro 1997, Bonnefille et McMichael 2001, 
Toyota 2008 etc. Evidemment, tous ces préfixes (semi, quasi, pseudo) tendent à exprimer la 
même chose, c’est à-dire que ces verbes attributifs sont ‘moins copules’ que d’autres, 
quelle qu’en soit la raison. 
Du côté de la linguistique néerlandaise, on trouve également le terme de copules 
suppléantes (vervangende koppelwerkwoorden ; Vandeweghe, Devos, et De Meersman 2004, 
 
                                                     
16 Ce qui compte donc surtout, c’est l’ensemble des positions prédicatives. Sinon, la logique serait circulaire. 
17 Il faut bien qu’il y ait quelque part un noyau d’instanciations prototypiques de la construction attributive, qui 
définissent en même temps la construction plus schématique. De la même façon, il est bien avéré dans la 
grammaire constructionnelle que to give sert de modèle à la construction à deux objets. 
18 On pourrait même l’interpréter de façon diachronique : si le SPrép. spatial métaphorique après un verbe de 
mouvement correspond, à partir d’un certain moment, à un AS prépositionnel établi qui se combine avec des 
copules prototypiques, cela pourrait entraîner ou favoriser la copularisation du verbe de mouvement, ce qui 
donne lieu à la création d’un verbe attributif. Or, ceci reste à prouver dans une étude diachronique.  
19 Par exemple, la pseudo-copule to die dans He died a beggar. Contrairement à ce qu’on observe pour les semi-
copules, le complément nominal a beggar serait ici encore suppressible d’après Hengeveld 1992.  
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107) ou « copules équivalentes à zijn / worden » (ANS) (cf. aussi Van Eynde 2015, 210‑11). 
Il importe de spécifier que cela n’implique pas que les semi-copules soient toujours 
interchangeables avec les copules prototypiques ‘équivalentes’ dans un contexte donné20. 
En réalité, les semi-copules sont dans certains secteurs même plus performantes que leur 
équivalent prototypique (‘être’ ou ‘devenir’). Par exemple, la copule prototypique dans le 
domaine du changement d’état worden est assez rétive aux AS prépositionnels, ce qui n’est 
pas le cas pour les semi-copules, comme nous le verrons dans la section 7.1.1. Comparez :  
(18) Hij raakte in paniek. (exemple construit, avec la semi-copule raken) 
(19) *Hij werd in paniek. (exemple construit, avec la copule prototypique worden)   
Afin de définir avec plus de précision l’opposition entre les semi-copules et les copules 
prototypiques, nous adoptons tout d’abord un point de vue sémantique. D’habitude, on 
met en avant que le rôle de la copule ‘maximalement’ prototypique se limite à mettre en 
rapport deux éléments21, à savoir un sujet et un attribut du sujet, sans qu’il y ait d’autres 
enrichissements sémantiques et/ou aspectuels qui s’ajoutent au sémantisme ‘vide’ du 
verbe attributif. Traditionnellement, on considère que le verbe attributif qui correspond 
le mieux à cette définition est être/zijn, qui est supposé être « un élément purement 
relationnel et référentiellement vide » (Riegel, Pellat, et Rioul 2009, 423). 
En revanche, la semi-copule est censée avoir un contenu sémantique plus riche que les 
copules prototypiques, qui sont censées être vidées de sens :  
The main difference between constructions containing a copula and those 
containing a semi-copula is that the semi-copula can never be left out without 
changing or affecting the meaning of the resulting construction. In other words, 
the semi-copula adds an element of meaning to the construction in which it occurs, 
whereas the copula does not. (Hengeveld 1992, 35) 
Par exemple, la semi-copule faire peut revêtir un sens évidentiel (‘donner l’air d’être’, 
Lauwers 2008, 50), qui est tout à fait absent pour être/zijn. Comparez : 
(20) Sa femme voulait faire (très) riche. (exemple cité dans Lauwers 2008) 
(21) Sa femme voulait être (très) riche. (exemple construit) 
Pour cette raison, des verbes attributifs comme devenir ou rester pourraient également 
être considérés comme des semi-copules, car, en plus d’être les marqueurs d’une relation 
prédicative, ils expriment des « précisions aspectuelles ou modales » (pour devenir : 
 
                                                     
20 En clair, cela n’est pas non plus la conviction des auteurs du terme copule remplaçante, qui estiment que les 
semi-copules sont utilisées ‘à la place’ des copules prototypiques dans un contexte donné parce que certaines 
combinaisons [verbe attributif + AS] se sont ‘lexicalisées’ de cette façon. 
21 D’où également la dénomination de linking verb. 
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« l’entrée dans un état », pour rester : « la permanence du rapport attributif » ; Riegel, 
Pellat, et Rioul 2009, 424). Or, dans notre propre classification de copules prototypiques 
vs semi-copules, ces verbes attributifs seront malgré tout rangés du côté des copules 
prototypiques en vertu d’un autre critère, morphosyntaxique, celui-là, à savoir la 
possibilité de la pronominalisation de l’AS par le/het/dat. Si on s’appuyait uniquement sur 
la sémantique, être/zijn serait le seul verbe copule en français/en néerlandais. 
Après cette caractérisation sémantique des copules prototypiques et des semi-copules, 
nous nous penchons sur les critères morphosyntaxiques de la copularité, dont certains 
permettent d’opérer une distinction plus nette entre les copules prototypiques et les 
semi-copules que le critère du degré de désémantisation du verbe attributif, évoqué ci-
dessus. Le Tableau 1 suivant fournit un aperçu global de différents critères de copularité, 
que nous avons empruntés à Lauwers 2008. Ces critères sont principalement basés sur le 
comportement syntaxique qui caractérise la copule ‘par excellence’ être / zijn, qui est 
présumé être le représentant le plus prototypique de la catégorie des verbes attributifs22. 
 
Tableau 1 Critères de copularité 
Critère de copularité Exemple 
1) L’AS23 du verbe attributif est 
pronominalisable par la proforme 
invariable le (en néerlandais : dat / 
het)24. 
Ce test met en évidence le caractère attributif 
(prédicatif, non référentiel) du complément, 
le n’étant pas pourvu des marques de la classe 
nominale (féminin/masculin), qui sont 
neutralisées en emploi prédicatif, cf. La reine, 
je le suis (exemple construit). 
Jean est heureux. → Jean l’est. 
(exemples construits) 
 
                                                     
22 Comme nous le verrons, cela ne veut pas pour autant dire que être / zijn ne peut pas faire preuve de certaines 
‘déficiences’, là où d’autres verbes attributifs se montrent plus performants. 
23 En clair, nous parlons dans ce tableau de l’AS nucléaire, non suppressible. 
24 On pourrait y ajouter le cas de figure de la dislocation de l’AS, avec reprise par le auprès du verbe attributif, 
par exemple : Riche, il l’est (exemple construit). La dislocation semble surtout possible pour l’AS adjectival et l’AS 
de type ‘nom nu’. L’AS de type ‘SN’  semble plus contraint, cf. : ???Le médecin du village, il l’est (Lauwers 2009, 185), 
même si l’AS de type ‘SN évaluatif’ est peut-être un peu plus acceptable : ?Un médecin réputé, il l’est. Mentionnons 
encore que, dans certaines conditions, la dislocation pourrait rendre plus acceptable la pronominalisation de 
l’AS auprès d’une semi-copule, par exemple : Sérieux, il ne le fait pas trop (semi-copule faire + AS sérieux ; Lauwers 
2008, 54). Enfin, la dislocation à gauche de l’AS sans reprise par le semble généralement peu acceptable, mais cf. 
toutefois Leeman 1996, 191‑92 pour quelques exceptions. 
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2) Le verbe attributif s’emploie dans la 
construction spécificationnelle.  
Cf. la section 5.3.7 pour une discussion plus 
approfondie de la spécificationnelle. 
Notre but principal reste de libérer 
les prisonniers. (exemple construit)  
3) Le verbe attributif s’emploie dans la 
construction impersonnelle à extraposition 
(sujet grammatical = il/het/dat).  
Cf. la section 5.3.6 pour une discussion plus 
approfondie de la construction 
impersonnelle à extraposition. 
Il est clair qu’on s’est fait arnaquer. 
(exemple construit) 
4) La position AS après le verbe attributif se 
montre ouverte aux mêmes catégories 
morphosyntaxiques qu’on trouve après être / 
zijn. Il s’agit bien évidemment des trois 
catégories morphosyntaxiques majeures de 
l’AS, c’est-à-dire l’AS adjectival, l’AS 
prépositionnel et l’AS nominal, mais 
également de certaines catégories 
‘minoritaires’, comme l’AS infinitival (cf. 
Lauwers 2009, 178‑79 pour la liste complète).  
Partir, c’est mourir un peu. 
(exemple construit, AS infinitival) 
5) L’AS adjectival et l’AS de type ‘nom nu’ 
auprès du verbe attributif peuvent faire 
l’objet du test de clivage25, même si les 
jugements d’acceptabilité peuvent varier 
d’un locuteur à un autre. 
C’est {riche26/médecin} qu’il a 
toujours voulu être (cf. aussi 
Lauwers 2009, 185). 
 
                                                     
25 Ce test fonctionne moins bien en néerlandais, qui préfère souvent employer l’antéposition et l’accentuation 
phonétique pour mettre l’accent sur un constituant, ce qui fait que la construction du clivage est moins utilisée. 
Enfin, notons encore que ce test semble également donner un résultat acceptable pour les cas (plus) adverbiaux, 
par exemple : C’est en sa faveur que cela tourne (exemple construit). En guise de comparaison, l’emploi semi-
copulatif de tourner se prête moins au test de clivage : ??C’est fou qu’il tourne (exemple construit). 
26 Un locuteur que nous avons consulté indique que l’adjectif riche est moins acceptable que le nom de profession 
médecin. Comme chaque construction, celle-ci a également son propre profil distributionnel et ses propres 
contraintes pragmatiques, qui sont encore à examiner plus systématiquement dans des études futures pour ce 
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6) En général, l’AS de type ‘SN’27 auprès du 
verbe attributif ne peut guère faire l’objet du 
test de clivage, contrairement au COD de type 
‘SN’, qui s’y prête beaucoup plus. 
??C’est le médecin du village28 qu’il 
a toujours voulu être (cf. aussi 
Lauwers 2009, 185, cx attributive). 
/vs/ 
C’est la voiture du voisin qu’il 
cherche (exemple construit, cx à 
COD). 
7) La passivation du verbe attributif est 
bloquée29. 
Il devient le médecin du village. → 
*Le médecin du village est devenu 
par lui. (exemples construits) 
8) La reprise anaphorique par un pronom 
démonstratif ou personnel du complément 
postverbal du verbe attributif est impossible, 
car l’AS est non référentiel. 
La drogue est un problème 
considérablex. ???Celui-cix/Ilx est 
très compliqué. (exemples 
construits) 
9) Dans le cas d’un AS adjectival (ou de 
certains AS nominaux), il s’établit un accord 
en genre et en nombre avec le sujet. 
Ce critère fonctionne uniquement en 
français. 
Il est heureux. → Elle est heureuse. 
(exemple construit, accord en 
genre) 
Elle est heureuse. → Elles sont 
heureuses. (exemple construit, 
accord en nombre) 
 
                                                     
qui est la mise en focus de l’AS. Par exemple, le verbe attributif nous semble aussi susceptible de jouer un rôle, 
cf. rester : Avant tout, c’est heureux qu’il veut {être / ??rester} (exemple construit). 
27 Il se peut que le SN de type ‘évaluatif’ passe un peu mieux, car il est plus proche d’un adjectif, également 
souvent évaluatif, par exemple : ??C’est un médecin réputé qu’il a toujours voulu être (exemple construit). 
28 En revanche, notre collègue Justine Métairy (locuteur natif du français) a fourni l’exemple construit suivant, 
où l’AS de type SN (à article défini) s’avère bel et bien plus ou moins compatible avec la clivée : Ce n'est pas le plus 
grand chanteur de France mais du monde que je compte bien devenir ! (exemple construit). Evidemment, il y a sans 
doute plusieurs facteurs qui aident à promouvoir l’acceptabilité de cette phrase : (1) le SN de type évaluatif, plus 
proche d’un adjectif, (2) le focus très ‘chargé’, qui vaut la peine d’être mis en évidence et (3) le verbe devenir, qui 
est sans doute plus événementiel (‘transformation’) que être et qui, d’un point de vue sémantique, s’approche 
donc un peu plus des verbes transitifs à sens plein, ce qui facilite probablement son emploi ‘orphelin’ (sans AS) 
en position finale de la phrase. En somme, la contrainte révélée par le test de clivage n’est donc pas absolue.  
29 La passivation impersonnelle du néerlandais est potentiellement plus permissive, par exemple : « Er wordt 
wel sensitief gebleven voor mogelijke onverwachte dimensies van motieven om langdurig samen te werken » 
(Google). 
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10) Le verbe attributif ne peut pas se combiner 
avec un sujet indéfini à interprétation 
spécifique (non partitive).  
Cf. la section 7.7.2 pour une discussion plus 
approfondie de ce test. 
*Un médecin est riche. (exemple 
construit, il s’agit d’un médecin 
particulier, spécifique) 
 
 
En particulier les critères (1)-(4)30 nous semblent utiles pour différencier31 la catégorie 
des copules prototypiques de la catégorie des semi-copules (en français et en 
néerlandais). En outre, le lecteur remarquera que ces critères seront également repris 
sous la forme de variables dans notre propre étude de corpus, cf. le chapitre 6 pour plus 
d’informations. 
En guise d’illustration, on s’aperçoit que le premier critère, la possibilité de 
pronominalisation de l’AS par le/het/dat, parvient à séparer de façon efficace le sous-
ensemble des copules prototypiques (être, zijn, devenir, worden, rester, demeurer, blijven, 
sembler, paraître, lijken, schijnen, blijken etc.) du sous-ensemble des semi-copules (tomber, 
passer, tourner, virer etc. / raken, gaan, komen, vallen etc.). Par exemple : 
(22) Jean est malade. → Jean l’est. (exemples construits) 
(23) Jean tombe malade. → *Jean le tombe. (exemples construits) 
En somme, l’AS auprès d’une semi-copule n’est jamais pronominalisable par le/het/dat, ce 
qui n’est pas le cas pour les copules prototypiques. 
A la lumière de l’opposition entre copules prototypiques et semi-copules, ce test 
revient, selon toute vraisemblance, à vérifier la ‘rémanence cognitive’ de l’emploi non 
 
                                                     
30 On pourrait éventuellement y ajouter le critère (5), supposant que les copules prototypiques se prêtent plus 
au test de clivage que les semi-copules, cf. *C’est malade qu’il est tombé (exemple construit ; semi-copule tomber). 
Or, cela pourrait être (en partie) un épiphénomène des contraintes sémantiques/lexicales qui pèsent sur l’AS 
auprès d’une semi-copule telle que tomber. En effet, s’il y a beaucoup de restrictions sur l’AS, difficile de mettre 
le focus sur un item AS particulier, car le nombre de contrastes (non explicités) qu’on peut ‘calculer’ est 
sévèrement limité par les possibilités combinatoires plus réduites de la semi-copule, ce qui pose problème 
(pensons notamment à tomber enceinte, qui n’entre dans aucun paradigme). Par contre, si on explicite le 
contraste entre deux items lexicaux, qui sont tous les deux compatibles avec la semi-copule en question, la clivée 
devient (un peu) plus acceptable : ?C’est sarkozyste qu’il a viré, et non pas lepéniste (exemple construit ; semi-copule 
virer). 
31 Les autres critères peuvent éventuellement également contribuer à cette différenciation dans certains cas 
particuliers, mais ils semblent surtout caractériser la construction attributive dans son ensemble. 
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désémantisé32 du verbe (par exemple le sens spatial de tomber), que la pronominalisation 
continuerait à activer, par rapport à son emploi attributif (par exemple tomber au sens de 
‘devenir’)33. De façon indirecte, on pourrait éventuellement en inférer le degré de 
désémantisation du verbe attributif, qui est, oui ou non, encore sujet à l’influence de sa 
contrepartie au sens plein34. En effet, la pronominalisation de l’AS est généralement 
impossible pour les verbes qui disposent (encore) d’un emploi au ‘sens plein’ coexistant 
avec l’emploi attributif du verbe (cf. aussi la notion de divergence, Hopper 1991). Si on 
effectue dans ce cas la pronominalisation par le/het/dat de l’AS, il semble que, par défaut, 
le sens plein du verbe soit activé dans la phrase à AS pronominalisé (par exemple Il fait 
très curé. → #Il le fait. / Hij raakte gefrustreerd. → #Hij raakte dat.), ce qui bloque la 
pronominalisation en cas d’un verbe au sens plein non transitif direct (cf. Il tombe malade. 
→ *Il le tombe.)35. Dans ce cas de figure, on peut parler de semi-copules.  
Les seules exceptions notables sont les copules prototypiques être, zijn, rester, demeurer 
et blijven : à côté de leur emploi attributif, ces verbes sont parallèlement dotés d’un emploi 
locatif (= leur sens plein, par exemple Il est dans sa chambre. ; exemple construit), mais cela 
n’entrave pas du tout la pronominalisation du complément postverbal par le/het/dat en 
cas d’emploi attributif. L’emploi ‘au sens plein’ de ces verbes ne s’impose donc pas comme 
le choix par défaut dans le contexte à AS pronominalisé, contrairement à ce que nous 
observons pour les semi-copules. On pourrait formuler l’hypothèse selon laquelle leur 
emploi comme verbe attributif est cognitivement suffisamment saillant pour ne pas être 
inhibé face à l’emploi locatif dans le contexte à AS pronominalisé, notamment en 
l’absence de contexte désambiguïsant. D’où leur statut de copule prototypique. 
Enfin, faisons encore un petit commentaire par rapport au critère de copularité (4) du 
Tableau 1. Plus précisément, nous voudrions aborder l’AS de type nominal, comme dans 
(24) : 
(24) Cet animal est un spécimen exceptionnel. (exemple construit, avec AS nominal) 
 
                                                     
32 Pour les semi-copules issues de verbes de mouvement, il s’agit de leur emploi spatial. 
33 Evidemment, si le verbe attributif n’a pas (ou plus) de contrepartie au sens plein, par exemple devenir, sembler 
etc., il va de soi que l’emploi attributif du verbe est le plus proéminent, faute d’emplois concurrents. Il s’ensuit 
également que l’AS est dans ce cas sans problèmes pronominalisable par le/het/dat. 
34 En cas d’un degré de désémantisation moins avancé du verbe attributif, le sens plein (par exemple le sens 
spatial) est peut-être encore partiellement co-activé avec le sens attributif. Cette hypothèse peut sans doute 
être testée dans une étude neurolinguistique. Plus ou moins dans la même veine, nous pouvons par exemple 
citer Romero Lauro et al. 2013, qui étudient d’un point de vue neurologique (c’est-à-dire le degré d’activation 
du système moteur) la différence entre les emplois concrets de verbes de mouvement et les emplois (plus) 
figurés de verbes de mouvement (idiomatic vs metaphoric vs fictive motion). 
35 Même dans le contexte d’une dislocation de l’AS, la pronominalisation par le semble impossible : *Malade, il le 
tombe (exemple construit). 
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Il a été remarqué dans la littérature que la combinabilité du verbe attributif néerlandais 
avec l’AS nominal (cf. les closed predicative complements dans la citation ci-dessous) est un 
critère qui permet de distinguer les copules prototypiques néerlandaises des semi-
copules néerlandaises : 
Taking stock, if we ignore the usual detractors, such as disfluencies and annotation 
errors, it turns out that the verbs in the upper half of Table 12 are compatible with 
both open and closed predicative complements36, while those in the lower half are 
only compatible with open predicative complements. […] Intriguingly, the 
distinction between the two types of verbs largely coincides with the one between 
the prototypical copular verbs and their equivalents in the ANS. (Van Eynde 2015, 
223‑24) 
A part quelques exceptions marquées37, la semi-copule néerlandaise ne se combine pas 
avec les AS nominaux (de type nom nu et de type SN)38, contrairement à la copule 
prototypique néerlandaise, par exemple : 
(25) *Hij wil (#een) manager raken. (exemple construit, avec la semi-copule raken) 
(26) *Het huis raakt (een) vervallen ruïne. (exemple construit, avec la semi-copule raken) 
Cette contrainte qui pèse sur les semi-copules néerlandaises est moins sévère pour les 
semi-copules françaises, qui refusent en général39 les AS nominaux de type SN, mais 
acceptent les AS de type nom nu40.  
(27) Il vire (#un) vieux con. (exemple construit, avec la semi-copule virer) 
 
                                                     
36 Les « compléments ouverts » correspondent essentiellement aux AS adjectivaux, alors que les « compléments 
clos » correspondent essentiellement aux AS nominaux, cf. Van Eynde 2015, 131. 
37 On trouve parfois des exceptions dans des contextes moins soutenus ou dans certains dialectes, par exemple 
burgemeester geraken (litt. ‘atteindre bourgmestre’) (Van Eynde 2015, 223). 
38 Or, on trouve des attestations néerlandaises historiques qui suggèrent qu’il ne s’agit pas d’une impossibilité 
absolue, par exemple :   
• [semi-copule komen + AS de type nom nu ridder ‘chevalier’] : « (Si) ontboden hem (…), dat hare sone 
ridder quame, ende […]. » [14e siècle] (cité dans van der Horst 2008, 453) 
Or, notons qu’il s’agit ici probablement d’un emploi dépictif ‘arriver en tant que chevalier’. 
• [semi-copule vallen + AS de type SN een boek ‘un livre’] : « Jan, waer ick toch een Boeck gevallen, sei 
Cathrijn, Soo moght ghy nacht en dagh met my soo besigh zijn, Als met uw Boecken nu. » [1649] (GTB) 
39 Remarquons toutefois que l’inventaire de Lauwers et Tobback 2010 contient quelques emplois (constructions) 
de semi-copules ‘non pronominales’ qui acceptent l’AS de type SN, comme par exemple faire (Tu fais (le) dj ce 
soir ? / Il fait le fou). En clair, les généralisations (quantitatives) que nous postulons dans cette étude sont (surtout) 
d’application pour les verbes attributifs et les données que nous examinons ici (dont faire, par exemple, ne fait 
pas partie, cf. 2.2). 
40 Toutefois, le type de nom nu qu’on trouve après les semi-copules françaises diffère parfois d’un verbe à l’autre, 
cf. la section 7.5.3. 
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En somme, dans les deux langues, les AS de type SN constituent également une ligne de 
démarcation assez étanche entre les copules prototypiques et les semi-copules. 
Remarquons que, pour la combinaison [verbe en emploi semi-copulatif + SN], c’est de 
nouveau le ‘sens plein’ du verbe qui est activé, en particulier si le verbe peut également 
se construire avec un COD dans d’autres emplois non attributifs (cf. ci-dessus iemand raken 
‘toucher quelqu’un’, virer quelqu’un ‘mettre quelqu’un à la porte’). 
En dépit de l’existence de critères de copularité qui distinguent de façon assez nette 
les véritables copules et les semi-copules, force est de constater que Lauwers et Tobback 
2010 signalent que la « distinction entre copule [prototypique] et semi-copule est 
graduelle » (Lauwers et Tobback 2010, 80). Comme il est décrit dans Lamiroy et Melis 2005, 
les verbes attributifs sont soumis à des restrictions (catégorielles, morphosyntaxiques, 
sémantiques et lexicales, cf. Lauwers et Tobback 2010, 106‑9 pour plus de détails) au 
niveau de leur sujet et de leur AS. Ces restrictions sont censées être plus sévères pour les 
semi-copules, qui sont plus contraintes par rapport aux copules prototypiques41. Par 
exemple, beaucoup de semi-copules se combinent plus volontiers avec les AS pourvus 
d’une prosodie sémantique négative (semantic prosody, Sinclair 1991) qu’avec les AS à 
valeur positive, une tendance qui ne s’applique pas vraiment aux copules prototypiques. 
Comparez : 
(28) Elle vire {folle / hystérique / ??joyeuse}. (exemple construit) 
(29) Elle devient {folle / hystérique / joyeuse}. (exemple construit) 
Ces restrictions (catégorielles, morphosyntaxiques, sémantiques et lexicales) sont une 
façon d’adopter une vue plus graduelle vis-à-vis des verbes attributifs, postulant un 
continuum [semi-copule – copule prototypique]. Comme nous le verrons, on constate des 
différences graduelles à l’intérieur de ce que nous avons nommé la catégorie des semi-
copules (leur AS est non pronominalisable par le) : certaines semi-copules sont plus 
contraintes, tandis que d’autres s’approchent plus du profil des copules prototypiques sur 
certains traits distributionnels. Dans la partie V de cette étude, nous vérifierons, par verbe 
attributif sélectionné (cf. 1.2), la productivité (type frequency, hapax frequency) au niveau 
de l’AS, ce qui est également une façon de mettre en carte ces différences graduelles entre 
les verbes attributifs. 
Remarquons que la vue ‘dichotomisante’ et la vue ‘graduelle’ ne sont pas forcément 
mutuellement exclusives. A l’instar de Aarts 2007, nous estimons qu’il est en principe 
possible d’imposer un seuil fixe sur le continuum ‘gradient’, qui sépare les deux catégories 
 
                                                     
41 Evidemment, même les copules ne sont pas toujours égales. Pensons par exemple à la combinaison [devenir + 
AS prépositionnel] qui est soumise à des contraintes assez sévères, contrairement à [être, rester etc. + AS 
prépositionnel]. 
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(« strict categorial cut-off points within the gradient » ; Aarts 2007, 224). Nous 
reproduisons ci-dessus une figure issue de Aarts 2007 qui illustre ce principe : 
 
  
Figure 1 Le continuum gradient, opposant deux catégories distinctes42 
 
Ainsi, les catégories copule prototypique et semi-copule peuvent être distinctes, tout en 
admettant que certaines semi-copules s’approchent plus des copules prototypiques et 
inversement. 
En dernier lieu, il convient de préciser que la ‘gradience’ de la copularité synchronique 
a aussi un versant diachronique. En diachronie, on qualifie de processus de copularisation 
l’évolution allant du verbe à sens lexical plein (par exemple, un verbe de mouvement) au 
verbe attributif. La copularisation correspond à un type particulier de grammaticalisation 
(Hopper et Traugott 2003), ou, en termes constructionnels, à un type spécifique de 
constructionnalisation (Traugott et Trousdale 2013). Ainsi, on pourrait supposer que les 
verbes attributifs actuels, révélant différents degrés de copularité, se situent, en 
synchronie, à différents stades de copularisation.  
Cela ouvre la possibilité selon laquelle les semi-copules actuelles pourraient 
poursuivre leur processus de copularisation dans l’avenir, se transformant en copules 
prototypiques, qui seraient alors le point d’aboutissement de tout processus de 
copularisation. Or, cette interprétation du processus de copularisation est sans doute trop 
téléologique. Comme nous le verrons, les semi-copules assument parfois certaines 
fonctions spécifiques dans le système langagier pour lesquelles les ‘copules 
prototypiques’ sont moins bien équipées. De ce fait, les semi-copules constituent déjà en 
soi un point d’aboutissement fonctionnellement valable, sans que cela nécessite 
 
                                                     
42 Les chiffres entre parenthèses renvoient à des exemples concrets, numérotés (56-69), qui sont cités en-dessus 
de la figure dans le texte originel (Aarts 2007, 223‑24). Etant donné que ces exemples portent sur un autre sujet 
que les verbes attributifs, ils ne sont pas repris ici.  
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forcément un développement ultérieur43. A cela s’ajoute que les semi-copules peuvent, au 
fil du temps, se transformer en autre chose qu’une copule accomplie : ainsi, certaines 
semi-copules se développent en auxiliaire (cf. Dik 1987, Sansò et Giacalone Ramat 2015).  
Enfin, certaines études (cf. Petré 2010, Tobback et Lauwers 2012, Van Wettere et 
Lauwers 2017) ont montré que la copularisation peut être relativement abrupte, pourvu 
qu’il y ait un modèle analogique, même pour les copules prototypiques. Il n’est donc pas 
forcément nécessaire pour un verbe de passer par la case semi-copule pendant une période 
étendue, avant de réaliser son plein potentiel attributif en tant que copule prototypique. 
Notre étude synchronique ne permet pas de répondre à ces questionnements 
diachroniques, mais nous espérons qu’ils seront pris en compte dans des études futures. 
1.2 Aperçu des études antérieures dédiées aux verbes 
attributifs 
Cette section présente un survol rapide de ce qui a déjà été publié concernant les verbes 
attributifs, en particulier le sous-ensemble des semi-copules. Etant donné que ce champ 
d’étude est relativement sous-étudié jusqu’à présent, en particulier pour ce qui est des 
semi-copules néerlandaises, nous pouvons faire bref.  
Avant de passer à un aperçu de quelques études clés à propos des semi-copules et de 
devenir/worden (cf. le Tableau 2 infra), nous faisons encore référence à trois champs de la 
littérature que nous effleurerons seulement. En premier lieu il s’agit de la littérature très 
vaste portant sur la copule ‘par excellence’ to be, être, ser vs estar (‘être’) etc. Une 
discussion approfondie de cette matière assez complexe nous éloignerait trop du sujet 
que nous nous proposons d’étudier ici. Souvent, être est examiné sous l’angle de la 
typologie sémantico-pragmatique des phrases copulatives (prédicationnelles, 
spécificationnelles, identificationnelles etc.) et les possibles rapports de dérivation qui 
existeraient entre ces types, ce qui n’est pas l’objet de notre recherche, d’autant plus que 
celle-ci ne partage pas le point de vue génératif qui est souvent adopté dans les études de 
ce type (cf. par exemple Moro 1997, Mikkelsen 2005). Il n’empêche que la typologie de 
 
                                                     
43 Il est difficile d’expliquer pourquoi les semi-copules devraient exister dans la langue si ce ne sont que des 
copules ‘déficientes’, sans utilité communicative immédiate, qui attendent durant un certain temps 
d’hibernation leur éclosion future comme copule accomplie. Notons aussi que dans une optique (quasi) 
darwinienne, un paradigme qui gagne de nouveau en popularité au sein de la linguistique diachronique (cf. par 
exemple Van de Velde et Norde 2016), cela ne ferait aucun sens : l’innovation qui subsiste, doit avoir une 
certaine utilité communicative immédiate, qui ne dépend guère d’éventuels développements ultérieurs. 
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phrases copulatives constituera un des facteurs (parmi d’autres) à prendre en 
considération pour distinguer les semi-copules des copules prototypiques, comme nous 
l’avons déjà annoncé dans le Tableau 1 ci-dessus. Pour cette raison, au moment où nous 
aborderons cet aspect de l’analyse, nous passerons brièvement en revue quelques 
références importantes afin de pouvoir identifier les principales propriétés descriptives 
de ces structures.  
En deuxième lieu, les études typologiques (p. ex. Pustet 2003) sur la réalisation ou 
l’absence de la copule comme marque de la prédication (p. ex. en russe), pas plus que la 
multitude d’études ayant pour objet les deux variantes de la copule universelle [ser vs 
estar] en espagnol, ne sont pertinentes pour aucune des deux langues à l’étude. 
En troisième lieu, nous ne pourrons faire justice à l’abondante littérature d’inspiration 
générative qui considère la suite [sujet + attribut] comme une ‘petite proposition’ (small 
clause) présente dans la structure profonde de toute phrase attributive. En voici une 
représentation arborescente, empruntée à Mikkelsen 2005, 7 :  
 
Figure 2 La structure en profondeur d’une phrase attributive (Mikkelsen 2005, 7) 
       
 
 
 
 
 
 
 
 
 
 
 
 
A la surface, la structure en profondeur is John the teacher est réalisée dans la phrase 
prédicationnelle (déclarative) comme John is the teacher, ce qui veut dire que le sujet de la 
petite proposition est ‘monté’ en position de sujet de la phrase prédicationnelle. 
Notons que, selon cette théorie, la petite proposition n’est pas seulement d’application 
dans la construction à AS : toute une série de constructions sont concernées, dont la 
construction résultative (cf. Citko 2011, 749 pour un aperçu). Nous pouvons faire 
référence à Boas 2003, 24‑57 et à D’hoedt 2017, 10‑13 pour un exposé des aspects 
problématiques de cette théorie à la lumière de l’analyse de la construction résultative. 
En ce qui concerne la construction à AS, nous pouvons mettre en avant plusieurs 
arguments pourquoi nous n’adhérons pas à l’analyse en termes de ‘petites propositions’ : 
VP 
V 
DPpred 
DPsubj DPpred 
the teacher 
is 
John ‘petite 
proposition’ 
la montée du sujet de 
la ‘petite proposition’ 
(structure de surface) 
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A. Tout d’abord, le cadre générativiste n’est pas le nôtre. En effet, comme nous 
l’expliquerons dans la section 4.2, nous adhérons à une approche constructionnelle. Dans 
un cadre monostratal et d’inspiration fonctionnelle et cognitive tel que la grammaire des 
constructions, le but n’est pas d’établir des liens dérivationnels entre constructions, 
notamment entre une structure profonde et une structure de surface. Nous considérons 
plutôt toutes ces constructions comme des constructions sui generis que nous décrirons 
en tant que telles. Or, notons que certains modèles générativistes plus récents ne font 
plus de distinction nette entre une structure profonde et une structure de surface 
‘statiques’ comme deux niveaux de représentation différents, sans qu’ils abandonnent 
pour autant la logique dérivationnelle. 
B. Sur le fond, nous pensons d’abord  que le paradigme de la petite proposition est trop 
uniforme pour rendre compte de la variation interne à la classe des verbes attributifs qui 
nous occupe. En outre, il y a deux constats empiriques qui suggèrent que la théorie de la 
petite proposition est mal adaptée au concept de semi-copule : 
 
1. Dans la variante ‘classique’ de la théorie44, la petite proposition (small clause) est 
considérée comme un constituant ‘unitaire’ (en syntaxe). Dans le cas de la 
construction à AO, cette analyse paraît à première vue raisonnable, étant donné 
que le COD et l’AO, formant ensemble la petite proposition, sont adjacents dans la 
structure ‘de surface’, par exemple : Ils ont nommé [PierreCOD chef du départementAO]SC 
(exemple construit). Or, Guimier 1999, 118‑20 indique qu’aucun test de 
constituance45 permet de prouver le statut de constituant pour l’ensemble [COD + 
AO] en français (pour l’anglais, elle estime que la situation est plus ambiguë). Dans 
la même veine, D’hoedt 2017 exprime aussi ses réserves par rapport au statut de 
constituant de la ‘petite proposition’ en anglais. Si le statut de constituant de la 
petite proposition est déjà contestable pour la construction à AO, on peut encore 
plus facilement mettre en question cet aspect de la théorie pour la construction à 
AS. En effet, dans ce cas, le sujet et l’AS ne sont en principe même pas adjacents au 
niveau de la structure ‘de surface’, ce qui montre que l’analyse de type small clause 
s’applique difficilement à la construction à AS (cf. Lamiroy et Melis 2005, 161 ; 
Lauwers 2009, 189). 
2. La théorie de la petite proposition a de la peine à rendre compte des restrictions 
catégorielles, sémantiques et lexicales qui pèsent parfois sur le sujet et l’AS, en 
fonction du verbe attributif en question (Lauwers 2009, 189, cf. la même remarque 
 
                                                     
44 Notons que d’autres variantes comme la théorie de la prédication (predication theory) de Williams laissent 
tomber cette contrainte de la constituance (cf. Guimier 1999, 124).  
45 Par exemple, la ‘petite proposition’ n’est pas dans son ensemble remplaçable par un pronom. 
 26 
pour la construction résultative dans Guimier 1999, 105 et Boas 2003, 41). Si la 
petite proposition [sujet + AS] forme une unité qui se combine comme ‘tout’ avec 
le verbe attributif à un niveau supérieur dans la structure arborescente (cf. 
Figure 2), il est difficile d’expliquer comment le verbe attributif pourrait exercer 
des contraintes sélectionnelles (catégorielles et/ou sémantiques) par rapport aux 
composantes de la petite proposition, à savoir le sujet ou l’AS, qui, encapsulés dans 
la petite proposition, lui restent en principe inaccessibles (Lauwers 2009, 189). Il 
est clair que ce type de modélisation vise surtout les verbes attributifs comme être, 
qui interfèrent relativement peu dans le rapport entre le sujet et l’AS. Or, cette 
modélisation est moins apte à décrire les semi-copules, qui imposent plus de 
restrictions à leurs compléments.   
Dans le cas des semi-copules, on constate, par exemple, que le type de sujet peut 
être soumis à des restrictions émanant clairement de la semi-copule, restrictions 
qui sont indépendantes de la compatibilité46 entre le sujet et l’AS. En guise 
d’illustration de ce type de contrainte par rapport au sujet, Lamiroy et Melis 2005 
donnent l’exemple suivant, où, faisant abstraction du verbe attributif, l’AS amusant 
peut en principe se combiner à la fois avec les sujets animés et inanimés. En 
revanche, on constate que seul le sujet inanimé la soirée est possible dans ce 
contexte : 
(30) {La soirée / *Hélène} s’annonçait amusante. (exemple construit) 
Ainsi, le type de sujet doit forcément être directement contraint par le verbe 
s’annoncer, indépendamment de l’AS, ce qui est donc en porte-à-faux avec la 
théorie de la petite proposition (Lamiroy et Melis 2005, 161). En somme, comme 
nous l’avons déjà indiqué dans 1.1, ces contraintes sur le sujet et l’AS, variant 
d’après le verbe attributif, sont en particulier très pertinentes pour les semi-
copules, ce qui fait de la théorie de la petite proposition une modélisation peu 
appropriée pour notre propos ici.  
 
En dernier lieu, nous n’exposerons pas ici en détail le concept de verbe support (en 
anglais : light verb), qui est à plusieurs égards similaire au concept de verbe attributif (cf. 
Lauwers 2009, 190‑97 pour une argumentation plus développée). Prototypiquement 
parlant, le verbe support, qui est un verbe doté d’un sémantisme assez ‘vague’, se combine 
avec un nom (d’action), qui est souvent proche d’un COD et qui endosse la ‘charge 
prédicative’ principale, pour former ensemble une sorte de prédicat complexe. Par 
exemple, faire un saut. Le degré de rapprochement entre les deux concepts de verbe support 
 
                                                     
46 Cette compatibilité peut évidemment être modélisée à l’intérieur de la petite proposition, contrairement aux 
restrictions provenant du verbe attributif. 
  27 
et de verbe attributif dépend en grande partie de la mesure dans laquelle on est prêt à 
étendre la définition du verbe support, par exemple : accepte-t-on la possibilité d’une 
complémentation adjectivale du verbe support ou pas ? Dans notre propre analyse, nous 
identifierons également quelques exemples qui semblent hériter des propriétés à la fois 
de la construction à verbe attributif et de la construction à verbe support, cf. la section 
5.3.4 et la section 15.1.7. Nous y consacrerons plus d’attention à ce stade de l’analyse. 
Après ces remarques préliminaires, nous présentons ci-dessous le Tableau 2, qui établit 
une liste de quelques études clés consacrées aux semi-copules (en particulier celles issues 
de verbes de mouvement47, qui seront au cœur de notre étude, cf. 2.2) et à la copule 
prototypique exprimant le changement d’état devenir / worden. Les études sont classifiées 
d’après la langue étudiée et d’après l’approche synchronique ou diachronique qui est 
adoptée dans l’étude en question. 
En plus du français et du néerlandais, les deux langues examinées dans cette étude, 
nous mentionnons aussi, à titre indicatif, quelques études récentes portant sur l’anglais, 
l’espagnol et l’italien, dont certaines nous seront utiles pour l’analyse de nos données 
dans les parties à venir. Notons que cette liste n’aspire pas à l’exhaustivité, en particulier 
pour les langues autres que le français et le néerlandais. Nous avons inclus l’anglais dans 
notre aperçu, car cette langue est en général bien documentée et fait preuve de quelques 
parallélismes avec le système attributif du néerlandais (cf. les semi-copules to go ~ gaan, 
to come ~ komen, to fall ~ vallen, to get ~ raken). En outre, nous avons également ajouté 
l’espagnol, qui, contrairement au français et au néerlandais, ne dispose pas d’une copule 
prototypique unique dans le domaine du changement d’état (‘devenir’) et a donc 
nécessairement recours à (entre autres) des semi-copules pour combler cette lacune. Il 
n’est alors pas du tout surprenant que la linguistique espagnole ait consacré relativement 
beaucoup d’attention au phénomène des semi-copules (ou ‘pseudo-copules’). Enfin, nous 
terminons l’aperçu par une étude diachronique intéressante dédiée à deux semi-copules 
italiennes. 
 
Tableau 2 Aperçu des études à propos de semi-copules et de devenir, par langue 
langue 
 
synchro/
diachro 
études 
français synchro 
Etudes génériques : 
Leeman 1996 ; Lamiroy et Melis 2005 ; Lauwers et Tobback 
2010 
 
 
                                                     
47 Notons que les études ne portant pas sur les semi-copules issues des verbes de mouvement nous sont utiles 
pour cerner le phénomène des semi-copules dans un contexte plus large, par exemple en ce qui concerne les 
critères de copularité ou les contraintes qui pèsent sur l’AS.  
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Verbes spécifiques : 
 
- devenir : Joulin 1983 ; Guehria 2011 ; Leeman et 
Guehria 2013 ; Guehria 2014 ; Leeman et Guehria 
2017 
 
semi-copules issues de verbes de mouvement  
- tourner et/ou virer : Leeman 2004 ; François 2010 ; 
Lauwers et Van Wettere 2018 
- tomber : Guimier 1993 
 
autres semi-copules 
- faire et se faire : Lauwers 2008 ; Duée et Lauwers 
2010 ; Lauwers et Duée 2011 
- répondre : Lauwers 2018b 
- s’annoncer : Lauwers et Tobback 2011 
 
français diachro 
Etudes génériques : 
Lauwers et Tobback 2013 
 
Verbes spécifiques : 
 
semi-copules issues de verbes de mouvement  
- tourner et virer : Van Wettere et Lauwers 2017 
 
autres semi-copules 
- s’avérer et se révéler : Tobback et Lauwers 2012 
 
néerlandais synchro 
Etudes génériques : 
Oosterhof 2009 ; Van Eynde 2009 ; Van Eynde et al. 2014 ; 
Van Eynde 2015 
 
Verbes spécifiques : 
- worden : Hanegreefs 2004 (à propos de worden et de 
ses équivalents espagnols) 
 
semi-copules issues de verbes de mouvement  
- komen : Sassen 1978 (avec également quelques 
approfondissements diachroniques et quelques 
remarques sur gaan, vallen et raken) ; Verhagen 
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2005 (à propos de la construction [Hoe komt X zo 
Y?]) ; Johansson 2008 (comparaison avec le 
suédois) 
 
semi-copules issues de verbes de position 
- zitten, staan et liggen : Lemmens 2002  
 
néerlandais diachro 
Verbes spécifiques : 
 
semi-copules issues de verbes de mouvement  
- vallen : van Es 1977 
 
anglais synchro 
Etudes génériques : 
Rodriguez Arrizabalaga 2004 (comparaison avec 
l’espagnol) ; Malá 2013 (comparaison avec le tchèque) ; 
Culicover, Jackendoff, et Audring 2017 
 
Verbes spécifiques : 
 
semi-copules issues de verbes de mouvement  
- to go : Bonnefille et McMichael 2001 ; Schönefeld 
2012 ; Schönefeld 2013b 
- to go, to come et to run : Schönefeld 2013a 
- to turn : Paulin 2009 
- to get : Bonnefille 2006 
 
anglais diachro 
Etudes génériques : 
Petré 2014 
 
Verbes spécifiques : 
- becuman (~ become) et weaxan (~ wax) : Petré 2012 
- weorðan (‘devenir’) : Petré et Cuyckens 2008 ; Petré 
et Cuyckens 2009 
 
semi-copules issues de verbes de mouvement  
- turn out (~ to turn) : Serrano-Losada 2017 
 
semi-copules issues de verbes de position 
- to stand, to sit, to lie : Lesuisse et Lemmens 2018 
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espagnol synchro 
Etudes génériques : 
Eddington 2002 ; Bybee et Eddington 2006 ; Morimoto et 
Pavón Lucero 2007 ; Van Gorp 2014 
 
Verbes spécifiques : 
- poner(se) et/ou quedar(se) : Iummato 2012 ; Van 
Gorp 2015 
- hacer(se) et volver(se) : Delbecque et Gorp 2015 
 
espagnol diachro 
Verbes spécifiques : 
- quedar(se) : Vicente 2013 ; Wilson 2009 ; Vergara 
Wilson 2014 
- poner(se) : Comer, Enghels, et Vanderschueren 2015 
- ver(se) et sentir(se) : Fernández Jaén 2015 
 
italien diachro 
Verbes spécifiques : 
 
semi-copules issues de verbes de mouvement  
- andare et venire : Sansò et Giacalone Ramat 2015 
 
 
 
Cet aperçu met clairement en évidence que les études consacrées aux semi-copules 
françaises et néerlandaises ne foisonnent pas. Autant dire que notre étude peut 
contribuer à combler ce vide dans la littérature. 
Ce qui est évidemment le plus important pour la suite de cette étude, ce sont les études 
du Tableau 2 qui portent sur le français et le néerlandais, les deux langues étudiées ici. 
Nous comptons entrer en dialogue avec ces études au cours de notre analyse. Elles seront 
donc reprises infra dans la mesure où elles s’avèrent pertinentes pour la trame de notre 
étude. Par exemple, ces études peuvent nous renseigner sur les contraintes catégorielles 
au niveau de l’AS avancées dans la littérature. En guise d’illustration, nous pouvons faire 
référence aux études de Leeman et de Guehria, qui mettent en avant certaines contraintes 
affectant l’AS après devenir, comme par exemple l’incompatibilité de devenir avec les AS 
adjectivaux de nature ‘participiale’ : ??devenir détruit. Nous y reviendrons brièvement 
dans la section 7.2.2. 
D’un point de vue plus général, il convient de mettre en lumière les études de Lauwers 
et Tobback 2010 (dans le sillage de Leeman 1996) et de Van Eynde et al. 2014, déjà 
mentionnées brièvement ci-dessus. Ces deux études se proposent de dresser, pour le 
français (Lauwers et Tobback 2010) et pour le néerlandais (Van Eynde et al. 2014), un 
inventaire de verbes attributifs qui est ‘plus complet que les inventaires traditionnels’. 
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C’est sur ces inventaires que nous nous baserons pour notre propre sélection de verbes 
attributifs dans la section 2.2 ci-dessous.  
Avant de clore cette section, il importe de nous attarder encore un instant sur Bybee 
et Eddington 2006 et, conjointement, sur l’approfondissement diachronique dans Vergara 
Wilson 2014. Ces études sont particulièrement pertinentes à la lumière de notre propre 
approche. Dans Bybee et Eddington 2006, une analyse synchronique d’une série de 
combinaisons [semi-copule espagnole + AS adjectival]48 est développée d’après les 
principes de la linguistique de l’usage (usage-based approach, cf. le chapitre 4). Citons 
quelques conclusions importantes qui émergent de cette analyse. Tout d’abord, au lieu 
d’invoquer un faisceau de caractéristiques abstraites qui permettent de regrouper 
l’ensemble des adjectifs occupant la position d’AS auprès d’une semi-copule donnée, 
Bybee et Eddington 2006 proposent (principalement) une analyse où la position d’AS 
auprès d’une semi-copule donnée comporte plusieurs classes sémantiques se 
construisant autour de noyaux49 adjectivaux à haute fréquence50. Dans leurs propres 
mots : 
This property suggests that the categories of adjective used with each verb cannot 
be characterized by discrete features that represent necessary and sufficient 
conditions for the use of each verb. Rather the usage suggests a representation in 
the form of local generalizations with conventionalized pairings that are referred 
to in order to create new pairings. While the data do not lend themselves to 
description in terms of abstract features that provide strict boundaries to the 
categories, there are some abstract features that seem to link some uses of the 
verbs. (Bybee et Eddington 2006, 346) 
Ce serait donc surtout la conventionnalisation de certaines combinaisons particulières 
[semi-copule + AS adjectival] qui déterminerait le choix d’une semi-copule particulière 
(cf. Boas 2003 pour les constructions résultatives). Ce principe serait plus déterminant 
 
                                                     
48 Il s’agit de [quedarse + AS adjectival], [ponerse + AS adjectival], [hacerse + AS adjectival] et [volverse + AS 
adjectival]. 
49  Coussé 2018 estime que cette catégorisation autour d’un exemplaire à haute fréquence ne s’observe pas pour 
toutes les constructions semi-schématiques contenant un élément grammaticalisé. 
50 Pour Bybee et Eddington 2006, cela plaide en faveur d’un modèle de la langue qui part de la primauté des 
‘exemplaires’, au lieu d’un modèle en accord avec la théorie du prototype. Ils semblent adhérer à une vue ou le 
prototype est forcément un ensemble de traits ‘abstraits’, qui doit s’appliquer à la catégorie formée par tous les 
adjectifs en position d’AS auprès d’une semi-copule donnée. Dans la théorie du prototype, les exemplaires ne 
seraient donc pas retenus dans la mémoire, uniquement les traits abstraits qu’on peut en déduire. 
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dans le choix d’un verbe particulier que d’éventuelles différences aspectuelles et/ou 
sémantiques entre les semi-copules51, exploitées par le locuteur : 
Since there were conventionalized verb + adjective combinations that occurred 
frequently and less frequent uses were clustered around these, the verbs were 
rarely used productively to suggest nuances of meaning in the process of becoming, 
for instance, creating contrast between types of becoming with the same adjective. 
(Bybee et Eddington 2006, 330) 
Il s’ensuit également que, d’un point de vue diachronique, de nouveaux types qui 
viennent enrichir la position d’AS auprès d’une semi-copule donnée, seraient le plus 
souvent des extensions sémantiques à partir d’un noyau adjectival à haute fréquence52 : 
Regardless of the observation that category expansion in a construction may occur 
through more marginal members, most productivity will be driven through analogy 
to frequently occurring types. […] Analogy to frequently occurring types is 
responsible for a ‘snowball effect’ in which frequently appearing combinations will 
be used with even more frequency as they become more conventionalized, and will 
have more opportunities to serve as models for analogical extension. (Vergara 
Wilson 2014, 18) 
De ce fait, l’usage mènerait à des combinaisons [semi-copule + AS adjectival] établies, à 
partir desquelles des extensions53 sont opérées, construisant des classes sémantiques (qui 
peuvent partiellement se recouper). Dans la partie V, consacrée à la productivité au 
niveau de l’AS auprès des verbes attributifs que nous examinerons, nous évoquerons 
certains points relevés par Bybee et Eddington 2006 pour les confronter à nos propres 
données. 
Enfin, remarquons que Bybee et Eddington 2006 vérifient les résultats obtenus dans 
leur étude de corpus à l’aide d’une expérience impliquant des participants invités à 
émettre des jugements d’acceptabilité. Il s’avère que la fréquence élevée corrèle avec une 
plus grande acceptabilité. A cela s’ajoute que, si une combinaison peu fréquente présente  
 
                                                     
51 En même temps, les auteurs reconnaissent que certains traits ‘abstraits’ sont liés à certaines semi-copules 
particulières, mais ils ne valent pas pour toutes les réalisations du verbe (Bybee et Eddington 2006, 346). A cela 
s’ajoute que Culicover, Jackendoff, et Audring 2017 pensent également qu’il y a au moins partiellement une 
explication sémantique pour les collocations qu’on observe (Culicover, Jackendoff, et Audring 2017, 8). 
52 De ce fait, il y aurait également une corrélation positive entre la token frequency du membre central de la classe 
sémantique et le nombre de types au sein de cette classe sémantique (Vergara Wilson 2014, 177). De plus, ces 
combinaisons très conventionnalisées seraient très robustes au fil du temps, ce qui fait qu’elles peuvent plus 
facilement servir de modèle pour des ‘extensions analogiques’ (Vergara Wilson 2014, 66). 
53 Ces extensions sont donc des lexèmes sémantiquement apparentés à l’AS adjectival figurant dans la 
collocation établie. 
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une grande similarité sémantique54 avec une combinaison à haute fréquence, cela donne 
lieu à un jugement d’acceptabilité favorable par rapport à cette combinaison peu 
fréquente (Bybee et Eddington 2006, 351). Par contre, cela se produit moins dans le cas 
d’une combinaison peu fréquente sans similarité sémantique par rapport à une 
combinaison à haute fréquence. Comme nous nous abstiendrons d’expériences pour 
tester la réalité cognitive de certaines de nos trouvailles, nous serons très prudent quant 
aux enseignements cognitifs à tirer de notre travail. 
1.3 Semi-copules issues de verbes de mouvement 
Comme nous l’expliquerons plus en détail dans la section 2.2, cette étude vise à examiner 
le sous-ensemble des semi-copules issues de verbes de mouvement (toujours en 
opposition avec les copules prototypiques). Il est bien connu dans la littérature spécialisée 
que les verbes de mouvement sont une source importante pour les semi-copules 
exprimant le changement d’état (cf. Heine et Kuteva 2002, 74‑75 ; Sansò et Giacalone 
Ramat 2015, 10).  
Ce développement allant du verbe de mouvement à la semi-copule exprimant le 
changement d’état se fonde sur la métaphore selon laquelle un changement d’état 
correspond à un changement de localisation. Cette métaphore est expliquée dans la 
citation suivante : 
Thus, we use the language of physical location and motion to metaphorically 
understand changes of state, as in “The water went from cold to hot in a matter of 
minutes,” “He fell in love,” “She clawed her way out of her depression,” “He keeps 
getting into trouble,” and “She fell deep into debt when her hedge fund collapsed.” 
(Lakoff and Johnson, 1980, 1999) observed that such conceptualizations of change 
of state involve a conceptual metaphor in which we understand being in a state 
metaphorically as being within a bounded location. Change of state is understood 
as movement from one state-location to another. The metaphor here is a 
conceptual mapping across two different experiential domains, namely, physical 
locations/motions and abstract states and changes of state (typically either 
physical states or psychological/emotional states). (Johnson 2015, 6) 
 
                                                     
54 Cette similarité sémantique peut également s’établir par la voie de la métonymie et/ou parce que des mots 
apparaissent souvent dans le même type de contexte. Par exemple, ‘riche’ et ‘célèbre’ (Bybee et Eddington 2006, 
353).  
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C’est cette métaphore qui est présumée guider le processus de grammaticalisation [verbe 
de mouvement → semi-copule de changement d’état] d’un point de vue sémantique. 
Depuis la parution du livre Metaphors we live by (Lakoff et Johnson 1985), il existe dans 
la linguistique contemporaine un courant ‘cognitif’ qui s’occupe de la métaphore et de la 
façon dont la métaphore, telle qu’elle est attestée dans l’usage, peut nous enseigner 
quelque chose sur le fonctionnement de la cognition humaine. Plus précisément, ce 
travail important de Lakoff et Johnson préconise que les métaphores que nous trouvons 
dans la production langagière portent à croire que l’homme interprète des concepts 
abstraits en termes ‘corporels’, qui traduisent l’expérience physique du sujet parlant dans 
le monde concret (cf. embodied metaphorical thought, Lakoff 2014). Cette cognition humaine 
‘métaphorisante’ se reflète alors naturellement dans la langue produite par l’homme. Le 
constat selon lequel en langue un changement d’état est interprété d’après l’image d’un 
changement de localisation n’est qu’un exemple parmi tant d’autres de cette embodied 
cognition.  
Enfin, remarquons encore que des études neurophysiologiques ont montré que les 
mots exprimant des actions, y compris le mouvement, activent les régions du cerveau 
impliquées dans le système moteur responsable de l’action même. Ce qui est assez 
interpellant, c’est que cela se produirait même dans le contexte du langage figuré :  
Words semantically related to actions (e.g., action verbs such as talk, write, or walk) 
activate specifically those parts of the motor system that are involved in 
performing typical referent actions (articulator, hand, and leg movements). […] 
Hence, the brain appears to classify words according to their referential semantic 
features and to the modalities (movement, acoustic sense, sense of sight, sense of 
smell, etc.) involved in processing this information. Interestingly, similar 
extensions to sensory and motor regions of the cortex may even contribute to 
semantic processing of figurative rather than literal language use (Glenberg and 
Kaschak 2002; Glenberg, Sato, and Cattaneo 2008; Boulenger, Hauk, and 
Pulvermüller 2009). (Pulvermüller, Cappelle, et Shtyrov 2013, 401) 
Ensuite, selon Chen, Widick, et Chatterjee 2008, le sens du verbe de mouvement 
contient déjà, en germe, des « traits conceptuels plus abstraits », en plus de « traits 
purement spatiaux ». Il s’ensuit que le sens spatial ne serait pas remplacé par un sens plus 
abstrait dans les emplois plus désémantisés du verbe de mouvement. Au contraire, il 
s’agirait plutôt de mettre en avant d’autres ‘traits’ du verbe de mouvement. Ainsi, dans 
les emplois plus métaphoriques du verbe de mouvement, les « traits purement spatiaux » 
sont inhibés, en faveur des « traits conceptuels plus abstraits »55 : 
 
                                                     
55 Par contre, certaines études semblent aller à l’encontre de ce résultat, cf. « To sum up, positive but also 
negative evidence exists on the involvement of motor regions in the comprehension of sentences that contain 
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Our basic proposal is that the meaning of spatial concepts in verbs of motion 
includes both sensory-motor as well as more abstract conceptual features. In 
predicate metaphors, the sensory-motor attributes are shed, and the remaining 
core abstract conceptual features are highlighted to establish the meaning of the 
metaphor. […] For instance, Jackendoff demonstrates that the verb GO can apply to 
a spatial location and literal motion as in “The bird went from the ground to the 
tree,” or to notions of possession as in “The inheritance went to Phillip,” or to 
notions of properties as in “The light went from green to red.” In all of these 
instances, GO shares the same core conceptual representation, a change of state. 
We suggest that the metaphoric meaning of predicate metaphors is derived from 
these core abstract conceptual features while eliminating or minimizing the more 
concrete spatial and motion features of the verb. (Chen, Widick, et Chatterjee 2008, 
200) 
Dans la citation ci-dessus, on donne l’exemple du verbe to go, qui comporterait dans tous 
ses emplois, y compris dans son emploi spatial (non métaphorique), le sème du 
‘changement d’état’. Remarquons que gaan, l’équivalent néerlandais de to go, figure parmi 
les verbes attributifs sélectionnés pour notre étude (cf. infra). 
La question de savoir si les verbes de mouvement utilisés dans un emploi semi-
copulatif impliquent l’activation de régions du cerveau associées au mouvement ou à la 
métaphorisation56, est, à notre connaissance, toujours ouverte et nécessite des études plus 
spécialisées. Ainsi, on pourrait éventuellement évaluer si le sens spatial continue à influer 
sur l’emploi semi-copulatif, par exemple sous la forme de nuances aspectuelles, en accord 
avec la notion de persistance lexicale. En outre, il est peut-être possible d’opérationnaliser 
de cette façon avec plus d’exactitude le degré de désémantisation du verbe, un problème 
que nous rencontrerons à plusieurs reprises dans la partie II. 
Après avoir mis en évidence la proximité conceptuelle entre ‘le mouvement’ et ‘le 
changement’, nous nous attardons un instant sur la notion de verbe de mouvement. Dans 
Lamiroy 1983, trois types de verbes de mouvement sont distingués, à savoir les verbes de 
 
                                                     
motion verbs without conveying any actual movement. This might be due, at least in part, to differences in the 
tasks (e.g., morphological tasks, semantic judgments, mental simulations of actions) and sometimes also to the 
experimental materials, especially when figurative sentences are included » (Cacciari et al. 2011, 150). Une 
collaboration plus poussée entre linguistes et neurologues pourrait mieux éclaircir cette problématique. 
56 Evidemment, le degré de conventionnalisation de la métaphore joue aussi un rôle, cf. : « Novel metaphors 
place high demands on such control because they require suppression of the literal sense of the sentence as well 
as the suppression of the irrelevant features of the words being used abstractly (in predicates) or likened to a 
different domain (in nominals). In contrast, a familiar metaphor might be understood much like a literal 
statement and retrieving metaphorical senses of words might be much like the fairly mundane, less effortful 
retrieval of the contextually-appropriate senses of literal words, thereby reducing demand on prefrontal cortex 
» (Cardillo et al. 2012, 3219). 
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direction (par exemple venir), les verbes de déplacement (par exemple marcher) et les 
verbes de mouvement du corps57 (par exemple se pencher), qui n’impliquent pas le 
déplacement du corps dans son ensemble (Lamiroy 1983, 75). Pour notre étude, 
l’opposition la plus importante est celle entre les verbes de direction et les verbes de 
déplacement. Les verbes de direction sont caractérisés comme des verbes téliques (Lamiroy 
1983, 79), tandis que les verbes de déplacement n’auraient pas de point d’aboutissement 
intrinsèque (par exemple, « si on arrête de marcher, rien n'empêche qu'on reprenne 
immédiatement la marche », Lamiroy 1983, 77). La citation suivante résume ce que 
Lamiroy 1983 entend par verbe de direction : 
Les verbes accourir, aller, avoir été, s'en aller, venir, monter, descendre, entrer, sortir, 
partir, arriver, passer, rentrer, retourner expriment également un déplacement d'un 
endroit à un autre, mais ils se distinguent des verbes de la catégorie précédente par 
une caractéristique fondamentale : il s'agit d'un déplacement orienté, polarisé. Le 
point vers lequel ou à partir duquel le déplacement s'oriente est non seulement 
pertinent, il est constitutif du sens du verbe. (Lamiroy 1983, 76) 
Lamiroy 1983 cite aussi Tesnière, qui caractérise les verbes de direction comme des verbes 
qui sont « centrés sur l'espace dans lequel le mouvement s'effectue : il se fait par rapport 
à un point d'où l'on vient ou où l'on va », à l’opposé des verbes de déplacement, qui sont 
« centrés sur le sujet qui effectue le mouvement » (Lamiroy 1983, 75). 
Afin de différencier les verbes de direction des verbes de déplacement, Lamiroy 1983 
fait l’observation suivante : si un verbe de déplacement se combine avec un complément 
de lieu introduit par à, dans ou en58, ce complément indique, selon elle, un déplacement à 
l’intérieur de l’espace délimité par le complément et non pas un déplacement vers ce lieu 
(Lamiroy 1983, 81), par exemple : 
(31) Il marche à Paris. (‘il marche dans les rues de Paris’) 
Ceci n’est pas le cas pour les verbes directionnels, où le complément de lieu introduit par 
à, dans ou en est un complément directionnel, exprimant un déplacement vers ce lieu : 
(32) Il va à Paris. (‘il se déplace d’un lieu extérieur à Paris vers Paris’) 
Les verbes de direction distingués par Lamiroy 1983 sont des verbes qui encodent 
lexicalement la trajectoire (le path), ce qui correspond au type de verbe qui caractérise les 
 
                                                     
57 Dans le cas des verbes de mouvement du corps, il n’y a pas de véritable déplacement. Plutôt, on modifie la 
position du corps. Cf. : « Le point de départ et le point d'arrivée de ce mouvement correspondent à des positions 
du corps : le passage se fait d'une position à une autre, plutôt que d'un endroit à un autre » (Lamiroy 1983, 76). 
Ces verbes ne sont pas pertinents pour notre récit ici. 
58 Le complément est directionnel si la préposition correspond à vers ou à jusqu'à (Lamiroy 1983, 86). 
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langues à cadrage verbal (verb-framed languages) dans la typologie59 de Talmy (Talmy 
2000). Dans l’approche typologique de Talmy, les verbes de direction sont opposés aux 
verbes de manière, c’est-à-dire les verbes qui lexicalisent la manière60 dont le mouvement 
est effectué. Ce dernier type de verbe n’est pas reconnu en tant que tel par Lamiroy 1983. 
D’après cette typologie de Talmy, on peut distinguer, grosso modo, les langues romanes 
(par exemple le français) des langues germaniques (par exemple le néerlandais) quant à 
la façon dont elles lexicalisent le mouvement. Ainsi, les langues romanes auraient 
tendance à encoder le plus souvent le mouvement et la direction dans le sens même du 
verbe spatial (= verb-framed), alors que les langues germaniques encodent le plus souvent 
le mouvement et (accessoirement aussi) la manière dans le sémantisme du verbe spatial, 
ce qui fait que la direction doit être encodée sous la forme de ‘satellites’ externes au verbe 
(= satellite-framed). Ces satellites peuvent être des particules (p. ex. weg, en néerlandais), 
des affixes et des compléments prépositionnels, selon le cas. 
Il s’ensuit aussi que, contrairement aux langues germaniques, les langues romanes 
comme le français61 se montreraient plutôt rétives à la combinaison d’un verbe de 
manière avec un satellite exprimant la direction et/ou la destination (= télique) (Troberg 
2011, 120)62, par exemple : 
(33) *Jean {a/est} marché à Paris en deux heures. (Troberg 2011, 119)   
La phrase néerlandaise correspondante est parfaitement acceptable : In twee uur tijd is Jan 
naar Parijs gewandeld. Notons toutefois que le type de préposition joue également un rôle, 
la préposition vers, par exemple, étant réputée compatible avec ces verbes qui encodent 
la manière du mouvement : 
(34) Une épave qui cahote et titube vers la barre… (Google) 
La contrainte typologique signalée ci-dessus ne semble donc pas absolue, mais indique 
des tendances (parfois obscurcies par l’emprunt, par exemple de l’anglais au français). 
Dans la même veine, Kopecka 2006 montre que le français utilise toujours des préfixes 
 
                                                     
59 Cette approche typologique n’est toutefois pas exempte de critique, cf. par exemple Pavlenko et Volynsky 
2015. 
60 Cf. la décomposition de l’évènement du mouvement dans les travaux de Talmy : Motion (le mouvement même), 
Figure (l’entité en mouvement), Ground (la localisation fixe au sein de laquelle le mouvement est conceptualisé), 
Path (= la trajectoire de la Figure), Manner (la façon dont le mouvement est effectué) et Cause (ce qui cause le 
mouvement). 
61 Remarquons que le moyen français était encore plutôt une langue à satellites. Ainsi, les verbes de manière 
pouvaient se combiner avec des compléments directionnels, par exemple Il vole sur vostre poing ‘it flies onto your 
fist’ (Troberg 2011, 128).  
62 D’après Troberg 2011, cette contrainte s’expliquerait par la sémantique de la plupart des prépositions 
françaises, qui sont intrinsèquement locatives et n’expriment la directionnalité que dans la combinaison avec 
une classe de verbes assez limitée (Troberg 2011, 125). 
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comme satellites indiquant la trajectoire, par exemple sur dans sur-voler, ce qui le 
rapproche d’une langue à satellites. Or, ce schéma était beaucoup plus productif 
auparavant, comme en témoignent aujourd’hui encore certaines lexicalisations non 
compositionnelles (cf. par exemple par-courir). 
Qu’est-ce que ces distinctions dans le domaine spatial pourraient impliquer pour le 
sort des constructions attributives ? Nous pourrons désormais préciser la métaphore du 
changement d’état comme déplacement dans l’espace. Signalons tout d’abord que Talmy 
lui-même met les deux types de constructions en rapport : 
In more recent publications, Talmy has broadened his original classification to 
include constructions denoting events with resulting states of all types, not just 
motion events describing motion on a path to a destination. (Croft et al. 2010, 203‑4) 
Ce qui est le plus pertinent ici, à la lumière de la question des verbes attributifs de 
changement d’état, ce sont les verbes de direction, car la direction du mouvement 
(souvent télique) vers une localisation ‘cible’ peut être assimilée, sur un plan plus abstrait, 
à une évolution aboutissant à un état résultatif63. C’est précisément ce que nous observons 
pour les verbes attributifs de changement d’état. Par exemple, cf. in de put raken : litt. 
‘atteindre dans le puits’, un mouvement directionnel qui s’interprète à un niveau plus 
abstrait comme ‘devenir dépressif’, avec l’état résultatif ‘dépressif’. 
Dans la même veine que Talmy, nous pouvons aussi citer Rappaport Hovav et Levin 
2010. Ces deux auteures prônent que la direction du mouvement et l’état résultatif sont 
subsumés par la même notion sémantique de changement scalaire : 
The scales of change of state and change of location are then parallel in the sense 
that being at a position on a path is comparable to having a particular value for a 
scalar attribute with change of state verbs, and movement along the path is 
comparable to a change in the value of an attribute. (Rappaport Hovav et Levin 
2010, 29) 
Dans Rappaport Hovav et Levin 2010, les verbes de direction (directed motion verbs) sont 
opposés aux verbes de manière (manner verbs). On pourrait s’attendre à ce que ces verbes 
de manière soient alors moins aptes à se développer en verbe attributif, car ils ne tendent 
pas naturellement vers un ‘résultat’, c’est-à-dire une localisation finale encodée dans le 
 
                                                     
63 ‘Résultatif’ est ici utilisé dans un sens purement sémantique : les verbes attributifs comme devenir expriment 
un changement d’état, ce qui donne logiquement lieu à un état ‘résultatif’ après la transformation. Ceci est à 
distinguer de notre définition de la construction résultative, qui (pour nous) ne concerne que les verbes non 
désémantisés, contrairement à la construction attributive, cf. la section 5.3.2. 
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sens même du verbe spatial64. A cela s’ajoute que les verbes de manière ont sans doute 
généralement un sens plus ‘spécifique’, qui pourrait entraver le processus de 
désémantisation accompagnant le processus de copularisation. Or, force est de constater 
que le verbe de mouvement anglais to run, communément rangé parmi les verbes de 
manière, adopte quand même un emploi attributif, par exemple to run mad : 
(35) She would have run mad without him. (exemple emprunté à Schönefeld 2013a) 
On ne peut donc pas conclure que les verbes de manière n’entrent d’office pas en ligne de 
compte pour s’engager dans un processus de copularisation. Toutefois, il semble tout de 
même que la plupart des semi-copules issues de verbes de mouvement aient leurs racines 
dans des verbes de direction. Dans le Tableau 3 infra, on constatera en effet que les semi-
copules étudiées ici sont issues de verbes de mouvement exprimant une direction (par 
exemple virer, tomber etc.). On peut distinguer plusieurs types de direction (Rappaport 
Hovav et Levin 2010, 29) : 
- La direction est complètement lexicalisée dans le verbe même, souvent en accord 
avec une force naturelle externe, par exemple tomber. 
- La direction est déterminée par rapport à un ‘centre déictique’, qui doit être 
spécifié dans le contexte, par exemple komen (‘venir’) et gaan (‘aller’). 
- La direction est déterminée par rapport à un ‘objet de référence’, qui doit être 
spécifié dans le contexte, par exemple entrer. 
Plus que les verbes de manière, ces verbes de direction demandent dans la plupart des cas 
un complément locatif qui spécifie la localisation finale. C’est cette position du 
complément locatif à l’intérieur de la construction spatiale qui pourrait être à l’origine de 
la position d’AS (prépositionnel) dans la construction attributive. 
Il n’est pas très clair comment la typologie de Talmy, qui prédit un ensemble plus vaste 
de verbes de direction dans les langues à cadrage verbal que dans les langues à satellites,  
pourrait affecter la propension de chaque langue à la création de semi-copules. Si 
l’encodage de la direction au lieu de la manière dans le sens du verbe même favorise la 
copularisation du verbe (car ‘directionnalité’ mène à ‘résultativité’, cf. Rappaport Hovav 
et Levin 2010 supra), le français serait avantagé. Notons aussi que l’espagnol, réputé être 
une langue à cadrage verbal (tout comme le français), est connu pour sa diversité très riche 
dans le domaine des semi-copules (cf. 1.2).  
En même temps, le néerlandais encoderait plus souvent la direction ou la trajectoire 
dans des ‘satellites’, qui sont des compléments (prépositionnels et quasi adjectivaux) 
susceptibles de donner lieu à des attributs. Sur ce point, le néerlandais serait donc 
 
                                                     
64 Cf. dans la même veine (pour le néerlandais) : « Manner of motion verbs do not have intrinsic endpoints (verbs 
with meanings like run, jog, lope, sprint, dash, rush, hurry, scurry, scramble, etc.) and select hebben as the perfect 
auxiliary, but if endpoints are added (to town, to the river, etc.) they select zijn » (Los et al. 2012, 113). 
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avantagé. Evidemment, cet encodage de la direction de façon externe au verbe concerne 
en premier lieu les verbes de manière, qui semblent de toute façon entrer moins en ligne 
de compte pour se copulariser que les verbes de direction. En ce qui concerne les verbes 
de direction, toujours est-il que les verbes directionnels français acceptent, tout comme 
les verbes directionnels néerlandais, ces satellites (prépositionnels) exprimant la 
trajectoire, cf. Il entre dans sa chambre (exemple construit). Sur ce point, les deux langues 
ne diffèrent donc pas énormément, ce qui donne peut-être lieu à autant d’opportunités 
de copularisation dans les deux cas. En soi, la typologie de Talmy ne concerne donc pas 
directement les semi-copules, souvent issues de verbes directionnels et, de ce fait, plutôt 
compatibles avec les satellites directionnels téliques, quel que soit le type de langue (verb-
framed ou satellite-framed). 
Si la typologie de Talmy n’a peut-être pas beaucoup de répercussions directes sur la 
construction attributive et la productivité de son slot verbal, il est possible qu’elle exerce 
une influence ‘indirecte’ sur la construction attributive, par l’intermédiaire de la 
construction résultative (cf. l’exemple souvent cité John hammered the metal flat65, impossible 
en français) et des verbes à particule (cf. les phrasal verbs de l’anglais comme go away). En 
effet, à partir de l’idée que ‘direction’ équivaut à ‘résultat’, ces deux constructions sont 
souvent présentées comme des ‘phénomènes corollaires’66 du caractère satellite-framed 
d’une langue. En d’autres mots, les langues à satellites (comme le néerlandais) 
contiendraient beaucoup plus souvent ce type de constructions que les langues à cadrage 
(comme le français)67. C’est ce qui s’observe si on consulte la littérature sur les 
constructions résultatives. Ainsi, pour certains, les langues romanes n’auraient pas de 
 
                                                     
65 Notons que l’alternative à cadrage verbal est également possible en anglais : She flattened  the metal (by hammering 
it) (Croft et al. 2010, 212). La construction résultative ne concerne pas que les verbes de mouvement : il n’est pas 
toujours très clair comment ces autres types d’évènements sont affectés par la typologie de Talmy.  
66 En même temps, la seule présence de satellites exprimant la trajectoire auprès des verbes de manière n’est 
sans doute pas une raison suffisante pour expliquer, par exemple, le phénomène des verbes à particule en 
néerlandais. En ce qui concerne l’origine des verbes à particule néerlandais, Los et al. 2012 émettent l’hypothèse 
selon laquelle la possibilité de postposition de la préposition (c’est-à-dire [régime + prép.] au lieu de [prép. + 
régime]), ce qui engendre la juxtaposition de [prép. + verbe] dans certains contextes, était cruciale dans la genèse 
de certains types de verbes à particules (non adjectivales), par exemple : heel Azië door-reizen (‘voyager partout 
en Asie’), cf. Los et al. 2012, 98‑102. Notons que les particules adjectivales (‘résultatives’), par exemple schoon-
maken (‘nettoyer’), auraient leur origine dans la construction résultative (‘prédication secondaire’), cf. Los et al. 
2012, 116. Los et al. 2012 ne mentionnent pas d’où provient à son tour la construction résultative. Cette question 
semble encore ouverte. 
67 Or, on trouve à l’intérieur de la famille des langues romanes, présumées être des langues à cadrage verbal, 
beaucoup de variation, présentant parfois des indices qui semblent aller à l’encontre de leur caractère verb-
framed (Fagard, Stosic, et Cerruti 2017, 641‑44). Ainsi, l’italien (contemporain) dispose de verbes à particule 
comme dans Giani è corso via (‘Giani ran away’, Mateu et Rigau 2010, 243), même si la construction semble plus 
limitée qu’en anglais, cf. : *Giani è danzato via (‘Giani danced away’, Mateu et Rigau 2010, 243). 
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constructions résultatives, ou, du moins, la construction résultative y serait beaucoup 
moins productive et cantonnée à des classes de verbes spécifiques (cf. Lauwers et Enghels 
2019). 
Il va de soi que ces ‘phénomènes corollaires’, à savoir la construction résultative et la 
construction à verbe à particule, sont très pertinents pour notre sujet ici, étant donné que 
ces constructions seront (en partie) incluses dans notre délimitation du ‘domaine 
attributif’ (cf. le chapitre 5). Suivant la typologie de Talmy, on peut s’attendre à ce que ces 
constructions soient plus importantes pour le domaine attributif néerlandais que pour le 
domaine attributif français68, ce qui contribue donc à creuser l’écart entre les deux 
langues. Dans notre analyse, nous verrons, en effet, que la construction (attributive / 
résultative) à verbe à particule est responsable de certaines différences notables avec le 
domaine attributif du français (cf. en particulier la section 12.2.2).  
Dans le prolongement de notre discussion de la typologie de Talmy et de la 
construction à particule, en principe bien développée dans les langues à satellites, il 
convient de présenter brièvement la construction à particule du néerlandais et sa 
pertinence pour les semi-copules issues de verbes de mouvement pour le lecteur peu 
familier avec le néerlandais. Notons que la sous-construction attributive à particule sera 
présentée plus en détail dans la section 5.3.3.  En premier lieu, la construction à particule 
(= un type de satellite d’après la typologie de Talmy) affecte les verbes de mouvement 
néerlandais. En effet, les verbes de mouvement néerlandais peuvent être accompagnés de 
particules directionnelles (weg, uit, neer etc.), par exemple : 
(36) Hij ging weg. (exemple construit ; weggaan ‘partir’) 
(37) De keeper kwam uit en hij ging voor de bal. (Google ; uitkomen ‘sortir’) 
(38) Ze viel pardoes neer. (exemple construit ; neervallen ‘tomber par terre’) 
Los et al. 2012 parlent dans ce cas de relator particles, un terme qui subsume les orienting 
particles (nos particules directionnelles) et les path particles (Los et al. 2012, 72‑76). 
Secondement, à côté des particules directionnelles, on peut également distinguer le 
cas de figure de la particule exprimant un état résultatif par rapport au sujet (resultative 
particles, Los et al. 2012, 69‑70), par exemple :  
(39) Het uurwerk ging stuk. (exemple construit, stukgaan litt. ‘aller cassé’) 
En (39), le verbe de mouvement gaan (‘aller’) s’est désémantisé et il s’emploie comme 
semi-copule69. Ici, on a donc affaire à ce que nous appellerons une construction attributive 
à particule. Or, il importe de mentionner que la distinction entre particule directionnelle et 
 
                                                     
68 Il n’empêche que le français contient également des instances de la construction résultative (à AS), cf. par 
exemple tomber mort. 
69 Cela n’est pas toujours le cas pour les particules résultatives, cf. par exemple stukvallen (litt. ‘tomber cassé’), 
où vallen garde en grande partie encore son sens spatial. 
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particule résultative n’est pas toujours étanche (cf. aussi Los et al. 2012, 39‑40). Pensons par 
exemple à la particule los (‘séparé de X’), qui semble indiquer à la fois une direction (= la 
direction opposée à l’entité que le support accompagne au départ, avant le déplacement) 
et un état final, cf. :  
(40) De caravan raakte los van de auto. (exemple construit, losraken litt. ‘atteindre séparé de 
X’) 
En d’autres mots, il y a donc des cas qui, d’un point de vue sémantique, font le pont entre 
les deux types de particules. 
Ajoutons que la syntaxe de [verbe de mouvement + particule directionnelle] et celle de 
[semi-copule + particule résultative] sont très comparables, étant donné le lien 
conceptuel entre ‘direction’ et ‘résultat’ signalé ci-dessus : 
In Dutch, the syntax of SCVs with resultative particles and that of SCVs with 
orienting particles is identical, notwithstanding their semantic differences. (Los et 
al. 2012, 73) 
Remarquons que Croft et al. 2010 font la même remarque pour la prédication secondaire, 
en soulignant le parallélisme syntaxique entre : 
(41) De fles dreef de grot in. (exemple emprunté à Croft et al. 2010; particule directionnelle) 
(42) Ze schoten hem dood. (exemple emprunté à Croft et al. 2010; particule résultative) 
Et entre : 
(43) De fles is de grot in-gedreven. (exemple emprunté à Croft et al. 2010; particule 
directionnelle) 
(44) Ze hebben hem dood-geschoten. (exemple emprunté à Croft et al. 2010; particule 
résultative) 
Dans les deux cas, les deux types de particules présentent le même positionnement, selon 
l’opposition [temps non composé vs temps composé]. 
En somme, ce parallélisme structurel entre particules directionnelles (auprès d’un 
verbe de mouvement) et particules résultatives (auprès d’un verbe attributif) est 
intéressant et pourrait constituer un facteur facilitateur dans la copularisation des verbes 
de mouvement néerlandais70, sur lequel le français ne peut guère compter, du moins de 
nos jours71. Cette hypothèse mérite d’être explorée dans une étude diachronique. 
 
                                                     
70 En même temps, la source diachronique des particules directionnelles et celle des particules résultatives 
seraient différentes. Il s’agirait respectivement de la réanalyse d’une construction à postposition et d’une 
construction résultative. Cf. Los et al. 2012, 92‑116 pour plus d’informations. 
71 La situation du français médiéval était différente, avec plus de possibilités dans le secteur de la prédication 
résultative (Troberg et Burnett 2014). 
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 2 Inventaire des verbes attributifs à 
examiner  
Dans ce chapitre, nous sélectionnons les verbes attributifs (semi-copules et copules 
prototypiques) que nous allons examiner dans la présente étude (cf. 2.2). En même temps, 
nous faisons aussi le lien avec un certain nombre de verbes attributifs plus marginaux, 
qui n’ont pas été pris en compte pour cette étude (cf. 2.1). Notons que nous proposerons 
une discussion plus conceptuelle du champ de l’attribution dans le chapitre 5. 
2.1 Verbes attributifs exclus 
En premier lieu, nous avons écarté de notre étude un certain nombre de verbes attributifs 
néerlandais qui sont de la forme (complexe) [particule + verbe de mouvement], par 
exemple : 
 
[uitvallen + AS adjectival] 
(45) Hij viel nogal tenger uit voor een rugbyspeler. (exemple construit) 
[overkomen + AS adjectival] 
(46) Hij komt zeer verzorgd en beleefd over. (exemple construit) 
[voorkomen + AS adjectival] 
(47) Het komt me nochtans bekend voor. (exemple construit) 
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[aanlopen + AS adjectival]72 
(48) Na die inspanning liep hij helemaal rood aan. (exemple construit) 
Etant donné que nous nous sommes limité aux verbes attributifs ‘simples’, ces verbes 
attributifs ‘complexes’, à particule fixe73 (uit, over, voor, aan), n’ont donc pas été pris en 
compte. En outre, la plupart de ces verbes expriment des sens évidentiels (overkomen, 
uitvallen, voorkomen), un type de verbe attributif qui ne nous concerne pas ici.  
Un peu dans la même veine, on peut y ajouter la semi-copule indirecte74 française passer 
pour75, qui combine un verbe de mouvement (passer) avec une préposition fixe pour. Par 
exemple : 
(49) Il passe pour intelligent. (exemple construit) 
De nouveau, le verbe attributif, évidentiel, qui plus est, est ‘complexe’ ([passer + 
préposition]) et il a donc été exclu. 
Ensuite, nous avons également exclu une série de verbes de mouvement qui ont un 
emploi attributif assez restreint, que ce soit au niveau des catégories morphosyntaxiques 
de l’AS admises, au niveau du nombre d’items lexicaux en position d’AS et/ou au niveau 
de la fréquence des instanciations76 attributives du verbe. 
En premier lieu, il s’agit de verbes attributifs (issus de verbes de mouvement) qui se 
combinent uniquement avec des AS prépositionnels, comme : 
 
[entrer / treden + AS prépositionnel] 
(50) Cette loi est déjà entrée en vigueur. (exemple construit, cf. aussi Cette loi est en vigueur.) 
(51) Die wet is reeds in voege getreden. (traduction de l’exemple français, cf. aussi Die wet is 
in voege.) 
On peut y ajouter le verbe vliegen (‘voler’), qui se combine avec peu d’AS différents : 
 
                                                     
72 Dans le domaine des changements de couleur, nous pouvons encore ajouter les cas suivants : 
• wegtrekken (weg + trekken (‘tirer’)) : Hij trok bleek weg. (exemple construit)  
• uitslaan (uit + slaan (‘frapper’)) : Zijn gezicht sloeg rood uit. (exemple construit) 
73 Notons que ce cas de figure est à distinguer de la construction attributive à particule que nous avons incluse 
pour les verbes attributifs sélectionnés : dans ce dernier cas, c’est la particule qui remplit la fonction d’AS. 
74 Ce cas est considéré comme une semi-copule indirecte (s’insérant dans la construction attributive) et non pas 
comme une instanciation de la construction indirecte (cf. infra), car la préposition pour ne nécessite plus une 
complémentation nominale (comme c’est habituellement le cas pour les prépositions), d’où la possibilité de la 
construction attributive à proprement parler [passer pour + AS adjectival]. 
75 Cf. aussi l’équivalent néerlandais doorgaan voor. 
76 Ce terme, de plus en plus répandu en français, s’inspire de la notion anglaise d’instantiation, pour désigner une 
réalisation ‘lexicalement spécifiée’ d’une construction plus abstraite. 
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[vliegen + AS prépositionnel]77 
(52) De auto vloog in brand. (exemple construit, cf. aussi De auto staat in brand.) 
Secondement, nous pouvons également mentionner une série de verbes attributifs 
français (issus de verbes de mouvement) dont l’usage semble peu répandu jusqu’à 
présent. Dans ce cas, difficile d’effectuer une étude de corpus qui part d’une recherche 
lexicale (par rapport au verbe), suivie d’un nettoyage manuel pour identifier les cas 
attributifs, comme nous le ferons pour notre étude ici : si déjà un tel travail de nettoyage 
manuel était possible, le nombre d’exemples attributifs récoltés risquerait donc d’être 
trop bas pour les traiter de la même manière que les autres verbes. Nous pouvons citer ici 
les verbes basculer, verser, sombrer, glisser et atterrir : 
(53) Salut, je bascule salarié suisse le 1er janvier, en restant résidente en France (frontalière) 
Je n'ai toujours pas pris d'assurance privée, car je suis indécise. (SE, exemple externe à 
notre échantillon) 
(54) La phrase du spécialiste Zeev Sternhell claque comme un coup de fouet : c'est vrai, il ne 
faut que très peu de choses pour qu'un pays verse fasciste. (SE, exemple externe à notre 
échantillon) 
(55) Désolée de voir son grand mari sombrer neurasthénique, Antoinette se surpassait au 
plumard, prenait des initiatives de plus en plus violeuses et de moins en moins 
efficaces. (Vergne, L'innocence du boucher, 1984, p. 210 - Frantext) 
(56) Bon, c'est vrai, il glisse Sarkoziste sur la fin avec son " tu ne convoiteras point la maison 
de ton prochain ". (SE, exemple externe à notre échantillon) 
(57) Evangélique de par ma maman, puis protestante suite à la volonté de cette dernière de 
faire "bouger" les petites églises protestantes de nos villages, j'ai finalement atterri 
catholique conciliaire en rencontrant celui qui deviendrait mon mari (catholique de 
naissance). (SE, exemple externe à notre échantillon) 
Tous ces emplois attributifs s’expliquent vraisemblablement par le passage de la 
construction indirecte (p. ex. sombrer dans la dépression, cf. la section 5.2.2 pour une 
caractérisation plus approfondie de la construction indirecte) à la construction 
attributive directe. Ce processus diachronique [construction indirecte → construction 
directe] a également été décrit pour tourner dans Van Wettere et Lauwers 2017. En outre, 
l’existence d’un modèle analogique peut faciliter l’attraction (assez abrupte) du verbe 
vers la construction attributive, comme nous l’avons démontré pour virer (cf. Van 
Wettere et Lauwers 2017). Dans la même veine : 
 
                                                     
77 On pourrait éventuellement y rattacher les verbes slaan ‘frapper’ (op hol slaan ‘prendre le mors aux dents’, in 
paniek slaan ‘paniquer’, op de vlucht slaan ‘prendre la fuite’) et schieten ‘tirer’ (cf. in brand schieten ‘prendre feu’ ; 
mais aussi avec AS adjectival : wakker schieten ‘se réveiller en sursaut’). 
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However, Petré (2012) argues that such smoothness is not always in evidence. He 
suggests that sometimes attraction into an extant highly productive schema may 
be discontinuous with earlier developments from the perspective of an idealized 
smooth cline. His example is the development of OE becum- ‘become’ and especially 
weax- ‘grow, wax’ into copulas in early ME. Petré says there was a sudden explosion 
of type-frequency after these verbs were constructionalized as copulas. (Traugott 
et Trousdale 2013, 120) 
Une analyse plus détaillée peut révéler sur quels modèles ces verbes s’appuient, cf. par 
exemple basculer, qui suit virer, ou sombrer, qui, lui, s’approche peut-être plus de tomber. 
Enfin, il reste quelques verbes de mouvement qui, transposés dans le domaine 
métaphorique, aidés peut-être par des mécanismes métonymiques, transforment leur AS 
accessoire (p. ex. arriver (premier) à Paris) en AS essentiel. Ils sont regroupés sous 
l’étiquette « état-phase »78 dans l’inventaire de verbes attributifs de Lauwers et Tobback 
2010, avec commencer et finir. Comme commencer et finir, ces verbes ont un profil aspectuel 
qui cible, d’une façon ou d’une autre, l’état du sujet lors de la phase inchoative ou 
terminative, et ne marquent pas vraiment un changement d’état (à part peut-être arriver 
au pouvoir). Il s’agit de arriver, partir et (res)sortir :  
 
[arriver + AS adjectival / prépositionnel] 
(58) Emmanuel Macron est arrivé premier au second tour de la présidentielle […]. (Google) 
(59) Comment Hitler est-il arrivé au pouvoir ? (Google, cf. être au pouvoir) 
[partir + AS adjectival] 
(60) Il part gagnant, certain d'atteindre tôt ou tard son but, la plupart du temps à juste titre. 
(Google) 
[(res)sortir + AS adjectival (de)]79 
(61) Le premier ministre libyen sort indemne de l'attaque de son convoi. (Google)80 
Ces emplois attributifs assez périphériques, avec souvent peu de variation au niveau de 
l’AS (cf. surtout arriver et partir), ont également été écartés de l’étude. 
 
                                                     
78 Et non pas sous l’étiquette « (absence de) changement d’état ». Cf. Lauwers et Tobback 2010, 100 pour une 
explication plus détaillée de leur copularisation. 
79 Notons que komen apparaît également dans ce type de construction, par exemple : Hij kwam ongehavend uit de 
strijd (exemple construit). 
80 Le statut plus ‘périphérique’ de l’AS se vérifie au cas où l’AS peut alterner avec le schéma [comme + X] (ce qui 
n’est pas possible pour les AS adjectivaux). Par exemple, au lieu de [sortir vainqueur de X], on trouve également 
[sortir comme le vainqueur de X] : « En bref, si François Hollande ne peut en aucun cas sortir comme le vainqueur 
de ces élections régionales » (Google). 
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Dans la même veine, nous avons également écarté le verbe lopen (‘courir’), qui semble 
également se combiner avec peu de types AS différents. Voici un exemple : 
(62) Onze relatie liep stuk. (exemple construit) 
Un dernier sous-ensemble de verbes qui ne fait pas partie des verbes étudiés, mais qui 
s’y rapporte, est le sous-ensemble des verbes de position néerlandais staan (‘être debout’), 
zitten (‘être assis’), liggen (‘être couché’) (cf. Lemmens 2002, Lemmens et Slobin 2008). Ces 
verbes ne sont pas des verbes de mouvement et n’ont donc pas été pris en compte. Or, ils 
s’emploient également dans la construction attributive, signifiant ‘être’. Remarquons que 
le français ne dispose pas de verbes (uniques) similaires et, par conséquent, ne peut pas 
non plus recruter dans ce secteur pour étoffer son paradigme de verbes attributifs. Même 
si nous n’avons pas examiné ces verbes, ils ont quand même été utilisés comme contexte 
prédicatif à tester dans notre procédure de sélection pour le domaine attributif 
prépositionnel (cf. la section 5.5.2 pour plus d’informations). Dès lors, il est pertinent de 
les présenter brièvement à l’aide de quelques exemples : 
 
[staan + AS adjectival / prépositionnel] 
(63) Hij staat compleet machteloos. (exemple construit, AS adjectival) 
(64) De socialistische vakbond staat rood van woede om het aangekondigde beleid van 
Michel I. (Google, AS adjectival) 
(65) Dat staat buiten kijf. (exemple construit, AS prépositionnel) 
(66) De ontbijtgranen staan in promotie. (exemple construit, AS prépositionnel) 
(67) Ze staat op dieet. (exemple construit, AS prépositionnel) 
On peut y ajouter un emploi attributif de type évidentiel81, par exemple82 : 
(68) En geen goud, want dat staat goedkoop, vooral als het nep is. Geen enorm grote 
oorbellen, staat ook goedkoop... (Google, ‘ça fait bon marché’) 
[zitten + AS adjectival / prépositionnel] 
(69) Na die inspanning zat hij stikkapot. (exemple construit, AS adjectival) 
(70) Hij zit in nood en heeft dringend hulp nodig. (exemple construit, AS prépositionnel) 
(71) Zij mogen, als enige, blij zijn dat de transfermarkt op slot zit. (Google, AS prépositionnel) 
 
 
                                                     
81 Evidentialité implique que « le locuteur (ou un autre expérienceur) fait une assertion basée sur 
l’interprétation d’indices perceptuels » (Duée et Lauwers 2010, 30). 
82 On pourrait y rattacher le verbe uithangen, dont la composante hangen (‘être suspendu’) peut également être 
considéré comme un verbe de position. Ce verbe uithangen est également utilisé comme un verbe attributif 
évidentiel, par exemple : Hij hangt de clown uit (exemple construit, ‘il fait le clown’). 
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[liggen + AS adjectival / prépositionnel] 
(72) Tijdens de staking lag het werk stil. (exemple construit, AS adjectival/’particule’) 
(73) De Federal Reserve lag op schema om de rentetarieven dit jaar nog één keer te verhogen. 
(Google, AS prépositionnel) 
En néerlandais, ces semi-copules issues de verbes de position entrent donc en 
compétition avec zijn dans un certain secteur d’AS. 
2.2 Verbes attributifs sélectionnés  
Après avoir présenté les verbes exclus, nous établissons la liste des verbes attributifs 
sélectionnés, tant pour le français que pour le néerlandais. D’une part, comme nous 
l’avons déjà annoncé ci-dessus, il s’agit de semi-copules issues de verbes de mouvement, 
qui expriment le changement d’état (d’après le modèle ‘devenir’). Le Tableau 3 suivant 
donne un aperçu de ces semi-copules sélectionnées : 
 
Tableau 3 Verbes de mouvement qui s’emploient comme verbes attributifs de changement 
d’état 
semi-copules françaises 
 
tomber Il tombe amoureux. (exemple construit) 
passer Il est passé colonel. (exemple construit) 
tourner Dehors, brusquement, la chaleur d'été avait tourné fournaise et 
crématoire. (Frantext) 
virer Si j'avais dû virer meurtrière, c'eût été ce soir-là. (Frantext) 
semi-copules néerlandaises 
 
(ge)raken (+/- 
‘atteindre’, 
‘toucher’) 
Ze (ge)raakte zwanger. (exemple construit, litt. ‘atteindre/toucher 
enceinte’) 
 
vallen (‘tomber’) Net tijdens de drukste periode van het jaar viel hij ziek. (exemple 
construit, litt. ‘tomber malade’, sous-standard) 
gaan (‘aller’) Alles gaat kapot. (exemple construit, litt. ‘aller cassé’)  
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komen (‘venir’) Wanneer zal ze vrij komen ? (exemple construit, litt. ‘Quand viendra-t-
elle libre ?’) 
 
Il n’empêche que ces mêmes semi-copules sont parfois également aptes à exprimer 
l’absence de changement d’état, cf. par exemple pour passer l’expression passer inaperçu 
(‘rester non remarqué’). Comme nous l’expliquerons plus loin dans le texte, ces emplois 
non mutatifs de la semi-copule ont également été inclus dans l’étude (cf. la section 5.3.1). 
D’autre part, l’inventaire des semi-copules issues de verbes de mouvement a été 
complété par les copules prototypiques. De cette façon, les semi-copules, dotées d’un 
degré de copularité inférieur, peuvent être évaluées par rapport à un point de référence, 
qui constitue en même temps le point d’aboutissement du processus diachronique de 
copularisation, à savoir la copularité prototypique. En premier lieu, nous avons 
sélectionné être/zijn, la copule ‘par excellence’ d’après la grammaire traditionnelle, et 
devenir/worden, la copule prototypique dans le domaine du changement d’état, auquel les 
semi-copules citées ci-dessus appartiennent également. A cela s’ajoutent les copules 
prototypiques exprimant l’absence de changement d’état, telles que 
rester/demeurer/blijven. Dans la mesure où l’absence de changement d’état est également 
un type de changement d’état83, ces copules prototypiques peuvent également être 
rattachées à notre sélection de verbes attributifs. 
En conclusion, nous examinerons au total 15 verbes attributifs français et néerlandais, 
dont 8 semi-copules et 7 copules prototypiques. Dans le chapitre suivant, nous 
formulerons les questions de recherche plus spécifiques que nous nous proposons.  
 
                                                     
83 Les verbes rester/demeurer/blijven ont également un emploi locatif, c’est-à-dire la ‘continuation d’une 
localisation fixe’. Ainsi, de façon analogue par rapport à l’absence de changement d’état qui est un type de 
changement d’état, la ‘continuation d’une localisation fixe’ peut également être considéré comme un type de 
mouvement. Cf. « Talmy considers a situation containing motion and the continuation of a stationary location 
alike as a motion event » (Cifuentes Férez 2010, 25). 
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 3 Questions de recherche 
Dans cette partie, nous présenterons les questions de recherche principales qui seront 
abordées dans cette étude. Concrètement, nous espérons éclairer la lanterne du lecteur à 
propos des sujets suivants : 
(1) la délimitation du domaine attributif par rapport aux constructions connexes (cf. la 
section 3.1, cf. le chapitre 5) 
(2) la structuration de la famille des verbes attributifs sélectionnés (cf. la section 3.2, 
cf. la partie IV) 
(3) la copularité des verbes attributifs sélectionnés (cf. la section 3.3, cf. les parties IV 
et V) 
(4) productivité et anti-productivité (cf. la section 3.4, cf. la partie V) 
(5) l’analyse contrastive [français vs néerlandais] (cf. la section 3.5) 
Nous approfondirons ces différents objectifs principaux dans la suite de cette partie. 
En ce qui concerne l’organisation du contenu de notre thèse, il est important de noter que 
nous n’avons pas forcément adopté le même ordre de présentation. Bien qu’il y ait 
certainement de grandes correspondances entre la succession des questions de recherche 
(1) – (5) et la façon dont l’étude est structurée, il n’empêche que les deux ne coïncident 
pas tout à fait : 
- La productivité joue un rôle important à différents niveaux. D’une part, cette étude 
apportera des réponses à des questions plus théoriques liées à la productivité (par 
exemple, l’opposition entre productivité et ce que nous appellerons anti-
productivité). D’autre part, la productivité est, à côté d’autres éléments, également 
un concept clé qui est en jeu pour les questions de recherche (2) et (3). Nous avons 
fait le choix de regrouper tout ce qui concerne la productivité des verbes 
attributifs dans la partie dédiée à la productivité (cf. la partie V). Or, lors du 
moment des conclusions finales (cf. la partie VI), nous mettrons toutes les pièces 
du puzzle ensemble, y compris celles apportées par l’étude de la productivité, en 
fonction des objectifs de recherche formulés ci-dessus.   
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- Quant à l’analyse contrastive, nous n’avons pas rassemblé toutes nos observations 
contrastives dans un chapitre à part entière. Cette analyse contrastive [français vs 
néerlandais] se fait tout au long de l’étude, en particulier aux endroits où des 
différences intéressantes entre le français et le néerlandais surgissent. Par contre, 
dans le chapitre final de notre thèse, qui fournit un aperçu des conclusions les plus 
importantes de notre travail, nous prévoyons une section qui propose un bilan 
intégré des constats contrastifs principaux, regroupés à un seul endroit.  
Cela étant dit, il est inévitable que des questions annexes, autres que celles que nous 
venons d’établir, apparaissent parfois en cours de route, suite à des découvertes plus 
inattendues qui méritent également notre attention. Nous nous permettrons donc des 
digressions là où une découverte est susceptible de mener à une autre. 
3.1 Délimitation du domaine attributif par rapport aux 
constructions connexes 
La première question de recherche concerne la délimitation du domaine attributif, cf. :   
Q1 : Où s’arrête le phénomène attributif ? Comment peut-on délimiter le ‘domaine 
attributif’ par rapport aux constructions connexes dans le réseau constructionnel ? 
Cette question est très pertinente, car les verbes que nous avons sélectionnés, figurent 
sans exception dans de multiples constructions, dont la construction attributive n’est 
donc qu’une construction parmi d’autres. Tout d’abord, toutes les semi-copules 
connaissent encore un emploi comme verbe de mouvement. A cela s’ajoute que les 
copules prototypiques non mutatives disposent d’un emploi locatif, p. ex. Il est/reste dans 
la maison. En plus de ces emplois spatiaux, qui se distinguent plus ou moins clairement de 
l’emploi attributif, nous recensons aussi une kyrielle de constructions ‘avoisinantes’ qui 
sont parfois très proches de la construction attributive. Certaines de ces constructions 
sont à exclure d’une étude qui focalise la construction attributive. Pensons par exemple 
à la construction passive (cf. les deux interprétations possibles, verbale ou adjectivale, du 
participe dans la phrase Il est blessé.) ou la construction indirecte (= la préposition est fixe, 
sélectionnée par le verbe, p. ex. passer à : Ils passent aux aveux.), parfois assez proche de la 
construction attributive à verbe semi-copule. D’autres constructions sont plutôt à situer 
dans la périphérie du domaine attributif (cf. les emplois quasi adverbiaux comme La pluie 
tombe drue) ou ne recoupent que pour une toute petite partie avec le domaine attributif 
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(cf. la construction à particule, par exemple wegvallen, loskomen etc.). Cette première 
question de recherche soulève plusieurs questions plus spécifiques, à savoir :   
(1) Quelles sont ces constructions connexes dans le réseau constructionnel ? 
(2) Sur la base de quelles propriétés peut-on les distinguer de la construction 
attributive (prototypique) ? 
(3) Peut-on reconnaître comme des AS des compléments qui ne sont pas 
combinables avec être/zijn, être/zijn étant considérés comme les copules par 
excellence ? 
Nous reviendrons sur la mise en carte du réseau constructionnel plus large dans le 
chapitre 5. Cette mise en carte nous permettra également de déterminer avec plus de 
précision les critères d’inclusion pour la constitution de notre échantillon d’exemples de 
corpus attributifs. 
3.2 La structure de la famille des verbes attributifs 
Pour notre étude des verbes attributifs issus de verbes de mouvement, nous nous sommes 
constitué un ensemble de données, comportant au total 5689 exemples de corpus84. 
Chaque exemple de corpus a été annoté pour une liste de variables. Une présentation 
exhaustive de toutes ces variables nous mènerait trop loin ici : cette liste de variables sera 
présentée dans le chapitre 6. Pour l’instant, il suffit de dire que ces variables représentent 
soit des critères de copularité à proprement parler85 (p. ex. la possibilité de 
pronominalisation de l’AS par la proforme le/het/dat), soit d’autres caractéristiques 
distributionnelles qui sont susceptibles de différencier les verbes attributifs sélectionnés 
(p. ex. l’animéité du sujet : la proportion de sujets animés – sujets inanimés par verbe 
attributif). En d’autres termes, nous avons adopté une vue très large, encodant un 
maximum de variables, afin de pouvoir juger ultérieurement de la pertinence (statistique) 
de ces variables dans la structuration globale de la famille des verbes attributifs. En effet,  
il n’existe pas encore d’études de corpus de cette envergure qui puissent nous renseigner 
sur la pertinence (statistique) de telle ou telle variable dans la différenciation de ces 
 
                                                     
84 Pour les détails de la constitution de ce corpus, nous renvoyons au chapitre 5. 
85 C’est-à-dire, ces critères sont reconnus dans la littérature existante sur les verbes attributifs. 
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verbes attributifs86. Notre étude se veut donc une première analyse quantitative qui 
explore cette terre inconnue. Ainsi, nous suivons la philosophie formulée dans 
Wiechmann 2011 : 
Typically, the goal of an exploratory study is to document the object of interest as 
completely as possible. In such contexts it is common to start by taking a holistic 
look at the objects in question, which means that one starts by gathering as much 
information about the objects as possible, and postpones the task of cutting away 
unnecessary data until we get a better picture about what is most important. 
(Wiechmann 2011, 194) 
A l’aide de la série de variables que nous avons encodées, nous pouvons tenter de 
mettre de l’ordre dans cette famille de verbes attributifs. Plus spécifiquement, nous visons 
à détecter des similitudes et des divergences parmi ces (semi-)copules. D’où notre 
deuxième question de recherche : 
Q2 : Comment cette famille de verbes attributifs est-elle structurée ? 
En clair, la notion de structure ne fait pas référence ici à la représentation mentale du 
locuteur lambda. Il est possible que notre mise en carte basée sur des données d’usage 
puisse refléter une réalité psychologique (à condition de strictement séparer les deux 
langues au niveau de l’analyse87), mais cela reste à prouver. Dans notre cas, il s’agit surtout 
de mettre à nu la structure présente dans nos données. 
La question très générale que nous posons ici, prépare le terrain pour les questions de 
recherche (3) et (5) ci-dessous, ciblant plus spécifiquement la copularité prototypique et 
l’analyse contrastive. En d’autres mots, nous adoptons une attitude ouverte envers toutes 
les structurations possibles de la famille de verbes attributifs, qui peuvent émerger de 
façon bottom-up, mais, en même temps, nous nous attendons à ce que le degré de 
copularité et la langue soient deux facteurs structurants importants. Notre étude de 
corpus révélera si ces attentes seront confirmées (cf. Q3 et Q5). 
 
                                                     
86 Evidemment, il existe bel et bien des études théoriques à propos des verbes attributifs (sans données 
quantitatives) ou des études de corpus qui se concentrent uniquement sur un aspect particulier. Il va de soi que, 
pour la sélection des variables, nous nous sommes basé sur les acquis de ces études qui nous précèdent. Or, notre 
étude se distingue par sa volonté d’inclure un maximum de phénomènes liés à l’attributivité et d’offrir une vue 
d’ensemble.  
87 Il faut séparer les deux langues pour pouvoir étudier la cognition du locuteur unilingue. Evidemment, cela 
implique que nous perdrions en grande partie la dimension contrastive de notre étude quant aux similitudes et 
différences entre les verbes, quelle que soit leur langue, ce que nous ne souhaitons pas. 
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Cette question de structuration très vaste et très complexe peut se décliner en 
plusieurs sous-questions plus spécifiques auxquelles répondent différentes techniques 
statistiques: 
(1) Quelles sont les variables pour lesquelles les verbes diffèrent le plus ? Formulé 
plus techniquement, un ou plusieurs verbes se révèlent-ils comme étant 
caractérisés par une distribution88 très particulière pour une certaine variable 
par rapport aux autres verbes, ainsi occupant une position extrême qui dévie 
de la normalité attendue sous l’hypothèse d’indépendance de [VERBE * 
VARIABLE X] ? 
Opérationnalisation statistique : chi square, mosaic plot 
(2) Peut-on regrouper les verbes attributifs similaires en fonction de l’ensemble 
des variables encodées, afin de créer un certain nombre de regroupements qui 
sont maximalement distincts ? Remarquons que, contrairement à la question 
précédente, qui propose une analyse (bivariée) par variable, nous prenons ici 
en considération en même temps l’ensemble des variables. Le point de vue est 
donc multifactoriel. En outre, cette deuxième question a pour finalité de 
regrouper au maximum les verbes, tout en maximalisant la différence parmi 
les groupes identifiés. Notons que le but de la question précédente n’était pas 
de regrouper au maximum, mais de détecter les verbes qui disposent d’une 
distribution extrême pour une certaine variable spécifique. 
Opérationnalisation statistique : cluster analysis / behavioral profile analysis 
 
Notons que le regroupement des verbes attributifs89 en fonction des mesures 
de productivité se fera séparément, dans la partie dédiée à la productivité.  
Opérationnalisation statistique : principal component analysis 
(3) Dans le prolongement de la question précédente, quelles sont les propriétés qui 
sous-tendent ces groupes de verbes ? En d’autres termes, quelles catégories 
(des variables catégorielles) sont responsables des regroupements effectués 
dans cette famille de verbes attributifs ? En clair, nous examinons dans ce cas 
 
                                                     
88  Le terme distribution fait ici référence aux proportions des différentes catégories (angl. levels) au sein de la 
même variable (catégorielle) pour un verbe donné. Ainsi, le terme s’utilise ici différemment par rapport à son 
sens habituel en linguistique, à savoir l’ensemble des contextes dans lesquels le mot peut apparaître (cf. le 
distributionnalisme de Bloomfield et Harris). 
89 On le fera à la fois pour la micro-construction semi-copulative englobante (p. ex. [tomber + AS]), ainsi que pour 
des sous-constructions plus spécifiques (p. ex. [tomber + AS adjectival]). 
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comment les catégories des variables encodées s’associent aux regroupements 
des verbes obtenus en (2) et non pas aux verbes individuels, comme en (1).  
Opérationnalisation statistique : snake plot, analyse de régression 
(4) Dans quelle mesure les verbes attributifs s’éloignent-ils sur certains points des 
caractéristiques distributionnelles des copules prototypiques être ou zijn, qui 
sont considérés par la doxa comme les copules par excellence ?  
Opérationnalisation statistique : visualisation des distances à l’aide d’un 
graphique 
 
Nous avons pris soin de formuler les questions d’une telle façon qu’elles reflètent la 
méthodologie des techniques statistiques que nous comptons utiliser. De cette manière, 
nous sommes en mesure de bien interpréter les résultats statistiques, sans y attribuer un 
sens qui ne correspond pas à ce que ces tests peuvent nous enseigner. Etant donné que 
chaque technique statistique aborde la problématique centrale sous un autre angle, les 
sous-questions (1) – (4) constituent donc autant de points de vue sur la question centrale, 
à savoir la structure de la famille des verbes attributifs. 
3.3 La copularité des verbes attributifs 
Troisièmement, nous passerons au crible le concept de la copularité. Cette section tourne 
alors autour de la question de recherche suivante : 
Q3 : En quoi consiste la copularité (prototypique) ? Autrement dit, si on compare les deux 
concepts, en quoi un verbe semi-copule se distingue-t-il encore d’un verbe copule 
prototypique ? 
Le degré de copularité d’un verbe attributif peut être mesuré à partir d’un ensemble 
de paramètres d’une triple nature :  
1. la productivité de la position AS [paramètre graduel] 
2. les critères de copularité a priori dichotomisants [paramètre non graduel, 
dichotomique] 
3. les critères de copularité a priori non dichotomisants [paramètre graduel] 
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Quant à la productivité, le premier paramètre, nous estimons que plus la position AS 
d’une micro-construction attributive (p. ex. [komen + AS]) est productive (c’est-à-dire, plus 
elle a une type frequency et une hapax frequency élevées), plus le verbe occupant le slot 
verbal dans la construction dispose d’un degré de copularité élevé. L’ouverture et 
l’extensibilité (lexicales) à droite du verbe sont donc un signe d’absence de contraintes et 
donc de copularité. 
Ensuite, nous avons les critères de copularité dits a priori dichotomisants. Nous les 
appelons dichotomisants, car ils opèrent une distinction dichotomique, non graduelle 
entre les semi-copules et les copules prototypiques. L’exemple le plus emblématique de 
ce type de critère est la possibilité de pronominalisation de l’AS par la proforme le / het / 
dat. La pronominalisation de l’AS est possible pour les copules prototypiques (notamment 
avec des adjectifs)90, alors qu’elle est carrément impossible pour les semi-copules, par 
exemple :  
(74) Il reste patient. → Il le reste. (exemple construit) 
(75) Il tombe amoureux. → *Il le tombe. (exemple construit) 
Ce type de critère suggère donc l’existence d’un seuil de copularité prototypique fixe, que 
les semi-copules n’ont pas encore franchi (mais que certaines pourraient dépasser un jour 
pour atteindre la copularité prototypique91). Ce sont également ces critères qui 
justifiaient a priori notre classification binaire des verbes attributifs en copules 
prototypiques et semi-copules (cf. la variable COPULARITE infra).  
Enfin, nous mentionnons les critères de copularité a priori92 non dichotomisants. 
Contrairement aux critères a priori dichotomisants, il s’agit de critères (catégoriels93) 
graduels, qui proposent un dosage typique de la distribution des catégories (angl. levels) 
d’une variable, soit pour les copules prototypiques, soit pour les semi-copules. En d’autres 
termes, les variables (catégorielles) encodées pour nos données donnent lieu à des 
 
                                                     
90 Bien entendu, il s’agit seulement des copules prototypiques apparaissant dans la construction 
prédicationnelle. Nous n’affirmons donc pas que chaque phrase comportant le verbe attributif être, zijn etc. soit 
pronominalisable par la proforme le. Nous disons uniquement que les semi-copules n’autorisent jamais la 
pronominalisation de leur AS, alors que cette possibilité existe bel et bien pour les copules prototypiques. 
91 Cette remarque introduit une perspective diachronique : il reste à vérifier dans des corpus diachroniques 
comment ces critères de copularité sont liés à la transformation diachronique [semi-copule → copule 
prototypique].  
92 Comme nous le verrons dans la partie IV, il n’empêche que ces critères peuvent a posteriori, après l’examen 
des données de corpus, donner lieu à une opposition binaire entre copules prototypiques et semi-copules. 
93 Contrairement à ces critères, qui présupposent des catégories de variables à l’intérieur desquelles on effectue 
des comptages, la productivité est déjà à la base quantitative, sans l’intermédiaire de catégories. 
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dosages typiques (pour la copule prototypique et pour la semi-copule), qui peuvent alors 
faire office de critères de copularité (a priori non dichotomisants)94.  
Dans le cas des variables a priori non dichotomisantes, toutes les catégories de la 
variable en question s’appliquent a priori à la fois aux copules prototypiques et aux semi-
copules. Par exemple, tant les copules prototypiques que les semi-copules se combinent 
avec des sujets animés et des sujets inanimés. Néanmoins, ces variables peuvent 
également donner lieu à une opposition inattendue entre copules prototypiques et semi-
copules. Dans ce cas, la différence entre la copule prototypique et la semi-copule ne réside 
pas dans l’impossibilité d’une combinaison particulière (par exemple, [sujet animé + 
copule prototypique]), comme c’était le cas pour les variables a priori dichotomisantes, 
mais dans l’association préférentielle de la copule prototypique ou de la semi-copule avec 
une des catégories de la variable. Par exemple, les copules prototypiques pourraient, en 
général, s’associer plus aux sujets inanimés, tandis que les semi-copules s’associent plus 
aux sujets animés. Ainsi, la distribution [proportion de sujets animés – proportion de 
sujets inanimés] d’un verbe attributif individuel peut se rapprocher plus de la distribution 
caractérisant en général les copules prototypiques ou de la distribution caractérisant en 
général les semi-copules. Le caractère plus probabiliste (non absolu) de ce type de critère 
nécessite, plus que dans le cas des critères a priori dichotomisants, une approche 
statistique. En outre, les critères de copularité a priori non dichotomisants et, par 
extension, tous les critères de copularité graduels (y compris la productivité) constituent 
sans doute l’apport le plus innovateur de notre étude, vu que les critères a priori 
dichotomisants ont déjà été bien établis dans la littérature existante, encore que ceux-ci 
méritent un contrôle systématique, comme le suggèrent les résultats de notre 
annotation : leur application ne va pas toujours de soi. 
La représentation ci-dessous résume tout ce que nous venons d’établir sous une forme 
plus schématique : 
 
                                                     
94 Les termes variable a priori (non) dichotomisante et critère de copularité a priori (non) dichotomisant (= les dosages 
typiques distillés de l’analyse des variables) ne sont donc pas à confondre, même si le premier donne lieu au 
second. 
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Figure 3 Copularité 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Traits définitoires minimaux de la construction attributive (comment reconnaître cette cx ?) :  
- [verbe + complément essentiel, non accessoire] 
- le complément apparaît dans toutes sortes de positions prédicatives (cf. les critères d’inclusion dans le chapitre 5) 
- le complément du verbe prédique quelque chose du sujet (définition sémantique) 
DEGRES DE 
COPULARITE 
Critères de copularité dichotomisants :  
- possibilité de pronominalisation de l’AS 
par le/dat/het 
- combinabilité avec des AS de type SN 
- possibilité d’autres types de phrases que 
les prédicationnelles, comme les 
spécificationnelles ? 
- etc. 
Critères de copularité non dichotomisants  
(‘le dosage idéal’) :  
- distribution sujets animés – inanimés 
- etc. 
‘Angle mort’ de notre 
recherche : les verbes 
attributifs d’un degré de 
copularité encore inférieur par 
rapport à ce qui est attesté 
dans notre échantillon (cf. 
constituer etc.). 
Productivité : 
- type frequency 
- hapax frequency 
- etc. 
Seuil de copularité 
prototypique ? 
critères non graduels critères graduels 
SEMI-
COPULES 
COPULES 
PROTOT. 
critères quantitatifs critères catégoriels 
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Remarquons que cette section ne peut pas être dissociée de la section précédente, qui 
traite de la structure de la famille des verbes attributifs. Parmi toutes les structurations 
possibles de cette famille, la dichotomie [copule prototypique vs semi-copule, ~ 
copularité] semble, a priori, être la structuration la plus évidente. Il s’ensuit que les 
questions soulevées dans les sections 3.2 et 3.3 se recoupent en partie. 
Dans ce qui suit, nous abordons successivement le volet copularité et productivité (cf. la 
section 3.3.1) et le volet copularité et critères de copularité a priori (non) dichotomisants (cf. la 
section 3.3.2). Nous séparons ces deux sous-parties, qui se distinguent selon l’axe [critères 
quantitatifs vs critères catégoriels] (cf. le schéma ci-dessus), afin de mieux évaluer leur 
impact individuel sur la copularité95. Dans chaque volet, nous formulerons des questions 
de recherche plus spécifiques, qui approfondissent la question générale, à savoir En quoi 
consiste la copularité (prototypique) ? 
3.3.1 Copularité et productivité 
La copularité élevée est intimement liée à une productivité maximale (= ouverture + 
extensibilité96) de l’AS du verbe attributif en vertu de la définition même de la copule 
comme ‘auxiliaire’ maximalement transparent de la prédication non verbale. En 
revanche, les semi-copules, dotées d’une copularité inférieure, sont caractérisées par une 
productivité partielle et certaines semblent donner lieu à une certaine 
conventionnalisation. Par conséquent, l’étude de la productivité est cruciale en vue de 
l’opposition [copules prototypiques vs semi-copules]. 
Concrètement, nous mettons en avant les questions de recherche spécifiques 
suivantes : 
- Au niveau lexical : Constate-t-on une différence très nette entre la productivité 
des copules prototypiques et celle des semi-copules dans notre ensemble de 
données ? 
- Au niveau grammatical : Comment faire le lien entre la copularité telle qu’elle est 
indiquée par la productivité et la copularité déterminée par les critères a priori 
(non) dichotomisants (cf. la section suivante) ? 
 
                                                     
95 En outre, nous ferons aussi, en plus de l’analyse unitaire [critères a priori dichotomisants + critères a priori non 
dichotomisants], des analyses séparées pour les critères a priori non dichotomisants et cela pour la même raison. 
Cf. la section 3.3.2. 
96 Cf. aussi le terme diachronique host class expansion. 
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3.3.2 Copularité et critères a priori (non) dichotomisants 
Dans cette section, nous esquissons les questions de recherche qui partent de la 
dichotomisation [copule prototypique vs semi-copule], une dichotomisation qui est bien 
sûr fondée sur les critères a priori dichotomisants (comme la possibilité de 
pronominalisation de l’AS par le) et, comme nous le verrons dans la partie IV, sur les 
résultats de l’exercice de structuration, dont les contours ont été présentés sous 3.2. Cette 
approche diffère de celle esquissée dans la section précédente (3.3.1), où il n’y a pas de 
dichotomisation stricte, mais un continuum de productivité par rapport auquel les verbes 
attributifs individuels peuvent être positionnés. 
Comme nous l’avons déjà explicité dans la section 1.1 ci-dessus, rappelons que la 
dichotomisation et le concept de ‘continuum’ ne sont pas nécessairement en 
contradiction. Dans le sillage de Aarts 2007, nous estimons qu’il peut y avoir un seuil fixe 
sur le continuum ‘gradient’ qui sépare les deux catégories (« strict categorial cut-off 
points within the gradient » ; Aarts 2007, 224) : 
 
 
 
 
 
 
 
 
 
 
Figure 4 Le continuum ‘gradient’, opposant deux catégories distinctes 
 
De cette façon, les catégories copule prototypique et semi-copule peuvent être distinctes, tout 
en admettant que certaines semi-copules s’approchent plus des copules prototypiques et 
inversement97. 
Parcourons maintenant les questions de recherche. Dans un premier temps, nous 
abordons la question de la copularité à partir de l’ensemble des variables catégorielles : 
 
                                                     
97 Evidemment, tout comme les verbes attributifs, les exemplaires (exemplars) peuvent en principe également 
être positionnés sur ce continuum, en fonction des caractéristiques distributionnelles qu’ils réalisent. Or, le 
point de vue qui prend en considération le profil global par verbe est sans doute plus informatif. 
copules prototypiques semi-copules 
construction 
attributive 
frontière 
continuum 
‘gradient’ 
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- L’opposition conceptuelle entre copule prototypique et semi-copule, dont la 
littérature fait écho, est-elle fondée ? Plus concrètement, la distinction entre 
copule prototypique et semi-copule émerge-t-elle bottom-up à partir des variables 
(catégorielles) encodées ?  
Il importe de noter que cette analyse ‘oppositionnelle’, dans l’esprit de la 
prototypicité envisagée sous l’angle de la cue validity (cf. 4.3), focalise surtout 
l’écart entre les deux catégories. Il s’ensuit que le socle de critères de copularité 
partagés par les deux catégories passe ici à l’arrière-plan. 
 
Opérationnalisation statistique : cluster analysis / behavior profile analysis  
- Quelles sont les catégories des variables (a priori dichotomisantes + a priori non 
dichotomisantes) qui sont les plus déterminantes pour ce regroupement ? 
Opérationnalisation statistique : snake plot 
 
Ensuite, nous refaisons la même analyse, cette-fois ci limitée aux seules variables a 
priori non dichotomisantes, afin de faire un zoom sur ces variables pour lesquelles la 
littérature n’a pas encore identifié une quelconque pertinence : 
- Outre les critères a priori dichotomisants (comme la pronominalisation de l’AS par 
la proforme le / het / dat, la non-combinabilité des semi-copules avec des AS de 
type SN), peut-on également fonder l’opposition conceptuelle entre copule 
prototypique et semi-copule sur des critères distributionnels / probabilistes a priori 
non dichotomisants ?  
Opérationnalisation statistique : cluster analysis / behavior profile analysis et binary 
logistic regression 
- Si oui, quelles sont les catégories des variables a priori non dichotomisantes qui 
sont les plus associées aux semi-copules et aux copules prototypiques, expliquant 
ainsi la dichotomie entre semi-copule et copule prototypique, conceptualisées comme 
deux catégories distinctes ? Nous tenons également compte des interactions entre 
les variables. 
Opérationnalisation statistique : snake plot et effect plot  
 
Nous y rattachons encore une question supplémentaire qui replace la question de la 
copularité dans une perspective contrastive (cf. aussi la section 3.5) : 
 63 
 
- Cette distinction entre copule prototypique et semi-copule se comporte-t-elle de la 
même façon en néerlandais et en français ? 
Enfin, le croisement de plusieurs techniques statistiques nous permettra aussi 
d’évaluer leur complémentarité  :  
- Comment l’analyse de groupe et l’analyse de régression logistique binaire sont-
elles complémentaires, afin de répondre à la question de la copularité ? 
3.4 Productivité et anti-productivité 
La productivité a déjà été évoquée précédemment à l’occasion de la discussion de la 
copularité. Or, notre étude a également vocation à contribuer au débat plus théorique sur 
la productivité en général : 
Q4 : Qu’est-ce que l’étude de la productivité de l’AS peut nous enseigner à propos du 
concept de productivité en général ? 
Concrètement, le sujet suivant sera examiné : 
- Quelles sont les convergences et les divergences les plus importantes entre les 
différentes mesures de productivité ? En particulier, nous examinerons à l’aide de 
ces mesures la relation entre la productivité et la token frequency, définie comme 
anti-productivité98. 
La même question du lien entre la productivité et l’anti-productivité (~ token frequency 
élevée) sera également abordée pour deux sous-ensembles de nos données, à savoir :   
1. une première fragmentation en fonction de la catégorie morphosyntaxique de l’AS 
(cf. 15.2.2) 
2. et une deuxième fragmentation en fonction de la classe sémantique de l’AS (cf. 
15.2.3). 
En outre, la productivité potentiellement divergente entre la construction englobante 
et ses sous-constructions (cf. les deux sous-ensembles définis précédemment) suscite 
 
                                                     
98 Anti-productivité, car la token frequency élevée est censée être au détriment de la productivité. 
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pour l’instant débat (Hilpert 2013, Desagulier 2016). L’étude de productivité de nos 
données fragmentarisées peut également alimenter ce débat théorique. 
3.5 Analyse contrastive 
En dernier lieu, notre but est également de comparer le système attributif français avec 
celui du néerlandais. La cinquième question de recherche peut être formulée de la 
manière suivante :   
Q5 : Y a-t-il des différences importantes entre les systèmes attributifs néerlandais et 
français ? 
Cette comparaison des deux langues se fait tout au long de la thèse et sera amplement 
commentée aux endroits où des différences importantes entre les deux systèmes 
attributifs surgissent. En général, nous ferons le choix de ne pas imposer a priori à nos 
données un cloisonnement strict séparant le français et le néerlandais, afin que le 
regroupement des données selon le contraste NL/FR puisse émerger de façon bottom-up à 
chaque fois que celui-ci s’avère être pertinent. 
L’approche choisie n’est donc pas conçue selon le mode de la juxtaposition contrastive, 
dans la mesure où nous ne juxtaposons pas les deux langues99 dans le but de faire un zoom 
sur les différences qui séparent le français et le néerlandais dans le domaine attributif, en 
excluant d’emblée les autres regroupements possibles parmi les verbes attributifs100. 
Ainsi, la distinction en fonction de la langue n’est qu’une des oppositions possibles : si une 
autre opposition (p. ex. [semi-copule vs copule prototypique]) émerge comme plus 
déterminante pour la structure du domaine attributif que la langue, nous 
faisons/poursuivons notre analyse en fonction de cette autre opposition101. Afin que la 
distinction [français vs néerlandais] puisse émerger de façon bottom-up, sans être encodée 
 
                                                     
99 A cela s’ajoute que nous ne juxtaposons pas non plus systématiquement les paires de verbes attributifs 
équivalents dans les deux langues (p. ex. devenir/worden), le but n’étant pas une étude lexicale axée sur la 
synonymie. 
100 Cela ne veut pas dire qu’une telle démarche est inappropriée. Seulement, face à nos données, nous étions 
obligé de faire un choix quant aux sujets à traiter. Pour ce choix, nous nous basons, en général, sur ce qui 
introduit les plus grandes différences parmi les verbes attributifs. 
101 Notons que nous avons fait la même remarque concernant l’opposition [semi-copule vs copule prototypique] 
sous 3.3.2. 
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au préalable d’une façon ou d’une autre, nous avons essayé au maximum d’utiliser des 
catégories applicables aux deux langues. 
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 4 Arrière-fond théorique 
Dans ce chapitre, nous exposerons brièvement le cadre théorique dans lequel nous nous 
inscrivons. Nous nous appuyons essentiellement sur les quatre paradigmes suivants, qui 
sont tous, grosso modo, à situer dans un cadre fonctionnel-cognitif102 : 
- la linguistique de l’usage, cf. 4.1 
- la grammaire constructionnelle, cf. 4.2 
- la théorie du prototype, cf. 4.3 
- le distributionnalisme, cf. 4.4 
Nous empruntons à ces paradigmes certains concepts  et/ou certains outils qui guident le 
type de questions auxquelles nous nous intéressons (cf. le chapitre 3) et la façon dont nous 
avons analysé les données. Il importe de remarquer que ces paradigmes ne s’excluent pas 
mutuellement : beaucoup de linguistes de corpus s’appuient sur les ‘axiomes théoriques’ 
fournis par ces paradigmes, qui sont donc complémentaires. Toutefois, afin de clarifier 
l’apport de chaque courant individuel, nous tenons à discuter séparément ces différentes 
influences sur notre travail d’analyse. 
4.1 La linguistique fondée sur l’usage (usage-based) 
Le premier ‘pilier’ de notre étude est la linguistique fondée sur l’usage (usage-based 
linguistics). Dans la citation suivante, issue de Perek 2015, une définition de ce paradigme 
est fournie :  
Usage-based theory takes the view that the cognitive representation of language 
emerges through, and is shaped by, language use (Langacker, 1987, 2000; Hopper, 
 
                                                     
102 Notons que nous restons prudent quant à la réalité cognitive de ces modélisations. 
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1987; Barlow & Kemmer, 2000; Bybee, 2006, 2010, 2013; Bybee & Hopper, 2001; Bybee 
& McClelland, 2005). Hence, usage-based approaches reject the strict separation of 
grammar (or competence) and usage (or performance) typical of generative 
approaches, and rather than construing grammar as a mere repository to be 
accessed in language use, they take the view that grammar is itself the product of 
usage. (Perek 2015, 6) 
Au centre de cette approche se trouve donc la notion de l’usage, c’est-à-dire les 
productions langagières des locuteurs, dans l’interaction avec d’autres locuteurs, lors 
d’un ‘évènement d’usage’ concret (usage event). Comme évoqué ci-dessus, l’usage ne serait 
pas un ‘reflet imparfait’ de nos connaissances linguistiques, mais est, au contraire, 
‘constitutif’ de ces connaissances, dans la mesure où « les formes linguistiques émergent 
de l’usage » (Legallois et François 2011, 8). Notons que cette approche est également 
conforme à une conception de l’acquisition [L1] – défendue notamment par Tomasello 
2003 – qui part de l’idée qu’un enfant forme progressivement ses connaissances 
linguistiques (par exemple les schémas plus abstraits) à partir des productions 
langagières auxquelles il est exposé103. 
La linguistique fondée sur l’usage constitue une approche qui est susceptible de fédérer 
un certain nombre de paradigmes scientifiques différents, dont la Grammaire des 
Constructions (cf. 4.2 ci-dessous). Si cette approche fait l’unanimité parmi tant de 
linguistes, c’est aussi parce qu’elle exprime un attachement très prononcé à l’analyse 
empirique de données linguistiques, ce qui permet l’utilisation d’outils statistiques 
(Legallois et François 2011, 11). En effet, grâce à cette attention particulière pour l’usage, 
il fait sens d’effectuer des études de corpus, où le corpus est censé constituer un 
échantillon de l’usage auquel un locuteur est exposé104. Comme nous opérons nous-même 
une étude de corpus, il va de soi que nous reconnaissons l’importance d’une observation 
méticuleuse de l’usage, à l’opposé d’une approche qui se fie seulement à l’introspection 
du linguiste ou à l’évaluation d’exemples artificiels, construits105. Dans la même veine : 
Language in use is the best evidence we have for determining the nature and 
specific organization of linguistic systems.
 
Thus, an ideal usage-based analysis is 
 
                                                     
103 Cela va à l’encontre de l’idée qu’un enfant dispose dès sa naissance d’une Grammaire Universelle innée, 
comme il est mis en avant par les générativistes (cf. par exemple la discussion de la Grammaire Universelle dans 
Dąbrowska 2015b). 
104 Par contre, on pourrait formuler la critique que la linguistique fondée sur l’usage est moins concernée par le 
côté interprétatif de l’interaction entre locuteurs, c’est-à-dire la façon dont le décryptage de productions 
langagières s’opère (cf. aussi Legallois et François 2011, 20). Evidemment, ce processus est plus difficile à dériver 
de l’observation de données textuelles que la production, dont le résultat est observable dans un corpus. 
105 Nous n’ignorons pas qu’il existe des approches introspectives plus sophistiquées sur le plan empirique, 
impliquant un grand nombre de sujets parlants, avec traitement statistique à l’appui, comme le préconise 
Schütze 1996. 
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one that emerges from observation of such bodies of usage data, called corpora. But 
even if not based primarily on such data, at a minimum, analyses must ultimately 
be at least consistent with production data. (Kemmer et Barlow 2000, xv) 
Corollairement, cette prépondérance de l’usage dans l’émergence et la consolidation 
du savoir linguistique implique aussi que la fréquence avec laquelle certaines 
constructions sont employées joue un rôle important en vue d’établir leur statut cognitif 
(cf. par exemple Ellis, O’Donnell, et Römer 2015). En particulier, nous pensons au degré 
d’enracinement cognitif (entrenchment) de la construction dans l’individu et son corollaire 
au niveau de la communauté de locuteurs, à savoir le degré de conventionnalisation de la 
construction. En d’autres mots, une analyse fréquentielle prend tout son sens dans une 
linguistique fondée sur l’usage. Dans la partie V, qui porte sur la productivité de la 
position AS de chaque micro-construction attributive106 examinée, ces éléments 
fréquentiels seront discutés plus en détail, par rapport à la problématique de la 
productivité (cf. par exemple Barðdal 2008). 
Enfin, terminons par une remarque critique par rapport aux aspirations cognitives de 
l’approche. Nous avons déjà relevé ci-dessus que la linguistique fondée sur l’usage est à 
l’origine une approche centrée sur la cognition humaine (von Mengden et Coussé 2014, 
8‑9), dans la mesure où l’usage est censé former les ‘représentations mentales’107 du 
locuteur lambda pour ce qui est de ses connaissances linguistiques (Bybee 2010, 9). Or, 
force est de constater qu’il n’est pas du tout clair si une étude de corpus, l’instrument le 
plus souvent utilisé par les linguistes de l’usage, permet d’accéder à ces ‘représentations 
mentales’. Ainsi, Dąbrowska 2016 met en garde contre la déduction de ‘représentations 
mentales’ à partir de données de corpus, sans que cette déduction soit confirmée par des 
expériences impliquant des locuteurs :   
Corpus analysis is absolutely vital to usage-based approaches such as cognitive 
linguistics. In the end, however, corpora can only provide information about 
frequency of items and frequency of co-occurrence of items. If we want to make 
claims about speakers' mental representations, corpus data needs to be 
complemented with experimental research. (Dąbrowska 2016, 488) 
A cela s’ajoute que l’ancrage cognitif ne dépend pas uniquement de la fréquence, mais 
également de la ‘saillance’ d’une entité, une propriété qui est souvent « difficile à cerner » 
(Desagulier 2015). Etant donné que nous n’avons pas mené une étude psycholinguistique, 
nous resterons, en accord avec Dąbrowska 2016, très prudent quant aux implications 
cognitives de notre travail. 
 
 
                                                     
106 La construction attributive dont le slot verbal est lexicalement spécifié, cf. Traugott et Trousdale 2013. 
107 Notons que ce terme, souvent utilisé, est assez flou : qu’est-ce qu’on entend par ‘représentation mentale’ ? 
 70 
4.2 La grammaire constructionnelle 
Nous faisons également usage de la boîte à outils offerte par la grammaire 
constructionnelle ‘goldbergienne’, une des différentes variantes de la Grammaire des 
Constructions. Ce paradigme, développé par Adele Goldberg108, s’inscrit dans les courants 
plus englobants de la linguistique cognitive et de la linguistique de l’usage (usage-based). 
Comme une discussion approfondie de ce paradigme nous mènerait trop loin, nous 
renvoyons à d’autres ouvrages (cf. par exemple Goldberg 1995, Goldberg 2005, Bouveret 
et Legallois 2012, Hoffmann et Trousdale 2013) pour plus d’informations concernant ce 
paradigme scientifique. Nous nous contentons de mettre ici en avant deux aspects 
importants de la modélisation constructionnelle qui sous-tendent l’analyse que nous 
proposons dans les parties suivantes : le continuum lexique-grammaire et le concept de 
réseau. 
Tout d’abord, une première propriété importante de la grammaire constructionnelle 
est l’absence d’une division étanche109 entre le lexique et la grammaire, qui caractérise 
certains autres modèles linguistiques ‘modulaires’ (par exemple le générativisme). Ainsi, 
tant les mots que les constructions plus abstraites, à différents niveaux de schématicité 
(Langacker 1987), sont des accouplements d’une forme et d’un sens/d’une fonction. D’où 
l’adage célèbre de la grammaire constructionnelle : « it’s constructions all the way down » 
(Goldberg 2003, 223). Nous y adhérons volontiers, parce que ce parti pris permet de mieux 
incorporer dans la modélisation les constructions qui se situent à mi-chemin entre ce qui 
apparaît à première vue comme une règle combinatoire régulière (= traditionnellement 
la grammaire) et ce qui relève de l’idiomaticité (= traditionnellement le lexique), cf. 
Verhagen 2005, 200‑201. Cela explique aussi l’engouement des linguistes adeptes de la 
grammaire constructionnelle pour les études de productivité, qui visent justement à 
mettre en carte les contraintes qui pèsent sur la règle combinatoire régulière (sans 
‘exceptions’). En somme, étant donné que la grammaire constructionnelle reconnaît de 
plein gré le rôle constitutif de l’idiomaticité dans la langue, à côté des régularités qu’on 
peut déceler, elle s’intéresse particulièrement au phénomène de la productivité. 
La construction attributive, qui est au cœur de cette étude, est un bon exemple de cette 
tension entre la ‘règle’ et l’idiomaticité. D’une part, cette construction est (plus ou moins) 
‘régulière’, reliant un sujet à un AS par l’intermédiaire d’un verbe ‘sémantiquement vide’ 
 
                                                     
108 A la base, la Grammaire des Constructions trouverait ses origines conceptuelles chez Fillmore 1968 (cf. Fried 
2015, 974).  
109 Il n’empêche qu’une division entre le ‘lexique’ et la ‘grammaire’ pourrait être justifiée, étant donné que 
certaines études indiquent qu’ils correspondent à des processus qualitativement différents dans le cerveau 
humain, cf. Pulvermüller, Cappelle, et Shtyrov 2013, 412‑14. Cet aspect de la grammaire constructionnelle 
mérite d’être mieux défini d’un point de vue neurologique. 
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comme être. D’autre part, force est de constater que le slot verbal de la construction est 
aussi occupé par des semi-copules qui imposent des restrictions plus particulières aux AS 
avec lesquels elles se combinent, d’où une certaine conventionnalisation des possibilités 
combinatoires entre le verbe et l’AS (cf. par exemple [répondre présent/absent], Lauwers 
2018b). Cette dualité sera amplement examinée dans la partie V, où nous mènerons une 
étude de la productivité de la position AS auprès des différents verbes attributifs 
sélectionnés. Comme nous l’avons déjà indiqué ci-dessus, ce type de questionnement est 
donc très compatible avec la façon dont la grammaire constructionnelle conçoit la langue. 
Secondement, la grammaire constructionnelle synchronique organise la connaissance 
linguistique du locuteur lambda dans un réseau de constructions qui sont 
‘interconnectées’ par le biais de différents types de ‘liens’ (links). En gros, le réseau 
constructionnel permet, d’une part, de postuler une hiérarchie de constructions qui sont 
caractérisées par différents degrés de schématicité110 et, d’autre part, de mettre en 
rapport des constructions ‘qualitativement différentes’ (par exemple la construction 
attributive et la construction passive) qui sont, d’une façon ou d’une autre, 
conceptuellement assez proches.  
En outre, notons aussi que le concept du réseau constructionnel a également été 
adopté dans des études diachroniques pour mettre en évidence l’influence de certaines 
constructions ‘sources’ dans la constructionnalisation d’une nouvelle construction (cf. 
par exemple Traugott et Trousdale 2013; De Smet, Ghesquière, et Van de Velde 2015; Van 
Wettere et Lauwers 2017).  
Dans le chapitre 5 infra, nous utiliserons nous-même cet outil du réseau 
constructionnel, dans le but de mieux définir le domaine attributif au sens large que nous 
avons pris en compte pour notre étude de corpus. Il est important de spécifier que nous 
ne considérons pas nécessairement ce réseau comme une modélisation fidèle des 
‘représentations mentales’ du locuteur lambda. Ainsi, nous suivons sur ce point la 
position de Traugott et Trousdale 2013 : 
In our view schemas and subschemas are the subparts of the linguistic system that 
the linguist picks out for discussion and analysis. They are not meant to be mental 
representations, though nothing prevents there being an overlap between such 
representations and linguists' categories. (Traugott et Trousdale 2013, 14) 
Evidemment, il se peut qu’il y ait une certaine convergence entre le réseau 
constructionnel que nous proposons et les représentations mentales du locuteur lambda, 
mais cela reste à prouver par voie expérimentale (cf. aussi la mise en garde de Dąbrowska 
2016 ci-dessus). Au-delà du réseau constructionnel particulier que nous élaborerons 
 
                                                     
110 En d’autres mots, une construction abstraite, dont les slots ne sont pas lexicalement spécifiés, peut avoir des 
sous-constructions, à plusieurs niveaux de schématicité, où certains slots sont lexicalement (plus) spécifiés. 
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autour de la construction attributive, la notion de réseau constructionnel devrait être, plus 
qu’elle ne l’est aujourd’hui, intégrée dans un modèle plus englobant décrivant la 
production et l’interprétation de constructions et, de façon plus globale, dans un modèle 
de la cognition humaine. Il va de soi qu’une telle entreprise dépasse largement les 
objectifs de notre étude. 
4.3 La théorie du prototype 
Une troisième approche qui a une importance capitale pour notre étude est la théorie du 
prototype, dans son application à la grammaire. A l’origine, la théorie du prototype a été 
développée entre 1971 et 1978 dans les travaux psychologiques de Rosch. Ces travaux 
portent essentiellement sur des tâches visant la catégorisation d’entités référentielles 
concrètes par rapport à un concept fédérateur, qui permet de subsumer tous les éléments 
de la catégorie qu’il constitue. Concrètement, dans cette tâche, on demandait à des sujets 
humains de juger du degré de représentativité d’une entité pour la catégorie, à partir de 
leur propre conception111 de cette entité et de la catégorie. Par exemple, dans quelle 
mesure le pingouin / le moineau / etc. est-il représentatif de la catégorie oiseau112 ? Il s’est 
avéré que ce jugement de représentativité se fait en fonction de la similarité par rapport 
à un ou plusieurs prototype(s)113, le(s) meilleur(s) représentant(s) de la catégorie114, qui 
réunit/réunissent un faisceau de traits typiques de la catégorie. Par exemple, l’oiseau 
prototypique dispose d’ailes, ce qui est donc un trait typique (parmi d’autres) de la 
catégorie oiseau.  
Remarquons encore que la théorie du prototype est souvent interprétée comme une 
façon dont les connaissances (linguistiques) sont représentées dans la cognition de 
l’homme. Or, comme il est indiqué dans la citation suivante, cela ne correspond pas à la 
façon dont Rosch a originellement conçu la théorie du prototype :  
 
                                                     
111 Evidemment, cette conception dépend en partie de la culture et des catégories déjà ‘reconnues’ par la langue 
sous forme de ‘mots’. 
112 Logiquement, si une entité n’est pas du tout représentative, cela implique que l’entité appartient plutôt à une 
autre catégorie. 
113 Dans les mots de Rosch 1978 : « By prototypes of categories we have generally meant the clearest cases of pry 
membership defined operationally by people's judgments of goodness of membership in the category » (Rosch 
1978, 36). Dans cette optique, la prototypicité est quelque chose de graduel et non pas quelque chose de binaire 
de type [prototypique vs non prototypique]. 
114 Dans la linguistique cognitive contemporaine, ce meilleur représentant peut être une instanciation concrète 
(c’est-à-dire un membre de la catégorie) ou un faisceau de traits abstraits qui n’est pas, dans son ensemble, 
instancié dans un seul membre de la catégorie. 
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[…] Rosch’s findings have often been interpreted directly as a theory of knowledge 
representation (a theory about the structure of categories as they are represented 
in our minds). Indeed, Rosch explored this idea in her early work (albeit rather 
speculatively). […] Rosch retreats from this position in her later writings. […] In 
other words, while typicality effects are ‘real’ in the sense that they are empirical 
findings, it does not follow that these findings can be directly ‘translated’ into a 
theory of how categories are represented in the human mind. In other words, 
experiments that investigate typicality effects only investigate the categorisation 
judgments that people make rather than the cognitive representations that give 
rise to these judgements. (Evans et Green 2009, 269) 
Le caractère innovateur de ce modèle de catégorisation provient du fait que la 
catégorie au sens de Rosch se distingue fondamentalement de la catégorie dite 
‘aristotélienne’. D’après Geeraerts 1997, 11, on peut résumer les caractéristiques des 
catégories prototypiques comme suit : 
a) Tous les membres de la catégorie ne sont pas aussi représentatifs pour la 
catégorie : il y a différents degrés de ‘typicalité’. Il s’ensuit également que, 
contrairement à la catégorie ‘aristotélienne’, tous les membres ne possèdent 
pas nécessairement tous les traits du prototype qui définit la catégorie. 
b) Les catégories prototypiques ont une structure ‘radiale’, avec des 
chevauchements, ou une structure de type family resemblance. 
c) Les catégories prototypiques ont une délimitation qui est floue. 
Par contre, toutes les catégories prototypiques ne remplissent pas forcément toutes les 
conditions énumérées ci-dessus (cf. Taylor 2015, 564). 
Dans un deuxième temps, la théorie du prototype a été incorporée dans la linguistique 
théorique et, plus particulièrement, dans la sémantique lexicale d’orientation cognitive. 
Etant donné que la sémantique est la composante de la linguistique où le lien avec le 
monde référentiel, extralinguistique est le plus évident, il n’est pas surprenant que ce soit 
la sémantique lexicale qui s’est intéressée en premier à la théorie du prototype, d’autant 
plus que la sémantique lexicale d’orientation cognitive préconise que le sens purement 
linguistique n’est pas indépendant de la connaissance ‘encyclopédique’ à propos du 
monde dont un individu dispose (cf. Geeraerts 1989 ; Taylor 1998, 181). 
Progressivement, la théorie du prototype s’est également emparée d’autres domaines 
étudiés par la linguistique, comme les catégories morphosyntaxiques et les constructions 
(cf. Kleiber 1990, 104‑5 ; Taylor 1998 ; Aarts 2007, 69‑70). Cette extension n’est toutefois 
pas sans avoir suscité certaines critiques. Ainsi, nous trouvons chez Aarts 2007, 87‑90 des 
arguments qui mettent en évidence que les entités concrètes utilisées pour les 
expériences de Rosch diffèrent des entités métalinguistiques abstraites telles que la 
catégorie morphosyntaxique de l’adjectif : 
1. Les entités référentielles extralinguistiques sont présentes dans le monde réel et, 
de ce fait, font régulièrement l’objet de l’attention du locuteur lambda dans la vie. 
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Par conséquent, elles sont également ‘spontanément’ et ‘consciemment’115 
organisées dans des taxonomies à effets prototypiques. Il n’en va pas 
nécessairement de même des catégories grammaticales, qui sont avant tout l’objet 
de l’attention des linguistes. Par exemple, il est peu probable que le locuteur 
lambda (non linguiste) dispose dans sa cognition d’un concept ‘conscient’ adjectif 
prototypique en fonction duquel il opère des classifications, de la même façon qu’il 
dispose d’un concept ‘conscient’ maison prototypique, en fonction duquel il décide 
si quelque chose est une maison ou pas. 
En revanche, il est possible que, dans le cas d’alternances constructionnelles où 
le locuteur lambda est contraint de choisir une des deux alternatives, le locuteur 
lambda doive nécessairement y diriger son attention, afin de construire deux 
catégories opposées autour de ‘patrons’/’configurations’ prototypiques de chaque 
alternative constructionnelle qui orientent le choix constructionnel (cf. Gries 
2003). 
En ce qui concerne le slot verbal de la construction attributive, il reste à 
déterminer si la catégorie des semi-copules116, un sous-ensemble des verbes 
attributifs qui sera examiné en comparaison à la catégorie des copules 
prototypiques dans la partie IV, est cognitivement réelle pour le locuteur lambda, 
dans la mesure où elle est fixée comme une abstraction enracinée dans la cognition 
du locuteur. Nous ne résoudrons pas cette question ici. Il n’empêche que nous 
tenterons de décrire le patron / la configuration prototypique de la construction 
attributive à semi-copule, par exemple au niveau du type d’AS avec lequel la semi-
copule se combine habituellement. 
2. Deuxièmement, Aarts 2007 met en avant que les traits qui permettent de 
catégoriser les entités référentielles extralinguistiques dans une structure à effets 
prototypiques sont d’une autre nature que les traits distributionnels qui sont 
communément utilisés pour catégoriser les entités morphosyntaxiques / 
constructionnelles. Dans le premier cas, les traits sont (souvent) ‘inhérents’ à 
l’objet, tandis que dans le deuxième cas, les traits reconnus dépendent (au moins 
en partie) du paradigme scientifique externe qui a guidé l’analyse linguistique. 
Nous pouvons y ajouter que, pourvu que certains traits d’entités 
morphosyntaxiques / constructionnelles soient quand même cognitivement 
saillants pour le locuteur lambda, il n’est pas du tout clair si le locuteur lambda 
 
                                                     
115 Comme nous l’avons déjà vu ci-dessus, la prototypicité est à l’origine conçue comme un jugement ‘conscient’ 
de la part d’un sujet humain par rapport à un objet concret. 
116 Contrairement aux catégories verbe attributif et AS, la catégorie semi-copule ne délimite pas tous les membres 
d’un slot de la construction attributive (seulement un sous-ensemble). De ce fait, on peut s’attendre à ce qu’un 
locuteur lambda ne soit pas contraint à isoler cette catégorie de la même façon qu’il doit reconnaître l’ensemble 
de verbes qu’on peut insérer dans le slot verbal de la construction attributive. 
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tient uniquement compte de traits sémantiques (par exemple, l’adjectif 
prototypique dénote une propriété, un état, une qualité…) ou également de traits 
plus formels (par exemple, l’adjectif prototypique apparaît à la fois en position 
d’épithète et d’AS). En d’autres termes, même si on accepte les implications 
cognitives de l’approche prototypique en grammaire, il n’est pas clair comment 
pondérer les différents traits d’après leur pertinence pour le locuteur lambda.  
Pour ces raisons, la théorie de prototypicité de Rosch, pour autant qu’elle le fasse déjà 
s’agissant des objets du monde (cf. supra), ne prédit pas l’existence de ‘représentations 
mentales’ stables de catégories linguistiques, organisées de façon prototypique, dans la 
cognition du locuteur lambda (non linguiste). Néanmoins, la théorie du prototype reste 
un outil de classification utile dans le domaine de la linguistique, où les objets à classer ne 
sont pas uniformes, en partie à cause de l’évolution constante du système. C’est donc à 
cette fin que nous l’exploiterons. 
Une alternative possible pour la théorie du prototype est le modèle de catégorisation 
basé sur la similarité par rapport à des exemplars (désormais ‘exemplaires’) concrets (cf. 
Bybee 2013 et Bybee et Eddington 2006 ci-dessus). Dans ce cas, la catégorisation ne se fait 
donc pas par rapport à un prototype réunissant un ensemble de traits, abstrait à partir 
des exemplaires concrets.  La citation suivante oppose les deux modèles : 
Exemplar models assume that members of a category are explicitly stored in 
memory, and a categorical decision for a new stimulus is a function of its similarity 
to these remembered exemplars. Prototype models assume that category 
representations are abstract, averages of experienced category examples, and a 
categorical decision is a function of similarity to the stored category prototypes. […] 
Even though the exemplar and prototype models make similar predictions about 
behavior, they do so by assuming very different kinds of internal representations. 
Indeed, the degree to which different test items activate these internal 
representations – similarity to stored exemplars for the exemplar model versus 
similarity to category prototypes for the prototype model – differs considerably 
between the two models. (Turner et al. 2016, 70‑71) 
Notons qu’il est suggéré dans la citation que les deux modèles cognitifs donnent lieu à des 
comportements similaires, ce qui implique qu’ils seraient difficiles à distinguer au niveau 
de l’output, en l’occurrence au niveau des productions langagières.  
Dans la même veine, nous pouvons également citer Ambridge 2017, qui prône que le 
niveau d’abstraction des catégories morphosyntaxiques (adjectifs, substantifs etc.) est 
illusoire d’un point de vue acquisitionnel [L1] et qui adhère plutôt à un modèle de type 
exemplar, avec des analogisations locales. Si la catégorie morphosyntaxique n’existe pas 
en tant qu’abstraction emmagasinée, cela n’a plus de sens, d’un point de vue cognitif, de 
parler d’un prototype abstrait qui est censé ‘incarner’ la catégorie. D’une façon semblable, 
on peut poser la même question pour d’autres notions métalinguistiques à effets 
prototypiques comme verbe attributif ou AS. Pour un aperçu plus approfondi de tous les 
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modèles cognitifs, y compris les modèles ‘hybrides’, nous renvoyons à Baayen et Ramscar 
2015 (cf. aussi Chandler 2015 pour une discussion des modèles computationnels basés sur 
la catégorisation linguistique de type exemplar)117. 
Pour conclure, nous clarifions comment la théorie du prototype telle qu’elle se 
présente dans la linguistique contemporaine, peut constituer un apport à notre étude. 
L’opposition entre la copule prototypique118 et la semi-copule s’inscrit dans la théorie du 
prototype dans la mesure où la théorie prédit que, plus on s’éloigne du prototype (en 
l’occurrence la copule prototypique), plus la construction sera soumise à des contraintes 
idiosyncratiques, cf. : 
As expressions deviate more and more from the prototypical value of a 
construction, they become increasingly subject to lexical and other kinds of 
idiosyncratic constraints. (Taylor 2015, 574) 
Comme nous l’avons exposé dans la section 1.1, cela correspond parfaitement à ce qu’on 
observe pour les semi-copules, qui sont en effet soumises à plus de restrictions que les 
copules prototypiques. 
En outre119, la prototypicité peut être envisagée comme l’ensemble de traits qui ont le 
plus de cue validity pour la catégorie, c’est-à-dire qui contribuent le plus à la distinctivité 
de la catégorie par rapport à une autre catégorie (Kleiber 1990, 88‑91). Autrement dit : 
The weighted attributes120 approach, for example, leads to the identification of a 
prototype as a category member which is maximally distinct – in terms of its 
characteristic attributes – from the prototypes of neighbouring categories. (Taylor 
2015, 567) 
 
                                                     
117 Il nous semble que la psycholinguistique et la neurolinguistique sont les disciplines les mieux placées pour 
trancher la question en faveur d’un modèle cognitif ou l’autre, tout en tenant compte de l’apport de la 
linguistique de corpus et de la linguistique computationnelle. En guise d’exemple, nous pouvons citer l’étude 
Moseley et Pulvermüller 2014, qui essaie d’évaluer si certains patrons d’activation dans le cerveau supposés 
distinguer les noms et les verbes, c’est-à-dire deux catégories morphosyntaxiques, sont causés par des 
différences sémantiques (objet concret vs action) ou par des différences au niveau de la catégorie 
morphosyntaxique (nom vs verbe). 
118 Notons que, accessoirement, le prototype coïncide ici aussi avec l’accomplissement ‘maximal’ du processus 
diachronique de la copularisation, un processus dans lequel les semi-copules s’inscrivent aussi. Il s’ensuit 
également que les deux catégories, copule prototypique et semi-copule, partagent certaines caractéristiques, 
en plus des divergences. Ce ‘socle commun’ sera également discuté. 
119 Comme nous le verrons, la prototypicité peut également être appréhendée d’une autre façon, par exemple 
en fonction de la fréquence de certains traits. 
120 Dans cette approche de la prototypicité, les traits (attributes) du prototype n’ont pas tous le même poids. Cette 
idée sera également opérationnalisée dans la régression logistique (cf. le chapitre 12), où l’association de chaque 
trait à une des deux catégories (semi-copule ou copule prototypique) sera quantifiée. 
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Dans le chapitre 12, nous opposerons les copules prototypiques aux semi-copules 
comme deux catégories organisées de façon prototypique. Le prototype de chaque 
catégorie se définit alors comme l’ensemble de traits les plus distinctifs par rapport au 
prototype de la ‘catégorie adverse’. Ainsi, nous déterminons pour la catégorie des copules 
prototypiques et celle des semi-copules les caractéristiques ou les patrons préférés121 
sous-jacents qui se distinguent maximalement des caractéristiques et des patrons 
préférés de l’autre catégorie.  
En somme, la méthodologie qui caractérise la théorie du prototype dans le domaine 
des constructions, sera également adoptée dans cette étude. 
4.4 Le distributionnalisme 
En quatrième lieu, nous explicitons que notre approche est également distributionnaliste. 
Ainsi, nous acceptons l’héritage distributionnaliste, à la fois concernant l’importance de 
la combinatoire syntaxique pour cerner le statut (par exemple ‘attributif’) d’un élément 
linguistique et en ce qui concerne l’importance du contexte environnant pour déterminer 
le sens d’un élément linguistique, les différences sémantiques se reflétant dans les 
différences distributionnelles. Nous adhérons donc au principe popularisé par Firth que 
« you shall know a word by the company it keeps » (Firth 1957). De nos jours, ce principe 
est surtout appliqué dans le contexte du distributionnalisme sémantique, cf. par exemple 
Perek 2016. 
 Concrètement, nous examinerons une série d’indices distributionnels pour 
caractériser les verbes attributifs (cf. le chapitre 6 pour un aperçu des différentes 
variables prises en compte). A cette fin, nous appliquerons, entre autres, une analyse de 
type behavioral profile (cf. le chapitre 11), qui se réclame ouvertement de son inspiration 
distributionnaliste (Jansegers et Gries 2017). 
 
                                                     
121 Par rapport au patron préféré, cf. la citation suivante « […] a view of category structure as a function of the 
degree of distortion of an ideal configuration arguably does play a role in the study of the syntactic 
configurations of a language […] » (Taylor 2015, 565). 
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Partie II : Délimitation du ‘domaine attributif’ au 
sein du réseau constructionnel et présentation des 
variables encodées 
Dans cette deuxième partie, nous exposons les démarches méthodologiques que nous 
avons entreprises afin de : 
(1) délimiter le champ de constructions retenues122 dans notre échantillon à l’aide 
d’une liste de critères d’inclusion. 
(2) constituer un échantillon de 400 exemples123 attributifs par verbe. 
(3) encoder les variables par rapport à ces exemples attributifs retenus.  
Remarquons que nous utilisons ici le terme statistique variable, qui anticipe la 
modélisation statistique que nous effectuerons dans les parties suivantes. 
Concrètement, il s’agit de caractéristiques124 distributionnelles qui sont examinées 
pour les différents verbes attributifs et qui sont susceptibles de les différencier. 
 
                                                     
122 Cela correspondra à la construction attributive prototypique et quelques constructions avoisinantes dont 
certaines instanciations touchent à la construction attributive prototypique et qui pourraient donc être vues 
comme appartenant à la sphère attributive plus large. 
123 Nous nous sommes limité au nombre de 400 exemples, afin que l’analyse soit gérable, tant du point de vue 
des exemples à parcourir dans l’échantillon de base tous emplois du verbe confondus (cf. infra), que du point de 
vue de l’annotation des différentes variables. 
124 Ces caractéristiques distributionnelles sont tantôt directement observables dans les exemples de corpus (par 
exemple le temps du verbe), tantôt le ‘produit’ d’une interprétation de la part de l’annotateur vis-à-vis des 
données (avec ou sans manipulation préalable de l’exemple). Dans ce dernier cas, il s’agit par exemple de la 
possibilité de pronominalisation de l’AS par le invariable. En effet, cette caractéristique ne se lit pas littéralement 
dans l’exemple en question, mais dépend du jugement d’acceptabilité de l’annotateur par rapport à la phrase 
avec AS remplacé par le invariable. Il va de soi que ce dernier type de variable a un statut plus ‘incertain’ que le 
premier type. 
 80 
Les démarches (1) et (2) seront traitées dans le chapitre 5, alors que le chapitre 6 fournira 
une présentation et une justification des variables encodées pour notre étude de corpus. 
Ainsi, cette partie prépare le terrain pour les parties à venir, où les données récoltées 
selon les principes esquissés ici, seront analysées sous des angles différents mais 
complémentaires. En résumé, les informations présentées dans la partie II permettent au 
lecteur de se familiariser avec la composition de notre échantillon et avec les 
caractéristiques pour lesquelles les verbes attributifs sont annotés.  
Or, la finalité méthodologique de cette partie cache également quelques enjeux 
théoriques, qui sont en soi dignes d’intérêt. La délimitation du champ de constructions 
retenues pour notre échantillon définitif nous amènera à établir le réseau 
constructionnel plus large dans lequel la construction attributive (prototypique) s’inscrit 
(cf. la section 5.4) et notamment les constructions avoisinantes – des rapports 
horizontaux - par rapport auxquelles le domaine attributif a parfois du mal à se 
distinguer. En même temps, cela nous permettra de mettre en carte les confins du 
domaine attributif, c’est-à-dire ces exemples qui peuvent encore être considérés comme 
des réalisations (certes, moins prototypiques) de la construction attributive, mais qui 
présentent aussi une analogie avec d’autres constructions avoisinantes, telles que la 
construction passive, la construction adverbiale etc.   
En effet, comme le lecteur s’en apercevra, notre échantillon contient non seulement 
les exemples attributifs types, mais également des cas qui se situent plus à la périphérie 
du statut attributif. A l’opposé de beaucoup d’études synchroniques qui se concentrent 
quasi uniquement sur les cas clairement attributifs, en particulier [verbe attributif + AS 
adjectival] (cf. par exemple Bybee et Eddington 2006), notre étude part d’une politique 
d’inclusion maximale : nous visons à prendre en considération tout le domaine attributif 
et non seulement le centre prototypique. Cela constitue donc un atout novateur de notre 
étude, qui n’exclut pas a priori les observations intéressantes sur la problématique de la 
copularité. En effet, la particularité de notre étude est qu’elle permet d’étudier le domaine 
attributif dans toute son étendue, là où d’autres études se limitent le plus souvent aux cas 
attributifs (relativement) facilement identifiables du type [verbe attributif + AS 
adjectival]. C’est également dans cet esprit que nous imposerons un seuil d’inclusion 
minimal dans le domaine prépositionnel (cf. 5.5). En même temps, nous avons pris soin 
de délimiter le domaine d’investigation assez pour que le poids des cas limites dans 
l’échantillon soit limité et ne porte pas ombrage aux exemples attributifs à proprement 
parler. 
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 5 Mise en carte du réseau 
constructionnel plus large et procédure de 
sélection 
5.1 Introduction : corpus et principes généraux sous-tendant 
la composition de l’échantillon 
Cette introduction sert à esquisser les grandes lignes de la composition de l’échantillon. 
L’aperçu succinct mis en avant ici sera ensuite approfondi dans les sections suivantes, où 
les critères de sélection seront spécifiés. Concrètement, nous présenterons infra un 
inventaire des constructions incluses (cf. 5.3) et exclues125 (cf. 5.2), ce qui nous permettra 
également de dresser le réseau constructionnel plus large autour de la construction 
attributive prototypique (cf. 5.4).  
Un problème particulièrement épineux dans la délimitation du domaine attributif est 
la distinction entre la construction attributive à AS prépositionnel et ce que nous 
appellerons la construction indirecte. Dans le cas de l’AS prépositionnel (par exemple in 
paniek dans Hij raakte in paniek. ; exemple construit), la préposition est interne à l’AS, et 
n’est donc pas imposée par le verbe. Ainsi, le SPrép. fonctionne comme un tout, qui peut 
également apparaître dans d’autres contextes prédicatifs, par exemple dans la 
combinaison avec une (autre) copule prototypique (par exemple Hij is in paniek. ; exemple 
construit) ou en position d’attribut de l’objet. En revanche, pour la construction indirecte, 
la préposition du complément postverbal prépositionnel est en quelque sorte 
sélectionnée par le verbe, à l’instar de la préposition introduisant un COI. Par exemple, 
dans Cela tourne à l’obsession. (exemple construit), la préposition à est imposée par le verbe 
 
                                                     
125 Il s’agit en général de constructions jugées trop éloignées de la construction attributive prototypique. Nous 
reconnaissons qu’il y a inéluctablement une part d’arbitraire dans certaines de ces décisions : on peut dire que 
la langue forme un tout inextricable et en isoler une partie est toujours une affaire délicate.  
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tourner : on a affaire au schéma [tourner à + article défini + X], et non pas au schéma 
attributif [tourner + AS prépositionnel]. Il s’ensuit également que le complément 
postverbal prépositionnel ne peut pas apparaître dans d’autres contextes prédicatifs, p. 
ex. dans la combinaison avec une copule prototypique : *Cela est à l’obsession (exemple 
construit). En dépit du fait que les deux constructions supposent une analyse structurelle 
clairement différente, la différenciation entre ces deux constructions au niveau des 
exemples individuels n’est pas toujours très aisée126.  
Afin d’opérationnaliser cette différenciation, nous proposerons dans la section 5.5.2 un 
arbre décisionnel, qui comporte plusieurs tests successifs, impliquant des jugements 
d’acceptabilité. Pour chaque exemple de corpus contenant un complément postverbal 
prépositionnel, les différentes étapes de cet arbre décisionnel doivent être parcourues, 
menant à l’exclusion ou à l’inclusion de l’exemple en question. Etant donné que cette 
tâche nécessite des jugements d’acceptabilité, qui, comme on le sait, peuvent très bien 
varier d’une personne à une autre, nous avons fait appel à deux annotateurs externes par 
langue, afin d’évaluer les exemples ‘prépositionnels’ que nous avions nous-même 
considérés comme ‘indécis’. De cette façon, nous espérons surtout avoir évité l’exclusion 
indue de certains cas limites. Les détails de cette procédure d’annotation externe seront 
abordés dans la section 5.5.3. 
Après cet aperçu concis des sujets traités dans le reste de ce chapitre, nous en revenons 
maintenant à notre survol des principes généraux sous-tendant la composition de notre 
échantillon. Commençons par dire quelques mots à propos des corpus que nous avons 
utilisés. Pour notre étude synchronique, nous avons fait usage de deux corpus web 
étiquetés fermés, un pour chaque langue : le French Ten Ten Corpus127 (version 2.0) et le 
Dutch Ten Ten Corpus128 (Kilgarriff et al. 2014). Ces deux corpus font partie de la même 
famille de corpus, qui sont interrogeables par le biais de l’interface Sketch Engine 
(https://www.sketchengine.co.uk/ ; désormais SE). Les principales raisons pour 
lesquelles nous avons choisi ces deux corpus sont :  
1. leur envergure : étant donné qu’il s’agit de corpus très grands, il est possible 
d’effectuer des recherches lexicales très précises. 
 
                                                     
126 Nous estimons d’ailleurs que, d’un point de vue diachronique, cette ambiguïté entre la construction 
attributive et la construction indirecte peut être un catalyseur de copularisation. 
127 Pour plus d’informations, le lecteur peut se référer à : https://www.sketchengine.eu/frtenten-french-
corpus/. 
128 Pour plus d’informations, le lecteur peut se référer à : https://www.sketchengine.eu/nltenten-dutch-
corpus/. 
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2. leur comparabilité : étant donné que les deux corpus ont été construits de la 
même façon (à partir de données web récoltées de la même manière129), ils 
devraient être comparables.  
Le Tableau 4 suivant donne quelques informations clés pour chaque corpus :  
 
Tableau 4 Sketch Engine 
corpus langue date nombre de mots 
nlTenTen néerlandais 2014 2 576 596 803 
frTenTen français 2012 9 889 689 889 
 
Les deux corpus sont donc d’une taille différente. Or, cela ne devrait pas se répercuter  
directement sur notre étude, car nous avons opté pour des échantillons de taille égale 
pour tous les verbes, à savoir 400 exemples par verbe (cf. la partie V consacrée à la 
productivité pour une réflexion plus approfondie)130. 
Il convient également d’aborder deux inconvénients liés à ces corpus. Tout d’abord, les 
deux corpus contiennent des données de nature très diverse : tout ce qui se trouve sur le 
web (forums, textes journalistiques etc.), peut également se retrouver dans le corpus SE. 
Malheureusement, Sketch Engine ne permet pas de contrôler la représentation 
proportionnelle de chaque registre. Par conséquent, le registre est une variable que nous 
ne pouvons pas prendre en compte. Or, cette diversité au niveau des registres vaut pour 
les deux corpus, qui ont été compilés de manière analogue, donc elle ne devrait pas 
fausser la comparaison entre les deux corpus. De plus, ce mélange de registres reflète 
aussi de manière plus fidèle la diversité de l’usage réel auquel le locuteur lambda est en 
général exposé, étant donné qu’aucun locuteur ne vit dans la bulle d’un seul registre.  
A cela s’ajoute que Sketch Engine inclut, sans discernement, toutes les variétés 
géographiques du français (le français de France, le français de Belgique, le français de 
Suisse, le français de Canada) et du néerlandais (le néerlandais des Pays-Bas, le 
néerlandais de la Belgique). Il s’ensuit que nous ne pouvons pas non plus prendre en 
considération la variation géographique de la langue comme une source de variation dans 
nos données131. Néanmoins, dans la mesure du possible, nous essayerons de le signaler si 
 
                                                     
129 Tous les deux corpus sont compilés à l’aide de SpiderLing (web crawler) et ils sont nettoyés et étiquetés à l’aide 
de Tree Tagger. 
130 Vu la masse de données par corpus SE (malgré la différence entre le français et le néerlandais), il est peu 
probable que la plus grande diversité d’exemples à la source pour le français affecte beaucoup notre 
échantillonnage : pour cela, nos échantillons sont relativement trop petits. 
131 Par contre, pour le français, Sketch Engine donne la proportion d’exemples par extension (de l’adresse web), 
ce qui permet d’estimer l’importance de chaque variété géographique : .fr (21,8 %), .ca (3,7 %), .be (3,4 %), .ch 
(1,6 %). D’après ces chiffres, le français de France devrait être le mieux représenté. Evidemment, la proportion 
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nous soupçonnons que les résultats sont influencés par une variété géographique 
particulière (cf. notamment la partie V à propos de la productivité).   
Puis, comment avons-nous constitué les échantillons à partir de Sketch Engine ? Dans 
un premier temps, nous avons pris des échantillons de 15 000 exemples par verbe132, 
obtenus par le biais d’une recherche lexicale sur le verbe. Il s’agit donc d’une recherche 
lexicale simple133, sans spécifications supplémentaires quant au sujet et / ou complément 
postverbal. Il s’ensuit également que cet échantillon contient tous les emplois du verbe, 
y compris l’emploi en tant que verbe de mouvement (dans le cas des semi-copules). Pour 
cette raison, nous avons dû nettoyer manuellement ces échantillons, afin de retenir 
seulement les exemples attributifs, c’est-à-dire les exemples qui pourraient être qualifiés 
de réalisation de la construction attributive. Pour chaque échantillon de 15 000 exemples, 
nous avons manuellement parcouru les exemples jusqu’à ce que le nombre maximal de 
400 exemples attributifs (par verbe) ait été atteint. 
Evidemment, le nombre d’exemples à parcourir avant d’arriver à 400 exemples 
pertinents variait d’un verbe à l’autre. Remarquons que, pour deux verbes, à savoir passer 
(305 exemples) et tourner (184 exemples), nous n’avons pas atteint les 400 exemples 
attributifs, même après avoir parcouru intégralement les 15 000 exemples de 
l’échantillon de base. Le Tableau 5 suivant fournit, par verbe, le ratio134 [exemples 
attributifs / exemples parcourus, tous emplois confondus], ce qui permet de voir combien 
d’exemples ont dû être parcourus dans l’échantillon de 15 000 exemples pour aboutir 
finalement à un échantillon de 400 exemples attributifs pertinents135.  
  
 
                                                     
la plus importante des données provient d’extensions qui ne sont pas liées à un pays particulier (.com, .org, .net 
etc.). Leur origine géographique ne peut pas être déterminée. 
132 Au total, nous avons examiné 8 verbes français et 7 verbes néerlandais (cf. le chapitre 2, où nous traitons la 
sélection des verbes attributifs). 
133 Notons que nous avons également pris en compte la construction à particule pour les semi-copules 
néerlandaises (p. ex. losraken, kapotgaan etc.). Etant donné que la séquence [verbe + particule] est parfois 
reconnue comme une unité lexicale par Sketch Engine, nous avons également inclus ces variantes du verbe simple 
dans notre requête lexicale, pour ne pas rater ces exemples où la séquence [verbe + particule] est écrite en un 
seul mot. Nous nous sommes limité aux séquences [verbe + particule] qui figurent également dans le 
dictionnaire Van Dale comme unité lexicale. 
134 Notons que certains exemples ont également être exclus, parce que l’exemple en question était du charabia. 
Etant donné que ce biais existe pour tous les verbes, cela ne devrait pas nuire à la comparabilité des ratios.  
135 Même pour les copules prototypiques, nous avons donc dû exclure des exemples. Nous renvoyons aux 
sections 5.3 et 5.2 infra pour plus d’explications. 
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Tableau 5 Le ratio [exemples attributifs / exemples parcourus, tous emplois confondus] 
VERBE COPULARITE ratio [exemples attributifs / exemples 
parcourus, tous emplois confondus] 
devenir copule prot. 0,85 (400 / 471) 
zijn copule prot. 0,71 (400 / 563) 
demeurer copule prot. 0,64 (400 / 621) 
raken semi-copule 0,60 (400 / 669) 
être copule prot. 0,51 (400 / 784) 
rester copule prot. 0,49 (400 / 814) 
blijven copule prot. 0,40 (400 / 989) 
tomber semi-copule 0,15 (400 / 2617) 
komen semi-copule 0,15 (400 / 2724) 
worden copule prot. 0,14 (400 / 2922) 
gaan semi-copule 0,13 (400 / 3070) 
vallen semi-copule 0,08 (400 / 5160) 
virer semi-copule 0,04 (400 / 11 277) 
passer semi-copule 0,02 (305 / 15 000) 
tourner semi-copule 0,01 (184 / 15 000) 
 
Nous avons aussi indiqué s’il s’agit d’une copule prototypique ou d’une semi-copule (cf. 
1.1 pour une définition de ces deux catégories). Comme attendu, les copules 
prototypiques se trouvent en tête du classement, tandis que la vaste majorité des semi-
copules se situent en bas de la liste. Il est clair que l’emploi attributif pèse, dans l’ensemble 
des emplois du verbe, plus lourd pour les copules prototypiques que pour les semi-
copules, qui sont encore moins spécialisées dans cet emploi. 
Toutefois, il y a deux exceptions notables. D’une part, worden obtient un ratio assez bas 
pour une copule prototypique. Visiblement, son emploi dans la construction passive a 
pour conséquence que worden attributif est plus clairsemé dans l’échantillon de base, par 
rapport aux autres copules prototypiques. En même temps, force est de constater que être 
et zijn sont moins affectés, en dépit du fait qu’ils apparaissent également dans la 
construction passive, tout comme worden. Comme nous le verrons (cf. la section 5.2.4), la 
frontière entre la construction passive et la construction attributive est plus floue pour 
être/zijn, ce qui fait que plus d’exemples potentiellement ambigus (entre un emploi 
attributif et un emploi passif) ont pu être inclus dans l’échantillon définitif de 400 
exemples. Ce problème ne se pose pas vraiment pour worden, où la distinction entre la 
construction passive et la construction attributive est assez nette. Il s’ensuit qu’on peut 
plus facilement écarter les passifs dans le cas de worden, ce qui explique sans doute en 
partie pourquoi plus d’exemples ont dû être parcourus dans ce cas. Evidemment, nous ne 
pouvons pas non plus réfuter l’hypothèse selon laquelle le passif est, d’un point de vue 
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proportionnel, tout simplement plus important pour worden que pour être / zijn. Cette 
hypothèse est cependant peu plausible, notamment pour être, qui est le seul véritable 
auxiliaire du passif (prototypique) en français. Or, tout cela reste à élucider dans une 
étude annexe, axée sur le passif. 
D’autre part, nous pouvons observer que raken figure, en tant que semi-copule, en tête 
de la liste, parmi les copules prototypiques136. A plusieurs reprises dans cette thèse (cf. par 
exemple la partie V dédiée à la productivité), nous constaterons que raken est une semi-
copule qui, plus que les autres semi-copules néerlandaises, s’aligne sur le modèle du 
prototype worden. L’observation que l’emploi attributif pèse lourd pour raken, qui a 
pourtant encore un emploi comme verbe de mouvement, ne fait donc que corroborer ce 
fait. Ce qui est peut-être plus surprenant, c’est qu’une semi-copule comme virer, dont, 
comme nous le verrons dans la partie V, l’AS est quand même doté d’une productivité137 
qui peut rivaliser avec celle de l’AS après raken, est, relativement parlant, rarement utilisé 
comme verbe attributif. Ceci montre qu’une productivité élevée au niveau de l’AS ne va 
pas nécessairement de pair avec un usage proéminent comme verbe attributif. Notons 
que cet usage moins répandu de virer attributif ne doit pas uniquement être imputé à un 
usage plus proéminent de ses autres emplois. L’occurrence moins régulière de virer 
attributif peut également s’expliquer par le fait que virer attributif est à situer dans un 
registre plus familier et/ou n’est pas adopté par l’ensemble des locuteurs francophones138, 
ce qui risque de rendre virer attributif relativement peu fréquent dans un corpus 
confondant tous les registres et toutes les régions géographiques, malgré une 
productivité relativement grande de sa position AS.  
Maintenant que nous avons introduit de manière très générale la façon dont nous 
avons constitué nos échantillons, nous pouvons passer aux sections suivantes. Ces 
sections donneront des informations plus précises sur les critères d’exclusion (5.2) et 
d’inclusion (5.3) que nous avons utilisés, au cas par cas.  
5.2 Les constructions exclues 
Dans cette section, nous examinons quelques constructions qui ont été exclues de notre 
étude, mais qui peuvent quand même être mises en rapport avec la construction 
 
                                                     
136 Parmi les semi-copules françaises, c’est tomber qui s’utilise le plus en tant que verbe attributif. Or, tomber se 
trouve toujours loin derrière raken. 
137 Nous parlons d’une type frequency et d’une hapax frequency élevées. 
138 Il semble que virer attributif soit particulièrement répandu au Québec, alors que son usage en France est peut-
être plus limité. 
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attributive à proprement parler, d’où leur intérêt. Le Tableau 6 suivant dresse l’inventaire 
d’une série de constructions qui n’ont pas été prises en compte pour la composition de 
notre échantillon définitif :  
 
Tableau 6 Les constructions exclues : aperçu 
construction exclue exemple 
la construction locative139 Il est à Paris. (exemple construit) 
la construction à particule 
directionnelle 
Hij ging weg. (exemple construit) 
la construction indirecte La fête vire au cauchemar. (exemple construit) 
la construction attributive indirecte140 Il passe pour mort. (exemple construit) 
la construction indirecte [verbe à 
particule + SPrép. essentiel]141 
We doen dit om te vermijden dat je zou 
terugvallen in je oude patronen. (exemple 
construit) 
la construction [verbe + de…à…] ou 
[verbe + van…naar/in…] 
Hij viel van de ene verbazing in de andere. 
(exemple construit) 
la construction adverbiale non locative Haar haar valt natuurlijk. (exemple construit) 
la construction auxiliaire (y compris la 
construction passive) 
Het huis is gisteren geschilderd. (exemple 
construit) 
la construction à oorzakelijk object 
(‘objet causal’) 
Hij is de zanglessen beu. (exemple construit) 
la construction attributive à 
expérienceur/bénéficiaire essentiel142 
Een groot fortuin viel hem ten deel. (exemple 
construit) 
 
                                                     
139 Notons que la construction locative (p. ex. Elle est dans sa chambre. ; exemple construit) est exclue par le biais 
de la procédure de sélection dans le champ des compléments postverbaux prépositionnels (cf. 5.5.2). 
140 Cf. aussi le chapitre 2, où nous avons exclu les verbes attributifs indirects. En clair, nous distinguons cette 
construction de la construction indirecte qui, elle, n’est pas attributive. 
141 L’analyse peut être différente en fonction du contexte, p. ex. : 
• De scriptie valt uiteen in drie delen. (exemple construit)  
Ni uiteen, ni in drie delen sont suppressibles. Il s’agit du verbe uiteenvallen, qui prend un SPrép. essentiel 
[in X]. 
• Het peloton valt uiteen in groepjes. (exemple construit) 
Le SPrép. in groepjes est suppressible : cet exemple est à retenir. 
142 Seuls les datifs essentiels sont exclus : les datifs facultatifs et les datifs essentiels employés de façon absolue 
(par exemple Het valt zwaar.) peuvent être inclus. Ensuite, le datif possessif (p. ex. « celle-ci lui < restera > collée 
au visage » (SE)) et le complément essentiel d’un attribut adjectival (p. ex. « Soit ceux-ci vous < demeurent > 
spécifiquement destinés » (SE)) sont également inclus. 
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la construction attributive à pronom 
réflexif 
U wordt zich bewust van uw persoonlijke 
netwerkstijl. (Google) 
la construction clivée [c’est…qui/que] C'est la mer qui est la scène. (Google) 
la construction pseudo-clivée [ce qui 
est…, c’est…] 
Ce qui est le plus difficile pour elle aux Masters, 
c'est l'obligation de porter des shorts (SE, 
exemple externe à notre échantillon) 
la construction concessive [quel que soit 
X] 
D'abord, l'idée des antinomies économiques, 
quelle qu'en soit la valeur, n'est pas proprement 
hégélienne. (SE, exemple externe à notre 
échantillon) 
la construction à attribut de l’objet […] qui tourne l'amour en haine […] (Google) 
les locutions comportant er fixe 
explétif, non substituable par un 
antécédent143 
p. ex. : er vandoor gaan, er bovenop komen, er achter 
te komen 
 
Quelques constructions de cette liste méritent un peu plus d’explications, à savoir : 
• la construction à particule directionnelle, cf. 5.2.1 
• la construction indirecte, cf. 5.2.2 
• la construction adverbiale non locative, cf. 5.2.3 
• la construction auxiliaire (y compris la construction passive), cf. 5.2.4 
• la construction à oorzakelijk object (‘objet causal’), cf. 5.2.5 
Ces constructions seront analysées de façon plus détaillée dans les sections suivantes. 
Même si nous ne les avons pas incluses dans le spectre attributif au sens large, force est 
de constater qu’elles en sont assez proches - ou, du moins, certaines de leurs avatars le 
sont -, comme nous l’expliquerons infra pour chaque construction.     
 
5.2.1 La construction à particule directionnelle (‘X gaat weg’) 
Les exemples qui sont des instanciations de la construction à particule directionnelle, ont 
été exclus de notre étude. Il s’agit de micro-constructions à particule directionnelle, le 
plus souvent pourvues d’un sujet animé, comme par exemple weggaan, teruggaan, 
terugkomen, dichterbij komen, binnenkomen, binnenvallen etc.144 Dans certains cas, la particule 
directionnelle prend encore un complément, cf. par exemple : een stap verder gaan, een hele 
tijd terug gaan, zijn tijd ver vooruit gaan etc. 
 
                                                     
143 Même si le verbe de mouvement peut en principe être remplacé par zijn, cf. Hij is ervandoor. / Hij was er terug 
bovenop. / Hij was er eindelijk achter waarom hij geen antwoord kreeg (exemples construits). 
144 Y compris les extensions métaphoriques comme « De jaren zeventig en tachtig komen dichterbij » (SE). 
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En revanche, si ces particules n’expriment pas la directionnalité, elles peuvent être 
analysées comme des AS auprès d’un verbe attributif. Ainsi, on constate que, dans le cas 
d’un sujet inanimé, la particule a moins de probabilité d’indiquer la directionnalité, c’est-
à-dire un trajet parcouru de façon volontaire par une entité animée. Il s’ensuit que la 
particule peut revêtir un autre sens, plus proche d’un état (assigné au sujet). Par exemple, 
le sujet inanimé de vlekken (‘les taches’) fait en sorte que le verbe à particule weggaan ne 
désigne plus vraiment ‘un déplacement du sujet dans une certaine direction’. 
Corollairement, la particule weg prend plutôt le sens de ‘absent’, ‘disparu’ (cf. De vlekken 
zijn weg.), à l’instar de verloren gaan (litt. ‘aller perdu’).  
(76) De vlekken gaan maar niet weg. (exemple construit) 
Par conséquent, ce type d’exemple a été retenu. 
Ensuite, le type de verbe joue également un rôle. Avec zijn, les particules ne sont plus 
directionnelles et elles peuvent parfois fonctionner comme des attributs, 
pronominalisables par dat/het, par exemple : 
(77) Martha is weg tijdens het weekend en Rita is dat ook, wat moet ik nu doen ? (exemple 
construit) 
Ainsi, on voit également que, dans la combinaison avec zijn, ces particules (weg, terug, 
binnen) peuvent être sujets à des glissements de sens vers un sens plus ‘adjectival’, par 
exemple : 
(78) Lola is helemaal weg in haar hoofd. (exemple construit, ‘Elle est dans la lune.’) 
(79) Witte sokken in sandalen zijn helemaal terug van weggeweest. (exemple construit, ‘Les 
chaussettes blanches sont de nouveau à la mode.’) 
(80) Na de verkoop van zijn bedrijf voor ettelijke miljoenen is hij binnen en kan hij voor de 
rest van zijn leven rentenieren. (exemple construit, ‘Il est à l’abri du besoin.’) 
Il va de soi que ce type d’exemples peut également être inclus dans l’échantillon définitif. 
 
5.2.2 La construction indirecte (‘X vire au cauchemar’) 
Parmi les constructions exclues figure ce que nous appellerons la construction indirecte, par 
exemple : 
(81) Ça vire au cauchemar. (exemple construit) 
Le sens de la construction indirecte est (souvent) très proche de celui de la construction 
attributive, impliquant une sorte de prédication. Or, dans le cas de la construction 
indirecte, la préposition est plus associée au verbe qu’à son régime, d’où le schéma [virer 
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à + X]. Pour les cas indirects les plus nets, on pourrait dire que le verbe impose, à l’instar 
d’un COI145, une préposition quasi fixe à son complément. Inversement, pour la 
construction attributive à AS prépositionnel, le SPrép. forme bloc : la préposition est plus 
associée à son régime, avec lequel elle constitue un chunk susceptible d’occuper 
différentes positions prédicatives : [verbe attributif + AS prépositionnel]. Par exemple : 
(82) Il est au courant. (exemple construit) 
(83) Il semble au courant. (exemple construit) 
(84) On l’a mis au courant. (exemple construit, au courant en position d’AO) 
Cela n’est pas possible pour la construction indirecte, par exemple : 
(85) *Ça est au cauchemar. (exemple construit) 
Malgré cette différence ‘structurelle’, la construction indirecte et la construction 
attributive sont indéniablement liées, aussi d’un point de vue diachronique. En effet, la 
construction indirecte constitue probablement une des principales constructions 
‘sources’ de beaucoup de semi-copules (cf. par exemple Van Wettere et Lauwers 2017, à 
propos de la copularisation de tourner et de virer). En synchronie, nous les distinguons, 
afin d’écarter (au maximum) la construction indirecte de notre étude. 
Notons que le SPrép. de la construction indirecte tient à la fois du COI et du 
complément spatial métaphorique146 (~ complément adverbial). Cette double affinité 
ressort aussi de la définition suivante de la construction indirecte, où on parle à la fois de 
« préposition fixe » (~ COI) et de « locatif abstrait » (~ complément adverbial) : « verbes 
se construisant avec un SP locatif abstrait comportant un SN et une préposition (presque) 
fixe » (Lauwers et Tobback 2010, 98). 
Comme nous l’avons déjà indiqué supra, la ressemblance du SPrép. avec le COI provient 
de la ‘fixité’ de la préposition, qui semble être imposée par le verbe. En même temps, le 
SPrép. peut s’interpréter encore comme un spatial abstrait, au sens de la localisation 
métaphorique dans un nom abstrait ou du mouvement métaphorique vers un nom 
abstrait. Ainsi, dans le cas de l’exemple Ça vire au cauchemar cité, on peut, à la limite, 
paraphraser l’exemple par ‘ça vire vers le cauchemar’ (= mouvement métaphorique). Dans 
notre analyse, nous mettons moins l’accent sur cette ressemblance du SPrép. avec le 
complément spatial (abstrait), car même pour les AS prépositionnels, on peut y déceler la 
 
                                                     
145 Le COI est prototypiquement un complément prépositionnel à préposition fixe qui fait partie de la valence 
du verbe (d’où son caractère obligatoire). Par exemple, dans Il se souvient de sa jeunesse. (exemple construit), le 
complément de sa jeunesse (à préposition fixe de) remplit la fonction de COI par rapport au verbe se souvenir. Le 
COI fait partie du schéma valenciel du verbe : [sujet + se souvenir de X]. 
146 En clair, si la construction n’est pas ‘spatiale métaphorique’, nous parlons d’une construction locative et non 
pas d’une construction indirecte. 
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métaphore d’une localisation dans un état, cf. par exemple l’AS in paniek (litt. ‘dans 
panique’) : 
(86) Hij is in paniek. (exemple construit, ‘être localisé dans l’état d’angoisse’) 
Sur ce point, la construction indirecte et la construction attributive à AS prépositionnel 
sont donc en général moins faciles à distinguer (d’où le continuum entre les deux 
constructions, dont nous parlerons infra), ce qui fait que nous y accordons moins 
d’importance. L’essentiel est surtout l’orientation de l’association de la préposition, qui 
se dirige plus vers le verbe (ce qui va dans le sens d’une préposition ‘fixe’) ou vers le 
régime (ce qui va dans le sens d’un AS prépositionnel). 
Clarifions maintenant un peu plus la notion de fixité de la préposition. Etant donné que 
le SPrép. de la construction indirecte partage aussi certains traits avec le complément 
adverbial, on ne peut pas concevoir cette ‘fixité’ tout à fait de la même façon qu’on a 
l’habitude de le faire pour le COI prototypique. La fixité de la préposition (‘l’idée que le 
verbe impose la préposition’) se décompose ici en plusieurs facteurs constitutifs : 
 
1. L’association entre le verbe et la préposition.  
Si la préposition est ‘fixe’, l’association entre le verbe et la préposition paraît plus forte 
que celle entre la préposition et son régime. Cette association peut être ‘fréquentielle’ 
(cooccurrence fréquente), mais elle peut également être motivée sémantiquement. Par 
exemple, dans le contexte spatial concret suivant, à complément prépositionnel 
suppressible, on pourrait dire que la préposition sur est plus ‘fixe’ que la préposition à 
après le verbe s’asseoir : 
(87) Il s’assoit sur un banc. (exemple construit) 
(88) Il s’assoit à la gare. (exemple construit) 
En effet, si on s’assoit, il est logique de le faire sur quelque chose : on pourrait dire que le 
complément prépositionnel explicite quelque chose qui fait partie du sens même du 
verbe. De ce fait, il est plus naturel de parler du schéma [s’asseoir sur X] que du schéma 
[s’asseoir à X]. Un phénomène similaire se produit également pour le contexte spatial 
abstrait de la construction indirecte. Ainsi, quant au schéma indirect [virer à + X] (cf. 
l’exemple (81) ci-dessus), il est également logique, d’un point de vue sémantique, que ce 
soit la préposition à qui se conventionnalise (‘se diriger vers qqch’), et non pas la 
préposition sous, par exemple, vu le sens directionnel. 
En d’autres termes, nous pensons que la mesure dans laquelle la préposition exprime 
une direction ou une localisation qui se situe dans le prolongement du sens 
(métaphorique) du verbe de mouvement joue un rôle dans l’association du verbe de 
mouvement et de la préposition. Pour cette raison, on constate souvent qu’un SPrép. 
(essentiel) introduit par une préposition non spatiale, qui, pour ainsi dire, ne découle 
donc pas du sens spatial du verbe, est plus facilement délimitable du verbe, ce qui fait 
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qu’on peut plus facilement attribuer le statut d’AS au SPrép. en question. Pensons par 
exemple à la préposition non spatiale sans/zonder : 
(89) [semi-copule vallen + AS prép. zonder werk ‘sans travail’] : Hij valt zonder werk. (exemple 
construit) 
(90) De meesten van hen zijn zonder werk en leven in armoede. (Google ; commutation de 
vallen avec zijn) 
Il n’est alors pas surprenant de constater que l’étude des semi-copules se concentre 
parfois surtout sur ce type de SPrép. moins problématique, plus facilement assimilable à 
une valeur adjectivale (cf. pour le néerlandais : SPrép. zonder werk ‘sans travail’ ~ adjectif 
werkloos) : 
A small set of prepositional phrases appear frequently in the adjective slot of the 
construction quedar(se) + ADJ headed by con ‘with’, sin ‘without’, and, to a much 
lesser degree, en ‘in’ and por ‘for, as’. Neither en or por will not be elaborated upon 
here due to their infrequent usage compared to sin and con. (Vergara Wilson 2014, 
59) 
 
2. L’unicité de la préposition par rapport au verbe147.  
En d’autres mots, il s’agit non seulement d’une forte association entre le verbe et la 
préposition, mais cette association est aussi beaucoup plus forte que celles entre le verbe 
et les autres prépositions. Dans le scénario idéal, le verbe ne se combine qu’avec une seule 
préposition (dans son emploi indirect), à l’instar d’un COI. 
En ce qui concerne le complément adverbial spatial concret après un verbe spatial 
concret, on observe le plus souvent que le verbe est susceptible de se combiner avec une 
multitude de prépositions différentes, cf. par exemple tomber qui se combine avec les 
prépositions dans et à côté de :  
(91) Il tombe dans le puits. (exemple construit) 
(92) Si une mangue tombait à côté de lui, il ne la ramassait pas […]. (Google) 
Ainsi, Melis 2003 considère que les verbes directionnels (p. ex. aller, entrer etc.)  
n’imposent pas de préposition fixe, car ils se combinent avec une variété très large de 
prépositions, « même s’ils déterminent certaines orientations » (Melis 2003, 30). Ce 
dernier ajout suggère que le verbe directionnel sélectionne quand même, jusqu’à un 
certain degré, le type de préposition avec lequel il se combine préférentiellement, comme 
nous l’avons montré ci-dessus pour [s’asseoir + sur]. 
 
                                                     
147 Idéalement, il s’agit d’une association à 100 % entre le verbe et la préposition. On peut donc considérer ce cas 
de figure comme un cas particulier de (1). 
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Or, dans le cas d’un emploi spatial métaphorique du verbe, ce qui caractérise la 
construction indirecte, on constate souvent que le nombre de prépositions semble plus 
restreint. Par exemple, pour tomber métaphorique, on observe que le schéma indirect 
[tomber dans + X] est très productif, cf. : 
(93) Pourtant, je refuse de < tomber > dans " l'obsession anti-américaine " française qu'a 
dénoncée en son temps Jean Français Revel dans d'autres domaines, […]. (SE, exemple 
externe à notre échantillon) 
Par contre, il n’en va pas de même pour la préposition à côte de, pour laquelle il n’y a pas 
vraiment un schéma indirect [tomber à côté de X] (à sens spatial métaphorique), 
comparable à [tomber dans + X]. La métaphorisation semble donc souvent aller de pair avec 
une certaine conventionnalisation, voire même une obligatorification dans certains cas, 
ce qui donne lieu à une préposition ‘plus unique’, et donc ‘plus fixe’.  
Néanmoins, cette unicité varie d’une construction indirecte à une autre. Là où la micro-
construction indirecte avec virer (p. ex. cela vire à la catastrophe) nécessite (quasi toujours) 
la préposition à, qui est donc très fixe, d’autres micro-constructions indirectes semblent 
admettre plus de variabilité, p. ex. [komen in X / komen tot X] ou [raken in X / raken uit X], 
à l’instar de leurs emplois purement spatiaux. 
 
3. Le complément prépositionnel ne peut pas figurer en ‘bloc’ indépendamment du 
verbe. 
En général, la ‘fixité’ de la préposition par rapport au verbe entraîne qu’il est difficile 
d’utiliser le SPrép. en ‘bloc’148 indépendamment du verbe qui impose la préposition, par 
exemple en position de complément de phrase ou en position d’AS. Pour la construction 
indirecte, cette propriété semble être (en partie) tributaire du type de préposition, 
directionnel ou non. En effet, si la préposition est à l’origine ‘directionnelle’, comme dans 
le cas de [virer à + X], le SPrép. a plus de mal à occuper la position adverbiale de 
complément de phrase dans un autre contexte (avec le même sens directionnel) : 
(94) Cela vire au cauchemar. (exemple construit)  
(95) *Au cauchemar, il s’inquiète. (exemple construit) 
Par conséquent, la préposition de la construction indirecte sera souvent perçue comme 
plus fixe si elle est à la base directionnelle149, en comparaison avec une construction 
 
                                                     
148 Notons que même le COI peut fonctionner comme un ‘bloc’ si on le pronominalise par en, y etc. 
149 Remarquons que les compléments spatiaux de verbes directionnels sont beaucoup plus souvent impliqués 
par le sens du verbe et obligatoires, alors que les compléments localisants sont très souvent facultatifs par 
rapport au verbe : Pierre se promène dans le jardin. (Pierre se promène.) vs  Pierre se rend au jardin. (#Pierre se rend.). 
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indirecte à préposition localisatrice150. En effet, pour la préposition localisatrice, par 
exemple [tomber dans X], le SPrép. peut plus facilement figurer en ‘bloc’ dans la position 
de complément de phrase (indépendamment du verbe tomber), cf. : 
(96) Il tombe dans l’obsession phobique. (exemple construit, cx indirecte [tomber dans X]) 
(97) Dans l'obsession phobique, la crainte surgit continuellement entraînant des 
ruminations et parfois des compulsions. (Google ; complément de phrase dans l’obsession 
phobique) 
Si le SPrép. peut plus facilement figurer ailleurs comme un bloc, cela favorise sans doute 
un peu plus le statut de chunk du SPrép. dans le contexte originel. 
Dans notre procédure de sélection décrite dans 5.5, nous ferons (entre autres) usage de 
la position d’AS après une copule prototypique (être, rester etc.). D’une part, cette position 
d’AS permet de tester si le SPrép. peut ‘faire bloc’ indépendamment du verbe, tout comme 
la position de complément de phrase mentionnée ci-dessus. D’autre part, cette position 
permet également, dans une certaine mesure du moins, de tester si le SPrép. est attributif. 
Ce test est donc plus sévère que celui du complément de phrase utilisé supra, comme le 
prouve aussi l’acceptabilité douteuse du SPrép. dans l’obsession phobique après la copule 
être :  
(98) ??Il est dans l’obsession phobique. (exemple construit) 
Somme toute, la préposition de la construction indirecte peut être ‘fixe’ à différents 
degrés et de différents points de vue, selon le cas. En gros, plus la préposition est fixe, plus 
le SPrép. ‘adverbial abstrait’ s’approche d’un COI. En même temps, nous estimons que, 
même pour les micro-constructions spatiales métaphoriques (par exemple [raken in X]) 
où le SPrép. est encore plus éloigné du statut de COI, la préposition est encore plus ‘fixe’ 
(‘sélectionnée par le verbe’) que dans le cas d’une préposition incorporée dans l’AS (p. ex. 
in paniek). Par opposition avec la construction attributive, nous parlons donc toujours de 
construction indirecte151. 
Le débat de savoir si un SPrép. donné s’approche plutôt d’un complément adverbial 
(abstrait) ou d’un COI ne doit pas trop nous concerner, car les deux sont de toute façon à 
exclure ici. Même si on peut sans doute faire des distinctions plus fines dans ce domaine, 
nous utilisons désormais le terme construction indirecte comme dénominateur général. Le 
plus important pour notre propos ici, c’est de distinguer cette construction de la 
 
                                                     
150 Il n’empêche que tant la préposition localisatrice que la préposition directionnelle sont spatiales et sont donc 
liées au statut de ‘complément adverbial’. 
151 En clair, si l’emploi du verbe est ‘locatif concret’, nous parlons tout simplement d’une construction locative. 
Même si cette différenciation peut paraître bizarre, nous verrons infra que nous avons (en partie) besoin d’autres 
outils pour identifier la construction locative que pour identifier la construction indirecte, pour laquelle le 
paradigme où ? ne fonctionne en général pas.  
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construction à AS prépositionnel. Nous reprendrons la problématique de la construction 
indirecte, pour laquelle nous avons mis en place toute une procédure de sélection, de 
façon plus approfondie dans les sections 5.5.1 et 5.5.2 infra. 
Ensuite, nous mentionnons encore deux autres cas de figure indirects, qui sont à 
distinguer de la construction indirecte abordée ci-dessus. Tout d’abord, il s’agit de 
l’attribution nominale indirecte, que nous traiterons sous 5.3.8 parmi les constructions 
incluses. Par exemple : 
(99) Ce jouet est à moi. (exemple construit ; cx indirecte [être à X]) 
Certains estiment que la copule prototypique et la préposition forment ici un tout indirect 
qui demande un complément nominal, un peu à l’exemple de la construction indirecte 
examinée ci-dessus. Le régime de la préposition est censé être référentiel152. Etant donné 
que le SPrép. complet se laisse dans beaucoup de contextes pronominaliser par le 
invariable (cf. 5.3.8), ce qui met en évidence le caractère attributif du SPrép., nous avons 
tendance à regrouper ce cas de figure avec les AS de type prépositionnel. 
Enfin, rappelons qu’il convient de distinguer encore un troisième cas de figure indirect, 
à savoir la construction attributive indirecte153, où la semi-copule est complexe, 
comportant à la fois le verbe et la préposition fixe, p. ex. [passer + pour] : 
(100) Il passe pour mort. (exemple construit) 
A l’instar de la construction indirecte, le SPrép. n’est pas susceptible d’occuper la position 
d’AS après une copule prototypique154 : 
(101) *Il est pour mort. (exemple construit) 
Or, contrairement à la construction indirecte (non attributive), le régime de la 
préposition fonctionne comme un AS (cf. Il est mort. ; exemple construit). Ainsi, même les 
AS de type adjectival sont autorisés (p. ex. [passer pour + AS adj.]), ce qui va à l’encontre de 
la complémentation habituellement nominale de la préposition. On peut y voir la preuve 
du fait que c’est le verbe attributif indirect - donc la combinaison [verbe + préposition 
fixe] -  qui sélectionne l’AS. Comme nous l’avons déjà indiqué supra, ce cas de figure est 
exclu de notre étude. 
 
 
                                                     
152 En outre, ce régime ne peut pas fonctionner à lui seul comme AS, à l’opposé du troisième cas de figure indirect 
infra. 
153  Cf. aussi le chapitre 2 à propos de l’exclusion des verbes attributifs indirects. 
154  Remarquons que notre corpus contient également quelques cas de [passer comme X]. Dans la mesure où le 
SPrép. en comme se combine avec être, nous avons considéré ce cas de figure comme une construction à AS 
prépositionnel, à inclure donc. 
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5.2.3 La construction adverbiale (‘une manière de V’) 
En toute logique, les exemples instanciant une construction [verbe + modificateur 
adverbial] ne sont pas inclus dans l’échantillon définitif. Dans ce qui suit, nous nous 
attelons surtout aux adverbiaux qui expriment plutôt ‘une manière’ dont le processus 
verbal se déroule. Les compléments locatifs, temporels et quantitatifs du verbe sont 
également exclus, mais nous ne les abordons pas en détail ici (cf. aussi 5.5.2.1 pour les 
compléments locatifs, 5.5.2.2 pour les compléments quantitatifs et temporels et 5.3.7 pour 
les spécificationnelles adverbiales). 
L’identification de ces cas adverbiaux [verbe + modificateur adverbial] est surtout 
problématique pour le néerlandais, où il n’y a pas de différence morphologique155 entre 
l’adjectif (en position prédicative156) et l’adverbe157 : 
There is, however, no morphological distinction in Dutch between predicatively 
and adverbially used adjectives. Therefore, it is only on the basis of the meaning 
contribution of the adjective (that is, by determining whether it modifies a noun 
phrase or some other category) that we can distinguish the adverbial use of the 
adjective. (Broekhuis et al. 2012, 464) 
En l’absence de marquage morphologique, la distinction entre un AS adjectival et un 
adverbe modifiant le verbe n’est pas toujours facile à faire, en particulier pour les semi-
copules néerlandaises. A cela s’ajoute que les SPrép. (cf. par exemple [en faveur de X] infra) 
ne sont de toute façon pas porteurs de marquage morphologique, ni en français, ni en 
néerlandais. 
Cela implique également que certains cas adverbiaux peuvent se rapprocher de la 
construction attributive. Pour preuve, voici une discussion de [(things) go wrong] dans  
Schönefeld 2012, où wrong exprimerait, à côté de son interprétation comme adverbe de 
manière par rapport au verbe to go, l’état final du sujet :  
Taking the goal bias of go into account, we think that it is not the direction/manner 
of motion alone that the expression communicates, but it also alludes to the goal, 
the final (unsuccessful – or successful) state. That means (things) go wrong appears 
 
                                                     
155 Toutefois, le marquage morphologique de l’adverbe n’est pas exclu en néerlandais. Voici les morphèmes 
dérivationnels du néerlandais : -erwijs/-erwijze, -gewijs/-gewijze, -halve, -iter, -jes, -waarts, -weg; -lijk, -lings, -s 
(Diepeveen et Van de Velde 2010, 391). Or, il s’agit d’un processus de dérivation [adjectif → adverbe] peu 
productif, qui concerne surtout certains adverbes lexicalisés. 
156 Notons que l’invariabilité de l’adjectif ne vaut que pour les positions prédicatives, pas pour l’épithète. 
157 Néanmoins, il y a toujours certaines restrictions, dans la mesure où certains adjectifs n’ont guère de 
contrepartie adverbiale. Par exemple, certaines classes sémantiques d’adjectifs, comme les adjectifs de couleur 
(exception : groen lachen, ‘rire jaune’) ou les adjectifs qui dénotent un état humain (ziek, zwanger…), ne s’utilisent 
généralement pas comme adverbe. Ensuite, les adjectifs sous-catégorisant un SPrép. dépendant (p. ex. [fier de 
X]) sont rétifs à la position adverbiale (Broekhuis et al. 2012, 466). 
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to indicate both metaphorical goal-oriented motion and direction, cutting out the 
source component of the motion schema. (Schönefeld 2012, 38) 
Il s’ensuit que, d’après Schönefeld 2012, la micro-construction go wrong serait proche de 
la construction attributive. Remarquons que nous avons exclu de notre échantillon 
définitif l’équivalent néerlandais slecht gaan, cf. le test de substitution [gaan → verlopen] 
infra. 
Visiblement, certaines instanciations ambiguës peuvent avoir trait aux deux 
constructions, à savoir la construction adverbiale et la construction attributive. Comme 
nous le verrons infra, nous inclurons également certains exemples ‘quasi adverbiaux’ dans 
notre échantillon définitif. 
Afin d’évacuer les cas adverbiaux, nous proposons une série de tests pour ces exemples 
pour lesquels la morphologie ne permet pas de séparer les adverbes des adjectifs.  
 
1) Commutation du complément avec une reformulation adverbiale 
 
Dans le Tableau 7 ci-dessous, nous énumérons quelques reformulations adverbiales 
possibles, allant du schéma adverbial ‘passe-partout’ [d’une façon ADJ] à d’autres 
reformulations plus spécifiques, qui fonctionnent uniquement pour un contexte très 
particulier (p. ex. in goede aarde) : 
 
Tableau 7 Commutation du complément avec une ‘reformulation adverbiale’ 
TEST EXEMPLE REFORMULATION 
{de quelle façon ? / op welke 
manier ?}  
/ {d’une façon ADJ  / op een 
ADJ manier}158  
Haar haar valt natuurlijk. Haar haar valt op een 
natuurlijke manier. 
in welke richting ? Obligatiemarkten gaan in 
beperkte mate lager. (SE)  
In welke richting gaan 
de obligatiemarkten ? 
in goede aarde De maatregelen rond de AOW  
vallen goed […] (SE) 
De maatregelen vallen 
in goede aarde. 
goed / slecht op de maag Uw ontbijt valt goed en u kan 
voor de eerste keer uw ontbijt 
volledig consumeren […]. (SE) 
Uw ontbijt valt goed op 
uw maag. 
 
 
 
                                                     
158 Le remplacement par comment / hoe fonctionne aussi pour les attributs (adjectivaux) qualificatifs, ce qui fait 
que ce test est peu fiable. 
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2) Commutation du complément avec un adjectif qui n’est pas compatible avec zijn 
Parmi les éléments substituables au complément peuvent se trouver des compléments 
qui sont difficilement combinables avec être/zijn et qui, de ce fait, ne sont (probablement) 
pas des AS. Si tel est le cas, cela constitue un argument pour dire que le complément 
originel ne fonctionne pas non plus comme un attribut adjectival. P. ex. : 
(102) De raketlancering ging goed. → De raketlancering was goed. (exemple construit) 
/vs/ De raketlancering ging gesmeerd. → *De raketlancering was gesmeerd.   
(103) Zijn plan draaide goed uit. → Zijn plan is goed. (exemple construit) 
/vs/ Zijn plan draaide faliekant uit. → *Zijn plan was faliekant. 
Il faut que l’élément qui sert de substitution puisse encore être utilisé adverbialement 
dans la combinaison avec d’autres verbes, afin d’exclure les simples effets de collocation 
(cf. faliekant aflopen, gesmeerd verlopen etc.). 
 
3) Commutation du verbe avec un verbe sans emploi attributif 
Pour l’exemple suivant, le verbe verlopen (‘se dérouler’), qui n’a pas d’emploi attributif, 
peut être substitué au verbe gaan, sans que le sens change : 
(104) De raketlancering {ging / verliep} goed. (exemple construit) 
4) Si le verbe se prête à être nominalisé, on peut essayer de formuler une paraphrase 
du type [verbe nominalisé + être + complément]. Si cette paraphrase est acceptable, 
on peut en déduire que le complément porte sémantiquement sur le verbe, et pas 
sur le sujet, ce qui plaide en faveur d’une analyse adverbiale du complément 
(Riegel, Pellat, et Rioul 2004, 378). P. ex. : répondre sec → la réponse fut sèche.  
Par exemple, on peut appliquer ce test à l’expression [tourner en faveur de X] : 
(105) Ce match haletant a finalement tourné en faveur du MHB. (SE, exemple externe à notre 
échantillon)  
(106) Ce match a finalement connu un tournant/une tournure qui était en faveur du MHB. (au 
lieu de dire que « le match est en faveur du MHB »159) 
Ou à l’expression [fout gaan] :  
(107) Een enkele keer komt het voor dat het registreren van de chip fout < gaat >. (SE, exemple 
externe à notre échantillon) 
 
                                                     
159 Evidemment, cette paraphrase ‘attributive’ n’est pas tout à fait à côté de la plaque. Même si c’est le tournant 
qui semble être focalisé dans l’exemple originel, on pourrait, dans un deuxième temps, inférer que ‘le match a 
été en faveur du MHB’.  
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(108) De gang van zaken was fout bij het registreren van de chip. (au lieu de dire : het registreren 
van de chip was fout) 
Etant donné que la paraphrase du type [verbe nominalisé + être + complément] est 
acceptable, on peut écarter ces exemples ‘adverbiaux’160. 
En guise de conclusion, nous avons suivi la procédure suivante : si les tests décrits ci-
dessus pointent dans la direction d’une analyse non adverbiale et que la commutation du 
verbe avec être/zijn donne un résultat acceptable, l’exemple en question a été inclus dans 
l’échantillon définitif. 
Enfin, mentionnons que cette procédure a mené à l’inclusion de certains cas qui ne 
sont pas adverbiaux à proprement parler, mais qui entretiennent toujours des rapports 
avec la construction adverbiale. Comme nous venons de le dire, il est clair que la ligne de 
démarcation entre la construction adverbiale et la construction attributive n’est pas 
toujours tout à fait étanche. Par exemple, prenons en considération l’exemple suivant, 
qui a été inclus dans notre échantillon, d’après la procédure élaborée précédemment :  
(109) De schoenen van Pepe Milan < vallen > erg ruim. (SE, ‘les chaussures de Pepe Milan sont 
plus grandes par rapport à des chaussures d’autres marques de la même pointure’) 
Malgré l’acceptabilité très claire de la paraphrase attributive « De schoenen van Pepe 
Milan zijn erg ruim. », force est de constater que l’emploi de vallen est ici proche de [X 
uitvallen], cf. : 
(110) De schoenen van Pepe Milan vallen erg ruim uit. (exemple construit) 
En même temps, le schéma [X uitvallen] et le schéma semblable [X uitdraaien] apparaissent 
dans des exemples qui tendent clairement vers le pôle adverbial, par exemple : 
(111) De keuze van de scheidsrechter {viel / draaide} goed uit. (exemple construit, ‘op een 
bepaalde manier uitvallen / uitdraaien’) 
Pour cette raison, nous pouvons dire que, malgré l’exclusion des adverbiaux, notre 
échantillon contient également quelques exemples attributifs qui peuvent être mis en 
rapport avec la construction adverbiale, quoiqu’il s’agisse toujours d’une ‘parenté assez 
lointaine’. 
 
 
 
                                                     
160 Par contre, on peut également citer des contre-exemples, comme : « […] une concurrence qui peut < tourner 
> au profit du consommateur » (SE). Ici, la paraphrase ne semble pas très réussie : ??la concurrence peut prendre 
un tournant qui est au profit du consommateur. La paraphrase avec être semble meilleure : une concurrence qui est au 
profit du consommateur. 
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5.2.4 Les constructions auxiliaires (passives et autres) 
Même si, d’un point de vue diachronique, il est indéniable que les (semi-)copules et les 
(semi-)auxiliaires sont deux branches du même arbre généalogique (cf. par exemple Laca 
2000)161, il convient de les considérer comme deux constructions différentes en 
synchronie, en dépit de certains points de convergence (en particulier si le verbe 
conjugué est être/zijn). Pour cette raison, nous écartons de notre étude les exemples 
instanciant une construction à (semi-)auxiliaire. 
5.2.4.1 Les constructions [auxiliaire + participe verbal] : la construction passive 
et les temps composés 
Nous avons écarté les deux constructions à auxiliaire suivantes, à savoir :  
1) la construction passive (impliquant les verbes être, zijn et worden) 
2) être/zijn conjugué aux temps composés (essentiellement le passé composé et le 
plus-que-parfait) 
Ce qui réunit ces deux constructions, c’est qu’elles contiennent toutes les deux le groupe 
verbal [auxiliaire {être, zijn} + participe passé verbal]. Dans les deux cas, le verbe être ou 
zijn n’est pas un verbe attributif, mais il est un auxiliaire, que ce soit un auxiliaire du passif 
ou un auxiliaire des temps composés.  
Les deux constructions sont pertinentes pour notre recherche dans la mesure où il 
existe un continuum qui va du schéma [auxiliaire {être, zijn}162 + participe passé verbal] au 
schéma [verbe attributif {être, zijn} + AS adjectival ‘participial’] (cf. aussi Buchard et Carlier 
2008, qui proposent une analyse plus détaillée du phénomène). Dans ce dernier cas de 
figure, le participe n’a pas de sens ‘processuel’ à proprement parler, mais il dénote (plutôt) 
une propriété assignée au sujet, p. ex. : 
(112) La maison est détruite depuis quelques jours. (exemple construit) 
(113) Mon chat est parti depuis un mois. (exemple construit, ‘mon chat est absent depuis un 
mois’)163   
 
                                                     
161 D’ailleurs, comme nous le verrons, la plupart des semi-copules néerlandaises sont également utilisées comme 
auxiliaires. 
162 Pour worden, cette ambigüité n’existe guère : [worden + participe passé] correspond toujours à la construction 
passive. Cf. aussi Broekhuis et Bennis 2013, 496 : « A similar ambiguity as in (3) might be expected to arise with 
the verb worden ‘to become’, which can also be used both as a passive auxiliary and a copular verb. The examples 
in (4) show, however, that this expectation is not borne out. The examples in (4) can only be interpreted as 
passive constructions, and thus only express the verbal/activity reading ». 
163 Cf. aussi Buchard et Carlier 2008 : « [Etre + participe passé] est fondamentalement une structure verbale 
quand elle correspond à un passé composé antérieur et présente à la fois des propriétés verbales et des 
propriétés d’une structure à attribut adjectival quand il s’agit d’un passé composé à valeur accomplie ». 
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Les exemples instanciant le schéma [verbe attributif {être, zijn} + AS adjectival ‘participial’] 
peuvent être retenus pour notre étude, alors que les exemples instanciant le schéma 
[auxiliaire {être, zijn} + participe verbal] doivent être récusés. 
En d’autres mots, selon l’interprétation du participe, qui est plutôt verbal ou plutôt 
adjectival, l’exemple doit être exclu ou pas. Dans certains cas, cette distinction n’est pas 
facile à faire et, de plus, elle n’est sans doute pas toujours pertinente, dans la mesure où 
on peut très bien référer à la fois à l’action précédant l’état final et à l’état final. Voici une 
citation issue de Raineri 2010 qui exprime cette idée pour le passif :  
Tout d’abord, le sens de certains reste indéterminé même en contexte. D’autres 
occupent une position intermédiaire entre énoncés attributifs et énoncés passifs, 
tant sur le plan sémantique que sur le plan morphosyntaxique. (Raineri 2010, 140) 
D’après De Sutter 2005, tant des indices contextuels que des informations probabilistes 
sont pris en compte pour guider l’interprétation plutôt verbale ou plutôt adjectivale du 
participe :  
Deelwoorden die naargelang van de omstandigheden zowel adjectivisch als verbaal 
geïnterpreteerd kunnen worden, worden in de eerste plaats gedisambigueerd op 
basis van elementen die contextueel voorhanden zijn. Indien de context geen 
uitsluitsel biedt, dan kan de taalgebruiker aan de hand van stochastische informatie 
die hij/zij experiëntieel vergaard heeft het deelwoord trachten te disambigueren, 
met name in die zin dat de taalgebruiker bij ontstentenis van contextuele 
indicatoren voor de frequentste interpretatie kiest—waarbij frequentie correleert 
met cognitieve toegankelijkheid en prominentie. (De Sutter 2005, 250) 
Les deux types de critères qui peuvent être utilisés pour différencier les participes 
verbaux des participes adjectivaux, sont donc d’une nature différente. D’une part, il s’agit 
de critères qui sont observables dans le contexte pour un exemple donné. Quelques 
critères qui plaident en faveur d’une analyse verbale sont par exemple : 
1. le temps verbal et l’aspect lexical (Raineri 2010, 8) 
2. la présence de certains circonstants adverbiaux (locatifs, temporels) (De Sutter 
2005, 217‑18) 
3. la présence d’un marqueur de modalité (p. ex. pouvoir) (Raineri 2010, 127) 
4. la présence d’un complément d’agent (De Sutter 2005, 217‑18) (cf. aussi Raineri 
2010, 56 & 130‑31, à propos de la préposition de au lieu de la préposition par en 
français) 
5. en néerlandais, l’ordre [auxiliaire + participe] (au lieu de l’ordre inverse) 
favoriserait une interprétation verbale du participe (De Sutter 2005, 239‑40) 
6. etc. 
Nous ne discuterons pas ici en long et en large tous ces critères : le lecteur intéressé peut 
se référer aux références citées. 
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D’autre part, au cas où le contexte ne fournirait pas d’indice clair pour désambiguïser 
l’interprétation du participe, certains critères servent à mesurer le « potentiel 
adjectival » (De Sutter 2005, 225) d’un participe en dehors du contexte d’un exemple 
donné. Au fur et à mesure que ce potentiel adjectival est plus élevé, on aurait plutôt 
tendance à interpréter un participe comme adjectival. Voici quelques éléments qui 
permettent de déterminer le potentiel adjectival d’un participe : 
1. la possibilité de préfixation du participe par [in- / on-] 
2. la possibilité de modification du participe par un adverbe de degré 
3. la fréquence du participe est plus élevée que les autres formes verbales, ce qui 
montre une tendance à la lexicalisation 
4. la phrase active correspondante (pour une construction passive) est peu 
acceptable et / ou peu fréquente164 
5. la fréquence avec laquelle le participe se combine avec une autre copule que 
être/zijn 
6. etc. 
Il va de soi que, si certains indices sont attestés dans un exemple à participe donné (p. ex. 
la préfixation du participe par [in- / on-]), cela pointe dans la direction d’une analyse 
adjectivale du participe en question. Or, ces critères visent surtout à examiner le 
comportement d’un participe dans l’ensemble de la langue, au-delà de l’exemple concret, 
d’après l’hypothèse selon laquelle ces paramètres généraux influent également sur 
l’interprétation du participe dans un exemple isolé. Par contre, le dispositif 
computationnel sophistiqué mis en place dans De Sutter 2005 pour mesurer ce potentiel 
adjectival du participe n’a pas été reproduit ici. 
 En outre, nous estimons que les critères énumérés ci-dessus ne peuvent pas être 
utilisés sous la forme de tests linguistiques, qui se destinent à manipuler le contexte 
originel, p. ex. en remplaçant être/zijn par une autre copule (comme sembler/lijken). En 
effet, ces manipulations risquent justement de faire basculer l’interprétation du participe 
du côté verbal ou du côté adjectival, sans que cela détermine pour autant le 
fonctionnement du participe dans le contexte non manipulé. Pour cette raison, nous 
n’avons pas appliqué des tests linguistiques à nos données pour faire le tri entre les 
participes verbaux et les participes adjectivaux. 
Au final, ce qui compte le plus pour notre propos, c’est la proéminence de l’état final 
résultant du procès au dépens de l’événement processuel même, ce qui conduit à une 
lecture adjectivale du participe (Raineri 2010, 38 & 137). Compte tenu des critères 
 
                                                     
164 Cf. aussi Raineri 2010, 134 : « La forme passive étant pour ces raisons plus fréquentes que sa contrepartie 
active, elle devient non-marquée. On a alors un phénomène de markedness shift (Dik 1997 : 288). Dans ces 
conditions, comme le note Granger (1983: 144) à partir d’une analyse similaire, le participe passé est susceptible 
d’acquérir un fonctionnement adjectival ». 
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esquissés ci-dessus, il appartient finalement à l’annotateur de décider, sur la base de ses 
intuitions sémantiques, si l’état final résultatif semble plus important que la valeur 
processive du participe pour un exemple particulier, dans lequel cas l’exemple doit être 
inclus165. 
En dernier lieu, ajoutons encore que nous avons inclus tous les cas de [raken + participe 
passé] dans notre échantillon définitif, qui sont donc tous considérés comme des 
instanciations de la construction attributive. Nous avons pris cette décision en raison de 
la règle suivante, qui est uniquement applicable en néerlandais : 
[…] adjectives always precede the verb(s) in clause-final position, whereas 
past/passive participles can either precede or follow it/them. (Broekhuis et Bennis 
2013, 499) 
Ce critère permet d’identifier les participes après raken comme des participes adjectivaux, 
étant donné que l’ordre [raken + participe] n’est pas possible dans la subordonnée : 
(114) […] zodat Piet eindelijk getrouwd raakte. / *[…] zodat Piet eindelijk raakte getrouwd. 
(exemples construits) 
La question de l’emploi attributif ou passif de [raken + participe] sera également reprise 
dans la section 7.2.2, moyennant une argumentation beaucoup plus développée. 
5.2.4.2 Autres constructions à (semi-)auxiliaire 
Dans cette deuxième section, nous parcourons quelques autres constructions à semi-
auxiliaire qui n’ont pas encore été traitées sous 5.2.4.1. Contrairement à la construction 
passive et aux temps composés, le noyau du groupe verbal est ici (le plus souvent) 
infinitival et non pas participial.  
Rappelons que nous pouvons distinguer en néerlandais la construction à auxiliaire de 
la construction attributive de la manière suivante : dans la subordonnée, l’AS est cantonné 
à la position juste avant le verbe attributif, alors que le complément infinitival d’un (semi-
)auxiliaire, formant ensemble le groupe verbal, n’est (en principe) pas soumis à cette 
contrainte. Pour preuve, voici deux exemples contenant une construction à auxiliaire (cf. 
le point (3), la construction infinitivale modale passive, dans l’énumération infra), où le 
complément infinitival suit les auxiliaires zijn et vallen166 : 
(115) Vaak is het uitgangspunt dat ons gedrag is te sturen door bepaald gedrag te beboeten of 
te belonen. (Google, à côté de te sturen is) 
 
                                                     
165 Notons encore que certaines expressions telles que être contraint/obligé/condamné à, qui auraient une valeur 
modale (Raineri 2010, 139), ont été incluses dans l’échantillon définitif. 
166 Pour d’autres exemples, le complément infinitival suit obligatoirement l’auxiliaire dans la subordonnée, par 
exemple : *Ze zeiden dat ze antwoorden gingen (exemple construit). 
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(116) Een aangrijpend stuk televisie dat hier valt te herbekijken. (Google, à côté de te 
herbekijken valt) 
Cet ordre de mots dans la subordonnée n’est pas possible pour la construction attributive, 
par exemple : 
(117) Hij zei dat vertrekken *{is} een beetje sterven {is}. (exemple construit) 
Or, comme nous le verrons infra, cette propriété relative à l’ordre des mots dans la 
subordonnée ne se vérifie pas pour toutes les constructions à auxiliaire énumérées ci-
dessous (cf. les points (4) et (5) infra). 
Enfin, remarquons encore que, dans la construction spécificationnelle, le complément 
postverbal à phrase infinitivale n’est pas non plus cantonné à la position juste avant le 
groupe verbal dans la subordonnée, par exemple : 
(118) Gezien we wat ouder zijn denk ik dat het probleem is om deze op het dak te 
krijgen/heffen. (Google) 
(119) Hebben we in het Kamerdebat gehoord dat het probleem is hoe te zorgen voor mensen 
die in verval raken tot de dood er op volgt ? (Google) 
Rappelons que nous avons quand même inclus la construction spécificationnelle dans 
notre étude167. Ce critère ne permet donc pas de rassembler sur le même fondement 
toutes les (sous-)constructions néerlandaises incorporées dans notre échantillon 
définitif. 
Voici les différentes sous-constructions de la construction à auxiliaire qui ont été 
exclues pour notre étude : 
 
1) [gaan + inf.] 
A l’instar du français, cette construction à auxiliaire exprime le futur proche. 
 
2) [komen (+ te) + infinitif] 
Cette construction à auxiliaire connaît beaucoup d’emplois différents. Voici quelques 
exemples : 
(120) Hij kwam naar voren gelopen. (exemple construit) [spatial] 
(121) Gisteren kwam ik te vallen. (exemple construit) [passé]  
(122) Hier komen huizen te staan. (exemple construit) [futur]   
(123) Vroeg of laat komt hij het te weten. (exemple construit) 
 
                                                     
167 En même temps, cela montre que la construction spécificationnelle est une construction à part entière, avec 
ses propres particularités. 
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(124) Het zal je duur te staan komen ! (exemple construit) 
Il n’entre pas dans notre propos ici de faire une analyse plus détaillée de tous ces emplois. 
 
3) la construction infinitivale modale passive (d’après Boogaart 2006) : [être + à + inf.] 
/ [zijn + te + inf.] / [vallen + te + inf.]168 
Cette construction revêt un sens169 modal de possibilité et de nécessité déontique170, p. 
ex. :  
(125) 12 habillages signés et numérotés < seront > à découvrir en avant-première et en 
exclusivité à la Grande Epicerie de Paris (SE, exemple externe à notre échantillon, 
‘peuvent être découverts’) 
(126) Les changements importants en matière d'offre ferroviaire < sont > à planifier pour 
l'ouverture du Loetschberg au changement d'horaire 2007 […] (SE, exemple externe à 
notre échantillon, ‘doivent être planifiés’) 
(127) Tal van zijn architectonische realisaties < zijn > te bewonderen in verschillende 
Nederlandse steden. (SE, exemple externe à notre échantillon, ‘peuvent être admirées’)  
De plus, cette construction à auxiliaire exprime une valeur passive, cf. :  
Behalve modaal is de constructie ook passief: het grammaticaal subject is in deze 
zinnen niet de handelende instantie - zo'n agens blijft meestal achterwege maar 
kan expliciet gemaakt worden met een door- of voor-bepaling. De constructie 
wordt dan ook wel een ‘modale passief’ genoemd (Hoekstra & Moortgat 1979; 
Bennis 1990). (Boogaart 2006, 38) 
Comme nous avons exclu la construction passive de notre étude, nous pouvons faire de 
même ici171. A cela s’ajoute que ce cas de figure peut également être exclu en raison de 
certaines idiosyncrasies (lexicalisations, parfois à sens pragmatico-discursif) qui 
 
                                                     
168 Selon Boogaart 2006, la micro-construction [vallen + te + inf.] est à rattacher à la construction infinitivale 
modale passive : « Ik beperk mij in dit artikel tot het predicatieve gebruik van de modale infinitief, met name 
tot de constructie met het werkwoord zijn, dat in deze constructie overigens vaak vervangen kan worden door 
het pseudo-koppelwerkwoord vallen » (Boogaart 2006, 38). 
169 La micro-construction peut également prendre un sens progressif (‘en train de’), par exemple : « Ainsi, des 
associations et des gens de bonne volonté < sont > encore à rechercher les sépultures des centaines de milliers 
d'esclaves décédés dans notre pays pendant 150 ans, soit de la fin du 17ème siècle à la fin de l'année 1848, alors 
que […] » (SE, exemple externe à notre échantillon). 
170 La nécessité déontique n’apparaît pas très souvent en néerlandais, même si le néerlandais de la Belgique y 
serait plus réceptif. 
171 Notons que nous avons fait une exception pour [te wijten aan X] (‘dû à’), qui semble assez conventionnalisé. 
Ce qui montre la conventionnalisation de te wijten comme un tout, c’est que le mot wijten apparaît presque 
toujours dans la séquence te wijten (environ 15/16 selon SE). En outre, le sens de possibilité ou de nécessité 
déontique qui s’ajoute d’habitude dans ce type de construction au sens de l’infinitif semble plutôt absent pour 
[te wijten aan X]. Ce cas limite a donc été inclus. 
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l’éloignent de la construction attributive productive, cf. ‘t is te zien ‘cela reste à voir’, ‘t is 
te zeggen ‘par contre’, niet te eten ‘peu appétissant’, ergens niet over te spreken zijn 
‘désapprouver quelque chose’ etc. 
Il n’empêche qu’on peut mettre en avant certaines propriétés qui permettent de 
rapprocher cette construction à auxiliaire de la construction attributive, cf. : 
• la pronominalisation du complément infinitival par le/het/dat semble être 
possible, par exemple : 
(128) Niet iedere stap in het democratisch proces was dus te controleren en stembiljetten < 
zijn dat wel. (SE, exemple externe à notre échantillon) 
Les deux tests suivants montrent que le complément infinitival a en partie les mêmes 
caractéristiques distributionnelles qu’un adjectif, ce qui rend une analyse attributive du 
patron [être/zijn + [à/te + inf.]] plus plausible : 
• le complément infinitival peut parfois commuter avec un adjectif après être / 
zijn, cf. :  
(129) De littekens op zijn huid {zijn bijna niet te zien / zijn bijna niet zichtbaar}. (exemple 
construit) 
Par contre, il va de soi que cette possibilité de commutation est tributaire d’une 
relation lexicale qui existe oui ou non. 
 
• le verbe zijn peut ici parfois commuter avec une autre copule prototypique, cf. : 
(130) […] : het probleem 'lelijke bouwwerken' blijkt op te lossen. (Google, ‘le problème peut 
apparemment être résolu’) 
• le complément infinitival peut s’employer de façon ‘quasi adjectivale’ en 
position d’épithète auprès du nom sujet de la structure à verbe conjugué 
correspondante172, p. ex. :  
(131) Die problemen zijn nog op te lossen. → De nog op te lossen problemen. (exemples 
construits) 
Sur ces points, cette construction se rapproche donc de la construction attributive, du 
moins dans le cas de être et de zijn. 
Plus difficile à analyser est le cas de figure où l’infinitif semble être accompagné d’un 
modificateur adverbial. Nous pouvons distinguer les deux cas suivants, qui se 
différencient en fonction de l’insertion possible d’un om facultatif : 
 
                                                     
172 La position en épithète entraîne le plus souvent une lecture de nécessité déontique. 
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(132) Die fout was duidelijk te zien.  → *Die fout was duidelijk om te zien. (exemples 
construits) 
(133) Die vraag is moeilijk te beantwoorden. → Die vraag is moeilijk om te beantwoorden. 
(exemples construits) 
D’après Boogaart 2006, on aurait plutôt affaire à un adverbe qui modifie l’infinitif :   
De frequent gebruikte infinitiefconstructie van de vorm ‘zijn ADV te INF’, als in dat 
stuk is makkelijk te lezen of lastig te begrijpen, kan beschouwd worden als een ‘kind’ 
van de productieve (dynamische) mogelijkheids-constructie. (Boogaart 2006, 47) 
Par contre, l’insertion possible d’un om facultatif dans le deuxième cas (cf. l’exemple 
(133)) montre qu’une analyse attributive est également possible, avec un syntagme 
infinitival dépendant de l’adjectif attributif173. En raison de cette ambiguïté structurale, 
nous avons inclus ce deuxième type, qui autorise l’insertion d’un om facultatif, dans 
l’échantillon définitif. En outre, cela garantit la comparabilité avec le français, où nous 
avons également inclus le patron similaire [être + [adjectif + à/de + infinitif]], par exemple : 
(134) Ce problème est difficile à résoudre. (exemple construit) 
En dernier lieu, remarquons encore que cette construction à auxiliaire être/zijn est à 
distinguer de la construction spécificationnelle de type [zijn + ((om) te) + inf.] / [être + (de) 
+ inf.], par exemple :  
(135) La prochaine chose à garder à l'esprit < est > de savoir comment vous pouvez utiliser […]. 
(SE, exemple externe à notre échantillon) 
(136) Onze ambitie < is > op een zo'n hoog mogelijk niveau te presteren. (SE, exemple externe 
à notre échantillon) 
Cette construction a donc bel et bien été incluse dans l’échantillon définitif. 
Dans le sillage des constructions à auxiliaire déjà exclues, nous écartons aussi les deux 
constructions suivantes, qui sont traditionnellement vues comme des constructions à 
auxiliaire aspectuelles : 
 
4) la construction inchoative : [sur le point de + inf.] / [op het punt om te + inf.]  
P. ex. :  
(137) L'Hyper Cacher est sur le point de rouvrir. (Google) 
5) la construction progressive : [en train de + inf.] / [aan het + inf.] 
 
                                                     
173 Remarquons que la variante avec vallen n’autorise pas l’insertion d’un om facultatif, cf. : *Die vraag valt moeilijk 
om te beantwoorden (exemple construit). 
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P. ex. :  
(138) De kansen bleven komen waaronder Max, maar achterin < kwamen > we steeds meer 
aan het wankelen, maar door goed keeperswerk van Pjotr bleven we overeind. (SE, 
exemple externe à notre échantillon) 
(139) Ze < gaan > onder elkaar wat aan het discussiëren en één of andere slimmerik maakt de 
boutadische vergelijking met Radio Milles Collines. (SE, exemple externe à notre 
échantillon) 
En revanche, force est de constater qu’en néerlandais, [op het punt om te + inf.] et [aan 
het + inf.] peuvent difficilement être postposés au verbe zijn dans la subordonnée174 : 
(140) *Hij zei dat hij was op het punt om te vertrekken. (exemple construit) 
(141) *Ze zei dat ze was aan het voetballen. (exemple construit) 
Ces constructions adhèrent donc à la contrainte relative à l’ordre des mots dans la 
subordonnée qui est typique de la construction attributive (cf. le début de cette section). 
Ainsi, on peut également mettre en évidence la proximité de ces deux constructions avec 
la construction attributive, en particulier si le verbe conjugué est être ou zijn. 
Enfin, mentionnons encore que les cas instanciant le schéma [verbe + aan de X], où X 
correspond à un infinitif nominalisé (figé ou pas), p. ex. aan de praat raken, aan de kook 
komen etc., ont été inclus dans l’échantillon définitif. En même temps, ce schéma est très 
proche de la construction à auxiliaire [aan het + inf.]. Pour preuve, cf. les deux exemples 
suivants, avec l’alternance {aan het praten / aan de praat} : 
(142) Ik kom een jongen tegen en we raakten aan het praten ! (Google) 
(143) We raakten aan de praat, de man bleek zo wat van het filosofische type te zijn. (Google) 
De nouveau, nous pouvons conclure que les confins du domaine attributif constituent un 
territoire où les frontières avec d’autres constructions sont parfois assez floues. 
5.2.5 La construction à oorzakelijk object (‘objet causal’) 
En néerlandais, la construction à oorzakelijk object175 (Vandeweghe, Devos, et De Meersman 
2004, 92), désormais OO, n’est pas retenue pour notre étude de corpus. Cette construction 
suit le schéma [sujet + verbe attributif + OO + ‘attribut’], p. ex. : 
 
                                                     
174 On peut trouver des contre-exemples, par exemple : « Op vrijdag ochtend was het buiten grijs en nat, op een 
gegeven moment dachten we zelfs dat het was aan het sneeuwen maar dat bleek niet […] » (Google). 
175 L’OO peut être un adjectif (p. ex. moe dans iets moe zijn), un SPrép. (p. ex. van plan dans iets van plan zijn) ou un 
nom nu (p. ex. meester dans iets meester zijn). 
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(144) Hij is de zanglessen beu. (exemple construit) 
Nous considérons cette construction comme une construction à part entière, qui, certes, 
hérite certaines de ses propriétés de la construction attributive (p. ex. la position verbale 
de la construction à OO est occupée par des verbes attributifs), mais qui demande un 
argument supplémentaire obligatoire qui la distingue clairement de la construction 
attributive, à savoir l’OO. En fonction de la combinaison [OO - ‘attribut’]176, il est possible 
qu’un bénéficiaire s’ajoute comme argument optionnel, comme dans l’exemple suivant 
(cf. haar) :  
(145) Hij is haar iets schuldig. (exemple construit) 
En outre, beaucoup d’ ‘attributs’ qui apparaissent dans la construction à OO, ne sont en 
fait pas compatibles avec la construction attributive [sujet + verbe attributif + AS], p. ex. : 
(146) Hij is het spoor bijster. /vs/ *Hij is bijster. (exemples construits)  
(147) Hij wordt iets gewaar. /vs/ *Hij wordt gewaar. (exemples construits)  
(148) Het is mijn leven waard. /vs/ *Het is waard. (exemples construits) 
Ou ils ont un autre sens dans la construction attributive :  
(149) Hij is zat. (‘il est ivre’) /vs/ Hij is het zat. (‘il en a marre’) (exemples construits) 
(150) Hij is machtig. (‘il est puissant’) /vs/ Hij is het Nederlands machtig. (‘il maîtrise le 
néerlandais’) (exemples construits) 
(151) ?Hij is beu. (‘il est énervant’) /vs/ Hij is het beu. (‘il en a marre’) (exemples construits) 
Il s’ensuit que l’analyse qui consiste à dire qu’un objet (l’OO) s’associe à l’attribut d’un 
verbe attributif (cf. Vandeweghe, Devos, et De Meersman 2004) semble peu appropriée, 
dans la mesure où la plupart de ces ‘attributs’ ne s’insèrent même pas dans le schéma 
attributif ‘régulier’ [sujet + verbe attributif + AS]. 
Toutefois, il existe un lien indéniable entre la construction à OO et la construction 
attributive. En plus des mêmes verbes attributifs (zijn, blijven, worden, raken) qui 
apparaissent dans la position verbale des deux constructions, on constate également que 
certains cas [OO + adjectif] entrent en alternance177 avec le schéma [adjectif + SPrép. 
dépendant], sans que le sens change, p. ex. : 
(152) Hij {werd/raakte} zijn nieuwe werkomgeving snel {gewoon / gewend}. (exemple 
construit) 
 
                                                     
176 Dans la construction attributive, schuldig ne se construit pas avec un bénéficiaire. 
177 Il est probable que cette possibilité d’alternance a connu un plus grand champ d’application dans le passé, cf. 
beu van iets zijn (Van Dale, expression vieillie). 
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(153) Hij {werd/raakte} snel {gewoon / gewend} aan zijn nieuwe werkomgeving. (exemple 
construit)  
Comme le complément en aan dépend de l’adjectif (au sein du syntagme attributif), ce 
deuxième exemple correspond au schéma de la construction attributive [sujet + verbe 
attributif + AS] et serait donc bel et bien inclus dans notre échantillon définitif. 
De plus, occasionnellement, certains pseudo-attributs de la construction à OO sont 
quand même susceptibles d’apparaître dans la construction attributive. Voici un exemple, 
où on observe la structure [sujet + raken + kwijt] au lieu de la structure [sujet + raken + OO 
+ kwijt] :   
(154) Nota’s < raken > niet meer kwijt en worden sneller betaald. (SE) 
Il va de soi que cet exemple a été inclus dans notre échantillon définitif. 
Mentionnons encore que la construction attributive n’est pas la seule construction 
avec laquelle la construction à OO partage certaines propriétés. Nous pouvons également 
évoquer le fait que certaines constructions à OO se rapprochent de la construction [sujet 
+ verbe composé à particule séparable (scheidbaar samengesteld werkwoord) + COD], qu’on 
pourrait aussi considérer comme un cas particulier de la construction à AO (cf. iets 
schoonmaken → ‘X is schoon’). Pensons par exemple à kwijtraken, qui est catégorisé comme 
une construction à OO par Vandeweghe, Devos, et De Meersman 2004. Tout d’abord, la 
combinaison [kwijt + raken] équivaut sémantiquement à verliezen (‘perdre’), un verbe qui 
se construit habituellement avec un COD. Secondement, la particule kwijt ne se limite pas 
qu’aux verbes attributifs et se combine également avec des verbes non attributifs au sein 
d’un verbe composé séparable qui présente une tendance à la lexicalisation (c’est-à-dire 
le tout a pris un sens qui dépasse la somme des composantes), comme iets kwijtspelen (ce 
n’est pas à force de jouer que quelqu’un perd quelque chose) et iemand iets kwijtschelden 
(ce n’est pas à force d’injurier que quelqu’un perd quelque chose). 
Enfin, il importe de remarquer que raken est la seule semi-copule néerlandaise qui est 
susceptible d’apparaître dans la construction à OO. Etant donné que raken suit ici 
l’exemple des copules prototypiques zijn, blijven et worden, on pourrait y voir la preuve 
que raken se rapproche le plus des copules prototypiques par rapport aux autres semi-
copules néerlandaises. Cela sera également confirmé par d’autres observations dans les 
parties suivantes. 
 111 
 
5.3 Les constructions incluses 
Dans cette section, nous passons en revue quelques constructions qui ont été considérées 
comme faisant partie du domaine attributif au sens large et qui, de ce fait, ont été incluses 
dans l’échantillon définitif. Ainsi, nous tentons d’expliciter pour le lecteur notre politique 
d’inclusion, ainsi que d’offrir au lecteur une vue plus complète sur la diversité d’exemples 
attributifs contenus dans notre échantillon définitif. 
5.3.1 Changement d’état vs absence de changement d’état 
Tout d’abord, nous aimerions attirer l’attention sur le fait que nous avons inclus à la fois 
des emplois attributifs qui expriment le changement d’état (‘devenir’) et l’absence de 
changement d’état (‘être’). Pour rappel, comme nous avons inclus dans notre échantillon 
des copules prototypiques non mutatives comme être, demeurer etc., censées fonctionner 
comme pierre de touche de la copularité, notre échantillon contenait d’office des 
exemples exprimant l’absence de changement d’état. Ce que nous voulons plus 
spécifiquement mettre en évidence ici, c’est que nous avons aussi inclus des exemples 
non mutatifs au niveau des semi-copules, qui sont, globalement parlant, mutatives. 
En guise d’illustration, voici une série d’exemples semi-copulatifs que nous avons 
inclus, qui sont, d’après nous, non mutatifs (pour une discussion plus approfondie de 
certains cas-limites, voir la section 7.4.2.3) : 
(155) Traditioneel < gaat > dat gepaard met enkele veranderingen. (SE) 
(156) Dit < komt > ten goede van de productiviteit van uw werknemers op de werkvloer. (SE) 
(157) Wat < valt > het toch altijd weer zwaar om de draad op te pakken na een heerlijke 
vakantie! (SE) 
(158) […] aangetrokken Rookies < vallen > ten laste van de OMRON begroting […]. (SE) 
(159) Het gratis ijsje < viel > vanzelfsprekend ook goed in de smaak. (SE) 
(160) […] comme si elle s'était attendu à ce que son état < passe > définitivement inaperçu. (SE) 
Pour distinguer les emplois non mutatifs des emplois mutatifs, il est aussi possible de 
se fier au test [en train de X / aan het X]. Ce test est abordé dans Van Eynde 2015 : 
In other words, worden is the denial of permanence and blijven is the denial of 
change. A test to differentiate them is the admissibility in the infinitival aan het-
construction. Since that construction presents a situation as evolving in time, it is 
compatible with the dynamic worden ‘become’, but not with the stative blijven ‘stay’. 
(Van Eynde 2015, 213) 
Or, ce test est parfois trop sévère, car il est sensible à certaines contraintes sémantiques 
qui feraient croire à tort qu’il s’agit de procès non mutatifs :  
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• Si l’AS n’est pas gradable, cf. :  
(161) ???Het product is beschikbaar aan het worden. (exemple construit) 
• S’il s’agit d’une action instantanée, ponctuelle (Van Eynde 2015, 213), cf. :  
(162) ???Hij is in botsing aan het komen met een andere wagen. (exemple construit) 
En outre, comme nous le verrons dans la section 7.4.2.3, l’expression passer inaperçu, 
que nous avons considérée globalement comme non mutative (‘rester inaperçu’), est 
toujours compatible avec [en train de X], même si la tournure n’est pas très habituelle. En 
somme, le test [en train de X / aan het X] n’est pas non plus un critère tout à fait fiable pour 
identifier les cas non mutatifs. 
5.3.2 La construction résultative [emploi quasi spatial du verbe + AS 
essentiel] 
Dans cette section, nous discutons la construction résultative de type [SUJET + VERBE + 
AS essentiel], qui a été incluse dans notre échantillon définitif. Par exemple : 
(163) Zijn ogen vallen dicht. (exemple construit) 
Dans cette constellation, on peut considérer l’AS comme « le pendant de l’attribut du 
COD résultatif du type couper qqch en morceaux » (Lauwers 2013, 85). Petré 2010 considère 
la construction résultative (à AS) comme le prédécesseur de la construction attributive : 
la seule différence est que le verbe de la construction résultative conserve encore son sens 
plein, ce qui limite aussi l’ouverture de sa position AS, alors que la copule de la 
construction attributive est désémantisée :    
These resultative constructions, it will be seen, are the direct predecessors of 
Copular Constructions expressing change of state, only they are less 
grammaticalized. Unlike Copular Constructions, Resultative Constructions 
preserve the semantics of weaxeþ to the full and, correspondingly, are limited in 
their degree of productivity, only allowing resultative phrases that are semantically 
contingent upon the event type expressed by the verb. (Petré 2010, 217)  
Il donne l’exemple du verbe weaxeþ (~ to grow, ‘croître’), pour lequel on peut opposer :  
(164) La construction résultative : The tree grows high. (exemple construit ; high est le résultat 
logique de l’action de ‘croître’178) 
 
                                                     
178 Les verbes pas/peu désémantisés ont des possibilités combinatoires très réduites et sémantiquement 
conformes au sens référentiel de base du verbe. 
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(165) La construction attributive : The man grows weary. (exemple construit) 
Dans le sillage de Petré 2010, nous définissons, pour notre cas de figure, la construction 
résultative également comme une version moins grammaticalisée / désémantisée de la 
construction attributive, où le verbe de mouvement conserve encore, du moins 
partiellement, son sémantisme spatial. Ainsi, on peut opposer : 
(166) La construction résultative : De vaas viel kapot. (exemple construit) 
(167) La construction attributive : Ze viel in slaap. (exemple construit) 
En même temps, il faut avouer que le critère sémantique par rapport au verbe est assez 
instable pour délimiter la construction résultative de la construction attributive à semi-
copule, car, à partir de quel moment le sens est-il assez désémantisé pour qu’on cesse de 
parler encore d’un sens quasi spatial ? Par exemple, pour lopen179 : 
(168) Het vat loopt leeg. (exemple construit) 
Est-ce un emploi plutôt résultatif (‘sens plein du verbe’) ou plutôt attributif (‘sens 
désémantisé du verbe’) de lopen ? Dans l’exemple, le verbe lopen ne dénote plus, comme il 
le fait prototypiquement, l’action de ‘courir’, effectuée par un animé, d’où une certaine 
désémantisation du verbe. On pourrait donc conclure à un emploi attributif de lopen. Par 
contre, lopen dénote ici le déplacement d’un liquide (un peu à l’instar du mouvement fictif 
dans La rivière court.), ce qui implique que le sème spatial est toujours présent180. Pour cette 
raison, il nous semble que le sens de lopen ne s’est pas assez désémantisé ici pour pouvoir 
parler d’un véritable emploi attributif, mais nous convenons bien que la frontière 
sémantique entre les deux constructions est difficile à établir. 
En somme, le critère de la désémantisation du verbe est donc parfois difficile à 
objectiver et à opérationnaliser, ce qui fait que la frontière entre la construction 
résultative et la construction attributive peut être assez floue. Dans ce sens, il est sans 
doute plus correct de parler d’un continuum ‘résultatif-attributif’181. Cela se reflète aussi 
sur le plan diachronique, car la construction résultative est importante pour le processus 
 
                                                     
179 Rappelons que ce verbe de mouvement n’a pas été sélectionné pour notre étude, en dépit d’un emploi 
attributif comme dans De relatie liep kapot erna (Google). 
180 Notons que cela semble également d’application pour des emplois comme De zaal loopt leeg. ou Mijn fietsband 
is leeggelopen., où la même image spatiale ‘résonne’ toujours : il s’agit d’un déplacement du contenu qui a pour 
résultat la vacuité du contenant. 
181 En tout cas, il est utile de parler d’un continuum pour ces verbes qui ont également un emploi attributif 
‘avéré’. Or, il n’est, par exemple, pas souhaitable d’invoquer ce continuum pour chaque verbe qui ne conserve 
pas ses propriétés valencielles de base sous l’effet coercitif de la construction résultative. Cf. par exemple vriezen, 
qui passe d’un statut avalent (Het vriest.) à un statut monovalent : Hij vroor dood (exemple construit). Si le verbe 
retient pour le reste son sens plein (en l’occurrence : météorologique), ce changement valenciel ne suffit pas 
pour parler de désémantisation (et donc, d’un emploi attributif). 
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de copularisation en tant que construction source (cf. Petré 2010). Pour ces deux raisons, 
nous avons fait le choix d’inclure, pour nos verbes sélectionnés, la construction 
résultative de type [SUJET + VERBE + AS], à condition que l’AS soit essentiel, non 
suppressible, tout comme dans le cas de la construction attributive. En clair, plutôt que 
de les exclure en raison d’une quelconque altérité sémantique, nous les exclurons en 
vertu du critère d’optionalité du complément postverbal. Autrement dit, les 
constructions résultatives dotées d’un attribut accessoire sont à exclure (cf. par exemple 
tomber en morceaux).  
Parmi les attributs (plus ou moins) essentiels de la construction résultative, on pourrait 
distinguer plusieurs cas de figure. Tout d’abord, on constate que la métaphorisation peut 
rendre l’attribut (plus) essentiel (Lauwers et Tobback 2010, 100), cf. :  
(169) Zijn droom viel in stukken. (exemple construit, *Zijn droom viel.) 
A cela s’ajoutent des cas dont le caractère essentiel ou non de l’AS est parfois ambigu, 
comme par exemple tomber inconscient (+ sans connaissance, dans les pommes etc.), tomber 
mort et les équivalents néerlandais. Ici, l’attribut semble déjà plus ou moins essentiel, dans 
la mesure où il représente l’apport informationnel plus significatif au sein de l’expression. 
Toutefois, certains éléments peuvent toujours mettre l’accent sur le sémantisme spatial 
du verbe, p. ex. dood neervallen (où neer évoque clairement le mouvement spatial vertical 
vers le sol), ce qui mène alors à l’exclusion de l’exemple en question. Remarquons que la 
métaphorisation est également possible ici, rendant l’attribut plus essentiel, p. ex. :  
(170) Avro wil (moet?) met de tijd meegaan (zender-manager?) maar laat een 
succesprogramma < doodvallen >. (SE, exemple externe à notre échantillon) 
Evidemment, une émission ne peut pas littéralement tomber morte. 
Enfin, il reste quelques cas résultatifs où vallen retient plus ou moins son sens de verbe 
de mouvement, quoique sous une forme moins prototypique, et dont l’attribut est 
indubitablement essentiel, non suppressible. Par exemple, openvallen (‘tomber ouvert’) et 
dichtvallen (‘tomber fermé’) : 
(171) De Wauwpauw slaat ook af en meteen < valt > zijn bek open en trekt hij grote 
pauwenogen: voor hem staan wel 80 uitbundige kinderen en jongeren. (SE, *Zijn bek valt.) 
(172) Thorin's ogen < vielen > dicht en […]. (SE, *Zijn ogen vallen.) 
Ces exemples sont à inclure. De nouveau, on recense également des instances de 
métaphorisation182, par exemple :  
 
                                                     
182 Remarquons que cet emploi métaphorique ne s’est pas généralisé à d’autres contextes comme : De winkel 
{gaat/*viel} open (exemple construit). 
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(173) […] wordt hem de eerst < openvallende > plaats in het Roermondse huis (Collegium St. 
Hieronymi) te Keulen beloofd. (SE, *De plaats valt.) 
En résumé, afin de contourner le problème de devoir opérer une distinction très nette 
entre la construction attributive et la construction résultative sur des bases sémantiques 
assez floues, nous avons décidé de l’inclure tout simplement dans notre échantillon. La 
seule condition est que l’AS de la construction résultative est essentiel, à l’exemple de la 
construction attributive à AS essentiel que nous étudions ici. 
5.3.3 La construction attributive à particule 
Puis, nous nous penchons sur la construction attributive183 à particule184, une construction 
que nous avons uniquement retrouvée dans nos données pour le néerlandais. Dans cette 
construction, la position d’AS est occupée par une particule de nature adjectivale. Par 
exemple : 
(174) De gevangenen komen morgen vrij. (exemple construit) 
Elle peut être considérée comme un cas particulier de la construction attributive à AS 
adjectival, avec toutefois quelques particularités que nous expliquerons ci-dessous. 
Remarquons que certaines instanciations de cette construction à particule peuvent 
également être rattachées à la construction résultative (au lieu de la construction 
attributive), en fonction du degré de désémantisation du verbe (cf. par exemple omvallen, 
vollopen). Dans ce sens, la problématique du degré de désémantisation, déjà mise en avant 
ci-dessus dans la section 5.3.2, se pose à nouveau ici. 
Dans le cas d’une construction attributive à particule, la combinaison [verbe + AS 
adjectival (le plus souvent monosyllabique)] a tendance à fonctionner comme une entité 
verbale complexe, également connue sous l’étiquette de verbe composé 
séparable185 (scheidbaar samengesteld werkwoord). Ce statut d’unité verbale complexe se 
vérifie à l’aide des deux critères suivants. Notons que, sur ces deux points, la construction 
attributive ‘classique’ ne se comporte pas de la même façon.  
1) La combinaison [verbe + particule] s’écrit le plus souvent en un seul mot, par 
exemple vrijkomen, stilvallen etc. A l’opposé, la combinaison [verbe + AS adjectival 
‘non particule’] s’écrit en général en deux mots, par exemple depressief worden. 
 
                                                     
183 Attention, il existe également une construction à particule qui n’est pas attributive, p. ex. opbellen 
(‘téléphoner’), deelnemen (‘participer’) etc. Or, cela ne nous concerne pas ici. 
184 Notons que la construction à particule directionnelle est exclue, cf. la section 5.2.1 infra. 
185 Séparable, par exemple parce que le marquage morphologique du participe passé [ge-] s’intercale entre le 
verbe et la particule, cf. [los–ge–komen]. 
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2) La combinaison [verbe + particule] peut apparaître comme un tout dans la position 
infinitivale de la construction [aan het (‘en train de’) + infinitif], à condition que la 
particule soit gradable, par exemple Er zijn gassen aan het vrijkomen186. En revanche, 
la combinaison [verbe + AS adjectival ‘non particule’] ne s’y prête pas, par exemple 
*Hij is aan het depressief worden (exemple construit) 187. 
Ce dernier test188 est décrit dans Booij 2010189 :  
In conclusion, verbs do not take normal syntactic complements when they occur in 
the INF position of the aan het + INF-construction. However, the verb may combine 
with a particle, an adjective, or a generic noun into a syntactic compound that is 
allowed in the INF position. Thus, we can use the aan het + INF-construction as a test 
for the status of word combinations as syntactic compounds. (Booij 2010, 161) 
Voici quelques exemples d’instanciations de la construction attributive (/ résultative) 
à particule qui ont été retenues : 
(175) Maar op een dag was het apparaat < stilgevallen >. (SE, litt. ‘tomber silencieux’) 
(176) […] en zodra 3G aktief wordt < valt > het toestel uit. (SE, litt. ‘tomber éteint’) 
(177) De 5-jaars deposito’s < vallen > nu ook vrij. (SE, litt. ‘tomber libre’) 
(178) En dat bleek goed te helpen: als docent < val > ik stil zodra studenten beginnen te praten. 
(SE, litt. ‘tomber silencieux’) 
(179) De grond die normaal bij vloed werd overstroomd < viel > droog en werd door boeren 
als landbouwgrond in gebruik genomen. (SE, litt. ‘tomber sec’) 
(180) Minkukels als jij hebben niet eens door dat dit de reden is waarom Nederland kapot < 
gaat >. (SE, litt. ‘aller cassé’) 
Du point de vue du statut attributif, la construction à particule donne du fil à retordre, 
car étant donné le lien étroit entre verbe et particule, le verbe ne se laisse pas (ou guère) 
remplacer par zijn190, par exemple :  
 
                                                     
186 La particule peut également se séparer du verbe et se placer avant [aan het + X], par exemple Er zijn gassen vrij 
aan het komen. D’où l’étiquette verbe composé séparable : en fonction de la mise en contexte, la coalescence entre 
le verbe et la particule peut être plus ou moins accrue. Remarquons que la particule peut uniquement être 
modifiée si elle précède aan het, cf. Hij is helemaal los aan het komen. /vs/ *Hij is aan het helemaal los komen (exemples 
construits). 
187 La contrainte est sans doute de toute façon moins sévère si l’adjectif est monosyllabique, cf. : « […] zonder dat 
je ook maar éven in de gaten had dat die persoon aan het gek-worden was » (Gerrit Komrij, DBNL). 
188 Comme ce test sous-entend un jugement d’acceptabilité de la phrase résultante, on peut s’attendre à ce qu’il 
y ait un certain ‘flottement’ par rapport à ce qui serait possible et ce qui ne l’est pas.  Ainsi, la phrase (non 
attributive) is hem op aan het bellen (avec particule séparée, devant aan het) est grammaticale dans Booij 2010, 
mais encore agrammaticale dans Booij 2001, 206. 
189 Cf. aussi http://ans.ruhosting.nl/e-ans/21/06/03/02/body.html. 
190 Il n’empêche que d’autres positions attributives où la particule peut garder le même sens, peuvent être 
possibles, par exemple : Ze hebben de fabriek stilgelegd (exemple construit). De ce point de vue, la particule peut 
très bien être ‘productive’. 
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(181)  Het apparaat viel stil. /vs/ #Het apparaat was stil (stil au sens de ‘buiten werking’). 
(exemple construit) 
Néanmoins, nous avons fait le choix d’inclure ce type d’exemple, en dépit du fait que la 
particule, qui doit conserver le même sens, ne soit pas compatible avec zijn. C’est que, de 
manière plus générale, nous ne voulions pas accorder trop de poids aux effets de  
conventionnalisation [verbe + AS], qui risquent parfois d’entraver la substitution du verbe 
attributif par un autre verbe attributif. Toutefois, nous incluons l’exemple à particule 
seulement si la construction est encore compositionnelle, dans la mesure où nous 
pouvons encore accorder un sens distinct aux deux composantes [verbe + particule] de la 
micro-construction. Par exemple, pour stilvallen, nous pourrions proposer l’analyse 
compositionnelle [‘devenir’ (vallen) + ‘non opérationnel, voire défectueux’ (stil)]. Ainsi, il 
est parfaitement possible que le sens (attributif) de la particule soit propre à la micro-
construction en question, de sorte que la particule n’est pas (ou guère) compatible avec 
une position attributive plus classique, par exemple avec zijn. Ce phénomène est connu 
sous le nom de Idiomatically Combining Expression (ICE), cf. :  
Both parts then express metaphorical or otherwise figurative meaning that are 
dependent on their occurrence in the ICE. […] they are compositional, their 
meaning being distributed among their parts […]. (Los et al. 2012, 81) 
En effet, le propre de la construction à particule est qu’elle est « à la fois compositionnelle 
et conventionnalisée » (Los et al. 2012, 80). Nous ne voulions pas écarter a  priori cette zone 
du spectre attributif. 
Par contre, les cas non compositionnels ont été exclus de notre échantillon définitif. 
Ainsi, nous avons écarté les cas flauwvallen (‘s’évanouir’), klaarkomen (‘avoir un orgasme’) 
etc. Nous estimons que ces expressions sont, dans leur ensemble, sémantiquement 
opaques : elles fonctionnent (en synchronie) plutôt comme un tout inanalysable et ne 
peuvent donc pas être captées par la construction attributive, qui est par définition 
compositionnelle. 
5.3.4 La construction attributive à sujet agentif, exprimant une action 
Nous avons également inclus des constructions attributives à semi-copule qui sont 
pourvues d’un sujet agentif, quelque chose qui semble caractériser principalement le 
néerlandais (mais cf. la section 5.3.5 pour un cas qui concerne les deux langues, traité dans 
une section à part). Dans ce cas, la combinaison [verbe + AS] semble exprimer, dans son 
ensemble, une action, cf. par exemple aan de slag gaan (voir infra pour le rapport avec la 
construction à verbe support). Nous les considérons comme des constructions 
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attributives parce que le complément (souvent prépositionnel191) du verbe se combine 
également avec les copules prototypiques comme zijn : 
(182) We {gaan / zijn} aan de slag bij een textielbedrijf. (exemple construit) 
Néanmoins, la construction attributive à sujet agentif dévie du patron prototypique, 
car le sujet d’une construction attributive est communément un patient, qui subit 
l’attribution d’un état ou un changement d’état. En effet, la construction attributive 
comporte ‘par définition’ un sujet non agentif, comme le rappelle la définition 
constructionnelle fournie par Petré 2012 : 
Like any other construction, the schematic (English) Copular Construction is a 
combination of form and meaning. Its form can be summarily represented as 
follows: [SbjNPNOM CopV SbjCompXP(NOM)]. Each of the slots is obligatory. […] On the 
meaning side, the construction predicates a non-eventive Subject Complement of a 
non-agentive Subject, and adds tense and aspect to it through [CopV]. (Petré 2012, 
30) 
Dans la même veine, Buchard 2006 signale que l’AS se rapporte au sujet de prédicats 
verbaux inaccusatifs (Buchard 2006, 82). 
En même temps, nous ne sommes pas le premier à constater que, dans certains cas, le 
verbe attributif fait encore preuve d’une certaine agentivité, cf. :  
Poner is more active, meaning ‘put or place’. Ponerse would literally mean ‘to place 
oneself’, a meaning that indicates a more active role for the subject. […] It seems 
that these verbal constructions, much like grammaticizing constructions, have uses 
in which much of their original meaning, in this case agentivity, is retained as well 
as uses in which that meaning is no longer discernible. (Bybee et Eddington 2006, 
343) 
En tant que copules moins grammaticalisées, il n’est pas surprenant de constater que 
certaines semi-copules retiennent encore une part de l’agentivité qui les caractérise dans 
leur emploi non grammaticalisé (en l’occurrence, leur emploi spatial). En somme, 
l’agentivité du sujet n’a pas été une raison pour nous d’exclure un exemple, pourvu que 
le complément du verbe puisse fonctionner comme AS dans d’autres contextes 
prédicatifs. 
Voici quelques exemples attributifs à sujet agentif, exprimant une action. Ces exemples 
contiennent surtout gaan, qui semble s’être spécialisé dans ce domaine : 
(183) Morgen < ga > ik aan de slag. (SE, ‘se mettre au travail’) 
 
                                                     
191 En d’autres mots, ces cas prépositionnels ont survécu à la procédure de sélection présentée sous 5.5.2 infra. 
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(184) De beheerder heeft theoretisch de mogelijkheid om in beroep te < gaan >. (SE, ‘aller en 
appel’) 
(185) Met 3 jaar gids ervaring ging ik aan de slag met een business plan en < ging > ik van start! 
(SE, ‘commencer’) 
(186) Ik < ging > akkoord en settelde me in hun wachthoek. (SE, litt. ‘aller d’accord’) 
(187) De mensen die in opstand < komen > tegen het weerbericht en een zonnigere versie 
eisen, hebben misschien een punt. (SE, litt. ‘venir en révolte’) 
L’agentivité du sujet de ces exemples attributifs peut être mise en évidence à l’aide des 
trois tests suivants. A cela s’ajoute que les deux derniers tests vérifient également si la 
combinaison [verbe + complément] correspond à une action. Ces tests sont donc plus 
restrictifs. 
 
1) Ajouts de phrases matrices ou de compléments adverbiaux exprimant la volition 
du sujet, la volition corrélant généralement avec l’agentivité 
 
Tout d’abord, on peut tester l’agentivité du sujet en ajoutant des phrases matrices, par 
exemple [Ik kies ervoor om X], ou des compléments adverbiaux orientés sur le sujet agentif, 
par exemple doelbewust, qui font allusion à la volition du sujet. Notons que, contrairement 
aux deux tests suivants, ce test n’impose pas que la combinaison [verbe + AS] soit une 
action. Dans ce sens, ce test est moins restrictif. 
Ces ajouts sont certainement possibles pour les cas agentifs, par exemple :  
(188) Ze kiezen ervoor om rond de middag van start te gaan. (exemple construit) 
En revanche, comme on pouvait s’y attendre, les cas non agentifs, plus proches de la 
construction attributive prototypique, y sont plus rétifs, cf.192 : 
(189) ??Ze werd doelbewust gelukkig wanneer ze hem zag. (exemple construit) 
Néanmoins, force est de constater que ces ajouts sont quand même possibles pour 
certains cas plutôt non agentifs, parfois, il est vrai, dans des contextes assez particuliers. 
Par exemple : 
(190) Ik kies ervoor om leerkracht te worden. (exemple construit) 
(191) Om de aandacht af te leiden van de andere bendeleden, kwamen we doelbewust in 
opspraak. (exemple construit) 
Même si le passage d’un état à un autre est en soi quelque chose qu’on subit, le 
changement d’état peut toujours être voulu par le sujet, qui peut créer les ‘bonnes 
 
                                                     
192 Nous prenons soin de choisir un état positif, car un état négatif pourrait être bloqué en raison du fait qu’il 
soit illogique qu’un sujet humain veuille consciemment quelque chose de négatif. 
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circonstances’ pour que le changement d’état ait lieu. Il s’ensuit que ce test nous semble 
moins approprié que les deux autres pour faire ressurgir l’opposition que nous visons à 
mettre en exergue ici, à savoir celle entre la construction attributive à sujet non agentif 
et la construction attributive à sujet agentif, exprimant une action. En même temps, cela 
montre très bien que le sujet de la construction attributive n’est pas forcément un patient, 
même pour une copule prototypique comme worden (cf. leerkracht worden), ce qui 
constitue une raison supplémentaire pour inclure les cas agentifs dans notre échantillon. 
 
2) Le passif impersonnel (Beliën 2016 ; Rawoens, Johansson, et Boons 2016) 
 
Commençons par dire que la passivation est en principe exclue pour les verbes 
attributifs. Nous avons ici donc affaire à une catégorie de cas ‘attributifs’ bien particulière, 
pour laquelle la passivation impersonnelle est possible. 
En général, on peut dire que les verbes qui sont susceptibles d’apparaître dans la 
construction passive impersonnelle [le sujet impersonnel er + l’auxiliaire du passif worden 
+ participe passé], sont également dotés d’un sujet (animé193) agentif / volitionnel, qui 
exerce un contrôle sur le procès exprimé par le verbe. Pour preuve, voici deux citations 
qui confirment cette analyse : 
The Dutch impersonal passive construction is often said to allow only verbs with a 
human, volitional agent (e.g. Kraak & Klooster 1968, van Es 1970). (Beliën 2016, 1) 
 
Volgens Zaenen (1993) is het enkel mogelijk om het onpersoonlijk passief te vormen 
met werkwoorden die zowel atelisch194 zijn als controle inhouden, […]. (Rawoens, 
Johansson, et Boons 2016, 106) 
Néanmoins, cette généralisation ne correspond pas à une contrainte absolue : il existe 
des attestations où la construction passive impersonnelle se combine quand même avec 
un verbe à sujet non agentif, cf. par exemple vallen dans l’exemple suivant : 
(192) In de Tour de France werd ook vandaag weer veel gevallen. (Nieuwsuur, 8 July 2015 ; cité 
dans Beliën 2016, 2) 
D’où la conclusion de Beliën 2016 que la construction passive impersonnelle accepte 
également des verbes à sujet non agentif : 
 
                                                     
193 Le sujet est obligatoirement animé : la phrase Er wordt van start gegaan. implique nécessairement un sujet 
humain dans la phrase active correspondante, alors que van start gaan se combine en principe également avec 
des sujets inanimés, par exemple : De vasten ging van start (exemples construits). 
194 Les verbes de changement d’état sont en principe téliques. 
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This paper has provided support for the view that the Dutch impersonal passive 
construction is compatible with a wider set of verbs than just those describing 
atelic, volitional acts. An exploratory search by means of Google showed that telic, 
non-volitional verbs such as vallen ‘fall’ and sterven ‘die’ occur in the construction 
too, though not as frequently as, for example, werken ‘work’, lachen ‘laugh’ and 
zwemmen ‘swim’. A discussion of specific attested examples with vallen and sterven 
revealed that such constructions can receive an iterative interpretation, but that 
they might also correspond to a single telic event, involving a single participant.  
En d’autres mots, le test du passif impersonnel n’est pas entièrement étanche pour 
prouver le caractère agentif du sujet humain. En revanche, nous estimons que ce test est 
toujours utile pour mettre en évidence l’opposition entre la construction attributive à 
sujet non agentif et la construction attributive à sujet agentif pour un grand nombre de 
cas. Ainsi, les combinaisons [verbe + AS] dans les exemples à sujet agentif cités ci-dessus 
peuvent sans problèmes s’insérer dans la construction passive impersonnelle : 
(193) In de Vlaamse scholen wordt er aan de slag gegaan met sociale media. (Google) 
(194) Er wordt een vergunning afgeleverd, dan komt er een actiecomité, vervolgens wordt er 
in beroep gegaan en dan zijn we vertrokken voor een lang traject. (Google) 
(195) Er werd van start gegaan om 9 uur en het seminarie eindigde om 16.30 uur. (Google) 
(196) Bij ondertekening van de inschrijving wordt akkoord gegaan met de algemene 
leveringsvoorwaarden van Aeres. (Google) 
(197) Men voelt een machtsongelijkheid waartegen in opstand wordt gekomen. (Google) 
Par contre, les cas attributifs à sujet (animé) non agentif ne s’y prêtent en principe 
guère195, par exemple : 
(198) ??Toen werd er in trance gegaan. (exemple construit) 
(199) ??Er werd in opspraak gekomen door verschillende rechters. (exemple construit) 
(200) *Er wordt regelmatig gefrustreerd geraakt. (exemple construit) 
Or, comme nous l’avons déjà relevé ci-dessus, la contrainte n’est pas absolue. Dans 
l’exemple suivant, doodgaan (cf. aussi sterven dans la citation ci-dessus issue de Beliën 
2016), pourtant un processus à sujet non agentif, apparaît dans la construction passive 
impersonnelle : 
(201) In 1995 schreef hij 'Het refrein is Hein', over hoe er nu in Nederland doodgegaan wordt. 
(Google) 
On peut peut-être en déduire que le test du passif impersonnel vérifie plutôt si la 
combinaison [verbe + AS] peut être conceptualisée dans son ensemble comme une action 
 
                                                     
195 Remarquons que les copules prototypiques zijn et worden semblent d’emblée exclues pour la construction 
passive impersonnelle : *[Er wordt X geworden] et *[Er wordt X geweest]. 
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humaine (dans ce sens, ‘mourir’ est également une action), à l’opposé d’un changement 
d’état, que ce soit une action volontairement amorcée par le sujet ou une action 
involontaire qu’on subit. 
Le tableau suivant donne un aperçu du nombre d’exemples comportant une 
combinaison [verbe + AS] susceptible d’être soumise à une passivation impersonnelle (cf. 
la variable ER_PASSIVATION, présentée dans la section 6.4) 
 
Tableau 8 Nombre d’exemples comportant une combinaison [verbe + AS] susceptible d’être 
soumise à une passivation impersonnelle, par verbe 
 gaan vallen komen raken 
nombre 
d’exemples 
271 101 53 2 
 
Il s’avère que la semi-copule gaan arrive en tête de ce classement. 
 
3) La reprise par [doen dat] 
 
Enfin, nous pouvons également proposer le test de la reprise par [doen dat] pour vérifier 
l’agentivité du sujet, qui fait une action196. La reprise fonctionne pour les exemples 
agentifs mentionnés ci-dessus, par exemple : 
(202) Wij gingen aan de slag, en zij deden dat ook. (exemple construit) 
Or, il n’en va pas de même pour les cas non agentifs, par exemple : 
(203) ???Wij raakten gefrustreerd, en zij deden dat ook. (exemple construit) 
(204) ???Wij kwamen in opspraak, en zij deden dat ook. (exemple construit) 
(205) ???Wij werden leerkracht, en zij deden dat ook. (exemple construit) 
(206) ???Wij werden ziek, en zij deden dat ook. (exemple construit) 
Il est possible que ce test soit plus sévère que celui du passif impersonnel, cf. l’exemple 
suivant avec doodgaan, encore admis par la construction passive impersonnelle : 
(207) ???Wij gingen dood, en zij deden dat ook. (exemple construit) 
En dernier lieu, nous voulons encore mettre en avant que cette construction 
attributive à sujet agentif, exprimant une action, peut être considérée comme une 
construction à verbe support (light verb), p. ex. prendre congé de qqn. Dans cette 
construction, un verbe passe-partout prend un complément, qui endosse la charge 
 
                                                     
196 Vraisemblablement, la reprise par [doen dat] teste également si la combinaison [verbe + AS] peut correspondre 
à une action. 
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prédicative principale, pour former ensemble une unité verbale à forte cohésion, le plus 
souvent équivalant à un verbe d’action simple (p. ex. faire un saut – sauter (M. Gross 1998)). 
Il s’ensuit également que le sujet est souvent agentif (mais pas toujours, cf. [avoir de 
l’admiration pour X]). Traditionnellement, ce complément au sein de la construction à 
verbe support correspond plutôt à une sorte de COD, et non pas à un AS. Toutefois, force 
est de constater que certaines combinaisons [verbe + AS197], en particulier celles à sujet 
agentif, font preuve de caractéristiques qui les rapprochent clairement de la construction 
à verbe support. En effet, il s’agit dans les deux cas d’un verbe passe-partout et d’un 
complément qui endosse la charge prédicative principale, qui forment ensemble une 
unité verbale complexe équivalant à un verbe d’action simple. Dans la partie dédiée à la 
productivité (cf. la section 15.1.7), nous approfondirons ce lien. 
 
5.3.5 La construction directionnelle abstraite à AS nominal et adjectival 
Puis, nous analysons ce que nous appelons la construction directionnelle abstraite à AS 
nominal et adjectival (cf. aussi Lauwers et Van Wettere 2018), qui a également été incluse 
dans notre échantillon définitif, en particulier pour les semi-copules virer et gaan, par 
exemple : 
(208) j'en ais assez fréquentés, heureusement de pas trop près, mais pas d'entre eux ont < virés 
> udc (SE) 
Cette construction se situe en partie dans le prolongement de la section précédente, car 
elle comporte également souvent un sujet animé agentif, mais pas nécessairement. En 
outre, cette construction est également proche de la construction indirecte déjà 
mentionnée brièvement supra (cf. aussi la section 5.2.2 infra), dans la mesure où, comme 
nous le verrons, elle en est, grosso modo, la variante non prépositionnelle198. 
Dans un premier temps, nous présentons la construction directionnelle abstraite à AS 
nominal. De façon générale, dans cette construction directionnelle abstraite, le référent 
sujet s’oriente vers une autre entité nominale (exprimant une préférence), ce qui 
provoque souvent une caractérisation indirecte du sujet, d’où le rapprochement avec la 
construction attributive prototypique. Par exemple, dans l’exemple cité ci-dessus, si les 
gens s’orientent vers le parti politique UDC, on peut inférer qu’ils deviennent partisans de 
l’UDC, ce qui correspond au schéma attributif classique. Néanmoins, cette construction 
n’est pas attributive à proprement parler, car, dans ce cas, la semi-copule ne se laisse pas 
 
                                                     
197 Cf. notre procédure de sélection infra pour une vue plus claire sur ce que représente l’AS ici. 
198 Nous pourrions également rapprocher cette construction de la construction de type Pierre est très fromage 
(‘orientation/inclination vers le fromage’) (Lauwers 2014), mais cette analyse ne sera pas menée ici. 
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remplacer par la copule prototypique devenir : ???Ils deviennent udc. Pour une discussion 
plus approfondie des différences entre la construction directionnelle abstraite et la 
construction attributive, nous renvoyons à Lauwers et Van Wettere 2018, 27‑31. 
Tout d’abord, nous donnons quelques exemples français impliquant virer pour la 
construction directionnelle à sujet animé : 
 
1) [sujet animé + verbe + AS nominal directionnel] 
(209) Moi aussi : j'ai deux copains cavaliers, tous les 2 célibataires. Incompréhensible : plutôt 
mignons, gentils, bons métiers et leurs chevaux sont Très CSO mais c'est gérable, non ? 
on va < virer > Meetic199 ici! (SE, ???On devient Meetic.) 
(210) […] d'après l'article d'octobre dernier consultable sur le site, ils ont < viré > MMO200 
orienté action, ça n'aura sans doute rien à voir avec les deux premiers qui étaient de 
"vrais" RPGs201 (façon de parler). Si c'est pour sortir un genre de Daggerdale en ligne, 
personnellement ça ne m'intéresse pas du tout. (SE, ???Ils deviennent MMO orienté action.) 
(211) on < vire > pathos grave là (SE, ???On devient pathos grave.) 
(212) dans les lieux publics on a < viré > délinquance finies les soirées enfumées et les gitanes 
qui dansent […] (SE, ???On devient délinquance.) 
Comme nous l’avons déjà remarqué ci-dessus, on pourrait considérer ces exemples 
comme des variantes non prépositionnelles – des raccourcis donc - d’une construction 
indirecte (‘prépositionnelle’) correspondante, qui, elle, a été exclue (cf. 5.2.2) de notre 
étude. Pour preuve, voici la construction indirecte virer vers la délinquance, qui correspond 
à virer délinquance ci-dessus : 
(213) Vous démontrez que deux coups de ceinture sur la cuisse de votre adolescent qui vire 
vers la délinquance, ce n'était pas cher payé. (SE) 
Du côté du néerlandais202, nous pouvons citer l’exemple [sujet animé + verbe + AS 
nominal directionnel] suivant. Ex-dividend gaan exprime ici que l’entreprise procède au 
détachement du dividende : 
 
                                                     
199 Meetic est un site de rencontre pour célibataires. Dans le contexte de l’exemple, (virer) meetic fait référence à 
la description préalable des deux célibataires, qui sont ‘mis dans l’étalage’ par le locuteur (plutôt mignons, 
gentils, bon métiers etc.), à l’exemple d’un profil sur un site de rencontre. Meetic ne désigne donc pas le site de 
rencontre ici, mais évoque une situation qui présente des similarités avec ce qui se passe sur un site de 
rencontre, d’où aussi une similarité avec le sous-type association. 
200 Abréviation pour Massively Multiplayer Online. 
201 Abréviation pour Role-Playing Game. 
202 Cf. pour l’anglais : « EARTH FORCE (CBS) : Team of scientists and a mercenary soldier are bankrolled by a 
millionaire to save the world from environmental foes. Timely topic, but comes across as A-Team goes ecology 
» (Brandon Sunday Newspaper Archives, 1990, Google). D’ailleurs, notons qu’il n’est pas inconcevable que le 
 
 125 
 
(214) Vopak, Kasbank, Wolters Kluwer en BAM < gaan > ex dividend. (SE) 
Cet exemple sera analysé en détail dans la section 11.3.1, car il est assez déterminant pour 
l’analyse de groupe. 
Puis, nous fournissons quelques exemples français impliquant virer pour la 
construction directionnelle à sujet inanimé203. Il va de soi que le sujet inanimé implique 
qu’on s’éloigne déjà plus du prototype directionnel, qui sous-entend généralement un 
agent animé (en particulier pour les verbes de mouvement).  
 
2) [sujet inanimé + verbe + AS nominal directionnel] 
(215) HTC desir HD, comme pas mal d'entre vous j'ai fait la dernière Maj android, et par 
malheur, plus possible d'envoyer un sms!!! […] (ça va vite < tourner > microsoft cette 
histoire!!) (SE, ??Ça devient microsoft.) 
(216) Ils sortent leur premier album en 2000 intitulé TripleZero et résolumment < tourné > 
Drum'n'Bass. (SE, ??Leur album devient Drum'n'Bass.)204 
(217) C'est la directrice qui va me kidnapper j'ai l'impression...Je sens que ça va < virer > 
pédophilie tout ça *SBAAAAF* (SE, ??Ça devient pédophilie.)205 
(218) Ho la la ça < vire > deuxième degré ici !!!!!! (SE, ??Ça devient deuxième degré.) 
De nouveau, on peut établir le lien avec la variante prépositionnelle, par exemple :  
(219) Plaisant, réjouissant, excitant, exaltant et en prime grotesque à souhait quand il vire 
vers le second degré, Le Dernier Pub avant la Fin du Monde est une pastille éclatante. 
(Google) 
Du côté du néerlandais, nous n’avons pas d’exemples de ce type dans nos données. Par 
contre, nous pouvons citer l’exemple anglais suivant, impliquant to go : 
(220) Not even when his music goes action movie big in tracks like 'The Raid'. (Google) 
Puis, nous pouvons encore distinguer pour virer un cas de figure où l’AS nominal, vers 
lequel le sujet s’oriente, évoque, par inférence, des associations à valeur caractérisante. 
En d’autres mots, le sujet est caractérisé à partir d’associations liées à un stéréotype 
nominal, paraphrasable par ‘ça (commence à) faire N’ (cf. Lauwers 2014) : 
 
                                                     
verbe attributif gaan ait acquiert l’emploi directionnel abstrait dans le sillage de son homologue anglais (dans 
ce cas, on pourrait parler de contact-induced constructionalization). 
203 Ce cas de figure est à distinguer de la construction attributive prototypique à sujet inanimé et à AS nominal, 
comme par exemple : « Et aussi la terre tant qu'à faire, et ce quand le soleil < virera > nova. » (SE, cf. le soleil 
devient une nova). 
204 Cette construction [être tourné X] a ses propres particularités, cf. Lauwers et Van Wettere 2018 pour une 
discussion plus détaillée. 
205 Le sujet générique ça fait référence à l’atmosphère générale de la situation, où le kidnapping possible par la 
directrice risque de terminer comme un cas de pédophilie selon le locuteur élève. 
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(221) L'ambiance virait sitcom naze (pléonasme, mais on aurait bien voulu vous y voir), je 
redoutais un accès de violence. (SE, exemple externe à notre échantillon, ??L’ambiance 
devient sitcom naze.) 
Dans l’exemple, le SN sitcom naze dénote un stéréotype qui, par inférence, caractérise le 
sujet l’ambiance. 
Cette notion d’association peut être marquée explicitement par une construction 
comme [façon X] : 
(222) La République < vire > façon charia. On peut éviter ça, vous savez comment... FDF (SE, cf. 
tendance DSK supra) 
Ici, façon charia implique que, selon l’auteur, la République risque de présenter des 
caractéristiques liées aux pays qui prennent la charia comme modèle politique 
institutionnel. Un verbe attributif comme virer semble plus ouvert à ce type d’AS qui 
nécessite un calcul inférentiel, par rapport à devenir (devenir façon X ?). 
Après notre discussion du complément nominal dans la construction directionnelle 
abstraite, nous nous dirigeons vers la version adjectivale de la construction directionnelle 
abstraite. En réalité, il s’agit d’adjectifs relationnels – qui cachent donc un ‘concept 
nominal’206 – qui désignent un domaine ou un genre (cf. Nowakowska 2004 à propos des 
adjectifs relationnels). La construction directionnelle abstraite se rapproche sans doute 
le plus de la construction attributive prototypique pour ce patron adjectival. Voici un 
exemple comportant virer : 
(223) il se peut que la Lozère vire solaire (SE, exemple externe à notre échantillon ; ‘virer vers 
le solaire / l’énergie solaire’) 
Le sens de [virer + ADJ] peut dans ce cas être paraphrasé par ‘(commencer à être) orienté 
sur le domaine ADJ’. En d’autres mots, le sujet (le plus souvent animé) s’oriente vers une 
entité (nominale) associée à l’adjectif, ce qui implique souvent une inclination ou un 
certain mode de vie qu’on adopte. Etant donné que le complément ne correspond pas à 
une propriété attribuée au sujet, il s’ensuit également que la semi-copule commute 
souvent difficilement avec devenir : 
(224)  ??la Lozère devient solaire (exemple construit) 
 
                                                     
206 Une analyse en termes de substantivisation est moins convaincante pour le néerlandais. Premièrement, la 
substantivisation de l’adjectif relationnel est moins naturelle en néerlandais qu’en français. Comparez : 
l’électrique vs ?het elektrische. En outre, l’adjectif et la variante substantivée ne coïncident pas formellement en 
néerlandais. Or, du point de vue du sens, l’idée que le sujet se tourne vers un concept (nominal) associé à 
l’adjectif en question, reste tout aussi pertinente en néerlandais, même si la forme du complément adjectival ne 
peut donc pas correspondre à un adjectif substantivé.  
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Tout au plus, on pourrait dire que, d’un point de vue sémantique, ‘l’orientation vers le 
domaine X’ caractérise indirectement le sujet. La construction se distingue donc de la 
construction attributive de changement d’état prototypique (homonymique). 
En ce qui concerne le néerlandais, nous trouvons un exemple très semblable pour gaan 
dans notre corpus, où gaan se construit également avec un complément adjectival 
relationnel (digitaal)207, cf. : 
(225) Kodak bestaat niet meer omdat we massaal digitaal < gingen >. (SE, ‘nous adoptons un 
mode de vie digital’, ‘virer vers le digital’) 
De nouveau, on ne peut pas vraiment dire que ‘les gens deviennent digitaux’ (au sens où 
leurs corps ne seraient plus matériels, par exemple) : plutôt, les gens sont plus ‘orientés 
vers le digital’ / ‘adoptent un mode de vie plus digital’208. 
Il est clair que la frontière entre la construction directionnelle abstraite à AS adjectival 
et la construction attributive ‘prototypique’ est parfois assez floue. Pour preuve, voici 
l’exemple suivant : 
(226) le débat qui ne manquerait pas de virer politique (SE, cité dans Lauwers et Van Wettere 
2018) 
Est-ce le débat qui vire vers le politique (‘des sujets politiques’) ou est-ce le débat qui 
devient politique ? Dans ce cas, la différence ne semble plus si pertinente. Ici, les deux 
constructions se touchent. Etant donné qu’il existe ce continuum entre la construction 
directionnelle abstraite (à AS nominal et adjectival) et la construction attributive 
‘prototypique’, l’inclusion de la construction directionnelle abstraite (à AS nominal et 
adjectival) dans notre échantillon définitif nous paraît justifiée. En somme, nous n’avons 
donc pas voulu exclure a priori toute variation interne au domaine attributif. 
 
                                                     
207 Cf. pour l’anglais : « In Texas, A City Goes Green (For The Money) » (Google). Il s’agit d’une ville qui s’oriente, 
pour des raisons économiques, vers les ressources d’énergie renouvelable (au lieu de ‘devenir vert’ au sens 
littéral). 
208 Notons que ce sens n’est pas non plus tout à fait exclu dans le cas de worden, cf. : « Mensen worden digitaler: 
ze hacken zelf de upcbox van de buurman. » (Google) ou Het bedrijf wordt / gaat groen (exemple construit). Nous 
expliquerons infra que la frontière entre la construction attributive et la construction directionnelle abstraite 
est parfois assez floue. Or, force est de constater que gaan se spécialise dans ce sens (avec un certain type de 
complément), tandis que worden accompagné du même AS a une portée sémantique plus large, cf. le changement 
de couleur littéral : Zijn gezicht wordt / *gaat groen (exemple construit). 
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5.3.6 La construction impersonnelle à extraposition 
Certains exemples du corpus se retrouvent sous une forme impersonnelle. Nous avons 
inclus l’exemple chaque fois qu’on peut ramener la construction impersonnelle209 (le sujet 
correspond à {er / het / il / ce}) à une construction personnelle à ‘sujet plein’, dans la 
mesure où le ‘sujet sémantique’ (ce qu’on appelle dans la tradition française la séquence) 
est extraposé pour des raisons pragmatiques et pourrait être mis à la place du sujet 
grammatical impersonnel210. Tel est le cas de la construction (attributive) impersonnelle 
à extraposition, de type [il + verbe attributif + AS + sous-phrase], par exemple : 
(227) Dans ce contexte, il < devient > donc un devoir de recycler plus largement, explique 
François Vessière, président du directoire et fondateur de l'entreprise avec ses deux 
associés. (SE) 
(228) Remplacement du il impersonnel par le sujet extraposé : [Recycler plus largement] 
devient un devoir. (exemple construit) 
L’inclusion des exemples impersonnels permet de mettre en évidence une opposition 
entre les copules prototypiques et les semi-copules, qui ne se combinent en général pas 
avec la construction impersonnelle211. 
5.3.7 Les constructions non prédicationnelles à copule prototypique 
Ensuite, il convient de préciser que nous avons également inclus, pour les copules 
prototypiques, des constructions non prédicationnelles, à savoir (d’après la terminologie 
de Higgins 1979, cf. aussi Van Peteghem 1991) :  
3) les phrases d’identité, p. ex. : L’étoile du soir est l’étoile du matin. (exemple construit) 
4) les identificationnelles, p. ex. : La femme que vous voyez là, c’est Susanne. (exemple 
construit) 
5) les spécificationnelles, p. ex. : Notre but est d’améliorer le monde. (exemple construit) 
Ces constructions seront commentées plus en détail dans la section 8.1. L’inclusion de ces 
constructions permet de mettre en exergue une différence notable avec les semi-copules, 
qui ne peuvent pas y figurer. 
Pour l’instant, nous présentons uniquement la construction spécificationnelle de façon 
plus détaillée, car elle est de loin la construction non prédicationnelle la plus importante 
 
                                                     
209 En clair, nous ne parlons pas des emplois locatifs des verbes attributifs, comme dans Il tombe quelques gouttes. 
Ce type d’exemple est exclu. 
210 Il va de soi qu’une construction impersonnelle à extraposition sans attribut est exclue, p. ex. : « Il me < restait 
> un bout de gâteau dans une poche » (SE, exemple externe à notre échantillon). 
211 Par contre, les semi-copules néerlandaises se combinent bel et bien avec le présentatif er, qui a été rangé du 
côté des impersonnels au niveau des variables, cf. 6.1. 
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dans notre échantillon définitif. Voici une définition plus circonstanciée de la 
construction spécificationnelle : 
Predicational constructions assign a property to the pre-copular NP (e.g. Elisabeth is 
intelligent), while in specificational constructions the pre-copular constituent 
expresses a variable (which is a kind of role in the sense of Donnellan (1966), cf. 
Declerck, 1988), which is then instantiated by a specific value conveyed by the post-
copular element (a.o. Declerck, 1988: 2), which exhaustively satisfies the variable 
(Declerck, 1988: 2) (e.g. The culprit is John Stewart). (Lauwers 2012, 241) 
Contrairement à la construction prédicationnelle, la construction spécificationnelle 
n’autorise en principe pas la pronominalisation du complément postverbal par le/dat/het 
(Lauwers 2011a). 
Vu que nous avons inclus la spécificationnelle dans notre échantillon, afin 
d’incorporer dans nos données une différence essentielle entre les copules prototypiques 
et les semi-copules, il fallait également l’annoter pour les différentes variables, cf. le 
chapitre 6 pour un aperçu. Nous avons opté pour l’inclusion de la spécificationnelle dans 
le système d’annotation employé pour les prédicationnelles212. Etant donné que ces 
variables ont été conçues tout d’abord pour la construction prédicationnelle/attributive, 
nous étions obligé de ‘forcer’ la spécificationnelle, que nous considérons comme une 
construction sui generis, dans le moule [sujet + verbe attributif + AS] de la construction 
prédicationnelle/attributive. 
Cela implique qu’il fallait assigner, d’une façon ou d’une autre, le statut de sujet et le 
statut d’AS aux compléments préverbal et postverbal de la spécificationnelle, même si ces 
fonctions ne sont pas les mieux appropriées pour décrire la spécificationnelle. Nous avons 
pris le parti d’encoder le constituant préverbal de la construction spécificationnelle 
comme le sujet et le complément postverbal comme l’AS.  
En revanche, notre parti pris va à l’encontre de l’analyse de certains linguistes – 
générativistes notamment (cf. par exemple Moro 1997 et l’aperçu dans Dikken 2006) - qui 
estiment que le sujet ‘de surface’ d'une spécificationnelle est en fait un attribut antéposé 
et que le constituant postverbal est le véritable sujet. Cette analyse s’appuie 
essentiellement sur une hypothèse selon laquelle la spécificationnelle serait en quelque 
sorte une prédicationnelle inversée213, dérivée de la construction prédicationnelle. Par 
 
                                                     
212 Nous estimons que cela n’a pas beaucoup de sens de créer pour les spécificationnelles un sous-ensemble 
distinct dans les données, avec leurs propres variables sur mesure, étant donné que le nombre d’exemples 
concernés est tellement bas que ce sous-ensemble ne se prête de toute façon guère à une analyse quantitative 
indépendante, dissociée du reste des données. De plus, il aurait été plus difficile d’intégrer les spécificationnelles 
dans l’analyse (statistique) globale. Nous n’avons donc pas emprunté ce chemin. 
213 Or, cela ne marche pas toujours, cf. : « Winnaars < werden > Albert Boekel en Ad van der Werf » (SE) → ??Albert 
Boekel en Ad van der Werf werden winnaars (exemple construit). 
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exemple, il suffit d’inverser le sujet et l’AS de la construction prédicationnelle dans 
l’exemple (229) pour obtenir la spécificationnelle dans l’exemple (230) : 
(229) Jean est le médecin de notre village. (exemple construit, construction 
prédicationnelle/attributive) 
(230) Le médecin de notre village est Jean. (exemple construit, construction 
spécificationnelle) 
Nous nous en tenons, toutefois, à une analyse plus ‘superficielle’ (dans le sens de 
l’anglais surface) de type [sujet + verbe attributif + ‘AS’]. Intuitivement, il nous semble que 
la spécificationnelle suivant l’ordre [thème (~ variable à spécifier) + verbe attributif + 
rhème (~ spécification)] ne constitue pas une structure à attribut antéposé au verbe, car 
l’inversion [verbe attributif - sujet], du moins en français, apparaît comme hautement 
contrainte en français. Or, la spécificationnelle ne semble pas être une configuration 
plutôt exceptionnelle, dérivée d’un autre ordre de mots plus établi. Ainsi, nous alignons 
dans notre annotation l’ordre de la spécificationnelle avec l’ordre non marqué [thème (~ 
sujet) + verbe attributif + rhème (~ AS)] de la prédicationnelle (dans la phrase déclarative). 
En revanche, les ‘vraies’ constructions attributives à inversion en français sont très 
marquées : [thème (~ sujet) + verbe attributif + rhème (~ AS)] comme dans Grande fut sa 
joie (exemple construit). 
Dans ce qui suit, nous présentons quelques arguments plus concrets en faveur de notre 
convention d’annotation pour les spécificationnelles, qui considère le complément 
préverbal comme le sujet. Tout d’abord, nous discutons ci-dessous deux arguments qui 
ont été avancés en faveur de la théorie de l’attribut antéposé et qui nous semblent 
critiquables : 
 
1) Dans la construction spécificationnelle, le verbe s'accorderait au pluriel avec le 
constituant postverbal et non pas avec l'attribut antéposé (Van Peteghem 1991, 64), qui 
n’est donc pas le sujet. Par exemple : 
(231) Le vrai problème sont les dangers inconnus et c'est là que la recherche a un rôle 
important à jouer. (Google) 
Dans cette optique, le complément postverbal est le vrai sujet, puisque celui-ci est censé 
imposer l’accord au verbe.  
Néanmoins, force est de constater que cet accord au pluriel avec le constituant 
postverbal ne se vérifie pas toujours dans l'usage, par exemple :  
(232) Een ander probleem is de broodnodige financiële hervormingen. (SE, exemple externe à 
notre échantillon) 
(233) Pour les aidants, tant masculins que féminins, le plus important est les soins de jour. 
(Google)  
(234) Het mooiste is de oprechtheid en de eerlijkheid die hij uitstraalt. (Google)  
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Pour certains locuteurs, au moins, le constituant préverbal est interprété comme le sujet 
de la phrase. Ce serait intéressant de pouvoir quantifier ces tendances à l’accord en 
fonction d’un certain nombre de paramètres.  
                                                                                                                                                                                                                 
2) Le test du clivage [c'est X qui Y] (Van Peteghem 1991, 84) permet de montrer que le 
constituant postverbal de la spécificationnelle doit apparaître en position de sujet [X] au 
sein du clivage, contrairement à l'attribut antéposé de la spécificationnelle, qui s’insère 
nécessairement dans la position attributive [Y] du clivage. Par exemple : 
(235) Le plus grand souci de Jean est cette photo de lui-même. (Van Peteghem 1991, 84) 
(236) C’est cette photo de lui-même qui est le plus grand souci de Jean. (Van Peteghem 1991, 84) 
(237) *C’est le plus grand souci de Jean qui est cette photo de lui-même. (Van Peteghem 1991, 84) 
Or, en appliquant le test du clivage, on risque de changer la structure informationnelle 
de la phrase d'origine. Le constituant préverbal des spécificationnelles fonctionne comme 
une variable donnée qui est spécifiée par la suite, alors que sa position correspondante 
[Y] dans le clivage a probablement une fonction différente : prédiquer quelque chose à 
propos d’un X qui est mis en focus. Il est sans doute peu prudent d’appliquer ce test sans 
qu’il y ait équivalence fonctionnelle entre les deux positions. En outre, il nous semble tout 
à fait logique que le constituant préverbal de la spécificationnelle, qui est ‘l’information 
donnée’, ne puisse pas être mis en position de focus [X] (= ‘la nouvelle information’) dans 
le clivage. 
Enfin, nous avançons encore un dernier argument pour attribuer la fonction de sujet 
au complément préverbal de la spécificationnelle. Dans les deux exemples suivants, on 
peut observer que le complément préverbal de la spécificationnelle peut, dans certaines 
conditions214, être repris par un pronom personnel sujet (en l’occurrence il), comme on le 
voit dans les deux attestations suivantes : 
(238) L’objectif est ambitieux : il est de faire en sorte que chacun dans son quotidien ait les 
moyens de faire plus pour la planète. (Google) 
(239) Mais, vous voyez le danger, le danger il est de trahir, effectivement, le grand héritage de 
68 en substituant à l'élaboration en commun du sens la possession du sens de l'Histoire. 
(SE, exemple externe à notre échantillon) 
On peut en déduire que la position préverbale de la spécificationnelle correspond à la 
position de sujet. 
 
                                                     
214 En général, le complément préverbal disloqué est dans la spécificationnelle repris par le pronom démonstratif 
neutre ce, comme dans [L’objectif, c’est de X] (Lauwers 2011a, 447). Or, comme le signale Eriksson 1993, cité dans 
Lauwers 2012, 247, la reprise du complément préverbal par le pronom personnel au nominatif est parfois 
également possible pour la spécificationnelle. 
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En résumé, dans notre optique, la construction spécificationnelle est une construction 
à part entière, avec ses propres particularités dues à ses propriétés informationnelles, 
mais qui est, certes, très liée à la construction prédicationnelle dans le réseau 
constructionnel. La thèse dérivationnelle en témoigne, d’ailleurs. Pour les raisons 
évoquées ci-dessus, nous avons encodé le constituant préverbal de la spécificationnelle 
comme le sujet. Corollairement, nous avons dû encoder le complément postverbal de la 
spécificationnelle comme AS, qui est dans l’annotation du dataset l’étiquette par défaut 
du complément postverbal. Certes, d’un point de vue théorique, l’analyse du complément 
postverbal de la spécificationnelle comme attribut est un peu malheureuse : ce 
complément postverbal est en réalité une position inhérente, sui generis à la construction 
spécificationnelle et mériterait en réalité sa propre étiquette fonctionnelle. 
Il convient d’avouer que nous perdons de cette façon le parallélisme entre les AS de la 
construction prédicationnelle et les constituants préverbaux de la construction 
spécificationnelle. Or, notre encodage de la spécificationnelle présente aussi quelques 
avantages pragmatiques pour l’analyse de l’AS :  
1. Même si la spécificationnelle peut souvent être inversée pour aboutir à une 
prédicationnelle, cela n’est pas toujours le cas. En particulier, les kale nomina en 
position de complément préverbal de la spécificationnelle néerlandaise 
(Hoeksema 2000) ne se prêtent pas à l’inversion : [Probleem is dat X] → [*X is 
probleem.]. Si nous avions encodé comme AS des compléments préverbaux (de la 
spécificationnelle) comme probleem, ça risquerait de créer un groupe d’AS de type 
nom nu dont le nom, en vérité, ne peut pas fonctionner comme nom nu dans la 
position d’AS. Suivant notre encodage, nous évitons ce genre d’outliers au niveau 
de la détermination de l’AS nominal. 
2. De cette façon, nous ne détecterons pas de conventionnalisation au niveau de l’AS 
pour les copules prototypiques à cause de la spécificationnelle, ce qui ferait 
diminuer artificiellement le degré d’ouverture de l’AS après la copule 
prototypique. En effet, la spécificationnelle présente une certaine tendance à la 
conventionnalisation pour ce qui est du complément préverbal (l’AS ‘profond’ 
selon la théorie générativiste). Par exemple : 
• [L’objectif est de X], [Le but est de X] etc. 
• la construction spécificationnelle [Le fait est que X]  
• la construction spécificationnelle néerlandaise impliquant des kale 
nomina (Hoeksema 2000), p. ex. [Probleem is dat X] 
Grâce à notre encodage qui considère le complément postverbal de la 
spécificationnelle comme l’AS, cette conventionnalisation ne se trouve donc pas 
mêlée aux chiffres de productivité de l’AS. Evidemment, la conventionnalisation 
de la spécificationnelle est maintenant enregistrée du côté du sujet, mais, comme 
nous n’analyserons pas la productivité de la position sujet, cela n’a aucun impact 
sur nos résultats. 
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3. L’argument le plus important est sans doute que, suivant notre encodage, la 
présence des spécificationnelles dans nos données peut également se manifester 
pour certaines autres variables (cf. le chapitre 6) que celle qui encode le ‘type de 
phrase’ (cf. 6.4). En particulier, nous pensons à la possibilité de pronominalisation 
de l’AS par le/het/dat, une variable pour laquelle les spécificationnelles se 
distinguent de la plupart des prédicationnelles, car elles y obtiennent toujours une 
valeur négative215. Si nous avions encodé les spécificationnelles comme des 
prédicationnelles, ce type de distinction entre les deux constructions au niveau 
des propriétés distributionnelles aurait été perdu dans les données. 
 
Enfin, remarquons que notre décision a aussi des implications pour les phrases à 
adjectif antéposé (en néerlandais) pour lesquelles nous avons également proposé 
l’analyse spécificationnelle : 
(240) Erg leuk om te weten < is > dat Tim ook goed kan zingen, die kunsten vertoont hij ook 
op YouTube. (SE) 
D’après nos intuitions, [Leuk om te weten is dat X] s’est plus ou moins conventionnalisé 
comme un ‘outil spécificationnel’, qui annonce une spécification de la variable initiale 
dans la deuxième partie X de la phrase, tout comme sa contrepartie nominale [Iets leuks 
om te weten is dat X]. 
Il importe toutefois de ne pas confondre les spécificationnelles à sujet adjectival avec 
les prédicationnelles à attribut adjectival antéposé (donc inversé)216. Afin de les 
distinguer, nous avançons trois critères217 : 
1. La ressemblance fonctionnelle de la spécificationnelle à sujet adjectival avec une 
spécificationnelle à sujet nominal. Par exemple, la similarité entre [Belangrijk is dat 
X] et les cas figés [Punt is dat X] / [Zaak is dat X]. 
2. L'ordre de mots de la spécificationnelle est non marqué, alors qu'un attribut 
antéposé (= configuration spéciale de la construction attributive) devrait être 
marqué, avec un clair effet de focus sur l’élément antéposé. Ce focus sur le 
constituant préverbal, qui correspond à l’information donnée, est absent pour la 
spécificationnelle. 
3. La prosodie peut être un indice pour différencier les deux constructions, cf. la 
présence où l’absence d’une petite pause (Lauwers 2011a, 445) : 
 
                                                     
215 Le complément postverbal de la spécificationnelle ne se laisse pas pronominaliser (Lauwers 2011a, 446). 
216 Cf. déjà Mikkelsen 2005, 17 à propos de l’opposition entre une predicate topicalization structure (= une 
prédicationnelle à AS antéposé) et une non-topicalized specificational structure (= une spécificationnelle). 
217 Il y a peut-être une corrélation entre les adjectifs qui apparaissent plus souvent dans la construction 
impersonnelle (p. ex. Het is belangrijk dat […]) et leur aptitude à apparaître dans la construction spécificationnelle 
[X is dat] (p. ex. Belangrijk is dat […]). 
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(241) Belangrijker zijn [pause] een menselijke invalshoek en visualisatie. (spécificationnel) 
(242) Arm [pas de pause] is [pas de pause] hij al een tijdje. (prédicationnel) 
Ainsi, on peut également démontrer la différence avec [belangrijk zijn] utilisé dans 
une construction prédicationnelle, cf. : 
(243) Belangrijk [pas de pause] zijn [pas de pause] een menselijke invalshoek en visualisatie 
niet, maar je moet er toch enige aandacht voor hebben. (prédicationnel)  
En ce qui concerne les types de spécificationnelles admis pour notre échantillon 
définitif, nous imposons encore une restriction supplémentaire. D’après Lauwers 2011a, 
deux types de spécificationnelles sont à distinguer, à savoir les spécificationnelles nominales 
et les spécificationnelles adverbiales. Nous visons à inclure (surtout) les spécificationnelles 
nominales, à l’exclusion des spécificationnelles adverbiales. Ainsi, nous sommes cohérent 
par rapport à notre exclusion des compléments adverbiaux (cf. 5.2.3). 
Dans le but d’opérer cette distinction, nous faisons usage de la propriété218 que « seule 
la construction spécificationnelle nominale répond à la question identifiante Quel? » 
(Riegel, Pellat, et Rioul 1994, 395, cité dans Lauwers 2011a), p. ex. :  
(244) Quelle est l’heure d’arrivée du vol 6320? {*A 15 heures/15 heures}.  
En résumé, dès que la pronominalisation du complément postverbal par quel est 
possible219, même si les adverbiaux combien etc. le sont également (p. ex. : De combien est le 
prix ? / Quel est le prix ?), l’exemple peut être inclus dans l’échantillon. Le test fonctionne 
un peu différemment en néerlandais, où nous devons utiliser Wat ? et non pas Welk ?220 
Par exemple : 
(245) Wat is de prijs/de temperatuur/zijn gewicht ? (exemple construit) 
Il n’est pas à exclure que Wat ? ait une portée plus large que Quel ?, cf. Wat is hij ? – Hij is 
een monster. vs *Quel est-il ? – Il est un monstre. (exemples construits) 
 
                                                     
218 Ce test ne fonctionne peut-être pas pour toutes les spécificationnelles adverbiales, cf. les spécificationnelles 
adverbiales suivantes, mentionnées dans Lauwers 2011a : 
• La meilleure façon est en allant sur le site de l’ACAIQ. → Quelle est la meilleure façon ? - En allant sur le site ! 
• Le meilleur moment est maintenant. → Quel est le meilleur moment ? – Maintenant. 
219 Or, il ne s’agit pas d’une condition nécessaire, cf. L’auteur du crime est Pierre Dupont. (*Quel ?) 
220 Welk est à exclure comme équivalent de quel, car cette forme n’est plus du tout courant dans cette fonction 
de nos jours. Par contre, on trouve des exemples anciens tels que Welk is de oorzaak van dat groote onderscheid (19e 
siècle, DBNL). 
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5.3.8 L’attribution nominale indirecte 
Enfin, nous avons également incorporé dans notre échantillon définitif des cas à copule 
prototypique qui correspondent à ce que Lauwers 2009 nomme l’attribution nominale 
indirecte : [être avec X], [être sans X], [être autour de X], [être de X], [être à X] (au sens de 
‘appartenir à’), [être pour X], etc. P. ex. : 
(246) Ce livre est à moi. (exemple construit) 
Le régime X dans ces structures est de nature référentielle, ce qui entraverait la 
pronominalisation du SPrép. par le221 et mettrait donc ce cas de figure hors du paradigme 
attributif. Seule la pronominalisation du régime de la préposition serait possible : 
(247) Je suis sans ma moitié. → *Je le suis (Je suis sans elle.). (Lauwers 2009, 181) 
(248) Ce médicament est pour la rubéole. → *Ce médicament l’est. (Ce médicament est pour 
cela). (Lauwers 2009, 181) 
Ce cas de figure est à distinguer des SPrép. (quasi) adjectivaux comme être sans {danger / 
violence /  religion}, pour lesquels la pronominalisation du SPrép. par le est tout à fait 
possible. 
Or, dans le sillage de Lauwers 2009, 184, nous pouvons remarquer que la 
pronominalisation du SPrép. par le/het/dat dans le cas de l’attribution nominale indirecte 
n’est pas tout à fait exclue. En effet, certains facteurs contextuels nous semblent 
susceptibles de faciliter la pronominalisation du SPrép., en dépit du caractère (plutôt) 
référentiel du régime. 
Tout d’abord, la pronominalisation est souvent facilitée par la présence d’un marqueur 
duratif, comme [depuis X], [pendant X] etc., qui indique que le SPrép. désigne un état qui 
est stable pendant une certaine période. Par exemple, la pronominalisation du SPrép. à 
régime référentiel par le devient plus acceptable après le marqueur duratif rester, cf. : 
(249) Je 'ai payé pour l'acheter, j'ai payé pour les timbres fiscaux, maintenant, elle est à moi 
et j'aimerais qu'elle le reste. (Google) 
(250) Voilà, Hipster et Gypsy sont à moi et le restent (bon ok, à nous :o ), mais je fais famille 
d'accueil pour des p'tits bouts perdus dans la rue. (Google) 
Un deuxième facteur est l’ajout d’un enchaînement contrastif222, qui tend à créer deux 
catégories opposées [+/- SPrép.] pour les référents en position de sujet, par exemple :  
 
                                                     
221 En effet, l’AS est censé être non référentiel. 
222 Remarquons que le contexte contrastif favorise parfois même la pronominalisation d’un complément 
locatif/adverbial par le/dat/het, cf. : Piet is in zijn kamer, maar Eva is dat/???daar niet (exemple construit). 
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(251) Ce médicament est pour la rubéole, mais l’autre médicament ne l’est pas. (exemple 
construit) 
Ainsi, l’assertion dans la phrase simple (exprimant par exemple une appartenance (à X), 
une utilité (pour X) etc.) devient une opération de catégorisation dans le contexte 
contrastif. Vu que la fonction catégorisante est une des fonctions types de la copule, il 
s’ensuit que l’exemple rentre (plus facilement) dans le paradigme attributif, avec 
possibilité de pronominalisation par le/het/dat. 
Enfin, ajoutons encore une dernière constellation syntaxique propice à la 
pronominalisation du SPrép. Cette constellation comporte deux niveaux de 
subordination, cf. sous forme schématique : 
 
1] phrase matrice introduisant une complétive 
2]  antécédent de la sous-phrase relative           pronom. du SPrép. 
3]     sous-phrase relative avec [copule + SPrép.]  
 
Par exemple : 
(252) Ik hoop dat alles dat nu van jou is, dat is met de zegen van onze betovergrootvader. 
(exemple construit) 
(253) Je beweert dat de mannen die zonder hun vrouw zijn, dat tegen hun zin zijn, maar is dat 
wel waar ? (exemple construit) 
En conclusion, si la pronominalisation du SPrép. à régime référentiel est effectuée dans 
ces contextes où la pronominalisation de l’AS se produit le plus souvent dans l’usage223, 
on constate que la pronominalisation du SPrép. n’est pas impossible. 
En plus de la possibilité de pronominalisation du SPrép. à régime référentiel par 
le/het/dat, nous pouvons encore ajouter deux autres raisons pour lesquelles ce type 
d’exemple peut être inclus :   
• Contrairement à ce que nous avons constaté pour la construction indirecte (cf. 
aussi 5.2.2), les SPrép. comme sans sa femme, pour toi, etc. forment bloc et sont 
susceptibles d’occuper dans la phrase des positions (attributives) qui sont 
indépendantes des verbes être et zijn. Par exemple : 
(254) Ce cadeau reste pour toi, je ne l’ai pas promis à quelqu’un d’autre. (exemple construit) 
(255) Mijn landgoed wordt van jou als ik kom te overlijden. (exemple construit) 
 
                                                     
223 La pronominalisation par le/het/dat est donc, avant d’être un test ‘hors contexte’, un phénomène qui a ses 
propres caractéristiques distributionnelles. 
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• En incluant l’attribution nominale indirecte pour être et zijn, il est possible de 
détecter certaines similitudes entre les copules prototypiques et les semi-copules, 
par exemple : 
(256) Ze waren met hun tweeën: een oudere man in het uniform van een inspecteur en een 
jongere man in een gewoon politie-uniform. (Google) 
(257) De Fransen vallen met hun tienen op het einde van de match. (exemple construit) 
Pour des raisons de comparabilité, il vaut donc mieux garder ces emplois dans 
l’échantillon. 
Enfin, remarquons qu’il existe certaines structures plus ou moins conventionnalisées 
où la construction attributive indirecte en à est caractérisée par un sujet figé (l’heure, het 
woord), par exemple : 
(258) On a beau organiser des pourparlers, l’heure {est/reste} à la vengeance. (exemple 
construit) 
(259) Het laatste woord < is > aan de rechters van het tribunaal. (SE, exemple externe à notre 
échantillon) 
Comme le sujet est impliqué dans le figement, ces cas ‘indirects’ ont quand même été 
exclus. 
5.4 Le réseau constructionnel : une synthèse 
Au fil du travail de délimitation du sujet, il est apparu qu’il fallait distinguer le spectre 
attributif d’un certain nombre d’autres constructions. En outre, au sein même du spectre 
attributif il y a lieu de reconnaitre une certaine variation que nous n’avons pas voulu 
écarter a priori de notre étude. Maintenant le temps est venu de mettre la cerise sur le 
gâteau et de présenter une synthèse de toutes ces constructions sous la forme d’un réseau 
constructionnel. Ce réseau constructionnel, que nous présenterons ci-dessous de façon plus 
approfondie, visualise donc à la fois :  
- Les sous-constructions de la construction attributive, incluses dans l’échantillon 
(cf. 5.3), telles que la construction attributive à particule. Dans la taxonomie 
constructionnelle, elles héritent des propriétés de la construction attributive plus 
englobante, qui se situe à un niveau hiérarchique supérieur dans le réseau (cf. le 
lien ‘vertical’ d’héritage ci-dessous). 
- Les constructions avoisinant à la construction attributive, qui ont été jugées assez 
similaires (d’une façon ou d’une autre) par rapport à la construction attributive 
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pour être reprises dans l’échantillon (cf. 5.3 pour une motivation de ces similarités, 
au cas par cas). Ces constructions sont dans un rapport ‘horizontal’ avec la 
construction attributive. Par exemple, la construction spécificationnelle. 
- Les constructions qui sont plus éloignées de la construction attributive et qui, de 
ce fait, ne sont pas incluses dans le domaine attributif plus large, tel que nous le 
définissons. Par exemple, la construction à oorzakelijk object. Ces constructions ont 
été présentées sous 5.2, ainsi que leur dissimilarités, tant du point de vue de la 
forme que du point de vue du sens, par rapport à la construction attributive 
‘classique’. 
- Les types de liens qui s’établissent entre toutes ces constructions.  
En grammaire des constructions, ces constructions sont représentées par des nœuds qui 
sont reliés dans un réseau hiérarchique. Les nœuds se situent à un niveau de 
schématicité224 variable et sont liés les uns aux autres par le biais de connexions, qui 
peuvent être activées et renforcées225, à l’instar des modèles à activation 
psycholinguistiques (p. ex. Levelt, Roelofs, et Meyer 1999). 
L’idée du réseau a été empruntée aux modèles connexionnistes et a été importée dans 
le domaine des grammaires de construction où on parle du Constructicon :   
It is argued that constructions form a network and are linked by inheritance 
relations which motivate many of the properties of particular constructions. The 
inheritance network lets us capture generalizations across constructions while at 
the same time allowing for subregularities and exceptions. (Goldberg 1995, 67) 
Dans les faits, le réseau sert le plus souvent à mettre en évidence deux choses : 
• Niveau de généralité (schématicité) : les différents niveaux d’abstraction 
auxquels les constructions existent, dans le chef des locuteurs ou d’après 
l’analyse du linguiste, allant du niveau substantif (où les composantes de la 
construction sont presque entièrement – lexicalement pour ainsi dire – 
spécifiées) jusqu’au niveau le plus schématique.  
Donnons-en un exemple. D’une part, le réseau constructionnel contient la 
construction transitive schématique de type [SUJET + VERBE + COD]. D’autre 
part, la construction schématique subsume toutes les constructions (semi-
)substantives qui spécifient ce schéma, par exemple [SUJET + labourer + COD]. Au 
niveau basique de la hiérarchie, la construction donne lieu à des instanciations 
 
                                                     
224 Cf. Tuggy 2010 pour une discussion approfondie du terme, qui prend ses origines chez Langacker et Lakoff. 
225 A l’exemple d’un réseau neural, on estime souvent que ces nœuds et ces connexions peuvent être renforcés 
ou affaiblis à travers l’usage. Cf. aussi Hilpert et Diessel 2017, qui parlent de l’entrenchment de ces connexions 
entre les nœuds du réseau constructionnel (à l’opposé de l’entrenchment des nœuds). 
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concrètes comme Le paysan laboure les champs (exemple construit). A cela 
s’ajoute qu’il existe au niveau substantif des expressions idiomatiques comme 
l’exemple souvent cité [SUJET + kick the bucket]. Cette expression hérite des 
propriétés du schéma transitif [VERBE kick + COD the bucket], mais forme en 
même temps un chunk doté de son propre sens non compositionnel (‘casser sa 
pipe’).  
• Liens taxonomiques : la proximité, du point de vue fonctionnel ou formel, entre 
les différentes constructions, qui peuvent être mises en rapport à travers 
différents types de liens. Plus les constructions sont proches, plus elles sont 
susceptibles d’entrer en ligne de compte pour des phénomènes d’analogisation, 
par exemple une micro-construction qui change sous l’influence analogique 
d’une autre construction apparentée (cf. Lauwers & Van Wettere 2017).   
La notion de réseau constructionnel suscite actuellement débat dans la communauté, en 
particulier dans le champ de la Grammaire Constructionnelle (Diachronique), cf. par exemple 
Van Goethem et al. 2018 ou Hilpert 2018. Il nous semble que plusieurs questions 
pertinentes par rapport au réseau constructionnel n’ont pas encore reçu une réponse 
suffisante et stable, par exemple : 
1. Jusqu’à quel point un locuteur lambda est-il capable de généraliser à partir 
d’un nuage d’exemplaires (exemplars), c’est-à-dire d’aboutir à des schémas plus 
abstraits ? Dans quelle mesure ce niveau de généralisation est-il inférieur, égal 
ou supérieur aux généralisations postulées par les linguistes (d’orientation 
cognitive) ? La question du degré d’abstraction approprié pour une 
construction donnée est abordée avec beaucoup de précision dans D’hoedt 
2017 (cf. le chapitre 2 pour un aperçu de la littérature). D’après D’hoedt 2017, 
287, la diachronie joue un rôle important. Par exemple, si on peut démontrer 
que le degré de chevauchement entre deux constructions (formelles 
distinctes) devient plus important au fil du temps, on peut y déceler 
l’émergence d’un schéma plus abstrait qui englobe les deux constructions. 
2. Dans quelle mesure ces généralisations font-elles partie des représentations 
linguistiques du locuteur lambda ? Ou ces généralisations sont-elles à chaque 
fois recréées localement par le locuteur lambda, à partir d’un nuage 
d’exemplaires, qui, lui, constitue la seule connaissance linguistique du 
locuteur226 ? Cf. entre autres Baayen et Ramscar 2015, qui parcourent plusieurs 
possibilités, ainsi que les modèles computationnels qui peuvent simuler ces 
différents procédés cognitifs, afin de les tester. 
3. Dans quelle mesure les outils de la linguistique de corpus suffisent-ils à 
prouver en synchronie l’existence d’une construction schématique, 
 
                                                     
226 Nous pouvons également faire référence au débat des patterns of coining, que nous ne reproduisons pas ici. 
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transcendant les exemplaires concrets ? Suffit-il de démontrer la type 
frequency élevée d’un slot de la construction pour en déduire que ce nuage 
d’exemplaires différents donne lieu à quelque chose de plus abstrait dans 
l’esprit du locuteur ? 
4. Comment le réseau constructionnel, qui incarne les connaissances 
linguistiques du locuteur lambda, est-il ‘instrumentalisé’ lors du traitement 
cognitif (processing) lié aux compétences langagières (écouter, lire, parler, 
écrire), tel qu’étudié par la psycholinguistique227 ? Comment l’usage affecte-t-
il la forme et la dynamique du réseau constructionnel (cf. le rôle de la 
fréquence) ? 
5. Combien d’axes de variation peut-on distinguer, à travers lesquels les 
constructions contenues dans le réseau peuvent varier ? Pensons par exemple 
à Cappelle 2015, qui ajoute, à côté de la schématicité et de l’ampleur de la 
construction, la distinction stored vs combined. 
6. Quelle est la nature (neurale ?) des liens entre les constructions ? Nous 
référons entre autres au débat des types d’ ‘orientation’ de ces liens (cf. les 
liens horizontaux, en plus des liens verticaux, cf. Van de Velde 2014) et des 
types d’associations (représentées par ces liens) entre les nœuds du réseau 
constructionnel (cf. par exemple Goldberg 1995, 72‑81). 
 
Il n’entre pas dans notre propos ici de proposer des solutions à toutes ces questions de 
nature cognitive. Un travail interdisciplinaire est sans doute nécessaire pour y apporter 
un peu plus de lumière. De façon plus générale, on peut déplorer le manque d’interaction 
entre la linguistique qui se veut cognitiviste et les sciences cognitives ‘dures’, malgré 
quelques exceptions notables (cf. par exemple Blumenthal-Dramé et al. 2017 ou Hanna, 
Cappelle, et Pulvermüller 2017 etc.), comme il ressort aussi de la citation suivante : 
In a situation where the relation between the core cognitive sciences and linguistics 
is a one-way street from the former to the latter, then, the kind of selective 
common-sense psychology we see in the works of Langacker, Lakoff, Talmy and 
others is the only viable option. It is not without problems as a basis for interacting 
with psychologists, neurologists, and computational scientists, who do tend to 
adhere to specific theories of the human mind and who are often exasperated with 
cognitive linguists because of their fast and loose approach to cognitive science 
models and terminology. Still, this strategy does have the potential to yield results 
 
                                                     
227 Cf. par exemple la description suivante : « The situation needs to be resolved for the utterance to be processed 
fully, and so the hearer applies the best fit principle in order to find an extant construction which provides the 
closest alignment of the discourse and pragmatic properties of the observed construct and the stored 
constructional type of (sub)schema » (Traugott et Trousdale 2013, 57). 
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that will feed back into the core cognitive sciences if and when it is combined with 
an empirical approach to linguistic data. (Stefanowitsch 2011, 300) 
En d’autres mots, une linguistique qui se veut véritablement cognitive a pour but de 
développer, en étroite collaboration avec les sciences cognitives ‘dures’, une théorie de la 
faculté langagière falsifiable à partir d’observations indépendantes, qui fait partie d’un 
modèle plus englobant de la cognition humaine. 
En gros, il est clair que, pour l’instant, les implications cognitives de cet outil de 
représentation qu’est le réseau constructionnel, adopté par de nombreux linguistes, ne 
sont pas tout à fait établies en linguistique. D’où cette remarque issue de Hilpert 2018, qui 
met en avant qu’un linguiste – à l’instar de la grammaire générative - peut rester 
agnostique quant à la réalité psychologique des abstractions qu’il postule, pourvu que ces 
généralisations aient un certain intérêt théorique : 
While the notion of a schematic pattern strongly invites the idea of a speaker who 
mentally represents an abstraction over many concrete usage events, it is actually 
possible for an analyst to remain agnostic about this issue. It can be left open 
whether abstract patterns have psychological reality or whether they are in fact 
merely posited as theoretical constructs, much in the way that linguistic notions 
such as ‘head’, ‘clitic’, or ‘subordinating conjunction’ serve as useful labels for 
phenomena that capture insights about a linguistic system but that may not 
correspond to psychologically real categories in the minds of speakers. (Hilpert 
2018, 24) 
C’est cette position plus modeste que nous adoptons également ici : nous envisageons le 
réseau constructionnel que nous présenterons ci-dessous avant tout comme un outil 
descriptif, qui permet de formaliser visuellement la conception (et délimitation) du 
domaine attributif au sens large proposée par le linguiste. En ce qui concerne la question 
de savoir si cette déduction basée sur des données linguistiques peut également refléter 
les représentations et les processus cognitifs d’un locuteur lambda, cela reste à prouver 
(ou plutôt à falsifier). Pour l’instant, nous n’avons donc aucunement testé la plausibilité 
cognitive de ce réseau, qui se veut donc une modélisation de données purement 
linguistiques. Cela ne veut aucunement dire que nous jugeons la ‘question de la réalité 
psychologique’ d’une importance secondaire. Seulement, nous croyons important 
d’expliciter et de respecter les limites de la méthodologie qu’on utilise. 
En outre, nous pouvons encore mettre en avant trois indices qui suggèrent que notre 
réseau risque de ne pas correspondre à la réalité cognitive : 
2. Le réseau constructionnel proposé n’est que partiel, car il se limite au ‘niveau 
macro’, à savoir les constructions schématiques. Ainsi, le niveau des exemplaires 
et celui des schémas partiellement substantifs ne sont pas pris en compte dans la 
représentation infra. Ce sont là justement les niveaux que l’on a tendance à 
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considérer comme les plus pertinents d’un point de vue cognitif (cf. l’aperçu dans 
D’hoedt 2017, 33‑34). 
3. Le réseau constructionnel que nous proposons confond les constructions 
françaises et néerlandaises, dont certaines sont spécifiques pour une des deux 
langues (cf. pour le néerlandais, la construction à oorzakelijk object, la construction 
à particule etc.). Ce réseau ne peut donc pas représenter les connaissances 
linguistiques d’un locuteur unilingue. 
4. On peut se demander si le niveau d’abstraction de certaines constructions 
incluses dans le réseau est justifié. Par exemple, peut-on postuler une 
construction résultative générale, qui subsume la construction résultative à AS 
et la construction résultative à AO ? Sur la base d’arguments linguistiques, il nous 
semble possible de faire cette généralisation, mais force est d’admettre qu’un 
locuteur lambda n’a pas forcément besoin de ce niveau générique pour produire 
des phrases grammaticales228. Corollairement, il convient de se poser la question 
de savoir si certaines sous-constructions sont réellement qualitativement 
différentes de leur construction ‘mère’. Voici deux exemples : 
− L’attribution nominale indirecte (par exemple : ce livre est à moi, il est 
sans sa femme) est une catégorisation linguistiquement motivée dans la 
littérature (cf. Lauwers 2009), mais pour laquelle il n’est pas du tout 
clair si un locuteur lambda traite, à un niveau cognitif, différemment Il 
est sans sa femme et la construction de type Il est en danger (avec AS 
prépositionnel) et, de ce fait, si on est en mesure de postuler deux 
constructions qualitativement différentes dans ce cas. 
− Il en va de même pour la construction attributive à sujet agentif (par 
exemple aan de slag gaan, van start gaan etc.). Il n’est pas inconcevable 
qu’un locuteur lambda la traite tout simplement comme une 
construction à verbe support, sans faire le lien (structurel) avec le 
paradigme attributif prépositionnel. 
En général, nous avons tendance à penser que la description et l’analyse du 
linguiste sont plus ‘précises’ que le fonctionnement du réseau constructionnel 
sur le plan cognitif, sans doute plus flou, basé sur des associations à partir de ce 
qui est saillant pour le locuteur lambda. Par exemple, il n’est pas du tout sûr si ce 
locuteur lambda se rend compte de propriétés syntaxiques basées sur des tests 
 
                                                     
228 En général, on peut souvent hésiter entre la version du réseau qui postule uniquement un lien horizontal 
entre les constructions ‘sœurs’ et la version qui postule une construction schématique plus englobante qui 
subsume les constructions ‘sœurs’. La distinction entre les deux semble souvent arbitraire dans le formalisme 
de la Grammaire Constructionnelle. On peut évidemment faire les deux à la fois pour résoudre la problématique, 
au risque de rendre le formalisme moins cohérent. Dans la même veine, cf. aussi la discussion des allostructions 
(Cappelle 2006). 
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de reformulation. Dans la même veine, nous pouvons citer Pijpops et Van de 
Velde 2016, qui décrivent comment certaines réalisations de la construction 
génitive partitive du néerlandais sont affectées sous l’influence d’analogies 
superficielles par rapport à un autre type de construction (constructional 
contamination). 
Après cette brève mise en perspective de la notion de réseau constructionnel, nous 
passons à l’élaboration d’un réseau constructionnel qui a pour but de visualiser le 
domaine attributif au sens large. La construction attributive prototypique229 [sujet + verbe 
attributif + AS], que ce soit pour la copule prototypique ou pour la semi-copule, est placée 
au centre du réseau constructionnel. Nous avons évidemment fait ce choix en fonction 
du sujet de notre étude : le réseau constructionnel en tant que tel n’a pas de centre. 
Autour de la construction attributive, nous avons dessiné un cercle bleu qui désigne le 
domaine attributif au sens large, ce qui correspond à tout ce qui a été inclus dans notre 
échantillon définitif. En dehors du cercle se trouvent les constructions exclues de notre 
étude, qui entretiennent néanmoins des liens plus ou moins directs avec la construction 
attributive à proprement parler. Ainsi, il est clair que la délimitation du domaine 
attributif est inévitablement tributaire d’un choix (d’un ensemble de critères cohérent) 
qui est en partie arbitraire : si tout est connecté, la tentative de se tailler seulement une 
part du gâteau langagier constitue un travail de dissection très délicat.  
Remarquons que, par la suite, nous parlerons toujours d’attribut du sujet pour tous les 
exemples inclus230 dans l’échantillon, et cela en dépit du fait que nous appliquons une 
définition de l’attributivité peu restrictive. En effet, comme le réseau constructionnel de 
cette section le montrera clairement, le domaine attributif tel que nous l’avons défini 
comporte une certaine diversité de constructions, regroupées autour de la construction 
attributive ‘prototypique’ dans le réseau. En clair, nous reconnaissons cette diversité, d’où 
notre description détaillée dans la section 5.3, mais nous estimons que ces constructions 
sont assez similaires pour utiliser de façon générale le terme d’attribut du sujet dans tous 
ces cas, afin de désigner le complément postverbal231. 
Voici maintenant le réseau constructionnel autour de la construction attributive / 
prédicationnelle à proprement parler. Notons que nous avons dû représenter certaines 
constructions deux fois, afin de dessiner plus facilement les liens entre les constructions. 
Toutes les constructions représentées dans le réseau ont déjà été mentionnées dans les 
sections 5.2 et 5.3 précédentes : le lecteur peut donc s’y référer pour mieux interpréter le 
réseau. Enfin, remarquons que le réseau ne se veut pas exhaustif : nous nous limitons aux 
constructions les plus importantes, afin que le schéma soit mieux lisible. 
 
                                                     
229 Par exemple, Elle est tombée malade. ou Jean est médecin (exemples construits). 
230 Cf. 5.5.2 pour notre délimitation dans le domaine des compléments postverbaux prépositionnels. 
231 La construction spécificationnelle est une exception notable, pour les raisons évoquées dans 5.3.7. 
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Figure 5 Réseau 
 
 
 
 
 
 
cx attributive / prédicationnelle cx résultative 
à AS 
cx attributive à particule 
cx attributive à sujet agentif, 
exprimant une action 
cx directionnelle abstraite à 
AS nominal et adjectival 
cx impersonnelle (attr.) à extraposition 
cx spécificationnelle 
attribution nominale 
indirecte 
cx indirecte 
cx à particule directionnelle 
cx adverbiale ‘une manière de V’ 
cx passive temps composés cx à oorzakelijk object 
cx à auxiliaire 
cx locative / spatiale 
cx à verbe support 
cx progressive 
cx attributive à expérienceur 
/ bénéficiaire essentiel 
cx impersonnelle 
cx à particule 
cx résultative 
cx  à AO 
cx à particule 
cx indirecte 
cx à AO 
cx résultative 
à particule 
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Ce qui saute immédiatement aux yeux, c’est que le réseau contient différents types de 
liens reliant les nœuds du réseau. Ces différents types de liens correspondent également 
à des couleurs différentes. Nous discutons ci-dessous les différents types de liens que nous 
distinguons. 
 
1) le lien d’héritage, pourvu d’une flèche indiquant la directionnalité du rapport (cf. 
le lien vert) 
 
Le lien vert correspond à un lien d’héritage (inheritance link d’après la terminologie 
goldbergienne), où une construction hérite certaines de ses propriétés d’une construction 
plus englobante. La flèche pointe dans la direction de la construction ‘héritière’, qui se 
trouve à un niveau inférieur du réseau, sous la construction plus englobante. Le cadre de 
cette sous-construction est également (le plus souvent232) indiqué en vert.  
En outre, nous ajoutons encore un deuxième trait définitoire de ce type de lien. En 
effet, nous précisons aussi que, pour ce type de lien, la construction à un niveau inférieur 
du réseau est une réalisation, enrichie de propriétés plus spécifiques, du patron de la 
construction plus englobante. Les deux constructions, se retrouvant dans une relation 
hiérarchique, s’alignent globalement pour ce qui est du sens et de la forme : les propriétés 
plus spécifiques de la construction à un niveau inférieur n’entrent donc pas en 
contradiction avec la forme et le sens de la construction englobante. En d’autres mots, si 
le locuteur emploie la construction attributive à particule, il instancie en fait 
simultanément la construction attributive (‘classique’). 
De plus, certaines constructions héritent de plusieurs constructions, ce qui correspond 
à l’héritage multiple (multiple inheritance ; Goldberg 1995, 73). Par exemple, la construction 
attributive à particule (par exemple losraken) est caractérisée par deux liens d’héritage, à 
savoir la construction attributive (à AS adjectival) et la construction à particule233. 
 
2) le lien signalant une différence de sens entre deux constructions (cf. le lien violet) 
 
Le lien violet correspond à un type de lien horizontal entre deux constructions. Dans 
ce cas, les deux constructions en question ont la même forme de surface, dans la mesure 
où il n’y a pas d’actant qui s’ajoute (cf. le point 3 pour les constructions où cela se produit). 
Or, il y a une différence entre les deux constructions au niveau du sens. 
Par exemple, nous employons dans le réseau ce type de lien pour relier la construction 
attributive avec la construction attributive à sujet agentif. Du point de vue formel, il s’agit, 
tout comme pour la construction attributive, d’une construction à trois positions : [sujet 
 
                                                     
232 Sauf si nous avons déjà utilisé une autre couleur. 
233 Rappelons que tous les verbes à particule ne sont pas de la forme [verbe + AS], cf. opbellen (‘téléphoner’). 
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+ verbe attributif + AS]. Par contre, au niveau du sens, la construction à sujet agentif, 
exprimant une action, diffère sur deux points de la construction attributive. 
Contrairement à la construction attributive, prototypiquement dotée d’un sujet ‘patient’, 
cette construction se distingue par un sujet agentif et par un ensemble [verbe attributif + 
AS] qui exprime plutôt une action, ce qui la rapproche de la construction à verbe support. 
Nous avons tendance à placer la construction attributive à sujet agentif au même 
niveau que la construction attributive. Contrairement aux constructions marquées en 
vert, on ne peut pas vraiment dire que cette construction est une réalisation ‘plus 
spécifique’ d’une construction attributive plus englobante, en raison d’une différence au 
niveau du sens234. En effet, le locuteur ne peut qu’utiliser une des deux constructions à la 
fois (soit le sujet est agentif, soit il ne l’est pas). 
Inversement, la construction attributive à particule, reliée par un lien d’héritage à la 
construction attributive, correspond parfaitement au patron de la construction 
attributive à AS adjectival, mis à part quelques propriétés supplémentaires qui sont 
héritées de la construction à particule, mais qui n’entrent pas en conflit avec les 
caractéristiques de la construction attributive. 
 
 
3) le lien signalant un recouvrement partiel entre la structure argumentale / 
formelle d’une construction A et la structure argumentale / formelle d’une 
construction B (cf. le lien orange) 
 
Le lien orange correspond à un deuxième type de lien horizontal par rapport à la 
construction attributive. Dans ce cas, le lien relie une première construction A avec une 
deuxième construction B disposant d’une structure argumentale / formelle plus 
développée, qui semble ‘incorporer’ la première construction, sans pouvoir y être réduite. 
En clair, nous ne postulons donc pas de lien dérivationnel tout à fait régulier entre les 
constructions liées de cette façon. Prenons pour exemple le lien entre la construction 
attributive et la construction à AO. En effet, malgré un certain chevauchement entre les 
positions d’AS et d’AO des deux constructions (cf. in paniek ci-dessous), on constate que 
les restrictions qui pèsent sur l’ouverture des deux positions AS et AO peuvent également 
différer (pour un verbe donné) : 
(260) Hij raakte {in paniek / depressief}. (exemple construit ; construction attributive) 
(261) Ze bracht hem {in paniek / *depressief}. (exemple construit ; construction à AO) 
 
                                                     
234 Remarquons que, dans cette optique, la spécificationnelle n’est donc pas modélisée comme une dérivation de 
la construction attributive, mais comme une construction à part entière. 
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Il n’y a donc pas lieu de parler d’une règle de dérivation ‘sans failles’. Néanmoins, à un 
niveau abstrait, le recouvrement partiel entre les structures argumentales des deux 
constructions est évident : 
[SUJET + VERBE + AS] 
 
 
 
[SUJET + VERBE + COD + AO] 
Dans l’esprit du modèle goldbergien, on pourrait dans ce cas de figure également parler 
d’un subpart link (cf. Goldberg 1995, 78), dans la mesure où une des deux constructions est 
‘une partie’ de l’autre. Il s’ensuivrait que le lien n’est plus horizontal, mais vertical. Or, 
cette conception nous amènerait, par exemple, à considérer la construction attributive 
comme une version tronquée de la construction attributive à expérienceur / bénéficiaire 
essentiel, qui prend alors le dessus dans la hiérarchie du Constructicon. Ce type de relation 
de dépendance nous semble exagéré (en synchronie) : la construction attributive est une 
construction à part entière et nous nous gardons de tomber dans une logique 
dérivationnelle. 
De plus, une deuxième raison pour préférer un lien horizontal à un lien vertical est 
qu’un locuteur ne peut pas employer les deux constructions ‘simultanément’, l’une 
instanciant l’autre (sans qu’il y ait une différence sémantique ou formelle importante 
entre les deux constructions, cf. le lien d’héritage ci-dessus), mais ne peut qu’employer 
dans l’usage une des deux constructions à la fois235, qui se trouvent donc au même niveau 
dans le réseau.   
Dans l’énumération suivante, nous parcourons les différentes constructions affectées 
par ce type de lien et, plus particulièrement, nous spécifions quel élément formel fait la 
différence entre la construction formellement plus réduite et la construction à structure 
argumentale/formelle plus développée (dont la première fait, soi-disant, ‘partie’) :  
1. Dans le cas de la construction à expériencieur / bénéficiaire essentiel, il y a un 
participant datif qui s’ajoute (quasi obligatoirement) par rapport à la 
construction attributive. 
2. Dans le cas de la construction à OO (‘objet causal’, cf. 5.2.5), il y a un OO236 qui 
s’ajoute par rapport à la construction attributive. 
3. Dans le cas de la construction à AO (= la prédication secondaire), il y a un 
agent/une cause externe qui s’ajoute par rapport à la prédication primaire 
 
                                                     
235 Etant donné que la construction A a une structure argumentale/formelle plus développée que la construction 
B, la forme des deux constructions n’est pas (entièrement) compatible. L’une n’instancie donc pas 
(intégralement) l’autre. Il y a donc une différence formelle importante entre les deux constructions. 
236 A la limite, on pourrait le considérer comme une sorte de COD. 
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exprimée par la construction attributive, par exemple : Elle est heureuse. → Cela 
la rend heureuse. 
4. Dans le cas de la construction indirecte, la construction contient une 
préposition qui disparait dans sa variante directionnelle abstraite à AS nominal 
et adjectival, que nous avons bel et bien incluse dans le domaine attributif. 
En dépit de la différence formelle, force est de constater qu’il y a une grande 
convergence sémantique entre les deux constructions A et B reliées par ce type de lien. 
Dans les trois premiers cas, il s’agit toujours d’une sorte de prédication, à l’instar de la 
prédication (primaire) qui caractérise la construction attributive. De même, pour la 
construction directionnelle abstraite à AS adjectival et à AS nominal, le sens ‘directionnel 
abstrait’ de la construction indirecte reste présent, malgré l’absence formelle de la 
préposition. Il convient donc de mettre en évidence ces appariements au niveau du sens. 
 
4) le lien signalant une différence de mise en scène des relations actancielles (cf. le 
lien rouge) 
 
Ici, nous abordons un troisième type de lien horizontal, où le locuteur est contraint de 
faire un choix entre deux constructions liées. Dans ce cas, nous mettons en rapport deux 
constructions sémantiquement assez similaires, mais qui diffèrent l’une de l’autre dans la 
mesure où :  
- elles sont formellement différentes. 
- elles présentent le même ‘état des choses’ à partir d’une autre mise en scène des 
relations actancielles, ce qui se répercute également sur le plan de la structure de 
l’information.  
Notons que notre modélisation intègre aussi certaines informations de nature 
pragmatique (structure de l’information), cette dimension relevant aussi des propriétés 
des constructions (cf. aussi Cappelle 2017). 
Dans notre réseau, il s’agit du lien entre la construction spécificationnelle et la 
construction attributive, communément appelée la construction prédicationnelle en 
opposition à la spécificationnelle (Declerck 1988, 3). Nous avons déjà longuement parlé de 
la spécificationnelle dans la section 5.3.7, où nous l’avons présentée comme une 
construction sui generis. De cette analyse, il est donc apparu que l’on ne saurait la réduire 
à une simple construction attributive inversée. 
 En même temps, force est d’admettre que les deux constructions sont très liées. C’est 
dire que, d’un point de vue sémantique, les deux constructions communiquent des 
informations assez semblables, dans la mesure où, si la spécificationnelle peut être 
inversée (ce qui n’est pas toujours le cas), la prédicationnelle qui en résulte et la 
spécificationnelle sont toujours dans une relation d’équivalence logique : A implique B et 
inversement. Par exemple :   
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(262) Le problème le plus important est la chaleur. (exemple construit)     
→  La chaleur est le problème le plus important. (exemple construit) 
En soi, l’état des choses (extra-référentiel) qu’on décrit n’est donc pas si différent dans les 
deux cas. Ce qui est surtout différent, c’est la perspective (informationnelle) qu’on 
adopte : 
- Pour la spécificationnelle, le « problème » est l’information donnée et il s’agit de 
spécifier le contenu du « problème », à savoir la « chaleur ». 
- Inversement, pour la prédicationnelle, la « chaleur » est l’information donnée et il 
s’agit d’en prédiquer son caractère problématique. 
Les deux constructions répondent donc surtout à une autre structuration 
informationnelle (thème/topic vs rhème/focus), selon la perception du locuteur. 
On pourrait comparer ce type de lien entre [spécificationnel vs prédicationnel] avec 
l’opposition entre [construction active vs construction passive]. Là aussi, l’état des choses 
qui est décrit est assez semblable. Ce qui diffère (à part la structure formelle des deux 
constructions), c’est la mise en scène des relations actancielles qu’on adopte en tant que 
locuteur : présente-t-on la même situation à partir de l’agent qui agit ou à partir du 
patient qui subit l’action ? Ceci montre que ce type de lien s’applique aussi à d’autres cas 
et peut donc prétendre à être plus qu’une solution ad hoc pour nos propres données. 
 
5) le lien signalant une extension métaphorique (cf. le lien noir) 
 
Puis, nous avons identifié un cinquième type de lien dans notre réseau, à savoir celui 
qui désigne une extension métaphorique (cf. metaphorical extension links, Goldberg 1995, 
81)237. Dans le réseau, il s’agit du lien qui met en rapport la construction locative/spatiale 
(au sens concret, par exemple Il vire à droite. ; cf. le Tableau 6) et la construction indirecte 
(par exemple, Cela vire au cauchemar. ; cf. 5.2.2), qui en est une sorte d’extension 
métaphorique. Cette extension métaphorique peut éventuellement être jointe à des effets 
de conventionnalisation, par exemple le figement de l’article défini dans le schéma 
indirect [virer à + article défini + nom]. Pour plus de détails à propos de cette 
métaphorisation, nous renvoyons à la section 5.5.1 infra, en particulier la section 5.5.1.2.5. 
 
 
 
                                                     
237 Dans la mesure où on peut parler d’une différence de sens entre la version ‘littérale’ et l’extension 
métaphorique, ce type de lien peut être vu comme un cas particulier du lien (2). 
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6) le lien signalant un continuum au niveau des exemplaires238 (cf. le lien à deux 
barres) 
 
Enfin, nous présentons encore un dernier type de lien, qui est visualisé à l’aide d’un 
lien à deux barres. Ce lien sert à relier deux constructions qui sont (assez) distinctes à leur 
niveau d’abstraction, mais entre lesquelles on peut identifier un continuum au niveau des 
exemplaires, à savoir les exemples concrets. Nous réservons ce type de lien pour les 
constructions qui se situent en dehors du domaine attributif (cf. le rectangle bleu) : le lien 
avec la construction attributive est surtout tributaire d’un continuum qui existe au 
niveau des exemplaires, plutôt que d’une convergence quelconque au niveau 
schématique.  
Notons que, pour ces constructions à l’intérieur du domaine attributif reliées au niveau 
de la schématisation abstraite, il va de soi que, parfois, nous pouvons également y trouver 
des exemples ‘limites’ difficilement classifiables au niveau des exemplaires, à l’instar du 
lien 6 que nous proposons ici. En particulier, cela vaut pour le type de lien 2, où la 
différence n’est pas formelle. Cela n’est pas explicitement indiqué dans le réseau. En guise 
d’exemple, nous pouvons citer Declerck 1988, 4, qui indique que la phrase What happened 
was a catastrophe peut engendrer à la fois une interprétation prédicationnelle (‘ce qui s’est 
passé, est catastrophique) et une interprétation spécificationnelle (‘la chose suivante s’est 
passée : une catastrophe’). Au niveau des exemplaires, on peut donc s’attendre à ce qu’il 
y ait un continuum entre la construction prédicationnelle et la construction 
spécificationnelle, avec certains exemples qui sont sous-spécifiés par rapport à cette 
opposition. 
C’est souvent ce continuum au niveau des exemplaires qui a posé des problèmes pour 
la délimitation du domaine attributif. C’est pourquoi nous avons dû développer une 
procédure de sélection (cf. 5.5.2) afin de pouvoir mieux séparer les exemples à 
complément prépositionnel instanciant la construction indirecte des exemples à 
complément prépositionnel instanciant (plutôt) la construction attributive. Il va de soi 
que cette ligne de démarcation n’est pas aisée à tracer et est inévitablement quelque peu 
arbitraire, malgré nos efforts d’objectification. 
Prenons pour exemple la construction passive239. Au niveau de la construction 
schématique, la construction passive et la construction attributive sont clairement deux 
constructions distinctes, dans la mesure où leur sens (l’attribution d’une propriété, état 
 
                                                     
238 Nous définissons l’exemplaire comme le token tel qu’il est rencontré dans l’usage. D’après Bybee 2010, ces 
tokens peuvent donner lieu à des représentations d’exemplaires dans la cognition du locuteur. Ces 
représentations sont ‘riches’, car elles contiennent également beaucoup d’informations concernant le contexte 
linguistique et extralinguistique. 
239 Pour les autres constructions, nous renvoyons aux sections 5.3 et 5.2, où nous avons déjà signalé l’existence 
de ‘cas limites’. 
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etc. vs un processus verbal présenté à partir du patient, avec mise à l’arrière-plan de 
l’agent) et leur structure formelle ([verbe attributif + AS adjectival, nominal, 
prépositionnel etc.] vs [auxiliaire + participe passé verbal]) sont différents. En d’autres 
mots, les instanciations prototypiques de ces deux constructions peuvent aisément être 
opposées. Notons toutefois que la combinaison [‘être’ + participe] est, hors contexte, 
souvent ambiguë entre l’interprétation attributive et l’interprétation passive. En clair, 
nous parlons donc de l’exemplaire en contexte. 
Par contre, même au niveau des exemplaires, on peut aussi détecter des cas limites qui, 
bien qu’ils soient l’instanciation d’une des deux constructions, s’approchent aussi de 
l’autre construction240. En outre, on peut même trouver des cas limites qui sont sous-
déterminés par rapport à l’opposition [construction passive vs construction attributive]. 
Par exemple : 
(263) Het huis is geschilderd. (exemple construit) 
Tant le processus préalable (‘on l’a peinte hier’) que l’état résultant (‘la maison est peinte’) 
peuvent en principe être profilés, mais dans beaucoup de contextes, cette différence n’est 
sans doute pas très pertinente : on peut très bien faire référence à ces deux aspects en 
même temps. L’opposition constructionnelle peut donc rester sous-spécifiée au niveau 
des exemples concrets. 
A notre connaissance, ce dernier type de lien n’est pas communément identifié dans le 
réseau constructionnel et constitue donc un élément novateur de notre analyse. Or, sur 
le fond, cela n’est pas très nouveau, car on admet souvent que les constructions forment 
des catégories organisées de façon prototypique, cf. : 
Many of the findings of the following chapters are thus expected, particularly that 
linguistic constructions display prototype structure and form networks of 
associations. (Goldberg 1995, 5) 
 Il serait donc également possible de juxtaposer deux cercles à noyau prototypique qui 
se touchent pour formaliser plus ou moins la même idée. En revanche, l’avantage de la 
formalisation adoptée ici est de pouvoir conserver l’image du ‘réseau’ et de reconnaître 
ce lien au même titre que les autres liens distingués supra. 
 
                                                     
240 Par exemple : « Carlo Ancelotti est très écouté par ses nouveaux joueurs » (Google). Pour nous, cet exemple 
est tout d’abord une instanciation de la construction attributive, car on attribue une caractéristique au sujet (cf. 
aussi l’adverbe très au lieu de beaucoup). Or, le complément en par met également en évidence le caractère verbal 
du participe écouté, ce qui le rapproche un peu de la construction passive et de son sens processuel. 
 152 
5.5 Zoom sur la procédure de sélection appliquée aux 
compléments postverbaux prépositionnels 
Il reste à développer plus en détail la stratégie que nous avons suivie pour délimiter les 
SPrép. non attributifs de la sphère attributive. Cela est d’autant plus pertinent dans la 
mesure où, après coup, il est apparu que les semi-copules sont, en général, caractérisées 
par une proportion d’AS prépositionnels importante, contrairement aux copules 
prototypiques, comme nous le verrons dans la section 7.1.1. On comprendra que les 
décisions méthodologiques prises ici se répercutent directement sur l’analyse interne du 
domaine attributif que nous allons poursuivre dans les chapitres suivants. 
Les deux premières sections servent à mieux cerner le phénomène de la construction 
indirecte, que nous avons déjà brièvement introduite dans la section 5.2.2 ci-dessus241. 
Dans la première section 5.5.1, nous passerons en revue plusieurs tests formels qui sont 
susceptibles d’objectiver l’opposition entre la construction attributive à AS de type 
prépositionnel (p. ex. Pierre est en colère. ; exemple construit) et la construction indirecte 
(p. ex. Cela vire au cauchemar. ; exemple construit). Dans le domaine des constituants 
postverbaux de type SPrép., c’est cette distinction qui est la plus difficile à effectuer, 
beaucoup plus que l’identification des SPrép. purement locatifs (= construction locative, 
cf. le Tableau 6 supra), comme dans Pierre est à Paris (exemple construit). 
Parmi ces tests formels de la section 5.5.1, certains ont été retenus dans la procédure 
de sélection qui a finalement été appliquée aux données à complément prépositionnel 
issues du corpus Sketch Engine. Cette procédure est présentée dans la section 5.5.2. En clair, 
dans cette deuxième section, nous adopterons un point de vue plus global : nous y 
aborderons la procédure de sélection que nous avons suivie pour l’ensemble des exemples 
à complémentation prépositionnelle. Cette problématique va donc au-delà de la seule 
construction indirecte. En effet, notre procédure de sélection dans le champ des 
compléments postverbaux prépositionnels vise à exclure à la fois la construction locative, 
les constructions adverbiales non locatives et la construction indirecte. En d’autres 
termes, seulement une partie des tests de la procédure ciblent la construction indirecte.  
 
                                                     
241 Dans cette section 5.2.2, nous parlons également de deux autres cas de figure ‘indirects’, à savoir l’attribution 
nominale indirecte et les verbes attributifs indirects. Ces deux cas ne présentent pas de problèmes pour la 
procédure de sélection :   
- L’attribution nominale indirecte est incluse d’après la procédure, car elle n’est pas locative et ce type 
de SPrép. peut toujours se combiner avec une copule prototypique. 
- Les verbes attributifs indirects sont exclus, car le SPrép. ne peut pas figurer ailleurs en position d’AS. 
Cela est très logique, car c’est le complément du SPrép. qui constitue l’AS du verbe attributif indirect.  
Pour cette raison, nous ne les abordons pas explicitement ici. 
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Enfin, pour l’application de cette procédure, nous avons également fait appel à des 
annotateurs externes (deux pour chaque langue). Cet aspect du processus de nettoyage 
des données sera commenté dans la section 5.5.3. 
5.5.1 La construction attributive à AS prépositionnel vs la construction 
indirecte 
Tout d’abord, nous présentons l’enjeu théorique de la distinction entre construction 
attributive à AS prépositionnel et construction indirecte (cf. 5.5.1.1), avant de passer à un 
aperçu des tests qui sont susceptibles de différencier les deux constructions (cf. 5.5.1.2).  
5.5.1.1 L’enjeu théorique 
Dans l’introduction, nous avons déjà brièvement introduit la différence entre la 
construction attributive à AS prépositionnel et la construction indirecte. Récapitulons à 
l’aide des deux exemples suivants :  
(264) Pierre est en colère. (exemple construit, construction attributive) 
(265) Cela tourne à l’obsession. (exemple construit, construction indirecte) 
Dans le premier exemple, la structure correspond au schéma de la construction 
attributive, à savoir : [verbe + AS prépositionnel]. Le SPrép. AS en colère forme un tout 
‘indépendant’, qui peut ‘en bloc’ figurer dans d’autres positions prédicatives (par 
exemple, Il semble en colère. ; exemple construit). C’est donc un attribut comme les autres, 
à ceci près que la forme morphosyntaxique de l’attribut est un SPrép. Par contre, quant 
au deuxième exemple, la structure correspond au mode de construction de la 
construction indirecte, à savoir : [[verbe + préposition ‘fixe’, imposée par le verbe] + 
déterminant242 + groupe nominal].  
Comme nous l’avons déjà indiqué dans la section 5.2.2, le complément postverbal dans 
la construction indirecte tient à la fois du complément adverbial (‘spatial abstrait’) et du 
COI. Plus la préposition est ‘fixe’ (cf. les trois facteurs de ‘fixité’ que nous avons définis 
sous 5.2.2), plus le complément semble s’approcher d’un COI243, comme nous l’avons 
constaté pour le schéma indirect [tourner/virer à + X]. Ainsi, la micro-construction 
 
                                                     
242 En l’occurrence, l’article défini. Parfois, le déterminant peut être absent, mais comme nous le verrons, 
l’absence de détermination plaide souvent en faveur d’une analyse comme AS prépositionnel. 
243 En général, comme nous l’avons observé dans 5.2.2, cela s’observe le plus pour les cas de figure à préposition 
‘directionnelle’ comme [tourner/virer à + X] ou, éventuellement, [komen tot + X] (cf. tot leven komen, tot inkeer komen 
etc.). 
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indirecte, toujours dotée d’un sens spatial métaphorique, peut se situer plus du côté du 
pôle ‘complément adverbial’ ou du pôle ‘COI’. 
Si l’opposition entre la construction indirecte et la construction attributive semble 
bien établie, il convient d’avouer qu’elle se complique quand on se trouve face à la réalité 
linguistique d’un corpus. Comme nous le verrons, le problème de la délimitation se pose 
particulièrement pour les cas où le SPrép. de la construction indirecte s’approche le plus 
d’un complément adverbial (‘spatial abstrait’). En revanche, les cas plutôt orientés COI se 
laissent généralement plus facilement identifier, car, très souvent, le SPrép. ne peut 
carrément pas figurer en position prédicative incontestable, par exemple après être.  
Cf. : 
(266) Cela {vire/*est} au cauchemar. (exemple construit) 
Ce sont surtout les cas ‘locatifs abstraits’ (localisation dans un état) qui donnent du fil 
à retordre, car la commutation du verbe par être/zijn donne ici souvent lieu à des 
jugements d’acceptabilité plus indécis. Prenons en considération les exemples suivants 
avec [raken + complément prépositionnel] : 
(267) […] de Villa biedt als enige het vangnet om niet in een totaal isolement te < raken > […]. 
(SE, exemple externe à notre échantillon) 
(268) […] mensen die in een conflict < raken > met bovengenoemde misleiding []. (SE, exemple 
externe à notre échantillon) 
(269) De hedendaagse kunstwereld is op vele vlakken in een versnelling < geraakt >. (SE, 
exemple externe à notre échantillon) 
S’agit-il d’instanciations de la construction indirecte [raken in + X] (à sens quasi 
attributif) ou de la construction attributive [raken + AS prépositionnel]244 ? A titre 
indicatif, il semble que la commutation de raken avec zijn ne donne pas lieu à des phrases 
tout à fait naturelles, sans que le résultat soit tout à fait impossible :   
(270) ?Hij is in een totaal isolement. (exemple construit) 
(271) ?Ze zijn in een conflict. (exemple construit) 
(272) ?De kunstwereld is in een versnelling. (exemple construit) 
Dans la section 5.5.2, nous exposerons comment nous avons opérationnalisé cette 
différenciation pour les besoins de notre étude. Comme nous l’avons déjà indiqué ci-
 
                                                     
244 Cf. aussi, dans la même veine : « In zijn desbetreffend artikel in het W.N.T., dat ik hier volg, merkt Heeroma 
op dat de grens tussen het figuurlijke gebruik van raken met een voorzetselbepaling die een toestand aanduidt 
en raken als koppelwerkwoord niet scherp te trekken valt. Het sterkst gaat het karakter van zelfstandig 
werkwoord (van beweging) verloren in de verbinding met een enkel woord, ‘dat dan als bnw. wordt gevoeld’. 
Overgangsgevallen zijn bv. overhoop raken en overstuur raken, waarin oorspronkelijk tweeledige 
voorzetselgroepen tot één woord aaneengegroeid zijn » (Sassen 1978, 585).  
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dessus, la combinabilité du SPrép. avec d’autres verbes attributifs, en particulier les 
copules prototypiques, jouera un rôle important. Pour l’instant, il suffit de comprendre 
que la délimitation du domaine attributif n’est pas une tâche facile et soulève une série 
de questionnements plus théoriques liés à la fois au concept d’attribut du sujet et à la 
notion de verbe attributif. 
Dans la littérature scientifique, cette problématique de la frontière floue entre la 
construction attributive et la construction indirecte ne semble pas avoir été examinée en 
détail jusqu’à présent245. Nous pouvons citer Melis 2003, qui, sans faire le lien avec l’AS 
prépositionnel, fait état de « cas intermédiaires » entre le statut de préposition imposée 
par le verbe (par exemple [compter sur + X]) et celui de la préposition qui « forme bloc avec 
son complément » (par exemple dans le cas des compléments circonstanciels) :   
Il est en outre à noter qu’il existe des cas intermédiaires entre la sélection lexicale 
au sens plein du terme et la sélection sur des bases syntactico-sémantiques et donc 
entre les cas où la préposition est attirée par le verbe recteur et ceux où elle forme, 
de tous points de vue, bloc avec son complément. (Melis 2003, 30) 
Rappelons que nous adoptons une vue moins restrictive sur la ‘fixité’ de la préposition 
que Melis 2003, dans la mesure où nous estimons que la préposition forme encore plus 
bloc avec son complément dans le cas d’un AS prépositionnel que dans le cas d’un 
complément adverbial essentiel, où la préposition est encore plus ‘fixe’, rattachée au 
verbe246.  
En plus de Melis 2003, la problématique est également traitée de façon indirecte par 
Danlos 1981 dans le cadre d’une discussion des « opérateurs » qui s’appliquent à la 
structure [N0 être Prép X]. Elle considère les verbes de mouvement comme « des variantes 
aspectuelles par rapport à la phrase en être », par exemple :  
(273) Ce projet (est + tombe) à l'eau. (Danlos 1981, 61) 
(274) Luc (est + part) à la retraite. (Danlos 1981, 61) 
(275) Luc ((est + entre) dans + sort de) l'âge ingrat. (Danlos 1981, 61) 
(276) Le feu rouge (est + passe) au vert. (Danlos 1988, 25) 
(277) Luc (est + entre) dans une colère noire. (Danlos 1988, 25) 
En établissant des paradigmes aspectuels, elle applique, dans les faits, le test de la 
commutation par être (tout comme nous le ferons infra) à des cas pour lesquels l’analyse 
 
                                                     
245 Evidemment, nous pouvons également faire référence à la littérature abondante sur le voorzetselvoorwerp (= 
l’objet à préposition fixe, cf. entre autres Broekhuis 2004, Broekhuis 2007) de la grammaire néerlandaise, une 
fonction qui est souvent difficile à circonscrire à l’aide de critères stables. Cela nous mènerait trop loin de 
présenter cette discussion ici, d’autant plus que notre conception de la ‘préposition fixe’ est moins restrictive 
comparée au voorzetselvoorwerp. 
246 En clair, Melis 2003 ne prend pas en considération l’AS prépositionnel ici. 
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pourrait hésiter entre une construction attributive et une construction indirecte, cf. 
[passer à + X], [entrer dans + X] etc. Danlos 1981 n’aborde pas explicitement la question de 
la construction indirecte, mais évoque quand même, en note infrapaginale, le « problème 
du rattachement de la préposition […] : doit-on parler du verbe obéir ou du verbe obéir 
à ? » (Danlos 1981, 67), ce qui ouvre également le débat pour les exemples susmentionnés. 
En clair, notre but ici n’est pas d’examiner en détail toutes les facettes de la frontière 
entre la construction indirecte et la construction attributive à AS prépositionnel : il nous 
faut surtout une stratégie heuristique pratique pour délimiter le domaine attributif 
maximal par rapport à la construction indirecte. De plus, la question de savoir quelle 
étiquette serait la plus appropriée pour chaque cas individuel n’a sans doute que très peu 
d’intérêt : en effet, en diachronie, les semi-copules semblent s’être (au moins en partie) 
copularisées à partir d’une construction indirecte (cf. Van Wettere et Lauwers 2017 à 
propos de tourner et virer). De ce point de vue, il est beaucoup plus important de constater 
en synchronie qu’il y a une zone où les deux constructions se rencontrent, quitte à 
produire des ambiguïtés autorisant deux analyses, plutôt que d’essayer de tracer coûte 
que coûte une ligne de démarcation nette, séparant les deux constructions. 
5.5.1.2 Aperçu des tests formels possibles 
Dans la présente section, nous visons à donner un aperçu de tests formels possibles qui 
sont en mesure de distinguer la construction indirecte de la construction attributive à AS 
prépositionnel. En même temps, cela nous permet aussi de décrire certaines propriétés 
formelles de la construction indirecte. Précisons que, pour tous ces tests, il importe de 
conserver le sujet de la phrase attestée. En outre, remarquons que les tests présentés ci-
dessous ne servent pas à identifier les SPrép. locatifs (concrets) : ceux-ci ont déjà été 
évacués au préalable à l’aide d’autres tests (cf. la section 5.5.2 pour la procédure 
complète)247. Enfin, nous n’utiliserons finalement qu’une partie de ces tests. En effet, s’il 
y en a trop (qui pointent tous vers plus ou moins le même résultat), l’annotateur s’avère 
incapable de les pratiquer tous en même temps. Cette procédure de sélection sera 
présentée dans la section 5.5.2 ci-dessous.  
5.5.1.2.1 Mobilité syntaxique du SPrép. : insertion dans d’autres positions 
prédicatives 
En premier lieu, il est possible de tester si le SPrép. peut figurer ‘en bloc’ dans d’autres 
positions prédicatives. Nous avons déjà appliqué ce test supra (cf. 5.2.2), afin de mettre en 
évidence la différence entre la construction attributive et la construction indirecte. Le 
 
                                                     
247 Il s’ensuit également qu’on peut exclure l’emploi purement locatif de être / zijn, ce qui facilite leur utilisation 
dans les tests infra. 
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test sera également retenu dans la procédure de sélection définitive, cf. 5.5.2.3, sous une 
forme légèrement modifiée et précisée.  
Remarquons que ce test n’est pas seulement formel, il pourrait aussi avoir une certaine 
assise cognitive : si un locuteur lambda rencontre le SPrép. ailleurs dans le domaine 
attributif, p. ex. en tant que AS après être/zijn, il aura tendance à percevoir ce même SPrép. 
comme un attribut dans la combinaison (‘conventionnalisée’ ou non) avec un verbe semi-
copule donné (rappelons que la pronominalisation par le invariable n’est pas possible 
pour les semi-copules). On pourrait mettre cette hypothèse en rapport avec la citation 
suivante issue de la Grammaire critique du français : « Au lieu que la copule fasse l’attribut, 
c’est finalement l’attribut qui fera la copule » (Wilmet 2007, 518). Pour le problème qui 
nous occupe ici, il est plausible d’adapter la formule de la façon suivante : si le 
complément postverbal (prépositionnel) est ‘reconnu’ comme un attribut, par le biais de 
son apparition dans d’autres positions (incontestablement) prédicatives, on peut en 
déduire que le verbe (à statut attributif incertain) avec lequel le complément se combine, 
est employé comme un verbe attributif.  
Concrètement, prenons l’exemple de l’expression (assez conventionnalisée) tot rust 
komen (litt. ‘venir à repos’), où le SPrép. tot rust se combine avec komen248. L’analyse la plus 
évidente de tot rust komen est celle sur le mode du schéma indirect [komen tot + X] : tot een 
beslissing komen (litt. ‘venir à une décision’), tot een akkoord komen (litt. ‘venir à un accord’) 
etc. Ainsi, on observe également que la combinaison du SPrép. tot rust, comme entité 
autonome, avec zijn semble peu acceptable : 
(278) Hij {kwam/ ??was} tot rust. (exemple construit) 
Or, certains locuteurs utilisent quand même tot rust (dans le sens attributif ‘au repos’) 
après zijn249 : 
(279) Dan eerst modem insteken en een aantal minuten wachten totdat het ding helemaal 
opgestart en tot rust is. Dan de router insteken en [...] (Google)  
(280) Hij zei dat als Terry zijn darmen weer tot rust zijn dat ik dat dan ook kon proberen om 
toe te voegen aan zijn huidige dieet. (Google) 
Nous pouvons y ajouter deux exemples historiques, qui montrent que cette ‘innovation’ 
ne date pas d’hier : 
(281) Nog eene foltering wachtte gerrit. ‘Waarom won je nu niet reciteeren?’ vroeg zijn mama, 
toen alles tot rust was. (DBNL, 1871)  
 
                                                     
248 Notons que tot rust ne se combine guère avec les autres verbes de mouvement raken, gaan et vallen. 
249 Cf. aussi d’autres contextes comme : « Omgeven door pijnbomen voelt u zich helemaal tot rust » (Google). 
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(282) Die werking moet eerst voorbij en tot rust zijn, dan gaat de Kring bouwen voor het 
nieuwe leeven. (DBNL, 1914) 
Si l’usage de tot rust dans toutes sortes de positions prédicatives se répand dans la 
communauté des locuteurs, cela pourrait contribuer à la perception du SPrép. comme AS 
‘autonome’, même dans la combinaison avec komen. De cette façon, cela permet d’opérer 
la réanalyse suivante : 
[verbe komen + prép. fixe tot] + [complément rust]  → [verbe komen] + [AS prép. tot 
rust] 
Il reste à voir si on peut modéliser ce phénomène comme un ‘déplacement de frontières’ 
assez abrupt ou comme un changement (graduel) de l’orientation de l’association de la 
préposition. Vraisemblablement, un procédé similaire s’est déjà produit par le passé, par 
exemple pour l’expression teniet gaan, qui trouve probablement ses origines dans le 
schéma indirect [[verbe + tot] + niets] (litt. ‘aller à rien’), cf. aussi Los et al. 2012, 34. Dans 
ce cas, la réanalyse du SPrép. tot niets comme entité attributive autonome a également 
donné lieu à la formation d’un mot unique quasi adjectival250 (teniet), par univerbation, ce 
qui rend la réanalyse ‘visible’. Toutefois, notre hypothèse reste à confirmer dans une 
étude diachronique plus poussée. 
Ce qui nous semble le plus important ici pour identifier les SPrép. attributifs, c’est de 
tester différentes positions prédicatives, afin de ne pas se limiter à la seule position AS 
après les copules ‘par excellence’ être et zijn. Si on testait uniquement la combinaison du 
SPrép. avec être ou zijn, cela introduirait une certaine circularité dans la démarche. En 
effet, si tous les AS sont définis au préalable par rapport à être et à zijn, il est impossible 
d’identifier des AS qui se combinent uniquement avec les autres verbes attributifs. Ce 
faisant, être et zijn seraient par définition les copules dotées de l’ouverture la plus élevée de 
leur position AS dans le domaine attributif prépositionnel, qui couvriraient alors 
automatiquement tout le domaine attributif prépositionnel des autres verbes attributifs. 
Nous préférons, dans la mesure du possible251, commencer par une approche plus ouverte 
et moins aprioriste dans laquelle le(s) meilleur(s) représentant(s) de la catégorie (= le(s) 
prototype(s)) des verbes attributifs pourraient émerger de manière bottom-up, à partir de 
l’analyse empirique des données. De plus, si on ne définit pas a priori l’AS par rapport à 
 
                                                     
250 Par exemple, teniet apparaît dans la construction à AO [X teniet doen], à l’instar de [X kapot doen]. 
251 Evidemment, il est indéniable que être et zijn restent des outils importants : la description grammaticale 
traditionnelle n’a pas tort de les considérer comme les prototypes de la catégorie des verbes attributifs. Par 
contre, étant donné que même être et zijn ont des restrictions, on ne peut pas se limiter à ces deux cas. 
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être/zijn, on n’exclut pas encore d’avance la possibilité que les semi-copules puissent se 
révéler plus performantes que les copules prototypiques dans un secteur donné252. 
Pour donner un exemple du potentiel de certains autres verbes attributifs, nous 
pourrons citer quelques exemples dans lesquels être ou zijn sont parfois moins ‘naturels’. 
C’est le cas lorsqu’un état est nécessairement très limité dans la durée, comme par 
exemple in botsing, qui est (le plus souvent) ponctuel : 
(283) De wielrenners {kwamen / ?waren} in botsing. (exemple construit) 
En revanche, l’acceptabilité de la combinaison avec zijn s’améliore si on trouve le contexte 
approprié où un état prolongé ‘être en collision’ fait sens : 
(284) NGC 6745 is namelijk het resultaat van twee melkwegstelsels die pas honderden 
miljoenen jaren met elkaar in botsing zijn. (Google) 
De plus, notons que le SPrép. in botsing peut également apparaître dans la position d’AO, 
au sein de la construction à AO impliquant brengen253 : 
(285) Die beslissing is haast onvermijdelijk positief, maar ze zal hem -- even onvermijdelijk -- 
in botsing brengen met zijn eigen achterban en met een deel van zijn Europese partners. 
(Google) 
Quelles sont maintenant les positions attributives autres que l’AS après être/zijn qui 
sont utilisables pour tester le SPrép. ? Nous pouvons proposer les possibilités suivantes : 
1. la position AS après une autre copule ‘non contestée’ (blijken, schijnen, lijken, 
sembler, paraître, blijven, rester, demeurer) 
2. la position AO dans une construction à attribut de l’objet254, p. ex. l’AO en colère 
dans mettre quelqu’un en colère (exemple construit). 
 
                                                     
252 Cela vaut aussi pour l’AS non prépositionnel. Par exemple, en cas d’un AS adjectival ‘participial’, le néerlandais 
emploie nécessairement le schéma [semi-copule raken + AS adjectival ‘participial’] (p. ex. vervuild raken) pour 
exprimer un sens attributif de changement d’état, car [worden + participe passé] (p. ex. vervuild worden) exprime 
d’office un passif. Cf. la section 7.2.2 pour cet emploi de raken. En d’autres mots, dans ce domaine attributif 
spécifique, la semi-copule raken assouvit clairement un besoin fonctionnel qui ne peut pas être assouvi par le 
prototype de changement d’état worden. Nous estimons que, de façon semblable, nous ne pouvons pas non plus 
exclure qu’une semi-copule puisse également être plus performante dans un secteur spécifique que être / zijn. 
253 Notons que cette micro-construction à AO ne sera pas retenue pour la procédure de sélection. Or, il n’empêche 
que l’alternance avec brengen peut être un indice. 
254 Evidemment, il existe beaucoup de variation pour cette construction au niveau du slot verbal (dans le cas d’un 
AO prépositionnel). P. ex., en néerlandais, nous avons, entre autres :  
1. brengen, p. ex. : « China heeft de markt eerder in paniek gebracht met onverwachtse devaluaties. » 
(Google) 
2. krijgen, p. ex. : « Hij werkt een plan uit waarbij hij Peter en het bedrijf ten onder wil krijgen. » (Google) 
3. stellen, p. ex. : « Je eigen lijf in gevaar stellen om dat van een ander te redden. » (Google) 
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3. la position d’apposition, postposée à la tête255, p. ex. l’apposition in paniek dans 
la phrase Jan, totaal in paniek door de ontploffing, rende als een gek naar buiten 
(exemple construit).  
Nous évitons la position initiale de phrase, pour limiter les effets 
circonstanciels (cause, concession etc.) et pour exclure l’interférence avec 
d’autres constructions.  En position initiale de phrase, l’apposition pourrait plus 
facilement, par erreur d’analyse, se confondre avec un complément de phrase 
ou avec une dislocation (p. ex. : De cette histoire, il se souviendra longtemps. (Havu 
et Pierrard 2006)), ce qui risque de perturber le test s’il est mal appliqué (cf. 
l’annotation externe). 
Notons que l’apposition peut être ‘enrichie’ pour rendre l’énoncé plus 
acceptable. Par exemple, on peut ajouter des compléments adverbiaux ; nous 
excluons toutefois les small clauses (p. ex. Pierre, les mains dans les poches, […], 
Leeman 2000). 
Le test de l’apposition est un peu plus capricieux que les autres positions prédicatives, 
dans la mesure où le lien sémantique entre la tête et l’apposition est assez souple. Ainsi, 
le lien n’est pas nécessairement attributif, mais peut également être d’une autre nature. 
Voici un exemple où il y a plutôt un lien de possession / concession (‘malgré son 
expérience’) qui s’établit entre la tête et son apposition : 
(286) Pierre, avec toute son expérience, s’est quand même fait avoir. (exemple construit)  
(287) *Pierre est avec toute son expérience. (exemple construit) 
Cette dernière position prédicative est donc à utiliser avec précaution : elle est beaucoup 
plus permissive que les autres. 
Même si le test de la mobilité syntaxique du SPrép. se présente, en théorie, comme une 
stratégie efficace pour différencier les deux constructions, son application n’est pas 
toujours facile. La difficulté provient essentiellement du fait que le jugement 
d’acceptabilité de la phrase résultant du test de commutation [verbe → être/zijn], n’est 
pas dans tous les cas tranché. Nous donnons trois exemples pour illustrer cette 
problématique. Tout d’abord, parlons de [ten prooi vallen aan X ; litt. ‘tomber en proie à X’], 
p. ex. :   
 
                                                     
4. steken, p. ex. : « De 53-jarige man uit Bocholt die in juni zijn huis in brand stak, is vrijgesproken. » 
(Google) 
5. zetten, p. ex. : « Burgerprotest kan dingen in beweging zetten. » (Google) 
255 Cette tête correspond au sujet du verbe à tester dans l’exemple de corpus. 
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(288) Kortom, we moeten niet ten prooi < vallen > aan pessimisme, maar integendeel onze 
daadkracht mobiliseren onder de proefondervindelijke vaststelling dat: “Yes, we can!”. 
(SE) 
Ce type d’exemple a été exclu par l’annotateur externe en se basant sur ses intuitions de 
locuteur natif et cela en dépit des quelques exemples que l’on trouve sur le Web où le 
complément prépositionnel [ten prooi aan X] se combine avec une copule prototypique, 
zijn ou lijken256 : 
(289) ''De Staatsveiligheid is ten prooi aan een aanhoudende malaise'', zegt een personeelslid 
van de dienst. (De Standaard, Google) 
(290) Deborah lijkt ten prooi aan eenzelfde gelukzaligheid. (Google Books)  
D’autres cas limites ont bel et bien été inclus par l’annotateur externe dans notre 
échantillon définitif. Nous donnons deux exemples. D’abord, passer à l’attaque : 
(291) Le CSol-2 atteint le Nuage de Yolchor et < passe > à l'attaque contre le faux MARCO POLO. 
(SE) 
En effet, le SPrép. à l’attaque peut occasionnellement apparaître dans la combinaison avec 
être : 
(292) Les Blues sont à l'attaque d'entrée de seconde période. (Google)  
Du côté du néerlandais, nous pouvons citer in vervulling gaan, qui a survécu à 
l’annotation externe, en dépit du fait que le SPrép in vervulling semble peu commun dans 
d’autres positions prédicatives (cf. ?in vervulling zijn). Or, sur le Web, on trouve quelques 
exemples où in vervulling se combine avec la copule prototypique zijn, par exemple257 : 
(293) De duurzame droom van De Maarhoeve is in vervulling. (Google).  
En conclusion, le test de la ‘mobilité’ du SPrép. constitue parfois un véritable défi aux 
intuitions des annotateurs – qui risquent de varier d’un locuteur à un autre -, à tel point 
qu’un contrôle intersubjectif s’impose, faisant appel à deux évaluateurs, comme nous 
l’avons fait à l’aide d’une procédure d’annotation externe (cf. 5.5.2).   
 
 
 
                                                     
256 Remarquons que, d’un point de vue diachronique, [ten prooi aan X] se combine même avec worden, qui est 
pourtant assez rétif aux AS prépositionnels de nos jours, cf. : « Ben ik verplicht geweest om ook voor mij zelf 
tenminste zóoveel uit de desolatie te redden, dat ik, verre van mijne dierbaren, althans niet aan de ellende ten 
prooi zou worden, Godlof [...] » (Tooneelspelers, J. J. Cremer, 1880 ; DBNL). 
257 On pourrait encore ajouter l’exemple historique suivant : « Wat toch heeft de Conventie met de stichting van 
het Instituut bedoeld, welke bedoeling steeds in vervulling is gebleven ? » (27-10-1985, Algemeen Handelsblad, 
Corpus Delpher). 
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5.5.1.2.2 Type de pronominalisation du SPrép. 
Un deuxième test concerne le type de pronominalisation du SPrép qui convient, soit la 
pronominalisation par le/het/dat (cf. 5.5.1.2.2.1), soit la pronominalisation par un pronom 
adverbial (cf. 5.5.1.2.2.2).  
5.5.1.2.2.1 Pronominalisation du SPrép. par le/het/dat 
Dans cette section, nous abordons brièvement la possibilité de pronominalisation du 
SPrép. par le/het/dat. Comme ce type de pronominalisation est d’office impossible pour 
les semi-copules, ce test demande d’abord la substitution du verbe par une copule 
prototypique (cf. 5.5.1.2.1). Une fois ce cap franchi, on peut tester la possibilité de 
pronominalisation du SPrép. par le/het/dat. Cette procédure est exemplifiée dans (294) et 
(295) ci-dessous : 
(294) Ma voiture tombe en panne. (exemple construit) 
(295) Ma voiture est en panne et la sienne l’est aussi. (exemple construit)  
Compte tenu du fait que la proforme le/het/dat pourrait être considérée comme « le 
degré zéro de l'attributivité » (Lauwers 2009), la possibilité de pronominalisation du 
SPrép. par le/het/dat, en plus de la possibilité de remplacement du verbe par une copule 
prototypique, est une preuve supplémentaire (et plus définitive) du statut d’AS du SPrép. 
5.5.1.2.2.2 Pronominalisation du SPrép. par un pronom adverbial 
Ensuite, nous traitons la pronominalisation du SPrép par un pronom adverbial. Cette 
pronominalisation se fait de la manière suivante dans les deux langues, cf. le Tableau 9 
suivant :  
 
Tableau 9 Le test de la pronominalisation 
LANGUE PRONOMINALISATION 
français [dans + X] → dedans 
[sur + X] → dessus 
[sous + X] → dessous 
 
On pourrait éventuellement y ajouter la 
pronominalisation par y258. 
 
                                                     
258 La pronominalisation par y n’est souvent pas efficace, cf. par exemple pour la construction indirecte [tourner 
à + X] : Cela tourne à l’obsession. → *Cela y tourne (exemples construits). 
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Les autres prépositions françaises ne sont pas 
transformables, sauf parfois par le biais de [prép. + ça / 
cela]. 
 
néerlandais [prép. + X] → [waar / er / daar / hier + prép.]  
(p. ex. erin, hierbuiten etc.) 
 
Le résultat de cette transformation est un adverbe 
pronominal (voornaamwoordelijk bijwoord dans la 
tradition néerlandaise). 
 
 
Donnons-en quelques exemples. Le SPrép. dans la dépression (tomber dans la dépression) peut 
être pronominalisé par dedans : 
(296) c pas pour autant qu'on va guérir...la dépression est une maladie super complexe et on 
tombe facilement dedans ms pour s'en débarrasser après c'est une autre histoire... 
(Google) 
De même, le SPrép. binnen die categorie (vallen) peut être pronominalisé par daarbinnen : 
(297) Het technisch personeel valt binnen die catégorie, maar het onderwijzend personeel 
valt daar niet binnen. (exemple construit) 
Ce type de pronominalisation est caractéristique de la construction indirecte. En 
revanche, l’AS prépositionnel ne s’y prête pas. Pour preuve, voici les deux exemples 
suivants :  
(298) Il est dans l’erreur. → *Il est dedans. (exemples construits) 
(299) Hij raakte in paniek. → *Hij raakte erin. (exemples construits) 
De façon générale, l’applicabilité du test semble être plus grande en français qu’en 
néerlandais, car le nombre de prépositions françaises qui admettent la pronominalisation 
est limité par rapport au néerlandais.  
Remarquons que le test a parfois du mal à s’appliquer à cause de certains effets de 
conventionnalisation : 
(300) Het ongeval kwam in het nieuws. → ???Het ongeval kwam erin. (exemples construits) 
(301) Zijn vuile was kwam in de openbaarheid. → ???Zijn vuile was kwam erin. (exemples 
construits) 
(302) Hij raakte in de criminaliteit. → ???Hij raakte erin. (exemples construits) 
Il y a donc d’autres facteurs qui peuvent intervenir et empêcher la pronominalisation (cf. 
aussi la section 5.5.1.2.4 à propos de la conventionnalisation du SPrép.). 
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En dernier lieu, mentionnons encore un test très similaire au test de 
pronominalisation, à savoir le test de la relativisation. Dans ce cas, le régime nominal de 
la préposition devient l’antécédent d’une sous-phrase relative, introduite par un pronom 
relatif composé du type [prép. + lequel / waar + prép.]. Voici quelques exemples de cas 
‘relativisés’ : 
(303) In 1990 deed Styron nog een keer van zich spreken, met het non-fictieboek Darkness 
Visible, over de depressie waarin hij raakte toen hij […]. (Google) 
(304) De vrije val waarin de economie het afgelopen jaar is geraakt, is zo’n beetje het enige 
waar de Amerikanen zich nog druk om maken. (SE, exemple externe à notre échantillon) 
(305) Vous êtes-vous trouvé dans la situation dans laquelle tant d'autres sont tombés ? (SE, 
exemple externe à notre échantillon) 
(306) Une passion dans laquelle on est généralement tombé(e)s assez jeune. (SE, exemple 
externe à notre échantillon) 
De nouveau, la possibilité de relativisation peut constituer un indice en faveur d’une 
analyse comme construction indirecte. Evidemment, ce test implique le plus souvent un 
changement de déterminant par rapport au SPrép. pour rendre la relative acceptable (p. 
ex. in een impasse → de impasse waarin […]). De ce point de vue, le test de la 
pronominalisation est préférable, dans la mesure où il évite cette manipulation 
supplémentaire. 
5.5.1.2.3 Possibilité de reprise anaphorique du régime au sein du SPrép. 
La reprise anaphorique de l’AS est déjà bien établie dans la littérature (cf. Lauwers 2009) 
comme un test de la référentialité de l’AS. En cas d’un véritable AS (nominal), qui est censé 
être non référentiel, la reprise anaphorique n’est pas possible (Declerck 1988, 56‑59) :  
(307) Pierre est un excellent médecinx. *Celui-cix nous aide toujours. (exemple construit) 
On peut adapter ce test pour tester plus spécifiquement la possibilité de reprise 
anaphorique (par un pronom démonstratif ou personnel259) du SN régime au sein du 
SPrép. Si la reprise est possible, le SN est toujours référentiel, ce qui est en même temps 
un argument pour une analyse en termes de COI. 
Nous pouvons illustrer ce test à l’aide du SPrép. aan de drugs, pour lequel la reprise 
anaphorique est tantôt possible, tantôt impossible, en fonction du sens concret ou non, 
du nom drugs (‘drogue’). Si le nom drugs est référentiel (des substances que l’on peut 
 
                                                     
259 En cas d’une reprise par le biais d’un déterminant démonstratif suivi du nom (cf. cette colère dans l’exemple 
infra), la contrainte est sans doute moins sévère, cf. par exemple :  « Mais elle reste en colère, et cette colère 
permanente revient à rester dans le scénario conflictuel qui nous a uni à nos parents... » (Google). 
 165 
 
toucher), comme dans l’exemple suivant, la reprise anaphorique est possible et l’exemple 
est une instanciation de la construction indirecte [zitten aan + X] : 
(308) Kijk, hij zit weer aan de drugs (die we voor hem verborgen hadden) x… Steek zeX snel 
achter slot en grendel voordat hij compleet stoned is. (exemple construit) 
Or, si le SPrép. aan de drugs indique un état (‘être accro à la drogue’), le nom drugs n’est 
plus référentiel et, de ce fait, la reprise anaphorique n’est plus possible :  
(309) Sinds vorig jaar zit hij opnieuw aan de drugsx, nadat hij vijf jaar clean was geweest. 
*Steek zeX snel achter slot en grendel voordat hij compleet stoned is. (exemple construit) 
On peut en conclure que le SPrép. aan de drugs fonctionne ici plutôt comme un attribut : 
[semi-copule zitten + AS prépositionnel aan de drugs]. 
5.5.1.2.4 Degré de conventionnalisation du SPrép. 
Nous pouvons formuler l’hypothèse selon laquelle le degré de conventionnalisation du 
SPrép. influe sur son comportement syntaxique externe : plus le SPrép. exprimant un état 
est conventionnalisé, plus il se comportera comme un bloc susceptible d’être réinterprété 
comme un tout adjectival260, ce qui lui ouvrira l’accès aux différentes positions 
prédicatives (cf. aussi 5.5.1.2.1 ci-dessus). Ainsi, conventionnalisation et ‘mobilité 
syntaxique’ seraient liées. 
En clair, la conventionnalisation du SPrép. n’est pas une condition nécessaire pour qu’il 
puisse être reconnu comme un attribut. Pensons par exemple au schéma productif [en + 
X] en français, comme dans en souffrance, en difficulté, en dépression etc. : le SPrép. introduit 
par en s’insère en général facilement dans les différentes positions prédicatives, 
indépendamment du degré de conventionnalisation du SPrép. 
En même temps, la conventionnalisation du SPrép. peut certainement jouer un rôle 
facilitateur dans la reconnaissance du SPrép. comme attribut. Pour preuve, voici une série 
de SPrép. néerlandais qui présentent une alternance entre la combinaison [in + SN], avec 
déterminant, et la combinaison (plus) figée [in + nom], où la détermination est absente : 
in (een) coma, in (een) crisis, in (een) conflict met X, in (een) transe, in (een) isolement etc.261 Les 
deux schémas entrent en alternance après les semi-copules : 
 
                                                     
260 La littérature cognitive parlerait également d’un chunk. Cela s’aperçoit également par le biais de la possibilité 
de modification du SPrép. entier par un adverbe de degré (p. ex. très en colère), si le SPrép. est gradable, ou, 
éventuellement, par le biais de la possibilité de commutation avec un adjectif sémantiquement proche (p. ex. Il 
est au désespoir. ~ Il est désespéré.). 
261 Remarquons qu’on n’observe pas la même chose pour la contrepartie [uit + X], uit étant le contraire de in, qui 
ne connaît en général pas la variante sans déterminant (nous faisons abstraction des cas qui n’entrent pas dans 
l’alternance [avec/sans déterminant], comme uit vorm ou uit de mode). [Uit + X] a sans doute plus de mal à 
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(310) De welvaartsstaat raakte in een crisis. (exemple construit) 
(311) De welvaartsstaat raakte in crisis. (exemple construit) 
Ajoutons que la variante plus figée, sans déterminant, n’est pas disponible pour tous 
les SPrép. néerlandais introduits par in, par exemple : in een depressie vs ??in depressie, in 
een stroomversnelling vs ??in stroomversnelling. Il s’avère que le SPrép. plus figé, sans 
déterminant, se combine souvent plus facilement avec la copule prototypique zijn que le 
SPrép. avec déterminant, qui préfère l’alternative plus locative zitten, comme on peut 
l’observer à l’aide des exemples suivants : 
(312) De welvaartsstaat {is / ?zit} in crisis. (exemple construit) 
(313) De welvaartsstaat {?is / zit} in een crisis. (exemple construit) 
(314) Alles {?is / zit} in een stroomversnelling. (exemple construit) 
(315) Hij {?is / zit} in een depressie. (exemple construit) 
Evidemment, le déterminant permet encore un ancrage référentiel, ce qui explique son 
statut d’attribut moins affirmé262. De cette façon, une conventionnalisation plus avancée 
du SPrép., caractérisé par des signes de figement comme l’absence du déterminant, 
provoquant une coalescence plus étroite entre la préposition et le nom qui suit, peut 
corréler avec le statut d’attribut du SPrép. (mesuré ici en fonction de la compatibilité du 
SPrép. avec une copule prototypique).   
La conventionnalisation du SPrép. s’aperçoit entre autres à travers (Gross 1996) : 
(1) l’absence de possibilité de commutation du nom en position de régime avec un 
autre nom sémantiquement apparenté 
(2) l’absence de possibilité de modification du nom en position de régime 
(3) la fixité du déterminant indéfini ou défini, s’il y en a un, qui ne commute pas 
avec d’autres types de déterminants (p. ex. le déterminant démonstratif) 
(4) l’absence de possibilité de commutation de la préposition avec une autre 
préposition  
En cas de conventionnalisation, la cohérence interne du SPrép. se voit consolidée, ce qui 
fait qu’il tend plus vers un attribut dans la combinaison avec un verbe attributif. Par 
contre, si ces caractéristiques ne sont pas présentes, le SPrép. a plus de chances de faire 
partie d’une construction indirecte.  
 
                                                     
fonctionner comme un état durable lexicalisé, étant donné que uit indique le plus souvent la fin ponctuelle d’un 
état d’où on sort, ce qui a moins de pertinence dans la durée (par exemple ??uit crisis zijn, ??uit isolement zijn). 
Notons toutefois que ce n’est tout de même pas tout à fait impossible de trouver des contre-exemples sur le 
Web, par exemple : « Bekend is dat Schumacher zelfstandig kan ademen, dat hij uit coma is en […] » (Google). 
262 Un SPrép. sans déterminant implique le plus souvent un degré d’attributivité plus élevé. La présence d’un 
déterminant implique souvent un degré de référentialité plus élevé, ce qui rend toutes sortes de modifications 
et d’ajouts possibles, à moins que le déterminant soit figé, non référentiel. 
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Par rapport à la première caractéristique, on notera que la commutation avec un nom 
sémantiquement proche n’est pas possible pour le nom désespoir au sein de l’attribut 
prépositionnel au désespoir dans l’exemple suivant : 
(316) Luc est au désespoir. (Danlos 1981, 56) 
(317) *Luc est à {le découragement / la désolation / le mécontentement}. (Danlos 1981, 56) 
Par contre, cela ne pose aucun problème pour la construction indirecte [tomber dans + X], 
où le complément X constitue un paradigme beaucoup plus étendu par rapport à ce qu’on 
trouve généralement pour le nom régime au sein d’un AS prépositionnel. Par exemple : 
(318) Et il montre par bravade les fausses lettres à Tircis qui, après avoir essayé en vain de le 
provoquer en duel, tombe dans le désespoir et se retire chez un ami, […]. (Google) 
(319) Il ne faut donc pas tellement s'occuper de ses défauts, que sous prétexte d'éviter la 
présomption, on tombe dans le découragement et dans le trouble. (Google) 
Ensuite, la deuxième caractéristique du SPrép. conventionnalisé, à savoir l’absence de 
possibilité de modification du nom en position de régime, peut être illustrée par le biais 
de l’exemple suivant. Dans la combinaison avec être, le nom erreur au sein du SPrép. 
conventionnalisé dans l’erreur est difficilement modifiable : 
(320) Il est dans l’erreur. (exemple construit) 
(321) *Il est dans beaucoup d’erreurs. (exemple construit) 
En revanche, la modification du nom erreur est tout à fait admise pour tomber dans l’erreur, 
ce qui plaide plutôt en faveur d’une analyse comme construction indirecte (tomber dans + 
X) :  
(322) […] mais ils sont tombés dans beaucoup d'erreurs, que l'heureuse industrie des 
modernes a rectifiées. » (SE, exemple externe à notre échantillon) 
(323) Et nous risquons même de tomber dans l'erreur des foules qui suivaient Jésus sans bien 
saisir le sens des signes. (SE, exemple externe à notre échantillon) 
Enfin, la troisième caractéristique du SPrép. conventionnalisé, c’est-à-dire la fixité du 
déterminant indéfini ou défini, est observable dans l’exemple suivant, où l’article défini 
au sein du SPrép. conventionnalisé in de mode n’est pas remplaçable par un déterminant 
démonstratif, par exemple : 
(324) Hemden met korte mouwen waren in de mode. (exemple construit) 
(325) *Hemden met korte mouwen waren in die mode. (exemple construit) 
Dans d’autres cas, le déterminant au sein du SPrép. peut bel et bien encore commuter avec 
un autre type de déterminant, comme on l’observe pour le SPrép. in de problemen dans 
l’exemple suivant : 
(326) Het land raakte in de problemen. (exemple construit) 
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(327) […], hoe Griekenland om te beginnen in die problemen geraakt was, en hoe het […]. 
(Google) 
De nouveau, cela constitue un argument possible pour proposer une analyse de type 
construction indirecte [raken in + X].   
En ce qui concerne la quatrième caractéristique, on constate que le français autorise 
dans certains cas263 une alternance systématique [dans / en] au niveau de la préposition, 
par exemple pour tomber {dans / en} esclavage : 
(328) […] cela signifie que rester dans le pays est semblable à la vie car l'exil ou l'expulsion 
peut s'avérer comme la mort (tomber en esclavage, être pillé, ou torturé). (SE, exemple 
externe à notre échantillon) 
(329) Le prix de la liberté ceux qui acceptent de travailler illégalement et qui finissent souvent 
par tomber dans l'esclavage. (Google) 
Ce type d’alternance n’est pas possible pour les SPrép. conventionnalisés, par exemple 
tomber en panne vs *tomber dans la panne. Dans ce cas, le SPrép. peut en général apparaître 
plus facilement dans des positions prédicatives, cf. être en panne. Pour ?être dans l’esclavage 
et ?être en esclavage, les avis risquent de diverger plus264. 
Il convient de signaler que l’alternance des prépositions semble se situer plutôt sur le 
plan interne du SPrép. En effet, on constate que l’alternance se produit aussi dans d’autres 
contextes, indépendamment du verbe du contexte originel, ce qui semble suggérer que 
c’est une affaire interne au SPrép. Pensons par exemple à l’opposition tomber dans le coma 
vs tomber en coma, pour laquelle on trouve la même alternance au sein de l’attribut 
prépositionnel après sembler265 : il semble dans le coma vs il semble en coma. En outre, il se 
peut que l’alternance aille de pair avec des nuances sémantiques ayant un impact sur 
l’analyse attributive ou (quasi) spatiale, cf. être en prison vs être dans la prison (= plus locatif). 
En somme, un degré de conventionnalisation élevé du SPrép. fait en sorte que le SPrép. 
se démarque plus facilement comme ‘unité’ par rapport à la semi-copule, ce qui va à 
l’encontre d’une analyse comme construction indirecte, où la préposition s’associe au 
verbe, et favorise une analyse attributive [verbe + AS prépositionnel].     
 
 
                                                     
263 Il y a des restrictions, qui seraient motivées sémantiquement, cf. Leeman 2013.  
264 En général, la préposition en se prête plus à la position prédicative. Or, cela n’est pas toujours le cas, cf. par 
exemple être dans l’erreur. 
265 Notons aussi que les deux environnements de la préposition en/dans, après tomber et après être, semblent 
présenter des parallélismes étonnants. Ainsi, on peut opposer être dans l’erreur et être en erreur de la même façon 
qu’on peut opposer tomber dans l’erreur et tomber en erreur : dans l’erreur s’utilise dans les deux cas pour quelqu’un 
qui commet une faute, alors que le SPrép. en erreur s’utilise surtout dans un contexte informatique, par exemple : 
« En étudiant le problème on s'apperçoit que le script d'init lance un “start-stop-daemon –test” qui tombe en 
erreur » (Google). Cela semble confirmer que le choix de la préposition est une affaire interne au SPrép. 
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5.5.1.2.5 Stratégies pour mettre en évidence la localisation métaphorique 
Dans le cas d’une construction indirecte où, par voie de métaphorisation, le sujet ‘se 
déplace’ dans un état, qui est conceptualisé comme une localisation (cf. aussi 1.3), il est 
parfois possible de mieux faire ressortir la métaphore spatiale en remplaçant le verbe de 
mouvement plus ‘général’, qui s’utilise également comme semi-copule, par un verbe de 
mouvement plus ‘expressif’, qui, lui, n’a pas d’emploi attributif. Ceci pourrait constituer 
une raison pour exclure le SPrép. en question, mais ce test n’a pas été repris pour la 
procédure de sélection définitive (cf. 5.5.2).  
Ainsi, dans les deux exemples suivants, le verbe de mouvement plus ‘général’ raken est 
remplacé par des alternatives plus expressives : 
(330) Hij raakte in een depressie. (exemple construit)266 
(331) Hij {sukkelde / zonk weg / gleed af / verzandde} in een depressie. (exemple construit) 
La même substitution ne fonctionne pas si raken se combine avec un AS prépositionnel 
conventionnalisé, comme pour les exemples suivants : 
(332) Ze raakte in paniek. (exemple construit) 
(333) *Ze {sukkelde / zonk weg / gleed af / verzandde} in paniek. (exemple construit) 
Une deuxième possibilité pour détecter la métaphore spatiale qui caractérise la 
construction indirecte est d’ajouter, en néerlandais, l’adverbe terecht, qui marque le plus 
souvent une localisation concrète, comme dans l’exemple suivant : 
(334) De vier jongens kwamen in het meer terecht. (Google) 
L’ajout de terecht est toutefois également possible si le SPrép. n’indique pas une 
localisation concrète, mais une localisation ‘abstraite’, dans un état, ce qui montre que la 
conceptualisation de l’état est, à la base, locative : 
(335) Volgens de cognitieve therapieën komen mensen in de problemen terecht omdat ze 
slecht aangepaste overtuigingen hebben. (Google Books) 
De nouveau, la manipulation n’est pas possible si le SPrép. est un attribut prépositionnel 
conventionnalisé, comme dans l’exemple suivant : 
(336) Deze techniek komt opnieuw in zwang *{terecht}. 
 
                                                     
266 Remarquons que le SPrép. in een depressie se combine difficilement avec zijn : ??Hij is in een depressie (exemple 
construit). 
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Or, la frontière entre la métaphore spatiale de la construction indirecte et 
l’attributivité à proprement parler n’est pas toujours si étanche. En guise d’illustration, 
prenons en considération l’exemple suivant267 :   
(337) Hij is in moeilijkheden en zij is dat ook. (exemple construit) 
Etant donné que le SPrép. in moeilijkheden (‘en difficulté’) peut sans problèmes se 
combiner avec la copule prototypique zijn et, de plus, être pronominalisé par het/dat, on 
peut en conclure que ce SPrép. peut très bien fonctionner comme un attribut. Or, il 
n’empêche que ce SPrép. se combine également avec le verbe de localisation zich bevinden 
(‘se trouver’), qui n’a en principe pas d’emploi attributif en néerlandais268 : 
(338) Hij bevindt zich in moeilijkheden. (exemple construit) 
En somme, même pour certains attributs prépositionnels ‘avérés’, il s’avère qu’ils sont 
toujours susceptibles de se combiner avec un verbe de localisation, ce qui fait ressurgir la 
métaphore spatiale avec plus de netteté. En d’autres mots, le même SPrép. peut basculer 
plutôt du côté locatif métaphorique ou plutôt du côté attributif, en fonction du contexte. 
On comprend que la délimitation du domaine attributif dans le secteur prépositionnel 
n’est pas aisée. 
5.5.2 Procédure de sélection appliquée aux données 
Les tests pour dissocier la construction à AS prépositionnel de la construction indirecte 
ayant été présentés, il reste à exposer lesquels sont retenus dans la procédure de sélection 
que nous avons appliquée à nos données et la façon dont nous les avons combinés. Etant 
donné que cette procédure de sélection s’applique à tous les exemples contenant un 
complément postverbal prépositionnel, elle vise à exclure non seulement la construction 
indirecte, mais aussi les compléments facultatifs, les compléments locatifs et les 
compléments temporels et quantitatifs. En somme, par rapport à la section 5.5.1 
précédente, qui est spécifiquement axée sur la construction indirecte, nous adoptons 
maintenant une vue plus englobante sur le champ des compléments postverbaux 
prépositionnels. 
Dans le cadre ci-dessous, nous présentons brièvement les étapes de la procédure, qui 
se succèdent dans un ordre particulier. Les étapes 2-4 seront ensuite commentées de 
façon plus détaillée dans la suite du texte. 
 
                                                     
267 Vu que se trouver a un emploi attributif [se trouver + AS adjectival] en français, on ne peut pas mener une 
démonstration analogue au néerlandais pour se trouver en difficulté. 
268 En clair, zich bevinden n’est pas combinable avec tous les attributs prépositionnels, cf. *zich in paniek bevinden. 
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1) exclusion des exemples où le complément du verbe est facultatif, suppressible269 
2) exclusion des emplois spatiaux (au sens concret, locatif), à l’aide de tests de 
pronominalisation 
3) exclusion des emplois adverbiaux non locatifs (complément temporel, 
complément quantitatif etc.) 
4) exclusion de la construction indirecte, à l’aide de tests de pronominalisation et 
d’un test qui examine la possibilité d’insertion du SPrép. dans d’autres positions 
prédicatives, ce que nous avons appelé ci-dessus la mobilité syntaxique du SPrép.270, 
cf. 5.5.1.2.1. 
 
Si l’exemple à complément prépositionnel en question a survécu à ces étapes d’exclusion 
successives, il est inclus dans l’échantillon définitif.  
Rappelons que, pour l’application de cette procédure de sélection, nous avons 
également fait appel à l’avis d’annotateurs externes. Leur contribution sera expliquée 
dans la section 5.5.3. Nous renvoyons également aux annexes, où le lecteur peut consulter 
les documents qui ont guidé le processus de sélection des annotateurs externes français 
et néerlandais : ces documents offrent également une bonne synthèse de la procédure de 
sélection dans le domaine prépositionnel. 
Parcourons maintenant les étapes 2-4 dans, respectivement, les sections 5.5.2.1, 5.5.2.2 
et 5.5.2.3. 
5.5.2.1 Exclusion des compléments locatifs 
Dans un premier temps, les compléments purement locatifs sont mis à l’écart. Afin 
d’identifier les emplois locatifs, le SPrép. est pronominalisé par un des éléments du 
paradigme locatif suivant, toujours dans le contexte originel de l’exemple271 : 
1) {(préposition +) où / waar}, y, {er / daar / hier} 
2) [{waar / er / daar / hier} + prép.] (voornaamwoordelijke bijwoorden) 
3) {dedans, dessous, dessus} 
Si la phrase qui résulte du test de pronominalisation est acceptable, l’exemple en question 
est écarté.  
 
                                                     
269 L’AS est, dans la combinaison avec un verbe attributif, une fonction essentielle. S’il y a deux co-compléments 
dont un des deux est toujours suppressible et dont au moins un des deux est locatif/spatial, l’exemple en 
question est à supprimer, cf. Hij ging weg naar Parijs. 
270 En clair, nous adoptons ici une définition restreinte de la mobilité syntaxique, en nous limitant aux positions 
prédicatives. 
271 Remarquons que les adjectifs qui impliquent une localisation (cf. p.ex. être loin de, demeurer face à l’est etc.) 
sont inclus. 
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Comme nous l’avons déjà signalé dans la section 5.5.1.2.2.2, rappelons que les parties 
(2) et (3) du test sont également utiles pour récuser les exemples instanciant une 
construction indirecte. Pour preuve, voici la citation suivante issue de Broekhuis 2004, 
qui indique que, pour le néerlandais, les compléments à préposition fixe 
(voorzetselvoorwerpen) peuvent se faire remplacer par des adverbes pronominaux 
(voornaamwoordelijke bijwoorden), même s’il faut reconnaître que ce critère en soi n’est pas 
suffisant pour délimiter la fonction du voorzetselvoorwerp : 
[…] Dat het inderdaad het verlies van het voorzetsel is dat tot problemen leidt in 
het geval van een voorzetselvoorwerp is duidelijk uit het in (14) geïllustreerde feit 
dat het voorzetselvoorwerp wel vervangen kan worden door een 
voornaamwoordelijk bijwoord.  
(14)  a Jan wacht daarop. 
b Jan ijvert daarvoor. 
De mogelijkheid van vervanging van de PP door een voornaamwoordelijk bijwoord 
is natuurlijk niet voldoende om te concluderen dat we te maken hebben met een 
voorzetselvoorwerp, omdat voornaamwoordelijke bijwoorden ook gebruikt 
kunnen worden als bijwoordelijke bepaling272. (Broekhuis 2004, 103‑4) 
En somme, les parties (2) et (3) du test servent donc à exclure à la fois les compléments 
locatifs concrets et les compléments indirects, à préposition (plus ou moins) fixe. 
Rappelons que, pour notre ensemble de verbes spatiaux (métaphoriques), même ces 
derniers ont toujours un rapport avec la sphère adverbiale et ne peuvent donc pas être 
assimilés au voorzetselvoorwerp au sens propre. En soi, la distinction n’est pas importante 
ici, car les deux sont à éliminer de nos données. 
5.5.2.2 Exclusion de compléments temporels et quantitatifs 
Ensuite, nous excluons également certains cas adverbiaux (non locatifs), comme :  
 
1) Les compléments temporels: (préposition +) quand / (préposition +) wanneer 
Ainsi, l’exemple suivant est exclu :  
(339) De Dag van de Leerkracht < valt > in de Nationale Onderwijsweek en is bedoeld als een 
feestdag voor alle leraren in Nederland. (SE, exemple externe à notre échantillon) 
2) Les compléments quantitatifs : (préposition +) combien / (préposition +) hoeveel  
De cette façon, nous écartons des exemples comme : 
(340) […] le taux de cotisation […] < passant > à 1,98 $. (SE, exemple externe à notre échantillon) 
 
                                                     
272 Etant donné que nous voulons également écarter les adverbiaux, cela n’est pas problématique dans notre cas. 
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3) autre 
P. ex. :  
(341) Het komt zover. → Tot hoever komt het ? / Hoever komt het ? 
A cela s’ajoutent aussi les quelques tests déjà mentionnés sous 5.2.3, qui traite de la 
construction adverbiale (non locative). 
5.5.2.3 Exclusion de la construction indirecte : insertion du SPrép. dans d’autres 
positions prédicatives (version limitée) 
Enfin, nous nous occupons de l’étape 4, qui vise (principalement) à exclure les 
instanciations de la construction indirecte (cf. 5.2.2 et 5.5.1.1). Dans la section 5.5.2.1 ci-
dessus, nous avons déjà discuté les tests de pronominalisation qui y contribuent : nous ne 
les répétons pas ici.  
Ensuite, nous présentons le deuxième test de l’étape 4, à savoir le test de la mobilité 
syntaxique du SPrép., qui examine la possibilité d’insertion du SPrép. dans d’autres 
positions prédicatives, comme nous l’avons déjà décrit sous 5.5.1.2.1. Notons que ce test 
doit nécessairement suivre les tests qui visent à exclure les exemples à complément 
prépositionnel locatif (au sens concret, spatial), cf. 5.5.2.1. Etant donné que certains 
contextes prédicatifs utilisés dans le test, comme la position après les copules 
prototypiques zijn, être etc., acceptent également les compléments locatifs, de par l’emploi 
locatif de ces copules (cf. Pierre est à Paris.), le test de la mobilité syntaxique n’est pas en 
mesure d’écarter les compléments locatifs. Les locatifs seraient donc indûment inclus si 
on applique ce test en premier, car un résultat jugé acceptable mène à l’inclusion de 
l’exemple en question. Il faut donc nécessairement les exclure dans une étape précédente, 
comme nous l’avons fait. 
Il importe de clarifier que le test de la mobilité syntaxique du SPrép. appliqué dans la 
procédure de sélection diffère légèrement du test proposé dans 5.5.1.2.1 ci-dessus, dans 
la mesure où le nombre de contextes prédicatifs à tester est moins grand. En effet, dans 
la procédure de sélection, nous nous limitons aux contextes prédicatifs impliquant des 
verbes qui n’imposent pas de préposition fixe à leur complément. Par exemple, nous ne 
prenons pas en considération la construction à AO impliquant brengen (cf. iets in beweging 
brengen), car brengen dispose, tout comme nos semi-copules, d’un emploi spatial, qui, à un 
niveau métaphorique, sélectionne une préposition quasi fixe : [brengen in + X]. En d’autres 
mots, nous essayons donc d’éviter au maximum273 le piège de la circularité qui consiste à 
avoir recours, pour nos diagnostics de sélection, à des verbes qui présentent les mêmes 
 
                                                     
273 Evidemment, on ne peut pas l’éviter à 100 % (cf. par exemple les verbes de position néerlandais, discutés 
infra), si on veut également tester un nombre de contextes prédicatifs maximal. Ces deux motivations sont donc 
susceptibles d’entrer en conflit. 
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‘ambiguïtés prépositionnelles’ que les semi-copules issues de verbes de mouvement que 
nous étudions ici. 
A cela s’ajoute qu’il nous a paru plus sain de limiter quelque peu la ‘charge mentale’ 
imposée à l’annotateur, qui devait opérer tous ces tests pour un nombre d’exemples très 
élevé, afin de limiter les erreurs. Le taux de recouvrement assez bas entre les annotateurs 
externes montre d’ailleurs toute la complexité de la tâche (5.5.3.1). 
Concrètement, nous nous limitons aux contextes prédicatifs suivants, qui sont testés 
dans l’ordre indiqué :  
1. après la copule ‘par excellence’ être / zijn 
2. après une autre copule ‘non contestée’ (sembler, paraître, demeurer, rester, 
blijken, lijken, schijnen, blijven) 
3. après les verbes de position néerlandais : les semi-copules zitten, staan, 
liggen 
4. dans la construction à AO : mettre, avoir, prendre, garder, hebben, houden, 
nemen274 
5. l’apposition postposée à la tête (pour plus de détails, cf. 5.5.1.2.1)275 
Dès qu’un contexte donne lieu à un résultat jugé acceptable, l’exemple est inclus. Il n’est 
donc pas forcément nécessaire de parcourir tous les contextes pour chaque exemple. 
Nous prenons donc en considération des contextes prédicatifs autres que être/zijn, 
dans le but de ne pas définir, a priori, l’AS (prépositionnel) uniquement par rapport à être. 
En effet, si on évaluait uniquement les exemples à complément prépositionnel en 
fonction de la possibilité de commutation du verbe avec les copules prototypiques être et 
zijn, cela voudrait dire que la situation où une semi-copule se combinerait avec un AS qui 
est incompatible avec être/zijn, serait a priori impossible, en vertu de la procédure de 
sélection utilisée. Certes, être/zijn restera une pierre de touche importante, mais son 
impact – a priori - est donc quelque peu relativisé. 
Notons encore que, vu que les copules prototypiques (être, zijn etc.) sont proposées 
comme contexte prédicatif à vérifier, ce serait circulaire de soumettre au test les 
exemples à complément prépositionnel contenant une copule prototypique. Ainsi, le test 
de la mobilité syntaxique du SPrép. ne peut pas s’appliquer aux exemples à complément 
prépositionnel comportant une copule prototypique. 
Secondement, il convient de mentionner que nous avons inclus dans la procédure de 
sélection les verbes de position néerlandais zitten, staan, liggen, qui ont également un 
emploi comme semi-copule (cf. 2.1). L’inclusion de ces verbes dans notre procédure 
déroge donc à notre règle générale de ne pas employer des verbes comme diagnostics qui 
 
                                                     
274 Nous faisons ici abstraction des verbes qui ne sont guère compatibles avec l’AO prépositionnel, cf. par 
exemple maken en néerlandais. 
275 Remarquons que les annotateurs externes n’ont guère admis des exemples grâce à l’apposition. L’influence 
de cette étape (sans doute assez permissive) est donc réduite.  
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sont potentiellement concernés par la ‘problématique prépositionnelle’. La raison pour 
laquelle nous les avons quand même pris en compte pour la procédure de sélection est 
que le champ d’application de zijn est plus restreint que celui d’ être par le fait que zijn 
doive entrer en compétition avec les verbes de position, tandis qu’en français, être règne 
seul en l’absence de verbes de position semi-copulatifs français. Si être s’avérait plus 
permissif que zijn, cela créerait un déséquilibre au niveau des diagnostics de la procédure 
de sélection. Afin d’ajuster pour cette asymétrie contrastive, nous avons donc décidé 
d’inclure zitten, staan, liggen comme ‘contextes prédicatifs à tester’. 
Maintenant que nous avons présenté en détail les contextes prédicatifs à tester, il reste 
à expliciter le but du test. En fait, trois facteurs sont en jeu : 
(1) Le test vérifie si la préposition est interne au SPrép, non sélectionnée par le 
verbe du contexte originel. 
En d’autres mots, le test a pour vocation de dissocier le SPrép. du verbe 
(dans le contexte originel) et de le placer dans un îlot attributif, où la 
préposition est déconnectée du pouvoir recteur du verbe originel. Si la phrase 
résultante de cette opération est acceptable, on peut en déduire que, 
vraisemblablement, le SPrép. forme bloc, c’est-à-dire l’association entre la 
préposition et son régime est plus forte que celle entre la préposition et le 
verbe (du contexte originel)276. Corollairement, la préposition n’est pas ‘fixe’, 
imposée par le verbe. Toutefois, rappelons que nous restons tout de même 
dans le secteur du spatial métaphorique (= ‘adverbial’) : même si le SPrép. de 
certains schémas indirects ressemble très fort à un COI, on ne peut pas 
concevoir la ‘fixité’ de la préposition ici de la même façon qu’on a l’habitude 
de le faire pour le COI prototypique, cf. 5.2.2. 
(2) Le test examine, de façon générique, l’attributivité (à la fois AS, AO et 
apposition) du SPrép. 
Etant donné que ce sont plus particulièrement les positions prédicatives qui 
sont testées dans ce test, on teste également l’attributivité du SPrép., c’est-à-
dire l’aptitude du SPrép. à fonctionner en bloc dans une position attributive. 
Néanmoins, ce test n’est pas un test pour prouver le statut d’AS au sens 
strict du terme. Pour cela, il aurait fallu, par exemple, enchaîner avec un test 
qui vérifie pour la combinaison [copule incontestée + SPrép.] la possibilité de 
pronominalisation du SPrép. par le/het/dat, ce que nous n’avons pas fait. Or, 
nous avons préféré mener une politique d’inclusion maximale, afin de ratisser 
au plus large. En outre, il se peut que la possibilité de pronominalisation de 
l’attribut prépositionnel par le/het/dat soit soumise à des contraintes 
 
                                                     
276 Précisons que la phrase résultante doit conserver (au moins) le même sujet que celui que nous trouvons dans 
l’exemple originel. 
 176 
supplémentaires par rapport à l’attribut adjectival, des contraintes qui n’ont 
peut-être rien à voir avec le statut d’AS du SPrép. en question, cf. par exemple 
Danlos 1980, 61. 
(3) Corollairement, le test vérifie aussi le degré de conventionnalisation de la 
combinaison [semi-copule + AS prépositionnel]. 
Même si ce n’est pas la raison pour laquelle nous utilisons le test, il convient 
de reconnaître qu’il est sensible à des effets de conventionnalisation. Si la 
phrase qui résulte du test est seulement ‘marginalement possible’ ou si 
seulement un contexte prédicatif parmi tous les contextes à tester donne lieu 
à un résultat acceptable, il est possible que le SPrép., quoique attributif, fasse 
surtout partie d’une certaine combinaison [semi-copule + AS prépositionnel] 
conventionnalisée, ce qui entrave la combinabilité avec d’autres verbes 
attributifs. Comme nous l’avons déjà indiqué, cela peut également constituer 
un risque d’exclusion indue de l’exemple (cf. par exemple in vervulling gaan).  
 
Puis, nous nous attardons encore un moment sur une problématique assez générale 
des tests linguistiques. Comme très souvent avec les tests linguistiques, le contexte 
originel est ‘manipulé’, en l’occurrence le verbe est remplacé, ce qui pourrait affecter le 
statut (attributif) du constituant à tester. Par exemple, il n’est pas tout à fait à exclure que 
le sens de la préposition (à l’intérieur du SPrép.) change en fonction du verbe 
(directionnel ou non), alors qu’on devrait avoir une équivalence sémantico-référentielle 
(cf. le principe ‘salva veritate’) au niveau du SPrép. entre la phrase originelle et la phrase 
manipulée. Ainsi, pour le couple tomber en dépression (mouvement dirigé vers le bas) et 
être en dépression (localisation stative), qui partagent le SPrép. en dépression, s’agit-il 
vraiment de la même préposition en, avec un sémantisme identique ?  
Dans la même veine, il peut y avoir homonymie structurelle entre le SPrép. de la 
construction indirecte et celui de la construction attributive. Pour preuve, dans l’exemple 
suivant, il s’agit indubitablement d’une construction indirecte (vervallen in + X), car le 
verbe vervallen n’a, contrairement à vallen, pas d’emploi attributif avec un adjectif : 
(342) Otto voelt zich verantwoordelijk voor wat hij 'zijn volk' noemt, maar wordt daardoor 
vaak verlamd en vervalt in twijfel. (Google) 
Pourtant, le SPrép. in twijfel peut très bien se combiner avec zijn : 
(343) Wij waren in twijfel, het voelde onnatuurlijk om Hieke harteloos te laten huilen, het 
voelde nog onnatuurlijker om mee te gaan in haar spelletje. (Google) 
Dans ce cas, le test de la mobilité syntaxique ne suffit donc pas pour écarter in twijfel 
vervallen pour son caractère indirect. Heureusement, le test de la pronominalisation (qui 
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précède le test de l’îlot attributif dans notre procédure) peut porter secours ici277. Le 
remplacement du SPrép. par un pronom adverbial est en effet possible ; l’exemple est 
donc à écarter : 
(344) Wij vervielen in twijfel en zij vervielen er ook in. (exemple construit) 
En somme, il est possible que notre procédure ne soit pas en mesure de filtrer à 100 % 
tous les cas instanciant la construction indirecte. Or, cela ne devrait pas nous inquiéter 
trop : il est probablement plus pertinent d’incorporer dans nos données toutes les 
correspondances possibles entre [verbe dans un emploi semi-copulatif potentiel + SPrép.] 
et [copule incontestée + SPrép.] au niveau du SPrép., même si cela présente le dommage 
collatéral d’inclure également quelques cas (plutôt) indirects. 
5.5.3 L’annotation externe 
Comme nous l’avons déjà annoncé à plusieurs reprises ci-dessus, nous avons également 
fait appel à des annotateurs externes. Ces annotateurs externes ne sont intervenus qu’à 
la fin du processus de composition de l’échantillon, spécifiquement pour les exemples à 
complément prépositionnel (les autres exemples non prépositionnels n’ont pas été 
soumis aux annotateurs externes). Ils étaient censés évaluer les exemples à complément 
prépositionnel pour lesquels nous avions nous-même des doutes quant à leur inclusion, 
d’après la procédure esquissée dans 5.5.2 ci-dessus. Ainsi, les locuteurs externes nous ont 
aidé à aboutir à un jugement intersubjectif pour les cas que notre propre annotation avait 
qualifiés d’ ‘indécis’ dans le domaine des compléments prépositionnels. 
Afin de limiter le nombre d’exemples (prépositionnels) à évaluer par les annotateurs 
externes, seuls les exemples à complément prépositionnel qui ont déjà été identifiés au 
préalable comme ‘cas indécis’ par nous-même, ont été soumis aux annotateurs externes. 
Nous avons donc déjà opéré un tri nous-même, avant de faire appel aux annotateurs 
externes : les exemples qui étaient clairement à inclure ou à exclure d’après la procédure 
esquissée dans 5.5.2 ci-dessus n’ont donc pas été traités par les annotateurs externes. Les 
annotateurs ne s’occupaient donc que des cas ‘difficiles’, ce qui explique aussi en partie le 
taux de recouvrement assez bas entre les jugements des annotateurs externes (cf. 5.5.3.1). 
Il s’ensuit aussi que les annotateurs ne pouvaient donc pas faire en sorte que des exemples 
clairement locatifs se retrouvent dans l’échantillon définitif, car ces cas étaient déjà 
évacués à l’avance. De plus, cela implique également que, même au cas où les annotateurs 
externes incluraient certains exemples ‘par inadvertance’, sous l’effet de la charge 
 
                                                     
277 Cela n’est pas toujours le cas, cf. la construction indirecte [tourner à + X], qui est rétive à la pronominalisation. 
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cognitive assez importante du travail278, ces exemples étaient de toute façon déjà marqués 
comme des cas ‘potentiellement à inclure’ par notre propre tri préalable.  
Pour chaque langue, nous avons contacté deux locuteurs natifs ayant eu une formation 
linguistique279, qui ont effectué ce travail d’annotation contre une rémunération 
forfaitaire. Il s’agissait à chaque fois d’un homme et d’une femme, dans la tranche d’âge 
22 ans – 35 ans. Les annotateurs n’étaient pas au courant du contenu et des objectifs de 
l’étude : ils ont seulement reçu les consignes détaillées de la procédure de sélection 
décrite sous 5.5.2 (cf. les étapes 3-5). Le lecteur intéressé peut trouver dans les annexes 
les documents avec les consignes, utilisés par les annotateurs externes. 
Concrètement, on a demandé aux annotateurs externes de parcourir un arbre 
décisionnel, contenant une série de tests à effectuer (impliquant des jugements 
d’acceptabilité de locuteur natif), un processus qui devait aboutir à l’inclusion ou à 
l’exclusion de l’exemple en question. Notons qu’il n’était pas nécessaire de parcourir tous 
les tests pour chaque exemple. Par exemple, si le SPrép. était remplaçable par où, 
l’exemple était d’emblée exclu, sans qu’il soit nécessaire d’appliquer les autres tests 
subséquents (commutation du verbe avec être/zijn etc.). De plus, les annotateurs étaient 
censés indiquer pour chaque exemple, en plus de la décision finale [inclusion vs 
exclusion],  le dernier test effectué de l’arbre décisionnel, celui qui était donc responsable 
de l’inclusion ou de l’exclusion de l’exemple. 
En outre, nous avons ajouté aux données à évaluer par les annotateurs externes un 
ensemble assez limité d’exemples à complément prépositionnel dont le statut nous 
paraissait tout à fait clair. Cet ensemble d’exemples fonctionnait donc comme une sorte 
de groupe de contrôle par rapport aux autres exemples. Nous y reviendrons dans la 
section 5.5.3.1 ci-dessous. 
Enfin, quel a été l’impact de l’annotation externe sur la composition de notre 
échantillon définitif ? Comme règle générale, toujours dans l’optique d’une politique 
d’inclusion maximale, qui prend en considération les confins du domaine attributif, nous 
avons préconisé qu’il suffisait qu’un des deux annotateurs conclue à l’inclusion de 
l’exemple en question pour que l’exemple soit inclus dans l’échantillon définitif280.  Ce 
 
                                                     
278 Evidemment, nous n’échappons pas non plus à cette contrainte. Or, nous avons pu consacrer (beaucoup) plus 
de temps à l’analyse des exemples que les annotateurs externes, ce qui rend notre traitement des données sans 
doute plus fiable. 
279 Compte tenu de la complexité de la tâche au niveau des consignes et de la masse de données à parcourir, il 
nous a semblé plus prudent de choisir des annotateurs ayant eu une formation linguistique. 
280 En ce qui concerne la composition de l’échantillon définitif, le seul apport de l’annotation externe est qu’elle 
détermine la catégorisation [inclus / exclu] des exemples concernés dans l’échantillon de base (de 15 000 
exemples par verbe, qui sont analysés jusqu’à 400 exemples pertinents), mais elle n’intervient pas d’une autre 
façon. Evidemment, nous avons dû soumettre aux annotateurs externes suffisamment d’exemples à 
complément prépositionnel, afin d’aboutir à assez d’exemples prépositionnels inclus pour pouvoir parvenir, au 
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principe nous a également été dicté par une attitude pragmatique. Comme nous le 
verrons dans la section 5.5.3.1 ci-dessous, le taux de recouvrement entre les jugements 
des annotateurs externes est assez faible. Si ‘l’indécision’ était tellement importante par 
rapport à ce domaine et à la tâche, il nous semblait moins opportun d’imposer que les 
deux annotateurs soient d’accord pour que l’exemple puisse être inclus. 
Dans les deux sections suivantes, nous explorerons d’abord le taux de recouvrement 
entre les jugements des annotateurs externes (cf. 5.5.3.1). Dans un deuxième temps, nous 
nous pencherons sur la proportion d’exemples provenant de l’annotation externe dans 
l’échantillon définitif (cf. 5.5.3.2), afin de quantifier l’impact de ces exemples soumis à 
l’annotation externe par rapport à la totalité des exemples inclus. 
5.5.3.1 Le taux de recouvrement entre les jugements des annotateurs externes 
Afin de fournir un aperçu plus exact des résultats de l’annotation externe, nous proposons 
dans cette section deux tableaux qui quantifient le taux de recouvrement (les deux 
annotateurs s’accordent pour le verdict inclus ou exclu) et, corollairement, le taux 
d’absence de recouvrement (les deux annotateurs proposent une analyse différente) 
entre les deux annotateurs. Globalement, le recouvrement est assez faible, ce qui 
s’explique sans doute en grande partie par le fait que les annotateurs étaient censés 
opérer un choix distinct inclusion/exclusion pour les cas les plus difficiles, là où nous 
pouvions nous contenter de leur conférer un statut ‘indécis’. Manifestement, au niveau 
des exemples concrets, la frontière avec la construction attributive est assez floue. 
Cela confirme aussi notre hypothèse diachronique formulée ci-dessus, qui sous-entend 
un lien très fort entre la construction indirecte et la construction attributive à AS 
prépositionnel. Il n’est alors pas surprenant de constater en synchronie qu’il est difficile 
d’instaurer une ligne de démarcation très stricte entre les deux constructions. 
Le Tableau 10 suivant montre les résultats de l’annotation externe pour le français281 : 
  
 
                                                     
total, à 400 exemples pertinents dans l’échantillon définitif (toutes catégories morphosyntaxiques confondues). 
Il s’ensuit que, pour chaque verbe, une partie des exemples inclus par les annotateurs externes n’a pas pu être 
intégrée dans l’échantillon définitif, car le plafond de 400 exemples avait déjà été atteint. 
281 Un des annotateurs français n’a pas tout à fait respecté les consignes d’annotation, en ajoutant d’autres 
étiquettes que [inclusion / exclusion]. Nous les avons régularisées de la façon suivante : e/i → inclus 
(l’annotateur indique que l’option après la barre oblique est préférable), i/e → exclu (l’annotateur indique que 
l’option après la barre oblique est préférable), e? → exclu, i? → inclus. De nouveau, cela montre que la tâche 
n’est pas aisée. 
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Tableau 10 Annotation externe pour le français 
cas indécis 
  annotateur 2 
  exclu inclus 
annotateur 1 
exclu 414 94 
inclus 207 153 
 Total : 868 
cas sûrs – exclusion 
  annotateur 2 
  exclu inclus 
annotateur 1 
exclu 23 1 
inclus 10 5282 
 Total : 39 
cas sûrs – inclusion 
  annotateur 2 
  exclu inclus 
annotateur 1 
exclu 4283 4 
inclus 3 47 
 Total : 58 
 
En ce qui concerne les exemples ‘indécis’, les deux annotateurs aboutissent à la même 
conclusion dans 65.3 % ((414 + 153) / 868) des cas. Ils ne sont donc pas complètement en 
désaccord, mais ce taux de recouvrement est relativement faible. 
En outre, même pour les cas jugés a priori sûrs, le consensus parmi les trois annotateurs 
(= nous-même + les deux annotateurs externes) n’est pas total. Il s’agit par exemple de 
l’exemple suivant, qui est inclus par un des deux annotateurs, alors que nous l’avons 
considéré comme un exemple à exclure (« cas sûrs – exclusion ») : 
 
                                                     
282 Il s’agit principalement de la construction attributive indirecte [passer pour X], qui, rappelons-le, a été exclue 
(cf. la section 2.1). Les annotateurs externes l’ont inclus puisque prendre figure parmi les verbes à tester pour la 
construction à AO, cf. prendre quelqu’un à l’essai – être à l’essai (Danlos 1980, 214), ou la contrepartie néerlandaise 
impliquant nemen, par exemple iets in aanmerking nemen. Evidemment, [prendre quelqu’un pour X] est tout aussi 
bien une construction attributive indirecte (à préposition fixe), qui est donc à exclure. Cela montre le danger de 
tester plusieurs contextes prédicatifs : il y a toujours un risque de proposer un contexte qui se prête aux 
prépositions fixes. Le plus important, c’est que les deux annotateurs ont jugé inacceptable la combinaison du 
SPrép. [pour X] avec être. 
283 Il s’agit principalement de la construction [tomber + sous le/la X de Y], p. ex. tomber sous la tutelle de Y. D’après 
les annotateurs externes, le SPrép. se laisse pronominaliser par y, ce qui mène à l’exclusion de l’exemple. Nous 
n’avions pas pris en considération cette possibilité. Par contre, le SPrép. en sous se combine également très bien 
avec être, ce qui justifie aussi son inclusion dans l’échantillon. 
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(345) A tout seigneur tout honneur, < passons > aux présentations : […] (SE, exemple externe 
à notre échantillon) 
Nous estimons que cela montre de nouveau la difficulté de la tâche, que ce soit à cause de 
la charge mentale assez importante imposée à l’annotateur (compte tenu du nombre 
d’exemples à parcourir) ou à cause de la difficulté du jugement d’acceptabilité à effectuer 
pour les différents tests. 
Dans le Tableau 11 suivant, nous reproduisons les résultats de l’annotation externe 
pour le néerlandais : 
 
Tableau 11 Annotation externe pour le néerlandais 
cas indécis 
  annotateur 2 
  exclu inclus 
annotateur 1 
exclu 637 55 
inclus 890 110 
 Total : 1692 
cas sûrs – exclusion 
  annotateur 2 
  exclu inclus 
annotateur 1 
exclu 57 1 
inclus 11 0 
 Total : 69 
cas sûrs – inclusion 
  annotateur 2 
  exclu inclus 
annotateur 1 
exclu 6284 7 
inclus 68 38 
 Total : 119 
 
 
                                                     
284 Le premier annotateur indique que la pronominalisation par un adverbe pronominal serait possible pour ces 
cas. Pour certains exemples, notre propre jugement, qui considère la pronominalisation peu acceptable, peut 
sans doute être sujet à discussion, par exemple onder Russische invloedssfeer komen (→ ?eronder komen). Par contre, 
pour d’autres exemples, ce jugement nous semble bizarre (et probablement erroné), cf. par exemple in gevaar 
komen (→ *erin komen). Le deuxième annotateur aboutit systématiquement pour tous ces cas à l’exclusion après 
qu’aucun des tests n’a donné un résultat acceptable. De façon générale, cet annotateur est assez ‘conservateur’, 
jugeant souvent chaque forme de manipulation inacceptable. Cela explique aussi la valeur extrême 68 dans le 
tableau. 
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Dans la même veine que les résultats français obtenus ci-dessus, on découvre pour les 
exemples néerlandais ‘indécis’ que les deux annotateurs aboutissent à la même 
conclusion dans seulement 44.1 % ((637 + 110) / 1692) des cas. Nous constatons de nouveau 
que le taux de recouvrement est relativement faible et même inférieur à celui obtenu pour 
le français. Le nombre plus élevé d’exemples à évaluer (par rapport au français) y est sans 
doute pour quelque chose. 
De même, les cas jugés sûrs ne donnent pas non plus lieu à un consensus parmi les trois 
annotateurs (= nous-même + les deux annotateurs externes) dans tous les cas, ce qui met 
en évidence la complexité de la tâche. 
La difficulté est aussi confirmée par d’autres indices provenant d’une analyse plus 
poussée des données de l’annotation externe :  
- Etant donné que les tests qui ont donné lieu à l’exclusion / l’inclusion ont 
également été spécifiés par les annotateurs externes, il est possible de déterminer 
le taux de recouvrement entre les annotateurs à ce niveau-là. Globalement, on 
peut observer que les annotateurs n’utilisent pas toujours le même test pour 
justifier leur conclusion, même s’ils aboutissent à la même conclusion [inclusion 
/ exclusion]. 
- On peut également examiner la ‘consistance d’annotation’ des annotateurs : dans 
quelle mesure chaque annotateur aboutit-il au même résultat pour les exemples 
contenant le même SPrép. ? Là aussi, on constate que les annotateurs ne sont pas 
toujours cohérents. 
Or, il n’entre pas dans notre propos ici de faire une analyse très détaillée de l’annotation 
externe. 
5.5.3.2 Impact de l’annotation externe sur l’échantillon définitif 
En dernier lieu, nous examinons la proportion d’exemples issue de la procédure 
d’annotation externe pour l’échantillon définitif, à étudier dans les parties suivantes. Le 
Tableau 12 donne les proportions par verbe : 
 
Tableau 12 Proportion d’exemples provenant de l’annotation externe 
Verbe Copularité Proportion d’exemples provenant 
de l’annotation externe 
 
KOMEN semi-copule 49,5 % (198 / 400) 
PASSER semi-copule 45,2 % (138 / 305) 
VALLEN semi-copule 34,3 % (137 / 400) 
GAAN semi-copule 28,5 % (114 / 400) 
TOMBER semi-copule 28,0 % (112 / 400) 
VIRER semi-copule 17,0 % (68 / 400) 
RAKEN semi-copule 7,8 % (31 / 400) 
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RESTER copule prototypique 5,8 % (23 / 400) 
TOURNER semi-copule 4,9 % (9 / 184) 
DEMEURER copule prototypique 3,8 % (15 / 400) 
BLIJVEN copule prototypique 3,5 % (14 / 400) 
ETRE copule prototypique 0,3 % (1 / 400) 
DEVENIR copule prototypique 0,0 % (0 / 400) 
WORDEN copule prototypique 0,0 % (0 / 400) 
ZIJN copule prototypique 0,0 % (0 / 400) 
 TOTAL : 15,1 % (860 / 5689) 
 
Globalement, l’annotation externe a fourni 15,1 % des exemples inclus dans 
l’échantillon, tous verbes confondus. Or, on constate que, pour certains verbes, la 
proportion d’exemples issue de l’annotation externe s’élève jusqu’à la moitié des 
exemples inclus (avec un pic jusqu’à 49,5 % pour komen), ce qui met en évidence l’impact 
non négligeable de cette procédure d’annotation externe. Il est clair que ce sont 
principalement les échantillons des semi-copules qui sont alimentés par les exemples qui 
ont été soumis à l’annotation externe. Ce résultat anticipe déjà l’importance des attributs 
prépositionnels pour les semi-copules, qui sera amplement commentée dans les parties à 
venir, alors que les copules prototypiques sont dotées d’une proportion d’attributs 
prépositionnels beaucoup plus modeste. 
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 6 Inventaire et présentation des 
variables 
Maintenant que nous avons explicité la définition opératoire que nous avons mise en 
œuvre à travers notre procédure de sélection des données, nous passons à la façon dont 
nous avons enrichi ces données brutes. Nous allons donc parler de l’annotation des 
données en fonction de propriétés, c’est-à-dire des variables, préparant ainsi le terrain 
pour les analyses statistiques que nous présenterons dans les parties suivantes. En 
d’autres mots, ce chapitre 6 a pour vocation d’initier le lecteur aux différentes variables 
qui ont été encodées pour cette étude. Notons toutefois que toutes les variables ne seront 
pas forcément reprises dans les analyses statistiques, en fonction des contraintes liées à 
la ‘modélisation statistique’ qui s’imposent. Nous regrouperons les variables en fonction 
de la position à laquelle elles ont trait, à savoir le sujet (cf. 6.1), le verbe (cf. 6.2) ou l’AS 
(cf. 6.3). Le quatrième sous-ensemble regroupe quelques variables restantes (cf. 6.4).  
Notons qu’une autre façon de regrouper les variables, c’est en fonction de leur portée : 
(1) Les caractéristiques distributionnelles qui sont, a priori, susceptibles de 
distinguer les semi-copules des copules prototypiques et qui sont, de ce fait, 
utiles pour circonscrire la ‘copularité prototypique’. La variable la plus 
représentative de ce type est LE_PRONOMINALISATION, qui indique la 
possibilité de pronominalisation de l’AS par le/het/dat. 
(2) Les caractéristiques distributionnelles qui sont susceptibles de distinguer les 
verbes attributifs, parfois au-delà de la distinction [semi-copule vs copule 
prototypique]. Pensons par exemple à la variable ATTR_ADJ_PARTICIPIALITE, 
qui vérifie la ‘participialité’ de l’AS adjectival. 
(3) Les caractéristiques distributionnelles ‘passe-partout’, qui sont souvent, par 
défaut, encodées dans des études de corpus. Etant donné qu’il n’existe pas 
d’étude préalable, de cette envergure, qui examine ce champ de verbes 
attributifs français et néerlandais, la pertinence de certaines variables est 
difficile à prévoir. Le but de notre étude est justement d’essayer d’y voir plus 
clair, d’où notre volonté d’encoder un maximum de variables, afin d’identifier 
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celles qui sont les plus pertinentes, c’est-à-dire celles qui introduisent le plus 
de variation parmi les verbes attributifs (cf. la partie III). Un exemple d’une 
telle variable ‘passe-partout’ est SUJET_ANIM, qui porte sur l’animéité du sujet. 
 
Etant donné que la partie III, dédiée à l’analyse bivariée [verbe * variable X], permet 
d’illustrer la pertinence de ces variables pour la différenciation des verbes attributifs 
(entre autres d’après leur copularité), nous n’approfondissons pas encore la question ici. 
Ensuite, notons que la distinction entre (1) et (2)/(3) correspond à ce que nous avons 
appelé dans le chapitre 1 les variables a priori dichotomisantes et les variables a priori non 
dichotomisantes. Nous ne reprendrons pas cette distinction ici, mais elle sera appliquée 
dans la partie IV, où nous effectuerons trois analyses de groupe à partir de différents sous-
ensembles de variables. 
Enfin, remarquons encore que notre présentation des catégories des variables sera 
succincte : nous ne présenterons pas ici en détail toutes les catégories que nous avons 
distinguées pour chaque variable. Pour cela, le lecteur intéressé peut se référer aux 
annexes, où nous incluons notre ‘manuel d’annotation’, comportant tous ces détails 
d’encodage. 
6.1 Variables relatives au sujet 
Dans cette première section, nous nous attelons à la présentation des variables relatives 
au sujet285. Toutes ces variables sont directement observables dans le corpus. Le 
Tableau 13 suivant donne un aperçu de ces variables, ainsi que quelques explications : 
 
Tableau 13 Variables relatives au sujet 
Variable Explication 
SUJET_ANIM  L’animéité du sujet (catégories : animé / inanimé / 
intermédiaire). 
 
 
                                                     
 285 Notons que, pour les variables SUJET_ANIM, SUJET_CAT_1, SUJET_CAT_2 et SUJET_DEFINITUDE, le sujet n’est 
pas défini comme le sujet grammatical, mais comme le ‘support’ (le ‘sujet sémantique’) du verbe. Par exemple, 
dans le cas d’une sous-phrase infinitivale, l’élément de la phrase principale qui peut être interprété comme le 
support / le sujet sémantique de l’infinitif, a été pris en compte pour l’encodage.  
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PERSONNEL Cette variable oppose les sujets ik / je (la première 
personne du singulier) aux autres personnes. Il va 
de soi que cette variable se recoupe en partie avec la 
variable SUJET_ANIM, car ik/je correspond d’office 
à un sujet animé. 
 
SUJET_CAT_1 La catégorie morphosyntaxique du sujet, par 
exemple « nom propre », « SN défini » etc. 
 
SUJET_CAT_2  Version moins détaillée de la variable SUJET_CAT_1. 
Les catégories suivantes sont prises en compte : 
« nominal », « pronominal », « adjectival », 
« infinitival », « phrastique », « autre ». 
 
SUJET_DEFINITUDE  La définitude du sujet, à partir de ce qui est reconnu 
comme défini dans SUJET_CAT_1 (SN défini, 
pronom personnel/démonstratif, nom propre, 
infinitif substantivé). 
 
IMPERSONNEL_1 Cette variable distingue la construction 
impersonnelle (à extraposition, cf. 5.3.6) et la 
construction personnelle. A cela s’ajoute une 
troisième catégorie, à savoir celle du présentatif er 
(en néerlandais). 
 
IMPERSONNEL_2 Cf. IMPERSONNEL, mais ici le présentatif er est 
compté parmi les impersonnels. 
 
 
 
Les variables SUJET_ANIM (/ PERSONNEL) et SUJET_DEFINITUDE seront discutées en 
détail dans les parties suivantes, où leur pertinence pour la copularité prototypique sera 
mise en évidence. 
Enfin, nous consacrons encore quelques mots aux variables IMPERSONNEL_1 et 
IMPERSONNEL_2. Comme on peut s’attendre à ce que les copules prototypiques 
apparaissent plus volontiers dans la construction impersonnelle que les semi-copules, 
nous avons inclus ces variables dans notre liste. Il reste à motiver pourquoi nous avons 
mis les deux formes impersonnelles du néerlandais, le présentatif er et les pronoms 
impersonnels il/het, dans deux catégories différentes sous la variable IMPERSONNEL_1. 
On note en effet plusieurs différences au niveau de leur distribution : 
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(2) Le présentatif er ne se substitue en général pas au pronom impersonnel het dans 
la construction impersonnelle à extraposition de type [pronom personnel il/het + 
verbe attributif + AS + sous-phrase], p. ex. :  
(346) *Er is duidelijk dat we een oplossing moeten vinden. (exemple construit) 
(3) A l’opposé du pronom impersonnel het/il, le présentatif er n'impose pas son 
accord au verbe, cf. :  
(347) *Er gaat 100.000 banen verloren. (exemple construit) 
Pour cette raison, le présentatif er n'a jamais été encodé comme sujet, 
contrairement à il/het impersonnel. 
 
(4) Les impersonnels autres que er sont non suppressibles (sauf dans des 
constructions à inversion du sujet très marquées comme [Duidelijk is geworden dat 
X]). Le présentatif er positionné au début de la phrase n'est pas non plus 
suppressible (à condition de garder le même ordre de mots), mais le présentatif 
er positionné à l’intérieur de la phrase est parfois suppressible. Pour plus 
d’informations, nous renvoyons aux travaux de Grondelaers, qui justement 
essaie de déterminer les facteurs qui gouvernent cette suppressibilité (cf. par 
exemple Grondelaers 2000 ou Grondelaers et al. 2009, où er postverbal est décrit 
comme un expectancy monitor). P. ex. : 
(348) Volgens Bouwend Nederland gaan er in de sector elke maand circa 100 bedrijven failliet 
en zijn er inmiddels zo’n 100.000 banen verloren < gegaan >. (SE)  
(349) [...] zijn inmiddels zo'n 100.000 banen verloren < gegaan >. (exemple construit, omission 
de er) 
On peut observer que la phrase sans er est également acceptable pour cet exemple. 
Pour notre analyse, nous n’avons pas fait de distinction entre er suppressible et er non 
suppressible : ce niveau de granularité dépasse notre étude. Notons que souvent cet 
emploi de er dans les exemples attributifs néerlandais n'a pas d'équivalent en français, p. 
ex. :  
(350) Er vielen vier studenten ziek/dood. (exemple construit) 
(351) *Il tombe quatre étudiants malades/morts. (exemple construit) 
Afin d’éviter les catégories propres à une des deux langues et de garantir ainsi la 
comparabilité entre le néerlandais et le français dans nos analyses statistiques infra, nous 
avons également créé une deuxième variable IMPERSONNEL_2, où er est quand même 
rangé du côté des impersonnels, malgré les différences énumérées ci-dessus. Ce sera cette 
variable qui sera utilisée pour les analyses statistiques. Après tout, on peut également 
déceler quelques parallélismes entre er et les pronoms impersonnels il/het : 
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1) Le présentatif er en début de phrase provoque aussi une sorte d’extraposition 
postverbale du véritable sujet (le plus souvent un élément non phrastique), à 
l’instar de la construction impersonnelle de type [pronom personnel il/het + verbe 
attributif + AS + sous-phrase]. Comparez, avec le véritable sujet souligné : 
(352) Er gaat iemand dood. (exemple construit, avec er) 
(353) Iemand gaat dood. (exemple construit, sans er) 
2) Er peut dans certains cas très bien équivaloir au pronom impersonnel il du français 
dans la construction impersonnelle à extraposition. Voici un exemple non 
attributif : 
(354) Il tombe quelques gouttes. → Quelques gouttes tombent. (exemples construit) 
(355) {Er / *Het} vallen enkele druppels. → Enkele druppels vallen. (exemple construit) 
Plus rares semblent être les exemples attributifs pour lesquels er et il/het sont plus 
ou moins interchangeables. Toutefois, en voici un exemple issu de notre 
échantillon définitif :  
(356) Er < raakte > bekend dat Willem Frederik Hermans zich in 1942 als twintigjarige 
aanmeldde voor de Kulturkammer, en daarmee in feite collaboreerde met het 
naziregime in Nederland. (SE) 
(357) Het raakte bekend dat [X]. (exemple construit, het au lieu de er) 
Il est donc possible de faire le rapprochement entre er et les pronoms impersonnels 
il/het286, comme nous l’avons fait pour la variable IMPERSONNEL_2. 
6.2 Variables relatives au verbe 
Ensuite, nous nous penchons sur trois variables relatives au verbe. Le Tableau 14 en donne 
un aperçu : 
  
 
                                                     
286 Pensons aussi au passif impersonnel du néerlandais, qui se construit obligatoirement avec er (cf. supra). 
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Tableau 14 Variables relatives au verbe 
Variable 
 
Explication 
COPULARITE Distinction entre « copule prototypique » et « semi-
copule ». 
 
MUTATIVITE Cette variable identifie les exemples où le verbe 
attributif exprime un changement d’état287 (le modèle 
‘devenir’, cf. la catégorie « oui_mutatif »), à l’opposé des 
exemples où le verbe attributif exprime l’assignation 
d’un état (le modèle ‘être’) ou l’absence d’un 
changement d’état (le modèle ‘rester’) (cf. la catégorie 
« non_mutatif »). Cette annotation repose 
essentiellement sur les intuitions sémantiques de 
l’annotateur. 
Le terme mutativité est emprunté à la grammaire 
néerlandaise Vandeweghe, Devos, et De Meersman 2004, 
qui parle de (im-)mutatieve koppelwerkwoorden. 
 
VERBE_TYPE La variable VERBE_TYPE encode les temps verbaux288 du 
verbe attributif (en cas d’un verbe conjugué), ainsi que 
quelques autres ‘modalités’ du verbe attributif comme 
« impératif », « participe », « gérondif », « infinitif », 
« infinitif substantivé »289 et « passif impersonnel »290. 
Ces informations sont directement observables à partir 
des exemples de corpus. 
 
TEMPS_COMPOSE Cette variable est créée à partir de la variable précédente 
et encode, pour les exemples à verbe attributif conjugué, 
l’opposition macro entre les temps composés et les 
 
                                                     
287 Notons que cette variable a également été annotée pour les exemples non prédicationnels, comme les 
exemples contenant des spécificationnelles. Ainsi, un exemple comme « Winnaars < werden > Albert Boekel en 
Ad van der Werf » (SE) a également été considéré comme un cas de mutativité. 
288 Notons que le subjonctif, qui est absent en néerlandais, a été annoté comme s’il s’agissait d’un indicatif, même 
si le subjonctif a seulement une valeur de concordance. De toute façon, peu d’exemples sont concernés. 
289 Par exemple : « Geen wonder dus dat de AK-partij bij het aan de macht < komen > in 2002 alles op alles zette 
om te voorkomen dat hun legitieme verkiezing door legeringrijpen ongedaan zou worden gemaakt » (SE). 
290 Deux exemples, par exemple : « Tegen een beslissing tot verstrekking kan in beroep < gegaan > worden » (SE). 
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temps non composés (cf. la section 7.4, pour plus 
d’informations).   
 
 
Les variables MUTATIVITE et TEMPS_COMPOSE seront reprises dans la partie III, où leur 
utilité pour notre sujet sera mise en exergue. 
6.3 Variables relatives à l’AS 
Dans cette section, nous passons aux variables relatives à la position d’AS. Comme nous 
le verrons, la majorité des variables porte sur l’AS. Le Tableau 15 suivant fournit un aperçu 
des différentes variables : 
 
Tableau 15 Variables relatives à l’AS 
Variable 
 
Explication 
Variables génériques 
 
ATTRIBUT_TETE Les types AS, cf. la partie V (~ type frequency). 
ATTRIBUT_CAT La catégorie morphosyntaxique de l’AS (l’AS 
adjectival subsume ici également les particules). 
ATTRIBUT_CAT_2 La même variable que ATTRIBUT_CAT, mais qui 
distingue également la catégorie des ‘particules’ 
(pour le néerlandais). Les particules ne sont donc 
pas subsumées par l’AS adjectival dans ce cas. 
ATTRIBUT_SEM La catégorie sémantique de l'AS. Cette variable ne 
s'applique qu'aux semi-copules. 
LE_PRONOMINALISATION La possibilité de pronominalisation de l’AS par 
le/het/dat : possible, oui ou non, avec une 
troisième catégorie ‘intermédiaire’ (la 
pronominalisation est moyennement possible). 
Cette variable ne s’applique pas aux AS 
‘proformes’.  
Afin de rendre la pronominalisation plus 
naturelle, il est permis de créer un contexte 
contrastif, p. ex. : Pierre est en colère, mais son frère 
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ne l'est pas (exemple construit). En outre, on peut 
également restituer à partir du contexte 
d'origine la phrase canonique 
SUJET+VERBE+COMPLEMENT si cela facilite la 
pronominalisation. 
 
Variables relatives à l’AS adjectival (y compris la ‘particule’) 
 
ATTR_ADJ_GRAD La gradabilité291 de l’AS : AS gradable vs AS non 
gradable. La gradabilité a été évaluée en fonction 
de la compatibilité de l’AS avec les adverbes 
gradatifs 'classiques' très et un peu292. Cette 
variable se limite aux attributs adjectivaux (à 
l’exception des particules) et aux attributs 
encodés comme « nom-adj ». 
ATTR_PART_GRAD La gradabilité de l’AS. Cette variable se limite aux 
AS ‘particules’. 
ATTR_ADJ_PARTICIPIALITE La ‘participialité’ de l’AS adjectival. Cette variable 
contient quatre catégories, à savoir « adjectif » (= 
les adjectifs non liés à un verbe et sans 
caractéristiques formelles d’un participe), 
« participial » (= les participes passés utilisés 
adjectivalement, dérivés d’un verbe existant), 
« participial_2 » (= les participes présents utilisés 
adjectivalement, dérivés d’un verbe existant) et 
« pseudo-participial » (= les adjectifs non liés à un 
verbe, du moins en synchronie, mais présentant 
les caractéristiques formelles d’un participe). 
Variables relatives à l’AS prépositionnel 
 
ATTRIBUT_PREP La préposition (l’item lexical) au sein de l’AS 
prépositionnel. 
Variables relatives à l’AS nominal 
 
                                                     
291 Cette variable a été préférée à une variable qui oppose adjectifs qualificatifs et adjectifs relationnels, car la 
gradabilité est plus facilement observable qu’une notion plus théorique comme l’adjectif relationnel, à facettes 
multiples (la non-gradabilité étant seulement un des traits définitoires classiques des adjectifs relationnels). 
292 Notons que nous avons également tenu compte du contexte : si l’AS en question est précédé d’un adverbe 
gradatif, nous l’avons désigné comme gradable, même si l’AS est en principe plutôt non gradable, hors contexte. 
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ATTR_SYNT_NOM_TYPE La distinction entre AS de type nom nu et AS de 
type SN. 
DETERMINATION 
_ATTR_NOM 
Les différents types de déterminants qui 
précèdent le nom tête au sein de l’AS nominal. 
DETERMINATION 
_ATTR_NOM_2 
Cette variable est une version moins détaillée de 
la variable DETERMINATION_ATTR_NOM (les 
déterminants définis et indéfinis sont 
regroupés). 
Variables relatives à la modification de l’attribut 
 
MODIFICATION_ATTRIBUT La modification de l’AS : opposition binaire entre 
« AS modifié » et « AS non modifié », pour l’AS 
toutes catégories morphosyntaxiques 
confondues. Cette variable permet d’examiner le 
degré de conventionnalisation au niveau de l’AS. 
La variable MODIFICATION_ATTRIBUT s’appuie 
sur les variables ‘partielles’ ci-dessous, qui 
portent à chaque fois sur une catégorie de l’AS.  
ATTRIBUT_ADJ 
_MODIFICATION 
La modification de l’AS adjectival (à l’exclusion 
des particules). 
ATTRIBUT_PARTICULE 
_MODIFICATION 
La modification de l’AS ‘particule’. 
ATTRIBUT_NOM 
_MODIFICATION 
La modification de l’AS nominal. 
ATTRIBUT_PREP 
_MODIFICATION 
La modification du nom ‘tête’ au sein de l’AS 
prépositionnel et la modification de l’AS 
prépositionnel dans son ensemble. 
  
ATTRIBUT_MOT_UNIQUE Cette variable oppose les AS qui ne contiennent 
qu’un seul mot (= AS non prépositionnels non 
modifiés) aux AS (= AS non prépositionnels 
modifiés et AS prépositionnels) qui contiennent 
plusieurs mots. 
  
COMPARATIF La variable COMPARATIF sert à identifier les AS 
comparatifs. Il s'agit de comparatifs synthétiques 
(X-er ou mieux/pire) et analytiques 
([meer/extra/minder/even/plus/moins/aussi X]), 
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parfois suivis de [dan X / que X]. ‘Comparatif’ est 
ici donc défini comme une notion 
morphologique. Certains comparatifs sont 
également repris dans la variable 
CONTEXTE_SCALAIRE_1 ci-dessous (p. ex. de plus 
en plus X), mais pas tous. 
CONTEXTE_SCALAIRE_1 Variable avec tous les modifieurs de scalarité 
(l’item lexical). Scalaire est entendu ici au sens de 
‘à gradations multiples’, toujours 
intensifiant/diminuant en parcourant de façon 
'dynamique' plusieurs degrés gradatifs. 
CONTEXTE_SCALAIRE_2 Cette variable est la version binaire de la variable 
CONTEXTE_SCALAIRE_1 : présence ou absence de 
modifieur scalaire. 
GRADATIF_NORME Cette variable vérifie si l’AS est modifié, oui ou 
non, par un adverbe de degré indiquant une 
gradation par rapport à une certaine norme (par 
exemple très). 
 
Il convient d’expliquer encore un peu plus en détail la procédure d’encodage qui a été 
adoptée pour la variable LE_PRONOMINALISATION. Pour les exemples français à copule 
prototypique, nous avons de nouveau293 fait appel à deux annotateurs externes, à savoir 
deux locuteurs natifs du français (homme + femme) ayant eu une formation linguistique. 
Les annotateurs n’étaient pas au courant du sujet de l’étude. Seuls les cas problématiques 
ont été soumis aux deux annotateurs externes, ce qui veut dire que presque tous les 
exemples à AS adjectival, pour lesquels la possibilité de pronominalisation de l’AS par le 
est assez évidente, ne faisaient pas partie de la tâche d’annotation externe. Ainsi, la tâche 
reste gérable. Par contre, nous avons inclus dans notre échantillon destiné à l’annotation 
externe un groupe de contrôle de 40 exemples à AS adjectival, dont l’AS nous a semblé 
sans aucun doute pronominalisable par le. 
Nous avons suivi un modèle en cascade, où le premier annotateur a évalué tous les cas 
(potentiellement) ‘litigieux’ (811 exemples évalués). Ensuite, le deuxième annotateur n’a 
repris que ces cas qui ont été identifiés comme non pronominalisables ou peu 
pronominalisables (507 exemples évalués), afin de limiter encore plus le nombre 
d’exemples à évaluer. 
Pour l’annotation finale de la variable LE_PRONOMINALISATION dans notre dataset, 
nous avons combiné les jugements des deux annotateurs externes de la manière suivante :  
 
                                                     
293 En clair, il s’agit ici d’une autre procédure d’annotation externe que celle décrite sous 5.5.3. 
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Tableau 16 LE_PRONOMINALISATION : l’annotation externe (exemples français à copule 
prototypique) 
Premier annotateur Deuxième annotateur Solution finale 
Pronominalisable / pronominalisable 
non pronominalisable non pronominalisable non pronominalisable 
moyennement 
pronominalisable 
moyennement 
pronominalisable 
moyennement 
pronominalisable 
non pronominalisable pronominalisable pronominalisable 
moyennement 
pronominalisable 
pronominalisable pronominalisable 
non pronominalisable 
moyennement 
pronominalisable 
moyennement 
pronominalisable 
moyennement 
pronominalisable 
non pronominalisable 
moyennement 
pronominalisable 
 
En gros, il suffisait qu’un des deux annotateurs accepte la pronominalisation de l’AS 
pour aboutir à une annotation finale de pronominalisable pour l’exemple en question. Dans 
la même veine, s’il y a une combinaison de moyennement pronominalisable et non 
pronominalisable, nous avons choisi la solution la moins sévère (moyennement 
pronominalisable) comme solution finale. 
En ce qui concerne le groupe de contrôle (40 exemples à AS adjectival), le premier 
annotateur a accepté la pronominalisation de l’AS par le dans seulement 22 des 40 cas. 
Ensuite, le deuxième annotateur a approuvé la pronominalisation de l’AS par le pour les 
18 cas restants. Nous pouvons donc être assez confiant que la combinaison des résultats 
des deux annotateurs mène à un résultat global fiable, en dépit de l’hésitation du premier 
annotateur. 
6.4 Variables restantes 
Dans le Tableau 17 ci-dessous, nous abordons encore deux variables restantes : 
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Tableau 17 Variables restantes 
Variable 
 
Explication 
TYPES_DE_PHRASE Cette variable, qui s'applique uniquement aux 
copules prototypiques, distingue plusieurs types 
de phrase, plus ou moins d’après la classification 
de Higgins 1979 : « identificationnel », « phrase 
d’identité », « prédicationnel », « prédicationnel-
quantificationnel » et « spécificationnel ». Pour 
plus d’informations, nous renvoyons à la section 
8.1, où tous ces types seront discutés, en 
particulier la spécificationnelle (cf. aussi 5.3.7 ci-
dessus). 
 
TYPE_DE_PHRASE_worden 
_devenir 
Cette variable distingue quelques types de phrases 
plus spécifiques pour devenir et worden :  
« transformationnel » (< « prédicationnel »), 
transformationnel_fictif » (< « prédicationnel »), 
« transformationnel_identité » (< « phrase 
d’identité »). 
Nous y reviendrons brièvement dans la section 8.1 
ci-dessous. 
ER_PASSIVATION Cette variable indique si l’exemple en question 
peut être soumis à une passivation impersonnelle 
(cf. aussi 5.3.4 ci-dessus). La passivation par er ne 
s’applique qu’aux exemples néerlandais. 
 
 
Au terme de ce survol des partis pris méthodologiques et des variables annotées, nous 
sommes maintenant prêts à affronter l’analyse quantitative de notre échantillon définitif 
dans les parties suivantes. 
  197 
Partie III : Les différences inter-verbales par 
variable 
Cette partie descriptive a un double objectif : 
1) Avant de procéder à un regroupement des différents verbes attributifs examinés, 
y compris en fonction de leur copularité, et avant d’approfondir les propriétés qui 
sous-tendent ces regroupements, il convient de présenter les propriétés des 
verbes individuels (à partir des variables annotées, cf. le chapitre 6), afin de 
familiariser le lecteur avec les verbes en question. Ce chapitre a donc tout d’abord 
une finalité descriptive/ qualitative : nous décrivons les principales propriétés des 
verbes attributifs, ou plus précisément, des emplois attributifs de ces verbes, ce 
qui dans le jargon de la Grammaire des Constructions, correspond à des micro-
constructions verbales, notamment pour ce qui est de leur contexte gauche et droite. 
En guise d’illustration de ces propriétés, nous citons des exemples du corpus. 
2) En outre, face à la longue liste de variables annotées, nous voulons déterminer ces 
propriétés qui donnent lieu à un comportement très variable d’un verbe à l’autre, 
et qui sont donc très pertinentes pour la description du verbe individuel, laissant 
de côté les propriétés par rapport auxquelles les verbes de l’échantillon ne se 
distinguent que très peu. A cette fin, nous hiérarchiserons les propriétés d’après 
leur taille de l’effet : nous consacrerons plus d’attention aux propriétés pour 
lesquelles l’analyse de l’association entre les verbes et les propriétés (= variables 
annotées) indique une taille de l’effet relativement élevée (Cf. Cramér’s V), ce qui 
implique que les verbes ont des distributions assez divergentes pour ces 
propriétés. Ainsi, l’analyse quantitative sert à guider de manière informée la 
sélection des phénomènes qualitatifs majeurs qui seront ensuite passés à la loupe 
par le biais d’exemples de corpus en guise d’illustration.  
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L’analyse bivariée [VERBE * VARIABLE X] menée dans cette partie, se distingue des 
analyses multivariées menées dans la partie IV, à savoir l’analyse de groupe (i) et le 
modèle de régression logistique binaire (ii) : 
i. L’analyse bivariée évalue la taille de l’effet de l’association entre les différentes 
variables encodées et la variable VERBE. Ainsi, le focus porte à chaque fois sur les 
différences inter-verbales concernant la distribution des catégories (p. ex. animé, 
inanimé) de la variable X (p.ex. animéité du sujet) en question. En revanche, 
l’analyse de groupe (= cluster analysis) mettra en évidence les variables les plus 
importantes sous-tendant les groupes de verbes. Dans ce cas, le focus porte donc 
sur les différences entre regroupements de verbes (= clusters). Ces deux analyses 
ont donc une visée différente : une variable qui distingue maximalement les 
différents verbes, ne distingue pas nécessairement maximalement certains 
groupes de verbes (minimisant les différences parmi les verbes au sein du même 
groupe). Au contraire, une variable qui distingue maximalement parmi tous les 
différents verbes (= pour laquelle tous les verbes ont une distribution des 
catégories de la variable X radicalement différente), ne pourra guère constituer 
l’élément fédérateur d’un quelconque regroupement de ces verbes. 
ii. A part les variables ATTRIBUT_CAT et SUJET_ANIM (section 7.1), l’analyse 
bivariée se concentre sur les variables qui n’ont pas pu être incluses dans le 
modèle de régression logistique binaire (en raison des valeurs NA294 ou en raison 
d’un manque de données295, cf. infra). Ainsi, l’analyse bivariée communique 
d’office d’autres informations que l’analyse de régression dans le chapitre 12. En 
outre, pour ce qui est des variables bel et bien incluses dans le modèle de 
régression logistique binaire (cf. notamment ATTRIBUT_CAT et SUJET_ANIM), il 
faut se rendre compte que ce modèle de régression logistique porte sur 
l’opposition [copule prototypique vs semi-copule] et ne prend pas en 
considération la perspective des verbes individuels (car la variable VERBE ne sera 
pas incluse), contrairement à l’analyse bivariée. Dans ce sens, les deux analyses 
sont complémentaires.   
En somme, cette partie s’occupe du niveau le plus basique, à savoir celui du verbe 
attributif, sans faire des regroupements plus englobants (p. ex. copule prototypique vs 
 
                                                     
294 Rappelons que les valeurs NA indiquent dans notre cas que cette partie des données ne peut pas être annotée 
pour la variable en question (p.ex. cela n’a pas de sens d’encoder les AS adjectivaux pour ce qui est de leur 
détermination, comme nous l’avons fait pour les AS nominaux). Les valeurs NA n’indiquent donc pas qu’il s’agit 
de valeurs manquantes (missing values) à cause de l’incomplétude d’un exemple (ou d’autres raisons techniques).  
295 A cause du manque de données (data sparsity), il n’est en général pas possible d’inclure un nombre infini de 
variables et d’interactions entre elles dans le modèle de régression, sans provoquer des problèmes d’estimation. 
Ainsi, notre processus de forward model selection se terminera après l’inclusion des variables ATTRIBUT_CAT et 
SUJET_ANIM.  
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semi-copule). Néanmoins, l’analyse bivariée prépare le terrain pour pouvoir mieux 
interpréter les résultats des chapitres à venir. 
Cette partie s’organise de la manière suivante. Nous allons d’abord discuter les 
variables qui s’appliquent à tous les verbes (le chapitre 7), avant de nous intéresser aux 
variables a priori dichotomisantes (le chapitre 8), qui ne s’appliquent qu’aux verbes 
copules prototypiques, mais qui nous permettent quand même de mettre le doigt sur 
certaines différences inter-verbales intéressantes. Signalons que certaines variables n’ont 
pas été prises en considération pour des raisons techniques liées au morcellement des 
catégories (à chaque fois que le nombre de catégories était supérieur à 4)296 et/ou à la 
fréquence trop basse des valeurs attendues (inférieure à 5) des cellules des tableaux de 
contingence, qui rend le calcul d’un khi-deux impossible. 
 
                                                     
296 Notons que beaucoup de ces variables sont subsumées par des variables plus ‘génériques’ (par exemple 
ATTRIBUT_ADJ_MODIFICATION > MODIFICATION_ATTRIBUT), qui sont bel et bien incluses dans l’analyse 
bivariée. Ces informations ne sont donc pas pour autant ‘perdues’. 
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 7 Analyse bivariée [VERBE * VARIABLE 
X], pour l’ensemble des verbes 
Dans cette section, nous décrivons les verbes en fonction des variables sur lesquelles ils 
diffèrent le plus, en nous limitant aux variables qui s’appliquent à l’ensemble des verbes 
attributifs. A cette fin, nous effectuons une analyse bivariée [VERBE * VARIABLE X (cf. 
l’aperçu des variables infra)], à l’aide du Pearson chi-Squared test et de la statistique Cramèr’s 
V (cf. infra). Concrètement, nous utilisons la fonction assocstats (package vcd, Meyer, 
Zeileis, et Hornik 2016 ; Zeileis, Meyer, et Hornik 2007) pour calculer le Pearson chi-Squared 
test (avec df et valeur p) et Cramér's V. Le Pearson chi-Squared test permet de tester si les 
variables sont indépendantes (= l’hypothèse nulle) ou associées (= si la probabilité p est 
inférieure à un certain seuil de signification, on peut rejeter l’hypothèse nulle, considérée 
trop invraisemblable). En revanche, le Cramér’s V représente la magnitude de l’association 
(~ effect size, entre 0 et 1), s’il y en a une. En cas d’une association significative et 
importante entre VERBE et VARIABLE X, on peut en déduire que la distribution des 
catégories de cette variable est assez différente d’un verbe à l’autre. 
La fonction assocstats est appliquée à un tableau de contingence comme celui affiché 
ci-dessous, où deux variables, en l’occurrence VERBE et SUJET_DEFINITUDE, sont 
croisées : 
 
Tableau 18 VERBE * SUJET_DEFINITUDE 
VERBE SUJET_DEFINITUDE 
défini indéfini NA 
BLIJVEN 285 48 67 
DEMEURER 324 19 57 
DEVENIR 295 13 92 
ETRE 316 26 58 
GAAN 275 60 65 
KOMEN 219 104 77 
PASSER 211 23 71 
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RAKEN 282 68 50 
RESTER 318 11 71 
TOMBER 287 36 77 
TOURNER 137 11 36 
VALLEN 269 70 61 
VIRER 316 20 64 
WORDEN 288 35 77 
ZIJN 268 57 75 
 
Remarquons que nous faisons toujours abstraction de la colonne NA (non applicable), qui 
est indiquée en rouge : les valeurs NA ne sont pas comptabilisées pour le Pearson chi-
Squared test et la valeur Cramér's V. 
En ce qui concerne la liste des variables qui seront croisées avec VERBE, voici trois 
types de variables qui ne sont pas pris en considération dans ce chapitre pour des raisons 
techniques : 
• les variables qui comptent beaucoup de catégories (> 4) : 
ATTRIBUT_PREP_MODIFICATION, ATTRIBUT_ADJ_MODIFICATION, SUJET_CAT_1, 
SUJET_CAT_2 
Ces variables sont trop détaillées pour une analyse quantitative qui fait usage de 
la statistique inférentielle. A cause du grand nombre de catégories différentes, la 
valeur p et le nombre de degrés de liberté seront artificiellement gonflés.  
• les variables qui donnent lieu à une valeur NA pour le Pearson chi-Squared test et 
Cramér’s V :  
o DETERMINATION_ATTR_NOM, DETERMINATION_ATTR_NOM_2, 
ATTR_SYNT_NOM_TYPE 
o ATTRIBUT_NOM_MODIFICATION, ATTRIBUT_PARTICULE_MODIFICATION 
o ATTR_PART_GRAD, TYPE_DE_PHRASE_worden_devenir et 
ER_PASSIVATION 
Pour ces variables, il y a énormément de cellules pour lesquelles la fréquence 
attendue est inférieure à 5, ce qui fait que le calcul du test du khi-deux n’est pas 
possible.  
• Les variables plus détaillées ou plus spécifiques qui donnent lieu à quelques 
cellules à fréquence attendue < 5 (sans toutefois empêcher le calcul du test du khi-
deux) et dont l’information se trouve déjà subsumée dans une variable plus 
générale :  
o CONTEXTE_SCALAIRE_2 (< variable plus générale : COMPARATIF) 
o cf. aussi certaines variables déjà mentionnées ci-dessus, comme par 
exemple ATTRIBUT_NOM_MODIFICATION (< variable plus générale : 
MODIFICATION_ATTRIBUT) 
Remarquons que certaines de ces variables qui ne seront pas discutées in extenso, 
apparaitront néanmoins çà et là dans les discussions des sections 7.1-7.7. Ensuite, ajoutons 
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encore que certaines variables qui s’appliquent aux seules copules prototypiques ou aux 
seules semi-copules, seront uniquement étudiées pour ce sous-ensemble de verbes 
attributifs. Il s’agit des variables :  
• LE_PRONOMINALISATION et TYPE_DE_PHRASE : ces variables se concentrent 
surtout sur les copules prototypiques, étant donné qu’elles se comportent de façon 
assez homogène et prévisible dans le cas des semi-copules. Elles seront traitées 
dans le chapitre 8. 
• MUTATIVITE : cette variable est surtout utile pour différencier les semi-copules. 
Elle sera étudiée dans la section 7.4, lors d’une discussion axée sur les semi-
copules. 
Si l’ensemble des données est pris en compte, les différences inter-verbales plus subtiles 
(et plus inattendues) seraient tout à fait obnubilées par des valeurs extrêmes, c’est-à-dire 
absence ou présence quasi complète d’une certaine catégorie pour la moitié des verbes. 
Ainsi, la taille de l’effet prendrait une ampleur démesurée et tout à fait prévisible. Dans 
ce cas particulier, nous préférons d’emblée scinder les données, afin de faire un zoom sur 
la partie pour laquelle l’analyse quantitative peut effectivement nous enseigner quelque 
chose. 
Après les remarques préliminaires, nous affichons ci-dessous le Tableau 19 qui résume 
les résultats (Pearson chi-Squared test et Cramér's V) pour les différentes variables croisées 
avec VERBE297. Les variables sont rangées d’après des valeurs Cramér’s V décroissantes. 
Notons que certains croisements donnent lieu à des cellules pour lesquelles la fréquence 
attendue est inférieure à 5 (cf. les variables suivies d’un astérisque), ce qui pose 
potentiellement un problème au test du khi-deux. Afin de pallier ce problème, nous en 
avons tiré des variables dérivées, pour lesquelles certaines catégories minoritaires ont été 
omises. Nous les énumérons dans la liste ci-dessous, accompagnées d’une explication des 
modifications opérées :  
• ATTRIBUT_CAT(2) : uniquement les catégories principales « adjectival », 
« nominal » et « prépositionnel » 
• ATTR_ADJ_PARTICIPIALITE(2) : sans les catégories minoritaires « participial_2 » et 
« pseudo-participial » + sans les verbes tourner et komen, les deux verbes avec le 
moins d’AS adjectivaux 
• ATTR_ADJ_GRAD(2) : sans les verbes tourner et komen, les deux verbes avec le moins 
d’AS adjectivaux 
• IMPERSONNEL(2) : sans les semi-copules françaises, car elles n’entrent pas dans la 
construction impersonnelle 
 
                                                     
297 Remarquons que la valeur Cramér's V se base sur un examen de l’ensemble des verbes de l’échantillon. La taille 
de l’effet change si on se limite aux seules semi-copules ou aux seules copules prototypiques (car le nombre de 
degrés de liberté sera différent). 
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Ces variables dérivées sont également incluses dans le Tableau 19 ci-dessous (cf. les 
variables en italiques, dont les rangées sont colorées en vert). La comparaison entre les 
variables simplifiées et les variables originelles montre que la valeur p reste significative 
si on se limite à l’essentiel des données. Nous pouvons en déduire que, pour ce qui est du 
croisement impliquant les variables originelles, les cellules à fréquence attendue < 5 ne 
mènent donc pas à une significativité erronée. Pour la suite de cette partie, nous 
travaillerons avec les résultats obtenus pour les variables originelles (non modifiées). 
 
Tableau 19 Cramér’s V et pearson chi square (avec df et valeur p) pour VERBE * VARIABLE X 
Variable X Cramér’s V Pearson chi 
square 
df p 
ATTR_ADJ_PARTICIPIALITE(2) 0.63 819.02 12 < 0.001 
ATTRIBUT_CAT(2) 0.47 2361.60 28 < 0.001 
ATTR_ADJ_PARTICIPIALITE* 0.38 1056.60 42 < 0.001 
COMPARATIF 0.34 636.41 14 < 0.001 
TEMPS_COMPOSE 0.33 482.37 14 < 0.001 
SUJET_ANIM 0.28 869.47 28 < 0.001 
ATTRIBUT_CAT* 0.27 2898.60 98 < 0.001 
MODIFICATION_ATTRIBUT 0.27 415.32 14 < 0.001 
ATTR_ADJ_GRAD* 0.25 148.75 14 < 0.001 
SUJET_DEFINITUDE 0.23 248.52 14 < 0.001 
ATTR_ADJ_GRAD(2) 0.23 123.86 12 < 0.001 
Cramér’s V ≤ 0.20 
ATTRIBUT_MOT_UNIQUE 0.20 221.06 14 < 0.001 
PERSONNEL 0.17 157.69 14 < 0.001 
IMPERSONNEL_2* 0.14 106.64 14 < 0.001 
GRADATIF_NORME 0.11 61.70 14 < 0.001 
IMPERSONNEL_2(2) 0.11 53.40 10 < 0.001 
 
L’interprétation de la taille de l’effet (effect size) varie en fonction des degrés de liberté 
(= degrees of freedom) utilisés pour le calcul de Cramér’s V (cf. Cohen 1988 ; Reid 2014, 176). 
En gros, plus le nombre de degrés de liberté est élevé, moins la valeur Cramér’s V doit être 
élevée afin de désigner une taille de l’effet large298. Les degrés de liberté trouvés pour les 
 
                                                     
298 Pour df = 2 (d’après Cohen 1988) : 
− un effet bas se situe entre 0.07 et 0.21 
− un effet intermédiaire se situe entre 0.21 et 0.35  
− un effet large se situe entre 0.35 et 1 
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différentes variables dans le Tableau 19 ci-dessus sont égaux (df = 14), ce qui facilite donc 
la comparaison des tailles de l’effet. Seules les variables ATTRIBUT_CAT, 
ATTR_ADJ_PARTICIPIALITE et SUJET_ANIM (cf. les rangées bleues dans le Tableau 19) 
font exception, avec des valeurs df plus élevées (respectivement df = 98, df = 42 et df = 28), 
ce qui fait que leurs tailles de l’effet déjà très élevées pèsent plus lourd que celles des 
autres variables. 
Dans ce qui suit, nous aborderons les variables d’après leur ordre d’importance selon 
les effect sizes mentionnés dans le Tableau 19 ci-dessus. Nous ne dédierons pas de section 
à part entière aux variables qui ont un effect size relativement bas, en dessous de 0.20 : leur 
impact est trop réduit. Il n’empêche que nous parlerons de certaines de ces variables lors 
de la discussion d’autres variables (cf. par exemple GRADATIF_NORME par rapport à la 
variable COMPARATIF dans la section 7.3). Enfin, deux variables, ATTRIBUT_CAT et 
SUJET_ANIM, seront discutées en détail au tout début, dans la première section 7.1, 
malgré le fait qu’elles n’apparaissent pas en tête du Tableau 19. Si nous avons dérogé ici à 
l’ordre indiqué par la taille de l’effet, c’est que ces variables ont une grande importance 
théorique (cf. les détails infra) et un intérêt particulier pour l’analyse développée dans les 
chapitres 11 et 12). Qui plus est, elles ont une taille de l’effet assez élevée, mais plus 
difficilement comparable avec les autres tailles, à cause du df différent. En somme, la taille 
de l’effet nous permet de hiérarchiser les variables, qui, a priori, ont toutes une 
importance théorique pour distinguer les verbes attributifs. De cette façon, nous évitons 
de devoir présenter la liste intégrale des variables annotées, l’une après l’autre, sans 
aucune ‘hiérarchisation’ en fonction de l’importance de la variable en question.  
Afin de visualiser les tableaux de contingence, nous ferons usage de mosaic plots (cf. 
Levshina 2015, 219). Ce type de graphique montre les fréquences observées (sous leur 
forme proportionnelle299) et les Pearson residuals y associés (cf. les couleurs bleu et rouge). 
Les Pearson residuals indiquent si une certaine catégorie est surreprésentée (cf. les 
rectangles bleus ; l’intensité de la couleur montre le degré de surreprésentation) ou si une 
certaine catégorie est sous-représentée (cf. les rectangles rouges ; l’intensité de la couleur 
montre le degré de sous-représentation) pour le verbe en question. Cette sur-/sous-
représentation est basée sur l’écart entre la fréquence observée et la fréquence attendue 
sous l’hypothèse d’indépendance. C’est donc une façon de tirer plus d’informations de 
l’application d’un khi deux, dans la mesure où cette technique permet d’identifier les 
cellules qui contribuent le plus à l’association significative. En l’occurrence, cela permet 
 
                                                     
Etant donné que la plupart de nos valeurs Cramér’s V sont supérieures à 0.21 (et parfois même au-delà de 0.35), 
pour des degrés de liberté beaucoup plus élevés que df = 2, nous pouvons être confiant que les tailles de l’effet 
observées pour les variables dans le Tableau 19 sont importantes. Remarquons encore que l’interprétation de la 
taille de l’effet peut différer d’une discipline à une autre.  
299 L’ampleur des rectangles correspond à la proportion de chaque cellule par rapport au nombre total 
d’occurrences dans la colonne (~ column totals), la rangée (~ row totals) ou le tableau de contingence entier. 
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d’identifier à chaque fois les verbes au comportement le plus marqué par rapport aux 
catégories de la variable. 
7.1 Les catégories morphosyntaxiques de l’AS et l’animéité du 
sujet 
Dans cette première section, nous examinons les deux variables ATTRIBUT_CAT (cf. 7.1.1) 
et SUJET_ANIM (cf. 7.1.2) quant à la distribution de leurs catégories parmi les différents 
verbes attributifs. Nous disposons de trois raisons pour lesquelles nous leur attribuons 
cette première place dans notre discussion des variables encodées. Tout d’abord, les 
degrés de liberté de SUJET_ANIM (28) et, surtout, d’ATTRIBUT_CAT (96) sont supérieurs 
à ceux des autres variables (14), abstraction faite d’ATTR_ADJ_PARTICIPIALITE (42). 
Rappelons que, plus les degrés de liberté sont élevés, moins la valeur Cramér’s V doit être 
élevée afin de correspondre à une taille de l’effet large. Leurs valeurs Cramér’s V, 
respectivement 0.28 et 0.27, sous-estiment donc leur importance par rapport aux autres 
variables. Il s’ensuit que ces variables jouent un rôle plus crucial que leur positionnement 
dans le Tableau 19 ne suggère. 
A cela s’ajoute que, d’un point de vue théorique, la catégorie morphosyntaxique de l’AS 
est tout à fait essentielle pour notre description des verbes attributifs. D’une part, il est 
bien admis que les semi-copules sont soumises à des « contraintes catégorielles », qui 
peuvent différer d’un verbe à un autre (Lauwers et Tobback 2010). D’autre part, notre 
étude inclut également les AS prépositionnels (cf. le chapitre 5 portant sur la 
délimitation), une catégorie morphosyntaxique qui est souvent mise à l’écart en raison 
des difficultés qu’elle pose à l’analyse. Cf. par exemple Lauwers et Tobback 2010 : « Étant 
donné le statut attributif incertain des SP, nous avons limité l’inventaire des catégories 
aux adjectifs, noms nus et SN pleins (définis et indéfinis) » (Lauwers et Tobback 2010, 15). 
Nous proposerons donc une vue plus holistique sur la catégorie morphosyntaxique de 
l’AS. Puis, comme nous le verrons infra, l’animéité du sujet est, indirectement, une 
deuxième manière intéressante pour caractériser l’AS des verbes attributifs.  
Troisièmement, nous les propulsons à la première place en raison de leur intérêt pour 
la question de la copularité, qui constitue un des objectifs de cette thèse. En effet, il est 
souvent mis en avant dans la littérature (Lamiroy et Melis 2005 ; Lauwers et Tobback 2010) 
que les copules prototypiques sont plus transparentes que les semi-copules, imposant 
moins de contraintes à leur contexte gauche (cf. par exemple l’animéité du sujet) et droite 
(cf. par exemple la catégorie morphosyntaxique de l’AS). Pour cette raison, ce n’est pas 
un hasard si les deux variables ATTRIBUT_CAT et SUJET_ANIM se trouvent au cœur d’un 
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modèle de régression logistique binaire qui explore les fondements de l’opposition 
binaire [copules prototypiques vs semi-copules], cf. le chapitre 12. Nous faisons donc le 
choix de regrouper d’emblée ces deux variables ensemble dans la présente section. Ainsi, 
il nous sera plus facile de renouer avec les constats faits dans cette section au moment où 
le poids explicatif d’ATTRIBUT_CAT et de SUJET_ANIM pour la distinction [copules 
prototypiques vs semi-copules] sera évalué à l’aide d’un modèle de régression. 
7.1.1 Catégories morphosyntaxiques de l’AS 
En premier lieu, nous nous penchons sur l’ensemble des catégories morphosyntaxiques 
de l’AS (cf. la section 7.1.1.1). Après avoir dressé ce bilan global, nous nous focaliserons 
plus spécifiquement sur l’AS nominal dans la section 7.1.1.1. Cette section fera la 
distinction entre les SN (avec déterminant) et les noms nus en position d’attribut, 
révélant ainsi d’autres oppositions parmi les verbes attributifs qui ne se remarquent pas 
dans une vue d’ensemble. 
7.1.1.1 Vue d’ensemble 
Passons maintenant à un aperçu de l’ensemble des catégories morphosyntaxiques de l’AS, 
par verbe. Nous affichons ci-dessous le mosaic plot qui signale la surreprésentation ou la 
sous-représentation de certaines catégories300 :  
 
                                                     
300 Remarquons que les spécificationnelles, qui contiennent le plus souvent un AS nominal, sont incluses dans 
les chiffres. Etant donné que les semi-copules n’apparaissent pas dans une spécificationnelle, celles-ci ne 
peuvent pas compter sur cette source d’AS nominaux additionnelle (contrairement aux copules prototypiques). 
Si on se limite aux seules constructions prédicationnelles, la vue d’ensemble peut parfois légèrement basculer. 
Par exemple, la sous-représentation des AS nominaux pour virer (échantillon complet) se transforme en une 
légère surreprésentation si on tient uniquement compte des prédicationnelles.     
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Figure 6 Association entre le verbe et la catégorie de l’attribut 
 
Voici le Tableau 20 qui contient les chiffres bruts : 
 
Tableau 20 VERBE * ATTRIBUT_CAT 
 adjectival autre infinitival nom-
adj 
nominal phrastique prépositionnel proforme 
BLIJVEN 256 1 0 0 69 3 64 7 
DEMEURER 215 1 1 0 124 0 51 8 
DEVENIR 149 1 0 11 214 3 4 18 
ETRE 241 3 9 1 105 2 29 10 
GAAN 142 1 0 1 1 0 255 0 
KOMEN 76 3 0 0 0 0 321 0 
PASSER 120 3 0 11 33 0 138 0 
RAKEN 283 2 0 0 0 0 115 0 
RESTER 218 5 1 1 93 0 68 14 
TOMBER 215 1 0 0 3 0 181 0 
TOURNER 13 1 0 0 11 1 158 0 
VALLEN 178 0 0 0 0 0 221 1 
VIRER 144 1 0 37 65 1 152 0 
WORDEN 231 3 1 9 145 1 1 9 
ZIJN 229 2 7 0 118 9 20 15 
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Afin de mieux structurer notre discussion des résultats concernant la catégorie 
morphosyntaxique de l’AS, nous abordons successivement les copules prototypiques et 
les semi-copules. Tout d’abord, nous remarquons que toutes les copules prototypiques 
sont caractérisées par une surreprésentation des AS nominaux. Cela les distingue des 
semi-copules, où les AS nominaux sont sous-représentés (cf. par exemple passer et virer) 
ou font carrément défaut (cf. les semi-copules néerlandaises). De ce point de vue 
quantitatif, les AS nominaux semblent constituer le propre des micro-constructions à 
verbe copule prototypique, plus que les AS adjectivaux. Pourtant, ces derniers sont 
souvent décrits comme l’AS prototypique. En guise d’exemple, voici quelques citations qui 
confèrent à l’AS adjectival la position de prototype (par rapport aux autres catégories 
morphosyntaxiques) :  
D’abord, plus que toute autre partie du discours, l’adjectif qualifiant semble 
essentiellement voué à la fonction attribut, à telle enseigne qu’on en a fait la forme 
par excellence du prédicat attributif. C’est même sa seule fonction si l’on admet que 
ses deux autres constructions, épithète et apposée, sont dérivées d’une relative 
attributive enchâssée. (Riegel 1985, 13) 
 
Nous pensons donc que ceci confirme que l’adjectif est le prototype de l’attribut, et 
que ce sont plutôt le substantif et le participe qui possèdent une certaine 
adjectivité dans les cas où ils remplissent cette fonction. (Goes 1999, 118) 
 
[…] les propriétés sémantico-cognitives de l'adjectif sont plus proches du verbe que 
celles du prédicat nominal, de sorte que les adjectifs sont globalement parlant plus 
aptes à remplir la fonction prédicative. (Tobback 2005, 190) 
 
En limitant notre analyse aux cas où le support de la relation attributive est 
représenté par un syntagme nominal et l’attribut par un syntagme adjectival, forme 
prototypique de la fonction, nous rappellerons […]. (Buchard 2006, 67) 
 
Ces structures (en l’occurrence, [de (DET) N ADJ]) sont généralement 
paraphrasables par une structure attributive prototypique à attribut adjectival et 
[…]. (Van Peteghem 2016, 16) 
Nous pouvons souscrire à cette prototypicité de l’AS adjectival et cela pour deux 
raisons. D’une part, les copules prototypiques se combinent le plus fréquemment avec des 
AS adjectivaux (cf. aussi la surreprésentation de la catégorie « adjectival » pour la plupart 
des copules prototypiques vs la sous-représentation de cette catégorie pour beaucoup de 
semi-copules). Devenir est la seule copule prototypique qui déroge à cette généralisation, 
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avec plus d’AS nominaux (214)301. A cela s’ajoute que les semi-copules comme raken et 
virer, qu’on pourrait considérer comme plus prototypiques que gaan, komen et vallen en 
raison de leur productivité plus élevée (cf. la partie V), sont également dotées d’une 
proportion d’AS adjectivaux importante. En somme, une analyse proportionnelle de l’AS 
montre que la prototypicité de l’AS (~ AS adjectival) et la prototypicité du verbe attributif 
(~ être, zijn etc.) ont tendance à converger. 
D’autre part, l’AS adjectival est souvent mis en avant comme le socle commun qui 
réunit à la fois les constructions à copule prototypique et les constructions à verbe semi-
copule. Pour preuve, voici deux citations qui traduisent cette idée :  
Si tous les verbes copules retenus dans cette contribution se construisent avec un 
adjectif, ils divergent sensiblement quant aux autres structures admises. (Lamiroy 
et Melis 2005, 150) 
 
We noemen een constructie copulatief wanneer een werkwoord gecombineerd is 
met een complement dat een attribuut denoteert dat wordt toegekend aan het 
eerste argument van het werkwoord en dat de vorm van een adjectief kan 
aannemen. (Van Eynde et al. 2014, 47) 
Ainsi, la combinabilité, oui ou non, du verbe avec un AS de type adjectival devient un 
trait définitoire de la construction attributive, quel que soit le verbe (copule prototypique 
ou semi-copule). Il s’ensuit que l’AS adjectival est plus basique que les autres types d’AS : 
il a le potentiel de rassembler les constructions qu’on pourrait qualifier d’attributives. Si 
on accepte que la prototypicité d’un élément provient aussi de son domaine d’application, 
il faut admettre que l’AS adjectival est également prototypique dans ce deuxième sens (à 
côté de l’approche proportionnelle, cf. ci-dessus)302. 
Or, nous pouvons invoquer une troisième interprétation du concept de la 
prototypicité303, à savoir celle qui fait usage du concept de cue validity (‘validité de repère’, 
cf. Gries 2003 pour un approfondissement de ce terme). L’idée est que les représentants 
les plus prototypiques d’une certaine catégorie disposent d’un faisceau de 
caractéristiques qui sont maximalement distinctives par rapport aux caractéristiques des 
 
                                                     
301 Remarquons que cela conduit également à une sous-représentation des AS adjectivaux pour devenir, 
contrairement à worden. 
302 Notons que la primauté de l’AS adjectival pourrait également se réfléter dans la diachronie. Ainsi, Hengeveld 
1992 propose pour les verbes de position une voie de host class expansion qui va des AS adjectivaux vers les AS 
nominaux (cf. Hengeveld 1992, 245‑47). Or, Van Wettere et Lauwers 2017 ont trouvé l’inverse pour la 
copularisation de tourner (AS nominal > AS adjectival). Cf. aussi Petré 2010, 214, où on remarque que devenir se 
combine initialement surtout avec des AS nominaux. Ce débat diachronique n’est donc pas clos et reste à vérifer 
à plus grande échelle. 
303 Nous ne prétendons pas avoir énuméré toutes les interprétations possibles de la prototypicité. Par exemple, 
on pourrait également tenir compte de ce qui se développe le premier chez l’enfant.  
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représentants les plus prototypiques d’une autre catégorie concurrente. Ces 
caractéristiques maximalement distinctives permettent alors de cerner et d’identifier 
une catégorie spécifique dans un réseau de catégories liées. Evidemment, la prototypicité 
au sens de la cue validity dépend énormément du choix des catégories qu’on décide 
d’opposer, p. ex. :  
• Dans le réseau constructionnel plus large, on peut supposer que l’adjectif a une cue 
validity maximale pour distinguer l’attribut de l’argument (COD, COI). 
• Au sein de la construction attributive, notre analyse de corpus montre que le nom 
a une cue validity maximale pour distinguer la copule prototypique de la semi-
copule. 
Dans cette étude, nous nous concentrons sur cette deuxième piste, où les deux 
catégories concurrentes sont la catégorie des copules prototypiques et la catégorie des 
semi-copules. En clair, cela n’implique pas que cette opposition serait, sur un plan 
cognitif, la plus saillante pour le locuteur lambda. Au contraire, il va de soi que la 
différence entre deux constructions différentes, p. ex. la construction attributive et la 
construction à COD, est plus grande que celle entre la construction attribuve à copule 
prototypique et la construction attributive à semi-copule, où on reste au sein de la même 
construction304. Si on se limite à la seule construction attributive, on peut dire que les AS 
nominaux (et non pas les AS adjectivaux) sont prototypiques pour la construction à verbe 
copule prototypique, en distinguant maximalement les copules prototypiques, 
caractérisées systématiquement par une surreprésentation des AS nominaux, des semi-
copules, caractérisées systématiquement par une absence ou une sous-représentation des 
AS nominaux. Nous explorerons cette piste plus en détail dans le chapitre 12, qui oppose 
les copules prototypiques aux semi-copules dans un modèle de régression logistique 
binaire. En conclusion, on peut affirmer que la spécificité d’une copule prototypique est 
qu’elle étend305 sa portée categoriélle des AS adjectivaux (= la catégorie prédicative 
prototypique) aux AS nominaux, catégorie morphosyntaxique qui est en principe plus 
réfractaire à la prédication (cf. Pustet 2003306).  
 
                                                     
304 Nous ne parlerons pas d’une (sous-)construction semi-copulative ‘abstraite’. Pour cela, les micro-
constructions à semi-copule nous semblent trop peu homogènes. De plus, il n’est pas du tout clair si la 
distinction entre copule prototypique et semi-copule serait cognitivement réelle pour le locuteur lambda. Nous 
préférons considérer l’opposition entre copule prototypique et semi-copule comme une opposition entre deux 
catégories de mots (au sein de la même construction attributive). Cette opposition est avant tout théorique, 
basée sur des traits distributionnels comme la possibilité de pronominalisation de l’AS. Cf. 1.1 pour plus 
d’informations.  
305 Sans doute : d’abord aux noms nus (plus proches des adjectifs), puis aux SN (plus référentiels). 
306 D’un point de vue typologique, la généralisation suivante est postulée dans Pustet 2003 : « If any of the lexical 
classes of nominals, verbals, and adjectivals combines with a copula at all in a given language, it is the class of 
nominals » (Pustet 2003, 37). Selon la théorie du marquage (Croft 1991), la catégorie des noms est moins apte à 
 
 212 
Force est de constater que cette troisième interprétation de la prototypicité, basée sur 
la cue validity, part d’un autre principe que notre deuxième interprétation de la 
prototypicité ci-dessus. A l’intérieur de la construction attributive, là où le concept de cue 
validity se concentre sur ce qui est distinctif (~ les AS nominaux), l’idée du socle commun 
porte sur ce qui est partagé (~ les AS adjectivaux)307. On peut facilement résoudre ce 
paradoxe, en postulant que l’AS nominal est prototypique pour la construction à copule 
prototypique, alors que l’AS adjectival est prototypique pour la construction attributive 
plus englobante (qui subsume la construction à copule prototypique et la construction à 
semi-copule). Dans la même veine, si on prend en considération la cue validity pour la 
construction attributive générale dans le réseau constructionnel plus large, on peut 
également supposer que l’AS adjectival a la cue validity maximale par rapport à d’autres 
fonctions postverbales comme le COD et le COI. En gros, la prototypicité de l’AS dépend 
dans ce cas de la hiérarchie de schématisation dans le réseau constructionnel.  
Par contre, si on se restreint à la seule construction attributive, cette solution ne 
fonctionne pas pour résoudre l’opposition entre notre première interprétation de la 
prototypicité (cf. ci-dessus) et celle fondée sur la cue validity. Rappelons que, d’après une 
analyse proportionnelle, on constate que les AS adjectivaux sont, proportionnellement, 
les mieux représentés pour les copules prototypiques. Selon la définition de la 
prototypicité, on aboutit donc à un autre type d’AS prototypique au sein de la 
construction à copule prototypique : l’AS adjectival à partir d’une analyse 
proportionnelle et l’AS nominal à partir d’une analyse différentielle (~ cue validity) par 
rapport à la catégorie des semi-copules. Ces deux définitions de la prototypicité semblent 
donc difficilement réconciliables pour notre cas de figure et donnent lieu à deux réponses 
différentes. Comme annoncé ci-dessus, nous reprendrons la question dans le chapitre 12. 
Dans ce chapitre, on verra que l’opposition entre copules prototypiques et semi-copules 
esquissée dans ce paragraphe n’est pas si étanche que cela : l’analyse multivariée montre 
que, dans la configuration [sujet inanimé + AS adjectival / français], l’AS adjectival est 
quand même typique de la copule prototypique (française), par opposition aux semi-
 
                                                     
la position prédicative que la catégorie des adjectifs et nécessite, par conséquent, beaucoup plus un marquage 
explicite à l’aide d’un verbe copule. On pourrait en déduire que l’AS nominal est en quelque sorte primaire, car 
il nécessite obligatoirement une copule pour pouvoir fonctionner prédicativement. Evidemment, Pustet 2003 
parle de ces langues qui n’utilisent pas la copule pour toutes les catégories morphosyntaxiques, tandis que la 
copule du français et du néerlandais se combine avec des AS de chaque catégorie morphosynaxique (AS 
adjectival, AS nominal, AS prépositionnel etc.). Dans ce cas, on pourrait également défendre que la catégorie qui 
s’accommode le mieux de la position prédicative, à savoir l’AS adjectival, est typique du verbe attributif. 
307 Evidemment, une deuxième distinction s’ajoute : l’approche de Gries est quantitative / probabiliste, alors que 
l’idée du socle commun se fonde sur la combinabilité binaire (oui ou non). Cette tension entre dichotomisant et 
non dichotomisant se retrouve également dans notre approche. 
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copules. De ce point de vue, il faudra conclure que les deux approches ne s’excluent donc 
pas mutuellement. 
Après ces considérations théoriques, il importe de nuancer quelque peu la 
surreprésentation des AS nominaux pour les copules prototypiques, car le degré de 
surreprésentation des AS nominaux diffère selon la copule prototypique en question. 
Ainsi, devenir (53,5 %) et worden (36,3 %) disposent d’une proportion d’AS nominaux très 
élevée, alors que rester (23,3 %) et surtout blijven (17,3 %)308 se montrent beaucoup plus 
modestes309. Les copules être (26,3 %), zijn (29,5 %) et demeurer (31,0 %) occupent une 
position plus intermédiaire310. Il ne faut donc pas non plus oublier que les généralisations 
plus larges s’appuient toujours sur un sous-ensemble de verbes qui n’est parfois pas tout 
à fait homogène. Cela montre la nécessité de la démarche que nous poursuivons ici : 
l’analyse bivariée permet justement de mettre en carte ces différences inter-verbales, 
avant de passer à la vue plus généralisatrice dans les chapitres suivants. 
A partir de cette analyse descriptive plus fine de la proportion d’AS nominaux par 
copule prototypique, nous pouvons mettre en évidence la position particulière de devenir 
et, dans une moindre mesure, de worden, avec dans les deux cas une surreprésentation 
d’AS nominaux très marquante. Cette position particulière quant à l’AS nominal sera 
encore approfondie dans la section suivante (cf. 7.1.1.2), où nous verrons que devenir et 
worden sortent à nouveau du lot, cette fois-ci en ce qui concerne leur proportion de noms 
nus au sein de l’AS nominal. Afin de renouer avec la prototypicité évoquée ci-dessus, 
remarquons ensuite que, si nous adoptons la définition de la prototypicité qui identifie 
l’AS nominal comme l’AS le plus prototypique (~ cue validity au sein de la construction 
attributive), nous devrions conclure que devenir et worden sont plus prototypiques que 
être et zijn, car ces premiers se combinent plus avec l’AS nominal. Sur ce point, les copules 
par excellence être et zijn se montrent plus rigides que devenir et worden (cf. aussi 7.5).  
L’AS nominal n’est pas le seul indice associé aux copules prototypiques. A côté de l’AS 
nominal, il reste encore quelques types d’AS plus marginaux qui s’associent aux copules 
prototypiques, à savoir l’AS infinitival, l’AS phrastique et l’AS proforme311. En particulier, 
nous observons des surreprésentations prononcées pour les copules prototypiques 
suivantes : 
- Être / zijn : surreprésentation des AS infinitivaux  
P. ex. :  
 
                                                     
308 Blijven est surtout caractérisé par une surreprésentation d’AS adjectivaux, qui est d’ailleurs beaucoup moins  
prononcée pour rester et demeurer.  
309 Notons que, si nous nous limitons aux seules prédicationnelles, blijven est même caractérisé par une légère 
sous-représentation d’AS nominaux (par rapport à l’ensemble des verbes attributifs). 
310 Comme nous l’avons déjà indiqué ci-dessus, une analyse proportionnelle devrait donc conclure que c’est l’AS 
adjectival qui est l’AS le plus prototypique pour la catégorie des copules prototypiques. 
311 Remarquons que l’AS infinitival et l’AS phrastique sont, d’une certaine façon, également des AS nominaux. 
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(358) Que l'objectif de votre document d'affaires < est > d'attirer les investisseurs, de satisfaire 
les actionnaires, ou gagner de nouveaux clients, […]. (SE) 
- Zijn : surreprésentation des AS phrastiques 
P. ex. : 
(359) De strekking van mijn verhaaltje < is > dat de actie van die gozer de OSS-zaak geen goed 
doet. (SE) 
- Devenir : surreprésentation des AS proformes (tout comme zijn et rester) 
P. ex. : 
(360) Comment avait-il put < devenir > ainsi ? (SE) 
Sur ce point, les copules prototypiques se distinguent clairement des semi-copules, qui 
n’acceptent en général pas ces types d’AS312. 
Enfin, nous aimerions attirer l’attention du lecteur sur le fait que, parmi tous les 
binômes de verbes néerlandais-français possibles, les copules prototypiques être et zijn 
sont les seules à avoir une distribution de catégories morphosyntaxiques de l’AS quasi 
égale (cf. surtout leur proportion d’AS nominaux, adjectivaux et prépositionnels). Être et 
zijn semblent donc le moins affectés par l’idiosyncrasie propre à chaque langue. Par 
 
                                                     
312 Toutefois, nous citons deux exceptions :  
1. AS phrastique n’importe quoi après virer : « Elle chante, il récite, ça pouvait < virer > n'importe quoi ou 
pathétique. » (SE) 
N’importe quoi a été catégorisé comme un AS phrastique en raison du verbe importer dans la locution figée, 
suivant nos consignes d’annotation. En revanche, nous avouons qu’une catégorisation comme proforme 
(pronom indéfini) serait également appropriée. Or, ce n’est pas une proforme comme la plupart des autres 
proformes, dans la mesure où n’importe quoi peut être précédé d’un déterminant :  
• C’est du {n’importe quoi / *quelque chose}. (Google) 
• L'intrigue démarre assez bien, puis s'essouffle avant de virer au {n'importe quoi / *quelque 
chose}. (Google) 
Remarquons qu’on observe quelque chose de similaire pour d’autres locutions phrastiques, par exemple :  
• Si on suit votre raisonnement, chaque voiture est du m'as-tu-vu... (Google) 
Ensuite, n’importe quoi a ici un sens assez spécifique, presque adjectival : ‘incohérent’, ‘décousu’ (cf. aussi la 
coordination avec l’adjectif pathétique). Dans la même veine, n’importe quoi est compatible avec l’adverbe de 
degré très (contrairement à d’autres proformes : *très quelque chose) : 
• Ce terme “geek” est devenu WTF au possible. Très mercantile et très n’importe quoi. (Google) 
On l’observe aussi pour d’autres locutions phrastiques, par exemple : 
• C'est très m'as-tu vu. (Google) 
A la limite, on pourrait donc même proposer une analyse adjectivale pour n’importe quoi (avec possibilité de 
nominalisation). 
2. AS proforme hoe après vallen : Bepaal de plaats waar je je wall art gaat aanbrengen en bekijk hoe de 
muur < valt > in de rest van de ruimte. (SE) 
Evidemment, il s’agit d’un cas limite, où le complément de vallen a une valeur quasi adverbiale. 
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contre, les binômes tomber/vallen, [rester/demeurer]/blijven et devenir/worden sont plus 
éloignés l’un de l’autre, quoique toujours assez similaires. Notons que l’analyse de groupe 
(cf. le chapitre 11) mettra en évidence que le rapprochement du binôme interlinguistique 
tomber et vallen est assez incertain. 
 Après l’analyse des copules prototypiques, tournons-nous maintenant vers le sous-
ensemble des semi-copules. Si l’AS nominal est distinctif pour les copules prototypiques, 
on peut dire la même chose de l’AS prépositionnel pour les semi-copules. Presque toutes 
les semi-copules se caractérisent par une surreprésentation des AS prépositionnels, en 
particulier les semi-copules néerlandaises gaan, komen et vallen. On peut faire l’hypothèse 
que cette présence d’AS prépositionnels importante auprès des semi-copules s’explique 
par un rapport encore plus étroit des semi-copules avec leur emploi de base comme verbe 
de mouvement, qui se construit communément avec des SPrép. directionnels (cf. lexical 
persistence, Hopper 1991 ou, mieux encore, structural persistence, Breban 2009). L’origine 
spatiale des semi-copules se confirme encore d’une autre façon dans la structure 
synchronique de l’AS. Il semble qu’une semi-copule continue parfois à conserver un lien 
privilégié avec les mêmes prépositions qui s’associent communément au verbe de 
mouvement correspondant, même si ces prépositions sont en principe internes à l’AS, 
hors de la sphère d’influence du verbe attributif. Par exemple, la semi-copule vallen (169 
AS prépositionnels contenant la préposition in) qui s’associe plus à la préposition in que 
la semi-copule gaan (33 AS prépositionnels contenant la préposition in). On peut supposer 
qu’on trouve plus ou moins la même tendance pour les verbes de mouvement 
correspondants. La chose mérite d’être creusée dans une étude diachronique. 
En ce qui concerne l’AS adjectival après la semi-copule, deux verbes sautent aux yeux, 
à savoir tomber et raken. Contrairement aux autres semi-copules, ces deux semi-copules 
disposent d’une surreprésentation d’AS adjectivaux. Plus précisément, tomber est 
caractérisé par une légère surreprésentation d’AS adjectivaux, comparable à celle que 
nous trouvons pour rester et demeurer. Ensuite, nous pouvons observer que raken est 
encore plus associé à l’AS adjectival. Qui plus est, sa surreprésentation d’AS adjectivaux 
est même plus prononcée que celle que nous observons pour être et zijn313. Cette 
surreprésentation est en grande partie due à la grande proportion d’adjectifs participiaux 
qui se combinent avec raken, comme nous le verrons dans la section 7.2. En somme, nous 
pouvons conclure que ces deux semi-copules, tomber et raken, se comportent comme des 
copules prototypiques en ce qui concerne leur proportion d’AS adjectivaux. 
 
                                                     
313 En même temps, il faut reconnaître que être et zijn se combinent avec plus de catégories d’AS différentes (cf. 
les AS infinitivaux etc.) par rapport à des semi-copules comme raken, pour lesquelles ces catégories sont en 
général absentes. De ce point de vue, la comparaison n’est pas entièrement valable : à force d’avoir plus de 
catégories différentes, les proportions par catégorie risquent d’être plus basses pour être et zijn à cause de cette 
diversité, qui ne joue pas pour raken. 
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Puis, nous observons que virer est caractérisé par une surreprésentation très marquée 
de la catégorie d’AS « nom-adj », comportant les lexèmes qui peuvent à la fois aspirer au 
statut de nom et d’adjectif. Ces lexèmes « nom-adj » correspondent le plus souvent à des 
types humains, par exemple : 
(361) […] si on < virait > suédois, on serait tous là à bouffer du poisson pourri. (SE) 
(362) Je ne < vire > pas gay quand même ?! (SE) 
Compte tenu du rôle tout à fait central des lexèmes bicatégoriels nom-adj. dans la 
copularisation de tourner, qui a ensuite servi de modèle analogique pour virer (cf. Van 
Wettere et Lauwers 2017), ce résultat n’est pas du tout surprenant. Nous pouvons donc y 
voir la conséquence directe du processus de grammaticalisation précédent. Si nous ne 
trouvons pas la même surreprésentation de la catégorie d’AS « nom-adj » pour tourner, 
son modèle analogique, cela s’explique de nouveau par la composition particulière de son 
échantillon, qui est incomplet et dominé par la structure [tourner autour de X]. 
Enfin, signalons encore une fois que nous reprendrons le fil de l’examen de la variable 
ATTRIBUT_CAT dans le chapitre 12, qui proposera une analyse multifactorielle de 
l’opposition [copules prototypiques vs semi-copules]. L’analyse qui précède a clairement 
démontré que la catégorie morphosyntaxique de l’AS permet de dissocier les copules 
prototypiques, caractérisées par une surreprésentation des AS nominaux, des semi-
copules, caractérisées par une surreprésentation des AS prépositionnels. Nous avons donc 
tout intérêt à inclure cette variable dans le modèle plus formel et englobant du chapitre 
12, qui explorera plus spécifiquement l’opposition [copules prototypiques vs semi-
copules].   
7.1.1.2 Focus sur l’AS nominal : SN vs nom nu 
Après avoir étudié l’ensemble des catégories morphosyntaxiques de l’AS, nous faisons 
dans cette section le zoom sur l’AS nominal. Cet approfondissement de l’AS nominal vaut 
bien le détour, car il permettra de mettre en lumière une caractéristique intrigante de 
devenir et de worden, qui les oppose aux autres copules prototypiques. 
En particulier, nous présentons la variable ATTR_SYNT_NOM_TYPE, qui distingue 
deux types d’AS nominaux, à savoir les SN (avec déterminant) et les noms nus (sans 
déterminant, cf. le chapitre 6 pour un aperçu des différentes variables). Etant donné que 
les semi-copules françaises et néerlandaises ne se combinent pas avec des AS de type SN, 
ce qui rend dans leur cas l’opposition [SN vs nom_nu] non applicable, elles ne sont pas 
incluses dans l’analyse élaborée ici. Nous nous concentrons donc sur les copules 
prototypiques. 
D’après Lauwers et Melis 2013, l’opposition [SN vs nom_nu] correspond à la distinction 
entre, respectivement, une « catégorisation typante » (p. ex. X est un médecin) et une 
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« catégorisation pure » (p. ex. X est médecin). La citation suivante explique ces deux types 
de catégorisation : 
La catégorisation typante ou classification consiste dans l’assignation d’un faisceau 
de propriétés au sujet, à travers un processus d’individualisation ou d’instanciation 
dépourvu d’ancrage référentiel qui situe le support de la relation prédicative dans 
une classe (Lauwers 2007b). Par contre, dans Pierre est médecin, le SN attribut314 n’est 
même pas instancié (Langacker 1991: 67-69). La dimension référentielle est 
complètement effacée ; on en reste au niveau de l’intension (cf. aussi Noailly 1991: 
83; Kupferman 1991 ; Lauwers 2007b), ou encore, de la propriété, conçue ici comme 
capacité (de Swart et al. 2005, 2007). (Lauwers et Melis 2013, 253) 
L’opposition [SN vs nom nu] correspondrait donc à une différence d’ « instanciation », 
c’est-à-dire le nom est instancié ou non (sans ancrage référentiel) comme un membre de 
la classe qu’il représente. Contrairement à l’AS de type SN, l’instanciation serait 
complètement perdue dans le cas d’un nom nu, ce qui rapproche ce cas de figure un peu 
plus d’un statut adjectival, sans que pour autant nom nu et adjectif se confondent 
(Lauwers 2007a). En d’autres termes, le nom nu AS ne passe pas par l’étape intermédiaire 
d’une instanciation, mais assigne directement une propriété au sujet, à l’instar des AS 
adjectivaux. En outre, d’autres facteurs, comme la modification du nom ou la préférence 
de l’item lexical en question, sont également supposés interférer dans le choix 
constructionnel [SN vs nom nu] (cf. Hundt 2016). Vu l’intérêt que la distinction [SN vs 
nom nu] a suscité dans la littérature spécialisée sur l’attribut du sujet, il est tout à fait 
opportun d’examiner de façon empirique la distribution de ces deux catégories pour les 
différents verbes attributifs dans nos propres données. 
Avant de nous plonger dans les résultats à propos de la variable 
ATTR_SYNT_NOM_TYPE, rappelons que devenir et worden sont tous les deux caractérisés 
par une surreprésentation de la catégorie « nominal » (cf. 7.1.1.1). Ainsi, ils occupent une 
position unique dans le champ des copules prototypiques. A cela s’ajoute que, du point de 
vue absolu, devenir et worden disposent également du nombre d’AS nominaux le plus élevé 
(respectivement 214 et 145). Il est clair que le domaine nominal compte beaucoup pour 
devenir et worden, même plus que pour être et zijn. 
Après cette mise en perspective concernant l’ensemble des principales catégories 
morphosyntaxiques de l’AS, nous retournons à notre sujet initial, l’association entre la 
copule prototypique et la variable ATTR_SYNT_NOM-TYPE, qui distingue des SN et noms 
nus. A l’aide du mosaic plot suivant (Pearson chi square = 62.4, df = 6, p < 0.001 / Cramér’s V = 
0.27), nous explorons la sous- ou la surreprésentation des catégories « SN » et « nom_nu » 
pour les différentes copules prototypiques : 
 
                                                     
314 Remarquons que nous ne parlons pas d’un SN dans ce cas, mais d’un nom nu. 
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Figure 7 Association entre le verbe et le type d’attribut nominal (copules prototypiques) 
 
Le Tableau 21 fournit les chiffres bruts correspondants : 
Tableau 21 VERBE * ATTR_SYNT_NOM.TYPE 
 nom_nu SN 
BLIJVEN 5 64 
DEMEURER 8 119 
DEVENIR 58 159 
ETRE 5 102 
RESTER 6 88 
WORDEN 32 107 
ZIJN 9 104 
 
Il s’avère que tant devenir que worden sont caractérisés par une surreprésentation de la 
catégorie « nom_nu » par rapport aux autres copules prototypiques, pour lesquelles nous 
trouvons à chaque fois une surreprésentation de la catégorie « SN ». De nouveau, les 
copules prototypiques mutatives se distinguent clairement des autres copules 
prototypiques. 
Soyons clair, cela n’implique nullement que devenir et worden se comportent de façon 
tout à fait similaire quant à leur combinabilité avec l’AS nom nu. De façon générale, il 
s’avère que devenir va encore plus loin que worden dans son ouverture envers le nom nu. 
Par exemple, la paire d’exemples suivants montre que devenir autorise parfois un AS nom 
nu, là où worden nécessite un AS de type SN : 
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(363) Mais lorsqu'elle consent à l'embrasser, elle devient grenouille [sic] à son tour ! (Google) 
(364) ??Maar wanneer ze ermee instemt om hem te kussen, *wordt ze kikker / wordt ze een 
kikker. (exemples construits) 
Cette différence entre le français et le néerlandais a peut-être quelque chose à voir avec 
le fait qu’en français, l’absence de détermination soit associée de façon assez univoque à 
la fonction prédicative, tandis qu’en néerlandais, l’absence de détermination indique 
également le massif. Cette double fonction pourrait dans certains cas mener à des conflits 
de sens. Par exemple, une interprétation massive de kikker (‘ik eet kikker’) qui s’impose là 
où on veut seulement indiquer le statut prédicatif du nom. Afin d’éviter ce conflit de sens, 
le néerlandais a recours à un AS de type SN. En outre, il se peut que la présence plus 
importante en français d’un groupe de mots qui ont un statut nominal-adjectival hybride 
(cf. con : un con vs très con, cf. notre propre catégorie AS « nom-adj ») ait pour conséquence 
que la position AS s’ouvre, globalement, plus aux noms nus en français qu’en néerlandais. 
Dans la configuration [AS nom nu, accompagné d’une modification adjectivale], qui est 
une configuration moins habituelle (en général, la modification adjectivale nécessite un 
AS de type SN à article indéfini, cf. 7.5.2.2), on constate également que devenir va plus loin 
que worden (et zijn). Cela vaut pour des sous-types reconnus qui correspondent à des 
statuts, comme « colonie française », cf. :  
(365) Autrefois un royaume indépendant, l'île est devenue colonie française en 1896, statut 
qu'elle conserva jusqu'à son indépendance en 1960. (SE, exemple externe à notre 
échantillon) 
(366) Het eiland is *Franse kolonie geworden in 1896 / een Franse kolonie geworden in 1896. 
(exemples construits) 
Dans ce cas, on pourrait y discerner une opposition contrastive entre le français et le 
néerlandais, étant donné que la même différence vaut pour être (X est colonie française315) 
vs zijn (*X is Franse kolonie). Par contre, les exemples suivants illustrent que devenir est plus 
ouvert que être quant à sa compatibilité avec l’AS statut : 
(367) Colmar devient ville libre au début du XIIIe siècle, date de la création de ses premières 
fortifications. (SE, exemple externe à notre échantillon) 
(368) ??Colmar est désormais ville libre. (exemple construit) 
(369) Le leader historique de la rébellion des FNL, devenue parti politique courant 2009, a été 
"destitué" début août par des dissidents proches du pouvoir, […]. (SE, exemple externe 
à notre échantillon) 
(370) ??FNL est désormais parti politique. (exemple construit) 
 
                                                     
315 Cf. par exemple : « La Centrafrique est alors colonie française » (Google). 
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En outre, si l’AS nom nu, accompagné d’une modification adjectivale, correspond à un 
sous-type évaluatif plus recherché, il semble que devenir soit également plus permissif 
que être, worden et zijn. Cf. par exemple :   
(371) Dans les années 70, parvenu à l'âge adulte, le fils devient clown triste dans un cirque 
itinérant et tombe amoureux de la femme de son chef. (SE, exemple externe à notre 
échantillon) 
(372) In de jaren 70 wordt de zoon *droevige clown in een reizend circus / een droevige clown 
in een reizend circus. (exemples construits) 
(373) ???Il est clown triste. (exemple construit) 
(374) Une Québécoise, Mme France Lépine, qui serait devenue joueuse compulsive à cause 
d'un médicament qui lui était prescrit contre le syndrome des jambes sans repos , vient 
de déposer, au palais de justice de Montréal, une demande de recours collectif contre les 
compagnies pharmaceutiques. (SE, exemple externe à notre échantillon) 
(375) Door het geneesmiddel zou ze *dwangmatige speelster geworden zijn / een 
dwangmatige speelster geworden zijn. (exemples construits) 
(376) ?Il est joueur compulsif. (exemple construit ; quand même quelques attestations sur le 
Web) 
A ces différences entre [devenir + AS nom nu] et [worden + AS nom nu] s’ajoute la 
problématique de la catégorie « article_indéfini_covert » 316, qui se retrouve uniquement 
en néerlandais. L’AS de type SN à « article_indéfini_covert » correspond parfois à un nom 
nu en français, ce qui pourrait se répercuter sur la proportion d’AS noms nus et d’AS de 
type SN dans les deux langues. Voici un exemple qui a été analysé comme SN en 
néerlandais, mais qui aurait pu être un nom nu en français : 
(377) Hoe zorg je er nou voor dat medewerkers ook merkambassadeurs < worden >? (SE) 
Or, cette différence typologique n’a guère d’impact sur la comparaison entre devenir et 
worden : seulement 9 exemples de corpus dans l’échantillon de worden contiennent un AS 
de type SN à « article_indéfini_covert ».   
Regardons maintenant de plus près les exemples impliquant [devenir / worden + AS de 
type nom nu] qui se trouvent dans notre corpus. Dans la plupart des cas, le nom nu 
correspond à un type humain (souvent un nom de métier)317. En guise d’illustration de cet 
emploi, citons les exemples de corpus suivants : 
 
                                                     
316 Remarquons que la catégorie « article_indéfini_covert » s’applique à ces cas où le substantif est susceptible 
d’ apparaître aussi dans d’autres fonctions que l’AS (par exemple le sujet ou le COD) sans déterminant de surface 
qui précède. Concrètement, il s’agit d’exemples comme Ze werden leraren. (exemple construit ; à l’exclusion de 
Ze werden leraar., = AS nom nu) et Mijn stress werd angst (exemple construit). 
317 Evidemment, tous les types humains ne sont pas possibles, en particulier les types humains qui ne font pas 
référence à un statut officiel, comme les noms évaluatifs : *Hij is sukkel. / *Hij wordt sukkel. → Hij is een sukkel. 
/ Hij wordt een sukkel (exemples construits). 
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(378) Vele Arabische staten die in meerderheid Soennitisch zijn, hopen diep in hun hart dat 
Israël erin zal slagen om de aspiraties van Iran om leider van de Arabische wereld te < 
worden > gevoelig de kop in zal kunnen drukken, door Iran’s paradepaardje Hezbollah 
een gevoelige nederlaag toe te brengen. (SE) 
(379) Sinds kort is er in de garage het nodige materiaal om alvast te kunnen oefenen voor als 
hij later schipper < word >. (SE) 
(380) Voici quelques-uns rencontrés un sceptique effectif, ou une personne qui semble être < 
devenue > victime d'une arnaque juste avant, vous pourriez obtenir non approuvé .. (SE) 
(381) Comme si des satrapes < devenus > milliardaires à force de rapines, des militaires 
brutaux issus d'une dictature brutale, des criminels et des violeurs, pouvaient 
s'improviser, du jour au lendemain, en grands défenseurs de la démocratie. (SE) 
Dans tous ces cas, on pourrait remplacer l’AS de type nom nu par un AS de type SN, sans 
que la phrase devienne agrammaticale.  
Afin de mieux contextualiser ce résultat, nous avons calculé pour quelques noms 
désignant des types humains le ratio [AS nom nu / AS de type SN318] dans le cas de devenir 
et d’être. Pour ces calculs, nous avons fait usage du French Web Corpus (frTenTen) entier, 
afin d’aboutir à des résultats fiables. L’échantillon n’a pas été nettoyé pour éliminer les 
exemples erronés (qui devraient représenter une portion minimale dans ce cas). Il va de 
soi que ces résultats sont seulement indicatifs : une étude plus approfondie, pour plus de 
noms, est nécessaire afin d’en avoir le cœur net. 
 
Tableau 22 AS nom nu vs AS de type SN pour devenir et être (Sketch Engine) 
 devenir être 
médecin / un(e) médecin 
  
13,0 (3174 / 245) 2,5 (9824 / 3891) 
(cuisinier + cuisinière) / (un 
cuisinier + une cuisinière) 
 
6,1 (379 / 62) 1,9 (1185 / 629) 
(ouvrier + ouvrière) / (un 
ouvrier + une ouvrière) 
 
4,4 (449 / 102) 1,9 (2281 / 1185) 
(prince + princesse) / (un 
prince + une princesse) 
 
2,8 (1061 / 385)  0,5 (2443 / 4551) 
pirate / un(e) pirate 
 
2,5 (724 / 292) 0,5 (790 / 1635) 
clown / un(e) clown 
 
2,8 (153 / 55) 0,4 (354 / 843) 
 
 
                                                     
318 Notons que [être + article indéfini + nom de statut] n’est le plus souvent possible qu’en cas de modification : 
un bon médecin. Evidemment, le sujet [ce vs il] joue également un rôle : c’est un médecin est plus acceptable que Il 
est un médecin (cf. Boone 1987 etc.). 
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A partir de ce Tableau 22, nous pouvons constater que :  
− Pour devenir, l’AS de type nom nu l’emporte toujours sur l’AS de type SN. En 
revanche, les résultats d’être varient en fonction du type de nom (grosso modo, 
statut ou non ; prince/princesse n’est pas un contre-exemple dans la mesure où il 
s’utilise moins souvent comme nom de statut que comme nom évaluatif, au figuré). 
− Le ratio [AS nom nu / AS de type SN] de devenir est toujours supérieur à celui d’être. 
Suite à cette petite recherche complémentaire, on comprend qu’au cas par cas, la 
probabilité de sélectionner un AS nom nu au lieu d’un AS de type SN est plus élevée pour 
devenir, par rapport à être, ce qui explique (en partie) la proportionnalité différente des 
noms nus pour devenir dans le mosaic plot supra. Le Tableau 22 montre que cela vaut à la 
fois pour les noms de métier (cf. médecin, cuisinier et ouvrier), qui pourtant sous la forme 
du nom nu se combinent volontiers avec être en tant que statuts officiels, que pour les 
noms plus évaluatifs (cf. prince, pirate et clown), qui correspondent moins à une profession 
reconnue et, de ce fait, sont moins compatibles avec être sous la forme du nom nu. Le 
profil de devenir proviendrait donc tant du fait que devenir ouvre la position nue à des 
noms autres que des noms de statut (= contrainte typique de être) que du fait que devenir 
se combine, relativement parlant, plus souvent avec les noms de statut sous la forme du 
nom nu que être. 
Nous faisons le même exercice pour les verbes attributifs néerlandais worden et zijn 
(dans le Dutch Web Corpus (nlTenTen) entier). Nous choisissons, parmi les ordres de mots 
possibles du néerlandais, l’ordre de mots [VERBE + AS], afin de pouvoir contrôler la 
présence ou l’absence de l’article qui s’intercale entre VERBE et AS319. Evidemment, une 
partie des exemples est perdue de cette façon. Voici le Tableau 23 qui contient les 
résultats : 
 
Tableau 23 AS nom nu vs AS de type SN pour worden et zijn (Sketch Engine) 
 worden zijn 
dokter / een dokter 
  
3,1 (40 / 13) 3,8 (410 / 109) 
arts / een arts 
 
1,2 (47 / 38) 2,9 (919 / 318) 
(kok + kokkin) / (een kok + 
een kokkin) 
 
3,5 (14 / 4) 2,5 (210 / 84) 
arbeider / een arbeider 
 
1,1 (8 / 7) 1,2 (36 / 29) 
 
                                                     
319 Remarquons que la variante [VERBE + [een + NOM]] risque de correspondre à une autre analyse que celle de 
[COPULE + AS]. Ce risque se pose plus en néerlandais, où l’inversion du sujet est beaucoup plus habituelle. En 
d’autres mots, le nombre de cas pour [COPULE + [een + NOM]AS] est sans doute surestimé. 
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(prins + prinses) / (een 
prins + een prinses) 
7,5 (157 / 21)  3,3 (341 / 104) 
piraat / een piraat 
 
? (10 / 0) 0,5 (16 / 31) 
clown / een clown 
 
1,5 (6 / 4) 0,5 (44 / 81) 
 
En général, les mêmes tendances se confirment en néerlandais, avec toutefois quelques 
différences :   
− Il semble y avoir plus de variation en fonction de l’item lexical en question. 
− Dans certains cas (dokter, arbeider), les ratios [AS nom nu / AS de type SN] de worden 
et de zijn sont très similaires. 
− Le nombre d’occurrences est souvent très bas (par rapport au français)320, ce qui 
rend les conclusions moins stables. De ce fait, il n’est pas clair si on est en mesure 
de comparer les ratios de worden et de devenir. Si on le fait, force est de constater 
qu’en général, les ratios de worden semblent plus bas que ceux de devenir, ce qui 
pourrait également contribuer à la différence qu’on observe entre devenir et 
worden quant à leur proportion d’AS noms nus dans leurs échantillons. 
Comme il ressort de l’analyse de ces quelques types AS, Il serait intéressant d’étudier ce 
phénomène du choix constructionnel [AS de type SN vs AS nom nu] dans les deux langues 
pour un échantillon de noms plus large, tout en tenant compte de différents paramètres 
comme le verbe attributif, le type de modification de l’AS ou la préférence de l’item lexical 
AS en question. On pourrait vérifier l’hypothèse selon laquelle [devenir + nom nu] a une 
ouverture plus grande que [worden + nom nu] (notamment pour les noms humains). 
A côté des AS nominaux désignant des types humains, nous relevons également 
quelques occurrences d’AS noms nus d’un autre type, surtout pour devenir. Dans les 
exemples à AS nom nu suivants, le sujet est inanimé, ce qui exclut évidemment la 
possibilité d’un type humain en position d’AS. Dans bon nombre des cas, il s’agit de noms 
de statuts inanimés (cf. Lauwers 2007b), qui se construisent aussi avec être/zijn, par 
ailleurs, mais pas toujours, comme le montrent 3, 4 et 6 : 
(382) Opdrachtgever ING Vastgoed Ontwikkeling stelde als belangrijkste eis: 85% van in totaal 
40.000 m 2 bruto vloeroppervlak moet verhuurbaar oppervlak < worden >. (SE) 
(383) La perte de ce fondement, le droit à la propriété du sol, a fait éclater l'organisation 
sociale de la communauté asservie, les membres en sont < devenus > eux-mêmes 
propriété de la communauté des maîtres, […]. (SE) 
(384) La chaleur solaire, < devenue > force mécanique, aura été ainsi transmuée en électricité. 
(SE) 
 
                                                     
320 L’ordre des mots du néerlandais y est sans doute pour quelque chose.  
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(385) Par exemple en empêchant ce processus d'universalisation de la raison lorsqu'elle < 
devient > science pour faire du réel une connaissance de plus en plus certaine […]. (SE) 
(386) Toutes les posséssions africaines de Carthage < deviennent > " province romaine 
d'Afrique ". (SE) 
(387) Pourtant, si l'évolution continue, ces prairies < deviendront > aussi forêt. (SE) 
Les types humains ne sont donc certainement pas les seuls noms nus possibles après 
devenir / worden. De nouveau, on a l’impression que devenir est plus permissif que worden, 
par exemple : ???Al de Afrikaanse bezittingen van Carthago worden Romeinse provincie van 
Afrika (exemple construit). 
7.1.2 Animéité du sujet 
Dans cette section, nous nous attelons à l’animéité du sujet. Cette variable est retenue 
dans beaucoup d’études constructionnelles et il est donc avisé de vérifier comment elle 
se présente pour la construction attributive. Il est important de noter que l’interprétation 
de cette variable est dans notre cas plus incertaine que pour beaucoup d’autres 
constructions. En général, il va de soi que c’est surtout le verbe qui, de par sa sélectivité, 
est responsable de la distribution de [sujets animés – sujets inanimés]321. Pour les verbes 
attributifs, qui sont des mots-outils, des mots fonctionnels plus ou moins dépourvus de 
sémantique référentielle (selon le degré de copularité), c’est essentiellement l’AS qui 
porte la charge prédicative et qui sélectionne donc le sujet. Nous retrouvons cette même 
vue dans Lamiroy et Melis 2005, cf. : « Un phénomène analogue s’observe dans le cas de 
tomber ; les combinaisons tomber amoureux, enceinte, fou, malade, raide, raide mort imposent 
un sujet animé, à cause de l’attribut » (Lamiroy et Melis 2005, 157‑58). Nous pouvons en 
conclure que l’animéité permet de distinguer deux types d’AS, ceux qui s’appliquent à des 
sujets animés322 et ceux qui s’appliquent à des sujets inanimés. En d’autres mots, la 
variable SUJET_ANIM caractérise tout d’abord l’AS323.  
Voici le mosaic plot qui montre la distribution [sujet animé – sujet inanimé – ‘sujet 
intermédiaire’] pour les différents verbes : 
 
                                                     
321 Nous sommes conscient du fait que cette vue verbo-centriste, avec le verbe conçu comme noyau sélectif de 
la phrase, soit moins reconnue en Grammaire Constructionnelle, qui part toujours du point de vue de la 
construction.    
322 Par exemple, la catégorie « sujet animé » regroupe un certain type d’AS adjectivaux subjectifs / émotifs / 
expressifs (comme fou, maboul, amoureux, gefrustreerd), qui s’associent aux semi-copules, en particulier en 
français. 
323 Il n’est pas à exclure que le verbe ait encore plus de pouvoir sélectif dans le cas des semi-copules, moins 
grammaticalisées. 
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Figure 8 Association entre le verbe et l’animéité du sujet 
 
Comme d’habitude, nous y ajoutons immédiatement le Tableau 24, qui fournit les chiffres 
bruts :  
 
Tableau 24 VERBE * SUJET_ANIM 
 animé inanimé intermédiaire 
BLIJVEN 130 246 24 
DEMEURER 110 256 34 
DEVENIR 163 207 30 
ETRE 101 273 26 
GAAN 231 148 21 
KOMEN 175 208 17 
PASSER 162 123 20 
RAKEN 269 98 33 
RESTER 182 201 17 
TOMBER 322 64 14 
TOURNER 14 168 2 
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VALLEN 157 225 17 
VIRER 270 79 51 
WORDEN 170 217 13 
ZIJN 88 285 27 
 
A partir de ces informations, nous pouvons dresser le Tableau 25 suivant, qui propose une 
catégorisation des verbes caractérisés par une surreprésentation de la catégorie 
« animé » et ceux caractérisés par une surreprésentation de la catégorie « inanimé ». 
  
Tableau 25 Catégorisation des verbes en fonction de la surreprésentation des catégories 
« animé » et « inanimé » 
surreprésentation de « animé » surreprésentation de « inanimé » 
copules prototypiques non mutatives : rester les copules prototypiques non mutatives : zijn, 
être + blijven, demeurer et rester 
 
les copules prototypiques mutatives (dans une 
moindre mesure) : devenir et worden 
les semi-copules néerlandaises : raken, gaan les semi-copules néerlandaises : vallen et, dans 
une moindre mesure, komen 
les semi-copules françaises : virer, tomber et 
passer 
une semi-copule française : tourner 
 
Remarquons que rester est à la fois caractérisé par une surreprésentation de « animé » et 
de « inanimé ». Il s’agit à chaque fois d’une légère surreprésentation. Cela est possible à 
cause de la troisième catégorie « intermédiaire », qui est sous-représentée. En fait, il vaut 
mieux dire que rester se caractérise par une distribution [sujets animés – sujets inanimés] 
assez équilibrée. 
Globalement, les verbes copules prototypiques sont plutôt associés à la catégorie 
« sujet inanimé »324, alors que les semi-copules s’orientent plutôt vers les sujets animés325. 
Comme toujours, cette généralisation se heurte à quelques exceptions. Du côté des 
 
                                                     
324 Ce résultat se distingue de ce qui a été mis en avant par Lamiroy et Melis 2005, qui considèrent les copules 
prototypiques comme neutres par rapport à l’opposition animé / inanimé : « Il est vrai qu’il existe des verbes 
copules peu sensibles à l’opposition animé / inanimé ; ceci est le cas des verbes fréquents : devenir, demeurer, 
rester, sembler et paraître […] » (Lamiroy et Melis 2005, 157). En outre, remarquons que cette proportion de sujets 
inanimés considérable va à l’encontre de ce qu’on trouve pour les phrases transitives, qui présentent plutôt le 
profil opposé (cf. Dahl et Fraurud 1996, 53). 
325 Les biais liés à l’animéité se reflètent bien entendu aussi dans la distribution de la première personne (variable 
PERSONNEL, par définition [+ humain]. 
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copules prototypiques, rester, devenir et worden se distinguent : malgré une légère 
surreprésentation de la catégorie « inanimé », force est de constater que ces verbes ne 
partagent pas la même prédilection indiscutable pour les sujets inanimés des autres 
copules prototypiques326. En d’autres mots, ils se conduisent de façon plus neutre par 
rapport à l’opposition [sujets animés – sujets inanimés] que les autres copules 
prototypiques. Puis, nous trouvons plus de diversité dans le cas des semi-copules, plus 
précisément les semi-copules néerlandaises. En effet, les semi-copules françaises se 
comportent de façon homogène, avec une surreprésentation (parfois très nette, cf. virer 
et tomber) de sujets animés. La seule exception, tourner, s’explique de nouveau par la 
présence dominante de la structure ‘périphérique’ [tourner autour de X], qui se construit 
avec des sujets inanimés. Sinon, tourner s’alignerait probablement plutôt sur le modèle de 
son binôme virer. De manière globale, l’opposition copule/semi-copule en français 
respecte le contraste inanimé/animé. 
Par contre, les semi-copules néerlandaises se divisent en deux sous-groupes. D’une 
part, nous avons gaan (cf. aan de slag gaan, in discussie gaan etc.) et, surtout, raken, qui se 
combinent principalement avec des sujets animés. Ces semi-copules rejoignent donc le 
profil des semi-copules françaises. D’autre part, komen et, surtout, vallen ne font pas 
preuve de la même préférence pour les sujets animés. Komen est caractérisé par une légère 
surreprésentation de sujets inanimés, alors que la surreprésentation de sujets inanimés 
est plus prononcée dans le cas de vallen (cf. wegvallen, droogvallen, te laste vallen, in duigen 
vallen, in de smaak vallen etc.). En particulier, vallen constitue l’exception principale à la 
généralisation formulée ci-dessus, à savoir l’association des copules prototypiques aux 
sujets inanimés et l’association des semi-copules aux sujets animés.  
Notons que cette surreprésentation de sujets inanimés dans le cas de vallen ne semble 
pas due à une configuration [sujet inanimé + AS prép.] prédominante, ce qui aurait pu 
indiquer que des locutions à verbe support idiosyncratiques (cf. aussi la section 15.1.7 à 
propos de la construction à verbe support) sont responsables de la proportion 
considérable de sujets inanimés. Au contraire, les AS prépositionnels après vallen pèsent 
plus lourd pour les sujets animés (112 AS prépositionnels vs 45 AS adjectivaux) que pour 
les sujets inanimés (105 AS prépositionnels vs 119 AS adjectivaux). L’analyse de régression 
(cf. le chapitre 12) montrera qu’au niveau de la copularité, la différence la plus importante 
entre le français et le néerlandais est que la configuration [sujet inanimé + AS adjectival] 
est clairement associée aux copules prototypiques en français, tandis que cela n’est pas le 
cas en néerlandais. Nous verrons que cette différence provient dans une grande mesure 
de la construction à particule, absente en français, qui se combine volontiers avec des 
 
                                                     
326 Il n’empêche que devenir et worden se caractérisent toujours par une majorité assez nette de sujets inanimés, 
cf. le Tableau 24. N’oublions pas que la sous-représentation ou la surreprésentation se définit par rapport à une 
distribution attendue sous l’hypothèse d’indépendance. Cette distribution attendue n’est pas nécessairement 
une distribution tout à fait équilibrée, 50 % - 50 %. 
 228 
sujets inanimés (p. ex. De druk viel weg. ; litt. ‘La pression tombait absente’). Cela explique 
en même temps pourquoi nous constatons ici une surreprésentation de sujets animés 
pour toutes les semi-copules françaises, tandis que la situation des semi-copules 
néerlandaises est plus diverse. Nous renvoyons le lecteur au chapitre 12, où cette question 
sera donc abordée sous toutes les coutures. 
Rappelons que les semi-copules raken et tomber, qui sont dotées d’une 
surreprésentation importante de sujets animés, étaient également caractérisées par une 
surreprésentation d’AS adjectivaux. Elles se rapprochent donc des copules prototypiques 
concernant un trait (à savoir, la proportion d’AS adjectivaux), alors qu’elles s’éloignent 
des copules prototypiques sur un autre aspect (à savoir, la proportion d’AS inanimés). 
Inversement, la semi-copule vallen est proche des copules prototypiques pour ce qui est 
de sa proportion de sujets animés, mais elle suit moins que raken et tomber l’exemple 
prototypique quant à la proportion d’AS adjectivaux. Clairement, si une semi-copule se 
rapproche du dosage des copules prototypiques pour un certain trait distributionnel, cela 
n’implique pas automatiquement qu’elle le fasse également pour un autre trait 
distributionnel. 
Comment expliquer maintenant l’association générale entre sujet animé et semi-copule 
que nous trouvons dans nos données, en particulier pour le français ? Elle pourrait être 
due au fait que ces verbes entretiennent un lien plus fort avec leur origine comme verbe 
de mouvement, supposant que ces mouvements soient prototypiquement des 
mouvements humains. Dans ce cas, nous pourrions parler de persistance lexicale (Hopper 
1991). Or, l’affirmation qu’il s’agit de mouvements principalement humains peut être 
sujette à discussion, en particulier pour les verbes sans contrôle agentif comme tomber 
(cf. Les feuilles tombent des arbres.). Cette explication n’est donc pas entièrement 
convaincante. 
Une deuxième hypothèse réside dans les rapports diachroniques que ces semi-copules 
entretiennent avec leur construction indirecte correspondante (cf. par exemple tourner / 
virer → tourner {à / en} / virer à)327. En ce qui concerne tourner et virer, on constate que la 
construction indirecte (tourner {à / en} / virer à) et la construction directe se répartissent 
le travail (cf. Van Wettere et Lauwers 2017 pour une analyse de la copularisation de 
tourner et de virer attributifs). La construction indirecte se spécialise dans les sujets 
inanimés, par exemple : Une réforme écologique vire à la revanche fiscale. En revanche, la 
construction attributive directe privilégie les sujets animés, par exemple Elle vire lesbienne. 
Pourquoi ? Van Wettere et Lauwers 2017 montrent que la construction attributive directe 
de tourner et de virer a ses racines dans la construction indirecte correspondante. 
 
                                                     
327 Cette hypothèse n’est pas tout à fait distincte de la première, étant donné que la construction indirecte 
pourrait être interprétée comme un mouvement directionnel abstrait. 
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Concrètement, certains types de compléments bicatégoriels [nom-adj], comme les types 
humains328, ont formé la passerelle entre la construction indirecte (cf. tourner au 
communiste) et la construction directe (tourner communiste)329. Il va de soi que les AS 
désignant des types humains s’accompagnent obligatoirement d’un sujet animé. Ainsi, la 
diachronie peut expliquer, au cas par cas, les types d’AS se combinant avec la semi-copule 
et, par ricochet, la prédilection pour les AS animés y associés330.  
 Afin d’expliquer la surreprésentation de sujets animés pour les semi-copules 
(françaises) en synchronie, nous pouvons mettre en avant une deuxième piste 
diachronique. Cette piste concerne plus précisément tomber. Il est difficile de proposer 
pour tomber la même voie de copularisation que celle empruntée par tourner / virer. 
Contrairement à tourner / virer, la position AS de tomber n’est guère alimentée par les types 
humains. Notre échantillon synchronique compte seulement deux cas où tomber se 
combine avec un type humain : [tomber martyr de X] et [tomber victime de X]331. La 
copularisation de tomber n’a donc sans doute pas été influencée par les compléments 
bicatégoriels [nom-adj]332. On ne peut donc pas expliquer sa représentation de sujets 
animés de cette façon-là. 
Pour tomber, il nous semble que c’est la prédominance de sujets animés dans le domaine 
AS adjectival de tomber (représentant environ la moitié de l’échantillon) qui fait que 
tomber est caractérisé par une surreprésentation de sujets animés dans l’ensemble. Il faut 
donc expliquer pourquoi la copularisation ‘adjectivale’ de tomber ne concerne que les 
sujets animés, à l’exclusion des sujets inanimés. Nous faisons l’hypothèse que la 
configuration [sujet animé + tomber + AS adjectival] est originaire de la construction 
indirecte, plus précisément dans sa configuration [sujet animé + tomber + compl. prép., 
avec pour régime un nom de propriété / d’état]. Dans cette configuration, la construction 
indirecte est susceptible de se copulariser par le biais de la passerelle [nom de propriété 
/ d’état prédicable d’un sujet animé → adjectif correspondant]. P. ex. tomber en maladie → 
tomber malade (par le biais de la passerelle maladie → malade). 
 
                                                     
328 Par contre, les compléments de couleurs, également dotés d’un statut bicatégoriel [nom-adj], n’ont en 
principe pas d’association particulière aux sujets animés ou inanimés.  
329 Cf. aussi Lauwers 2018a, qui montre comment ces mots bicatégoriels ont ouvert la construction [être + adverbe 
de degré + adjectif] aux noms, cf. Je suis très théatre. 
330 Il reste à prouver si [passer + nom nu] s’est copularisé d’une façon plus ou moins analogue.  
331 Par contre, le contexte plus large de ces exemples ne relève pas du français exemplaire. Etant donné que le 
Web contient encore d’autres exemples de ce type, nous avons quand même gardé ces exemples dans notre 
échantillon. 
332 Remarquons toutefois que Grevisse et Goosse 2016 (§ 243) énumèrent encore quelques combinaisons [tomber 
+ type humain], comme tomber veuve (1980, mais toujours quelques attestations sur le Web), tomber prisonnière 
(1977, mais toujours quelques attestations sur le Web), tomber esclave (1873, mais toujours quelques attestations 
sur le Web), tomber financier (1922), tomber professeur (1939). Notre échantillon ne recense donc pas toutes les 
combinaisons possibles. 
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Inversement, la configuration [sujet inanimé + tomber + compl. prép.] ne mène pas à 
une structure attributive correspondante [sujet inanimé + tomber + AS adjectival]. Dans ce 
cas à sujet inanimé, la copularisation se fait sans doute plutôt à l’aide d’une réanalyse du 
complément prépositionnel postverbal, où la séquence [prép. + régime] commence à 
fonctionner comme un AS autonome dans différents contextes prédicatifs. Cf. Le train 
tombe en panne. / La maison tombe en ruine. Mais attention, la configuration à sujet animé 
peut également emprunter cette voie, cf. [sujet animé + tomber sous le charme de X]. 
Afin de faire le lien entre la construction indirecte et la construction attributive directe 
pour ce qui est des sujets animés, nous présentons ci-dessous le Tableau 26, qui juxtapose 
la construction indirecte [tomber en / dans + nom d’état prédicable d’un sujet animé] et la 
construction attributive directe correspondante [tomber + AS adjectival dérivé du nom 
d’état]. Ce tableau contient tout d’abord tomber amoureux et tomber malade. Dans notre 
échantillon, ce sont ces deux cas qui dominent les exemples à AS adjectival (tomber 
amoureux : 105 exemples et tomber malade : 41 exemples) et qui contribuent beaucoup à la 
proportion de sujets animés de tomber. Les AS adjectivaux amoureux et malade peuvent 
facilement être mis en rapport avec un nom d’état prédicable d’un sujet animé, 
respectivement amour et maladie, qu’on retrouve dans les constructions indirectes tomber 
en amour et tomber en maladie / dans la maladie. Le tableau comporte aussi quelques autres 
combinaisons [tomber + AS adjectival] qui sont sans doute moins établies, mais bel et bien 
attestées sur le Web (cf. tomber fou, tomber dépressif, tomber endormi). Les correspondances 
entre la construction indirecte et la construction attributive directe sont frappantes, à tel 
point qu’on peut y déceler une voie de copularisation [cx indirecte → cx directe], qu’il 
faudrait vérifier dans une étude diachronique. 
 
Tableau 26 Construction directe et indirecte (tomber) 
construction indirecte [tomber en / dans + 
nom d’état prédicable d’un sujet animé] 
construction directe [tomber + AS adjectival 
dérivé du nom d’état] 
tomber en amour : 
• Einsi chei en amour la damoiselle qui 
onques mais n'avoit amé. (anonyme, La 
suite du Roman de Merlin, c.1235-1240 ; 
le verbe est cheoir ‘tomber’) 
• […] le pasteur Crastis estant tombé en 
l'amour d'une  chevre, son bouc, […] 
(Montaigne, 1592) 
• Car on tombe en amour pour Sète, […] 
(Google) 
 
tomber amoureux 
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tomber en maladie / dans la maladie :  
• […] il chay en maladie et sentoit bien quil 
lui conuenoit mourir. (Jean De 
Mandeville, 1360 ; le verbe est cheoir 
‘tomber’) 
• Elle tomba dans une si grande maladie 
qu' il n' y avoit point d' apparence qu' elle 
en revint, […] (Robert Arnauld d’Andilly, 
1670) 
• […] que la pollution chimique peut 
continuer de faire ses ravages, qu'elle 
peut continuer de faire tomber dans la 
maladie et dans la détresse toujours plus 
de personnes. (Google) 
 
tomber malade333 
tomber dans la folie 
• La jeune femme interprétée par Marina 
Foïs est prête à tout pour récupérer ce 
qu'elle estime être son dû, jusqu'à 
tomber dans la folie. (Google) 
 
tomber fou 
• C'est normal de tomber folle avec qu'un 
seul repas par jour !! (Google) 
• […] pour ne pas tomber folle, je m'éclipse 
ou j'éteins (Google) 
 
tomber dans la dépression 
• J'ai l'impression de tomber dans la 
dépression. (Google) 
tomber dépressif 
• J'ai désormais une peur bleue, de quitter 
mes parents, de grandir, de tomber 
dépressif ou fou. (Google) 
• A fortiori comment ne peut-on pas 
tomber dépressive quand on ne peut plus 
dormir depuis des mois. (Google) 
 
tomber dans le sommeil 
• […] dès que je tombe dans le sommeil, 
mon corps se contracte et me réveille 
immédiatement. (Google) 
• Une micro-sieste ne doit pas durer plus 
de 20 minutes afin de ne pas tomber 
dans un sommeil profond. (Google) 
tomber endormi 
• Et pour en arriver à tomber endormi sur 
la fin, c'est qu'il était vraiment chiant et 
sans surprises ! (Google) 
• La personne qui ne peut écouter la 
télévision sans tomber endormie, c'est 
souvent une couleur d'hyposensibilité au 
mouvement. (Google) 
 
 
                                                     
333 Dans la même veine (à coté de tomber fou et de tomber dépressif), nous pouvons encore ajouter :  
• « Et je n'ai pas envie de tomber parano, ni dans le voyeurisme... » (Google) 
• « La jeune femme est gravement blessée et tombe amnésique. » (Google) 
• « Ah bon donc meme qqn qui a un bon taff peux tomber schizophrene du jour au lendemain ? » (Google) 
Cf. aussi Grevisse et Goosse 2016 (§ 243) pour quelques exemples additionnels, comme tomber paralytique, tomber 
aveugle, tomber faible, tomber gâteux… On pourrait également analyser ces exemples contemporains comme des 
extensions analogiques à partir de (tomber) malade, surtout si la construction indirecte correspondante ne 
semble pas très répandue (cf. p. ex. ?tomber dans l’amnésie, ?tomber dans la schizophrénie). 
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Il n’est pas entièrement clair pourquoi la configuration [sujet animé + tomber + compl. 
prép., avec pour régime un nom de propriété / d’état] constituerait le locus de la 
copularisation ‘adjectivale’, et non pas la configuration [sujet inanimé + tomber + compl. 
prép.]334. On pourrait évoquer plusieurs explications (qui peut-être se renforcent) :  
1) On pourrait supposer que les noms de propriété et les noms d’état qui peuvent être 
prédiqués d’un sujet animé (p. ex. courage / dépression) soient plus liés à une 
contrepartie adjectivale (p. ex. courageux / dépressif)335 que les noms de propriété 
et les noms d’état associés aux sujets inanimés. Il n’est pas du tout sûr si cette 
généralisation vaille pour toute la langue, mais elle pourrait bien s’appliquer à ce 
sous-ensemble de noms qui apparaissent comme régime du complément 
prépositionnel dans la construction indirecte de tomber. Cela reste toutefois à 
prouver. 
2) Il se peut que certaines instanciations de la configuration [sujet animé + tomber + 
compl. prép., avec pour régime un nom de propriété / d’état] aient une token 
frequency particulièrement élevée. Cela peut avoir pour conséquence qu’elles 
entrent plus vite en ligne de compte pour une copularisation ‘adjectivale’, qui 
équivaut également à une forme de réduction phonétique (car on laisse tomber la 
préposition). Il est bien admis que la token frequency élevée et la réduction 
phonétique vont souvent de pair (Bybee 2010, 20). En même temps, cela explique 
aussi la token frequency élevée des cas adjectivaux résultants (cf. tomber malade, 
tomber amoureux). 
3) Un cas comme tomber mort, où mort tient plus d’un AS accessoire auprès d’un 
emploi moins désémantisé de tomber, pourrait avoir servi de modèle analogique 
pour la copularisation de certaines micro-constructions indirectes. Etant donné 
que tomber mort demande un sujet animé, la ressemblance analogique s’applique 
surtout à ces micro-constructions indirectes qui comportent aussi un sujet animé. 
Remarquons également que mort et malade (dans tomber malade, cf. supra) sont 
sémantiquement très proches.  
Des recherches diachroniques plus poussées seront nécessaires pour vérifier si ces 
hypothèses tiennent ou s’il faut explorer encore d’autres pistes. 
En conclusion, on pourrait, à partir de la situation synchronique, émettre l’hypothèse 
diachronique qu’en français, les types de compléments postverbaux qui forment le locus 
de la transition [construction indirecte → construction directe] s’appliquent très souvent 
à des sujets animés336. Il n’est donc pas étonnant de constater que les semi-copules 
françaises ont, au final, un profil distributionnel qui tend vers les sujets animés, par le 
 
                                                     
334 Un contre-exemple possible est tomber défectueux, < tomber en panne. P. ex. : « Le produit est tombé défectueux 
d'un seul coup sans signe prévisible ». (Google) Cela semble être un développement plus récent. 
335 Cf. aussi Riegel 1985 pour le lien entre les noms de propriété et l’adjectif attribut. 
336 Probablement pour des raisons diverses, en fonction du verbe attributif en question. 
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biais des types d’AS avec lesquels elles se combinent. En ce qui concerne le néerlandais, 
la situation diachronique semble (encore) plus complexe, avec des semi-copules dotées 
d’un profil distributionnel divergent : surreprésentation de sujets animés (raken, gaan) vs 
surreprésentation de sujets inanimés (komen, vallen). Là aussi, la construction indirecte a 
probablement son rôle à jouer, comme le suggèrent certaines correspondances entre AS 
prép. et AS adj. que nous constaterons dans la section 15.2.3.4. En outre, la façon dont la 
construction à particule, qui semble être une source importante de sujets inanimés, a 
contribué à la copularisation des semi-copules néerlandaises, doit être évaluée. Malgré 
nos tentatives de généralisation que nous proposons ici, il s’avérera probablement que 
chaque semi-copule suit (en partie) sa propre voie de copularisation, ce qui explique aussi 
l’hétérogénéité des caractéristiques distributionnelles de ce groupe en synchronie (cf. le 
chapitre 11). Ce dont nous pouvons être sûr, c’est que le raisonnement que l’association 
des semi-copules aux sujets animés provient directement du comportement de leur verbe 
de mouvement correspondant, est trop simpliste. 
7.2 La participialité de l’AS adjectival et la frontière floue avec 
la construction passive 
La troisième variable que nous examinons a trait à la ‘participialité’ de la forme de l’AS 
adjectival. Cette variable est importante parce qu’elle permet d’identifier les verbes 
attributifs qui tendent vers un emploi comme auxiliaire du passif. Nous rappelons qu’elle 
contient quatre catégories, à savoir « adjectif » (= les adjectifs non liés à un verbe et sans 
caractéristiques formelles d’un participe), « participial » (= les participes passés utilisés 
adjectivalement, dérivés d’un verbe existant337), « participial_2 » (= les participes présents 
utilisés adjectivalement, dérivés d’un verbe existant338) et « pseudo-participial » (= les 
adjectifs non liés à un verbe, du moins en synchronie, mais présentant les caractéristiques 
formelles d’un participe339). Rappelons que les participiaux (« participial » + 
« participial_2 ») sont ici considérés comme tels en raison de leurs caractéristiques 
 
                                                     
337 Par exemple : gewaarborgd (< waarborgen), ondersteund (< ondersteunen), rédigé (< rédiger), condamné (< 
condamner) etc.  
338 Par exemple : bruisend (< bruisen), uitdagend (< uitdagen), séduisant (< séduire), payant (< payer) etc. La tradition 
grammaticale française les qualifie d’adjectif verbal. 
339 Par exemple : beknopt (< *(be)knoppen), gewond (< *wonden), arrogant (< *arroger), méchant (< *mécher) etc. 
Remarquons que l’étiquette de pseudo-participe est surtout utilisée dans la linguistique néerlandaise : nous 
l’avons également appliqué à nos données françaises, afin de garantir la comparabilité, mais nous admettons 
qu’on pourrait mettre en question la pertinence de cette catégorie pour le français. 
 234 
formelles (p. ex. [ge-X-d]) qui les associent encore à des verbes existant en synchronie. En 
réalité, ce sont avant tout des adjectifs, car nous avons exclu au maximum les cas 
participiaux verbaux, notamment pour être / zijn. Certes, il se peut que certains de ces cas 
participiaux soient plus ancrés comme adjectifs que d’autres (cf. l’idée du potentiel 
adjectival, De Sutter 2005), mais nous n’avons pas opéré des distinctions à ce niveau de 
granularité dans cette étude. 
Le croisement des variables VERBE et ATTR_ADJ_PARTICIPIALITE donne lieu à la 
valeur Cramér’s V la plus élevée dans le Tableau 19, ce qui implique que la distribution des 
catégories de ATTR_ADJ_PARTICIPIALITE diffèrent de façon considérable parmi les 
verbes attributifs. Voici le mosaic plot qui donne un aperçu de l’importance 
proportionnelle de chaque catégorie pour les différents verbes, ainsi que de la 
surreprésentation et de la sous-représentation de certaines catégories par rapport à la 
fréquence attendue sous l’hypothèse d’indépendance des deux variables [VERBE * 
ATTR_ADJ_PARTICIPIALITE]. 
 
Figure 9 Association entre le verbe et la participialité de l’AS adjectival 
 
Nous y ajoutons immédiatement le Tableau 27, qui est le tableau de contingence [VERBE 
* ATTR_ADJ_PARTICIPIALITE] comportant les chiffres bruts :  
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Tableau 27 VERBE * ATTR_ADJ_PARTICIPIALITE 
 adjectif participial participial_2 pseudo-participial 
BLIJVEN 168 67 6 6 
DEMEURER 126 71 6 12 
DEVENIR 124 6 12 7 
ETRE 137 83 12 9 
GAAN 35 19 0 19 
KOMEN 13 1 0 0 
PASSER 3 117 0 0 
RAKEN 31 175 0 66 
RESTER 134 62 7 15 
TOMBER 166 4 0 45 
TOURNER 13 0 0 0 
VALLEN 20 0 0 0 
VIRER 136 0 1 7 
WORDEN 204 2 1 24 
ZIJN 163 37 7 22 
 
La section suivante 7.2.1 propose une discussion de ces chiffres. 
7.2.1 Discussion du mosaic plot 
Dans cette section, nous analysons le mosaic plot affiché ci-dessus : nous nous penchons 
d’abord sur les copules prototypiques, avant de passer aux semi-copules. En premier lieu, 
nous pouvons observer que zijn, tout comme worden, est caractérisé par une sous-
représentation des participes passés AS, tandis que être est caractérisé par une (légère) 
surreprésentation des participes passés AS340. Pourtant les trois verbes s’utilisent par 
ailleurs aussi comme auxiliaires du passif, contrairement à devenir, qui repousse 
clairement les participes passés. D’où vient alors cette différence ? L’explication réside à 
notre avis dans une différence contrastive, qui a probablement eu des répercussions sur 
le processus d’inclusion de cas limites passif-attributifs dans notre échantillon définitif 
de 400 exemples. A la différence d’être, zijn partage sa mission passive avec worden. Il 
s’ensuit que, par rapport à être, qui règne en seul maître sur le domaine passif, 
l’échantillon non nettoyé de zijn comporte vraisemblablement une fraction plus réduite 
d’emplois passifs, sous l’effet de sa concurrence avec worden passif. Dès lors, il s’ensuit 
également que moins de passif-attributifs ambigus se sont présentés à l’annotateur dans 
 
                                                     
340 Etant donné que blijven semble plus permissif que zijn quant aux participes passés AS, nous ne pouvons pas 
interpréter cette différence entre être et zijn comme une différence entre les participes passés néerlandais et les 
participes passés français. Blijven est caractérisé par la même légère surreprésentation de participes passés AS 
que demeurer et rester, même si la proportion de blijven est un peu plus basse que celle de demeurer et de rester. 
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le cas de zijn (cf. Raineri 2010 à propos de la sous-détermination de la distinction 
passif/attributif341, voir le chapitre 5), face auxquels il a pu hésiter et passer à l’inclusion, 
mû par une politique d’inclusion maximale. Cela a pour résultat que les participes passés 
AS sont, dans l’échantillon nettoyé, sous-représentés pour zijn, ce qui n’a pas pu se 
produire pour être. En outre, comme worden est clairement associé au passif, l’annotateur 
a sans doute moins hésité à écarter des participes passés dans ce cas, les considérant 
comme étant des passifs.    
Dans le sillage de zijn et être, nous constatons que blijven, demeurer et rester sont 
caractérisés par une portion non négligeable de participes passés. Citons en guise 
d’exemple : 
(388) Deze trainingsmethode is erop gericht honden die snel geprikkeld of afgeleid zijn te 
leren relaxed en gefocust te < blijven > in verschillende situaties. (SE) 
(389) Ce marché évolue donc très bien, mais < reste > toutefois encore freiné par deux facteurs. 
(SE)342 
(390) Les États ecclésiastiques < demeurèrent > tous supprimés. (SE) 
Enfin, nous pouvons observer que devenir et worden sont les copules prototypiques les 
plus orientées vers les adjectifs ‘normaux’. Rappelons que worden passif, qui se combine 
avec les participes passés, a été exclu. En ce qui concerne devenir, nous pouvons 
remarquer que ce verbe se distingue par une surreprésentation des participes présents 
AS, même si le chiffre absolu (12) reste relativement modeste. Cf. par exemple343 :  
(391) […] afin de fuir un Paris < devenu > de plus en plus oppressant sous l'occupation 
allemande. (SE) 
De façon générale, les participes présents s’avèrent marginaux. 
Tournons-nous maintenant vers les semi-copules. Premièrement, on constate que 
tomber344 et virer se caractérisent par une surreprésentation d’adjectifs : ils se combinent 
 
                                                     
341 Cf. p. ex. : « Tout d’abord, le sens de certains reste indéterminé même en contexte. D’autres occupent une 
position intermédiaire entre énoncés attributifs et énoncés passifs, tant sur le plan sémantique que sur le plan 
morphosyntaxique » (Raineri 2010, 140). 
342 Nous analysons par deux facteurs comme un complément d’agent à l’intérieur de l’AS freiné par deux facteurs. 
Cf. aussi la section 7.2.2.1.2 où nous faisons la même remarque. 
343 Cf. aussi Leeman et Guehria 2013 : « Les adjectifs bouillant, brillant, brûlant, bruyant permettent la combinaison 
avec devenir : contrairement à jaunissant (et comme passionnant), ils expriment une qualité éventuellement 
obtenue au terme d'un processus sans inclure l'évolution qui y mène (bouillant ne se dit pas de ce qui a été bouilli, 
brûlant de ce qui a été brûlé) ». Or, une brève recherche sur Google révèle que cette restriction n’est sans doute 
pas absolue : La récolte intervient lorsque le feuillage devient jaunissant et qu'il commence à se dessécher (Google). 
344 La surreprésentation de la catégorie « pseudo-participe » pour tomber s’explique par la combinaison [verbe + 
AS] tomber enceinte.  
 
 237 
 
donc peu avec le spectre participial. Nous citons quelques exceptions participiaux (parfois 
assez limites) pour ces deux verbes :  
(392) Elles se heurtent à une sentinelle qui tire. Suzanne < tombe > morte. (SE)345 
(393) comment qu'on est < tombés > stupéfaits ! (SE)346 
(394) Mais on < vire > plus émouvant, avec certainement la plus belle chanson sur rien qu'on 
ait écrit. (SE) 
Ensuite, la surreprésentation des pseudo-participes dans le cas de gaan saute aux yeux. 
En fait, cette surreprésentation s’explique par un seul cas de figure, à savoir [gepaard347 / 
gemoeid gaan met X]. P. ex. :  
(395) Hartklachten kunnen gepaard < gaan > met referred pain op de volgende plaatsen : […]. 
(SE) 
La conclusion la plus importante qui s’impose du côté des semi-copules est que deux 
verbes connaissent à la fois une surreprésentation de la catégorie « participial » (= 
participes passés) et une sous-représentation très prononcée de la catégorie « adjectif », 
à savoir raken et passer. En ce qui concerne passer, cela s’explique par la fréquence élevée 
de la combinaison passer inaperçu. Notons que inaperçu a été classifié comme participe 
passé, malgré la préfixation par in-, signe d’un emploi adjectival.   
Plus intéressant est le cas de raken, pour lequel la surreprésentation des participes 
passés n’est pas due à un seul type AS extrêmement fréquent. Contrairement à passer, cette 
surreprésentation de participes passés s’accompagne pour raken d’une surreprésentation 
de pseudo-participes. Ni raken, ni passer se combinent avec des participes présents en 
 
                                                     
345 Remarquons que tomber mort s’approche ici de [tomberverbe_de_mouvement + complément accessoire]. 
346 Evidemment, le verbe correspondant stupéfaire est souvent considéré comme désuet et peu recommandable. 
347 Notons que gepaard (dans [gepaard gaan met X]) a été catégorisé comme un pseudo-participe, étant donné que 
le verbe correspondant ne s’utilise pas vraiment avec le même sens, car [paren met X] veut principalement dire 
‘avoir des rapports sexuels avec X’. Cf. aussi : Wilskracht gaat gepaard met doorzettingsvermogen. → ??Hij paarde 
wilskracht met doorzettingsvermogen (exemples construits). En revanche, il faut également reconnaître que [paren 
aan X], avec la préposition aan au lieu de la préposition met, donne dans ce cas quand même lieu à un résultat 
acceptable : Hij paarde wilskracht aan doorzettingsvermogen (exemple construit). Or, en raison de la préposition qui 
est différente, nous avons tendance à considérer [paren aan X] comme un cas différent de [gepaard gaan]. Pour 
preuve, la littérature prescriptive assigne clairement la préposition met à [gepaard gaan], à l’exclusion de la 
préposition aan (cf. https://taaladvies.net/taal/advies/vraag/331/gepaard_gaan_aan_met/). De ce point de vue 
normatif, les deux ont donc un fonctionnement différent. En même temps, l’usage est un peu plus indécis, car 
[gepaard gaan aan X] est quand même attesté une fois dans notre corpus, contre 17 attestations de [gepaard gaan 
met X]. Il nous semble que la construction [gepaard gaan aan X] est plus commune dans le néerlandais des Pays-
Bas, ainsi que la construction [paren aan X]. Contrairement à nous, locuteur du néerlandais de Belgique, il se 
peut que le locuteur des Pays-Bas perçoive donc encore plus le lien de gepaard avec le verbe ‘source’. En somme, 
la distinction entre participe et pseudo-participe n’est pas toujours aisée à faire. 
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position d’AS. Dans la section 7.2.2, nous examinerons de plus près la combinaison [raken 
+ participe passé (AS ?)], qui sort clairement du lot348. En particulier, nous tenterons de 
répondre à la question de savoir si [raken + participe passé] pourrait (également) 
correspondre à une construction (semi-)passive, comme il est suggéré par la ANS 
(Algemeen Nederlandse Spraakkunst, cf. infra). 
7.2.2 Raken + participe passé : une construction (semi-)passive ? 
Lors du chapitre 5, qui traite des critères d’inclusion, nous avons déjà mis en évidence 
notre parti pris de considérer les participes après raken comme des AS adjectivaux au sein 
d’une construction attributive. Cette décision se base sur l’observation qu’en néerlandais, 
les adjectifs précèdent les verbes (attributifs) en position finale de la subordonnée, alors 
que les participes peuvent en principe précéder ou suivre le verbe conjugué349 en position 
finale de la subordonnée (Broekhuis et Bennis 2013, 499). Cf. la différence entre : 
(396) auxiliaire hebben + participe verbal toegegeven : Hij zei dat Piet eindelijk toegegeven heeft 
/ heeft toegegeven. (exemple construit) 
(397) copule zijn + adjectif beschikbaar : Hij zei dat Piet beschikbaar is / *is beschikbaar. 
(exemple construit) 
Suivant l’exemple des adjectifs, le participe qui se combine avec raken doit 
nécessairement précéder raken dans la subordonnée, cf. :  
(398) Hij is blij dat Piet eindelijk getrouwd raakt / *raakt getrouwd. (exemple construit) 
 
                                                     
348 Cf. aussi Ebeling 2006, 441 à propos de la différence entre raken et worden : « (140s) Ze werd zwanger. / (140t) 
Ze raakte zwanger. Zin (140t) suggereert eerder dat het om een ongelukje ging, dat er zich een onbedoelde 
afbuiging voordeed in de loop der dingen ». A notre avis, raken ajoute souvent la nuance d’un état résultatif 
‘contre-attente’, qui nécessite un effort (de la part du sujet) pour surmonter certains obstacles. Cf. par exemple : 
Ondanks de felle concurrentie is hij toch verkozen geraakt. (exemple construit) Evidemment, la fonctionnalité de raken 
réside aussi dans la combinaison [raken + AS ‘participial’], en général pas possible avec worden. Si raken est 
susceptible d’exprimer une nuance sémantique spécifique, celle-ci n’est pas nécessairement présente dans tous 
les exemples. 
349 Cette double possibilité ne fait pas pour autant d’office un auxiliaire de ce verbe conjugué (en contexte). Cf. 
par exemple De Sutter 2005, qui met en avant qu’un participe qui est interprété plus adjectivalement apparaît 
généralement plus souvent dans l’ordre [participe + verbe conjugué], alors qu’un participe qui est interprété 
plus verbalement apparaît généralement plus souvent dans l’ordre [verbe conjugué + participe] (De Sutter 2005, 
239‑40). Concrètement, il s’ensuit que la phrase Hij zegt dat hij getrouwd is. serait alors plutôt analysé comme [AS 
+ COP], car getrouwd est plus interprété comme un état. En revanche, la phrase Hij zegt dat hij is getrouwd. serait 
plutôt analysé comme [AUX + Vpart], car l’accent est mis sur le sens processuel, en l’occurrence le déroulement 
du mariage. Evidemment, il ne s’agit que d’une tendance probabiliste et d’autres facteurs jouent également un 
rôle (cf. la section 5.2.4). 
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Nous pouvons en déduire que (1) raken ne se comporte pas comme un auxiliaire, car un 
auxiliaire devrait admettre les deux ordres de mots dans la subordonnée, et que (2) l’AS 
participial de raken suit le positionnement fixe d’habitude réservé aux ‘vrais’ adjectifs (= 
devant le groupe verbal final de la subordonnée). 
Similairement, la ANS met en question le caractère verbal du participe après raken, à 
cause de l’ordre privilégié [participe + raken] dans la subordonnée :  
Dat houdt in dat het zuiver-werkwoordelijke karakter van de combinatie niet 
vaststaat en kan verklaren waarom het deelwoord in principe vóór het 
(groepsvormende) werkwoord staat. (ANS, http://ans.ruhosting.nl/e-
ans/18/05/02/04/01/body.html) 
Néanmoins, il semble légitime d’explorer la possibilité que raken puisse fonctionner 
comme un (semi-)auxiliaire. En particulier, on pourrait se poser la question de savoir si 
[raken + participe (passé)] se conduit comme un (semi-)auxiliaire du passif. Après tout, il 
est parfois possible de construire une phrase active correspondante à partir de [raken + 
participe (passé)], par exemple :  
(399) De vloeistof, die normaal door de hersenen en het ruggenmergkanaal circuleert, < raakt 
> geblokkeerd, waardoor de druk van de vloeistof omhoog gaat […]. 
(400) phrase active correspondante : Xsujet blokkeert de vloeistof. 
En ce qui concerne les copules prototypiques, il est bien connu que la combinaison [zijn 
+ participe] pose parfois des problèmes semblables à l’analyse : le participe peut être 
analysé comme un participe passé passif (~ interprétation verbale du participe) ou un 
participe passé comme attribut (~ interprétation adjectivale / résultative350 du participe), 
selon le cas. En outre, la question d’un possible emploi passif de raken est d’autant plus 
pertinente que le lien très étroit entre la construction attributive et la construction 
passive s’observe clairement pour d’autres semi-copules que raken. Nous citons deux 
exemples synchroniques qui peuvent illustrer ce phénomène, sans toutefois explorer 
toutes les subtilités du continuum [verbe attributif – (semi-)auxiliaire du passif] et du 
continuum plus ou moins correspondant [participe employé (plutôt) adjectivalement – 
participe employé (plutôt) verbalement]. Nous nous limitons donc à des exemples clairs. 
Tout d’abord, mentionnons en guise d’exemple le verbe pronominal français se voir 
(Van den Heede 2016)351, en tant qu’unité qui s’est autonomisée par rapport à sa 
 
                                                     
350 Notons que nous utilisons ici ‘résultatif’ dans un sens ‘sémantique’, sans faire référence à la construction 
résultative telle que nous l’avons définie dans la section 5.3.2. 
351 Cf. également des constructions réflexives à valeur passive plus ou moins analogues comme se retrouver X (p. 
ex. Il s'est retrouvé attaqué par des chiens. [Google]) ou se faire X (p. ex. Un mec s'est fait attaquer par un ours. [Google]), 
ayant aussi des contreparties attributives. 
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construction à attribut de l’objet correspondante. Se voir apparaît à la fois dans la 
construction passive et la construction attributive : 
 
Tableau 28 Constructions passive et attributive de se voir (français) 
Construction passive 
[se voir + infinitif]  « Il s’est vu refuser l’entrée du Ministère. » (Muller 2005 : 12 [cité dans 
Van den Heede 2016]) 
[se voir + participe passé]  « Car l'infortuné se voit soudain transformé en personnage de cirque. 
» (Salvayre, 1995 [cité dans Van den Heede 2016])352 
Construction attributive 
[se voir + AS participial]  Malheureusement, là encore, alors que je me voyais déjà promis au 
plus brillant destin, faisant vivre ma mère dans le luxe grâce à mon 
talent, un fait brutal s'imposa peu à peu à moi : […] (Gary, 1960 [cité 
dans Van den Heede 2016]) 
[se voir + AS adjectival]  « Je  compris  qu'elle  avait  peur  parce  qu'elle ne  parvenait  pas  à  les  
dominer ; se voyant  incapable, par  la  caresse  ou  la  menace,  de  
mettre  fin  à  leurs  gémissements, l'émoi lui monta aux joues. » 
(Monesi, 1966 [cité dans Van den Heede 2016]) 
 
Pour l’anglais, nous pouvons mentionner le verbe get (Bonnefille 2006, Thompson et al. 
2013), qui présente la même possibilité d’apparaître à la fois dans la construction passive 
et la construction attributive :  
 
Tableau 29 Constructions passive et attributive de get (anglais) 
Construction passive 
[get + participe 
passé]  
« It happened in the wing's kitchen when a prison officer suddenly got 
attacked by an inmate. » (Google)353 
Construction attributive 
[get + AS 
participial]  
She was looking for Chris and got depressed after a while. (Google) 
[get + AS 
adjectival]  
I got pregnant, then a Wall Street firm pushed me out of my job. (Google) 
 
 
                                                     
352 Remarquons que le complément adverbial de temps ponctuel (soudain) oriente l’interprétation du participe 
transformé vers un sens processuel, non résultatif.  
353 De nouveau, le complément adverbial de temps ponctuel (suddenly) oriente l’interprétation du participe 
attacked vers un sens processuel, non résultatif. De plus, le complément d’agent animé by an inmate renforce 
encore la valeur passive. 
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Le lien entre semi-copules et semi-auxiliaires a également été étudié d’un point de vue 
diachronique (cf. Dik 1987 à propos de copula auxiliarization, Laca 2000, 427‑28). Par 
exemple, Sansò et Giacalone Ramat 2015 décrivent comment les verbes de mouvement 
italiens andare ‘aller’ et venire ‘venir’ se transforment en auxiliaires du passif, par 
l’intermédiaire d’un stade où ils s’utilisent comme des semi-copules. Pour ce qui est de 
raken, nous avons consulté la GTB (Geintegreerde Taalbank : l’ensemble des dictionnaires 
historiques des différents stades du néerlandais) afin de déterminer la période pendant 
laquelle les premiers participes AS après raken font surface. Cet examen de la GTB a révélé 
que les participes passés AS n’apparaissent qu’au début du 18ième siècle dans la 
combinaison avec raken, alors que [raken + AS adjectival] existe déjà à la fin du 16ième 
siècle354. Comparez :  
(401) [raken + AS adjectival] : Een verborgen ondiepte, daer wy met t'schip Amsterdam op 
stieten, waer deur t'seer leck raeckte,  O.-I. e. W.-I. Voyag. 2, 42 a [1598]. (GTB) 
(402) [raken + AS participial] : Gaa liever vroeg te kooi; Of 't neerstik raakt gekreukt, en 't 
veurschoot uit zyn plooi, rotgans, Poëzy 672 [1708]. (GTB) 
Il va de soi que ce résultat est pour le moment provisoire et doit encore être confirmé par 
une étude diachronique plus approfondie. 
Dans la section 7.2.2.1, nous aborderons des arguments contre un emploi de raken 
comme auxiliaire du passif. Enfin, nous terminons avec quelques arguments qui 
rapprochent [raken + AS participial] d’un tel emploi dans la section 7.2.2.2. Il est important 
de noter qu’aucun exemple de l’échantillon de raken n’a été écarté au préalable en raison 
d’un emploi passif, cf. 5.2.4.1. Par conséquent, l’échantillon de raken contient encore tous 
les cas potentiellement ambigus. 
 
7.2.2.1 Arguments contre un emploi de raken comme auxiliaire du passif 
Dans cette section, nous passons en revue quelques arguments contre l’analyse de raken 
comme auxiliaire du passif dans la séquence [raken + participe passé], en plus de 
l’argument déjà soulevé supra (concernant l’ordre des mots dans la subordonnée). En 
même temps, cette argumentation nous amènera à examiner les différents types de 
participes qui se combinent avec raken. En effet, les participes en position d’AS sont assez 
divers et pourraient être sous-divisés en catégories encore plus fines, d’après plusieurs 
axes de variation : catégorisation syntaxique (cf. 7.2.2.1.1) et catégorisation sémantique 
(cf. 7.2.2.1.4).   
 
                                                     
354 On pourrait donc mettre en avant l’hypothèse que les AS adjectivaux ont donné lieu à des AS participiaux  (cf. 
p. ex. volraken → gevuld raken ; litt. ‘atteindre rempli’). 
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7.2.2.1.1 Catégorisation syntaxique des participes passés après raken 
Premièrement, nous fournissons dans le Tableau 30 ci-dessous un aperçu des réalisations 
argumentales prototypiques des verbes dont le participe se combinant avec raken est 
originaire. 
Tableau 30 Valence prototypique du verbe correspondant au participe AS après raken 
Valence prototypique du verbe 
correspondant au participe AS après 
raken 
Exemple 
Passivable par worden 
[verbe transitif direct] beschadigd raken → Ze beschadigde de auto. [sujet 
animé agentif]  
/ verontrust raken → Zijn eigenaardige gedrag 
verontrustte hem. [sujet inanimé non/moins agentif] 
[verbe transitif à particule] vastgeklemd raken → Hij klemde haar hand vast. [sujet 
animé agentif] 
[verbe ditransitif355] overtuigd raken van X → Hij overtuigde hen van de 
noodzaak om snel te handelen. [sujet animé agentif] 
Non passivable par worden 
[verbe inaccusatif]  ontstoken raken → De wonde ontsteekt. 
[verbe inaccusatif à particule] vastgevroren raken → Het spul vroor vast aan zijn bril. 
[verbe transitif indirect]  gewend raken aan X → Ze wenden maar moeilijk aan de 
nieuwe omgeving. 
[verbe réfléchi transitif indirect] gehecht raken aan X → Hij hecht zich aan oude prularia. 
[verbe intransitif < participe préfixé] 
 
(le participe sans préfixe correspond 
à une forme verbale)  
uitgepraat raken (‘genoeg gepraat hebben’) / overwerkt 
raken (‘te hard werken’) 
 
Remarquons que les préfixes uit (~ ‘épuisement total’ de 
l’action exprimée par le verbe) et over (~ au-delà de ce 
qui est encore supportable, tolérable) tendent à mettre 
l’accent sur l’accomplissement de l’action, ce qui donne 
lieu à une interprétation d’état résultatif (adjectival). 
 
                                                     
355 Notons qu’il s’agit ici du ditransitif ‘au sens large’, où le verbe demande deux compléments. Les verbes 
s’insérant communément dans la construction ditransitive de type ‘donner’ s’y prêtent un peu moins, même si 
la combinaison avec raken ne semble pas tout à fait impossible : Het cadeau raakt maar niet aan de juiste persoon 
overhandigd (exemple construit). 
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Cette liste montre qu’il n’existe pas, à première vue, de véritables restrictions 
(absolues) sur la valence prototypique du verbe dont le participe adjectival dérive356. Il est 
important de constater que les participes issus de verbes qui présentent 
prototypiquement une structure argumentale inhibant la passivation par worden357 (car : 
pas de COD), peuvent bel et bien occuper la position AS après raken. Cela constitue un 
argument supplémentaire pour la valeur non passive de la séquence [raken + participe], 
du moins pour ce sous-ensemble de participes issus de verbes ‘non passivables’ (par le 
biais de worden). Pour les participes issus de verbes inaccusatifs, on constate donc que la 
construction impliquant raken n’opère pas de changement diathétique : le sujet du verbe 
inaccusatif est déjà un patient et reste le sujet dans la construction avec raken 
correspondante (De wonde ontsteekt. vs De wonde raakt ontstoken.), ce qui n’est pas possible 
avec worden passif (*De wonde wordt ontstoken.). En résumé, étant donné que le passif 
demande en principe (au moins) deux participants, le fait que raken se combine avec des 
participes dont la valence n’implique qu’un seul participant est un indice contre un 
emploi passif de raken358. 
7.2.2.1.2 Complément d’agent vs complément adverbial 
En revanche, la présence de participes passivables en position d’AS indique clairement la 
possibilité d’un emploi passif de raken, pour lequel cas on devrait alors proposer l’analyse 
[raken - auxiliaire du passif + participe]. Nous essayerons de démontrer que, même dans 
ce cas, raken continue à fonctionner comme un verbe attributif et ne se comporte 
généralement pas comme un auxiliaire du passif. Ainsi, le participe est avant tout 
adjectival, désignant un état résultatif. Corollairement, le complément en door éventuel 
qui s’adjoint (cf. les exemples infra) équivaut plutôt à un complément adverbial de cause 
et non pas à un complément d’agent. 
 
                                                     
356 Il serait intéressant de vérifier diachroniquement si la position AS de raken a progressivement étendu sa 
portée de participes passivables aux participes non passivables (ou l’inverse), en fonction de l’existence possible 
d’un emploi passif de raken qui n’a plus cours de nos jours.  
357 Nous utiliserons la construction passive avec worden comme pierre de touche, afin d’éviter les ambiguïtés 
liées à l’emploi de zijn comme auxiliaire du passif (cf. la section 5.2.4.1). De toute façon, raken / worden et zijn 
fonctionnent d’une manière différente par rapport au tests, cf. : De auto is recent beschadigd. (= interprétation 
verbale de beschadigd, tandis que De auto is beschadigd est ambigu) vs *De auto raakt / wordt recent beschadigd (→ 
De auto raakte / werd recent beschadigd = ok). Notons toutefois que worden est dans certains cas spécifiques 
également ambigu, par exemple verward worden : [adj. + copule] ou [participe + auxiliaire du passif] ? En outre, 
nous n’avons pas d’indices que raken participerait dans une alternance productive avec un autre type de passif, 
comme le passif avec krijgen, où le sujet est le bénéficiaire (à ne pas confondre avec la construction à attribut de 
l’objet de krijgen). 
358 Notons que le sujet de raken n’est pas non plus impersonnel ici, ce qui écarte la piste du passif impersonnel, 
cf. Er wordt veel gelachen (exemple construit). 
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Afin de cerner l’espace où nous avons le plus de chances à rencontrer un emploi de 
raken comme auxiliaire du passif, regardons de plus près cette différence fonctionnelle 
souvent problématique entre un complément adverbial de cause et un complément 
d’agent, caractéristique d’un emploi passif. La présence d’un complément d’agent est 
associée à une interprétation plus verbale du participe, cf. : « […], een handelend 
voorwerp stimuleert de werkwoordelijke interpretatie [van het deelwoord] (Versteeg 
1969, Lenz 1993) » (De Sutter 2005, 206). Cette interprétation verbale, non adjectivale du 
participe est un prérequis pour pouvoir parler d’une valeur passive, qui sous-entend un 
sens processuel, focalisant le déroulement de l’action359. 
Nous partons du constat que la différence entre un complément d’agent et un 
complément adverbial de cause est plus ténue dans le cas d’un complément non animé, 
alors que cette distinction semble plus évidente pour des compléments animés. De cette 
façon, nous pouvons constater dans les deux exemples passifs suivants que le 
remplacement de door par la préposition de cause wegens (‘à cause de’) s’effectue plus 
facilement pour le complément inanimé (cf. le premier exemple) que pour le complément 
animé (cf. le deuxième exemple) : 
• Complément en door inanimé : Die vervelende insecten werden uitgeroeid door 
een gigantische komeetinslag.  
➔ ?wegens (/dankzij) een gigantische komeetinslag, ~ complément adverbial 
• Complément en door animé : Het land werd bewerkt door de boer.  
*wegens de boer360 → complément d’agent 
Cela s’explique sans doute par le fait que la phrase active simple canonique comportant 
un verbe principal transitif contient prototypiquement un sujet animé361 (~ agent) et un 
 
                                                     
359 Evidemment, il est en principe possible d’essayer d’opérer des distinctions plus fines parmi les exemples que 
nous avons classifiés comme des constructions attributives. Ainsi, dans l’exemple (a) ci-dessous, le participe 
done, ainsi que le contexte, indiquent clairement qu’il s’agit d’un état résultatif subséquent à un processus de 
préparation culinaire.  
a. « The meat is done. We can eat now. » (exemple cité dans Gehrke 2012) 
Ce participe done semble alors plus verbal que le participe cooked dans l’exemple (b) suivant, où cooked est 
contrasté qualitativement avec un autre état antagoniste not fried. Le processus qui précède l’état cooked est alors 
d’une moindre importance : il s’agit avant tout d’une caractérisation adjectivale, en opposition avec un autre 
état. 
b. « The meat is cooked. It is not fried. » (exemple cité dans Gehrke 2012) 
Certains chercheurs parleraient dans les deux cas d’un passif (cf. par exemple les termes resultant state passive 
(pour ex. a) et target state passive (pour ex. b), d’après Kratzer 2000, cité dans Gehrke 2012), mais nous n’adoptons 
pas ce point de vue ici. 
360 Evidemment, la phrase Het land werd bewerkt wegens de boer n’est pas inacceptable en soi. Or, cette 
reformulation est loin d’être une interprétation spontanée de la phrase source Het land werd bewerkt door de boer.  
361 Cf. par exemple : « Other work has shown that the earliest sentence position tends to be occupied by nouns 
that are concrete and imageable (Bock & Warren, 1985), prototypical (Kelly et al., 1986), and animate (Bates & 
MacWhinney, 1982; Bock, 1982; Bock, Loebell, & Morey, 1992; MacWhinney, 1977; van Oosten, 1984). These 
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objet inanimé (~ patient). Cf. dans la même veine : « There is a strong tendency – within 
English and across languages – for subjects to be animate and for direct objects to be 
inanimate » (Hartshorne et al. 2016, 281‑82). Il s’ensuit qu’on aboutit dans ce cas 
prototypiquement transitif362 à un complément d’agent animé dans la phrase passive 
correspondante363. En d’autres termes, le passif dans cette configuration devrait être plus 
facile à lier à un correspondant actif, qui correspond dans ce cas à la structure active 
prototypique [sujet animé (~ agent) – objet inanimé (~ patient)]. Ainsi, l’analyse 
fonctionnelle du complément en door (dans la phrase passive) comme complément 
d’agent, qui devient le sujet agentif de la phrase active correspondante, s’établit plus 
aisément pour les compléments animés. Corollairement, si le participe peut 
s’accompagner d’un tel complément d’agent animé, l’interprétation plus verbale (au lieu 
d’une interprétation résultative / adjectivale364) du participe émerge clairement, ce qui 
forme donc un test intéressant pour les éventuels cas participiaux ambigus de raken, qui 
hésitent entre interprétation verbale (~ valeur passive) et interprétation adjectivale (~ 
AS). En cas d’une analyse possible du complément en door comme complément adverbial 
de cause, il devient plus difficile de trancher en faveur d’une interprétation verbale ou 
adjectivale / résultative du participe : les deux solutions sont en principe possibles. 
Toutefois, nous interpréterons l’impossibilité d’un complément d’agent animé (= 
uniquement une interprétation comme complément adverbial de cause est possible pour 
le constituant [door + X]) comme un indice du statut attributif, non passif de raken. 
Remarquons aussi qu’un complément en door inanimé se laisse plus facilement 
pronominaliser par hierdoor / erdoor / daardoor, plus associés à un emploi comme 
complément adverbial de cause. 
 
                                                     
characteristics also tend to describe agents. An agent is the voluntary instigator of some action (Fillmore, 1968; 
Jackendoff, 1990) and so tends to be animate (because inanimate entities generally lack volition), as well as 
concrete and prototypical (Lakoff, 1987). In English, placement of the agent in subject position almost invariably 
results in an active sentence. » (Ferreira 1994, 716). 
362 Cf. aussi Hopper et Thompson 1980, qui considèrent la passivabilité comme un critère de transitivité. 
363 Remarquons que ce type de phrase passive n’est pas nécessairement canonique dans l’usage, étant donné que 
le passif est également sujet à la tendance [sujet → animé (dans ce cas : non agentif)]. Toutefois, une analyse 
plus approfondie de ces différences dépasse les objectifs de cette étude.  
364 On pourrait encore distinguer l’interprétation résultative et l’interprétation adjectivale du participe. Cf. par 
exemple : « The second type will be referred to as the Resultative Passive. The adjectival and verbal properties 
of the Participle are combined in this type, which expresses the (adjectival) result of a previous (verbal) event, 
as in (55). Unlike with the purely adjectival use, a causer or intermediate agent is evoked (but not in principle a 
personal agent). This causer or intermediate agent can be made explicit through a PP.  
(55) At first her anchor was broken through the force of the gale. (Harper’s weekly, Jan. 21, 1865: 45)  
The adjectival and Resultative Passives share with the Adjectival Copular Construction the fact that they express 
intransitive situations, in which a state, which can be the result of some previous action, is predicated of a non-
agent. Because they are overall very similar, the cannot always be clearly distinguished. Therefore, no rigorous 
classification of them has been attempted in this study » (Petré 2014, 55). Similairement, nous n’avons pas 
distingué la fonction adjectivale et la fonction résultative du participe dans notre étude.  
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La différence de traitement entre un complément en door inanimé et un complément 
en door animé, potentiellement ambigus entre complément d’agent et complément de 
cause, ressort également du test suivant. Le complément en door inanimé peut parfois être 
plus facilement antéposé en position initiale de la phrase active simple que le 
complément animé. Comparez : 
(403) ?Door een komeetinslag werden die vervelende insecten (uiteindelijk) uitgeroeid. 
(exemple construit) 
(404) ???Door een boer werd het land bewerkt. (exemple construit)   
De cette façon, le complément en door inanimé adopte la même mobilité syntaxique qu’un 
complément adverbial accessoire, alors que [door + animé] est moins facilement 
antéposable, ce qui correspond plus à ce qu’on attend d’une construction passive. En effet, 
le passif veut surtout rendre l’agent moins proéminent dans la présentation des faits : par 
conséquent, le fait de mettre l’agent (sous forme de complément d’agent) en position de 
focus au début de la phrase irait à l’encontre de la valeur du passif. Evidemment, d’autres 
facteurs, comme la continuité thématique, peuvent rendre l’antéposition du complément 
en door animé plus acceptable : 
(405) Er was maar één boer bekwaam om het land te bewerken en door die boer werd het land 
dan ook bewerkt. (exemple construit) 
Si les compléments [door + (agent) animé] sont acceptables dans le cas de [raken + 
participe d’un verbe passivable], cela nous offrirait une configuration intéressante pour 
trouver un emploi plus verbal du participe et, par ricochet, un éventuel emploi passif de 
raken. En d’autres termes, si raken s’emploie dans la construction passive, cet emploi 
devrait être plus facilement détectable / reconnaissable en cas d’un complément en door 
animé. Or, cela ne prouve pas pour autant la valeur passive de la phrase. Dans l’exemple 
suivant, nous trouvons un participe accompagné d’un complément en door animé. 
Toutefois, la pronominalisation par dat du tout365 [participe + door Xanimé] montre que ce 
tout est plutôt conceptualisé comme un état (et non pas comme un procès en cours) : 
 
                                                     
365 Toutefois, on pourrait mettre en question l’efficacité de ce test. Cf. l’exemple suivant, où être déployée 
fonctionne clairement comme un passif (avec une valeur processive), mais cela n’empêche pas la reprise par le 
dans la suite :  
• La MINURCAT devait être déployée en novembre pour protéger les populations civiles des zones de 
conflit, mais il est peu probable qu'elle le soit avant le mois de janvier. (Sketch Engine) 
Le rapport entre le et son antécédent peut parfois être plus souple, jusqu’à inclure des procès. On peut se 
demander si le ne fonctionne pas plutôt comme un le propositionnel ici, comme dans Fumer, elle le fait souvent. 
(exemple construit). 
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(406) De huizen in mijn straat zijn gebouwd door vaklui, maar de huizen in de volgende straat 
zijn dat niet. (exemple construit)   
Nous considérerons l’exemple précédent donc comme un cas attributif (quoique peut-
être moins prototypique). Remarquons que d’autres tests, comme la commutation par un 
autre verbe copule (qui ne peut pas figurer dans une construction passive), peuvent 
également démontrer le potentiel de [participe + door X] de fonctionner comme un AS 
unitaire : 
(407) Maar ook wanneer er een kind komt en de slagerij zes dagen per week open is, blijft 
Albert behekst door de koers. (SE) 
Il en est de même pour la modification du participe par l’adverbe très366, communément 
considérée comme un signe d’adjectivalité du participe, qui peut avoir lieu en 
combinaison avec un complément d’agent367. Cf. pour le français :  
• Construction plutôt attributive : J’imagine, je fais l’itinéraire, je calcule le temps dont je 
dispose, je suis très surveillée par ma mère. (A. Ernaux, La femme gelée) (exemple 
emprunté à Buchard et Carlier 2008).  
• Constructions plutôt passives : J'ai été très surpris par cette nouvelle. (exemple 
emprunté à Creissels 2000) / On croyait le sujet épuisé depuis longtemps car il a été très 
labouré par la recherche. (Google) 
 
Comme nous l’avons indiqué de façon plus circonstanciée dans la section 5.2.4.1, la 
passivité est un phénomène multifactoriel, où plusieurs facteurs guident l’interprétation 
(passif ou non) et peuvent éventuellement entrer en conflit. A témoin cette citation issue 
de Petré 2014, qui estime que les deux fonctions [= participe adjectival vs participe verbal] 
ne sont pas mutuellement exclusives : 
 
                                                     
366 Nous n’utiliserons pas ce test ici, parce que (1) il est seulement applicable aux participes gradables, (2) 
l’adverbe néerlandais zeer figure également dans les passifs avec worden : Hij werd zeer gerespecteerd door de lokale 
autoriteiten. (Google) et (3) comme il s’agit surtout de prouver le caractère verbal du participe, afin de démontrer 
un éventuel emploi passif de raken, ce type de test est de toute façon peu utile (on sait très bien que la 
modification par zeer dans le cas de raken est possible, cf. De auto raakte zeer beschadigd.).  
367 Sleeman 2014 distingue un emploi du participe qu’elle nomme eventive property reading, se situant entre fully 
eventive (~ interprétation verbale du participe) et resultative (~ interprétation adjectivale du participe), pour des 
cas comme Il est très fréquenté par les voyageurs marocains, où très modifie le participe fréquenté. Il va de soi qu’il 
est parfaitement possible d’introduire des distinctions encore plus fines, mais ce degré de granularité n’est pas 
nécessaire ici : nous n’avons pas testé le potentiel adjectival des participes en ajoutant l’adverbe très / zeer. 
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While this construction is usually simply referred to as the passive construction368, 
I add Participial to cover the two possible functions of the Participle, the adjectival 
one ([NON-AGENT PROCESS PROPERTY]) and the verbal, passive one ([PATIENT 
PASSIVE-EVENT]) (see also Huddleston 1984:324 ; Huddleston & Pullum 2002:79, 
541; Toyota 2008). These two functions are not mutually exclusive and can be 
combined, which results in a fairly complex cline from most adjectival to most 
verbal. (Petré 2014, 55)  
Ces indices contradictoires pourraient mener à supposer une certaine hiérarchisation des 
critères : 
[…] On peut supposer que certains critères sont plus déterminants que d’autres. Le 
complément en BY/PAR SN, par exemple, semble moins définitoire du passif que la 
modification par un adverbe du type very ne l’est de l’attributif, dans la mesure où 
BY/PAR SN est compatible avec des adjectifs […]. (Raineri 2010, 141) 
Cela étant dit, même si la frontière entre la construction passive et la construction 
attributive peut parfois paraître assez floue, avec des passifs présentant certaines 
caractéristiques attributives ou vice versa, nous estimons que le passif prototypique est 
toujours clairement distinct de l’attributif prototypique. Nous le répétons encore une fois, 
notre démarche ici tente avant tout de déterminer les conditions optimales pour 
maximiser nos chances de trouver un emploi (indubitable) de raken comme auxiliaire du 
passif. La question de savoir s’il s’agit finalement d’un véritable passif, reste en principe 
ouverte et est encore à évaluer lors de la conclusion. 
Si nous vérifions maintenant l’acceptabilité de l’ajout d’un complément en door animé, 
il faut constater que ces compléments en door animés semblent, à notre avis, souvent peu 
acceptables pour [raken + participe d’un verbe passivable] et, si jugés acceptables, ils 
semblent donner lieu à une interprétation inanimée / de cause. Cf. les deux exemples 
construits suivants, qui étayent ce point de vue :  
(408) ?De auto raakte beschadigd door Piet en Jan. (= plutôt une causalité indirecte : door 
toedoen van Piet en Jan, ‘ils ont fait quelque chose qui a mené indirectement aux dégâts’) 
→ De auto werd beschadigd door Piet en Jan. 
(409) ?De appel raakte verkocht door Jules. (= plutôt une causalité indirecte : door toedoen van 
Jules). 
→ De appel werd verkocht door Jules. 
 
                                                     
368 L’auteur parle d’une construction passive, mais rectifie immédiatement le tir, en disant que : « The first type 
contains a purely adjectival Participle and will be referred to as the Adjectival Passive. It is really a subtype of 
the Copular Adjectival Construction and expresses a property of the Subject » (Petré 2014, 55). Il nous semble 
un peu contradictoire de mélanger les termes Adjectival Passive et Copular Adjectival Construction, mais tout 
dépend évidemment du focus de la recherche, passif ou attributif, à partir duquel les phénomènes plus 
périphériques (= par rapport au focus) sont classifiés. 
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(410) ?Melanie raakte overtuigd door Sandra. (= plutôt door wat Sandra zei/deed ou dankzij 
Sandra) 
→ Melanie werd overtuigd door Sandra. 
L’interprétation inanimée de cause du complément en door ressort aussi du test 
suivant. Prenons l’exemple De auto raakte beschadigd door Piet en Jan. Dans cet exemple, Piet 
et Jan sont responsables pour les dommages (= la cause), mais ils ne sont pas 
nécessairement ceux qui endommagent la voiture (= l’agent direct). Cf. :  
(411) De auto raakte beschadigd door Piet en Jan. Zij waren het die de omstaanders aanzetten 
om de wagen in brand te steken. (exemple construit) 
Ce sens n’est pas possible pour le passif avec worden (où door Piet en Jan est complément 
d’agent) :  
(412) ???De auto werd beschadigd door Piet en Jan. Zij waren het die de omstaanders 
aanzetten om de wagen in brand te steken. (exemple construit) 
Notons que la construction passive avec l’auxiliaire krijgen (cf. Colleman 2015) autorise 
bel et bien sans difficultés l’ajout d’un complément d’agent animé :  
(413) Ze krijgt de bal toegespeeld door haar medespeelster. (exemple construit) 
D’autres types de constructions passives néerlandaises que la construction passive 
‘classique’ avec worden ne sont donc pas rétives à cet ajout. Remarquons que cet emploi 
de krijgen, où le bénéficiaire est réalisé en position de sujet, est à distinguer de la 
construction suivante, où le bénéficiaire n’est pas réalisé en position de sujet (cf. le 
bénéficiaire [aan de bakker], qui peut encore être ajouté indépendamment) : 
(414) Hij denkt dat hij zijn appels wel verkocht krijgt [aan de bakker]. (ANS) 
reformulation avec raken : [hijCAUSE → appels raken verkocht] 
(415) Hij is blij dat zijn appels verkocht raken. (ANS) 
Dans cette construction, krijgen fonctionne plus ou moins comme la variante causative de 
raken : le sujet de krijgen est l’instigateur qui vise à réaliser l’état résultatif (par rapport à 
une autre entité) exprimé par le participe. 
D’un point de vue quantitatif, nous constatons que raken ne se combine guère avec un 
complément en door animé. Pour raken, notre corpus compte seulement 21 exemples 
comportant un complément en door (‘par’) sur un total de 175 AS participiaux, mais la 
vaste majorité concerne des compléments inanimés. Cf. les exemples (416) et (417) ci-
dessous : 
(416) De eerstvolgende keer dat ik weer zeer geïrriteerd < raakte > door het gedrag van mijn 
dochter, “vuurde” ik het anker af. (SE) 
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(417) Beroepskrachten – leerkrachten, welzijnswerkers, huisartsen en anderen – komen in 
hun werk jongeren (10 – 23 jaar) tegen die door de thuissituatie overbelast zijn of 
dreigen te < raken >. (SE) 
Deux exemples peuvent être mis en rapport avec un complément animé. En ce qui 
concerne le premier exemple, il s’agit seulement d’un cas intermédiaire, où de persoon fait 
sans doute référence à la personnalité, un concept inanimé :  
(418) Het allerbelangrijkst is dat je als auteur geïnspireerd < raakt > door de persoon. (SE) 
Le deuxième exemple contient un ‘véritable’ complément en door animé :  
(419) Na haar muzikale reis door West-Afrika is Dina Popma geïnspireerd < geraakt > door de 
verhalenvertellers van Senegal en Mali. (SE) 
Cette fois-ci, le complément animé ne donne pas lieu à une interprétation ‘inanimé’ (de 
cause). Voici la phrase active correspondante : 
(420) De verhalenvertellers van Senegal en Mali hebben Dina Popma geïnspireerd. (exemple 
construit) 
Ce qui saute aux yeux, c’est que le remplacement de raken par worden passe difficilement, 
à cause du complément adverbial de temps [na X] : 
(421) Na haar muzikale reis door West-Afrika wordt Dina Popma geïnspireerd door de 
verhalenvertellers van Senegal en Mali. (exemple construit) 
L’exemple originel (419) suggère que Dina Popma s’est inspirée des conteurs du Sénégal 
et du Mali pendant son voyage, si bien qu’elle a atteint l’état ‘inspirée’ à la fin de ce voyage 
(= accomplissement). Si on remplace raken par worden, on interprète l’exemple plutôt 
comme si Dina Popma ne commence à s’inspirer de ces conteurs qu’à partir de la fin du 
voyage. En d’autres mots, l’exemple (422) suivant, où nous remplaçons na (‘après’) par 
tijdens (‘pendant’), est plus proche de l’exemple originel que l’exemple (421). 
(422) Tijdens haar muzikale reis door West-Afrika wordt Dina Popma geïnspireerd door de 
verhalenvertellers van Senegal en Mali. (exemple construit) 
Dans la figure ci-dessous, nous visualisons la différence entre l’exemple (419) 
geïnspireerd geraakt (cf. la partie bleue de la figure) et l’exemple (421) geïnspireerd worden 
(cf. la partie verte de la figure). Dans le cas de geïnspireerd geraakt, l’AS geïnspireerd peut 
être interprété comme l’état résultant après le voyage. On peut s’imaginer que cet état 
résultant est en quelque sorte l’accomplissement d’une accumulation d’expériences tout 
au long du voyage, qui contribuent à l’état final d’être inspiré. Dans ce sens, le terme du 
processus geïnspireerd geraakt se succède à la fin du voyage (ce qui est marqué par le 
complément adverbial introduit par na), mais le début de ce processus se situe avant la 
fin du voyage (cf. sur la figure ci-dessous la partie voyage de l’axe horizontal, avant la barre 
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verticale)369. En revanche, la variante passive avec worden désigne un évènement qui a lieu 
après la fin du voyage. Contrairement à geïnspireerd geraakt, qui prend ses racines avant la 
fin du voyage, cet évènement ne peut pas débuter avant la fin du voyage. Le processus du 
passif geïnspireerd worden ne peut donc pas en partie coïncider avec la partie voyage de 
l’axe horizontal, avant la barre verticale. 
 
 
 
 
 
 
 
 
 
 
Figure 10 Geïnspireerd geraakt vs geïnspireerd worden 
 
Malgré cette différence entre raken et worden passif, force est de constater que les 
compléments d’agent en door animés ne sont pas tout à fait impossibles pour raken. Le 
participe passé après raken peut donc recevoir une interprétation plus verbale. Nous y 
reviendrons sous 7.2.2.2. 
Avant de passer à la section suivante, nous répétons ici les conclusions les plus 
importantes de cette section : 
(1) Beaucoup de participes ne sont pas issus de verbes transitifs et n’entrent donc de 
toute façon pas en ligne de compte pour un emploi passif de raken. 
(2) Certains participes issus de verbes transitifs, qui devraient pouvoir se construire 
avec un complément d’agent animé dans un emploi passif (p. ex. beschadigd), 
acceptent difficilement cet ajout dans la combinaison avec raken.  
(3) La conclusion (2) se reflète aussi dans les données quantitatives du corpus : 
seulement un complément en door animé pour raken. 
7.2.2.1.3 Les tests aspectuo-temporels 
Dans cette section, nous utilisons des tests aspectuo-temporels pour démontrer le statut 
attributif (non passif) de [raken + participe passé issu d’un verbe transitif]. Dans la section 
5.2.4.1, nous avons déjà relevé que l’interprétation attributive ou passive de zijn/être se 
fait parfois en fonction de compléments adverbiaux de temps. Leur intérêt est donc 
 
                                                     
369 Cela ne doit pas toujours être le cas avec raken, par exemple : Na die fantastische en stressloze reis, raakte ze bij 
haar thuiskomst in paniek. L’état in paniek peut très bien débuter après la fin du voyage. 
VOYAGE 
résultat du voyage : 
geïnspireerd  geraakt 
geïnspireerd  aan het raken 
FIN DU VOYAGE 
APRES VOYAGE 
évènement : 
geïnspireerd  worden 
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d’emblée établi. Ici, nous voulons développer des tests temporels sur mesure, qui 
s’appliquent à notre cas de figure. En effet, les tests pour zijn ne sont pas tout simplement 
transposables à raken et à worden. Dans le cas de zijn, l’ajout d’un complément adverbial 
de temps qui situe l’action à un point précis dans le passé370 (cf. gisteren ‘hier’), en 
combinaison avec zijn conjugué à une forme simple du présent, déclenche une lecture 
passive / processuelle de la phrase (cf. De Sutter 2005), p. ex. : 
(423) Het tuinhuis is gisteren geverfd. (exemple construit) 
Dans la phrase correspondante sans gisteren, le participe passé geverfd pourrait très 
bien être interprété comme un AS. Or, pour raken et worden (passif + attributif), l’ajout 
d’un tel complément rend la phrase inacceptable :  
(424) *Het gebouw raakt gisteren vernield. (exemple construit) 
(425) *Het gebouw wordt gisteren vernield. (worden passif) (exemple construit) 
(426) *Hij wordt gisteren ziek. (worden attributif) (exemple construit)  
Nous ne pouvons donc pas utiliser ce test pour essayer de provoquer une interprétation 
passive de raken. Par conséquent, nous devons trouver d’autres outils temporels, qui 
s’appliquent à notre cas de figure. Ces tests seront présentés dans les sections 7.2.2.1.3.1 
et 7.2.2.1.3.2 ci-dessous. 
7.2.2.1.3.1 Complément perfectif vs complément imperfectif 
Tout d’abord, nous explorons les différentes possibilités de modification temporelle de 
worden (attributif / passif) et de raken. Nous nous concentrons sur l’opposition perfectif 
(cf. en X) vs imperfectif (cf. pendant X). Pour ce qui est de worden attributif, les deux options 
sont possibles, mais chacune entraîne une conceptualisation assez différente. L’option la 
plus prototypique est sans doute le complément perfectif in twee uur tijd, qui met l’accent 
sur l’accomplissement du changement d’état :    
(427) In twee uur tijd werd hij ziek / een vliegpiloot. (= ‘hij is ziek / een vliegtuigpiloot aan het 
worden tot het ziek/vliegtuigpiloot-zijn is voleindigd aan het eind van de twee uur‘) 
(exemple construit) 
Dans ce cas, le changement d’état s’accomplit à la fin de la période définie par le 
complément adverbial de temps. Cela entre en opposition avec le complément imperfectif 
 
                                                     
370 En clair, les complément adverbiaux comme [sinds / depuis X], qui identifient un début dans le passé qui 
perdure jusqu’au présent, ne peuvent pas être utilisés à cette fin. 
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twee uur lang371, où le changement d’état est déjà accompli au début de la période définie 
par le complément adverbial de temps. Il s’agit d’un état temporaire qui est réalisé 
pendant la période indiquée et qui est différent de l’état ‘par défaut’. Cf. l’état ‘par défaut’ 
(oude toestand) dans l’exemple suivant : 
(428) Door het magische drankje werd hij twee uur lang een kabouter, maar daarna keert hij 
terug naar zijn oude toestand. (≠ ‘hij is een kabouter aan het worden tot het kabouter-
zijn is voleindigd aan het eind van de twee uur’) (exemple construit) 
En ce qui concerne worden passif, nous constatons que la construction passive est à la 
fois combinable avec un complément perfectif (cf. in twee uur tijd) et imperfectif (cf. twee 
uur lang). 
(429) Twee uur lang werd de auto geassembleerd. (= ‘gedurende twee uur waren ze de auto 
aan het assembleren’) (exemple construit) 
(430) In twee uur tijd werd de auto (volledig) geassembleerd. (worden passif se rapproche 
d’une construction attributive) (exemple construit) 
Le complément perfectif in twee uur tijd focalise le résultat de l’action exprimée par le 
participe et non pas le procès : *In twee uur tijd waren ze de auto aan het assembleren. Dans ce 
cas de figure, le passif se rapproche d’une construction attributive, qui, par définition, 
focalise l’état résultatif. 
Tournons-nous vers raken. Il s’avère que raken se combine à la fois avec un complément 
perfectif : 
(431) In twee uur tijd raakte hij helemaal gedesoriënteerd. (exemple construit) 
Et un complément imperfectif :  
(432) Hij raakte twee uur lang ondergedompeld in een verhaal372. (exemple construit) 
Le bilan est donc que les trois cas, à savoir worden attributif, worden passif et raken, sont 
susceptibles de se combiner à la fois avec un complément imperfectif et un complément 
 
                                                     
371 Nous préférons utiliser [X lang] et non pas [tijdens / gedurende X]. Ce dernier complément offre la possibilité 
d’esquisser un cadre temporel au sein duquel un seul fait ponctuel peut avoir lieu, cf. Tijdens zijn huwelijksnacht 
wordt hij vergiftigd (ce qui ne correspond pas à ze vergiftigden hem de hele nacht lang). Cette interprétation n’est pas 
possible pour [X lang] : ??Zijn huwelijksnacht lang wordt hij vergiftigd (exemple construit). 
372 Cf. aussi les exemples comparables suivants, tirés du Web :  
• Avec AS ‘participial’ : « De ervaring is dat diep-leren altijd plaatsvindt omdat men gedurende een 
bepaalde periode ondergedompeld raakt in een nieuwe situatie waarbij men tot resultaten moet komen 
». (Google) 
• Avec AS prép. : « Gedurende korte tijd raakt ze in vervoering, net als enkele maanden geleden ». 
(Google) 
 
 254 
perfectif. Alors, comment positionner raken dans tout ceci ? Il importe de se rendre 
compte que l’acceptabilité de [raken + complément imperfectif] dépend du participe qui 
se trouve en position d’AS. Si le participe peut facilement être conceptualisé comme un 
état temporaire qui est en principe annulable après la fin de la période définie par le 
complément de temps, la combinaison avec twee uur lang est parfaitement naturelle, cf. :373  
(433) Hij bleef twee uur lang ondergedompeld in het verhaal. (= blijven attributif) (exemple 
construit) 
Or, dans le cas d’un participe comme geassembleerd, cela donne un résultat bizarre :   
(434) ??De auto bleef twee uur lang geassembleerd. (= blijven attributif) (exemple construit) 
Une fois que la voiture est assemblée, difficile de s’imaginer que cet état est seulement 
temporaire (sauf dans un contexte très particulier). Appliquons maintenant le test du 
complément imperfectif à [raken + geassembleerd] et à [worden passif + geassembleerd] : 
(435) ???De auto raakte twee uur lang geassembleerd. (cf. De auto raakte eindelijk 
geassembleerd.)  (exemple construit) 
(436) De auto werd twee uur lang geassembleerd (door de arbeider). (= worden passif) (exemple 
construit) 
Il y a clairement une différence d’acceptabilité entre d’une part raken, pour lequel 
l’opération donne un résultat peu acceptable (~ [blijven attributif + geassembleerd]) et 
d’autre part worden passif, qui se combine facilement avec le complément imperfectif [X 
lang]. En conclusion, si le participe ne peut pas s’interpréter comme un état duratif 
temporaire et réversible, l’ajout du complément adverbial de temps imperfectif [X lang] 
permet d’établir une différence entre raken et worden passif. Ainsi, raken suit plutôt le 
modèle d’un verbe attributif. 
Evidemment, si on ajoute le modificateur langzaam maar zeker, la phrase avec raken 
devient un peu plus acceptable. Ainsi, raken et worden passif se conduisent de nouveau de 
façon parallèle :  
(437) ?Twee uur lang raakte de auto langzaam maar zeker geassembleerd374. (exemple 
construit) 
 
                                                     
373 Dans l’exemple, nous utilisons blijven au lieu de zijn, car zijn donne plutôt lieu à une lecture passive dans le 
cas de geassembleerd, cf. : De auto is twee uur lang geassembleerd (exemple construit). 
374 Evidemment, l’exemple est toujours un peu forcé, dans la mesure où on n’a pas l’habitude de conceptualiser 
geassembleerd comme un état gradable (?être un peu assemblé, ?être très assemblé, ?être de plus en plus 
assemblé). Avec vervuild raken, où vervuild (‘pollué’) est plus facilement gradable, l’ajout de langzaam maar zeker 
passe mieux : Er was gedurende twee uur lang een lek, waardoor radioactief afval in de rivier terecht kwam. Twee uur lang 
raakte de rivier dus langzaam maar zeker vervuild (exemple construit). 
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(438) Twee uur lang werd de auto langzaam maar zeker geassembleerd. (exemple construit) 
Si on ajoute langzaam maar zeker, l’état résultatif complet / accompli du participe 
geassembleerd après raken (en l’occurrence, l’assemblage complet) est seulement atteint à 
l’issue de la période de temps définie par twee uur lang. En d’autres termes, geassembleerd 
est devenu un état gradable. Ainsi, on n’est plus obligé de conceptualiser geassembleerd 
(après raken) comme un état d’assemblage complet qui s’étend pendant deux heures (= du 
début jusqu’à la fin), ce qui rend la phrase un peu plus acceptable. A notre avis, raken et 
worden passif se distinguent toujours sémantiquement ici (atteinte de l’état geassembleerd 
vs procès d’assemblage), mais cette différence ne s’observe plus de façon plus formelle. 
7.2.2.1.3.2 Modification itérative : hoe langer hoe meer 
Dans cette section, nous introduisons un deuxième test (plus simple), qui permet de 
différencier raken et worden passif. Considérons les deux exemples suivants :  
(439) Hij raakt hoe langer hoe meer toegetakeld. (*’steeds vaker’) (exemple construit) 
(440) Hij wordt hoe langer hoe meer toegetakeld. (‘steeds vaker’ = ok375) (exemple construit) 
La phrase avec worden passif permet d’interpréter hoe langer hoe meer à la fois comme un 
modificateur d’intensité et un modificateur itératif (‘de plus en plus souvent’). En 
revanche, raken admet seulement l’interprétation comme modificateur d’intensité (de 
l’état toegetakeld). 
Il est important de se rendre compte que raken n’est pas incompatible avec la 
modification itérative, comme le montrent les deux exemples suivants à AS gradable (een 
beetje toegetakeld, een beetje in de war), où les modificateurs itératifs (non ambigus avec la 
modification intensifiante) telkens opnieuw et voortdurend sont utilisés : 
(441) Omdat mijn scheenbenen telkens opnieuw toegetakeld raken door het onsportieve spel 
van de tegenpartij, ga ik het voetbal vaarwel zeggen. (exemple construit) 
(442) Omdat de leerlingen voortdurend in de war raakten, moest ik telkens opnieuw alles 
uitleggen. (exemple construit) 
En outre, si l’état AS avec lequel raken se combine, n’est guère intensifiable376, comme 
dans l’exemple suivant (???Hij is een beetje meer gewond geraakt in vergelijking met gisteren.), 
il s’avère que le modificateur itératif hoe langer hoe meer, au sens de ‘de plus en plus 
souvent’, est quand même possible : 
 
                                                     
375 Par exemple : Hij wordt hoe langer hoe meer toegetakeld op school. Vorige week hebben de pestkoppen hem twee keer 
aangevallen, nu al vier keer op drie dagen tijd (exemple construit). 
376 Mais quand même gradable : Hij raakte zwaargewond (exemple construit). 
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(443) Omdat mensen hoe langer hoe meer gewond raken bij dit soort van evenementen, wil 
de regering ze verbieden. (exemple construit) 
En somme, si l’AS après raken est gradable, le modificateur ambigu hoe langer hoe meer 
ne s’interprète pas facilement comme étant itératif : l’emploi par défaut est dans ce cas 
intensifiant. En revanche, il nous semble que l’interprétation par défaut de hoe langer hoe 
meer pour worden passif est itérative. Nous pouvons donc conclure que, dans le sous-
ensemble des AS gradables ‘participiaux’, ce test permet de différencier entre raken et 
worden passif. 
7.2.2.1.4 Catégorisation sémantique des participes passés après raken 
Dans cette partie, nous continuons notre analyse des participes issus d’un verbe transitif 
(passivable). Cette fois-ci, nous adoptons un point de vue sémantique et tentons de 
distinguer deux types sémantiques de participes transitifs, à savoir les verbes 
psychologiques et les verbes d’action concrets.  
Dans un premier temps, nous pouvons constater que beaucoup de participes AS qui se 
combinent avec raken, se situent dans le domaine psychologique / émotif, comme dans 
les exemples (444)-(453) suivants. Ainsi, la classe sémantique « émotion » représente 26,3 
% (46 / 175) des AS participiaux après raken. 
(444) “Na Valencia ben ik nog meer geïnteresseerd < geraakt > in Spanje dan dat ik al was. (SE) 
(445) Hij < raakte > echter gefrustreerd over de kwalitiet van deze producten en benaderde 
lokale bedrijven die zelf de artikelen konden produceren tegen hogere kwaliteits eisen. 
(SE) 
(446) In zijn pogingen die ene onbekende emotie te begrijpen, te doorgronden, < raakt > hij 
erdoor gefascineerd. (SE) 
(447) “Mensen kunnen teleurgesteld < raken > als de overheid niet terug-reageert.” (SE) 
(448) Hoewel er wel bewijs is dat als je mensen slecht behandeld [sic] ze gedemotiveerd < 
raken > en gedeprimeerd. (SE) 
(449) Ik < raak > elke keer weer ontroerd door het zingen. (SE) 
(450) Een erotomaan is een fan die volledig geobsedeerd is < geraakt > door een beroemdheid. 
(SE) 
(451) Blijft dat uit, dan < raken > ze ontmoedigd en blijven de ideeën op de plank liggen. 
(452) Toen ik het echte verhaal leerde kennen, < raakte > ik wel erg geïntrigeerd. (SE) 
(453) Hij < raakt > vooral gecharmeerd door Adriana (Marion Cotillard), Picasso’s minnares en 
[…]. (SE) 
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Ces verbes psychologiques se construisent soit avec un sujet qui assume le rôle 
d’expérienceur (p. ex. : Hij interesseerde zich voor talen. / Ze kalmeerde pas na afloop.377), soit 
avec un sujet qui cause l’état psychologique chez quelqu’un d’autre, qui est alors réalisé 
sous la forme de COD (p. ex. Hij stelde hen teleur. [sujet agentif] / Die mishandeling 
deprimeerde hem. [sujet non / moins agentif])378. Remarquons que le phénomène de ces 
participes relevant du domaine psychologique / émotif va logiquement de pair avec un 
taux élevé de sujets animés dans le cas de raken (cf. 7.2.2), étant donné que l’expérienceur 
d’un état psychologique est nécessairement animé. 
Certains de ces verbes psychologiques ne se prêtent guère à la passivation par worden, 
cf. par exemple :  
(454) ???Ik word geïnteresseerd door Spanje. (< phrase active correspondante : Spanje 
interesseert mij.) 
(455) ???Hij wordt gefrustreerd door de kwaliteit van die producten. (< phrase active 
correspondante : De kwaliteit van die producten frustreerde hem.) 
En conclusion, ces verbes interesseren et frustreren ne sont pas très passivables, en dépit de 
leur emploi transitif. Il s’ensuit que leur apparition en position d’AS après raken ne plaide 
pas en faveur d’un emploi de raken comme auxiliaire du passif379. 
Néanmoins, d’autres participes psychologiques proviennent de verbes transitifs qui 
admettent bel et bien la passivation par worden, p. ex. : 
(456) ?Ik werd teleurgesteld door het niet terug-reageren van de overheid.  
(La phrase passe mieux sans complément d’agent : Ik werd telkens weer teleurgesteld.) 
(< phrase active correspondante : Het niet terug-reageren van de overheid stelt mensen 
teleur.) 
(457) Hij werd gedemotiveerd door zijn werk. (< phrase active correspondante : Zijn werk 
demotiveerde hem.) 
(458) Hij werd ontroerd door het zingen. (< phrase active correspondante : Het zingen 
ontroerde hem.) 
(459) Hij werd geobsedeerd door die beroemdheid. (< phrase active correspondante : Die 
beroemdheid obsedeerde hem.) 
Sur ce point, raken ne se distingue donc pas de worden passif. A cela s’ajoute que raken 
ne se combine pas exclusivement avec des participes plus abstraits, sémantiquement 
 
                                                     
377 Il existe donc aussi des exemples à sujet expérienceur qui se présentent prototypiquement comme une 
construction transitive, par exemple : Hij haatte hem. ; Hij respecteerde haar. ; etc. La construction réflexive (cf. 
zich interesseren voor) n’est donc pas la seule réalisation argumentale possible dans ce cas de figure. 
378 Cf. Pijpops et Speelman 2017 pour l’alternance entre la construction réflexive et la construction transitive 
dans le cas des verbes psychologiques. 
379 Notons qu’en français, ces prédicats psychologiques, moins dynamiques, se construisent souvent avec un 
complément d’agent en de (aimé de, apprécié de, etc.), réputé moins dynamique. 
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parlant : sa liste d’AS contient également des participes dérivés de verbes d’action 
concrets, suivant le patron [sujet animé < agent > + objet inanimé < patient >] dans la 
phrase active prototypique. Ces verbes d’action concrets se prêtent facilement à la 
passivation par worden. Voici quelques exemples de [raken + participe issu de verbe 
d’action concret] :  
(460) […] dat een woning nodig heeft om verkocht te < raken >, gebaseerd op de feitelijk 
verkochte woningen in een bepaalde periode […]. (SE) 
(461) […] worden soms opgenomen via de huid van het dier waardoor het vergiftigd kan < 
raken >, de huid kan beschadigd raken en achtergebleven geuren kunnen de luchtwegen 
van het dier irriteren. (SE) 
(462) Als deze eicel niet bevrucht < raakt > treedt er een menstruatie op en de volgende groep 
eicellen begint met rijpen. (SE) 
(463) het Gerard Noodtplein < raakt > nu bijna geheel bebouwd een vijfde is reeds vol 
gebouwd. (SE)380 
(464) […] is het de vraag of zo'n rechtspersoon onderworpen < raakt > aan de heffing van 
vennootschapsbelasting. (SE) 
(465) Of er is een fijn patroon ontstaan van smalle stroken land afgewisseld met sloten, 
zogenaamde ribben en weren, dat deels bebost is < geraakt >. (SE) 
(466) […] en waardoor je voorgoed genezen < raakt > van alle problemen. (SE) 
Cette combinabilité de raken avec des participes issus de verbes d’action concrets 
constitue un point commun avec la construction passive de worden. Leur présence dans la 
liste d’AS après raken ouvre la possibilité d’un emploi de raken comme auxiliaire du passif : 
ces verbes processuels devraient être très compatibles avec la construction passive. 
Néanmoins, le test du complément d’agent animé, élaboré dans la section 7.2.2.1.2 ci-
dessus, permet d’identifier ces cas susmentionnés comme des cas attributifs. Même pour 
ces participes issus de verbes d’action concrets, raken continue donc à focaliser l’état 
résultatif, d’où une interprétation résultative/adjectivale du participe. De plus, tous les 
participes issus de verbes d’action concrets (transitifs) ne peuvent pas apparaître en 
position d’AS après raken, cf. par exemple : 
(467) ???Na veel getalm raakt de stad toch aangevallen. (exemple construit) 
(468) ???De kat raakt gestreeld, ondanks het vele werk. (exemple construit) 
Les participes qui peuvent difficilement être conceptualisés comme des états durables 
( ???De stad blijft aangevallen. / ???De kat blijft gestreeld.), ne sont pas (ou guère) admis en 
position d’AS.  
 
                                                     
380 Le remplacement de raken par worden semble moins acceptable ici : ?Het Gerard Noodtplein wordt nu bijna 
geheel bebouwd. Les compléments nu et bijna geheel suggèrent plutôt un accomplissement, ce qui entre en 
conflit avec le sens processuel de la construction passive avec worden. En soi, le verbe bebouwen est passivable. 
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Ensuite, nous abandonnons la perspective des possibilités combinatoires et de leur 
acceptabilité, afin d’examiner les deux classes sémantiques de participes distinguées ici 
d’un point de vue quantitatif. Cette analyse quantitative vise à vérifier l’hypothèse que 
worden, en tant que prototype du passif, se combine plus fréquemment que raken avec les 
participes issus de verbes d’action concrets, alors que raken se combine plus fréquemment 
que worden avec les participes issus de verbes psychologiques, qui sont alors censés être 
plus réfractaires à la passivation que les verbes d’action concrets. En d’autres termes, 
nous faisons l’hypothèse que les verbes psychologiques sont des verbes moins 
dynamiques, qui sont par conséquent moins appropriés au passif d’action exprimé par 
worden. 
Nous effectuons cette analyse quantitative à l’aide de l’échantillon de participes 
mentionnés dans les exemples de corpus ci-dessus, qui ont été choisis aléatoirement. Dans 
le Tableau 31 ci-dessous, nous comparons les fréquences de [raken + participe] | [participe 
+ raken] et les fréquences de [worden + participe] | [participe + worden] pour une liste381 de 
participes issus de verbes psychologiques et de verbes d’action concrets382. La couleur 
bleue est utilisée si [raken + participe] l’emporte sur [worden + participe], la couleur rouge 
est utilisée dans le cas inverse. 
 
Tableau 31 [raken + participe] + [participe + raken] & [worden + participe] + [participe + worden] 
 participe [raken + participe] | 
[participe + raken] 
[worden + participe] | [participe 
+ worden] 
verbe 
psychologique 
geïnteresseerd 239 + 1186 = 1425 41 + 59 = 100 
gefrustreerd 324 + 676 = 1000 226 + 174 = 400383 
gefascineerd 334 + 310 = 644 132 + 77 = 209 
teleurgesteld 58 + 277 = 335 335 + 788 = 1123 
gedemotiveerd 79 + 155 = 234 9 + 20 = 29 
ontroerd 76 + 129 = 205 66 + 100 = 166 
geobsedeerd 88 + 105 = 193 19 + 23 = 42 
ontmoedigd 41 + 132 = 173 384 + 256 = 640 
geïntrigeerd 92 + 65 = 157 37 + 23 = 60 
gecharmeerd 27 + 84 = 111 20 + 20 = 40 
    
 
                                                     
381 Vu le nombre réduit de participes, cette comparaison est assez limitée, mais elle devrait quand même révéler 
certaines tendances intéressantes. 
382 En ce qui concerne raken et worden, nous avons utilisé les lemmes : toutes les formes de ces deux verbes ont 
donc été prises en considération. Quant au participe, nous avons utilisé la séquence littérale du mot pour la 
requête, sans spécifications supplémentaires. A chaque fois, nous testons à la fois l’ordre [raken / worden + 
participe] et l’ordre inverse [participe + raken / worden]. 
383 Ce chiffre est dopé par gefrustreerd worden en tant que [adj. + verbe attributif]. 
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verbe d’action verkocht 9 + 93 = 102 23 836 + 14 802 = 38 638 
vergiftigd 11 + 35 = 46 237 + 206 = 443 
bevrucht 1 + 29 = 30 280 + 381 = 661 
bebouwd 2 + 15 = 17 375 + 229 = 604 
onderworpen 0 + 10 = 10 2475 + 1080 = 3555 
bebost 1 + 7 = 8 29 + 22 = 51 
genezen 0 + 5 = 5 970 + 864 = 2474 
 
Ce qui émerge clairement, c’est que, globalement, notre hypothèse se voit confirmée. 
En général, les participes issus de verbes psychologiques se combinent plus fréquemment 
avec raken que worden, tandis que les participes issus de verbes d’action concrets se 
combinent plus fréquemment avec worden que raken. Par conséquent, raken et worden 
semblent avoir un profil distributionnel opposé. Evidemment, cette observation ne 
prouve pas pour autant l’analyse non passive de certains cas individuels de raken, mais 
cet écart distributionnel entre raken et worden suggère fortement que raken ne se 
comporte pas comme un passif traditionnel à un niveau plus général. 
7.2.2.2 Arguments en faveur d’un emploi de raken comme auxiliaire du passif 
Maintenant que nous avons une meilleure vue sur les arguments qui plaident contre raken 
comme auxiliaire du passif, nous nous tournons vers les arguments qui semblent 
corroborer un tel emploi. Nous discernons deux contextes (cf. 7.2.2.2.1 et 7.2.2.2.2) dans 
lesquels le participe après raken semble invoquer une lecture moins adjectivale, d’où 
parfois un rapprochement avec la construction passive, avec raken comme auxiliaire du 
passif. 
7.2.2.2.1 Complément d’agent animé 
L’argument le plus important qu’on pourrait avancer en faveur d’un emploi de raken 
comme auxiliaire du passif, est la présence d’un complément d’agent animé auprès du 
participe passé après raken, ce qui rend le participe plus verbal. Nous avons déjà rencontré 
un exemple de ce type supra (geïnspireerd raken door verhalenvertellers). Sur le Web, il est 
possible de trouver d’autres exemples : 
(469) Jody raakt ingesloten door een SWAT-team en kan geen kant meer op. (Google) 
(470) In eerste instantie zou je van deze nuchtere, rustige man niet vermoeden dat hij bergen 
beklom, parachute sprong, een lokale drug uitprobeerde en omsingeld raakte door een 
volksstam in Ethiopië. (Google) 
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(471) Maar de kleine schippertjes krijgen ongetwijfeld evenveel kippenvel als ze horen hoe 
Pinocchio opgeslokt geraakt door Moby's broer. (Google)384 
 
A cela s’ajoute cet exemple plus ancien, où le passif avec worden précède [raken + 
participe + complément d’agent animé] dans le contexte : 
(472) Door den Gemeenteraad werd het plan der nieuwe lijnrichting, zoals voorgesteld door 
den heer de Ridder, bouwkundige te Antwerpen, aangenomen mits eenige wijzigingen. 
We zijn er wel verheugd om, daar het plan van den heer de Ridder prachtig is, en nog 
meer omdat eens een prachtig plan door het gemeentebestuur is aangenomen geraakt. 
(Google, 1915)385 
Ces compléments en door animés se présentent comme de véritables compléments 
d’agent, ce qui rend le participe plus verbal. Du coup, l’antéposition du complément en 
door animé en position initiale de la phrase simple (~ complément adverbial de cause) 
passe difficilement (à moins qu’on change le sens du complément en door) : 
(473) ?Door een SWAT-team raakt Jody ingesloten. (exemple construit) 
(474) ?Door een volksstam in Ethiopië raakte hij omsingeld. (exemple construit) 
(475) ?Door Moby’s broer is hij opgeslokt geraakt. (exemple construit) 
(476) ?Door het gemeentebestuur is een prachtig plan aangenomen geraakt. (exemple 
construit) 
Pour ce genre de cas (cf. également ingesloten raken dans la citation ci-dessous), la ANS 
affirme que la construction [raken + participe passif] peut être considérée comme un 
équivalent des passifs avec worden : 
Constructies met raken en een (passief) deelwoord kunnen beschouwd worden als 
een equivalent van passieven met worden. Vergelijk: 
(5a)  Ze werden al snel ingesloten (door de vijandelijke troepen). 
(5b)  Ze raakten al snel ingesloten. 
Een verschil tussen een zin als (5a) en de alternatieve constructie, is dat in het eerste 
geval eerder de gedachte aan een handelende instantie of een oorzaak aanwezig is, 
terwijl het in het tweede geval veeleer gaat om het ontstaan van een bepaalde 
toestand (door de realisering van de werking of handeling genoemd door het 
deelwoord). (ANS) 
Toutefois, la ANS affirme également que raken met surtout en évidence « la genèse d’un 
certain état », une description sémantique qui le rapproche davantage de la construction 
 
                                                     
384 Cf. l’adverbe interrogatif hoe (‘comment’), qui focalise le procès de opslokken (‘avaler’). Les auteurs de la phrase 
sont néerlandophones, mais vivent en Australie, ce qui implique le risque d’une interférence avec l’anglais get 
swallowed by. 
385 Source : http://warpress.cegesoma.be/fr/node/61484/download/HYcegrQF2uRwfeNmBnw5.  
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attributive de changement d’état. Malgré le fait que raken puisse dans certains cas 
présenter quelques caractéristiques qui le rapprochent d’une construction passive (cf. 
par exemple la configuration [participe d’un verbe d’action concret + complément d’agent 
animé]), son sémantisme même, c’est-à-dire ‘atteindre qqch, après avoir parcouru un 
chemin’, exprime un accomplissement, donc un état résultatif (~ construction 
attributive). Il semble que raken doive se désémantiser encore plus, afin qu’il puisse être 
un auxiliaire du passif ‘classique’ (à grande échelle), qui focalise le déroulement du 
procès. 
Dans le but d’expliquer la présence de compléments en door animés dans les exemples 
de raken mentionnés précédemment, nous avons effectué une petite analyse quantitative 
assez rudimentaire, qui compare la fréquence de [participe + door] par rapport à celle de 
[participe] pour quelques participes passés386. Le Tableau 32 ci-dessous montre que les 
participes qui autorisent plus facilement un complément d’agent animé dans la 
combinaison avec raken, se combinent également plus fréquemment avec un complément 
en door de façon générale, tous contextes confondus. 
 
Tableau 32 Fréq [participe + door] / fréq [participe] 
participe fréq [participe + door] fréq [participe] fréq [participe + door] / fréq 
[participe] 
opgeslokt 931 2109 0.44 
omsingeld 446 1 431 0.31 
geïnspireerd387 12 128 40 117 0.30 
overmeesterd388 154 728 0.21 
ingesloten 689 7 492 0.09 
gefrustreerd 462 7 648 0.06 
gegeven389 22 957 473 191 0.05 
gebouwd 8 597 188 441 0.05 
beschadigd 1 489 35 435 0.04 
besmet 459 19 629 0.02 
verkocht 1630 154 137 0.01 
uitgelegd 750 50 633 0.01 
vermoeid 149 10 196 0.01 
overtuigd 419 78 734 0.005 
 
                                                     
386 Les participes ont été sélectionnés au hasard. Notons que nous prenons uniquement en considération les 
séquences littérales, sans POS-tagging. 
387 Cf. l’exemple sous 7.2.2.1.2 : « Na haar muzikale reis door West-Afrika is Dina Popma geïnspireerd < geraakt > 
door de verhalenvertellers van Senegal en Mali » (SE). 
388 Cf. Uiteindelijk raakte hij toch overmeesterd door de agent. (exemple construit) 
389 Ce participe ne se combine pas avec raken dans nos données. 
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En principe, une des fonctionnalités du passif est qu’il offre la possibilité d’omettre 
l’agent, par le biais de la suppression du complément d’agent, cf. : 
In the case of the passive, it is the Patient of a described event that is elevated above 
other elements; that is, the syntactic prominence of the Patient in the passive is 
utilized in communicating some form of significance. As Keenan and Dryer (2006) 
note, this has the complementary effect of allowing the back-grounding of another 
element, namely the Agent. While the Agent occupies subject position in active-
voice descriptions, in the passive it is reduced to an agentive by-phrase, as in Mary 
was hired by the manager. The prominence of the Agent can be further reduced by 
removing the by-phrase entirely, as in Mary was hired. (Thompson et al. 2013) 
Si cette hypothèse est vraie, il s’ensuit que les compléments en door (accompagnant un 
participe) devraient être relativement rares dans l’usage. En effet, c’est ce que nous 
observons pour les participes overtuigd, vermoeid, uitgelegd, verkocht, besmet, beschadigd, 
gebouwd et gegeven, qui servent de point de référence. Par contre, le fait que certains 
participes (opgeslokt, omsingeld, geïnspireerd, overmeesterd, ingesloten) se combinent 
beaucoup plus avec un complément en door que les participes de référence, suggère que 
le complément en door accompagnant ces participes est d’une nature légèrement 
différente. Ainsi, ces compléments en door relèveraient, à côté de leur fonction de 
complément d’agent, également de la complémentation essentielle à préposition fixe du 
participe, à l’exemple de verliefd op X (= adj. verliefd + complémentation prép. op X), bang 
van X (= adj. bang + complémentation prép. van X) etc.390 Par conséquent, la combinaison 
[participe + door X] est dans ces cas plus ou moins conventionnalisée comme un ensemble, 
de sorte que cet ensemble peut, dans son entièreté, être plus facilement conceptualisé 
comme un état résultatif (statique). Ce complément en door se distingue alors du 
complément d’agent prototypique, qui s’ajoute au niveau de la construction passive et 
qui n’est pas tant ‘appelé’ par le participe même (comme complément nécessaire). En 
somme, ces combinaisons [participe + door X] plus ou moins conventionnalisées tendent, 
dans leur ensemble, vers la conceptualisation comme état résultatif, ce qui facilite leur 
insertion en position d’AS après raken, même en cas d’un complément animé.  
Le test de commutation par un autre verbe copule, en l’occurrence blijven, met en 
évidence la même différence entre [participe + door X] conventionnalisé, susceptible de 
fonctionner comme AS (cf. les deux premiers exemples) et [participe + door X] non 
 
                                                     
390 Plus précisément, la complémentation en door du participe pourrait être considérée comme un exemple d’un 
event kind modifier du participe (cf. Gehrke 2012). L’ensemble [participe + complément en door] est adjectivisé, 
une adjectivisation qu’on pourrait nommer phrasal adjectivisation en raison du fonctionnement verbal du 
participe à l’intérieur de l’AS adjectival (cf. « the whole VP with the modifier in its Specifier is adjectivised and 
we are dealing with phrasal adjectivisation », Gehrke 2012, 201).   
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conventionnalisé, plus réticent à apparaître en position d’AS (cf. les deux derniers 
exemples) : 
(477) Ze bleven lange tijd omsingeld. → Ze bleven lange tijd omsingeld door krijgsmannen. 
(478) Hij bleef lange tijd opgeslokt, alvorens uit zijn maag te ontsnappen. → ?Hij bleef lange 
tijd opgeslokt door de walvis, alvorens uit zijn maag te ontsnappen. 
(479) De wagen bleef lange tijd beschadigd. → ??De wagen bleef lange tijd beschadigd door 
vandalen. 
(480) Ze bleef lange tijd overtuigd (van haar gelijk). → ??Ze bleef lange tijd overtuigd door 
haar buurman.  
En même temps, ce cas de figure spécifique, où raken se combine avec un participe d’un 
verbe d’action concret et un complément d’agent animé, rapproche raken le plus d’un 
auxiliaire du passif. Ainsi, cela pourrait constituer un tremplin vers un emploi plus 
généralisé de raken comme auxiliaire du passif plus prototypique, focalisant (également) 
le procès, dans le futur. 
7.2.2.2.2 L’ordre [raken + participe à particule] dans la subordonnée 
Dans l’introduction, nous avons affirmé que l’ordre [raken + participe] n’est pas possible 
dans la subordonnée, ce qui fait que les participes après raken se comportent comme les 
adjectifs, qui refusent également l’ordre [raken + adjectif] dans la subordonnée. Or, il y a 
une exception. Si le participe est un verbe à particule, l’ordre [raken + participe] devient 
quand même possible dans la subordonnée, par exemple : 
(481) De tijd dringt dat die onduidelijkheid raakt opgelost, want er is intussen beslist dat de 
zone effectief op 1 januari officieel van start gaat. (Google) 
(482) De heer Bart Caron vraagt meer aandacht voor de problematiek van de billijke 
vergoeding die maar niet raakt opgelost en verweven ligt met federale materies. (Google) 
(483) De kans bestaat dat u als klant raakt ondergesneeuwd. (Google) 
(484) Wel is duidelijk dat Hoes steeds verder raakt ingesloten door de geruchten. (Google) 
(485) Is zij iemand die niet raakt uitgepraat over kunst ? (Google)     
Ainsi, raken se conduit comme un auxiliaire quant aux ordres de mots possibles dans la 
subordonnée, ce qui pourrait être vu comme un argument en faveur du statut d’auxiliaire 
pour raken. La ANS décrit ce phénomène de la manière suivante :  
Als het zelfstandig werkwoord (het deelwoord) scheidbaar is, is er meer neiging de 
volgorde hulpwerkwoord - deelwoord te gebruiken dan wanneer het niet-
scheidbaar of niet-samengesteld is. […] Hetzelfde geldt voor zinnen met een 
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beklemtoond element vlak vóór de eindgroep. (ANS, http://ans.ruhosting.nl/e-
ans/18/05/07/03/02/body.html)391 
La ANS évoque donc des facteurs rythmiques qui expliqueraient cette possibilité de 
l’ordre [raken + participe]. Dans ce sens, l’ordre [raken + participe] n’est donc pas 
nécessairement une preuve du caractère ‘auxiliaire’ de raken. 
A cela s’ajoute que l’ordre [blijven + participe] ne semble pas non plus impossible dans 
la subordonnée, par exemple : 
(486) Wij dragen er dan ook zorg voor dat de persoonlijke informatie die u ons verstrekt altijd 
vertrouwelijk wordt behandeld en dat zo uw privacy blijft gewaarborgd. (SE, exemple 
externe à notre échantillon) 
(487) Ten onrechte, de techniek rond zonne-energie en warmte-koude opslag is zo in 
beweging dat oplettendheid blijft geboden. (SE, exemple externe à notre échantillon) 
Etant donné que blijven indique ici, de par son sens, un état stable qui s’étend pendant une 
certaine période, nous avons tendance à considérer [blijven + participe] comme une 
construction attributive. En somme, l’ordre [verbe + participe] dans la subordonnée n’est 
donc pas forcément une confirmation de l’auxiliarité du verbe. 
Remarquons enfin que cet ordre de mots [raken + AS] n’est pas rendu possible par 
l’ajout d’un préfixoïde intensifiant dans le cas des adjectifs. Ainsi, il n’y a aucune 
différence entre gewond et zwaargewond (= zwaar + gewond) dans les deux phrases 
suivantes :   
(488) Ze zei dat twee inzittenden {gewond/zwaargewond} raakten. (exemple construit) 
(489) * Ze zei dat twee inzittenden raakten {gewond/zwaargewond}. (exemple construit) 
Les adjectifs ne semblent donc pas concernés par les facteurs rythmiques susmentionnés. 
7.2.2.3 Conclusion : la place de raken par rapport au continuum attributif – 
passif. 
Dans les sections précédentes, nous avons établi un certain nombre d’arguments pour et 
contre l’analyse de raken comme auxiliaire du passif. L’argumentation développée dans 
ces sections nous a fait procéder par cercles concentriques, éliminant progressivement 
les occurrences de raken qui ne peuvent pas être qualifiées de passives, jusqu’à ce qu’on 
arrive à un noyau central où la probabilité de trouver un emploi de raken comme auxiliaire 
du passif devrait être la plus élevée. De cette façon, nous avons éliminé successivement 
les participes AS issus de verbes non transitifs et les participes qui refusent de se combiner 
avec un complément d’agent animé. Ce processus d’élimination a démontré que beaucoup 
 
                                                     
391 De même dans De Sutter 2005 : « Scheidbaar samengestelde deelwoorden komen vaker in rode eindgroepen 
[AUX+PART] voor dan niet-scheidbaar samengestelde deelwoorden » (De Sutter 2005, 334). 
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de participes passés AS après raken n’entrent pas en ligne de compte pour un emploi 
passif. Enfin, ce cheminement nous a amené à l’identification d’un ensemble de cas 
potentiellement passifs comme Ze raakten al snel ingesloten (cf. aussi la ANS qui parle dans 
ce cas de participes passifs, équivalents au passif avec worden). 
Pour ce sous-ensemble de cas potentiellement passifs, nous avons constaté, que d’une 
part, certains facteurs pointent dans la direction d’un emploi passif de raken et que, 
d’autre part, certains facteurs plaident contre un tel emploi. Nous listons dans le 
Tableau 33 ci-dessous les arguments les plus importants : 
 
Tableau 33 Arguments pour et arguments contre un emploi passif de raken (sous-ensemble 
des données, après élimination) 
arguments pour arguments contre 
l’ordre [raken + participe à particule] est possible 
dans la subordonnée 
généralement, l’ordre [raken + participe] 
n’est pas possible dans la subordonnée 
compatible avec un complément d’agent animé [participe + door] représente une partie non 
négligeable des occurrences du participe, 
tous contextes confondus 
 [participe + complément d’agent animé] peut 
fonctionner comme AS après un autre verbe 
copule autre que zijn (p. ex. blijven) 
 le sémantisme même de raken, c’est-à-dire 
‘atteindre qqch, après avoir parcouru un 
chemin’, exprimant un accomplissement, 
donc un état résultatif 
 
Le bilan est donc mitigé, ce qui correspond parfaitement à l’idée de la 
gradience transcatégorielle (cf. Aarts 2007, Desagulier 2005, 113, à distinguer du gradient 
intracatégoriel), qui évoque dans ce cas de figure un continuum [semi-copule – semi-
auxiliaire]. Néanmoins, s’il fallait trancher le nœud, nous estimons que l’argument 
sémantique serait le plus décisif. Tant que raken reste focalisé sur l’accomplissement (sur 
sa valeur aspectuelle donc), il lui sera difficile de se généraliser comme auxiliaire du 
passif. Ainsi, nous préférons donc une analyse comme semi-copule, même pour les cas 
attributifs plus périphériques.      
Or, jusqu’ici, nous avons exploré une seule piste, la piste du passif, pour élucider le 
poids relativement important de [raken + participe passé AS] dans nos données, piste, qui 
plus est, qui s’est avérée peu fructueuse. Si la combinaison [raken + participe passé AS] ne 
s’explique pas par un schéma passif, comment éclairer l’intérêt de cette configuration, 
qui occupe une place non négligeable dans le paysage attributif du néerlandais ? On 
pourrait avancer que raken permet aux adjectifs ‘participiaux’ d’être conceptualisés 
comme l’état résultatif d’un processus de changement, sans qu’il y ait une ambiguïté 
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possible avec une interprétation passive (à l’exclusion des cas spécifiques où on trouve 
un rapprochement entre raken et worden). Ainsi, le néerlandais présente une répartition 
fonctionnelle assez nette entre :  
• Changement d’état : [raken + participe passé AS] 
• Passif : [worden + participe passé (+ complément d’agent)] 
Il s’en suivrait également que le français n’a pas vraiment besoin d’un équivalent pour 
raken, car devenir n’est pas impliqué dans le passif, comme l’est son homologue worden en 
néerlandais, et est donc ‘libre’ pour remplir la tâche fonctionnelle de raken, à savoir la 
focalisation de l’état résultatif de l’action exprimée par le participe, ce qui correspond à 
une adjectivisation. Cette prédiction se vérifie pour les participes passés AS issus de 
verbes psychologiques, qui sont sans doute dotés du potentiel adjectival le plus élevé :  
(490) C'est fou comment tu pouvais devenir intéressé à ce cours tout d'un coup. (Google ; ~ 
geïnteresseerd raken) 
(491) Michael, dès l'adolescence, devient fasciné par cet artiste capable de composer un air au 
piano en quelques minutes. (Google ; ~ gefascineerd raken) 
(492) Lana disait que parfois on devient découragé parce que le succès n'arrive pas aussi 
rapidement que souhaité. (Google ; ~ ontmoedigd raken) 
(493) Vous pouvez devenir impliqué dans ce mouvement international !  (Google; ~ betrokken raken) 
En revanche, force est de constater que d’autres participes passés, issus de verbes 
d’action plus concrets, se combinent plus difficilement avec devenir, quoique la 
combinaison ne soit pas tout à fait inacceptable, comme le montrent les exemples 
suivants :  
(494) Les bars fermant à trois heures du matin, horaire où l'alcool devient prohibé, ces clubs 
clôturant à 10 heures le matin deviennent des paradis nocturnes […]. (Google : ~ 
??verboden raken) 
(495) Les matchs de MMA ont tout intérêt à devenir légalisés en France. Il y a de plus en plus de 
pratiquants et on ne peut plus fermer les yeux sur cette réalité. (Google ; ~ gelegaliseerd raken) 
(496) Au cours de la nuit, le bâtiment se congèle et devient emprisonné dans un cube de glace. 
(Google ; ~ gevangen raken) 
(497) Par contre, à l’instar de tous les matériaux exposés aux intempéries, l’aluminium peut 
devenir endommagé et finir par se détériorer. (Google ; ~ beschadigd raken) 
En général, on peut constater que, « contrairement aux autres verbes d’état, devenir est 
largement392 incompatible avec les participes passés » (Guehria 2011, 139). Guehria 2011 
estime que la non-gradabilité de ces participes passés adjectivaux (cf. « l’aspect statique » 
dans la citation ci-dessus) y est pour quelque chose. L’article défend que l’ajout de 
 
                                                     
392 Mais pas complètement, comme le prouvent par exemple les verbes psychologiques. 
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modificateurs « gradabilisants » aux participes passés AS rend la combinaison avec 
devenir plus acceptable : 
C’est donc moins le caractère « irréversible » de l’état résultant que son aspect 
statique qui semble pertinent pour expliquer les exclusions, puisque la mise en 
relief d’un processus, au moyen par exemple des outils de gradation, restitue le 
naturel ou l’acceptabilité de la distribution. (Guehria 2011, 143) 
En guise d’exemple, Guehria 2011 fournit, entre autres, la paire minimale suivante, où 
la modification [un peu moins X] promeut l’acceptabilité de la combinaison [devenir + 
participe passé AS cambré (< le verbe cambrer)] :  
(498) ?Son dos devient cambré. / Son dos devient un peu moins cambré. (Guehria 2011, 143) 
Cette modification fonctionnerait également pour des participes passés comme analysé, 
où le lien avec le verbe d’origine est sans doute plus fort que dans le cas de cambré :  
(499) Hélas, avec les récents propos du Président, il est à craindre que ce texte classique 
deviendra de moins en moins analysé dans les classes. (Guehria 2011, 143)393 
Dans nos données, nous observons une tendance à la non-gradabilité des participes passés 
(en position d’AS, tous les verbes attributifs confondus)394. Ainsi, le mosaic plot suivant 
(Pearson chi square = 114.69, df = 3, p < 0.001 / Cramér’s V = 0.22) montre que les adjectifs 
‘normaux’ AS se caractérisent par une sous-représentation des non gradables, tandis que 
les participes passés AS se caractérisent par une surreprésentation des non gradables et 
une sous-représentation des gradables. 
 
 
                                                     
393 Notons que la gradation ne porte pas sur l’intensité de l’analyse, mais sur la fréquence de l’analyse (‘de moins 
en moins souvent’). Le type d’échelle de gradation peut donc différer. 
394 Il n’est pas exclu que la présence des copules prototypiques non mutatives, qui se combinent assez souvent 
avec les participes passés en position d’AS, y contribue : une copule non mutative n’entre pas en conflit avec un 
participe passé non gradable en position d’AS. 
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Figure 11 Association entre la gradabilité et la participialité de l’AS adjectival 
 
Voici le Tableau 34, comportant les chiffres bruts, qui y correspond : 
 
Tableau 34 ATTR_ADJ_GRAD * ATTR_ADJ_PARTICIPIALITE 
 adjectif participial participial_2 pseudo-participial 
gradable 1201 426 45 127 
non_gradable 272 218 7 105 
 
Cette surreprésentation des non_gradables dans le cas des participes passés AS pourrait 
(en partie) expliquer la combinabilité réduite de cette catégorie d’adjectifs avec devenir, 
qui nécessiterait prototypiquement un AS participial gradable (d’après Guehria 2011).  
A côté du fait que les AS participiaux gradables seraient plus conformes au 
fonctionnement aspectuel dynamique de devenir, ce qui correspond à l’hypothèse 
défendue dans Guehria 2011, il se peut que cette gradabilité du participe passé rapproche 
le participe davantage d’un adjectif, ce qui lève alors la contrainte d’un AS non participial 
que devenir impose à son AS. Dans ce cas, devenir refuse donc tout simplement les 
participes passés plus ‘verbaux’, moins conventionnalisés comme adjectif. Nous 
présentons deux arguments en faveur de cette hypothèse. Premièrement, malgré la 
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contrainte de gradabilité qui pèserait sur l’AS (participial) de devenir, force est de 
constater que devenir se combine facilement avec des adjectifs (non participiaux) qui sont, 
a priori, non gradables, cf. obligatoire et responsable395 : 
(500) Les cours sur Shakespeare sont < devenus > obligatoires pour les étudiants en arts. (SE) 
(501) […] elle < devient > responsable du projet sur l'amélioration génétique de l'Épinette de 
Norvège. (SE) 
L’explication qui stipule que l’aspect dynamique de devenir n’est pas compatible avec des 
états statiques, non gradables en position d’AS, n’est donc pas entièrement satisfaisante.  
A cela s’ajoute que la contrepartie anglaise de devenir, à savoir to become, semble se 
combiner avec un éventail de participes passés AS beaucoup plus large que devenir, cf.396 :  
(502) It was the undeveloped fetus of what, had it not somehow become imprisoned in his own 
cranial cavity, would have been his twin brother. (COCA, 1997 ; ~ gevangen raken) 
(503) The local authorities in the Samsun governorate claim that the recent deaths of over 200 
dolphins were caused accidentally, when the mammals became caught in the fishing 
nets. (BNC, 1985-1993 ; ~ gevangen raken) 
(504) The more powerful modern pumps mean that the marshes no longer become flooded 
during the winter months, and as a consequence the water table has been lowered. (BNC, 
1992 ; ~ overstroomd raken) 
(505) A few days later, the storm became so violent that sheep became buried in six-foot drifts 
of snow, […]. (BNC, 1989 ; ~ begraven raken) 
Contrairement aux exemples avec devenir ci-dessus, ces exemples anglais semblent 
parfaitement naturels. L’anglais pourrait constituer un indice que le type de changement 
d’état exprimé par la copule mutative prototypique n’est pas nécessairement 
sémantiquement incompatible avec le participe passé référant à un état ‘non 
psychologique’, non gradable. Toutefois, cette hypothèse sous-entend que les deux verbes 
devenir et to become sont assez similaires d’un point de vue sémantique et aspectuel, et ne 
diffèrent qu’au niveau de l’ouverture de leur AS, ce qui reste à prouver.  
 
                                                     
395 On pourrait ajouter cet exemple encore plus indiscutablement non gradable : « On connaît ces situations où 
la femme devient enceinte sans que le couple n'ait explicitement discuté d'un projet de famille ». (Google) 
396 Il convient de signaler que la portée de to become semble également s’étendre au-delà de celle de raken, cf. : 
« From this moment on, psychological distress among young college students becomes analyzed through the 
prism of Public Health » (Google ; relativement peu d’exemples toutefois). Cela peut constituer un indice que to 
become est en train de se développer comme auxiliaire du passif, même si to become ne s’utilise pas comme tel 
selon les grammaires de référence, qui distinguent uniquement BE-passive et GET-passive. Or, la paire minimale 
suivante illustre que to become ne se comporte pas tout à fait comme un auxiliaire du passif : *The garage door 
became suddenly opened by the neighbours. /vs/ The garage door is suddenly opened by the neighbours (= passif 
‘régulier’). 
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Afin d’expliquer la combinabilité réduite de devenir avec les participes passés AS, nous 
pourrions également mettre en avant l’hypothèse que le français préfère d’autres moyens 
pour faire passer le message. Il s’agirait alors d’un cas de statistical preemption. Ainsi, on 
pourrait dire que la construction pronominale concurrente se positionne dans certains 
cas comme alternative de [copule de changement d’état + participe passé AS] en français. 
Cf. :  
(506) ???Il devient blessé. /vs/ Il se blesse. 
(507) ???[…] l'un des métaux devient plus rapidement détruit que l'autre. / […] l'un des métaux 
se détruit plus rapidement que l'autre. (Google) 
(508) ???L’artère devient bouchée. / L'artère se bouche. 
La portée de la construction pronominale est plus grande en français qu’en néerlandais, 
couvrant à la fois les secteurs médiopassif et anti-causatif, où raken s’applique à la 
majorité des cas. Cf. les mêmes exemples repris en néerlandais : 
(509) Hij raakt geblesseerd. /vs/ Hij blesseert zich. 
(510) Dit metaal raakt sneller vernield. /vs/ *Dit metaal vernielt zich sneller. 
(511) De ader raakt opgestopt. /vs/ ??De ader stopt zich op. 
On pourrait également penser à d’autres alternatives, comme les semi-auxiliaires 
[commencer à / finir par être X] au lieu de [devenir X], une alternative qui semble moins 
courante en néerlandais, cf. : 
(512) Je commence à être malade. / Je finis par être malade.(exemples construits) 
(513) ???Ik begin ziek te zijn. / ???Ik eindig met ziek te zijn. (exemples construits) 
Cela ouvre la possibilité de combiner un participe passé avec être, tout en restant proche 
du sens de devenir. Cf. : 
(514) Maintenant que je commence à être guérie de cette dernière blessure, une rupture du 
tendon d'Achille qui m'a fait arrêter le sport pendant plusieurs mois, il est grand temps 
de perdre le poids pris en deux années […]. (Google)  
Ce paragraphe ne fait que tâter le terrain : de futures études (comparatives) pourraient 
explorer plus en détail ces formules alternatives. 
En somme, nous pouvons conclure que, contrairement à nos attentes formulées ci-
dessus, l’absence d’un emploi passif de devenir n’ouvre pas automatique la voie à 
l’acceptabilité massive de [devenir + participe passé AS]. La combinaison [devenir + 
participe passé AS] s’observe bel et bien, mais pas avec le même éventail de participes 
passés AS différents qu’on trouve pour raken. En revanche, la copule mutative 
prototypique de l’anglais, to become, également dépourvue d’emploi comme auxiliaire du 
passif (du moins, d’après les travaux normatifs), a l’air de s’y prêter beaucoup plus. 
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7.3 L’AS comparatif et le sémantisme aspectuel des semi-
copules 
Dans cette section, nous nous penchons sur les AS comparatifs. Il s'agit de comparatifs 
synthétiques (p. ex. mieux/pire, X-er etc.) et analytiques (plus + X, moins + X, aussi + X, meer 
+ X, minder + X, even + X, etc.), parfois suivis de que / dan. Rappelons que la variable 
COMPARATIF était arrivée deuxième dans notre Tableau 19 comportant les associations 
[VERBE * VARIABLE X] dotées des valeurs Cramér’s V les plus élevées, rangées par ordre 
décroissant. L’importance de cette variable pour la différenciation des verbes attributifs 
est donc sans question. En plus de cette problématique de la différenciation des verbes, la 
variable COMPARATIF nous amènera également à mettre à nu le sémantisme aspectuel 
des verbes tomber et virer. Il s’avèrera que, contrairement à devenir / worden, tomber et 
(dans une moindre mesure) virer ne sont pas aptes à exprimer le passage d’un état X à un 
état X intensifié. Pour preuve, avec la modification comparative plus marquant une 
intensification de l’état exprimé par l’AS, l’opposition suivante entre devenir et tomber :  
(515) Cela devient plus populaire. (exemple construit) 
(516) ??Il tombe plus amoureux. (exemple construit) 
Notons que cette contrainte ne signifie pas pour autant que l’AS après tomber / virer est 
devenu non gradable, ainsi bloquant toute forme de gradation explicitée. Pour preuve, 
voici un exemple de la modification par un adverbe de degré : [tomber éperdûment 
amoureux de X]. Les informations présentées infra dans la section 7.6, portant sur la 
gradabilité de l’AS, sont donc complémentaires par rapport aux variables COMPARATIF (= 
la gradation explicite par une forme comparative de l’AS) et GRADATIF_NORME (la 
gradation explicite par un adverbe de degré, cf. par exemple très etc.), les deux dernières 
constituant des sous-ensembles de la variable ATTR_ADJ_GRAD397. En clair, nous étudions 
ici la gradation réalisée de l’AS, plus spécifiquement la gradation par le biais d’une forme 
AS comparative. Notons que l’AS comparatif inclut également des cas où le comparant (= 
le complément de l’AS en que / dan) est explicité398. Nous donnons quelques exemples de 
corpus qui illustrent cet emploi à AS comparatif : 
(517) Thijs’ bewerking is kaler en < blijft > dichter bij het origineel, maar zijn script kent meer 
humor dan het boek. (SE) 
(518) Daarnaast kan je proberen tot 'n objek-tieve evaluatie te komen, maar dat < is > gewoon 
veel moeilijker, daar kom je haast niet uit. (SE) 
 
                                                     
397 En outre, remarquons que COMPARATIF et GRADATIF_NORME ne se limitent en principe pas aux AS 
adjectivaux, contrairement à la variable ATTR_ADJ_GRAD. 
398 Ces exemples constituent une minorité parmi les AS comparatifs adjectivaux (23 / 209). 
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(519) […] en < raken > de economieën van de hele wereld meer verweven. (SE) 
(520) Groupe emo pop punk qui a < viré > plus pop avec ce très bon album : In Reverie , sorti 
en 2003. (SE) 
(521) Dieu était une hypothèse inutile, sa mort est au fond < passée > beaucoup plus inaperçue 
que ne l'ont pensé quelques philosophes. (SE) 
(522) […] sinon la moitié de 15LT va < virer > encore plus mystique qu'elle ne l'est déjà, […]. 
(SE) 
Le mosaic plot suivant indique que les copules prototypiques zijn, devenir et worden sont 
caractérisées par une surreprésentation de la catégorie « comparatif » : 
 
Figure 12 Association entre le verbe et les AS comparatifs 
 
Nous y rattachons le Tableau 35 qui contient les chiffres bruts : 
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Tableau 35 VERBE * COMPARATIF 
 comparatif comparatif_non 
BLIJVEN 10 380 
DEMEURER 7 384 
DEVENIR 37 342 
ETRE 12 367 
GAAN 1 399 
KOMEN 2 398 
PASSER 5 300 
RAKEN 10 390 
RESTER 3 382 
TOMBER 0 400 
TOURNER 0 183 
VALLEN 4 395 
VIRER 5 395 
WORDEN 102 287 
ZIJN 23 346 
 
Cette surreprésentation de la catégorie « comparatif » est particulièrement saillante 
pour devenir et, surtout, worden. Voici quelques exemples qui illustrent la combinaison 
[devenir / worden + AS comparatif] : 
(523) Verhuizen met een restschuld < wordt > makkelijker. (SE) 
(524) Daar zou men uit kunnen afleiden dat het moeilijker is < geworden > voor nieuwkomers 
een of meer Kamerzetels te verwerven. (SE) 
(525) […] qui fassent que nos transports < deviennent > simplement plus vivables. (SE) 
(526) Les demandes prennent plus de temps à charger, les jeux peuvent < devenir > plus lent. 
(SE) 
Sur ce point, les deux verbes devenir et worden se rejoignent donc.  
On peut donc conclure que les copules prototypiques mutatives se combinent plus 
souvent avec des AS comparatifs que les copules prototypiques non mutatives, avec zijn 
comme seule exception. Cela pourrait s’expliquer par le fait que les mutatifs à AS 
comparatif soient plus aptes que les non mutatifs à exprimer le passage d’un état X à un 
état X intensifié (sans comparant externe). En effet, les non mutatifs à AS comparatif se 
limitent le plus souvent à l’expression d’une comparaison avec un comparant externe (et 
non pas avec un même état moins intensif antérieur), cf. cet exemple : « Een vos < is > 
maar weinig groter dan een flinke kat, […] » (SE)399. En somme, les mutatifs à AS 
comparatif peuvent servir deux fonctions, à savoir la comparaison avec un comparant 
externe et l’intensification d’un état (sans comparant externe), là où les non mutatifs à 
 
                                                     
399 Or, l’emploi intensifiant n’est pas pour autant impossible pour les non mutatifs, cf. par exemple : Après dix ans 
de mariage, il est maintenant plus amoureux qu’au début (exemple construit). 
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AS comparatif se cantonnent le plus souvent à la première fonction. Il s’ensuit que les 
mutatifs (prototypiques) comptent plus d’AS comparatifs, grâce à cette deuxième 
fonctionnalité qui s’ajoute.  
La deuxième conclusion qui s’impose est que les copules prototypiques mutatives se 
combinent plus souvent avec des AS comparatifs que les semi-copules (également 
mutatives).400 Nous verrons infra que c’est le sémantisme aspectuel des semi-copules qui 
entrave la combinaison avec les AS comparatifs (cf. en particulier tomber et virer). D’autres 
facteurs comme la proportion d’AS adjectivaux (l’AS adjectival est la catégorie qui est le 
plus souvent graduée) et le taux d’AS adjectivaux gradables peuvent également entrer en 
ligne de compte. En effet, si un verbe attributif a une proportion d’AS adjectivaux 
gradables moins élevée, cela devrait en principe diminuer les chances que cet échantillon 
contienne plus d’AS gradués (c’est-à-dire, avec une gradation explicite). Cf. gaan et komen, 
avec relativement peu d’AS adjectivaux (cf. 7.1.1) et peu d’AS gradables à l’intérieur de 
l’AS adjectival (cf. 7.6). Logiquement, l’AS de ces verbes a de toute façon moins de chances 
d’être gradué dans notre échantillon. Il n’empêche que l’emploi gradué est parfaitement 
possible, cf. Hij kwam wat losser na die eerste kennismaking (exemple construit). 
Il est important de souligner que les AS comparatifs ne représentent qu’une partie des 
AS gradués. La variable GRADATIF_NORME permet d’isoler un autre sous-ensemble d’AS 
gradués, ceux qui sont précédés de très etc. Nous visualisons ci-dessous le tableau de 
contingence [VERBE * GRADATIF_NORME] à l’aide d’un mosaic plot. 
 
                                                     
400 Dans le cas des semi-copules vallen, komen et gaan, cela s’explique sans doute en partie par le taux d’AS 
adjectivaux, catégorie de l’AS particulièrement propice aux comparatifs, plus faible (cf. 7.1.1). A cela s’ajoute 
également le taux important d’AS adjectivaux non gradables dans le cas de komen et gaan (cf. 7.6). 
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Figure 13 Association entre le verbe et les AS ‘gradatif_norme’ 
 
Voici le Tableau 36 qui contient les chiffres bruts : 
 
Tableau 36 VERBE * GRADATIF_NORME 
 gradatif_norme_non gradatif_norme_oui 
BLIJVEN 354 36 
DEMEURER 355 36 
DEVENIR 356 23 
ETRE 334 45 
GAAN 387 13 
KOMEN 382 18 
PASSER 284 21 
RAKEN 354 46 
RESTER 359 26 
TOMBER 383 17 
TOURNER 180 3 
VALLEN 364 35 
VIRER 368 32 
WORDEN 362 27 
ZIJN 330 39 
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Cette fois-ci, les copules prototypiques non mutatives être et zijn sont clairement 
caractérisés par une surreprésentation d’AS gradués401. Contrairement aux copules 
prototypiques être, zijn, demeurer et blijven, les copules prototypiques rester, devenir et 
worden se caractérisent par une (légère) sous-représentation d’AS gradués. Du côté des 
semi-copules, nous observons une surreprésentation marquante de la catégorie 
« gradatif_norme_oui » pour la semi-copule raken, qui, rappelons-le, se caractérise par 
une proportion d’AS adjectivaux importante (cf. 7.1.1)402. Ainsi, raken se distingue 
nettement de, par exemple, tomber, qui dispose également d’une proportion d’AS 
adjectivaux (gradables) non négligeable. Comme nous le verrons infra, cela ne veut pas 
pour autant dire que tomber est incompatible avec un AS gradué.  
Comment expliquer alors la compatibilité de raken avec les AS gradués, contrairement 
à tomber, qui est caractérisé par une sous-représentation d’AS gradués assez nette ? Après 
tout, les deux verbes ont des proportions d’AS adjectivaux (cf. 7.1.1) et d’AS adjectivaux 
gradables (cf. 7.6) comparables. Nous proposons l’hypothèse suivante. Ce qui distingue403 
tomber et raken, c’est qu’en cas d’un AS a priori intensifiable, raken a plus tendance à 
conceptualiser l’AS comme l’accomplissement d’un processus progressif, alors que tomber 
semble dans ce cas plus ponctuel. Par exemple :  
(527) processus progressif précédant l’état final : Hij was enorm gefrustreerd geraakt. (exemple 
construit)  
(528) processus plutôt ponctuel : Il était tombé gravement malade. (exemple construit)  
Ce processus progressif dans le cas de raken s’observe aussi à partir des deux 
caractéristiques suivantes. Tout d’abord, raken sous-entend souvent un parcours 
progressif, parsemé d’obstacles, menant à l’état final, comme le montre la compatibilité 
de raken avec la structure [ondanks … toch …] (‘malgré … quand même …’) : 
(529) Ondanks de vele moeilijkheden was hij toch zeer bedreven geraakt in het beoordelen 
van circusacts. (exemple construit) 
A cela s’ajoute la compatibilité de raken avec l’adverbe uiteindelijk (‘finalement’), qui 
indique le terme d’un processus progressif :  
(530) Uiteindelijk was hij enorm gefrustreerd geraakt. (exemple construit) 
 
                                                     
401 Cela vaut également, dans une moindre mesure, pour blijven et demeurer. 
402 On peut y rattacher les semi-copules vallen et virer, caractérisées par une légère surreprésentation de la 
catégorie « gradatif_norme_oui ». 
403 Une autre distinction possible est le degré de conventionnalisation de la combinaison [verbe + AS]. Etant 
donné que tomber se limite principalement à deux types dans le domaine AS adjectival (malade et amoureux), 
contrairement à raken, le degré de conventionnalisation élevé peut également entraver la modification de l’AS.   
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En ce qui concerne l’intensification de l’état par rapport à un état déjà identifié (cf. le 
volet intensifiant sur la Figure 15 infra), on observera lors de notre discussion de la variable 
CONTEXTE_SCALAIRE_2 infra que, contrairement à tomber, raken y semble également plus 
apte (p. ex. Hij raakte meer en meer gefrustreerd ‘devenir de plus en plus frustré’)404. 
Nous faisons l’hypothèse que cette facilité de raken à exprimer un processus de 
changement d’état progressif / intensifiant a pour conséquence que raken se combine 
également plus facilement avec un AS pourvu d’un gradatif (par rapport à une norme 
fixe)405. En effet, il est sans doute plus naturel d’ajouter à l’AS un gradatif (par rapport à 
une norme fixe) si on peut conceptualiser un processus de changement d’état progressif 
/ intensifiant ‘plus étendu’ à l’intérieur duquel on est susceptible de distinguer différentes 
étapes de gradation, comme c’est souvent le cas pour raken. Or, cela ne veut pas pour 
autant dire que raken construit toujours un processus progressif précédant l’état final. 
Pour preuve, voici l’exemple suivant où, malgré la gradabilité intrinséque de l’AS 
(lichtgewond – gewond – zwaargewond, ‘blessé’), il s’agit d’un évènement plutôt ponctuel, 
d’où l’incompatibilité avec la construction progressive :  
(531) Ze raakten zwaargewond. (exemple construit) 
(532) *Ze waren zwaargewond aan het raken. (exemple construit)  
En même temps, comme nous le verrons, tomber est également susceptible d’évoquer 
un processus progressif qui mène à l’état final. Par exemple :  
(533) Rêveuse, Laure réalise qu'elle est en train de tomber éperdument amoureuse. (Google) 
(534) Dans la Symphonie Pastorale, Gide met en scène un pasteur suisse qui accueille dans sa 
famille une jeune aveugle, nommée Gertrude, et qui en tombe progressivement 
amoureux pour le malheur de tous […]. (Google Books)  
Le profil aspectuel du verbe dépend donc énormément du lexème en position de l’AS et 
du contexte : il est souvent difficile d’établir une constante aspectuelle qui s’applique à 
 
                                                     
404 Remarquons toutefois que cela ne se confirme pas pour la variable COMPARATIF dans son ensemble, où raken 
fait défaut par rapport aux autres verbes attributifs. 
405 Evidemment, cela n’explique toujours pas la légère sous-représentation de worden et de devenir, ainsi que la 
légère surreprésentation de virer pour les gradatifs par rapport à une norme fixe. Comme nous le verrons infra, 
devenir et worden sont, tout comme raken, aptes à construire des processus progressifs / intensifiants (p. ex. Hij 
is enorm moe aan het worden. ‘Il est en train de devenir très fatigué.’). Pourtant, ils sont plus rétifs aux AS gradués 
que raken, préférant les AS comparatifs. Cela pourrait s’expliquer par le fait que raken préfère atterrir sur un 
état final fixe (à atteindre), alors que devenir et worden sont plus dynamiques, focalisant la progression / 
l’intensification en cours (plus que raken). D’autre part, en ce qui concerne virer, on pourrait dire que, malgré 
ses similitudes par rapport à tomber (cf. infra), il se prête plus aux processus progressifs que tomber (en train de 
tomber amoureux /vs/ en train de virer fou), ce qui explique aussi sa compatibilité plus élevée avec les gradatifs par 
rapport à une norme fixe.  
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toutes les instanciations concrètes du verbe dans l’usage. Il s’agit donc de tendances et 
non pas de contraintes absolues. 
En conclusion, le type de gradation joue un rôle différenciateur parmi les verbes. En 
même temps, nous pouvons quelque peu ‘rectifier’ le résultat bizarre que être avait obtenu 
pour la variable COMPARATIF : GRADATIF_NORME montre que sa position AS n’est 
certainement pas contraire à la gradation tout court. Toujours est-il que la position AS 
d’un groupe de semi-copules (cf. gaan, komen, passer, tomber) reste réfractaire à la 
gradation explicite, sans toutefois être impossible. 
Après cette petite digression concernant la variable GRADATIF_NORME, qui a permis 
de reconnaître être, zijn et raken comme des copules attirant des AS gradués, reprenons de 
nouveau le fil rouge de notre argumentation. Nous approfondissons maintenant la thèse 
du sémantisme aspectuel de certaines semi-copules qui bloque la combinaison avec les 
AS comparatifs. Ce qui saute aux yeux dans le Tableau 35, c’est que tomber n’a aucun AS 
comparatif dans notre échantillon. Pourtant, les types AS adjectivaux amoureux et malade, 
qui se combinent fréquemment avec tomber, sont, à priori, gradables et pourraient donc 
facilement donner lieu à un emploi comparatif (plus amoureux, plus malade). Il s’avère que 
l’AS comparatif se combine difficilement avec tomber, comme le montrent aussi les 
exemples construits (535), (536), (539), (540) ci-dessous)406, quoique la combinaison 
[tomber + AS comparatif] soit encore attestée sur le Web (cf. les exemples (537), (538), (541) 
ci-dessous). Remarquons que plus au sens de ‘plus souvent’ est parfaitement compatible 
avec [tomber + AS], mais ce n’est pas ce sens que nous visons. 
 
Tomber amoureux 
(535) Intensification d’un état : ??Après ce rendez-vous magique, elle tombe plus amoureuse 
de lui. (exemple construit) 
(536) Comparant externe : ??Il tombe plus amoureux que l’homme le plus amoureux du 
monde. (exemple construit) 
(537) Donc protégez-vous alors du fait de tomber plus amoureux que vous ne l'êtes déjà car vous 
pourriez être vite désillusionné(e). (Google) 
(538) Marbella aura permis à Jordan (Belge) et Marion de tomber plus amoureux que jamais 
puisqu'ils cherchent même un appartement afin de s'installer ensemble. (Google) 
 
 
                                                     
406 Dans l’exemple, nous utilisons le comparatif à polarité positive plus. Or, le comparatif à polarité négative moins 
semble tout à fait exclu si nous voulons exprimer une moindre intensité de l’AS (et non pas une moindre 
fréquence de l’évènement de tomber malade / amoureux) : *Elle tombe {moins / de moins en moins} {malade / 
amoureuse}. Remarquons que devenir présente les deux possibilités : intensité à polarité positive et intensité à 
polarité négative. 
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Tomber malade407 
(539) Intensification d’un état : ??Après cette piqûre, il tombe plus malade. 
(540) Comparant externe : ??Elle tombe plus malade que son frère. (exemple construit) 
(541) Aujourd'hui, atteinte d'une diarrhée aiguë, je cherche désespérément un Smecta. J'en 
trouve un, le dernier de la boite, et décide de le prendre de suite. En l'ouvrant, je l'ai fait 
tomber dans la gamelle d'eau du chat.  
[Quelqu’un d’autre répond :] C'est pas les léchouilles de ton chat dans la gamelle qui vont 
te faire tomber plus malade (Google) 
Nous pouvons en déduire que tomber est apte à désigner le franchissement du seuil qui 
va de ‘non amoureux’ / ‘non malade’ à ‘amoureux‘ / ‘malade’, mais, contrairement à 
devenir, tomber ne permet pas d’envisager le processus du ‘devenir’ au-delà du 
franchissement du seuil critique (= l’état ‘amoureux’ / ‘malade’ est atteint). En clair, si on 
peut encore devenir amoureux ou malade à différents degrés d’intensité après avoir 
atteint l’état [amoureux / malade]408, cette intensification de l’état [amoureux / malade] 
ne peut pas (ou difficilement) s’exprimer à l’aide de tomber409. En d’autres mots, une fois 
atteint le seuil, on ne peut plus passer à un degré supérieur dans le cas de tomber410, en 
dépit d’un AS intrinsèquement gradable comme amoureux ou malade. Nous ferons le même 
constat au moment où nous parlerons des AS scalaires infra.  
La figure suivante donne une visualisation schématique du domaine d’application 
(principal) de tomber, d’après ce que nous venons d’établir411 : 
 
 
 
 
 
 
 
 
                                                     
407 Cf. également ziek vallen (litt. ‘tomber malade’, sous-standard) en néerlandais : ??Hij valt zieker (dan zijn broer). 
/ ??Hij valt steeds zieker en zieker (exemples construits). Par contre, l’emploi non mutatif à AS adjectival de vallen 
ne s’y oppose pas, cf. : Het valt (hem) steeds zwaarder en zwaarder (exemple construit). 
408 Cette dichotomie entre d’une part l’état ‘non amoureux’ / ‘non malade’ et d’autre part l’état ‘amoureux’ / 
‘malade’ (à différents degrés d’intensité) ne s’applique pas à tous les états. En général, il faut être amoureux, 
avant d’être ‘plus amoureux (que X)’. Par contre, il ne faut pas nécessairement être ‘âgé’, avant de pouvoir être 
‘plus âgé (que X)’. 
409 Dans le sous-ensemble d’AS comparatifs scalaires, raken semble s’y prêter plus (cf. infra), mais cela ne se 
généralise pas pour l’ensemble des AS comparatifs. 
410 Cette contrainte semble moins s’appliquer à la construction indirecte (à préposition fixe), cf. « En fait, cette 
seconde partie tombe plus dans les travers hollywoodiens classiques, […] » (Google). 
411 La flèche en rouge montre que la variante à polarité positive [tomber plus X] est un peu plus acceptable que la 
variante à polarité négative [tomber moins X]. Devenir accepte sans problèmes les deux directions (cf. le vert). 
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Figure 14 Profil aspectuel de tomber 
 
[Tomber + AS] se focalise donc sur le basculement de l’état [non malade / non 
amoureux] vers l’état [malade / amoureux]. En outre, tomber permet de focaliser 
différentes phases précédant le seuil final qui correspond à l’atteinte de l’état cible (cf. 
l’axe vertical sur la figure ci-dessus), par exemple412 : 
 
- la phase inchoative, cf. Il commençe à tomber amoureux. (exemple construit) 
Remarquons que nous préférons distinguer l’aspect inchoatif (cf. commençer à tomber 
amoureux) de ce qu’on pourrait appeler l’aspect transformatif, c’est-à-dire l’entrée 
accomplie dans un nouvel état à partir du moment du seuil final (cf. tomber amoureux, ~ 
‘devenir amoureux’). Les deux ne coïncident pas, étant donné que : commençer à tomber 
amoureux ≠ tomber amoureux. 
 
- la phase progressive, cf. Il est en train de tomber amoureux. (exemple construit) 
Notons que nous préférons distinguer la phase progressive de la phase intensifiante, qui 
se situe après le seuil (cf. l’axe vertical). On pourrait dire que cette phase intensifiante est 
un deuxième type de progressif. 
 
 
                                                     
412 Notons que l’équivalent néerlandais (‘sous-standard’) ziek vallen semble moins apte à figurer dans la 
construction inchoative et la construction progressive que tomber : ??Hij begint ziek te vallen. (exemple construit) 
/ ?Hij is ziek aan het vallen (exemple construit). On pourrait en déduire que [vallen + AS adjectival] est moins 
grammaticalisé que [tomber + AS adjectival] : le caractère abrupt de l’action spatiale de ‘tomber’ persiste encore 
plus pour ziek vallen que pour tomber malade, ce qui fait qu’on a, dans le cas de vallen, plus de mal à étirer la phase 
précédant le basculement définitif. 
 
EN TRAIN DE DEVENIR MALADE / AMOUREUX EN TRAIN DE DEVENIR PLUS MALADE / AMOUREUX (ENCORE) 
BASCULEMENT DE L’ETAT NON MALADE / NON AMOUREUX 
VERS L’ETAT MALADE / AMOUREUX 
DOMAINE D’APPLICATION DE TOMBER 
DOMAINE D’APPLICATION DE DEVENIR 
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- la phase terminative, cf. Il finit par tomber amoureux. (exemple construit)  
Sur la figure ci-dessous, ces trois phases sont regroupées sous « en train de devenir 
malade / amoureux ». Elles ne concernent donc pas la partie « en train de devenir plus 
malade / amoureux (encore) » de l’axe horizontal (suivant le seuil final), qui constitue 
l’apanage de devenir. 
 
 
 
Figure 15 Les phases inchoative, progressive et terminative 
 
Ensuite, précisons encore que le basculement de l’état [non malade / non amoureux] 
vers l’état [malade / amoureux] n’est donc pas nécessairement instantané (= basculement 
sans la partie « en train de devenir malade / amoureux »), mais peut également se faire 
graduellement, comme le montre la phase progressive [en train de tomber 
amoureux/malade, cf. aussi en train de virer fou].  
Comme il a été déjà indiqué supra, le sémantisme aspectuel de tomber ne l’empêche pas 
de se combiner avec des gradatifs qui effectuent une comparaison avec une norme, 
comme [folle X], [légèrement X] et [gravement X]:  
(542) Alors voilà, je témoigne un peu. Je suis < tombée > folle amoureuse d'un garçon. (SE) 
(543) […] elle n'avait pas prévu de < tomber > légèrement sous son charme et surtout elle 
n'avait pas franchement prévu qu'avec Thomas cela ne serait pas si facile et que ça ne 
roulerait pas comme sur des roulettes... (SE) 
(544) Immédiatement après ses couches, la jeune femme < tomba > gravement malade et 
commença à souffrir d'une tumeur abdominale qui devait empoisonner ses trois 
dernières années de vie. (SE) 
Quoique tomber n’admette pas d’exprimer des changements de degré sur l’échelle 
d’intensité au-delà du seuil critique, il se combine donc sans problèmes avec des états 
EN TRAIN DE DEVENIR MALADE / 
AMOUREUX 
EN TRAIN DE DEVENIR PLUS MALADE / AMOUREUX 
(ENCORE) 
BASCULEMENT DE L’ETAT NON MALADE / NON AMOUREUX 
VERS L’ETAT MALADE / AMOUREUX 
inchoatif 
terminatif 
transformatif 
progressif intensifiant 
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intensifs inhérents. Dans ce cas-là, c’est l’entrée (accomplie) dans l’état intensif qui est 
envisagé comme seuil critique du basculement. Cf. la figure ci-dessous, où le basculement 
s’opère maintenant directement vers l’état [très malade / très amoureux]. En même 
temps, la phase (graduelle) sous « en train de devenir plus malade / amoureux (encore) », 
qui se situe maintenant après le seuil [‘très malade’ / ‘très amoureux’], reste inaccessible, 
cf. la croix en bleu sur la figure. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 16 Basculement vers l’état [très malade / très amoureux] 
 
Ce qui n’est donc, en principe, pas possible dans le cas de tomber, c’est d’opérer deux 
basculements distincts qui se succèdent413 : [etat zéro → état malade → état très malade], 
cf. :  
(545) Il est {tombé / devenu} malade, et puis il est {??tombé / devenu} très malade (= ‘plus 
malade encore’). (exemple construit)  
En d’autres mots, on ne peut pas (ou difficilement) tomber très malade à partir de l’état 
malade, qui est le résultat d’une première transformation. 
D’après nos données, virer serait un peu plus permissif envers les AS comparatifs que 
tomber (cf. l’exemple cité ci-dessus), mais force est de constater qu’il reste peu enclin à se 
 
                                                     
413 Dans ce cas, il y aurait donc deux flèches de basculement sur la figure. 
 
EN TRAIN DE DEVENIR TRÈS MALADE / TRÈS 
AMOUREUX 
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BASCULEMENT DE L’ETAT NON MALADE / NON 
AMOUREUX VERS L’ETAT TRÈS MALADE / TRÈS 
AMOUREUX 
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TRÈS AMOUREUX 
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combiner avec des AS comparatifs (qui sont toujours sous-représentés), cf. les exemples 
construits (546) et (547)414:  
(546) Intensification d’un état : ??Après cette insulte, il vire plus fou. (exemple construit) 
(547) Comparant externe : ?Il vire plus fou que sa sœur hystérique. (exemple construit) 
Néanmoins, une fois de plus, on parvient à trouver quelques exemples de virer à AS 
comparatif sur le Web, par exemple : 
(548) Une nécessité de faire sortir ces pensées de ma tête au risque de virer plus folle que je ne 
le suis. (Google) 
Comme dans le cas de tomber, les gradatifs vis-à-vis d’une norme passent beaucoup 
mieux, par exemple : 
(549) Tu < vires > un peu politique ses derniers temps ? (SE) 
(550) […] (dont la jeune prof idéaliste qui s'endurcit et < vire > limite réac au désespoir de son 
paternel), etc. (SE) 
(551) […] un bon son, une bonne rythmique, des make-ups outranciers, des bètes de scènes < 
virant > un peu "trash'" mais très bon concert! (SE) 
Après tomber et virer, consacrons encore quelques mots à passer. Tous les exemples à 
AS comparatif de passer dans notre corpus concernent l’expression passer inaperçu : 
(552) Au bout d'une heure de marche, ils rencontrèrent les premiers voyageurs et se mêlèrent 
à eux sur la route commerciale afin de < passer > un peu plus inaperçus. (SE) 
Passer inaperçu se distingue ainsi du schéma [passer + statut d’un degré supérieur], par 
exemple : 
(553) A 30 ans, à la mort de Gadon Roscoe, il < passa > promptement Capitaine. (SE) 
Ici, l’AS comparatif ne serait pas possible, car le nom de statut capitaine est (en principe) 
non gradable, les noms de statut correspondant à des échelons discrets qu’il faut monter : 
(554) ??Il passe plus capitaine. (exemple construit) 
Comme toujours, le Web offre quelques contre-exemples, en particulier si le statut AS est 
conceptualisable comme gradable, notamment lorsque la forme peut s’employer à la fois 
comme nom et adjectif : 
(555) Tu as envie de passer plus "pro" dans ta façon de bloguer ? (Google) 
 
                                                     
414 Comme dans le cas de tomber, l’intensité à polarité positive (virer plus X) semble plus passable que l’intensité 
à polarité négative (virer moins X). 
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(556) À ce jeu, nul n'est passé plus maître que les chefs autoritaires des pays du Moyen-Orient. 
(Google) 
En conclusion, la contrainte que nous avons constatée pour tomber et virer, semble 
également s’appliquer à passer, à l’exception de passer inaperçu. Or, ce qui joue surtout 
pour passer, c’est le manque d’AS gradables (en dehors de passer inaperçu). Sur ce point, 
passer rejoint komen et gaan, cf. supra. 
Les observations que nous venons de faire sur la surreprésentation des attributs 
pourvus d’expressions de degré pour certains verbes, se voient confirmées par l’examen 
de la variable scalarité, qui, rappelons-le, ne concerne qu’une sous-catégorie des AS 
comparatifs. Cette variable permet de confirmer et de préciser certains constats faits 
supra. Voici quelques exemples de corpus qui illustrent cet emploi à AS scalaire : 
(557) Naast de benaming ZZP´er < raakt > de term ZP´er steeds meer in zwang. (SE) 
(558) Zo < komen > de rijken ook altijd rijker, dus waarom zou u van deze formule niet 
optimaal willen genieten? (SE) 
(559) De près, ses yeux rouge < sont > encore plus déconcertants. (SE) 
(560) Il a < passé > "un cran supplémentaire dans l'ignoble" en faisant "une référence sans 
nuances aux propos négationnistes", a réagi la candidate écologiste, Eva Joly. (SE) 
(561) purée pourvu que roger ne fasse pas le GC cette année, sinon la moitié de 15LT va < virer 
> encore plus mystique qu'elle ne l'est déjà, […] (SE) 
Le mosaic plot suivant (Pearson chi square = 185.88, df = 14, p < 0.001 / Cramér’s V = 0.18) 
montre que devenir et worden se caractérisent par une surreprésentation de la catégorie 
« scalaire » , ce qui s’explique à la fois par le refus de l’intensification noté ci-dessus pour 
bon nombre des semi-copules et la visée très large et non spécialisée du changement 
d’état marqué par devenir/worden : 
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Figure 17 Association entre le verbe et les AS scalaires 
 
Nous ajoutons le Tableau 37 qui comporte les chiffres bruts : 
 
Tableau 37 VERBE * CONTEXTE_SCALAIRE_2 
 neutre scalaire 
BLIJVEN 390 0 
DEMEURER 389 2 
DEVENIR 359 20 
ETRE 375 4 
GAAN 400 0 
KOMEN 399 1 
PASSER 303 2 
RAKEN 392 8 
RESTER 385 0 
TOMBER 400 0 
TOURNER 183 0 
VALLEN 399 0 
VIRER 398 2 
WORDEN 364 25 
ZIJN 368 1 
 
De nouveau, devenir et worden se distinguent donc parmi les autres verbes attributifs. 
Voici quelques exemples qui illustrent la combinaison [devenir / worden + AS scalaire] : 
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(562) Wanneer je stress hebt of een hoge werkdruk ervaart, lijkt het steeds moeilijker te < 
worden > om uit te rusten en te ontspannen. (SE) 
(563) De kwaliteit van Nederlandse wijnen < wordt > steeds beter. (SE) 
(564) […] et son activité < devient > de plus en plus faible. (SE) 
(565) A l'issue de chaque match, vos combattants gagnent de l'expérience et < deviennent > 
progressivement de plus en plus forts, jusqu'à débloquer des pouvoirs et des bonus 
incroyables ! (SE) 
A cela s’ajoute une légère surreprésentation de la catégorie « scalaire » dans le cas de 
raken. On pourrait y voir une preuve du fait que raken se distingue des semi-copules 
françaises tomber, virer et passer. Contrairement à ces verbes, raken n’est pas incompatible 
avec l’expression de l’intensification d’un état (cf. Hij raakte meer en meer gefrustreerd.). 
D’après ce paramètre, il serait donc plus grammaticalisé, s’alignant sur le modèle de 
worden. Toutefois, il convient de nuancer ce constat, car raken était supra encore 
caractérisé par une sous-représentation pour les AS comparatifs (dont l’AS scalaire est 
pour nous une sous-catégorie). En effet, quoique raken se combine volontiers avec l’AS 
scalaire, il n’en est pas de même pour l’AS comparatif non scalaire, où raken semble un 
peu plus contraint (tout comme tomber) : 
(566) […] maar we hebben nu een tijd bereikt waarin we zien dat vrouwen ook steeds meer 
gefascineerd raken door gadgets (Google, AS scalaire) 
(567) ?[…] maar we hebben nu een tijd bereikt waarin we zien dat vrouwen ook meer 
gefascineerd / gefascineerder raken door gadgets (exemple construit, AS comparatif 
non scalaire) 
Même si l’AS comparatif non scalaire n’est pas tout à fait impossible, il nous semble que 
raken se spécialise surtout dans l’intensification (post-transformationnelle) prolongée qui 
comporte de multiples étapes intermédiaires.  
Etant donné que cette catégorie plus spécifique des AS scalaires a été considérée 
comme une sous-catégorie de la catégorie « comparatif », tomber reste évidemment sans 
exemples de ce type dans notre échantillon. Toutefois, nous trouvons quelques exemples 
sur le Web (plutôt rares), où tomber se construit avec un AS scalaire : 
(568) J'ai commencé quelques travaux ici puis je suis tombé de plus en plus malade. (Google) 
(569) Mais, il s'acclimate progressivement à la vie occidentale et fait la connaissance de deux 
jeunes Coréennes : Hyun-ju et sa colocataire Yu-jeong, une étudiante aux Beaux-arts. Au 
fil de l'été, il tombe de plus en plus amoureux de Yu-jeong et de Paris. (Google) 
(570) Elle finit donc par s'enfuir à chaque fois car, même dans le bras d'un autre, elle ne cesse 
de tomber plus amoureuse encore de celui qu'elle aimera toujours qu'il soit avec elle ou 
avec une autre. (Google) 
On pourrait formuler l’hypothèse selon laquelle tomber s’aligne parfois sur le modèle 
de devenir. Si un locuteur veut utiliser la structure comparative / scalaire pour l’AS 
[malade / amoureux], il a le choix entre la « collocation optimale » (tomber malade / 
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amoureux) et la construction qui s’accommode mieux de l’AS comparatif (devenir plus 
malade,  devenir de moins en moins malade)415. A force de choisir l’option de la meilleure 
collocation dans la constellation de la construction comparative, le profil de tomber 
pourrait (sous pression fonctionnelle) s’aligner de plus en plus sur le profil de devenir au 
fil du temps. Ainsi, cela pourrait constituer un catalyseur possible d’une désémantisation 
encore plus avancée de tomber attributif. 
Enfin, remarquons encore que l’AS scalaire n’est pas très habituel pour passer non plus, 
même si on trouve toujours des contre-exemples sur le Web : 
(571) Mais d'içi les prochaines élections l'UMP gageons le, aura largement eu le temps de 
passer encore plus maître dans l'art du mijotage de croupions d'autruches fumés. (Google) 
A la fin de cette section, nous présentons les constats les plus importants. Il s’est avéré 
que les semi-copules françaises tomber, virer et passer (à l’exception de passer inaperçu, qui 
est moins mutatif) sont réticentes à la combinaison avec un AS (adjectival) comparatif416. 
Ces verbes ne sont pas aptes à exprimer l’intensification d’un état déjà atteint, 
contrairement à devenir / worden. En d’autres mots, ces verbes se spécialisent dans le 
basculement (instantané ou progressif) d’un état [non X] vers un état [X], tandis que 
l’expression de l’intensification de l’état après l’atteinte de l’état cible ne relève plus de 
leur compétence.  
Nous pouvons mettre cette contrainte aspectuelle en rapport avec le sémantisme des 
emplois spatiaux de tomber et de virer. Ainsi, nous avons affaire à un cas de persistance 
lexicale (cf. Hopper 1991). Contrairement à ce qu’on pourrait penser, la contrainte 
aspectuelle n’a rien à voir avec le caractère abrupt du mouvement, car la construction 
progressive (non abrupte) est parfaitement possible pour l’emploi attributif, cf. : en train 
de tomber amoureux / en train de virer fou. Or, ce qui est en jeu, c’est que le mouvement 
spatial dispose d’une pose finale intrinsèque. Ceci s’illustre le plus clairement à l’aide de 
tomber. A l’origine, l’action spatiale de tomber ne peut pas persister au-delà de son point 
final : si on est tombé, on a touché le fond et, par conséquent, on ne peut plus continuer 
à tomber plus bas après la fin de la première chute. Cela est transposé à un niveau abstrait 
pour l’emploi attributif de tomber. Si on est tombé malade, on ne peut pas ‘tomber encore 
plus malade’ : dès que l’état cible (en l’occurrence, ‘malade’) est atteint, il n’est plus 
possible de surenchérir, au-delà de la première transformation.  
Pour cette même raison, l’emploi scalaire tomber de plus en plus malade n’est pas 
plausible. L’emploi scalaire présuppose une évolution intensifiante à partir de l’état 
malade (qui est en soi déjà un premier point d’aboutissement), à l’intérieur de laquelle on 
 
                                                     
415 Nous faisons ici abstraction d’être. 
416 On peut y ajouter tourner, mais son échantillon incomplet ne permet pas d’établir des conclusions fermes. 
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peut encore reconnaître différents degrés toujours plus intensifs de l’état malade417. Ces 
différents degrés sont autant de points d’aboutissement (intermédiaires) qui s’ajoutent 
au premier point d’aboutissement ‘malade’, tandis que tomber attributif n’admet qu’un 
seul point d’aboutissement, à l’exemple de son emploi spatial. Dans ce sens, tomber 
attributif se fait d’un seul bond (instantané ou progressif) vers l’état final et ne peut pas 
comporter plusieurs (mini-)basculements successifs (à l’intérieur d’un processus évolutif 
unique). Or, si on est à un moment donné devenu X, on peut toujours continuer à devenir 
de plus en plus ce X. Devenir n’est donc pas soumis à la même contrainte.  
En ce qui concerne virer attributif418, on peut dire que la même contrainte aspectuelle 
déjà identifiée pour tomber pèse sur ce verbe. Elle trouve également son origine dans 
l’emploi spatial de virer : dès qu’on a viré de l’autre côté (= changement d’état à un niveau 
abstrait), il est difficile de persister encore plus dans ce sens en ajoutant un deuxième 
virement (dans ce cas, on tournerait en rond…). Par contre, la contrainte est un peu moins 
sévère que pour tomber, étant donné que l’action spatiale de virer peut être plus facilement 
prolongée après un premier arrêt que l’action de tomber, où on se heurte forcément au 
sol, qui forme une limite indépassable (= le seul point d’aboutissement possible). De cette 
façon, virer attributif accepte plus facilement l’AS comparatif. Cela explique les quelques 
exemples à AS comparatif que nous avons trouvés pour virer, cf. : 
(572) sinon la moitié de 15LT va < virer > encore plus mystique qu'elle ne l'est déjà, […] (SE). 
7.4 Les temps composés vs les temps non composés : un 
indice de résultativité ? 
En quatrième position, nous analysons le croisement de VERBE avec la variable 
TEMPS_COMPOSE, qui distingue les temps verbaux contenant un participe passé des 
 
                                                     
417 Remarquons que la durée de la construction progressive [en train de tomber malade] ne se subdivise pas si 
clairement : cette évolution s’oriente principalement vers le seul point d’aboutissement ‘malade’. 
418 On peut développer le même raisonnement pour passer : ‘passer d’un état à un autre’, sans prolongement 
ultérieur. En revanche, il se peut que le mouvement plus linéaire de passer (par rapport à virer : ‘virer de l’autre 
côté’, ~ ‘tourner’) ait pour conséquence que le mouvement peut être plus facilement prolongé (après un arrêt 
intermédiaire). De cette façon, nous pouvons faire l’hypothèse que l’AS comparatif serait (encore) plus naturel 
dans le cas de passer (en cas d’un AS gradable). Cela reste à confirmer. Or, ce qui gêne surtout pour passer, c’est 
le manque d’AS gradables (cf. passer président, passer capitaine). Ainsi, l’AS comparatif est de toute façon très rare 
(cf. également gaan et komen). 
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temps verbaux sans participe passé. Cette variable est importante dans la mesure où elle 
fait entrevoir des différences aspectuelles intéressantes entre les verbes.  
D’abord, nous rappelons dans le Tableau 38 ci-dessous les temps verbaux qui se cachent 
derrière les étiquettes des deux catégories « oui_composé » et « non_composé » de la 
variable TEMPS_COMPOSE : 
 
Tableau 38 Temps : oui_composé et non_composé 
TEMPS_COMPOSE participe passé les temps sous-jacents aspect 
grammatical 
oui_composé Le temps contient un 
participe passé. 
passé composé, plus-que-parfait, 
futur antérieur, conditionnel 
passé 
accompli 
non_composé Le temps ne contient 
pas de participe 
passé. 
présent, passé simple, imparfait, 
futur simple419, conditionnel 
présent 
inaccompli 
 
Nous sommes conscient du fait que les systèmes aspectuo-temporels des deux langes 
ne correspondent pas tout à fait. La principale différence est que le français a une 
opposition ternaire (passé simple, passé composé, imparfait), là où le néerlandais se limite 
à deux temps du passé (OVT et VTT), ce qui donne lieu à une autre répartition des valeurs 
à exprimer. Il s’ensuit pour notre annotation que : 
- Les étiquettes « imparfait » et « passé composé » (provenant du système verbal 
français) que nous utilisons pour les deux langues, correspondent, en néerlandais, 
respectivement à l’OVT (onvoltooid verleden tijd) et au VTT (voltooid tegenwoordige 
tijd). Nous montrerons infra que cette équivalence imposée par l’analyste en vue 
de la comparaison des deux familles de verbes (semi-)copules, entre, d’une part, 
imparfait et OVT et, d’autre part, passé composé et VTT, n’est en réalité qu’une 
équivalence (très) partielle. Plus précisément, l’OVT néerlandais n’est pas 
uniquement associé à l’aspect inaccompli comme l’imparfait français 
(simultanéité qui déborde, habitude, etc.), couvrant également une partie du 
domaine du passé composé français (p. ex., Hier, je me suis levé à 8 heures. ~ Gisteren 
stond ik op om 8 uur.). Cela rend la généralisation présentée dans le Tableau 38 
moins précise. Notons que, par la suite, nous employerons dans le texte les 
chevrons pour signaler si « imparfait » ou « passé composé » sont employés 
 
                                                     
419 Remarquons que le futur simple et le conditionnel présent se comportent différemment en néerlandais et en 
français : en néerlandais, ils adoptent une forme analytique [auxiliaire + infinitif], alors que le français utilise 
dans les deux cas une seule forme synthétique. 
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comme termes génériques pour désigner à la fois OVT et imparfait (cf. <imparfait>) 
ou VTT et passé composé (cf. <passé composé>). 
- Le passé simple est absent en néerlandais. Comme le passé simple est par définition 
un temps non sécant420, il est associé, par ricochet, aux verbes perfectifs (Riegel, 
Pellat, et Rioul 2009, 522). Or, il s’avère que le passé simple (non sécant / global) et 
l’imparfait (sécant) sont regroupés sous notre étiquette « non_composé », ce qui 
fait que le passé simple s’y retrouve parmi les temps qui s’articulent de préférence 
avec l’aspect inaccompli et donc avec les verbes imperfectifs (cf. infra), ce qui 
perturbe quelque peu notre généralisation. Dans ce qui suit, nous adoptons donc 
une classification (très) simplificatrice [accompli vs inaccompli], qui fait 
abstraction de l’opposition [aspect sécant vs aspect non sécant], surtout utile pour 
caractériser le passé simple par rapport aux autres temps français.   
 
A côté de cette problématique des temps du passé qui diffèrent dans les deux langues, 
on pourrait encore passer en revue une série d’autres précisions qui pourraient être faites 
par rapport à notre système binaire [accompli vs inaccompli]. Par exemple, nous 
pourrions mettre en avant la remarque de Novakova 2001, 12 que le présent exprime 
aussi, en plus de l’aspect inaccompli, l’aspect global et (parfois) l’aspect accompli, en 
fonction du verbe et du contexte. En revanche, nous ne traiterons pas le sujet de l’aspect 
à ce niveau de détail : cela dépasserait l’objectif de notre étude ici. Nous estimons que la 
distinction très grossière entre « oui_composé » et « non_composé » peut quand même 
nous enseigner quelque chose, à un niveau très général, à propos de certaines différences 
aspectuelles qui traversent la catégorie des verbes attributifs, notamment entre l’aspect 
perfectif / résultatif et l’aspect imperfectif. Concrètement, nous faisons l’hypothèse que : 
- les verbes attributifs prototypiquement perfectifs se combinent de préférence 
avec les temps composés, associés à l’aspect accompli / résultatif (= procès 
parvenu à son terme final)421 
- les verbes attributifs prototypiquement imperfectifs se combinent de préférence 
avec les temps non composés, associés à l’aspect inaccompli / non résultatif (= 
procès en cours) 
Cf. Riegel, Pellat, et Rioul 2009, 520 pour le lien entre les temps composés et l’aspect 
accompli. Remarquons que, suivant Riegel, Pellat, et Rioul 2009, nous réservons le terme 
 
                                                     
420 Par opposition avec l’imparfait, associé à l’aspect sécant. 
421 On pourrait ajouter que les verbes attributifs prototypiquement perfectifs se combinent également de 
préférence avec le passé simple du français, mais ce fait est donc perdu dans notre classification simplificatrice. 
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(in)accompli pour l’aspect grammatical, alors que nous utilisons le terme (im)perfectif pour 
l’aspect lexical (Aktionsart) 422. 
Nous nous rendons compte qu’on ne saurait réduire les temps composés à une seule 
valeur d’accomplissement / de résultativité423. Or, partant de l’idée que cette valeur de 
résultativité est importante pour les temps composés, en particulier pour les verbes 
attributifs de changement d’état424, nous estimons que la quantité de données est 
suffisamment large pour en dégager des différences plus ou moins robustes et fiables d’un 
verbe à l’autre (et c’est cela qui nous intéresse ici). Après tout, ce qui nous intéresse ici, ce 
n’est pas le système aspectuel verbal du français et du néerlandais dans son entièreté. Ce 
qui compte, c’est de pouvoir utiliser la distinction [temps composés vs temps non 
composés] comme une fenêtre (approximative) sur l’aspect lexical (perfectif / résultatif 
ou non) des verbes attributifs. En particulier, les copules prototypiques être/zijn (verbe 
d’état) et devenir/worden (verbe de changement d’état) servent de points de référence, par 
rapport auxquels les comportements déviants des semi-copules peuvent être 
interprétées. De toute façon, nous proposerons infra également une analyse des 
principaux temps verbaux qui sous-tendent l’opposition [« oui_composé » vs 
« non_composé »], afin d’avoir une vue plus précise sur les temps qui contribuent le plus 
à certaines différences inter-verbales. 
Dans le but d’informer le lecteur à propos du poids de chaque temps verbal au sein des 
catégories « oui_composé » / « non_composé », nous fournissons le Tableau 39 et le 
Tableau 40, avec les chiffres bruts (par langue) : 
 
Tableau 39 Les temps verbaux par langue (pour « non_composé ») 
 conditionnel présent futur simple imparfait passé simple présent425 
français 33 103 155 110 1328 
néerlandais 30 52 421 0 1573 
 
                                                     
422 « Lexical aspect refers to the inherent temporal makeup of verbs and predicates. Characteristics  such  as 
whether  a predicate describes an action with inherent duration like talk and sleep, is punctual like recognize and 
notice, has elements of both duration and culmination like build a house and paint a picture, or describes a state 
like want or like are all aspectual qualities » (Bardovi-Harlig 2000, 193). 
423 Par exemple, on pourrait encore opérer une distinction entre le <passé composé> utilisé comme parfait et sa 
valeur d’aoriste. Pour la valeur d’aoriste du passé composé, cf. p. ex. prendre la poudre d’escampette dans Il a pris 
la poudre d’escampette ce matin, mais il est revenu en fin d’après-midi (exemple construit). Nous n’avons donc pas fait 
une étude à ce niveau de granularité. 
424 Ces verbes de changement d’état pourraient être classifiés comme des verbes d’accomplissement / 
d’achèvement, d’après Vendler 1967. Leur aspect lexical perfectif devrait les orienter vers les temps composés  
(~ aspect grammatical : accompli).  
425 Nous n’avons pas distingué un présent historique (cf. Op I september 1939 valt Hitler Polen binnen.) ou un présent du 
futur (cf. Morgen komt ze thuis.). Une analyse aspectuelle plus détaillée pourrait également prendre en 
considération ces distinctions. 
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Voici le Tableau 40 : 
 
Tableau 40 Les temps verbaux par langue (pour « oui_composé ») 
 conditionnel 
passé 
futur antérieur passé composé plus-que-parfait 
français 13 2 305 55 
néerlandais 0 0 171 33 
 
Ainsi, il apparaît que « non_composé » correspond en grande partie au « présent », 
tandis que la catégorie « oui_composé » est largement dominée par le « passé composé ». 
Ainsi, les temps problématiques qui risquent de perturber notre généralisation 
[« accompli » vs « inaccompli »] (cf. le passé simple dans l’aperçu ci-dessus) ne font pas le 
poids. En outre, nous constatons deux différences remarquables entre le néerlandais et le 
français pour ce sous-ensemble de verbes attributifs (à part le fait que le passé simple ne 
connaisse pas d’équivalent direct en néerlandais) : 
• Le présent s’utilise un peu plus en néerlandais, mais la différence avec le français 
n’est pas énorme (1328 / 1573 = 0.84)426. 
• L’<imparfait>, qui fonctionne aussi comme temps de premier plan en néerlandais, 
est plus utilisé en néerlandais qu’en français427 (155 / 421 = 0.37). Inversement, le 
passé composé est plus utilisé en français qu’en néerlandais (305 / 171 = 1.78). 
A titre de comparaison, nous donnons dans le Tableau 41 ci-dessous les fréquences de 
ces temps verbaux (par million de mots) dans le French Web Corpus (frTenTen) et le Dutch 
Web Corpus (nlTenTen). Nous avons fait usage de l’étiquetage des temps verbaux tel qu’il 
est proposé par Sketch Engine. Nous n’avons donc pas nettoyé les données afin de remédier 
à d’éventuelles erreurs d’étiquetage. En outre, nous avons mesuré la fréquence du passé 
composé de différentes manières. En français, la fréquence du passé composé est 
déterminée à l’aide de la séquence [avoir + participe passé]. Nous avons exclu [être/zijn + 
participe passé], vu que cette séquence recouvre plusieurs fonctions (passé composé, 
passif, construction attributive). En néerlandais, nous avons fait le comptage pour les 
deux ordres de mots possibles [hebben + participe passé] / [participe passé + hebben] et 
nous avons autorisé l’intercalation de 0 jusqu’à 7 mots entre l’auxiliaire hebben et le 
participe passé, afin de rendre compte du phénomène typiquement néerlandais de la 
construction verbale bipolaire ou tangconstructie (littéralement : construction à 
 
                                                     
426 Il est possible que cela s’explique par le présent du futur qui s’utilise plus souvent en néerlandais, cf. : Hij 
vertrekt op reis op 12 juni. /vs/ Il {partira / ?part} en voyage le 12 juin (exemples construits).  
427 Ce constat tient toujours si nous faisons la somme des temps non composés du passé en français (155 
[imparfait français] + 110 [passé simple] = 265, < 421 [<imparfait> néerlandais]). 
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'tenailles')428. De plus, nous avons également mesuré la fréquence du participe passé seul 
dans les deux langues. Etant donné que le participe passé peut occuper une kyrielle de 
fonctions (épithète auprès d’un substantif, AS, verbe principal des temps composés etc.), 
cette estimation n’est qu’une approximation très grossière de la fréquence des temps 
composés dans les deux langues. 
 
Tableau 41 Fréquence (par million de mots) des différents temps verbaux dans le corpus 
Sketch Engine (français + néerlandais) 
 présent les temps du passé non 
composés 
passé composé 
français présent imparfait passé simple avoir + participe 
passé 
 participe 
passé 
 55212 par 
million de 
mots 
8210 par 
million de 
mots 
4329 par 
million de 
mots 
6375 par million 
de mots 
 26963 par 
million de 
mots 
néerlandais présent <imparfait>  hebben + 
participe passé 
participe passé + 
hebben 
participe 
passé 
 63875 par 
million de 
mots 
13444 par 
million de 
mots 
 771 par million 
de mots 
251 par million 
de mots 
16397 par 
million de 
mots 
néerlandais    hebben + [ ]{0,7} 
+ participe passé 
participe passé + 
[ ]{0,7} + hebben 
 
    2536 par million 
de mots 
1134 par million 
de mots 
 
 
En gros, les mêmes tendances [français vs néerlandais] se dessinent pour le corpus 
Sketch Engine entier :  
• L’observation la plus importante pour notre propre échantillon, à savoir la 
fréquence plus élevée de l’imparfait (8210 / 13444 = 0.61429) et la fréquence moins 
élevée du passé composé (6375 / (2536 + 1134) = 1.74) en néerlandais430, se confirme 
également à plus grande échelle. 
• L’écart (assez modeste) entre le présent néerlandais et le présent français 
s’observe de nouveau (55212/63875 = 0.86).  
En somme, la différence entre le sous-ensemble des verbes attributifs français et le 
sous-ensemble des verbes attributifs néerlandais que nous étudions ici, ne fait que 
 
                                                     
428 A cause de cette intercalation de mots, nous risquons d’avoir surestimé la fréquence du <passé composé> en 
néerlandais, en particulier pour la condition [participe passé + hebben].  
429 Nous constatons que cet effet est encore plus prononcé pour notre propre échantillon de verbes attributifs 
(cf. 0.37 vs 0.61). On pourrait penser que le français utilise encore moins l’imparfait pour les verbes de 
changement d’état, alors que le néerlandais maintient plus l’emploi de l’<imparfait>. 
430 Cela se reflète également au niveau de la fréquence du participe passé seul. 
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refléter les différences globales entre les deux langues, quels que soient les verbes choisis. 
Evidemment, il ne s’agit que d’une image globale : nous verrons infra que la situation 
diffère parfois d’un verbe copule à l’autre. 
Même si une étude approfondie fait encore défaut, on peut dire que la fréquence plus 
élevée de l’<imparfait> en néerlandais (OVT) tient à une différence de fonctionnement 
entre les deux langues dans le secteur des temps du passé (comme nous l’avons déjà 
évoqué brièvement supra). Avant de présenter plus en détail les différences entre le 
français et le néerlandais en ce qui concerne le <passé composé> et l’<imparfait>, 
remarquons toutefois que la description canonique du <passé composé> et de 
l’<imparfait>, mise en avant par les grammaires traditionnelles, converge aussi en grande 
partie pour les deux langues, ce qui souligne tout l’intérêt d’une étude contrastive de la 
question :  
 
Tableau 42 Description traditionnelle du passé composé et de l’<imparfait> en néerlandais et 
en français 
 néerlandais français 
<passé 
composé> 
« Het perfectum geeft aan dat het resultaat 
van de werking voortduurt tot het 
spreekmoment en/of dat de situatie op het 
spreekmoment van belang is. » (ANS en 
ligne) 
 
« […] il s’agit d’un fait en contact avec le 
présent, soit que le fait ai eu lieu dans une 
période non encore entièrement écoulée, 
soit qu’il ait des résultats dans le présent. » 
(Grevisse et Goosse 2008) 
<imparfait> « (Het perfectum duidt een incidenteel 
gebeuren aan;) het imperfectum een 
werking van onbeperkte duur, een 
gewoonte enz. » (ANS en ligne) 
 
« L’imparfait montre un fait en train de se 
dérouler dans une portion du passé, mais 
sans faire voir le début ni la fin du fait. » 
(Grevisse et Goosse 2008) 
 
 
Il n’est donc pas illogique d’avoir utilisé les mêmes étiquettes <passé composé> et 
<imparfait> pour le néerlandais et le français, comme nous l’avons fait pour notre étude.  
En dépit de ces convergences, force est de constater que le français et le néerlandais 
divergent aussi sur certains points. Afin d’expliciter la différence entre le français et le 
néerlandais pour les temps du passé, nous avons recours à la citation suivante, issue de 
Boogaart 1999 :   
In fact, in the literature on the past tenses of French, it has become almost a 
commonplace to say that the imperfective past tense, the imparfait, is an anaphoric 
tense, thereby distinguishing it from its perfective counterparts, the passé simple 
and the passé composé (Tasmowsky-De Ryck 1985a,b; Vet & Molendijk 1986; 
Berthonneau & Kleiber 1993 and references cited therein). Whereas in Romance 
languages the distinction between perfective past and imperfective past 
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corresponds to a formal distinction between different verb forms, Dutch and 
English lack such a systematic formal distinction of aspect. (Boogaart 1999, 76) 
En d’autres mots, le français encoderait l’opposition entre l’aspect accompli et l’aspect 
inaccompli de façon formelle, car chaque aspect correspond à un temps verbal différent 
(aspect accompli : passé simple et passé composé ; aspect inaccompli : imparfait). Par 
contre, en néerlandais, on n’aurait pas la même relation univoque entre l’aspect accompli 
/ inaccompli et un temps verbal correspondant. En particulier, l’<imparfait> aurait en 
néerlandais une portée aspectuelle plus large qu’en français, exprimant à la fois 
l’aspect accompli et l’aspect inaccompli, ce qui expliquerait sa fréquence plus élevée en 
néerlandais. 
Nous pouvons mettre la fréquence plus élevée de l’imparfait en néerlandais en rapport 
avec les résultats obtenus pour des études sur l’acquisition de la temporalité en FRL2 
(Hadermann et Ruyffelaert 2014). Ces études ont démontré que les apprenants 
néerlandophones du français tendent à surgénéraliser l’imparfait en français, 
probablement à cause d’un transfert négatif à partir de leur langue maternelle, le 
néerlandais, où l’<imparfait> a une portée aspectuelle plus large431. Cf. :  
Là où les aspects perfectifs et imperfectifs s’expriment par l’imperfectum en 
néerlandais, le français et l’espagnol disposent d’un système verbal qui marque par 
des moyens morphologiques différents tantôt l’aspect grammatical perfectif (le 
passé composé et le passé simple) tantôt l’aspect grammatical imperfectif 
(l’imparfait). (Hadermann et Ruyffelaert 2014, 1046) 
Etant donné que le comportement différent de l’<imparfait> en français et en 
néerlandais risque d’être un facteur important dont nous devrons tenir compte pour la 
comparaison de nos verbes attributifs (cf. la section 7.4.2.1 infra), nous y consacrons un 
peu plus d’attention. Nous tentons de rendre les différences entre le néerlandais et le 
français plus concrètes pour le lecteur à l’aide du Tableau 43 suivant, qui compare le 
<passé composé> et l’<imparfait> des deux langues à l’aide de quelques exemples. Notre 
but est d’illustrer que l’imparfait français est plus restreint que l’OVT néerlandais, qui 
apparaît également dans des contextes accomplis, sans toutefois aspirer à l’exhaustivité 
de la description432. Afin de varier l’aspect lexical, nous utilisons à la fois des verbes qui 
expriment (prototypiquement) des actions ponctuelles et des verbes qui expriment 
(prototypiquement) un état duratif. Pour notre exposé, nous nous limitons à quelques 
contextes spécifiques et basiques : succession (cf. vervolgens / ensuite), [cadre temporel 
duratif + fait ponctuel] (cf. terwijl / pendant) et délimitation ponctuelle (cf. één enkel moment 
 
                                                     
431 Il est important de noter que cette étude porte sur des narratifs écrits. Comme nous le mentionnerons 
brièvement infra, cela est également un facteur important. 
432 Cf. par exemple Boogaart 1999, qui offre une description plus approfondie pour le néerlandais. 
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/ un seul instant). Dans chaque cas, le verbe en gras exprime quelque chose d’accompli. En 
multipliant le nombre de contextes, on trouvera encore d’autres effets de sens. 
 
Tableau 43 Comparaison du passé composé et de l’imparfait en néerlandais et en français 
 néerlandais français 
ACTION 
PONCTUELLE 
vervolgens + een geneesmiddel 
nemen 
ensuite + prendre un médicament 
<passé 
composé> 
Tijdens het avondmaal voelde Piet zich 
ziek. Hij heeft vervolgens een 
geneesmiddel genomen om zich beter 
te voelen. 
 
Pendant le dîner, Pierre se sentait 
malade. Ensuite, il a pris un 
médicament pour se soulager. 
 
<imparfait> Tijdens het avondmaal voelde Piet zich 
ziek. Hij nam vervolgens een 
geneesmiddel om zich beter te voelen.  
 
Pendant le dîner, Pierre se sentait 
malade. Ensuite, il ??prenait un 
médicament pour se soulager.433 
ACTION 
PONCTUELLE 
terwijl X + binnengaan in de kerk pendant X + entrer dans l’église 
<passé 
composé> 
Terwijl de engelen zongen, is hij 
binnengegaan in de kerk. 
 
Pendant que les anges chantaient, il est 
entré dans l’église. 
<imparfait> Terwijl de engelen aan het zingen 
waren, ging hij binnen in de kerk. 
 
Pendant que les anges chantaient, 
il ??entrait dans l’église. (sens non 
habituel) 
ETAT DURATIF één enkel moment + zich almachtig 
wanen 
un seul instant + se croire tout 
puissant 
<passé 
composé> 
Hij heeft zich één enkel moment 
almachtig gewaand, alvorens voor de 
rest van zijn leven te bezwijken onder 
de melancholie. 
 
Il s’est cru un seul instant tout puissant, 
avant de succomber à la mélancolie 
pour le reste de sa vie. 
<imparfait> Hij waande zich één enkel moment 
almachtig, alvorens voor de rest van 
zijn leven te bezwijken onder de 
melancholie. 
 
Il ?se croyait un seul instant tout 
puissant, avant de succomber à la 
mélancolie pour le reste de sa vie. 
 
 
 
                                                     
433 Une action ponctuelle dans le passé peut néanmoins se conjuguer à l’imparfait si elle indique une habitude, 
par exemple : Il prenait tous les jours un médicament. 
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En ce qui concerne l’avant-plan du récit434, le français a, du point de vue de l’aspect 
grammatical, tendance435 à encoder les procès du passé (antérieurs au présent) 
conceptualisés comme accomplis et ponctuels436 par le biais du passé composé (nous 
parlons ici du passé sans qu’il y ait un lien avec le présent, ~ le passé simple dans des 
textes plus classiques). Du point de vue de l’aspect lexical, cela vaut à la fois pour les 
verbes qui expriment prototypiquement une action perfective de type ponctuel437 (cf. 
nemen, binnengaan dans le Tableau 43) que pour les verbes indiquant prototypiquement 
un état duratif, non ponctuel (cf. se croire dans le Tableau 43). Dans ce dernier cas, l’ajout 
d’un indice temporel de l’instantanéité (cf. un seul instant) est susceptible de faire pencher 
la balance en faveur du passé composé, alors que les verbes d’état s’associent plus 
naturellement à l’imparfait. En revanche, le néerlandais accepte à la fois l’<imparfait> et 
le <passé composé> dans le cas d’un procès du passé (antérieur au présent) conceptualisé 
comme accompli et ponctuel, indépendamment de l’aspect lexical du verbe. Pour les 
contextes énoncés dans le Tableau 43, le choix entre l’<imparfait> et le <passé composé> 
semble en néerlandais principalement se faire en fonction du registre : le <passé 
composé> est plus associé à l’oral438 (‘quelqu’un qui raconte ce qui s’est passé’, le plus 
souvent à propos d’un passé relativement récent439), alors que <l’imparfait> (donc OVT) 
tient plus de la narration écrite (~ un narrateur omniscient et neutre). Cette différence 
est (plus ou moins) captée dans Boogaart 1999 à l’aide de l’opposition entre narrative 
discourse, où l’OVT règne, et non-narrative discourse (type de discours440), où le VTT peut 
remplacer l’OVT au passé (pour des faits accomplis) : 
 
                                                     
434 En ce qui concerne l’arrière-plan (à durée indéterminée), le néerlandais et le français semblent converger 
plus, en choisissant tous les deux l’<imparfait>, p. ex. :  
• Terwijl het regende / *heeft geregend, schuilde hij in de kerk. vs Het heeft gisteren geregend. (exemples construits) 
• Pendant qu’il pleuvait / *a plu, il s’est abrité dans l’église. vs Il a plu hier. (exemples construits) 
435 Evidemment, l’aspect lexical du verbe intervient également. S’il s’agit clairement d’un verbe d’état (non 
ponctuel), l’imparfait est souvent préféré, même pour les faits de premier plan, p. ex. : Le jour d’après, il était/??a 
été malade (exemple construit). 
436 Pour la clarté des exemples, nous joignons ici accomplissement et ponctualité, étant donné que les procès 
ponctuels ont plus facilement tendance à être accomplis. Ce lien n’est évidemment pas absolu et, dans des études 
plus spécialisées, il convient de les séparer. 
437 D’après la classification de Vendler, cela correspond aux verbes d’achèvement (= télique + ponctuel). 
438 Cf. également en français : « Tantôt il [= le passé composé] concurrence le passé simple (spécialement dans la 
langue parlée), pour un fait sans rapport avec le moment où l’on parle » (Grevisse et Goosse 2008). 
439 Or, le <passé composé> peut également s’utiliser pour des faits plus lointains. Imaginons par exemple un prof 
d’histoire qui, au milieu de l’histoire à propos de Jules César, dit à ses élèves : Vervolgens heeft Julius Cesar de 
Germanen aangevallen (exemple construit). Il est possible que cet usage du passé composé se rapproche de l’effet 
stylistique d’un présent historique, qui rend le récit plus vivace et immédiat. 
440 Cette opposition entre narrative discourse (« a narrative chain of events », Boogaart 1999, 64) et non-narrative 
discourse (« situations are presented as independently linked to the here-and-now of the speaker », Boogaart 
1999, 220) ne correspond pas tout à fait à notre distinction de registre, qui est plus approximative.  
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The Dutch present perfect [= <passé composé> / VTT], on the other hand, has uses 
that come close to PERFECTIVE PAST. More specifically, the Dutch present perfect can 
function as such in non-narrative discourse (4.4.3). In this discourse mode, it is a 
sufficient condition for the use of the Dutch present perfect that the event is (a) 
viewed perfectively, and (b) situated in the past. (Boogaart 1999, 211) 
Or, contrairement à ce que l’association avec le non-narrative discourse pourrait 
suggérer, le VTT peut bel et bien apparaître dans une narration (à notre avis, plutôt orale) 
qui présente une séquence de plusieurs évènements passés, mais les retours au moment 
énonciatif introduisent une certaine discontinuité dans la narration : 
As for the Dutch present perfect, unlike the English one, it can be used to present a 
sequence of iconically ordered situations from the past. Such a sequence, however, 
has a distinct non-narrative flavour to it because the finite verb form of the Dutch 
present perfect still refers to the moment of utterance, which is supposed to be 
bracketed in narrative discourse. In any case, the use of a present perfect to express 
perfective past aspect is far from obligatory in Dutch narrative discourse; in fact, it 
is arguably not possible at all (see Chapter 5). (Boogaart 1999, 25‑26) 
En guise d’illustration, Boogaart 1999 donne l’exemple suivant : 
(573) ?He has come in. He has sat down at the couch and he has told us all that his manuscript 
was finished. (Boogaart 1999, 222) 
(574) Hij is binnengekomen. Hij is op de bank gaan zitten en heeft ons verteld dat zijn 
manuscript klaar was. (Boogaart 1999, 222) 
Or, si nous revenons sur la narration écrite / plus formelle (narrative discourse d’après 
Boogaart 1999), il faut constater que, contrairement au français, un procès du passé 
(antérieur au présent) conceptualisé comme accompli et ponctuel ne conduit pas 
automatiquement au <passé composé> (VVT) en néerlandais, qui préfère utiliser 
l’<imparfait> (OVT) dans ce cas441. Il s’ensuit également qu’en néerlandais, l’utilisation 
fréquente de l’<imparfait> (OVT) n’est pas nécessairement un argument fiable pour 
écarter la thèse de la perfectivité d’un verbe donné. 
Retournons maintenant à notre échantillon de verbes attributifs et la variable 
TEMPS_COMPOSE. Nous précisons qu’il s’agit d’une vue d’ensemble par verbe attributif, 
indépendamment de la nature morphosyntaxique et lexicale de l’attribut. Comme nous 
le remarquerons infra (cf. notamment 7.4.2.4), l’analyse aspectuelle peut également 
différer considérablement en fonction du lexique attributif. La vue d’ensemble ci-dessous, 
présentée par verbe attributif, représente donc à chaque fois une sorte de moyenne 
 
                                                     
441 Evidemment, il n’entre pas dans notre propos ici d’approfondir davantage la pondération des différents 
paramètres qui déterminent la réponse [<passé composé> / <imparfait>] dans les deux langues. 
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pondérée442 des différentes combinaisons [verbe + AS]. Quels sont maintenant les 
résultats ? De façon absolue, les temps non composés constituent pour chaque verbe la 
majorité des cas. Or, si nous prenons en considération la surreprésentation ou la sous-
représentation des catégories par rapport aux valeurs attendues sous l’hypothèse 
d’indépendance, certaines tendances intéressantes se dessinent. Voici le mosaic plot qui 
décrit l’association entre les variables VERBE et TEMPS_COMPOSE : 
 
Figure 18 Association entre le verbe et le temps composé 
 
Voici le Tableau 44 qui fournit les chiffres bruts : 
 
Tableau 44 VERBE * TEMPS_COMPOSE 
 non_composé oui_composé 
BLIJVEN 298 18 
DEMEURER 329 19 
DEVENIR 188 93 
ETRE 345 11 
GAAN 280 30 
KOMEN 273 21 
PASSER 132 56 
 
                                                     
442 La moyenne est pondérée, car les combinaisons [V+AS] fréquentes auront plus d’impact sur la moyenne. 
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RAKEN 273 64 
RESTER 284 28 
TOMBER 151 98 
TOURNER 136 16 
VALLEN 310 19 
VIRER 164 54 
WORDEN 259 50 
ZIJN 383 2 
 
Dans le Tableau 45 suivant, nous résumons les tendances qui sont observables dans le 
mosaic plot ci-dessus, en regroupant les types de verbes qui se comportent de façon 
similaire en ce qui concerne la surreprésentation / sous-représentation des catégories 
« non_composé » et « oui_composé » : 
 
Tableau 45 Surreprésentation de « non_composé » ou de « oui_composé » 
surreprésentation de « non_composé » surreprésentation de « oui_composé » 
les copules prototypiques non mutatives 
(français + néerlandais) : zijn, être + blijven, 
demeurer et rester 
les copules prototypiques mutatives (français 
+ néerlandais) : devenir et, dans une moindre 
mesure, worden 
les semi-copules néerlandaises : gaan, 
komen, vallen 
les semi-copules françaises : tomber, passer, 
virer 
une semi-copule française : tourner443 une semi-copule néerlandaise : raken 
 
Ci-dessus, nous analysons séparément les copules prototypiques (cf. 7.4.1) et les semi-
copules (cf. 7.4.2), à partir du Tableau 45. 
7.4.1 Copules prototypiques : opposition entre mutatif et non mutatif 
Premièrement, nous pouvons observer que, pour ce qui est des copules prototypiques, la 
ligne de fracture est tracée entre d’une part les copules prototypiques non mutatives, qui 
sont caractérisées par une surreprésentation de la catégorie « non_composé », et d’autre 
part les copules prototypiques mutatives, qui se distinguent par une surreprésentation 
de « oui_composé ». Même si on peut reconnaître une certaine différence entre devenir et 
worden quant au degré de surreprésentation de la catégorie « oui_composé », le groupe 
 
                                                     
443 La place surprenante de tourner dans cet aperçu (car en opposition avec son quasi-synonyme virer) s’explique 
par la présence massive du cas limite [tourner autour de X], qui est doté d’un sens non mutatif. Ses autres emplois 
attributifs, minoritaires dans un échantillon déjà incomplet, sont sans doute plus proches de virer. Nous ne le 
prendrons plus en considération dans la suite de cette section. 
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des copules prototypiques n’est pas vraiment divisé d’après l’opposition français vs 
néerlandais. On pourrait également en déduire que le biais du néerlandais vers 
l’<imparfait> n’est pas déterminant dans le secteur des copules prototypiques.   
Worden et surtout devenir sont donc susceptibles, plus que les autres copules 
prototypiques, d’apparaître dans des exemples à temps composé comme : 
(575) De problemen zijn na meer dan tien jaar korte termijnbeleid alleen maar groter < 
geworden >. (SE) 
(576) Mais elle est < devenue > une géante rouge, ses couches externes se sont dispersées dans 
l'espace interstellaire. (SE) 
On peut en déduire que le changement d’état s’accommode très bien de la valeur 
d’accomplissement / de résultativité444 qui est (souvent) exprimée par les temps 
composés. En effet, le processus de changement d’état implique nécessairement un point 
d’accomplissement, où le changement d’état a atteint son aboutissement. Par contre, les 
copules prototypiques non mutatives, exprimant un état qui n’est pas issu d’un processus 
de changement préalable, se retrouvent beaucoup moins souvent dans cette 
configuration à temps composé. A témoin la citation suivante, où le lien privilégié entre 
le type de verbe (verbe d’état, c’est-à-dire nos verbes non mutatifs vs verbe 
d’accomplissement et d’achèvement, c’est-à-dire nos verbes mutatifs) et l’aspect 
grammatical, respectivement inaccompli (appelé imperfectif ici) et accompli (perfectif) est 
explicité : 
Même si le mode d’action et l’aspect grammatical sont des notions distinctes, ils 
paraissent parfois intimement liés. Ainsi, les verbes d’état et d’activité possèdent 
certaines affinités avec l’aspect imperfectif […] et il est généralement admis que les 
verbes d’accomplissement et d’achèvement s’accordent bien avec l’aspect perfectif 
[…]. Mais ce parallélisme n’est pas absolu. (Hadermann et Ruyffelaert 2014, 1035) 
Si nous examinons la compatibilité du couple être/devenir au passé composé avec un 
complément adverbial de temps perfectif (cf. en deux jours), il s’avère que l’AS après la 
copule être (et, par extension, toutes les copules non mutatives) ne peut pas exprimer le 
résultat accompli d’un processus de changement445 :   
(577) En deux jours, il est devenu un expert. (exemple construit) 
(578) *En deux jours, il a été un expert. (exemple construit) 
 
                                                     
444 Cf. entre autres de Haan 1991, Sleeman 2014, Coussé 2013, Heidinger 2010, 190 etc. pour le lien historique 
entre la construction résultative et le passé composé. 
445 Evidemment, cela n’implique pas que zijn / être ne soient jamais conjugués aux temps composés. Cf. p. ex. : Ik 
< ben > nooit fan geweest van een band of een acteur (SE). 
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En conclusion, nous pouvons dire que la mutativité explique la sous- ou 
surreprésentation de la catégorie « oui_composé » pour les copules prototypiques. 
Cette conclusion est confirmée si nous regardons de plus près la distribution des 
principaux temps verbaux (<imparfait>, <passé composé>, <plus-que-parfait>, <présent>) 
dans le mosaic plot suivant (Pearson chi square = 448.45, df = 18, p < 0.001 / Cramér’s V = 0.27), 
pour les différentes copules prototypiques. 
 
Figure 19 Association entre le verbe et le temps du verbe (copules prototypiques) 
 
En voici les chiffres bruts : 
Tableau 46 VERBE * VERBE_TYPE (copules prototypiques) 
 imparfait passé_composé plus_que_parfait présent 
BLIJVEN 35 16 2 250 
DEMEURER 17 18 1 278 
DEVENIR 13 74 13 143 
ETRE 36 7 2 282 
RESTER 21 22 5 217 
WORDEN 80 47 3 164 
ZIJN 0 2 0 378 
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Pour notre échantillon, il s’avère que le facteur contrastif, à savoir une 
surreprésentation attendue de l’<imparfait> en néerlandais, ne se vérifie pas pour les 
copules prototypiques non mutatives. Ainsi, les copules prototypiques non mutatives 
néerlandaises ne sont pas systématiquement caractérisées par une surreprésentation de 
l’<imparfait> (cf. zijn, qui n’est jamais conjugué à l’<imparfait>), tandis que les copules 
prototypiques françaises ne sont pas non plus systématiquement caractérisées par une 
sous-représentation de l’<imparfait> (cf. être, avec une légère surreprésentation de 
l’imparfait). Or, si on se limite aux seules copules prototypiques mutatives, on constate 
bel et bien un contraste entre worden (surreprésentation de l’<imparfait>) et devenir (sous-
représentation de l’<imparfait>). Cette surreprésentation de l’<imparfait> dans le cas de 
worden a pour conséquence que le poids relatif du <passé composé> et du <présent> 
diminue. Toutefois, cela ne change pas pour autant l’orientation de la représentation 
(sous- / surreprésentation) de ces deux catégories par rapport à devenir : à l’instar de 
devenir, on observe pour worden une surreprésentation du <passé composé> et une sous-
représentation du <présent>. La différence contrastive entre le système aspectuo-
temporel du néerlandais et du français (davantage d’<imparfaits> en néerlandais) ne 
change donc pas pour autant le profil global de ce verbe attributif mutatif. Ce qui 
distingue les mutatifs des non mutatifs (pour les deux langues), c’est leur sous-
représentation au niveau du présent (~ temps non composé) et leur surreprésentation au 
niveau du <passé composé> (~ temps composé). 
7.4.2 Semi-copules : passer, tomber, virer et raken vs komen, gaan et vallen 
Du côté des semi-copules, on constate que trois semi-copules néerlandaises, à savoir gaan, 
komen et vallen, appartiennent au groupe de verbes caractérisé par une sous-
représentation de la catégorie « oui_composé ». En revanche, pour quatre verbes, à savoir 
passer, tomber, virer et raken, c’est la catégorie « oui_composé » qui est surreprésentée. En 
voici un exemple pour chaque verbe : 
(579) Passer : […] et il est < passé > maître dans l'art de la manipulation, car le pouvoir ne 
pourrait se résumer qu'en ce mot. (SE) 
(580) Tomber : La plupart des gens qui sont < tombés > malades sont ceux des campements qui 
habitent la montagne. (SE) 
(581) Virer : […] parce que pendant quelque temps les nuits afghanes ont < virés > rudement 
bizarres, ça tenait de Dresde et des aurores boréales et surtout ça puait, mais ça puait... 
l'after-shave. (SE) 
(582) Raken : De man en vrouw waren vaker in vuurgevechten verzeild < geraakt >, maar steeds 
waren ze de dans ontsprongen. (SE) 
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Une fois de plus, la position isolée de raken dans le paysage semi-copulatif du 
néerlandais est confirmée (cf. aussi 7.2), étant donné qu’il se comporte différemment par 
rapport aux autres semi-copules néerlandaises (vallen, komen et gaan).  
Remarquons que la surreprésentation de la catégorie « oui_composé » que nous 
trouvons pour raken dépasse même légèrement celle de worden. Accessoirement, notons 
aussi que cette surreprésentation des temps composés pour raken constitue 
potentiellement un nouvel argument contre l’emploi de raken comme auxiliaire du passif. 
En effet, en principe, worden passif ne se conjugue pas aux temps composés (cf. entre 
autres Booij 2002, 305‑6), même si cela se fait parfois à l’oral. Par exemple : 
(583) Piet [is] aangevallen [geworden]. (non standard) → Piet is aangevallen. (standard) 
(exemples construits) 
Evidemment, le krijgen-passif (où le sujet est bénéficiaire) n’est pas soumis à cette 
contrainte : 
(584) Ze heeft de bal toegespeeld gekregen. (exemple construit) 
L’argument n’est donc pas étanche à 100 %, mais forme quand même un nouvel indice 
pour l’emploi non passif de raken.  
En conclusion, nous avons donc deux groupes de semi-copules qui s’opposent. Alors, 
comment expliquer ces différences au sein du domaine semi-copulatif ? Dans les sections 
suivantes, nous essayons d’ouvrir quelques pistes plausibles, qui tentent d’expliquer 
l’opposition entre, d’une part, le groupe passer, tomber, virer, raken (caractérisé par une 
surreprésentation de la catégorie « oui_composé ») et, d’autre part, le groupe gaan, komen 
et vallen (caractérisé par une surreprésentation de la catégorie « non_composé ») :  
- S’agit-il tout simplement du reflet d’une asymétrie contrastive entre le système 
aspectuo-verbal du néerlandais et du français (cf. notre introduction ci-dessus) qui 
mène à une domination (relative) des temps non composés, sous l’influence d’un 
OVT (<imparfait>) particulièrement gourmand, dans le cas des semi-copules 
néerlandaises gaan, komen et vallen (avec raken comme seule exception) ? Cf. la 
piste contrastive décrite sous 7.4.2.1. 
- Les verbes gaan, komen et vallen auraient-ils un rapport plus privilégié au présent 
que raken et le trio français, boostant le biais vers « non_composé » ? Cf. la piste du 
« présent » décrite sous 7.4.2.1. 
- Serait-ce, à l’exemple des copules prototypiques, l’opposition mutatif / non 
mutatif qui explique la surreprésentation des temps non composés pour gaan, 
komen et vallen, qui pourraient être considérés comme des verbes moins mutatifs 
par rapport à raken et worden ? C’est la piste de la mutativité sous 7.4.2.3., dont 
l’opérationnalisation se heurte un peu à l’opacification de certaines combinaisons 
[verbe + SPrép.] (cf. facteur 4). 
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- Les verbes gaan, komen et vallen disposent-ils d’un sous-ensemble de combinaisons 
[V+AS] fréquentes, formant autant d’îlots qui divergent du schéma compositionnel 
[‘DEVENIR’ + AS] (caractérisé par les temps composés) et qui ont, par conséquent, 
un comportement aspectuel sui generis446 ? Ce comportement aspectuel sui generis, 
est-il cohérent pour l’ensemble des combinaisons conventionnalisées, ou diffère-
t-il au cas par cas ? Cf. la piste des combinaisons [verbe + AS] conventionnalisées 
sous 7.4.2.4. 
 
7.4.2.1 La piste contrastive 
En premier lieu, nous pourrions penser qu’il s’agit d’une différence contrastive entre le 
français et le néerlandais concernant le système aspectuo-temporel des deux langues, 
étant donné que les semi-copules françaises (~ oui_composé) s’opposent clairement à la 
plupart des semi-copules néerlandaises (~ non_composé). Précédemment, nous avons 
déjà relevé que le néerlandais, surinvestit son <imparfait> (~ non_composé), au détriment 
du <passé composé> (~ non_composé). 
Si nous vérifions cela au niveau des semi-copules individuelles à l’aide du mosaic plot 
suivant (Pearson chi square = 259.62, df = 18, p < 0.001 / Cramér’s V = 0.22) qui se limite aux 
temps verbaux principaux447, nous constatons en effet que, pour les semi-copules 
françaises passer, tomber et virer, l’imparfait est sous-représenté, alors que le passé 
composé est clairement surreprésenté448 (cf. le Tableau 47). Inversement, les semi-copules 
néerlandaises sont caractérisées par une surreprésentation de l’<imparfait> et une sous-
représentation du <passé composé>, avec toutefois quelques différences inter-verbales 
notables449. Il est important de souligner que cette dernière sous-représentation est 
différente par rapport à ce que nous avons trouvé pour worden, qui était encore 
caractérisé par une surreprésentation du <passé composé>. 
 
 
                                                     
446 Dans ce cas, cette divergence devrait peser plus lourd que les fluctuations dans le comportement aspectuel 
que nous trouvons pour [verbe + AS] dans le cas des autres verbes attributifs, cf. l’exemple de raken (gewond raken 
vs gefrustreerd raken) sous 7.4.2.2.  
447 En plus de tous les temps verbaux subsumés par l’opposition [oui_composé vs non_composé], la variable 
VERBE_TYPE encode par exemple aussi les infinitifs. En ce qui concerne les infinitifs, on observe clairement que 
les semi-copules néerlandaises s’utilisent moins à l’infinitif que les semi-copules françaises. 
448 Au niveau du « présent », on constate une différence entre d’une part passer / tomber (~ sous-représentation) 
et, d’autre part, virer (~ surreprésentation). 
449 Cf. par exemple la surreprésentation du présent dans le cas de gaan et de komen, alors que raken et vallen se 
caractérisent par une sous-représentation du présent. 
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Figure 20 Association entre le verbe et le temps du verbe (semi-copules) 
 
Nous y rattachons les chiffres bruts dans le Tableau 47 : 
 
Tableau 47 VERBE * VERBE_TYPE (semi-copules) 
 <imparfait> <passé composé> plus-que-parfait présent 
GAAN 67 29 1 202 
KOMEN 56 18 3 205 
PASSER 18 46 7 87 
RAKEN 78 47 17 181 
TOMBER 12 80 16 99 
VALLEN 105 12 7 193 
VIRER 21 44 9 123 
 
Cette tendance est également confirmée si nous calculons le poids450 de l’<imparfait> pour 
ces verbes, tous emplois confondus (= à la fois attributif et non attributif), dans le Dutch 
Web Corpus (nlTenTen) entier :  
 
 
 
 
                                                     
450 = par rapport à la totalité des occurrences de ce verbe. 
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Tableau 48 Ratio [<imparfait> / total] pour les semi-copules (corpus Sketch Engine) 
 vallen komen gaan raken passer virer tomber 
Ratio < 
imparfait 
> / total 
0.39 
(458696 / 
1183916) 
0.20 
(1151644 / 
5779043) 
0.14 
(1053323 / 
7738186) 
0.18 
(72387 / 
397585) 
0.06 
(521850 / 
9013476) 
0.02 
(4733 / 
199430 
0.04 
(91128 / 
2055922) 
 
En d’autres mots, le contraste entre les semi-copules semble cohérent au sein des deux 
langues, ce qui semble suggérer que la différence est liée à une opposition ‘contrastive’ 
[français vs néerlandais] au niveau du système temporel.  
Remarquons que cette sous-représentation de l’imparfait dans le cas des semi-copules 
françaises n’implique nullement que l’imparfait soit impossible pour ces verbes, 
notamment en emploi habituel ou comme arrière-plan, cf. les exemples de corpus 
suivants :  
(585) La chose < passait > inaperçue tant que la poésie restait un langage de société, de société 
distinguée et distinctive, qui l'absorbait et la consommait, et elle parait de son prestige 
la production dramatique. (SE) 
(586) Elle a probablement succombé aux brimades, aux tortures aux privations de nourriture 
et au refus de la soigner lorsqu'elle < tombait > malade. (SE) 
(587) […] à force de triturer les "nœuds" (!) lacaniens ont tourné délirants, tandis que, côté 
féminin, pour d'autres motifs que j'ai essayé de commenter ailleurs et souvent, la 
plupart de ses analysantes, exaltées et tétanisées par le Maître - sadien -, < viraient > 
érotomanes ? (SE) 
Or, l’explication ‘contrastive’ du regroupement susmentionné [tomber, passer, virer, 
raken vs vallen, komen, gaan] impliquerait que toutes les semi-copules néerlandaises se 
comportent de la même façon, ce qui n’est pas le cas. Elle se heurte donc au cas de raken, 
qui, contrairement aux autres semi-copules néerlandaises, se caractérise par une 
surreprésentation de la catégorie « oui_composé », bien que cette surreprésentation soit 
moins importante que pour tomber, passer et virer. Dans le mosaic plot « Association entre 
le verbe et le temps du verbe », nous observons que la sous-représentation du <passé 
composé> est moins sévère pour raken que pour les autres semi-copules néerlandaises. 
Cela est confirmé par une légère surreprésentation du plus-que-parfait dans le cas de 
raken, à l’opposé de worden. Il s’avère donc que raken est moins rétif au passé composé451 
et au plus-que-parfait que les autres semi-copules néerlandaises.  
 
                                                     
451 On pourrait penser que raken au passé composé se combine uniquement avec des états résultatifs qui valent 
encore au présent, cf. :  
1. Twee vrachtwagens zijn maandagmorgen op de A7 bij een ongeluk betrokken < geraakt >. (SE) 
2. De bacterie kan, wanneer deze actief is < geraakt > het volledige draagvermogen […] ondermijnen. (SE) 
Or, cela ne semble pas être le cas, cf. : Hij is vorige week geïnfecteerd geraakt, maar ondertussen is het euvel verholpen 
(exemple construit). 
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En même temps, raken ne se soustrait pas pour autant à l’influence contrastive : raken 
a moins de composés, mais cela n’est pas dû à un biais contrastif moindre au niveau de 
l’imparfait. En effet, la proportion de la catégorie <imparfait> y est comparable à celle des 
autres semi-copules néerlandaises (comme en particulier gaan et komen). De plus, le 
nombre de cas à l’ <imparfait> est quasi égal pour raken (78) et pour worden (80). Il s’ensuit 
que raken ne se conduit pas de façon anormale face au déséquilibre contrastif, induit par 
l’<imparfait> néerlandais. Ainsi, nous pouvons écarter l’hypothèse que raken serait, pour 
une raison ou une autre, moins affecté par l’asymétrie contrastive. Inversement, il est 
improbable que vallen, komen et gaan soient plus affectés par cette même différence 
contrastive [français vs néerlandais], expliquant ainsi leur distribution [temps composés 
vs temps non composés] différente par rapport à raken. L’explication pour cette 
différenciation au sein du domaine attributif néerlandais doit donc être cherchée ailleurs. 
En conclusion, nous pouvons souscrire à l’hypothèse que c’est une différence entre le 
système aspectuo-temporel du néerlandais et du français qui est en jeu ici. Cette 
différence contrastive permet d’expliquer l’image asymétrique que nous constatons entre 
d’une part les semi-copules françaises, avec une sous-représentation de l’imparfait et une 
surreprésentation du passé composé, et d’autre part, les semi-copules néerlandaises, 
dotées du profil inverse, y compris raken. Toutefois, il y a clairement aussi d’autres 
facteurs qui interfèrent. Sinon, on n’arrive pas à expliquer le biais vers les temps 
composés pour raken, qui se rapproche plus du profil de worden (et des semi-copules 
françaises), contrairement aux autres semi-copules néerlandaises. Il est probable que 
worden et raken incarnent (en néerlandais) la distribution prototypique d’un verbe de 
changement d’état, tandis que komen, gaan et vallen forment des exceptions. Le mosaic plot 
ci-dessus a montré que vallen, komen et gaan se distinguent par rapport au prototype 
worden, soit à cause d’une surreprésentation du présent (cf. surtout komen et gaan), soit à 
cause d’une surreprésentation plus poussée de l’<imparfait> (cf. surtout vallen). Dans les 
sections suivantes, nous approfondirons ces deux observations. Tout d’abord, la section 
7.4.2.2 examinera plus en détail le rôle du présent. Ensuite, la section 7.4.2.3 passera au 
crible le lien possible entre la mutativité et la distribution des temps composés dans le 
domaine des semi-copules, ce qui nous permet de vérifier si les emplois non mutatifs, qui 
s’associent logiquement aux temps non composés, ont un impact sur la distribution 
globale des temps composés (en particulier dans le cas de vallen). 
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7.4.2.2 La piste du présent 
Une deuxième piste concerne le temps du présent. Ci-dessus, nous avons pu observer que 
komen et gaan se distinguent de raken (et de vallen452 / tomber / passer), en raison d’une 
surreprésentation du présent. Comme nous l’avons démontré supra, ce n’est pas une 
proportion inférieure de l’<imparfait> qui se cache sous la sous-représentation des temps 
non composés pour raken, mais une sous-représentation du présent. Ainsi, raken s’aligne 
sur la distribution du prototype worden.  
Cela se confirme aussi à l’aide du Tableau 49 suivant, qui calcule, par verbe, le 
pourcentage d’attestations comportant un verbe au présent et au passé composé par 
rapport à l’échantillon complet. Komen (51.3 %) et gaan (50,5 %) se trouvent en tête du 
classement pour ce qui est le présent. Toutefois, la différence entre, d’une part, komen et 
gaan et, d’autre part, raken est ici moins prononcée par rapport à notre analyse bivariée 
ci-dessus, qui restreint l’échantillon aux attestations comportant les principaux temps 
verbaux453. A cela s’ajoute que tous les verbes attributifs français se situent clairement en 
bas du classement pour le présent, ce qui était moins clair dans l’analyse bivariée ci-
dessus (cf. la légère surreprésentation du présent pour virer). 
 
Tableau 49 Le présent et le passé composé 
 présent : pourcentage par rapport à 
l’échantillon complet 
passé composé : pourcentage par rapport à 
l’échantillon complet 
KOMEN 51,3 % (205 / 400) 4,5 % (18 / 400) 
GAAN 50,5 % (202 / 400) 7,3 % (29 / 400) 
VALLEN 48,3 % (193 / 400) 3,0 % (12 / 400) 
RAKEN 45,3 % (181 / 400) 11,8 % (47 / 400) 
WORDEN 41,0 % (164 / 400) 11,8 % (47 / 400) 
DEVENIR 35,8 % (143 / 400) 18,5 % (74 / 400) 
VIRER 30,8 % (123 / 400) 11,0 % (44 / 400) 
PASSER 28,5 % (87 / 305) 15,1 % (46 / 305) 
TOMBER 24,8 % (99 / 400) 20,0 % (80 / 400) 
 
Si nous récapitulons, nous pouvons donc dire que worden et raken sont, par rapport aux 
semi-copules komen et gaan, plus associés aux temps composés et moins au temps du 
présent. Le comportement de worden et de raken correspond à ce que nous attendons de 
la part de verbes perfectifs, qui privilégient l’aspect accompli. En même temps, 
 
                                                     
452 Vallen rejoint sur ce point raken, ce qui fait que cette piste ne peut pas être la seule explication de l’opposition 
entre raken et vallen, komen et gaan. Il se peut que la proportion d’emplois non mutatifs joue plus pour vallen, 
menant à une surreprésentation de l’<imparfait>, cf. 7.4.2.3. 
453 Les rapports de force changent donc un peu en fonction de l’inclusion, oui ou non, des verbes attributifs non 
conjugués, en particulier les infinitifs (qui échappent évidemment à l’opposition [oui_composé vs 
non_composé]). 
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l’<imparfait> ne fait pas vraiment la différence entre ces verbes néerlandais. Si, 
contrairement au français, l’<imparfait> du néerlandais est également associé à l’aspect 
accompli, il n’y a en effet pas de raison pourquoi les verbes attributifs (plus) perfectifs 
worden et raken ne se combineraient pas avec l’<imparfait> (OVT).  
Ce qui est donc curieux, c’est que les verbes de changement d’état komen et gaan, qu 
l’on pourrait supposer perfectifs et donc compatibles avec l’aspect accompli, s’orientent 
vers le présent (plutôt associé à l’aspect inaccompli), même si les différences s’équilibrent 
plus si nous prenons en compte les pourcentages par rapport à l’échantillon complet (cf. 
le Tableau 49 ci-dessus). D’où vient cette différence ? Dans les deux tableaux suivants, 
nous listons pour komen et pour gaan les combinaisons [V+AS] qui semblent contribuer le 
plus à leur penchant pour le présent. Tant pour komen que pour gaan, les AS listés 
représentent au total environ la moitié des cas du présent dans leurs échantillons 
respectifs (komen : 108 / 205 ; gaan : 108 / 202). Nous nous limitons aux combinaisons qui 
sont attestées au moins dix fois au présent. A côté du nombre d’attestations au présent 
par AS, les tableaux fournissent également, par AS, le pourcentage d’attestations au 
présent par rapport au nombre total de l’AS. Ainsi, nous pouvons montrer que ces 
combinaisons contribuent le plus, non seulement parce qu’elles sont fréquentes dans 
l’échantillon, mais également parce que le présent représente une grande partie des 
attestations de la combinaison en question. 
 
Tableau 50 Combinaisons [komen + AS] qui contribuent le plus au présent 
(komen +) AS 
 
nombre d’attestations au présent pourcentage d’attestations au présent par 
rapport au nombre total de l’AS 
aan_[…]_bod 24 72,7 % (24 / 33) 
in_[…]_aanmerking 21  53,8 % (21 / 39) 
vrij 15 71,4 % (15 / 21) 
aan_[…]_orde 14 58,3 % (14 / 24) 
in_[…]_contact 14  56,0 % (14 / 25) 
in_[…]_aanraking 10  50,0 % (10 / 20) 
voor_[…]_rekening 10 90,9 % (10 / 11) 
 
 
Tableau 51 Combinaisons [gaan + AS] qui contribuent le plus au présent 
(gaan +) AS 
 
nombre d’attestations au présent pourcentage d’attestations au présent par rapport 
au nombre total de l’AS 
aan_[…]_slag 27 50,9 % (27 / 53) 
op_[…]_zoek 19 41,3 % (19 / 46) 
van_[…]_start 19 59,4 % (19 / 32) 
open 18 85,7 % (18 / 21) 
gepaard 15 83,3 % (15 / 18) 
akkoord 10 55,6 % (10 / 18) 
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La plupart de ces combinaisons correspondent à ce que nous considérerons comme des 
combinaisons conventionnalisées (mutatives et non mutatives454) dans la section 7.4.2.4 
infra. En gros, le fonctionnement moins compositionnel de ces combinaisons donnerait 
lieu à un comportement qui dévie du standard perfectif. Nous y reviendrons infra. Le 
résultat obtenu ici constitue donc un indice que notre quatrième piste est sans doute 
importante pour comprendre la distribution des temps composés. 
Puis, nous pensons encore à une autre hypothèse qui permet de clarifier l’opposition 
entre komen, gaan et raken. Celle-ci concerne l’aptitude du présent à exprimer un fait 
futur455. Force est de constater que komen et gaan attributifs s’utilisent souvent facilement 
au présent pour désigner un fait futur. Cf. : 
 
Komen 
(588) […] ik ga nog niet te veel verklappen, want hier < komt > binnenkort nog een review over 
online! (SE) 
(589) Deze versie komt over een maand beschikbaar in alle winkels, maar nu is hij nog niet te 
verkrijgen. (exemple construit) 
(590) De gedetineerde komt over twee dagen vrij. (exemple construit) 
 
Gaan 
(591) Na maanden van hard werken < gaat > binnenkort het Italiaanse restaurant Paolo in 
Heerenveen weer open. (SE) 
(592) Door die aanslepende ziekte gaat je hond dood, dat staat vast, maar hij kan eerst nog een 
paar jaar leven. (exemple construit) 
(593) Al deze kennis gaat op een dag verloren, maar in de tussentijd moeten we die koesteren. 
(exemple construit) 
Remarquons que cette orientation vers le futur se retrouve également dans leurs 
emplois comme semi-auxiliaires :  
(594) Jan gaat binnenkort trouwen. (exemple construit) 
(595) Die regel komt binnenkort te vervallen. (exemple construit) 
 
                                                     
454 N’oublions pas que la surreprésentation du présent peut également être signe de non-mutativité, comme 
nous l’avons constaté pour les copules prototypiques supra. 
455 En clair, nous ne parlons ici pas du présent générique, qui est parfaitement possible pour raken, par exemple 
: « Uniek in Nederland is dat de burger niet verstrikt < raakt > op de website. Dit door een prominente knop”, 
aldus wethouder Peerenboom » (SE).   
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Pour raken, cette interprétation prospective du présent semble moins naturelle, sans 
toutefois être impossible. Notons que nous excluons l’interprétation où le lien entre le 
présent et le futur est facilitée par une évolution scalaire avec, par exemple, [de plus en 
plus X]. Pour ce test, raken au présent ne peut donc pas signifier un processus non 
interrompu qui lie le présent et le futur (cf. l’ajout maar in de tussentijd blijf je helemaal zen 
dans l’exemple ci-dessous)456. Voici un exemple construit pour raken : 
(596) ?Geloof me, je raakt binnenkort gefrustreerd door al dat gefluit, maar in de tussentijd 
blijf je helemaal zen. (exemple construit, aspect progressif / ponctuel457) 
C’est comme si raken conceptualise de préférence le point futur (cf. binnenkort) comme 
l’accomplissement de l’état final, dont le processus progressif précédant ce point 
d’aboutissement a débuté dès le moment de l’énonciation (à condition que l’AS se prête à 
une telle interprétation progressive). Cela ne se produit pas nécessairement pour, par 
exemple, loskomen, même si los est ici en principe également gradable et pourrait donner 
lieu à un processus progressif qui commence dès le moment présent458 : 
(597) Geloof me, binnenkort komt hij wel los, maar in de tussentijd zullen we moeten leven 
met zijn gesloten houding. (exemple construit) 
En conclusion, le présent futural est susceptible de booster un peu la proportion du 
présent pour komen et pour gaan, tandis que ce présent futural semble moins naturel pour 
raken. 
7.4.2.3 La piste de la mutativité 
Troisièmement, on pourrait de nouveau invoquer la mutativité en guise de facteur 
explicatif de l’association entre VERBE semi-copule et TEMPS_COMPOSE, l’aspect 
perfectif lié aux verbes de changement d’état se mariant très bien avec l’aspect accompli 
des temps composés. Nous avons déjà indiqué dans la section 5.3.1 que certaines semi-
copules sont dotées d’une portion d’emplois non mutatifs. Logiquement, on pourrait 
s’attendre à ce que les semi-copules caractérisées par plus d’emplois non mutatifs, se 
 
                                                     
456 Evidemment, on peut très bien interpréter binnenkort gefrustreerd raken, si on commence à être en voie de 
l’état de la frustration dès le moment présent, jusqu’à ce que l’état soit finalement atteint au futur. 
457 Par exemple : « Wat kunnen ze dan opeens gefrustreerd raken he?! » (Google) 
458 Raken semble également se distinguer de worden sur ce point, cf. :  
• Binnen enkele uren na het innemen van de pil word je enorm vermoeid, maar in de tussentijd voel je je kiplekker. 
(exemple construit) 
• ?Binnen enkele uren na het innemen van de pil raak je enorm vermoeid, maar in de tussentijd voel je je kiplekker. 
(exemple construit) 
Etant donné que worden est, tout comme raken, caractérisé par une sous-représentation du présent, cela suggère 
que ce facteur ne joue pas énormément. 
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conjuguent moins fréquemment aux temps composés, à l’exemple de ce que nous avons 
constaté pour les copules prototypiques non mutatives. Vérifions maintenant la variable 
mutativité pour le sous-ensemble des semi-copules. Voici le mosaic plot (Pearson chi 
square = 568.30, df = 6, p < 0.001 / Cramér’s V = 0.46) : 
 
Figure 21 Association entre le verbe et la mutativité (semi-copules) 
 
Nous ajoutons également le Tableau 52 avec les chiffres bruts : 
 
Tableau 52 VERBE * MUTATIVITE (semi-copules) 
 non_mutatif oui_mutatif 
GAAN 27 373 
KOMEN 6 394 
PASSER 120 185 
RAKEN 0 400 
TOMBER 0 400 
VALLEN 66 334 
VIRER 0 400 
 
Nous donnons pour chaque verbe un exemple :  
(598) Vallen : […] ik heb dan ook beslist om met kyalin te beginnen, een proteinen dieet, maar 
het < valt > heel erg zwaar, […]. (SE)  
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(599) Komen : Het geld uit dit fonds < komt > ten goede aan maatschappelijke initiatieven in 
het werkgebied van de bank. (SE) 
(600) Gaan : […] zonder dat dit ten kosten < gaat > van het onderscheidend vermogen ten 
opzichte van de concurrentie. (SE) 
(601) Passer : Les notions existentielles, si importantes, ne sont pas < passées > inaperçues, 
mais elles ont souvent été mal comprises. (SE) 
D’une part, la mutativité nous permet de distinguer raken, avec aucun emploi non 
mutatif, de komen, gaan et surtout vallen, avec à chaque fois une proportion, certes 
minoritaire, d’emplois non mutatifs, d’où le biais vers les temps non composés pour ces 
trois verbes, selon l’hypothèse émise précédemment. Cela permettrait donc d’élucider le 
cas isolé de raken au sein du néerlandais. D’autre part, force est de constater qu’en 
français, passer est également caractérisé par une surreprésentation d’exemples non 
mutatifs (cf. principalement passer inaperçu459), en dépit de la surreprésentation de formes 
composées. Une surreprésentation de cas non mutatifs n’empêche donc pas 
nécessairement une surreprésentation de la catégorie « oui_composé ». S’agissant de 
l’expression non mutative passer inaperçu, nous observons que 70 % (56/80) des exemples 
appartiennent à la catégorie non_composé, alors que 30 % (24/80) des exemples se 
trouvent dans la catégorie « oui_composé ». Malgré une majorité d’exemples non 
composés, passer inaperçu se montre donc assez ouvert envers les temps composés460. En 
somme, le cas de passer semble aller à l’encontre de notre deuxième hypothèse, qui associe 
la présence d’une portion de cas non mutatifs à une sous-représentation des temps 
composés. Evidemment, on pourrait objecter que passer inaperçu n’est pas dépourvu de 
tout changement, car passer conserve encore une structure aspectuelle dynamique  (cf. 
en néerlandais : niet onopgemerkt voorbij gaan). Le laps de temps pendant lequel le même 
état est maintenu, est en quelque sorte parcouru, ce qui fait que la structure aspectuelle 
correspond à une progression dynamique, en dépit de l’absence de changement d’état. 
Cela s’observe à l’aide des exemples suivants (certes, assez rares), où passer inaperçu, dans 
un emploi désémantisé (cf. les sujets inanimés informations et nombre), ce qui exclut une 
analyse en termes de [verbe + attribut accessoire] (Le nain est passé inaperçu.), se combine 
avec la construction progressive en train de : 
(602) Dans le flot incessant de commentaires de spécialistes et pseudo-spécialistes qui se 
succèdent sur les chaînes d'info continue et sur les réseaux sociaux, deux petites 
informations sont en train de passer inaperçues. (Google) 
 
                                                     
459 A cela s’ajoutent 4 exemples du type [passer comme X], p. ex. : « mon épée peut < passer > comme très récente 
à cette époque » (SE).  
460 A titre de comparaison, virer, qui contient 24,8 % d’exemples aux temps composés, se range parmi les verbes 
avec une surreprésentation de temps composés. 
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(603) Le président du Consistoire israélite, Joël Mergui, se dit « à nouveau inquiet par le 
nombre d'agressions antisémites, qui est en train de passer inaperçu», symptôme selon lui 
d'une « dangereuse spirale ». (Google) 
(604) Ce qui est dommage au final, c'est que ce jeu semble en train de passer inaperçu, au milieu 
de toutes les polémiques sur la mort du jeu vidéo, la disparition des gamers, etc. […]. 
(Google) 
Pourtant, les statiques ne sont pas censés se combiner avec la construction progressive 
en train de, cf. l’inacceptabilité de l’exemple suivant : 
(605) *Le facteur est en train de rester amiable. (Guehria 2011) 
Nous pouvons rapprocher passer inaperçu de la construction anglaise [go un-V-en] (dans 
son emploi attributif, non dépictif), p. ex. to go unnoticed, décrite par Schönefeld 2012. Dans 
la citation suivante, elle a recours à la notion du mouvement fictif (fictive motion) pour 
expliquer la persistance de l’état exprimée par cette construction : 
Bourdin (2003: 105-113) concludes that the nearest functional equivalent of go in 
the go un-V-en construction is almost always remain. The state in which the subject 
remains is rendered by the un-V-en form and is construed as persisting over a 
period of time. […] We think that this feature of continuation in the specified state 
is a natural effect of the use of the verb go, whose motional sense still reverberates 
in this use. The state ascribed to the subject is construed as moving through time, 
i.e. we have fictive motion, with the trajector being the state of the subject. The 
state’s movement along the path is what triggers the notion of persistence. 
(Schönefeld 2012, 15‑16) 
De toute façon, la portion d’emplois non mutatifs est pour la majorité des semi-copules 
(à l’exception de passer) assez réduite. Par conséquent, leur influence sur les résultats 
concernant les temps verbaux devrait être minimale. Cela est confirmé par le mosaic plot 
suivant (Pearson chi square = 148.3, df = 6, p < 0.001 / Cramér’s V = 0.29), qui se limite à 
l’emploi mutatif des semi-copules : 
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Figure 22 Association entre le verbe et la mutativité (semi-copules dans un emploi mutatif) 
 
Voici le Tableau 53 qui contient les chiffres bruts : 
 
Tableau 53 VERBE * TEMPS_COMPOSE (semi-copules ; emploi mutatif) 
 non_composé oui_composé 
GAAN 254 30 
KOMEN 267 21 
PASSER 75 32 
RAKEN 273 64 
TOMBER 151 98 
VALLEN 251 19 
VIRER 164 54 
 
Les tendances restent donc les mêmes que celles pour l’ensemble des données. La 
situation des semi-copules se présente donc différemment par rapport aux copules 
prototypiques, où l’axe de variation mutatif / non mutatif était déterminant. 
7.4.2.4 La piste des combinaisons [verbe + AS] conventionnalisées 
Enfin, nous étudions encore un quatrième facteur possible. Comme nous le 
démontrerons plus en détail dans la partie V, dédiée à la productivité, certaines 
combinaisons [verbex + AS prép.] néerlandaises sont des combinaisons très 
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conventionnalisées (cf. aussi la notion de verbe support qui a été introduite dans la section 
5.3.4). Cette conventionnalisation de [verbex + AS prép.], au sens large, est un phénomène 
principalement néerlandais et implique que la combinaison [verbex + AS prép.] en 
question est dotée d’une token frequency élevée et/ou que l’AS de cette combinaison se 
combine peu avec d’autres verbes attributifs461. Ces combinaisons conventionnalisées 
sont, par exemple : van start gaan (‘commencer’), aan de slag gaan (‘se mettre au travail’), 
aan bod komen (‘être abordé’), in aanmerking komen (‘entrer en ligne de compte’), in de smaak 
vallen (‘plaire’) etc. La section 7.4.2.2 ci-dessus a déjà suggéré que ces combinaisons 
pourraient jouer un rôle important pour expliquer la sous-représentation des temps 
composés dans le cas de komen et de gaan. 
On pourrait supposer que ces combinaisons conventionnalisées sont moins 
compositionnelles, c’est-à-dire que le sens global de la combinaison [verbex + AS] ne peut 
pas être calculé à partir des composantes, notamment à partir du verbe. Ainsi, on pourrait 
émettre l’hypothèse que ces combinaisons conventionnalisées s’alignent plus sur le 
modèle des verbes simples (p. ex. van start gaan = ‘commencer’, in de smaak vallen = ‘plaire’), 
qui sont sans doute moins caractérisés par ce biais vers les temps composés, typique pour 
les verbes attributifs de changement d’état. En outre, même si nous avons considéré van 
start gaan, aan bod komen etc. comme des mutatifs, on pourrait argumenter que ces 
expressions sont plutôt neutres par rapport à l’opposition entre mutatif et non mutatif. 
Cette impression provient du fait que, ce qui a été analysé comme un (quasi-)AS (van start, 
aan bod) en vertu de nos critères d’inclusion très ouverts, se montre en réalité 
assez associé au verbe. L’expression fonctionne plutôt comme un tout, ce qui neutralise 
en quelque sorte l’opposition, au point de rendre la tâche de l’annotateur 
particulièrement délicate. Par contre, l’AS dans le modèle compositionnel, que l’on peut 
supposer plus délimitable au sein du tout compositionnel [verbex + AS], est 
clairement reconnu comme résultat du changement d’état, d’où une orientation plus 
prononcée vers la résultativité (~ temps composés), à l’exemple de [worden + AS]. Si cette 
hypothèse se vérifiait, on s’attendrait à ce que beschikbaar komen (litt. ‘venir disponible’) 
/ doodgaan (litt. ‘aller mort’), qui suivent le modèle compositionnel de [worden + AS], soient 
plus associés aux temps composés que aan bod komen / aan de slag gaan, plus conformes au 
modèle non compositionnel. 
Afin de vérifier cette hypothèse, nous testons le ratio entre [AS + participe du verbe] et 
[<imparfait> (singulier + pluriel) du verbe + AS], mesuré dans le Dutch Web Corpus 
(nlTenTen) entier. Par exemple, pour la combinaison [worden ‘devenir’ + aannemelijk 
‘plausible’], il s’agit du ratio entre aannemelijk geworden et werd/werden aannemelijk. En soi, 
les chiffres [AS + participe du verbe] et [<imparfait> (singulier + pluriel) du verbe + AS] 
 
                                                     
461 Nous reprendrons cette question dans la partie V, où nous y consacrerons plus d’attention. 
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sont difficilement interprétables, car (1) ils ne tiennent pas compte de tous les ordres de 
mots possibles en néerlandais et (2) [AS + participe du verbe] ne correspond pas à un 
temps verbal spécifique462. Or, si nous comparons le ratio de ces deux chiffres pour 
différentes combinaisons [verbex + AS], ce ratio, utilisé dans une optique comparative, 
permet d’obtenir un classement par verbe attributif. Selon notre hypothèse, la 
combinaison [verbex + AS] qui s’associe plus à la perfectivité lexicale (~ le participe passé), 
devrait avoir un ratio plus élevé que la combinaison [verbex + AS] pour laquelle le biais 
vers l’ <imparfait> est plus important463.   
Dans un premier temps, nous calculons le ratio pour worden à l’aide de quelques 
combinaisons [worden + AS] aléatoirement choisies (COMP = compositionnel) : 
 
Tableau 54 Ratio [AS + participe du verbe] / [<imparfait> (singulier + pluriel) du verbe + AS] 
pour worden 
 [AS + participe du 
verbe] 
[<imparfait> 
(singulier + pluriel) 
du verbe + AS] 
ratio [AS + participe du 
verbe] / [<imparfait> 
(singulier + pluriel) du 
verbe + AS] 
aannemelijk worden (COMP) 
‘devenir plausible’ 
603 5 120.6 
onmogelijk worden (COMP) 
‘devenir impossible’ 
720 65 11.1 
ziek worden (COMP) 
‘devenir malade’ 
1641 591 2.8 
gek worden (COMP) 
‘devenir fou’ 
1179 537 2.2 
 
Tous les ratios sont au-dessus de 2 : ceci nous donne un point de référence utile pour 
les semi-copules néerlandaises. Ce qui saute aux yeux, c’est que les ratios des différentes 
combinaisons [worden + AS] sont très dispersés, allant de 2.2 à 120.6. Apparemment, il y a 
beaucoup de diversité parmi les combinaisons [worden + AS]. Nous ferons la même 
réflexion pour les semi-copules (néerlandaises), cf. infra.  
Faisons maintenant les mêmes calculs pour les semi-copules néerlandaises. Les 
combinaisons [verbex + AS] choisies ici figurent en tête des listes de fréquence dans la 
 
                                                     
462 Un déséquilibre supplémentaire qui s’ajoute est que [AS + participe du verbe] permet l’inclusion de cas 
comportant des modificateurs précédant l’AS, alors que cela n’est pas possible pour la suite [<imparfait> 
(singulier + pluriel) du verbe + AS]. Or, étant donné que ce problème se pose pour tous les cas, nous estimons 
que les ratios sont toujours comparables. 
463 Nous sommes conscient du fait que cette expérience soit assez limitée, car elle porte sur seulement quelques 
combinaisons [verbe + AS]. En même temps, le nombre d’exemples par combinaison dépasse largement ce que 
nous avions obtenu pour notre propre échantillon. Dans ce sens, les deux approches sont complémentaires. 
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partie V. Les cases marquées en jaune, où nous avons mis (COMP), sont les combinaisons 
[verbex + AS] dont nous supposons qu’elles sont plus compositionnels (l’AS est 
adjectival464) et qui servent donc de point de comparaison par rapport aux cas 
conventionnalisés présumés moins compositionnels. Nous incluons également à chaque 
fois une combinaison [verbex + AS] non mutative, cf. les combinaisons marquées en bleu. 
Les cas non mutatifs devraient donner lieu à un ratio assez bas, car l’immutativité est 
associée aux temps non composés. Voici le Tableau 55 à propos de komen : 
 
Tableau 55 Ratio [AS + participe du verbe] / [<imparfait> (singulier + pluriel) du verbe + AS] 
pour komen 
 [AS + participe du 
verbe] 465 
[<imparfait> 
(singulier + pluriel) 
du verbe + AS] 
ratio [AS + participe du 
verbe] / [<imparfait> 
(singulier + pluriel) du 
verbe + AS] 
beschikbaar komen (COMP) 
litt. ‘venir disponible’ 
1287 54 23.8 
tot rust komen 
litt. ‘venir à repos’ 
862 74 11.6 
loskomen (COMP) 
litt. ‘venir détaché’ 
200 + 957 = 1157 285 4.1 
ten goede komen 
‘profiter (à X)’ 
340 220 1.5 
aan bod komen 
‘être abordé’ 
1224 1701 0.72 
in aanmerking komen 
‘entrer en ligne de compte’ 
169 281 0.60 
 
Comme prédit, les combinaisons [verbex + AS prép.] conventionnalisées aan bod komen 
et in aanmerking komen466, tout comme le cas non mutatif ten goede komen, ont un ratio 
inférieur aux cas plus compositionnels beschikbaar komen et loskomen. En revanche, tot rust 
komen, qu’on peut également identifier comme un cas prépositionnel conventionnalisé 
(cf. ???Hij is tot rust. ; d’après le test de la commutation avec zijn dans notre algorithme 
d’inclusion, cf. 5.5.2.3), se positionne entre beschikbaar komen et loskomen. Evidemment, la 
 
                                                     
464 Cela est sans doute moins sûr pour les AS adjectivaux particules dans la liste, cf. infra. 
465 En cas d’un verbe à particule, nous considérons à la fois [particule + participe] en deux mots et en un seul mot. 
466 Ces cas ont été classifiés comme mutatifs. Leur sens (au présent) s’approche souvent de ‘zal zijn’, encore assez 
proche de ‘devenir’. De plus, remarquons que ces expressions alternent toujours avec la construction à AO 
[brengen X Y], p. ex. : « Ze hebben de problematiek ook al aan bod gebracht in de raad van bestuur. » (Google) / 
« Hij kreeg een lekkere attentie mee en wordt bovendien in aanmerking gebracht voor de gouden bondsspeld 
van de Koninklijke Nederlandse Schaakbond. » (Google). Or, nous admettons que cette classification peut être 
sujette à débat. Comme nous venons de le dire, ces expressions sont sans doute assez neutres face à l’opposition 
mutatif vs non mutatif : in aanmerking komen et aan bod komen sont tellement soudés qu’il devient difficile de 
raisonner encore dans les termes de la mutativité. 
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préposition tot marque clairement l’état résultant après le changement d’état (cf. tot 
bezinning komen, tot inzicht komen etc., ~aspect perfectif), ce qui facilite sans doute la 
combinabilité avec les temps composés.  
Abordons ensuite gaan à l’aide du Tableau 56 suivant : 
 
Tableau 56 Ratio [AS + participe du verbe] / [<imparfait> (singulier + pluriel) du verbe + AS] 
pour gaan 
 [AS + participe du 
verbe] 
[<imparfait> 
(singulier + pluriel) 
du verbe + AS] 
ratio [AS + participe du 
verbe] / [<imparfait> 
(singulier + pluriel) du 
verbe + AS] 
van start gaan 
‘commencer’ 
16181 1786 9.1 
aan de slag gaan 
‘se mettre au travail’ 
10244 1916 5,3 
doodgaan (COMP) 
litt. ‘aller mort’ 
546 + 717 = 1263 306 4.1 
verloren gaan (COMP) 
litt. ‘aller perdu’ 
5282 1420 3.7 
op zoek gaan 
‘aller à la recherche (de X)’ 
7485 3475 2.2 
open gaan (COMP) 
litt. ‘aller ouvert’ 
793 + 923 = 1716 1180 1.5 
op reis gaan 
litt. ‘aller en voyage’ 
215 209 1.0 
gepaard gaan 
litt. ‘aller accompagné’ 
271 1834 0.1 
 
Contrairement à notre hypothèse, les combinaisons [verbex + AS prép.] 
conventionnalisées van start gaan et aan de slag gaan, plus orientées sur le participe passé, 
se trouvent en tête du peloton, devant les cas compositionnels doodgaan, verloren gaan et 
open gaan. Par contre, les combinaisons [verbex + AS prép.] conventionnalisées op zoek gaan 
et op reis gaan disposent d’un ratio plus bas. Visiblement, la situation est plus complexe 
que ce que nous avions envisagé initialement : les ratios semblent dépendre de la 
combinaison [verbex + AS] spécifique. Il s’avère que les combinaisons conventionnalisées 
(cf. van start gaan, aan de slag gaan) ne s’orientent pas forcément moins vers les temps 
composés que les cas compositionnels. En fait, leur comportement est assez imprévisible 
et dépend du sens global du prédicat complexe. Si le tout devient opaque, on a du mal à 
paraphraser par [X ‘devient’ Y]. Cela en fait autant de prédicats complexes différents, au 
comportement idiosyncrasique, notamment pour ce qui est de l’aspect. La seule constante 
est que le cas non mutatif, en l’occurrence gepaard gaan, obtient toujours un ratio bas. 
Ensuite, nous ajoutons encore les mêmes informations pour quelques combinaisons 
fréquentes [vallen + AS] : 
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Tableau 57 Ratio [AS + participe du verbe] / [<imparfait> (singulier + pluriel) du verbe + AS] 
pour vallen 
 [AS + participe du 
verbe] 
[<imparfait> 
(singulier + pluriel) 
du verbe + AS] 
ratio [AS + participe du 
verbe] / [<imparfait> 
(singulier + pluriel) du 
verbe + AS] 
wegvallen (COMP) 
litt. ‘tomber absent, parti’ 
109 + 2476 = 2585 394 6.6 
in slaap vallen 
‘s’endormir’ 
2455 409 6 
uiteenvallen (COMP) 
litt. ‘tomber séparé’ 
99 + 373 = 472 172 2.7 
in de smaak vallen 
‘plaire’ 
338 543 0.62 
 
Le cas prépositionnel conventionnalisé in de smaak vallen (‘plaire’) dans la liste est 
également immutatif, ce qui explique alors le ratio très bas (0.62). Les trois autres 
exemples, plus compositionnels, à savoir wegvallen, uiteenvallen et in slaap vallen, 
obtiennent des ratios plus élevés. 
En dernier lieu, nous complétons notre aperçu encore avec quelques exemples (à haute 
fréquence, cf. la partie V) pour le verbe raken : 
 
Tableau 58 Ratio [AS + participe du verbe] / [<imparfait> (singulier + pluriel) du verbe + AS] 
pour raken 
 [AS + participe du 
verbe] 
[<imparfait> 
(singulier + pluriel) 
du verbe + AS] 
ratio [AS + participe du 
verbe] / [<imparfait> 
(singulier + pluriel) du 
verbe + AS] 
gewend raken (COMP) 
litt. ‘atteindre habitué’ 
1635 42 39.0 
besmet raken (COMP) 
litt. ‘atteindre contaminé’ 
513 46 11.2 
betrokken raken (COMP) 
litt. ‘atteindre impliqué’ 
956 209 4.6 
zwanger raken (COMP) 
litt. ‘atteindre enceinte’ 
250 94 2.7 
gewond raken (COMP) 
litt. ‘atteindre blessé’ 
4648 2204 2.1 
beschadigd raken (COMP) 
litt. ‘atteindre endommagé’ 
487 273 1.8 
in paniek raken (COMP) 
litt. ‘atteindre en panique’ 
128 308 0.4 
 
Dans l’ensemble, les ratios sont assez élevés (allant jusqu’à 39.0), ce qui correspond à 
nos attentes. Comme nous l’avons déjà relevé, raken est la semi-copule néerlandaise la 
plus associée aux temps composés (même plus que worden d’après notre échantillon). 
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Toutefois, un seul cas fait exception : in paniek raken, avec un ratio très bas. De nouveau, 
les ratios se révèlent être assez variables. 
Enfin, nous ajoutons encore une dernière réflexion, qui établit le lien avec notre propre 
échantillon et qui nous met en garde contre les conclusions hâtives basées sur des 
combinaisons [verbe + lexème attributif] individuelles. A titre illustratif, nous comparons 
maintenant les résultats obtenus pour gaan à partir de Sketch Engine avec les résultats 
analogues à partir de notre propre échantillon. Evidemment, ces derniers résultats se 
basent sur un nombre d’exemples par combinaison qui est beaucoup plus réduit. 
 
Tableau 59 Ratio [(<passé composé> + plus-que-parfait) / <imparfait>] 
 <passé 
composé> + 
plus-que-parfait 
<imparfait> ratio [(<passé composé> + plus-
que-parfait) / <imparfait>] 
ratio Sketch 
Engine 
aan de slag gaan 
‘se mettre au travail’ 
4 1 4 5,3 
verloren gaan (COMP) 
litt. ‘aller perdu’ 
3 2 1.5 3.7 
van start gaan 
‘commencer’ 
6 5 1,2 9,1 
op zoek gaan 
‘aller à la recherche (de X)’ 
4 10 0,4 2,2 
doodgaan (COMP) 
litt. ‘aller mort’ 
0 1 0 4,1 
open gaan (COMP) 
litt. ‘aller ouvert’ 
0 2 0 1,5 
op reis gaan 
litt. ‘aller en voyage’ 
0 2 0 1,0 
 
Nous constatons que l’ordre des combinaisons a changé par rapport à notre analyse 
Sketch Engine (cf. surtout les cellules en rouge). Il s’ensuit que notre propre échantillon 
n’est sans doute pas assez étoffé pour capter toutes ces nuances par combinaison [verbeX 
+ AS], étant donné que la token frequency par combinaison est trop petite pour pouvoir 
faire émerger à ce niveau de granularité les tendances concernant les temps verbaux.  
En d’autres mots, si le nombre d’exemples par combinaison [verbe + AS] est très bas, 
l’échantillonnage des temps verbaux utilisés dans les exemples risque de devenir assez 
aléatoire. Ensuite, si la moyenne (pondérée) par micro-construction verbale (présentée 
au début de cette section) se base sur ces composantes qui ne reflètent en fait guère les 
tendances plus générales par combinaison [verbe + AS], la moyenne (pondérée) risque 
également d’en souffrir. Ce problème se pose particulièrement si les profils [temps 
composés vs temps non composés] par combinaison [verbe + AS], y compris les plus 
fréquentes, divergent énormément, ce qui est sans doute surtout le cas pour gaan, vallen 
et komen. On peut supposer que worden et raken soient plus homogènes sur ce point : dans 
ce cas, la plupart des combinaisons s’orientent, plus ou moins, vers les temps composés. 
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Pour étayer ce raisonnement, considérons maintenant deux exemples concrets : 
doodgaan (10 exemples dans l’échantillon) et opengaan (21 exemples dans l’échantillon) 
dans le Tableau 59 ci-dessus. D’après notre analyse Sketch Engine, ces combinaisons 
devraient contribuer à une orientation de gaan vers les temps composés. En réalité, cela 
n’est pas du tout le cas dans notre échantillon (cf. 0 pour <passé composé> + plus-que-
parfait)467. Même si un verbe attributif dispose d’un sous-ensemble de combinaisons 
productives qui s’alignent sur le modèle compositionnel de devenir/worden, le nombre de 
cas assez bas par combinaison fait que cette influence ne peut pas toujours se manifester 
avec netteté. Visiblement, cela vaut parfois même pour les combinaisons relativement 
plus fréquentes comme van start gaan (32 exemples dans notre échantillon). En somme, 
l’échantillonnage au niveau des combinaisons [verbe + AS] a sans doute une influence sur 
la vue d’ensemble [temps composés vs temps non composés]. Cette influence nous semble 
assez imprévisible. En particulier, elle risque de rendre les contributions des 
combinaisons [verbe + AS] à fréquence basse à l’image globale [temps composés vs temps 
non composés] assez aléatoires. Ceci constitue une mise en garde importante par rapport 
aux résultats obtenus dans cette section. 
A la fin de l’exploration de cette quatrième piste, nous sommes en mesure d’établir 
trois conclusions :  
• Notre hypothèse concernant la mutativité s’est finalement avérée. L’immutativité 
semble donc être un bon prédicteur d’une moindre association aux temps 
composés, même dans le cas des semi-copules. 
• A l’aide des tableaux ci-dessus, nous avons vérifié les préférences [temps composés 
vs imparfait] de quelques combinaisons [verbex + AS prép.] conventionnalisées 
néerlandaises, qui risquent d’avoir un impact considérable sur le profil global des 
verbes vallen, komen et gaan. Contrairement à ce que nous pensions, il s’avère que 
les combinaisons [verbex + AS prép.] conventionnalisées et opacifiées, donc moins 
aptes à la décomposition [verbe + AS], ne s’orientent pas forcément vers les temps 
non composés (d’après notre analyse exploratoire Sketch Engine), cf. gaan (van start 
gaan, aan de slag gaan, op zoek gaan), komen (tot rust komen) ou vallen (in slaap vallen). 
Elles ne peuvent donc pas être les seules responsables du profil des semi-copules 
vallen, gaan et komen, caractérisées par une surreprésentation globale des temps 
non composés. Cela n’empêche pas que certaines combinaisons [verbex + AS prép.] 
conventionnalisées néerlandaises (souvent non mutatives) puissent bel et bien y 
contribuer (cf. par exemple in de smaak vallen). 
• Etant donné que le nombre d’exemples par combinaisons [verbe + AS] est souvent 
relativement bas, leurs contributions à l’image globale au niveau du verbe risquent 
 
                                                     
467 Admettons, les contributions seront de toute façon petites par combinaison. Or, le point n’est pas là : il s’agit 
de la somme de toutes ces petites contributions qui devient peu fiable. 
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d’être assez imprévisibles, dans le sens où les tendances établies pour ces quelques 
exemples par combinaison ne reflètent pas nécessairement les tendances qu’on 
pourrait établir à partir d’un ensemble d’exemples plus large (cf. notre analyse 
Sketch Engine). Ainsi, elles risquent de perturber la moyenne au niveau du verbe, 
en ajoutant du bruit. Ce problème se pose moins si les combinaisons [verbe + AS] 
sont plus similaires468 (cf. worden, raken) : dans ce cas, il fait plus sens de faire 
l’amalgame de ces combinaisons [verbe + AS] et de considérer l’échantillonage des 
temps verbaux à ce niveau supérieur de l’échantillon complet.   
A cela s’ajoutent d’autres constats qui ont été faits précédemment. Tout d’abord, il y a 
un biais contrastif qui fait que les semi-copules néerlandaises sont plus orientées vers 
l’<imparfait> que les semi-copules françaises (ce biais semble moins clair pour les copules 
prototypiques, cf. zijn). Malgré ce biais, qui vaut également pour raken, raken se caractérise 
quand même aussi par une surreprésentation des temps composés (= signe de perfectivité 
lexicale), à l’instar des semi-copules françaises469. Cela va de pair avec une sous-
représentation du présent de raken par rapport à komen et gaan. Nous avons suggéré dans 
la section 7.4.2.2 que le présent de raken est moins apte à désigner un fait futur (séparé du 
moment présent), ce qui pourrait contribuer à la sous-représentation du présent qu’on 
observe pour raken. En dernier lieu, l’observation la plus importante est sans doute que 
gaan, komen et vallen ont été identifiés comme étant moins associés aux temps composés. 
Ainsi, ils se distinguent des autres semi-copules, qui sont bel et bien caractérisées par une 
surreprésentation des temps composés et font, de ce fait, preuve de perfectivité lexicale, 
à l’exemple des prototypes devenir et worden. Cette observation confirme la copularité 
moindre des semi-copules gaan, komen et vallen que nous constatons également par le biais 
d’autres indices, par exemple leur taux d’AS prépositionnels très élevé ou leur 
productivité relativement basse au niveau de l’AS (cf. la partie V). 
7.5 La modification de l’AS 
Dans cette section, nous analysons l’association entre le verbe et la modification de 
l’attribut (cf. la variable MODIFICATION_ATTRIBUT). L’intérêt de la variable modification 
réside surtout dans le fait que l’absence de modification révèle des tendances à la 
 
                                                     
468 Evidemment, sans être tout à fait similaires : on aura toujours des différences aspectuelles parmi les 
combinaisons [verbe + AS], quel que soit le verbe attributif. 
469 En même temps, cela montre qu’il est dans notre cas utile de considérer les verbes français et néerlandais 
ensemble dans une seule analyse, en dépit de certaines différences contrastives prévisibles. Ainsi, des 
regroupements inattendus peuvent se produire, au-delà des frontières linguistiques. 
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conventionnalisation des combinaisons [verbe + AS] dans lesquelles entrent certains 
verbes. C’est un aspect que nous avons déjà effleuré ci-dessus et sur lequel nous allons 
encore revenir au moment de l’examen de la productivité.  
La catégorie « modifié » couvre un large éventail de modifications possibles, en partie 
en fonction de la catégorie morphosyntaxique de l’AS (cf. les annexes pour un aperçu plus 
détaillé). La vue d’ensemble qui est proposée dans le mosaic plot ci-dessous, est donc assez 
générale. Pour cette raison, elle sera complétée par une série de mosaic plots plus détaillés, 
qui distinguent parmi la modification des différentes catégories morphosyntaxiques de 
l’AS. Considérons toutefois d’abord cette vue d’ensemble, afin d’en dégager les tendances 
les plus importantes : 
 
Figure 23 Association entre le verbe et la modification de l’attribut 
 
Ajoutons aussi les chiffres bruts dans le Tableau 60 : 
 
Tableau 60 VERBE * MODIFICATION_ATTRIBUT 
 modifié non_modifié 
BLIJVEN 178 219 
DEMEURER 244 155 
DEVENIR 240 157 
ETRE 254 135 
GAAN 180 220 
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KOMEN 173 227 
PASSER 138 167 
RAKEN 194 206 
RESTER 190 208 
TOMBER 157 243 
TOURNER 109 73 
VALLEN 94 306 
VIRER 81 319 
WORDEN 173 226 
ZIJN 262 121 
 
En général, les verbes copules prototypiques ont plus d’attributs modifiés que les semi-
copules, cf. la surreprésentation de la catégorie « modifié » pour être/zijn, devenir et 
demeurer, avec toutefois trois contre-exemples dotés d’une proportion d’attributs 
modifiés moins importante : blijven, rester et worden. Ce dernier constat est difficile à 
expliquer, d’autant plus que l’alter ego de rester, demeurer, s’aligne sur les autres copules 
prototypiques. On pourrait supposer que la position d’AS après les copules prototypiques 
est moins rigide que celle après les semi-copules, où les possibilités de modification 
seraient rabotées par la conventionnalisation de certaines combinaisons [SEMI-COPULE + 
AS] plus fixes470.  
Du côté des semi-copules, on constate que tomber, vallen et virer se caractérisent par 
une sous-représentation assez nette d’attributs modifiés. Dans le but d’observer cette 
tendance à la conventionnalisation de plus près, c’est-à-dire au niveau de chaque item 
lexical attributif, nous allons effectuer une analyse bivariée [ATTRIBUT_TETE * 
MODIFICATION_ATTRIBUT] pour vallen, virer et tomber séparément. Ainsi, nous sommes 
en mesure d’évaluer le rapport modifié – non modifié au niveau de chaque item lexical 
(tête lexicale) apparaissant dans la position attributive. Nous nous limitons aux 
combinaisons [VERBE + AS] apparaissant au moins 5 fois dans le corpus. Les cas pour 
lesquels « non_modifié » ne l’emporte pas (clairement) sur « modifié » sont surlignés en 
rouge. Voici le Tableau 61 qui fournit tous les chiffres : 
  
 
                                                     
470 En revanche, remarquons en même temps que la (légère) surreprésentation d’AS modifiés dans le cas de raken 
montre clairement que cette caractéristique ne vaut pas nécessairement pour toutes les semi-copules dans 
notre étude. Raken se rapproche une fois de plus des copules prototypiques, cf aussi le chapitre sur la 
productivité. 
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Tableau 61 ATTRIBUT_TETE * MODIFICATION_ATTRIBUT pour vallen, virer et tomber 
vallen virer 
 modifié non_modifié  modifié non_modifié 
dicht (‘fermé’) 0 7 à_[…]_rouge 0 13 
droog (‘sec’, ‘aride’) 0 14 en_[…]_tête 7 84 
in_[…]_elkaar 
(‘s’effondrer’) 
0 5 fou 2 31 
in_[…]_herhaling  
(‘se répéter’) 
0 6 parano(ïaque) 1 9 
in_[…]_niet  
(‘pâlir devant X’) 
6 1 rouge 0 8 
in_[…]_slaap (‘endormi’) 4 77 tomber 
in_[…]_smaak (‘plaire’) 29 18  modifié non_modifié 
om (‘par terre’) 0 7 amoureux 78 27 
op_[…]_plaats  
(‘à [sa] place’) 
1 7 d'accord 11 6 
open (‘ouvert’) 0 15 dans_[…]_oubli 1 5 
stil (litt. ‘silencieux’) 4 22 dans_[…]_pommes 0 7 
tussen_[…]_wal-en-schip 
(‘entre deux chaises’) 
0 5 en_[…]_désuétude 1 4 
uit (‘éteint’, etc.) 6 29 en_[…]_panne 2 20 
uit_[…]_elkaar (‘séparé’) 3 13 en_[…]_ruine 0 10 
uiteen (‘séparé’) 2 8 enceinte 4 41 
weg (‘parti’, ‘absent’) 6 33 malade 6 35 
zwaar (‘lourd’) 4 2 sous_[…]_charme 9 12 
 
En ce qui concerne vallen, on constate que les constructions à particule sont très bien 
représentées (cf. dichtvallen, droogvallen, omvallen, openvallen, stilvallen, uitvallen, 
uiteenvallen, wegvallen)471. Ces constructions tendent clairement vers l’absence de 
modification. Cela ne surprend guère, étant donné que les verbes à particule ont tendance 
à fonctionner comme des unités conventionnalisées (cf. aussi la partie V). Nous y 
reviendrons infra, dans la section 7.5.1, lorsque nous commenterons l’impact des 
particules dans la sous-représentation des AS adjectivaux modifiés (komen, gaan et vallen). 
De plus, on constate que la plupart des AS prépositionnels (in herhaling, in slaap) tendent 
également vers une absence de modification, ce qui constitue un indice de leur 
conventionnalisation (cf. aussi la partie V consacrée à la productivité). 
Cette même préférence pour la non-modification s’observe aussi pour les AS 
prépositionnels après virer et tomber (cf. par exemple virer en tête, tomber en panne, tomber 
en ruine), à l’exception de [tomber + sous_[…]_ charme »]472. De façon plus générale, 
 
                                                     
471 Remarquons que ces particules sont en général prototypiquement non gradables, ce qui pourrait également 
en partie expliquer leur non-modification.   
472 La combinaison [tomber + sous_[…]_charme »] suit sans doute l’exemple de [tomber + amoureux] : à la fois 
modification de degré + complémentation prépositionnelle, cf. amoureux / sous le charme de X. 
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remarquons que la catégorie « modifié » est clairement sous-représentée pour les AS 
prépositionnels comportant la préposition en. Etant donné que la préposition en se 
construit habituellement avec un régime à déterminant zéro, cette sous-représentation 
n’est guère surprenante. Si nous décortiquons encore plus ce résultat, nous trouvons que 
virer en tête représente la part du lion des exemples à AS non modifié comportant la 
préposition en (84 exemples de virer en tête non modifié sur un total de 185 exemples)473.  
Pour les AS adjectivaux après tomber et virer, en revanche, la situation est plus nuancée. 
D’une part, nous avons des cas comme (tomber) amoureux et (tomber) d’accord, pour 
lesquels la modification l’emporte sur la non-modification. Cela ne surprend pas, vu les 
possibilités de modification assez riches de ces adjectifs. Tant la modification adverbiale 
(par exemple complètement amoureux, tout à fait d’accord) que la modification 
prépositionnelle (amoureux de X,  d’accord avec X, d’accord de faire X) sont possibles. Le 
Tableau 62 suivant montre que la modification est surtout de nature non adverbiale : 
 
Tableau 62 Modification pour tomber amoureux et tomber d’accord 
 mod_adv mod_adv+mod_prep-
fixe 
mod_SP_autre mod_SP_inf mod_prep-fixe 
tomber amoureux 2 11 0 0 65 
tomber d’accord 1 0 1 4 5 
 
D’autre part, on a affaire à des adjectifs comme (tomber) enceinte et (virer) rouge, dont 
on pourrait supposer que leur non-gradabilité limite leurs possibilités de modification (~ 
adverbes de degré). En outre, contrairement à amoureux et d’accord, enceinte et rouge ne 
disposent pas d’un complément régi, introduit par une préposition fixe (à part peut-être 
enceinte de X). Ces deux facteurs sont susceptibles d’expliquer la majorité d’exemples non 
modifiés pour les AS rouge et enceinte. Enfin, il reste encore un deuxième groupe d’AS pour 
lequel la non-modification est également largement majoritaire, à savoir (virer) fou, (virer) 
parano(ïaque) et (tomber) malade. Comme enceinte et rouge, les adjectifs fou, parano(ïaque) et 
malade ne disposent pas vraiment d’un complément sous-catégorisé à préposition fixe (à 
part peut-être malade de X). Pourtant, contrairement à rouge et enceinte, on pourrait 
s’attendre à ce que la gradabilité de ces AS donne lieu à une part substantielle de 
modification, par exemple par le biais d’adverbes de degrés (= modification adverbiale). 
Cette attente n’est donc pas confirmée dans le Tableau 61 ci-dessus. Afin de vérifier si le 
taux de modification adverbiale de ces adjectifs est anormalement bas avec virer et tomber 
- auquel cas il y aurait lieu de parler de conventionnalisation - nous allons comparer leur 
taux de modification avec les copules prototypiques être et devenir.  
 
                                                     
473 Remarquons que, pour la préposition en, la catégorie « non_modifié » (101) l’emporte toujours sur la catégorie 
« modifié » (63), même si on écarte virer en tête (84). 
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Concrètement, nous calculons le taux de modification adverbiale comme le ratio 
[(SEMI-)COPULE + ADVERBE474 + ADJ] / [(SEMI-)COPULE + ADJ] dans le corpus Sketch Engine. 
Si les ratios obtenus pour virer et tomber ne diffèrent généralement pas beaucoup par 
rapport aux copules prototypiques, on pourrait en déduire que le taux de modification 
pour (virer) fou, (virer) parano(ïaque) et (tomber) malade est normal par rapport à ce qu’on 
pourrait envisager pour ces adjectifs en position attributive. Voici le Tableau 63 qui 
contient les ratios. Notons que nous nous limitons aux combinaisons suffisamment 
fréquentes. 
 
Tableau 63 Estimation de la part de modification adverbiale pour [virer / tomber + AS] 
 semi-copule (virer / 
tomber) 
point de 
comparaison : être 
point de 
comparaison : 
devenir 
Ratio [virer complètement fou 
/ virer fou] 
0.03 (10 / 349) 0.03 (2279 / 85037) 0.04 (891 / 24336) 
Ratio [virer un peu fou / virer 
fou] 
0.006 (2 / 349) 0.02 (1543 / 85037) 0.007 (165 / 24336) 
Ratio [virer complètement 
parano / virer parano] 
0.04 (4 / 93) 0.05 (92 / 1876) 0.07 (102 / 1449) 
Ratio [virer totalement 
parano / virer parano] 
0.03 (3 / 93) 0.01 (25 / 1876) 0.02 (29 / 1449) 
Ratio [virer un peu parano / 
virer parano] 
0.05 (5 / 93) 0.14 (266 / 1876) 0.07 (95 / 1449) 
Ratio [tomber très malade / 
tomber malade] 
0.01 (257 / 24967) 0.04 (3213 / 81864) 0.06 (146 / 2403) 
Ratio [tomber gravement 
malade / tomber malade] 
0.10 (2434 / 24967) 0.03 (2684 / 81864) 0.04 (101 / 2403) 
Ratio [tomber très amoureux / 
tomber amoureux] 
0.002 (151 / 64616) 0.04 (1592 / 43826) 0.01 (21 / 2043) 
Ratio [tomber complètement 
amoureux / tomber 
amoureux] 
0.001 (89 / 64616) 0.003 (124 / 43826) 0.001 (3 / 2043) 
Ratio [tomber éperdument 
amoureux / tomber 
amoureux] 
0.03 (1888 / 64616) 0.02 (824 / 43826) 0.05 (94 / 2043) 
 
Le bilan est mitigé. D’une part, on constate que beaucoup de ratios sont assez 
comparables pour la semi-copule et les copules prototypiques (cf. par exemple virer 
complètement fou, virer totalement parano). Ainsi, les possibilités de modification des semi-
copules ne semblent pas plus réduites par rapport aux copules prototypiques pour ces AS. 
D’autre part, on observe que certains ratios sont inférieurs à ceux obtenus pour les 
copules prototypiques, cf. tomber très malade, tomber très amoureux. Par contre, si nous 
 
                                                     
474 Adverbes = très, complètement, totalement, gravement, éperdument, un peu. 
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remplaçons très par un adverbe plus ou moins synonyme mais plus spécialisé 
(idiosyncratique), comme (gravement, éperdument), les ratios des semi-copules ne sont plus 
inférieurs par rapport à ceux des copules prototypiques (cf. tomber gravement malade, ~ 
‘très malade’ ; tomber éperdument amoureux, ~ ‘très amoureux’). On pourrait en conclure 
que les semi-copules sélectionnent effectivement parfois un adverbe de degré spécifique 
(gravement, éperdument) pour leur AS, là où les copules prototypiques autorisent plus 
d’adverbes de degré génériques (très, gravement, éperdument) pour l’AS en question. Cela 
est sans doute un autre signe de conventionnalisation des semi-copules. 
Jusqu’ici, nous avons présenté une vue d’ensemble, se limitant au croisement des 
variables [VERBE * MODIFICATION]. Cette vue d’ensemble a également été approfondie à 
l’aide d’une analyse lexicale au niveau de l’AS pour trois verbes, à savoir vallen, tomber et 
virer. Cet approfondissement a permis de concrétiser la sous-représentation d’AS 
modifiés que nous venons d’observer pour ces verbes dans la vue d’ensemble.  
Or, à côté de la vue d’ensemble présentée ci-dessus, force est de constater que les trois 
catégories morphosyntaxiques de l’AS (Adj., (S)N et SPrép.) ne sont pas égales face à la 
variable +/- modification et peuvent donc contribuer différemment à la variable +/- 
modification (cf. les mosaic plots ci-dessous). Vraisemblablement, la variable 
MODIFICATION se rapporte différemment aux attributs nominaux qu’aux attributs 
adjectivaux. Par exemple, certaines études du passé, portant sur l’AS nominal après un 
verbe copule, ont déjà analysé la façon dont une série de facteurs, à savoir le type de verbe 
copule, la modification et la détermination, interagissent, cf. Lauwers 2011b ou, pour 
l’anglais, Hundt 2016475. Il est donc probable que la présence ou l’absence de modification 
de l’AS nominal exerce une influence sur le type de détermination réalisé au sein de cet 
AS nominal. On pourrait émettre la même hypothèse à propos du type de modification 
par rapport au nom tête au sein du AS prép., qui est également susceptible de varier selon 
le type de détermination de ce nom tête (p. ex. [le + nom + de]). Or, il vaut mieux séparer 
ces deux rapports entre détermination et modification, qui risquent d’être assez 
différents selon le cas, AS nominal ou AS prépositionnel. 
En revanche, pour les AS adjectivaux, la modification ne varie pas selon le type de 
détermination, étant donné que l’AS adjectival est, par définition, dépourvu de 
déterminant. Les deux mosaic plots suivants montrent la distribution des catégories 
« modifié » et « non_modifié » en fonction du verbe, par catégorie morphosyntaxique de 
l’AS (AS adjectival + AS nominal). Nous n’analyserons pas en détail la modification de l’AS 
prépositionnel, qui porte essentiellement sur la modification du nom tête au sein du 
 
                                                     
475 Cette étude montre également que le type de détermination peut varier en fonction du lexème AS en question. 
En d’autres termes, la variation lexicale joue un rôle. Ce niveau de granularité n’est pas atteint dans l’exploration 
de nos données. 
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SPrép. et qui, par conséquent, nous enseigne moins sur le comportement des verbes 
attributifs. 
Ce premier mosaic plot (Pearson chi square = 239.16, df = 14, p < 0.001 / Cramér’s V = 
0.30) nous montre la distribution des catégories « modifié » et « non modifié » pour les 
différents verbes, à l’intérieur du sous-ensemble des AS adjectivaux. 
 
Figure 24 Association entre le verbe et la modification de l’attribut (AS adjectivaux) 
 
Nous ajoutons tout de suite le Tableau 64 qui comporte les chiffres bruts : 
 
Tableau 64 VERBE * MODIFICATION_ATTRIBUT (AS adjectivaux) 
 modifié non_modifié 
BLIJVEN 107 149 
DEMEURER 112 103 
DEVENIR 73 76 
ETRE 143 98 
GAAN 47 95 
KOMEN 19 57 
PASSER 32 88 
RAKEN 152 131 
RESTER 92 126 
TOMBER 99 116 
TOURNER 3 10 
VALLEN 28 150 
VIRER 23 121 
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WORDEN 91 140 
ZIJN 157 72 
 
Ce qui saute aux yeux, c’est que les verbes attributifs être, zijn et raken sont caractérisés 
par une surreprésentation d’AS adjectivaux modifiés. De nouveau, raken est rangé du côté 
des copules prototypiques, plus particulièrement être et zijn dans ce cas précis. Les copules 
prototypiques autres que zijn et être sont en général également pourvues d’une 
proportion d’AS adjectivaux modifiés plus élevée que la plupart des semi-copules, sans 
que cela entraîne toujours une surreprésentation de la catégorie « modifié » pour ces 
copules autres que zijn et être, comme le montrent blijven, rester et worden. Il y a toutefois 
deux exceptions du côté des semi-copules, qui ont une proportion d’AS adjectivaux 
modifiés comparable à celle des copules prototypiques, à savoir raken (déjà mentionné 
supra) et tomber. Pour ce dernier, cette surreprésentation des adjectifs modifiés est 
remarquable, car au niveau global, la catégorie « modifié » est sous-représentée, comme 
nous l’avons dit ci-dessus. Comme nous l’avons déjà montré ci-dessus lors d’une analyse 
lexicale de l’AS, l’exception tomber s’explique surtout par la modifiabilité de tomber 
amoureux. 
Or, les autres semi-copules (virer, passer, gaan, komen et vallen) ont relativement peu 
d’AS adjectivaux modifiés. En ce qui concerne les semi-copules françaises, cela s’explique 
principalement par des combinaisons [verbe + AS] conventionnalisées, cf. virer fou et 
passer inaperçu. La sous-représentation d’AS adjectivaux modifiés que nous constatons 
pour les semi-copules néerlandaises a plutôt quelque chose à voir avec la construction à 
particule, typique du néerlandais. Cette idée sera développée sous 7.5.1 infra. 
Après les adjectifs, passons aux noms. A cet effet, nous produisons le mosaic plot (Pearson 
chi square = 36.75, df = 6, p < 0.001 / Cramér’s V = 0.21) portant sur les AS nominaux. Cette 
fois-ci, nous nous limitons aux copules prototypiques, étant donné que, dans notre 
échantillon, les semi-copules néerlandaises ne se combinent pas avec les AS nominaux (à 
part une exception, cf. ex-dividend gaan dans la section 5.3.5) et que la moitié des semi-
copules françaises (tomber, tourner) ont très peu d’AS nominaux. 
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Figure 25 Association entre le verbe et la modification de l’attribut (AS nominaux ; copules 
prototypiques) 
 
Voici le Tableau 65 qui fournit les chiffres bruts : 
 
Tableau 65 VERBE * MODIFICATION_ATTRIBUT (AS nominaux) 
 modifié non_modifié 
BLIJVEN 39 30 
DEMEURER 98 26 
DEVENIR 155 59 
ETRE 88 17 
RESTER 68 25 
WORDEN 80 65 
ZIJN 83 35 
 
Ce graphique montre que les copules prototypiques françaises sont caractérisées par 
une (légère) surreprésentation des AS nominaux modifiés, tandis que cela n’est pas le cas 
pour les copules prototypiques néerlandaises, en particulier worden et blijven. 
Remarquons que les semi-copules françaises virer et passer, qui ne sont pas incluses dans 
le graphique ci-dessus, ont un taux d’AS nominaux modifiés encore inférieur par rapport 
à worden. 
A partir de ces deux graphiques (AS adjectivaux et AS nominaux), nous pouvons mettre 
en exergue deux tendances importantes. Tout d’abord, nous observons une sous-
représentation des AS adjectivaux modifiés pour les semi-copules néerlandaises komen, 
 335 
 
vallen et gaan, ce qui confirme nos observations supra pour vallen. Celle-ci sera discutée 
dans la section 7.5.1 ci-dessous. Ensuite, nous observons également une surreprésentation 
des AS nominaux modifiés pour les copules prototypiques françaises. Nous reproduisons 
encore une fois cette tendance à l’aide du mosaic plot (Pearson chi square = 23.52, df = 1, p < 
0.001 / Cramér’s V = 0.17) suivant, qui compare tout de suite les deux langues : 
 
Figure 26 Association entre la langue et la modification de l’attribut (AS nominaux ; français 
vs néerlandais) 
 
Ce sujet sera abordé sous 7.5.2. Plus particulièrement, nous ajouterons à ce moment 
encore un troisième facteur interférant, à savoir la détermination de l’AS nominal. En 
dernier lieu, nous consacrons encore quelques mots aux AS nominaux modifiés de virer et 
de passer, qui montrent clairement un profil opposé (cf. 7.5.3). 
7.5.1 Sous-représentation des AS adjectivaux modifiés pour komen, 
vallen, gaan 
Nous venons de constater que les semi-copules néerlandaises komen, vallen et gaan sont 
caractérisées par une sous-représentation d’AS adjectivaux modifiés. En revanche, la 
quatrième semi-copule néerlandaise raken échappe à cette tendance. Cette différence 
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entre, d’une part, komen, vallen et gaan et, d’autre part, raken s’explique en grande partie 
par un déséquilibre au niveau de la proportion de particules parmi les AS adjectivaux. 
Comme nous l’avons déjà constaté supra pour vallen (lors de l’analyse [ATTRIBUT_TETE * 
MODIFICATION_ATTRIBUT]), ces particules font preuve d’une préférence pour l’absence 
de modification (cf. les mosaic plots infra). Remarquons que cette observation tend à 
corroborer le statut d’unité de [VERBE + PARTICULE], étant donné que la modification de 
la particule serait justement un indice de l’autonomie de la particule. Il s’avère que la 
proportion de particules parmi les AS adjectivaux est beaucoup plus importante pour 
komen, vallen et gaan (pour l’ensemble de ces trois verbes, 73 % des AS adjectivaux) que 
pour raken (4 % des AS adjectivaux). Il s’ensuit que, pour ce qui est de l’AS adjectival, la 
non-modification des particules se répercute plus sévèrement sur les chiffres de non-
modification globaux de komen, vallen et gaan, par rapport à raken. 
La surreprésentation de « particule – non_modifié » pour komen, vallen et gaan (et, 
corollairement, la sous-représentation de « particule – modifié ») ressort du mosaic plot 
suivant (Pearson chi square = 89.66, df = 1, p < 0.001 / Cramér’s V = 0.48) : 
 
Figure 27 Association entre la catégorie de l’AS et la modification de l’attribut (gaan, komen, 
vallen) 
 
Voici le Tableau 66 avec les chiffres bruts, qui montre la part importante de particules (73 
%) :  
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Tableau 66 ATTRIBUT_CAT_2 * MODIFICATION_ATTRIBUT (komen, gaan et vallen) 
 modifié non_modifié  
adjectival 61 46 107 (27 %) 
particule 33476 256 289 (73 %) 
 94 302 396 (100 %) 
 
En ce qui concerne raken, la même surreprésentation de « particule – non_modifié » 
(et, corollairement, la sous-représentation de « particule – modifié ») est décrite dans le 
mosaic plot suivant (Pearson chi square = 9.16, df = 1, p = 0.002 / Cramér’s V = 0.18) : 
 
Figure 28 Association entre la catégorie de l’AS et la modification de l’attribut (raken) 
 
Les chiffres bruts y correspondant dans le Tableau 67 montrent que, contrairement à 
ce que nous venons de voir pour komen, gaan et vallen, la proportion de particules est très 
basse dans le cas de raken (4 %) : 
  
 
                                                     
476 Par exemple, la particule stil modifiée par l’adverbe helemaal : « Ik ben iets aan het vertellen tegen mijn nichtje 
en kijk dus die kant op. Ineens < val > ik helemaal stil » (SE). 
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Tableau 67 ATTRIBUT_CAT_2 * MODIFICATION_ATTRIBUT (raken) 
 modifié non_modifié  
adjectival 151 121 272 (96 %) 
particule 1 10 11 (4 %) 
 152 131 283 (100 %) 
 
En conclusion, la sous-représentation d’AS adjectivaux modifiés pour komen, gaan et 
vallen (à l’opposé de raken) est due à la grande proportion de particules, moins enclines à 
la modification, parmi leurs AS adjectivaux. 
7.5.2 Surreprésentation des AS nominaux modifiés pour les copules 
prototypiques françaises 
Dans la présente section, nous analysons la surreprésentation des AS nominaux modifiés 
pour les copules prototypiques françaises. Contrairement aux copules prototypiques 
néerlandaises, qui semblent plus équilibrées, leurs homologues français sont tous 
caractérisés par une surreprésentation des AS nominaux modifiés. Vu que ce phénomène 
de surreprésentation s’applique à l’ensemble des copules prototypiques françaises, on 
pourrait y accorder une certaine robustesse. 
Dans notre analyse, nous tenterons de clarifier le rôle de la détermination de l’AS 
nominal dans cette modification proportionnellement plus abondante pour les AS 
nominaux des copules prototypiques françaises. A cette fin, nous analysons d’abord, de 
façon générale, l’association entre la copule prototypique et la détermination de l’AS 
nominal (cf. la section 7.5.2.1). Puis, nous passons à l’association entre la modification et 
la détermination de l’AS nominal (cf. la section 7.5.2.2). Après ces préliminaires, nous 
visons à clarifier pourquoi nous observons cette (légère) surreprésentation des AS 
nominaux modifiés dans le cas des copules prototypiques françaises et non pas dans leurs 
homologues néerlandais (cf. 7.5.2.3). Pour résoudre cette question, nous proposons, en 
guise de conclusion, une analyse intégrée [VERBE * DETERMINATION_ATTR_NOM * 
MODIFICATION_ATTRIBUT], qui donne un aperçu des différences entre les verbes quant 
à la modification de l’AS nominal, en fonction de sa détermination. 
Plus techniquement parlant, nous examinons successivement les associations qui sont 
énumérées dans le Tableau 68 suivant : 
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Tableau 68 Aperçu des différentes associations à tester (copules prototypiques – AS 
nominaux) 
sous-ensemble [copules prototypiques – AS nominaux] 
 
analyse bivariée 
 
association [VERBE * MODIFICATION_ATTRIBUT] 7.5 
association [VERBE * DETERMINATION_ATTR_NOM] 7.5.2.1 
association [MODIFICATION_ATTRIBUT * DETERMINATION_ATTR_NOM] 7.5.2.2 
analyse trivariée (= analyse unifiée des trois associations précédentes, sous « analyse bivariée ») 
 
association [LANGUE * MODIFICATION_ATTRIBUT * 
DETERMINATION_ATTR_NOM] 
7.5.2.3 
association [VERBE * MODIFICATION_ATTRIBUT * DETERMINATION_ATTR_NOM] 7.5.2.3 
 
En somme, nous analysons le rôle de la détermination de l’AS nominal comme facteur 
potentiellement interférant dans la relation entre le verbe et la modification de l’AS, et 
cela sous différents angles. 
7.5.2.1 La détermination de l’AS nominal 
Précédemment, nous avons déjà évoqué le lien possible entre le type de modification et 
le type de détermination au sein de l’AS nominal. Afin de vérifier l’existence de ce lien, 
nous proposons d’abord de donner un aperçu de l’association entre la copule 
prototypique (française + néerlandaise) et la détermination de l’AS nominal à l’aide du 
mosaic plot suivant (Pearson chi square = 187.78, df = 48, p < 0.001 / Cramér’s V = 0.19)477  :  
 
                                                     
477 La moitié des cellules (33 / 63) a une fréquence attendue inférieure à 5. Le test du khi-deux n’est donc pas 
tout à fait fiable. 
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Figure 29 Association entre le verbe et la détermination de l’attribut nominal (copules 
prototypiques) 
 
Voici le Tableau 69 qui contient les chiffres bruts correspondants : 
 
Tableau 69 VERBE * DETERMINATION_ATTR_NOM 
 article_
défini 
article_
indéfini 
article_indéfini_
covert 
autre dét._démon. dét._
poss. 
négation numéral zéro 
BLIJVEN 18 31 7 0 0 6 1 1 5 
DEMEUR
ER 
46 54 0 6 1 9 0 0 8 
DEVENIR 43 90 0 12 1 10 0 0 58 
ETRE 37 53 0 5 0 1 0 4 5 
RESTER 41 42 0 2 0 2 0 0 6 
WORDEN 20 53 9 9 0 8 4 9 32 
ZIJN 27 54 9 6 0 4 4 4 10 
 
Plusieurs observations s’imposent :  
- Les catégories « article_indéfini_covert » et « négation » s’appliquent seulement 
au néerlandais. 
- Contrairement aux autres verbes attributifs, le déterminant « zéro » est 
surreprésenté dans le cas de worden et de devenir. Corollairement, la détermination 
par un article défini ou un article indéfini est sous-représentée pour ces deux 
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copules de changement d’état prototypiques. Cela confirme ce que nous avons déjà 
observé sous 7.1.1.2. 
- Les copules prototypiques françaises être, rester et demeurer, à l’exception de 
devenir, sont caractérisées par une surreprésentation d’articles définis.  
Cette surreprésentation des articles définis saute aux yeux pour les verbes rester et 
demeurer. En revanche, les copules prototypiques blijven, zijn et worden ont le profil 
inverse, avec à chaque fois une sous-représentation des articles définis. Il est intéressant 
de constater que, sur ce point, blijven, rester et demeurer ne se comportent donc pas de la 
même façon.  
Afin de rendre cette différence plus claire, nous produisons ci-dessous le mosaic plot qui 
offre une vue globale [néerlandais vs français] (Pearson chi square = 50.92, df = 3, p < 0.001 / 
Cramér’s V = 0.26), pour l’ensemble des copules prototypiques. Notons que nous nous 
limitons aux catégories de détermination de l’AS nominal les plus importantes. 
 
Figure 30 Association entre la langue et la détermination de l’attribut nominal (copules 
prototypiques) 
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Voici les chiffres bruts correspondants : 
 
Tableau 70 LANGUE * DETERMINATION_ATTR_NOM (copules prototypiques) 
 article_défini article_indéfini article_indéfini_covert zéro 
FRANÇAIS 167 239 0 77 
NEDERLANDS 65 138 25 47 
 
L’article défini au sein de l’AS exprime l’unicité de la catégorisation478. En d’autres 
termes, l’article défini au sein de l’AS présuppose que la catégorisation opérée par l’AS est 
unique, c’est-à-dire que la même catégorisation n’est pas censée s’appliquer à d’autres 
sujets au sein du contexte d’énonciation. Par exemple, dans la phrase suivante, het 
middelpunt / le centre ne peut (en principe) pas être multiple : il ne peut y avoir qu’un seul 
centre, d’où l’inacceptabilité de l’article indéfini dans les deux langues : 
(606) Jean is ?een / het middelpunt van de belangstelling. (exemple construit) 
(607) Jean est ?un / le centre d’attention. (exemple construit) 
Dans la même veine, les AS suivants contiennent des modificateurs comme principal, seul 
et premier. Ces modificateurs indiquent également l’unicité. 
(608) […] même si, en amont, l'imaginaire < demeure > la principale force motrice. (SE) 
(609) […] le Liban < demeurant > la seule démocratie parlementaire arabe de la région. (SE) 
(610) […] l'Etat doit < rester > le premier actionnaire de Renault", a dit M. Estrosi. (SE) 
Il s’avère donc que les copules françaises rester et demeurer se combinent plus facilement 
avec cette valeur d’unicité, tandis que blijven y est moins réceptif479.  
Alors, comment expliquer cette différence entre rester/demeurer et blijven ? Une 
première explication possible est que blijven apparaît moins que rester et demeurer dans 
des phrases spécificationnelles, dont le complément postverbal contient souvent un 
article défini. A témoin, voici deux exemples, avec demeurer et rester dans une 
construction spécificationnelle :  
(611) Je rappelle que l'objectif ultime de tout parti politique < demeure > la conquête du 
pouvoir et faire prévaloir son projet de société. (SE) 
 
                                                     
478 L’article indéfini n’est pas unique dans ce sens, car la catégorisation opérée par l’article indéfini n’exclut pas 
que cette même catégorisation puisse s’appliquer à un autre sujet. Par exemple, si Jules est un jardinier, cela 
n’exclut pas que Quentin et Pierre soient également des jardiniers. Par contre, si Jules est le jardinier de notre 
maison, cela suggère que Jules est le seul qui puisse être catégorisé d’une telle façon. Or, l’AS de type SN à article 
indéfini est également unique, dans la mesure où l’instanciation (et non pas la catégorisation) est unique : l’AS 
un jardinier individualise un élément de la catégorie des jardiniers comme le représentant de cette catégorie, par 
le biais duquel la propriété est attribuée au sujet. 
479 L’opposition entre être et zijn semble moins nette, donc nous y consacrerons moins d’attention par la suite. 
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(612) Franchement, si le problème < reste > la rémunération des ayants droits ou des artistes, 
c'est pas difficile : […]. (SE) 
En effet, les spécificationnelles sont un peu moins présentes dans le cas de blijven 
(10/400), par rapport à demeurer (16/400) et rester (25/400). En même temps, le mosaic plot 
suivant (Pearson chi square = 2.37, df = 2, p = 0.31 / Cramér’s V = 0.15) montre qu’au sein du 
sous-ensemble des AS nominaux à article défini, cette différence s’estompe, ce qui rend 
notre hypothèse caduque : blijven suit plus ou moins la même distribution que demeurer 
ou rester concernant l’opposition [prédicationnel vs spécificationnel]. En d’autres termes, 
le nombre de cas spécificationnels pour blijven semble proportionnellement assez bien 
représenté par rapport aux cas prédicationnels, à l’exemple de rester et demeurer480. 
 
Figure 31 Association entre le verbe et le type de phrase (AS nominal – article défini) 
 
Voici le Tableau 71 qui comporte les chiffres bruts : 
 
 
 
 
 
                                                     
480 Notons que nous trouvons le même résultat pour zijn vs être. 
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Tableau 71 Constructions prédicationnelles et spécificationnelles pour blijven, demeurer et 
rester 
 prédicationnel spécificationnel 
BLIJVEN 11 7 
DEMEURER 33 13 
RESTER 23 18 
 
Ensuite, une autre possibilité serait de dire que la catégorie « article_défini » des 
copules prototypiques non mutatives françaises correspond en partie à des catégories 
autres que l’article défini en néerlandais. Nous formulons deux hypothèses concernant la 
possibilité d’une correspondance [article défini – français → autre type de déterminant - 
néerlandais]. La première hypothèse est que cette correspondance entre le néerlandais et 
le français est une simple équivalence [A = B], c’est-à-dire l’article défini français 
correspond, dans certains cas, toujours à un autre type de déterminant en néerlandais. 
Or, nous n’avons pas trouvé d’indices qui étayent cette hypothèse. La deuxième 
hypothèse part du constat qu’il existe, pour les deux langues, une alternance [article 
défini – sans déterminant de surface], dans le cas d’un certain type d’AS nominal. Cf. le 
Tableau 72 qui illustre cette alternance [article défini – sans déterminant de surface481] 
pour les deux langues, à l’aide de la combinaison [zijn/être + AS leider/leader] : 
 
Tableau 72 Alternance [article défini – sans déterminant de surface] 
 Exemple 
[zijn + AS leider] Mercury is leider in buitenboordmotoren technologie, met het modernste en breedste 
aanbod aan viertakt buitenboordmotoren dat in deze industrie beschikbaar is. (SE, exemple 
externe à notre échantillon) 
[zijn + article défini + AS 
leider] 
Heineken is de leider binnen de biercategorie. (SE, exemple externe à notre échantillon) 
[être + AS leader] Avec plus de 200 marques déposées, Lexibook est leader sur le marché des produits sous 
licence. (SE, exemple externe à notre échantillon) 
[être + article défini + AS 
leader] 
Bureau Veritas Certification est le leader mondial de la certification. (SE, exemple externe à 
notre échantillon) 
 
Le nom leider / leader est en même temps un statut et une catégorisation unique (il ne 
peut y avoir qu’un seul leader), ce qui peut mener à la fois au déterminant zéro (~ statut) 
et à l’article défini (~ unicité)482.  
 
                                                     
481 = « zéro » ou « article_indéfini_covert » (en néerlandais).  
482 Notons qu’il n’entre pas dans notre propos ici de faire une analyse de tous les facteurs (p. ex. la variation 
d’après l’item lexical en position d’AS, le type de modification du nom, la susceptibilité de l’article défini d’être 
accentué à l’oral etc.) qui pourraient avoir une influence sur cette alternance.  
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Dès lors, la question se pose si les deux langues divergent quant à leur préférence pour 
une des deux options de l’alternance, ce qui conduirait dans notre échantillon à une 
différence entre le néerlandais et le français au niveau des articles définis. Afin 
d’expliquer la sous-représentation des articles définis pour blijven et zijn, il faudrait que 
les catégories « article_indéfini_covert » et « zéro » soient dans certains cas préférées à 
l’« article_défini » en néerlandais, contrairement au français, qui préfèrerait alors 
l’« article_défini ». A première vue, cette hypothèse se voit confirmée par la sous-
représentation plus prononcée des déterminants zéros dans le cas de rester / demeurer / 
être, par rapport à zijn et blijven. 
Tournons-nous maintenant vers les exemples concrets de notre échantillon. Dans tous 
les exemples néerlandais mentionnés ci-dessous, l’AS nominal est réalisé sans 
déterminant de surface, même si on aurait également pu utiliser l’article défini : 
 
Tableau 73 AS nominal  sans déterminant de surface (néerlandais) 
Détermination Verbe Exemple 
article_indéfini_covert483 blijven […] een modem met ingebouwde router in bruikleen, dat dus eigendom < blijft 
> van het kabelbedrijf. (SE) 
zéro blijven Wij zullen marktleider < blijven > door onze klanten te blijven helpen met het 
voorzien in hun behoeften met duurzaam en betrouwbaar materieel. (SE) 
zéro zijn Allah-Las uit de VS < is > aanvoerder van een nieuwe golf retrobands. (SE) 
zéro zijn De seksuoloog < is > specialist op dit gebied. (SE) 
 
Néanmoins, nous n’avons aucune raison de croire que le français soit plus enclin que 
le néerlandais à utiliser l’article défini dans les mêmes circonstances. La seule exception 
est peut-être [eigendom van X blijven ; « article_indéfini_covert »484], où la variante 
française sans déterminant de surface semble moins courante qu’en néerlandais. 
Comparez : 
(613) Cela reste la propriété de l’entreprise. (traduction avec article défini) 
 
                                                     
483 Rappelons que cette étiquette désigne à la fois l’absence de déterminant pour les noms indéfinis pluriels et 
pour le massif en néerlandais, afin de faciliter la comparaison avec le français, qui utilise respectivement l’article 
indéfini des et l’article partitif/l’article défini dans ces cas. Ainsi, le déterminant « zéro » (= l’autre cas de figure 
sans déterminant formel) est défini de façon plus similaire dans les deux langues. Etant donné que eigendom peut 
apparaître sans déterminant en dehors de l’AS en tant que ‘nom massif’ (Ik wil eigendom. ; exemple construit), 
nous choisissons ici l’étiquette  « article_indéfini_covert » et non pas l’étiquette « zéro » (même si les deux sont 
difficiles à séparer dans le contexte de l’AS). Evidemment, eigendom peut également être utilisé dans un sens 
comptable, avec l’article indéfini : Het blijft een eigendom van het bedrijf (naast vele andere eigendommen) (exemple 
construit). 
484 En même temps, cela montre donc que l’article défini du français peut correspondre à l’ 
« article_indéfini_covert » en néerlandais. 
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(614) Cela reste propriété de l’entreprise. (traduction avec déterminant zéro) 
A cela s’ajoute que le français compte également, tout comme le néerlandais, une série 
d’exemples sans déterminant de surface dans notre échantillon, là où l’article défini 
aurait également été possible : 
 
Tableau 74 AS nominal  sans déterminant de surface (français) 
Détermination Verbe Exemple 
zéro rester […] et je < restai > seule héritière du comté. (SE) 
zéro rester […] que la société Groupe Webtvinteractive < restera > seule juge de l'opportunité de 
diffuser la séquence […]. (SE)485 
zéro demeurer Mais son action se rapporte uniquement à la faculté d'appel auprès de la députation 
permanente du conseil provincial, qui < demeure > juge de la validité de l'appel. (SE) 
zéro demeurer […] et < demeure > pour 2008 sponsor en titre du tournoi des 4 nations "Škoda Cup" 
[…] (SE) 
zéro être […] de réduire considérablement les risques d' <être > victime d'un cambriolage, d'un 
vol ou d'une attaque. (SE) 
 
A l’inverse, nous trouvons pour les deux langues des exemples avec AS nominal à 
article défini qui auraient pu se passer de cet article défini. Voici le Tableau 75 qui 
contient les exemples :  
 
Tableau 75 AS nominal  avec article défini (néerlandais + français) 
Détermination Verbe Exemple 
article défini blijven De leasenemer wordt de economische eigenaar van het goed, de leasegever < blijft > 
de juridische eigenaar. (SE) 
article défini zijn Sportstadion.nl < is > per direct de officiele travel partner van FC Groningen. (SE) 
article défini rester […] l'Etat doit < rester > le premier actionnaire de Renault", a dit M. Estrosi. (SE) 
article défini demeurer Bats < demeura > le gardien titulaire du PSG jusqu'au terme de sa carrière, à la fin de 
la saison 1991-1992 et un énième match face au FC Nantes. (SE) 
 
En somme, nous n’avons pas trouvé de preuves concluantes que le néerlandais et le 
français se comportent différemment face à l’alternance [article défini – sans déterminant 
de surface] (au sein de l’AS nominal). 
Une autre explication possible pourrait résider dans le fait que le néerlandais dispose 
d’une catégorie supplémentaire par rapport au français, à savoir 
 
                                                     
485 Remarquons que seul ne provoque pas toujours l’absence du déterminant, cf. : « […] devraient-ils < demeurer 
> les seuls modèles de la musique liturgique, même populaire ? » (SE). 
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l’« article_indéfini_covert ». Cette catégorie supplémentaire du néerlandais pourrait 
perturber la comparaison avec le français à tel point qu’elle provoque une sous-
représentation des articles définis pour zijn et blijven. Après tout, une catégorie 
additionnelle implique que les autres catégories ont forcément moins de poids par 
rapport au total du verbe, ce qui se répercute forcément sur le degré de sous- / 
surreprésentation486. En effet, cela semble avoir un certain impact : si nous supprimons la 
catégorie « article_indéfini_covert », la légère sous-représentation de la catégorie 
« article_défini » dans le cas de blijven devient une légère surreprésentation (cela ne se 
produit pas pour zijn). Or, la différence entre d’une part blijven et d’autre part rester et 
demeurer est toujours présente. 
Ensuite, nous ne pouvons pas non plus exclure que le fait que blijven (69) compte moins 
d’AS nominaux que rester (93) ou demeurer (124) dans notre échantillon, joue également 
un rôle. La taille de l’échantillon est dans le cas de blijven peut-être trop petite pour une 
analyse si fine de ce sous-ensemble des AS nominaux. Une analyse où nous comparons 
plus spécifiquement [blijven/rester/demeurer + AS nominal] à l’aide d’une taille de 
l’échantillon plus grande et égale pour tous les verbes comparés, pourrait révéler d’autres 
tendances. Or, le fait qu’on trouve la même tendance pour zijn, qui est pourtant doté d’un 
nombre d’AS nominaux plus élevé (118 AS nominaux), porte à croire que cette explication 
est erronée.  
Enfin, il est également possible que demeurer et rester soient, dans notre échantillon, 
plus souvent combinés avec des types d’AS qui provoquent généralement l’apparition de 
l’article défini, que blijven. L’article défini ne serait dans ce cas qu’un épiphénomène de 
l’existence de certains schémas conventionnalisés plus larges, qui sont présents dans une 
langue et absents dans l’autre. Ainsi, le schéma [demeurer + le + NOM + principal], est assez 
présent dans notre échantillon (7 exemples), par exemple : 
(615) Plus spécifiquement, c'est le financement des investissements qui < demeure > le 
principal handicap au développement des PME/PMI. 
Par contre, le schéma néerlandais qui y correspond, à savoir [zijn/blijven + de/het + 
voornaamste/belangrijkste + NOM], n’a aucune attestation. Dans la même veine, le schéma 
[demeurer/rester/être + le + seul + (NOM)] est bien représenté (9 exemples de corpus), alors 
qu’on ne trouve qu’un seul exemple de ce type du côté du néerlandais. Evidemment, ces 
différences n’ont rien à voir avec la portée de l’article défini (au sein de l’AS nominal) en 
soi. 
 
                                                     
486 Evidemment, cela n’explique toujours pas pourquoi les articles définis seraient les principales ‘victimes‘ de 
cette catégorie additionnelle du néerlandais, d’autant plus que les deux articles se distinguent par le trait 
‘définitude’. 
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En conclusion, nous avons émis plusieurs hypothèses qui tentent d’expliquer pourquoi 
les copules prototypiques non mutatives françaises (être, demeurer, rester) s’associent 
davantage à la catégorie « article_défini » que zijn et blijven. Certaines hypothèses ont été 
refutées (cf. l’influence des spécificationnelles, de l’alternance [article défini – sans 
déterminant de surface] et de la proportion plus petite d’AS nominaux dans le cas de 
blijven), alors que d’autres hypothèses restent toujours plausibles après l’examen des 
données : la présence d’une catégorie de déterminants supplémentaire en néerlandais et 
l’existence de certains schémas conventionnalisés plus larges en français qui impliquent 
l’article défini. Une recherche approfondie basée sur un échantillon plus étoffé que le 
nôtre, axé uniquement sur les AS nominaux (néerlandais et français), pourrait apporter 
une réponse plus définitive à la question. Nous reprendrons brièvement le sujet dans la 
section 7.5.2.3, où nous prendrons en même temps en considération la détermination et 
la modification. 
7.5.2.2 Modification et détermination de l’attribut nominal 
Après cette exploration de la détermination de l’attribut nominal, nous en revenons à la 
modification, qui au-delà de l’association attendue entre absence de déterminant et 
absence de modification, fera apparaître des différences intéressantes d’un verbe à 
l’autre. Les deux mosaic plots suivants montrent l’association entre la modification de l’AS 
et la détermination de l’attribut nominal, successivement pour les copules prototypiques 
néerlandaises (Pearson chi square = 33.94, df = 7, p < 0.001 / Cramér’s V = 0.32)487 et les copules 
prototypiques françaises (Pearson chi square = 38.89, df = 6, p < 0.001 / Cramér’s V = 0.27)488 :  
 
                                                     
487 Une cellule des 16 cellules a une fréquence attendue inférieure à 5. Le test du khi-deux devrait être assez 
robuste pour le supporter. 
488 Quatre cellules des 14 cellules ont une fréquence attendue inférieure à 5. Le test du khi-deux n’est peut-être 
pas entièrement fiable. 
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Figure 32 Association entre la modification de l’attribut et la détermination de l’attribut 
nominal (copules prototypiques néerlandaises) 
 
Voici le Tableau 76 contenant les chiffres bruts :  
 
Tableau 76 MODIFICATION_ATTRIBUT * DETERMINATION_ATTR_NOM (copules 
prototypiques néerlandaises) 
 article_défini article_indéfini article_indéfini 
_covert 
autre dét._poss. négation numéral zéro 
modifié 44 103 12 3 7 4 6 23 
non_modifié 21 35 13 12 11 5 8 24 
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Figure 33 Association entre la modification de l’attribut et la détermination de l’attribut 
nominal (copules prototypiques françaises) 
 
Voici le Tableau 77 avec les chiffres bruts qui y correspond : 
 
Tableau 77 MODIFICATION_ATTRIBUT * DETERMINATION_ATTR_NOM (copules 
prototypiques françaises) 
 article_défini article_indéfini autre dét._démon. dét._poss. numéral zéro 
modifié 139 193 20 1 9 3 44 
non_modifié 28 46 5 1 13 1 33 
 
Que conclure de tout cela pour les copules prototypiques ? En général, si nous prenons 
en considération l’ensemble des copules prototypiques françaises ou néerlandaises, deux 
tendances importantes se dessinent489 : 
1) L’AS de type SN, défini ou indéfini, est le plus souvent modifié. 
2) Inversement, un AS nominal à déterminant zéro est plutôt associé à l’absence de 
modification »490. Ce résultat était prévisible, étant donné que, à défaut 
 
                                                     
489 A cela s’ajoutent aussi la surreprésentation de « dét._poss. – non modifié » pour le français et la 
surreprésentation de « autre – non modifié » pour le néerlandais. 
490 Remarquons que le contraire se passe dans le cas de virer, avec une surreprésentation de la catégorie 
« modifié » et une sous-représentation de la catégorie « non_modifié », même si l’AS nominal de virer se 
construit forcément avec un déterminant zéro. 
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d’actualisation, la modification est plus restreinte pour les AS nominaux à 
déterminant zéro, cf. *Il est professeur très engagé vs Il est un professeur très engagé. Dans 
le cas d’un AS nominal à déterminant zéro, la modification peut tout au plus 
distinguer des sous-types qui jouissent d’une reconnaissance sociale, par exemple : 
Il est professeur d’histoire (cf. Lauwers 2011b). 
Ces deux généralités valent pour les deux langues. Or, l’intensité de la sous- ou 
surreprésentation peut varier d’une langue à l’autre : 
- L’absence de modification dans le cas des noms nus est plus prononcée en français 
qu’en néerlandais, notamment pour devenir (25 / 33 AS noms nus non modifiés). 
En voici quelques exemples : 
(616) Mais une vérité < demeure > -t- elle vérité, si elle ne l'est pas pour tous ? (SE) 
(617) Certains travaillent dans des business familiaux, des firmes privées, ou dans le pire des 
scénarios < restent > chômeurs. (SE)491 
(618) My Chacra veut vous aider à développer vos idées et à les faire < devenir > réalité, vous 
fournir un outil qui vous permet très simplement de maintenir et d'améliorer votre site. 
(SE) 
(619) Lorsque Christ brille sur vous, Il ne fait pas que dévoiler les ténèbres, mais Il les 
transforme aussi en lumière. Tout ce qui est dévoilé < devient > lumière. (SE) 
(620) L'événement certes "existe". Mais pour < devenir > information il doit être raconté, donc 
vécu et assimilé par celui qui raconte. (SE) 
(621) Le marin < devenu > pilote est à la bonne échelle, il rentre!! (SE)492 
(622) Pourtant, si l'évolution continue, ces prairies < deviendront > aussi forêt. (SE) 
- L‘association entre « article indéfini » et « AS modifié » est plus prononcée en 
néerlandais qu’en français. 
En somme, il s’avère donc que notre hypothèse initiale se voit confirmée : l’association 
entre la présence/l’absence de modification et le type de détermination au sein de l’AS 
nominal est bel et bien réelle. Or, ce qui est plus intéressant, c’est que si nous adoptons la 
perspective des verbes individuels, on note qu’à part devenir et être, la surreprésentation 
des nom nus non modifiés est beaucoup moins prononcée, pour ne pas dire presque 
absente pour les autres copules prototypiques (ce graphique n’est pas reproduit ici, faute 
d’espace). Cela implique donc que, par verbe, les proportions de noms nus modifiés et non 
modifiés seraient plus ou moins en équilibre, alors qu’on s’attend à une claire prédilection 
 
                                                     
491 Notons que certains types humains ont été classifiés comme des AS nominaux, si le caractère nominal du mot 
semble plus proéminent dans l’usage que son emploi adjectival, alors que d’autres ont été catégorisés comme 
des « nom_adj » (= entre nom et adjectif). Nous admettons que la scission peut parfois être sujette à débat. 
492 Par contre, worden s’utilise moins en tant qu’adjectif épithète que devenir, cf. : ?de piloot geworden zeeman. Or, 
cf. : Dat schrijft een ouder en ziek geworden man, […] (Google). 
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pour les noms nus non modifiés. D’ailleurs, la plupart des croisements aboutit à un 
résultat khi-deux non significatif (à part worden, devenir et être)493. Deux interprétations 
sont possibles : soit la vue d’ensemble présentée ci-dessus, qui ne rend pas compte de la 
spécificité lexicale des verbes individuels, est trop simple, soit la perspective des verbes 
individuels n’offre pas assez de cas par combinaison de catégories [MODIFICATION + 
DETERMINATION] pour faire émerger clairement les tendances. Par exemple, 5 des 7 
copules prototypiques comptent au maximum 10 exemples dans la catégorie « zéro » 
(« modifié » + « non modifié »), ce qui est assez peu pour en déduire des conclusions 
fermes. 
Ensuite, nous proposons un approfondissement de l’examen de l’association entre la 
modification et la détermination de l’attribut nominal. Plus précisément, nous 
distinguons maintenant différents types de modification de l’AS nominal à l’aide de la 
variable plus détaillée ATTRIBUT_NOM_MODIFICATION, ainsi peaufinant l’opposition 
rudimentaire entre la présence et l’absence de modification. 
Comme d’habitude, présentons maintenant les mosaic plots. Notons que nous avons 
exclu les types de modification pour lesquels le nombre d’exemples était inférieur à 10, 
afin de nous focaliser sur les catégories les plus importantes. Ce premier mosaic plot 
(Pearson chi square = 99.19, df = 42, p < 0.001 / Cramér’s V = 0.25)494 visualise la situation pour 
les copules prototypiques néerlandaises : 
 
 
                                                     
493 Remarquons que certaines cellules comptent peu d’occurrences : le test du khi-deux n’est pas entièrement 
fiable. 
494 43 cellules des 56 cellules ont une fréquence attendue inférieure à 5. Le test du khi-deux n’est pas fiable. 
Néanmoins, la visualisation du mosaic plot reste utile pour repérer les différences les plus importantes. 
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Figure 34 Association entre la modification de l’attribut et la détermination de l’attribut 
nominal (copules prototypiques néerlandaises) 
 
Voici le Tableau 78 qui fournit les chiffres bruts correspondants : 
 
Tableau 78 ATTRIBUT_NOM_MODIFICATION * DETERMINATION_ATTR_NOM (copules 
prototypiques néerlandaises) 
 article_
défini 
article_
indéfini 
article_indéfini_
covert 
autre dét._poss
. 
négation numéral zéro 
mod_adj 8 39 5 0 3 2 1 4 
mod_adj+mod_prep-
adv 
2 8 2 0 1 0 0 0 
mod_adj+mod_prep-
gen 
5 7 0 1 1 0 0 0 
mod_prep-fixe 3 5 1 0 0 1 0 1 
mod_prep-gen 13 3 1 0 0 0 0 16 
mod_relative 3 7 0 1 0 1 0 0 
non_modifié 21 35 13 12 11 5 8 24 
 
Nous nous limitons aux constats les plus saillants. Il s’avère que :  
− La cellule « article_indéfini – mod_adj » est caractérisée par une 
surreprésentation, tandis que les cellules « article_défini – mod_adj » et « zéro – 
mod_adj » sont caractérisées par une sous-représentation. Il s’ensuit que la 
modification adjectivale serait donc typique de l’AS de type SN à article indéfini. 
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Cela n’est pas surprenant, étant donné la vocation évaluative des SN indéfinis (voir 
Van Peteghem 1991). 
− La modification prépositionnelle génitive ([X de Y]) serait typique de l’AS de type 
SN à article défini et de l’AS à déterminant zéro. P. ex. :  
(623) De dieren zullen snel de vriendjes van uw kinderen < worden >,  […]. (SE) 
En effet, les cellules « article_défini – mod_prep-gen » et « zéro – mod_prep-gen » 
sont caractérisées par une surreprésentation, tandis que la cellule 
« article_indéfini – mod_prep-gen » est caractérisée par une sous-représentation.  
 
Dans le mosaic plot suivant (Pearson chi square = 108.34, df = 30, p < 0.001 / Cramér’s V = 
0.23)495, nous visualisons la situation des copules prototypiques françaises : 
 
Figure 35 Association entre la modification de l’attribut et la détermination de l’attribut 
nominal (copules prototypiques françaises) 
 
Nous ajoutons immédiatement le Tableau 79 qui donne les chiffres bruts correspondants : 
 
 
                                                     
495 25 cellules des 42 cellules ont une fréquence attendue inférieure à 5. Le test du khi-deux n’est pas fiable. 
Néanmoins, la visualisation du mosaic plot reste utile pour repérer les différences les plus importantes. 
 355 
 
Tableau 79 ATTRIBUT_NOM_MODIFICATION * DETERMINATION_ATTR_NOM (copules 
prototypiques françaises) 
 article_défini article_indéfini autre dét._démon. dét._poss. numéral zéro 
mod_adj 18 79 3 0 5 1 9 
mod_adj+mod_prep-
adv 
4 4 0 0 0 0 2 
mod_adj+mod_prep-
gen 
31 23 0 1 2 0 5 
mod_prep-gen 46 25 13 0 0 0 18 
mod_relative 4 6 1 0 0 0 0 
non_modifié 28 46 5 1 13 1 33 
 
En général, nous pouvons observer que la situation est la même qu’en néerlandais496. 
Pour les deux langues, nous pouvons donc conclure que la modification de l’AS de type 
SN à article indéfini est surtout de nature adjectivale (cf. l’exemple (624) ci-dessous), alors 
que la modification de l’AS de type SN à article défini est surtout de nature génitive (cf. 
l’exemple (625) ci-dessous). Ce dernier type de configuration n’est en général pas 
évaluatif. 
(624) AS de type SN à article indéfini : Mais elle est < devenue > une géante rouge, ses couches 
externes se sont dispersées dans l'espace interstellaire. (SE) 
(625) AS de type SN à article défini : […] durant lequel Sylveralin est < devenu > le capitaine de 
l'équipe, a vu des Insei plus remontés que jamais ! (SE) 
Enfin, regardons de plus près les exemples pour lesquels le nom nu en position d’AS 
est accompagné d’une modification adjectivale (à l’intérieur du sous-ensemble des 
copules prototypiques). Il est bien admis que ce type de modification est sévèrement 
contraint dans le cas de zijn / être, cf. Lauwers 2011b pour un aperçu de ces contraintes. 
Dans notre étude, cela est confirmé par la sous-représentation de la cellule « zéro – 
mod_adj », tant en néerlandais qu’en français497. Au total, notre corpus compte 23 
exemples comportant une modification adjectivale du nom nu. Ce sous-ensemble compte 
seulement quatre exemples néerlandais, comportant les copules prototypiques zijn (2) ou 
worden (2)498. Dans tous les cas, il s’agit d’un AS exprimant un statut : 
 
                                                     
496 Remarquons que « mod_adj+mod_prep-gen » ne donne pas lieu à une différenciation entre l’article défini et 
l’article indéfini en néerlandais. 
497 Inversement, la cellule « zéro – mod_prep-gen » est surreprésentée. Par exemple : « […] ou avec la possibilité 
de < devenir > père d'un enfant que vous n'auriez pas conçu ? » (SE). Lauwers 2011b a déjà relevé que ce type de 
modification, qui crée le plus souvent un sous-type ou sous-catégorise le nom, apparaît plus facilement auprès 
du nom nu en position d’AS que la modification adjectivale. 
498 Evidemment, nous n’ajustons pas ici pour le nombre d’AS nominaux (modifiés) total, qui est différent pour 
les deux langues (cf. infra). La démarche développée ici est donc surtout qualitative. 
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(626) […] waarop duidelijk wordt gemaakt dat het park tussen zonsondergang en -opgang 
verboden terrein < is >. (SE) 
(627) Vermits ik beginnend dirigent < ben >, ben ik druk bezig met de opbouw van een 
repertoire en […]. (SE) 
(628) Opdrachtgever ING Vastgoed Ontwikkeling stelde als belangrijkste eis: 85% van in totaal 
40.000 m 2 bruto vloeroppervlak moet verhuurbaar oppervlak < worden >. (SE) 
(629) Ik ben fulltime acupuncturist < geworden >, eerst nog in het Behandelcentrum, […]. (SE) 
L’adjectif désigne à chaque fois un sous-type établi du référent dénoté par le nom. 
Du côté du français, nous trouvons la majorité des exemples (19). La copule être n’a 
qu’un seul exemple de ce type, suivant la construction très particulière [X n’est pas chose 
Y], où chose fonctionne comme un nominalisateur de propriétés (cf. Lauwers 2006). Trois 
exemples proviennent des verbes demeurer/rester : 
(630) […] les textes de loi < demeurent > lettres mortes. (SE) 
(631) […] et je < restai > seule héritière du comté. (SE) 
(632) […] et accepter que la société Groupe Webtvinteractive < restera > seule juge de 
l'opportunité de diffuser la séquence le mettant en scène dans le cadre du sujet visé et 
[…]. (SE) 
Dans le premier cas, il s’agit d’une combinaison figée lettres mortes, associée à un sens 
conventionnalisé bien spécifique. Les deux autres exemples contiennent l’adjectif 
restrictif seul, modifiant un nom nu statut : il est connu que ce type d’adjectif est 
susceptible de modifier le nom nu AS (cf. Lauwers 2011b, 23). Or, le constat le plus 
surprenant est que la vaste majorité (15) des cas de modification adjectivale du nom nu 
comportent devenir. La plupart de ces exemples concernent des AS statuts, par exemple :   
(633) Toutes les posséssions africaines de Carthage < deviennent > " province romaine 
d'Afrique ". (SE) 
(634) […] le groupe à l'humour mordant Prenez garde aux chiens < devient > collaborateur 
régulier de son émission. (SE) 
(635) Pire, un mois après qu'on l'apprend, la personne est remerciée en < devenant > membre 
effectif du CA. (SE) 
(636) Revenu entier de l'autre bout du monde, le brave Carrol Jo n'a plus qu'une idée : 
rejoindre sa femme et < devenir > camionneur indépendant comme son paternel. (SE) 
L’exemple suivant contient un adjectif évaluatif préposé, conduisant à un sous-type 
reconnu (à l’exemple de Il est bon élève, cf. Lauwers 2011b) : 
(637) La famille Bluwal revient cependant à Paris Marcel a mûri, < devient > excellent élève 
mais fait face à un antisémitisme de plus en plus féroce. (SE) 
En dernier lieu, les groupes nominaux force mécanique et cause commune dans ces deux 
derniers exemples constituent des collocations bien établies  :  
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(638) La chaleur solaire, < devenue > force mécanique, aura été ainsi transmuée en électricité. 
(SE) 
(639) […] et entreprend la construction d'un état de droit < devenu > cause commune pour 
tous les Syriens sans distinction. (SE) 
Dans l’ensemble, le nombre d’exemples dans ce sous-ensemble est trop petit pour en 
dégager des tendances quantitatives fermes. Seul le statut de devenir a de quoi nous 
interpeller. Comme nous l’avons déjà indiqué dans la section 7.1.1.2 ci-dessus, il semble 
moins contraint au niveau de la modification adjectivale du nom nu en position d’AS, 
comparé aux autres copules prototypiques (y compris worden). Quoique la traduction par 
[worden + nom nu] ne soit pas toujours exclue pour les exemples susmentionnés, force est 
de constater que les noms nus modifiés par un adjectif représente une proportion plus 
grande des noms nus dans le cas de devenir (16 / 58 : 27,6 %), par rapport à worden (2 / 32 : 
6,3 %). Nous pouvons mettre ce constat en rapport avec les observations faites dans la 
section 7.1.1, où la compatibilité frappante de devenir avec les AS nominaux et, en 
particulier, les AS noms nus, a déjà été mise en évidence. Les données présentées ci-dessus 
confirment encore une fois ce profil très nominal de devenir. 
7.5.2.3 Pourquoi les copules prototypiques du néerlandais n’aiment-elles pas 
que leurs attributs nominaux (nus et déterminés) soient modifiés? 
Enfin, nous tentons de fournir une réponse à la question suivante : comment peut-on 
expliquer que la surreprésentation d’AS nominaux modifiés en français ne se présente 
pas pour les copules prototypiques du néerlandais (cf. les mosaic plots supra) ? Nous 
utiliserons plusieurs éléments déjà mentionnés dans les sections 7.5.2.1 et 7.5.2.2 
précédentes (cf. infra). 
En guise de préambule, rappelons que la catégorie de l’AS nominal n’est pas aussi 
étoffée en néerlandais qu’en français. En effet, le mosaic plot suivant (Pearson chi square = 
27.97, df = 7, p < 0.001 / Cramér’s V = 0.1) montre que la catégorie morphosyntaxique de 
l’AS nominal est sous-représentée en néerlandais dans le domaine des copules 
prototypiques (et à plus forte raison pour les semi-copules où il fait défaut) : 
 
 
 
 358 
 
Figure 36 Association entre la langue et la catégorie de l’attribut (copules prototypiques) 
 
Nous y joignons les chiffres bruts correspondants : 
 
Tableau 80 LANGUE * ATTRIBUT_CAT (copules prototypiques) 
 adjectival autre infinitival nom-
adj 
nominal phrastique prépositionnel proforme 
FRANÇAIS 823 10 11 13 536 5 152 50 
NEDERLANDS 716 6 8 9 332 13 85 31 
 
Par conséquent, les échantillons du néerlandais comptent moins d’AS nominaux, ce 
qui fait que nous disposons de moins d’exemples par cellule, surtout si nous morcelons 
les données par verbe, par type de modification et par type de détermination. Avec plus 
d’exemples, l’opposition entre AS modifié et AS non modifié aurait pu se manifester 
autrement. En outre, il est bien admis que la taille de l’échantillon a un impact sur la 
valeur p du test du khi-deux. 
Après cette remarque préliminaire, nous faisons le bilan pour l’association entre le 
verbe (en l’occurrence, les copules prototypiques), la modification de l’AS nominal et la 
détermination de l’AS nominal. Nous calculons un modèle loglinéaire499 (Pearson chi 
square  = 234.89, df = 45, p < 0.001), qui se base cette fois-ci sur l’indépendance des trois 
 
                                                     
499 Formule : ~DETERMINATION_ATTR_NOM + ATTRIBUT_NOM_MODIFICATION + VERBE 
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variables VERBE, DETERMINATION_ATTR_NOM, MODIFICATION_ATTRIBUT. Grâce à ce 
modèle loglinéaire, nous pouvons analyser les trois variables en même temps, dans un 
seul tableau de contingence. Remarquons que nous nous limitons aux catégories les plus 
importantes. La valeur p significative montre qu’il y a bel et bien une association entre 
ces trois variables : l’hypothèse de l’indépendance peut être rejetée.  
Ensuite, nous utilisons un graphique d’association (association plot, Cohen 1980500) pour 
visualiser les Pearson residuals. Il s’agit des mêmes Pearson residuals que dans les mosaic plots 
ci-dessus. Si la fréquence observée d’une cellule est supérieure à la fréquence attendue 
(sous l’hypothèse d’indépendance), la boîte se trouve au-dessus de la ligne de base, et 
inversement. De nouveau, la couleur bleue désigne une surreprésentation et la couleur 
rouge désigne une sous-représentation. Remarquons que chaque cellule du tableau de 
contingence sur lequel ce graphique se base contient en moyenne 14 exemples. Le 
nombre d’exemples par cellule est donc assez bas, ce qui fait que la prudence est de mise. 
 
 
 
 
 
 
                                                     
500 Nous utilisons la fonction assoc, cf. la documentation R : 
https://www.rdocumentation.org/packages/vcd/versions/1.4-4/topics/assoc 
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Quatre constats principaux émergent de ce graphique. Nous organisons les constats 
d’après le type de détermination de l’AS nominal : 
1. En ce qui concerne l’article indéfini, on constate qu’il y a relativement peu de 
différences parmi les copules prototypiques. 
2. La catégorie « article_indéfini_covert » apparaît exclusivement en néerlandais, 
principalement sous une forme non modifiée (cf. en particulier worden et zijn). Cela 
renforce également l’opposition typologique entre le néerlandais et le français. 
3. En ce qui concerne l’article défini, nous observons que, contrairement aux copules 
prototypiques néerlandaises, la catégorie « modifié » est surreprésentée pour les 
copules prototypiques françaises (en particulier, être, rester et demeurer)501. Cela 
précise l’observation faite sous 7.5.2.1, où l’opposition entre blijven et demeurer / 
rester concernant l’article défini (au sein de l’AS nominal) a déjà été mise en 
évidence. 
Afin d’approfondir ce troisième constat, nous vérifions plus en détail le type de 
modification qui accompagne les SN à article défini. Nous calculons de nouveau un 
modèle loglinéaire502 (Pearson chi square  = 136.13, df = 17, p < 0.001) qui se base cette fois-
ci sur l’indépendance des trois variables DETERMINATION_ATTR_NOM, 
ATTRIBUT_NOM_MODIFICATION et LANGUE. Grâce à ce modèle loglinéaire, nous 
pouvons analyser les trois variables en même temps, dans un seul tableau de contingence. 
Remarquons que nous nous limitons aux catégories les plus importantes et que nous 
omettons la catégorie « article_indéfini_covert », qui n’est pas attestée en français.  
Ensuite, nous utilisons de nouveau un graphique d’association (association plot, Cohen 
1980) pour visualiser les Pearson residuals : 
 
 
                                                     
501 A cela s’ajoute que worden a une sous-représentation pour « article défini – modifié », alors que demeurer / 
rester / être sont caractérisés par une surreprésentation dans ce cas. 
502 Formule : ~DETERMINATION_ATTR_NOM + ATTRIBUT_NOM_MODIFICATION + LANGUE 
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Ce graphique permet de vérifier, dans une analyse unifiée, s’il y a une différence de 
sous-/surreprésentation entre le français (cf. « FRA ») et le néerlandais (cf. « NED »). Afin 
de faciliter la comparaison du français et du néerlandais, nous calculons la différence 
absolue entre les Pearson residuals du français et du néerlandais pour les catégories 
correspondantes des variables DETERMINATION_ATTR_NOM et 
ATTRIBUT_NOM_MODIFICATION. Concrètement, nous calculons donc la différence (de 
sous-/surreprésentation) entre la première ligne et la deuxième ligne du graphique, et 
ensuite entre la troisième ligne et la quatrième ligne et entre la cinquième ligne et la 
sixième ligne. Ces calculs sont résumés dans le Tableau 81 suivant : 
 
Tableau 81 Différence absolue entre les Pearson residuals du français et du néerlandais 
 mod_adj mod_adj+mod_prep-gen mod_prep-
gen 
non_modifié 
article_défini 0.63 4.93 3.83 2.26 
article_indéfini 1.07 1.25 1.41 2.91 
zéro 0.71 0.66 2.46 1.83 
 
Nous pouvons constater que la différence entre le français et le néerlandais est la plus 
nette pour la modification par un SPrép. génitif de l’AS nominal introduit par un article 
défini. Sur le graphique d’association ci-dessus, nous voyons que ces cellules sont (très) 
surreprésentées pour le français, alors que l’inverse est vrai pour le néerlandais. Cela 
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précise donc notre résultat obtenu ci-dessus, où nous avions déjà constaté, de façon 
globale, la sous-représentation de la catégorie « article_défini » pour le néerlandais. Au 
niveau des exemples de corpus, on constate également la différence : le français compte 
77 exemples [article défini + (mod_adj+)mod_prep-gen], tandis que le néerlandais en 
compte seulement 18.   
Il n’est pas tout à fait clair ce qui cause le contraste que nous observons ici et à quel 
niveau il se situe : l’architecture du (S)N attributs, voire le (S)N tout court. Il est possible 
que le schéma [article défini + AS nom + de X] soit plus naturel en français qu’en 
néerlandais, qui, à son tour, accepte plus le schéma [déterminant zéro + AS nom + van X]. 
Or, pour le prouver, une étude contrastive s’impose de l’architure du SN en français et en 
néerlandais, une étude que nous ne pourrons pas mener ici. Ce qui contribue peut-être à 
ce contraste, c’est que, dans certains cas, le schéma [article défini + AS nom + de X] du 
français peut correspondre à un nom composé en néerlandais (sans modification), p. ex. 
membre du parlement - parlementslid. La variante néerlandaise ne serait donc pas reconnue 
comme un AS modifié. Pour l’ensemble des AS nominaux français après les copules 
prototypiques, nous estimons qu’au total, environ 10 % des exemples comportant une 
modification ‘génitive’503 (16 / 164) sont susceptibles (mais pas nécessairement) d’être 
traduits par un nom composé (‘écrit en un seul mot’) en néerlandais. Ce facteur pourrait 
donc jouer un rôle. A cela s’ajoute que le néerlandais peut dans certains cas également 
utiliser un génitif prénominal sans déterminant défini, par exemple si le génitif 
correspond à un nom propre : Jans auto vs la voiture de Jan. Environ 9 % des exemples 
français comportant une modification ‘génitive’ (15 / 164) pourraient en néerlandais 
donner lieu à un génitif prénominal sans déterminant qui précède. 
4. Du côté de la détermination « zéro », devenir et worden sont caractérisés par une 
surreprésentation très prononcée de la catégorie « non modifié ». Il a déjà été 
remarqué sous 7.1.1.2 que devenir et worden ont une tolérance plus élevée pour les 
noms nus (pour lesquels la modification est plus contrainte). A l’aide de l’analyse 
présentée ci-dessus, nous pouvons préciser qu’il s’agit principalement de noms 
nus non modifiés. Or, force est de constater que, contrairement à worden (et les 
autres copules prototypiques), devenir est également caractérisé par une 
surreprésentation pour la cellule « zéro + modifié ». Cela renforce le profil 
« nominal » de devenir, qui s’ouvre donc davantage aux noms nus modifiés (plus 
que worden). Rappelons que nous avons déjà observé sous 7.5.2.2 que devenir doté 
d’un AS nominal à déterminant « zéro » s’avère particulièrement compatible avec 
la modification adjectivale. La plus grande tolérance de [devenir + nom nu] à l’égard 
 
                                                     
503 Nous nous limitons aux catégories majoritaires « mod_prep-gen » et « mod_adj+mod_prep-gen », tous 
déterminants confondus. 
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des modificateurs du nom, ce qui s’observe moins avec worden, contribue donc à 
creuser la différence entre le néerlandais et le français. 
Afin d’illustrer l’importance du déterminant zéro pour devenir et worden, tant avec les 
noms nus modifiés que les noms nus non modifiés, nous fournissons le Tableau 82 suivant. 
Ce tableau donne le nombre d’exemples de corpus pour les AS nominaux à déterminant 
« zéro », par verbe et type de modification (cf. NOMBRE). Le nombre d’exemples de corpus 
est également converti en un pourcentage. Ce pourcentage est calculé par rapport au 
nombre total d’AS nominaux par verbe, en nous limitant aux déterminants 
« article_défini », « article_indéfini », « article_indéfini_covert » et « zéro ». 
 
Tableau 82 Pourcentage de cas pour les AS nominaux à déterminant « zéro » 
VERBE 
 
MODIFICATION NOMBRE POURCENTAGE 
DEVENIR modifié 33 17 % 
WORDEN non_modifié 19 17 % 
DEVENIR non_modifié 25 13 % 
WORDEN modifié 13 11 % 
ZIJN modifié 9 9 % 
BLIJVEN non_modifié 4 7 % 
DEMEURER modifié 5 5 % 
RESTER modifié 4 4 % 
DEMEURER non_modifié 3 3 % 
ETRE non_modifié 3 3 % 
BLIJVEN modifié 1 2 % 
ETRE modifié 2 2 % 
RESTER non_modifié 2 2 % 
ZIJN non_modifié 1 1 % 
 
Il est clair que devenir et worden occupent les premières rangées du tableau : cela 
confirme que les noms nus, modifiés et non modifiés, importent beaucoup pour ces deux 
verbes, par rapport aux autres verbes. De plus, on constate également que les noms nus 
modifiés (17 %) ont un poids légèrement plus important que les noms nus non modifiés 
(13 %) pour devenir. En revanche, on observe la tendance inverse pour worden : les noms 
nus non modifiés (17 %) sont plus importants que les noms nus modifiés (11 %). Cela 
illustre pourquoi devenir a une surreprésentation assez prononcée de noms nus modifiés, 
contrairement à worden. 
En conclusion, les points 2, 3 et 4 susmentionnés contribuent donc clairement à la sous-
représentation des AS nominaux modifiés (noms nus ou SN) que nous observons en 
néerlandais. En outre, cette section a démontré qu’il s’avère bien utile d’ajouter le facteur 
du type de détermination de l’AS nominal, en plus du verbe et du type de modification.  
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7.5.3 Les semi-copules françaises virer et passer : sur l’existence de deux 
modes de modification des noms nus 
Enfin, nous nous penchons sur la modification de l’AS nominal après virer et passer. Ce cas 
de figure est intéressant, parce que ces deux semi-copules françaises ont deux modes de 
modification de l’AS nominal opposés, ce qui nous apprend indirectement quelque chose 
sur le type d’AS avec lequel elles se combinent et sur quel modèle elle s’alignent.  
Commençons par dire que virer et passer ont des proportions d’AS nominaux modifiés 
assez comparables504. Voici le Tableau 83 qui le montre : 
 
Tableau 83 VERBE * MODIFICATION_ATTRIBUT (virer, passer et tourner) 
 modifié non_modifié total 
PASSER 18 (54,5 %) 15 (45,5 %) 33 (100 %) 
VIRER 31 (47,7 %) 34 (52,3 %) 65 (100 %) 
 
Or, la modification de leurs AS respectifs est d’une nature différente. Voici le mosaic 
plot (Pearson chi square = 25.04, df = 2, p < 0.001 / Cramér’s V = 0.57)505 qui le met en évidence, 
en nous limitant aux catégories les plus importantes : 
 
 
                                                     
504 Notons que le nombre total d’AS nominaux est relativement bas pour virer (65 / 400) et pour passer (33 / 305), 
comparé à certains autres verbes (demeurer : 124 / 400 ; devenir : 214 / 400). Les tendances quantitatives qui se 
dessinent ne sont donc pas forcément fiables en raison d’un échantillon relativement petit pour ce sous-
ensemble assez spécifique. 
505 Une cellule des six a une fréquence attendue inférieure à 5. 
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Figure 37 Association entre le verbe et la modification de l’attribut (AS nominaux ; passer, 
virer) 
 
Le Tableau 84 suivant montre que la modification adjectivale du nom nu est de loin le type 
de modification le plus important dans le cas [virer + AS nominal modifié] : 
 
Tableau 84 Types de modification de l’AS nominal de virer 
AS nominal modifié de virer Fréq. 
mod_adj 16 (52 %) 
mod_adv 4 (13 %) 
mod_nom-adj 3 (10 %) 
mod_prep-adj 2 (6 %) 
mod_prep-gen 2 (6 %) 
mod_autre 1 (3 %) 
mod_nom-adj+mod_relative 1 (3 %) 
mod_prep-gen+mod_adv 1 (3 %) 
mod_relative 1 (3 %) 
 
Par contre, passer a clairement un profil opposé, qui défavorise la modification 
adjectivale de son AS nominal.  
Dans la section 7.5.3.1 ci-dessous, nous nous concentrons surtout sur ces AS nominaux 
modifiés après virer qui représentent des types humains. Cette catégorie sémantique de 
l’AS compte beaucoup pour virer (cf. Lauwers et Van Wettere 2018) et permet très bien 
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d’illustrer les possibilités modificatrices assez libres de l’AS nominal après virer. En outre, 
cela nous permet de faire la comparaison avec passer, qui se combine également avec les 
AS types humains, sans toutefois disposer des mêmes possibilités modificatrices que virer 
(cf. 7.5.3.2). 
7.5.3.1 Virer + AS nominal modifié moins contraint, exprimant un ‘type humain’ 
Nous illustrons l’emploi [virer + AS nominal modifié - type humain] à l’aide de l’exemple 
suivant, comportant un type humain (stéréotypé) en position d’AS : 
(640) Je sens que je suis en train de < virer > vieux con, moi, avec mon combat (perdu d'avance) 
pour un minimum d'effort linguistique dans les forums et autres commentaires, […]. (SE) 
Puis, les deux d’exemples suivants montrent la créativité des locuteurs à inventer, à 
côté des types plus établis (cf. vieux con ci-dessus), des types moins communs, plus 
expressifs. Cette créativité constitue sans doute un des moteurs les plus forts de la 
modification de l’AS que nous observons dans notre échantillon. 
(641) Mais sinon, si tu ne veux pas < virer > version mollusque qui glandouille devant la télé 
comme moi, tu peux aller à la plage. (SE) 
(642) Il voulu ajouter un "femme" mais se ravisa, Giulia ayant peut être < virée > féministe-
qui-ne-s'épile-pas-les-dessous-de-bras durant les vacances, on ne sais jamais... (SE) 
Remarquons que les deux derniers exemples comportent une relative restrictive au 
sein de leurs AS (cf. « qui glandouille devant la télé », « qui-ne-s'épile-pas-les-dessous-de-
bras »). Ce type de relative qui fait partie de l’AS à nom nu, se passe obligatoirement 
d’éléments qui font référence à la situation d’énonciation comme moi, toi etc. (cf. 
ungrounded relative, Lauwers 2011b). Or, ce qui peut surprendre ici, c’est que le nom nu 
antécédent ne doit pas être adjectivisé (à l’aide d’un adverbe de degré) afin de rendre 
l’apparition d’une relative possible. Cela va à l’encontre de ce qui est observé pour la 
copule prototypique non mutative être, dans lequel cas l’adjectivisation du nom nu serait 
bel et bien nécessaire pour autoriser la relative :  
If it is true that ungrounded relative clauses can be tied up with type modification, 
it should be stressed that this kind of modification only appears in the case of 
contextually adjectivised bare nouns by means of a degree adverbial. (Lauwers 
2011b, 22, qui cite entre autres l’exemple « Nolwenn fait très ‘femme qui s’assume’, 
bien dans ses pompes ») 
Evidemment, les restrictions sur la modification du nom nu (en position d’AS) 
semblent à bien des égards plus importantes pour être que pour devenir. Cela s’avère 
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également être le cas pour ce type de relative au sein de l’AS. Cf. en guise de preuve les 
exemples suivants, avec [devenir + AS : nom nu + relative restrictive]506 : 
(643) Il est possible que nous puissions devenir escroc qui instruit, si nous ne sommes pas à 
l'occasion de faire le point sur ce que nous faisons ou si nous faisons la bonne chose. (SE, 
exemple externe à notre échantillon) 
(644) A cause de notre égoïsme, les choses humaines les plus belles - et parmi les premières 
nous pouvons citer le mariage - peuvent devenir tentations qui nous empêchent d'aller 
vers Dieu. (SE, exemple externe à notre échantillon) 
(645) Par l'aggravation de la crise mondiale qui relance la crise alimentaire, les peuples 
deviennent légions qui se moquent des libertés formelles si on leur assure le 
ravitaillement, un toit et le minimum syndical sanitaire. (SE, exemple externe à notre 
échantillon) 
Dans ce sens, le comportement de virer, autorisant, sans adjectivisation du nom nu, une 
relative restrictive au sein de son AS à nom nu, n’est pas sans précédent : il peut très bien 
s’appuyer sur le modèle de devenir. 
Dans le sillage de l’exemple virer vieux con mentionné ci-dessus, concentrons-nous 
maintenant sur la modification adjectivale du nom nu – type humain après virer. Etant 
donné qu’il est bien avéré que la modification adjectivale du nom nu – type humain après 
être est soumise à des restrictions assez sévères (cf. Lauwers 2011b pour plus de détails), 
nous avons effectué une recherche supplémentaire [virer + NOM – type humain + ADJ], 
purement exploratoire, dans le corpus Sketch Engine entier, afin d’acquérir une meilleure 
vue sur l’étendue des possibilités de modification adjectivale du nom nu – type humain 
dans le cas de virer (en plus des 16 exemples de modification adjectivale attestés pour virer 
dans notre propre échantillon). Le fruit de cette recherche est résumé dans le 
Tableau 85 suivant : 
 
 
 
 
 
 
 
 
 
 
 
                                                     
506 Dans certains cas, cela illustre également les possibilités modificatrices plus avancées du nom nu après 
certaines copules françaises, par rapport au néerlandais. Par exemple : Nous pouvons devenir escroc qui instruit. vs 
We kunnen oplichter *{die onderricht} worden (exemples construits). 
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Tableau 85 [virer + NOM – type humain + ADJ], quelques exemples supplémentaires 
(I) AS subtype objectif 
– l’adjectif désigne un 
subtype objectif du type 
exprimé par le nom 
1. Très vite, le titi parisien se fait blouson noir avant de virer poète 
libertaire. Depuis, Renaud a traversé le temps. (SE, exemple 
externe à notre échantillon) 
(II) AS subtype 
redondant  
– l’adjectif est (plus ou 
moins) contenu dans le 
nom et fait en quelque 
sorte double emploi 
avec celui-ci507 
–  continuum avec (III) 
2. Bon, voilà que je vire névrosée obsessionnelle maintenant, 
qu'est ce que c'est agaçant! (SE, exemple externe à notre 
échantillon) 
3. Peut-être ai-je viré foodista fashioniteux ou je ne sais quoi ? (SE, 
exemple externe à notre échantillon) 
4. Ce n'est que lorsque Morfinn lui fit remarquer que s'il continuait 
de la sorte, il virerait loque pitoyable - ce qu'il savait 
parfaitement – et […]. (SE, exemple externe à notre 
échantillon)508 
(III) AS stéréotype 
(négatif) plus recherché 
–  l’AS tend vers une 
caractérisation 
individuelle du sujet (au 
lieu d’un cliché bien 
établi dans la société) 
5. Tu n'as pas encore viré groupie hystérique quand même ? (SE, 
exemple externe à notre échantillon) 
6. Ces racailles ont choisi comme QG, le club de base-ball auquel ils 
appartenaient avant de virer petits merdeux qui frappent tout 
le monde. (SE, exemple externe à notre échantillon) 
7. Magie du cinéma : la presque fillette ethnologique du début 
peut virer nymphette très dénudée, voire femme fatale ; c'est 
une question de cadre et d'éclairage. (SE, exemple externe à 
notre échantillon) 
8. Chirac est en train de virer papy actif de la nation, et cela n'est 
pas pour lui déplaire. (SE, exemple externe à notre échantillon) 
9. Fini la nuit du bombardier de Brussolo, j'ai attaqué la Ferme des 
animaux d'Orwell... Troisième bouquin sur 3 qui ne me parle 
pas... Suis-je en train de virer lectrice acrariatre-intransigeante 
[sic] ?... Je veux un coup de cœur!!! (SE, exemple externe à notre 
échantillon) 
 
Parmi les catégories discernées dans le Tableau 85 supra, la catégorie (III) est la 
catégorie la plus notable. Etant donné que les stéréotypes exprimés en position d’AS sont 
susceptibles de devenir tellement ad hoc que l’AS tend vers une caractérisation 
individuelle du sujet (au lieu d’un cliché bien établi dans la société), cela ouvre un éventail 
très riche de possibilités de modification adjectivale du nom nu. De nouveau, virer semble 
pouvoir s’appuyer dans la plupart des cas sur le modèle de devenir, cf. par exemple l’AS 
petit con prétentieux qui se combine à la fois avec virer et devenir : 
 
                                                     
507 Cf. Lauwers 2011b : « […] these modifiers are possible because they are already somehow present (stored) in 
the lexico-semantic structure of the head noun ». 
508 Le substantif loque est couramment utilisé pour désigner un type humain : « Bref, activez-vous, ça vous évitera 
de vous énerver seul(e) et sans raison, et vous empêchera de devenir une loque ! » (Google). 
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(646) Faut garder la foi et le moral, rester soi même et ne pas virer petit con prétentieux 
parisianiste. (Google) 
(647) Bon ! faut pas devenir petit con prétentieux non plus lo (Google) 
Ces possibilités vont au-delà de ce qui est possible pour être, cf. ???Il est prof 
intransigeant. Evidemment, les noms nus après virer ne correspondent généralement pas 
à des statuts (par exemple les noms de métier), comme c’est souvent le cas pour être. Au 
contraire, virer se construit d’habitude avec des types humains détrimentaux qui 
expriment une appréciation négative du sujet et qui ne peuvent donc pas être interprétés 
comme un statut officiel / neutre. Logiquement, on peut s’attendre à ce que ce dernier 
type d’AS permette plus de modification adjectivale que les AS statuts après être, qui se 
limitent le plus souvent à des adjectifs classifiants (par exemple handicapé mental). 
7.5.3.2 Passer et la modification contrainte du nom nu ‘type humain’ 
Maintenant que le lecteur dispose d’une vue plus claire sur le comportement de virer, 
consacrons encore quelques mots à passer, qui, contrairement à virer, n’est pas caractérisé 
par une surreprésentation d’AS nominaux modifiés509. Nous estimons que [passer + AS 
nominal] est moins compatible avec la modification adjectivale de l’AS que [virer + AS 
nominal]510. Pourtant, les deux verbes attributifs se combinent avec des types humains 
(nominaux). Or, comme nous allons le voir, le type humain avec lequel passer se combine, 
correspond le plus souvent à un statut humain officiellement reconnu, d’un degré 
supérieur dans la hiérarchie sociale (et, par conséquent, d’une certaine autorité), comme 
président dans l’exemple de corpus suivant :  
(648) Mais si Bush fils est < passé > president c'est comme même grâce à eux. (SE) 
(649) ?Bush fils est passé vieux président. /vs/ virer vieux play-boy ; virer vieux con etc. 
Etant donné qu’il s’agit donc d’un (quasi-)titre en position d’AS, les possibilités de 
modification adjectivale deviennent plus réduites par rapport à virer, dont nous avons 
souligné l’expressivité de ses types humains en position d’AS, qui (en principe) ne 
correspondent pas à des titres officiels (cf. p. ex. virer vieux con etc. vs ??virer président)511. 
 
                                                     
509 Evidemment, le nombre d’AS nominaux de passer (33) est encore plus réduit que dans le cas de virer, ce qui 
fait que la prudence est de mise : on aurait besoin d’un échantillon plus large pour aboutir à des conclusions 
plus fermes. 
510 Toutefois, remarquons que, de façon générale, la proportion d’AS modifiés (toutes catégories 
morphosyntaxiques de l’AS confondues) est plus importante pour passer que pour virer (cf. le mosaic plot au début 
de la section 7.5). 
511 Cela n’implique pas pour autant qu’il n’y aurait pas de recoupement possible entre passer et virer, par exemple 
pour les noms de conviction (idéologique), cf. :  
• « Tu vas officiellement passer féministe :D » (Google)  
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En effet, un seul exemple, témoignant d’un langage très relâché, contient une 
modification adjectivale de l’AS nominal après passer :  
(650) Comme ça dés qu'un de nous agne quelques chose, il < passe > dernier looteur512 et le 
roulement s'effectu comme ça. Le premier looteur redeviendra premier looteur que 
quand tout les démo auront gagner quelques choses... (SE) 
Evidemment, cela n’exclut pas pour autant la modification tout court, cf. la 
modification prépositionnelle en spoliation des terrains dans cet exemple, qui correspond, 
non sans ironie, à une sorte de titre officiel : 
(651) Au Katanga, nombreux disent de lui qu'il est < passé > maître en spoliation des terrains. 
(SE) 
En conclusion, le caractère plus officiel (un titre d’un degré supérieur) de l’AS nominal 
après passer entraîne une différence au niveau de la modification adjectivale de l’AS par 
rapport à virer. Il nous semble que passer, en tant que verbe de changement d’état, s’aligne 
sur la copule prototypique non mutative être, dont l’AS à nom nu est également, 
généralement, un statut (cf. les noms de profession, p. ex. Il est professeur à l’université)513, 
avec des contraintes spécifiques pour ce qui est de la modification. 
7.6 La gradabilité des AS adjectivaux 
Dans cette section, nous passons du sujet de la modification de l’AS à la gradabilité des AS 
adjectivaux. D’un certain point de vue, la modification et la gradabilité sont liées, dans la 
mesure où la gradabilité de l’AS est une condition nécessaire afin que différents types de 
modification soient possibles. Pensons par exemple à la modification par le biais des 
adverbes de degré (cf. la variable GRADATIF_NORME) ou des comparatifs comme [plus X] 
 
                                                     
• « Alors si les femmes commencent à […], je sens que Daddy Soon va virer féministe. » (Google) 
Evidemment, féministe après passer tient plus du titre officiel (cf. officiellement dans l’exemple). Or, il n’empêche 
qu’on trouve aussi des exemples de passer féministe pour lesquels la connotation est plus négative, d’où une 
proximité avec l’orientation détrimentale de virer (Lauwers et Van Wettere 2018), cf. […] « puis je sais pas je me 
suis fait influencé et je suis passé féministe radical » (Google, cf. aussi Lauwers 2011b à propos des adjectifs de 
renforcement / emphasizing adjectives comme pur, radical etc.). Il va de soi que les frontières entre ces semi-
copules sont assez poreuses, cf. aussi la partie consacrée à la productivité. 
512 Cela correspond à un statut très spécifique dans un jeu vidéo. 
513 Rappelons que être est néanmoins caractérisé par une surreprésentation d’AS nominaux modifiés. 
Evidemment, l’AS nominal d’être comporte à la fois des SN et des noms nus, si bien que ce constat n’infirme pas 
notre hypothèse concernant l’équilibre proportionnel entre AS modifiés et AS non modifiés pour passer. 
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(cf. la variable COMPARATIF). Dans ce sens, la gradabilité est un trait qui subsume un 
certain nombre d’autres phénomènes, déjà traités supra (voir en particulier la section 7.3). 
La gradabilité de l’AS adjectival est abordée à l’aide de la variable ATTR_ADJ_GRAD, qui 
sera évaluée à l’aune des différences inter-verbales, et qui fera apparaitre un corollaire 
de l’opposition mutatif vs non mutatif. Notons que nous n’avons pas annoté les adjectifs 
relationnels – catégorie mineure en position d’attributive (Goes 1999, Nowakowska 2004 
etc.) – séparément, y préférant un niveau de granularité plus maniable en termes 
d’effectifs. Voici le mosaic plot qui mesure le taux d’AS adjectivaux gradables et non 
gradables par verbe : 
 
Figure 38 Association entre le verbe et la gradabilité de l’attribut adjectival 
 
Voici le Tableau 86 correspondant qui contient les chiffres bruts : 
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Tableau 86 VERBE * ATTR_ADJ_GRAD 
 gradable non_gradable 
BLIJVEN 168 79 
DEMEURER 151 64 
DEVENIR 125 35 
ETRE 160 82 
GAAN 24 50 
KOMEN 2 12 
PASSER 117 14 
RAKEN 214 58 
RESTER 161 58 
TOMBER 165 50 
TOURNER 11 2 
VALLEN 19 1 
VIRER 142 39 
WORDEN 199 41 
ZIJN 151 78 
 
Ce qui saute aux yeux, c’est que les copules prototypiques non mutatives être et zijn 
sont caractérisés par une surreprésentation d’AS adjectivaux non gradables514. Notons 
que ce même résultat vaut également, dans une moindre mesure, pour les autres copules 
prototypiques non mutatives blijven et demeurer (à l’exception de rester). Du côté des semi-
copules, on s’aperçoit que gaan détonne, avec également une surreprésentation d’AS 
adjectivaux non gradables. La combinaison [verbe + AS pseudo-participial] à valeur non 
mutative gepaard/gemoeid gaan y joue un rôle important (19 sur un total de 50 AS 
adjectivaux non gradables). En revanche, la plupart des semi-copules, ainsi que les 
copules prototypiques mutatives worden et devenir, sont caractérisées par une 
surreprésentation d’AS adjectivaux gradables. En particulier, worden se caractérise par 
une sous-représentation assez prononcée d’AS adjectivaux non gradables. En conclusion, 
la mutativité semble être un facteur important : les verbes attributifs non mutatifs 
préfèrent les AS non gradables et les verbes attributifs mutatifs préfèrent les gradables. 
C’est que le changement d’état est souvent (mais pas toujours) accompagné d’un 
processus progressif de changement, ce qui présuppose déjà la gradabilité de l’AS : on 
peut devenir petit à petit Adj (cf. aussi 7.2.2.3, où il est mis en avant que la gradabilité de 
l’AS participe rend la combinaison avec devenir plus facile). Par contre, ‘être quelque chose 
petit à petit’ n’a pas de sens : 
(652) Petit à petit, il est en train de devenir fou. (exemple construit) 
 
                                                     
514 Les AS adjectivaux ‘participiaux’, combinables avec zijn et être, y contribuent également. Le rapport entre la 
participialité et la gradabilité de l’AS adjectival est examiné dans la section 7.2.2.3. 
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(653) *Petit à petit, il est en train d’être fou. (exemple construit) 
En même temps, il faut relativiser cette généralisation qui se base sur la mutativité. 
Dans l’ensemble, les différences entre les verbes s’avèrent assez insignifiantes (cf. par 
exemple le non mutatif rester vs le mutatif tomber515), étant donné que les sous- et 
surreprésentations sont en général peu prononcées. 
Parmi les verbes qui diffèrent le plus du reste, nous discernons tout d’abord les verbes 
gaan, komen et passer. Or, gaan et komen ont de toute façon peu d’AS adjectivaux (ce qui fait 
que les tendances sont peut-être moins fiables) et passer est largement dominé par une 
seule combinaison [verbe + AS] passer inaperçu. Ces exceptions ne sont donc pas très 
informatives pour établir des généralisations, car elles se basent sur une type et/ou token 
frequency d’AS adjectivaux assez réduite. 
Les résultats les plus prononcés concernent les verbes être, zijn (surreprésentation de 
la catégorie « non gradable ») et worden (sous-représentation de la catégorie « non 
gradable »). Ces copules prototypiques diffèrent clairement du reste. L’opposition [non 
mutatif vs mutatif] se fonde donc essentiellement sur l’opposition entre [être / zijn vs 
worden]. Rappelons que nous avons déjà remarqué sous 7.3 que worden est caractérisé par 
une surreprésentation très prononcée de l’AS comparatif, qui est, par définition, gradable. 
7.7 La définitude du sujet 
Enfin, nous abordons la dernière variable qui témoigne, dans le croisement avec la 
variable VERBE, d’une taille de l’effet supérieure à 0.20. Nous passons du côté du sujet, 
pour examiner la variable SUJET_DEFINITUDE, qui explore la définitude du sujet. 
Attention, il s'agit du support de la prédication (réalisé formellement au sein de la même 
phrase) et non pas du sujet grammatical au sens strict516. Rappelons ici comment cette 
variable a été encodée (cf. aussi le chapitre 6), car les deux catégories « défini » et 
« indéfini » de cette variable subsument chacune une série de catégories plus précises, 
qui proviennent de la variable source SUJET_CAT_1, comme spécifié dans le Tableau 87 
suivant :   
 
                                                     
515 Notons que les AS dans les combinaisons tomber amoureux et tomber malade ont été annotés comme gradables 
(p. ex. tomber éperdument amoureux), même si le comparatif passe difficilement (cf. la section 7.3). Par contre, l’AS 
enceinte (< tomber enceinte) a été encodé comme non gradable. 
516 A l’exception de la construction impersonnelle, où nous avons encodé le pronom impersonnel il/ce/het 
comme sujet, cf. infra. 
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Tableau 87 Encodage de la variable SUJET_DEFINITUDE 
Définitude Catégories plus précises 
défini SN_défini, pronom_personnel/démonstratif, nom_propre, infinitif_substantivé 
indéfini SN_indéfini517, SN_interrogatif, pronom_interrogatif, pronom_indéfini, SN_négation, 
pronom_numéral, pronom_négation 
 
Il est également important de rappeler ici que ces catégories ont été encodées à partir 
de caractéristiques formelles (p. ex., le type de déterminant), sans tenir compte 
d’éventuels effets sémantiques contextuels. En outre, une partie infime des sujets définis 
et indéfinis (1 % de (53 / 4691)) apparaît dans une construction présentative particulière 
du néerlandais impliquant le présentatif er, qui n’est pas remplaçable par het. 
Contrairement à la construction impersonnelle avec le sujet grammatical het, auquel cas 
het a été encodé comme sujet, nous n’avons pas encodé le présentatif er comme sujet, mais 
bien le support qui suit, d’autant plus qu’en néerlandais, ce sujet ‘sémantique’ s’accorde 
aussi avec le verbe impersonnel, à l’instar d’un verbe personnel (cf. er gaan 2 nieuwe 
werelden voor je open). Par exemple, dans le cas suivant, een nieuwe wereld a été identifié 
comme sujet et non pas er : 
(654) […] en je zult zien er < gaat > een nieuwe wereld voor je open. (SE) 
Dans cette construction particulière comportant er (cf. la variable IMPERSONNEL_1), 
le sujet est toujours indéfini (41), ce qui correspond parfaitement à la fonction d’une 
construction présentative, qui est d’introduire de nouvelles informations. Etant donné 
que ce cas de figure est très marginal, il ne devrait pas exercer un biais très prononcé pour 
le néerlandais vers les sujets indéfinis. 
La partie qui suit est structurée de la manière suivante. D’abord, nous aborderons la 
définitude pour l’ensemble des sujets (cf. 7.7.1), qui fera apparaître une différence 
typologique majeure entre l’expression de la généricité au niveau du sujet. Puis, nous 
nous concentrerons sur un sous-ensemble particulier des sujets indéfinis, à savoir les 
sujets SN indéfinis à interprétation spécifique (cf. 7.7.2). C’est que dans la littérature 
spécialisée, ce sous-ensemble est parfois avancé comme un critère de copularité. 
 
                                                     
517 En guise de clarification, remarquons que l’étiquette SN_indéfini regroupe 82 sujets néerlandais introduits 
par l’article indéfini een et 51 sujets français introduits par l’article indéfini un(e), sur un total de 464 exemples. 
En d’autres termes, cette étiquette ratisse plus large que seul l’article indéfini singulier. 
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7.7.1 La définitude du sujet 
Dans cette section, nous effectuons l’analyse bivariée [VERBE * SUJET_DEFINITUDE] pour 
l’ensemble des sujets. Voici le mosaic plot qui fournit les résultats du croisement des 
variables VERBE * SUJET_DEFINITUDE :  
 
 
Figure 39 Association entre le verbe et la définitude du sujet 
 
Nous y rattachons également le Tableau 88, qui comporte les chiffres bruts 
correspondants : 
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Tableau 88 VERBE * SUJET_DEFINITUDE 
 défini indéfini 
BLIJVEN 283 48 
DEMEURER 322 19 
DEVENIR 293 13 
ETRE 315 26 
GAAN 275 60 
KOMEN 219 104 
PASSER 211 23 
RAKEN 282 68 
RESTER 318 11 
TOMBER 287 36 
TOURNER 137 11 
VALLEN 269 70 
VIRER 316 20 
WORDEN 287 35 
ZIJN 265 57 
 
Pour chaque verbe, la catégorie « sujet indéfini » est, d’une façon absolue, minoritaire 
par rapport à la catégorie « sujet défini ». En ce qui concerne la sous- ou la 
surreprésentation des catégories « défini » et « indéfini », nous pouvons établir les 
conclusions suivantes518 :  
− Les verbes attributifs néerlandais, à l’exception de worden, se caractérisent par une 
surreprésentation de sujets indéfinis. En particulier, komen et vallen se distinguent 
par une surreprésentation de sujets indéfinis très prononcée.  
− Par contre, les verbes attributifs français se caractérisent tous par une sous-
représentation de sujets indéfinis. 
Tout porte donc à croire qu’il s’agit ici principalement d’une différence typologique 
entre le néerlandais et le français. Afin d’offrir une vue d’ensemble qui juxtapose les deux 
langues, nous ajoutons également le mosaic plot suivant (Pearson chi square = 157.94, df = 1, 
p < 0.001 / Cramér’s V = 0.18), qui explore l’association entre la langue et la définitude du 
sujet : 
 
 
 
                                                     
518 Remarquons que ce résultat est toujours valide sans les exemples qui instancient la construction 
impersonnelle. Ainsi, nous sommes en mesure d’exclure l’influence de la construction présentative particulière 
du néerlandais impliquant le présentatif er. 
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Figure 40 Association entre la langue et la définitude du sujet 
 
Voici le Tableau 89 qui fournit les chiffres bruts :  
 
Tableau 89 LANGUE * SUJET_DEFINITUDE 
 défini indéfini 
FRANÇAIS 2199 159 
NEDERLANDS 1880 442 
 
Nous pouvons conclure que la même tendance, à savoir une surreprésentation des sujets 
indéfinis en néerlandais par rapport au français, émerge de cette vue d’ensemble. 
Alors, comment expliquer cette différence entre le néerlandais et le français ? La 
réponse réside dans une différence entre les deux langues au niveau de la détermination 
des sujets nominaux génériques. Cf. cette citation provenant de Lyons 1999 :  
Another striking observation is that the definite article seems to have a much wider 
range of use in French than in English, for example. The main reason for this 
impression is that generic noun phrases (those denoting a whole class or mass 
rather than an individual member, a plurality of members, or a part) tend to take 
the definite article in the former language but not in the latter. [...] For the moment 
it will suffice to note that there are many languages like French in which generics 
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take definite form, and many like English in which they are typically bare. (Lyons 
1999, 51) 
Comme en anglais, les noms massifs et les noms comptables au pluriel sont dépourvus 
de déterminant en néerlandais. Par conséquent, ces sujets ont été classifiés comme des 
SN indéfinis. Voici quelques exemples : 
 
Exemples à sujet massif  
(655) Geld < komt > misschien wel op de tweede plaats. (SE) 
(656) Technologie mag echter nooit in de plaats < komen > van zorg en menselijk contact. (SE) 
(657) […] kan dan ook heel bijbels zijn, b.v. waar geneeskunde gepaard < gaat > met bijbels 
pastoraat. (SE) 
(658) Voorkom dat gras verontreinigd < raakt > door het te laat aanwenden van drijfmest. (SE) 
(659) Op lange termijn wordt er verwacht dat hernieuwbare energie zoals wind-, water- en 
zonne-energie de belangrijkste energiebron < wordt > . (SE) 
Exemples à sujet comptable pluriel 
(660) Mensen < blijven > onze inspiratie- en bestaansbron! (SE) 
(661) Fusies en samenwerkingsverbanden worden aan de lopende band aangekondigd, 
luchtvaartmaatschappijen < gaan > in recordtempo failliet, ontslagen beginnen al te 
vallen en hier en […]. (SE) 
(662) Kinderen < gaan > regelmatig aan de haal met vuurwerk dat niet is afgegaan en kunnen 
zich hieraan ernstig verwonden. (SE) 
(663) Gebeurtenissen uit heden, verleden en toekomst kunnen met elkaar in botsing < komen 
>. (SE) 
(664) Vertrouwde zekerheden < vallen > weg en de complexiteit neemt met de dag toe. (SE) 
(665) Op welke manier < raken > studenten geïnspireerd en welke kennis hebben ze hiervoor 
nodig? (SE) 
Contrairement au néerlandais, le français préfère dans ces deux cas de figure l’article 
défini (< SN défini). Evidemment, cette opposition typologique concernant la 
détermination des sujets nominaux génériques entraîne un déséquilibre quant au nombre 
de SN définis et de SN indéfinis pour les deux langues. Cf. le Tableau 90519 suivant, où les 
sujets SN définis représentent une part plus grande en français qu’en néerlandais, tandis 
que les sujets SN indéfinis représentent une part plus grande en néerlandais qu’en 
français :    
 
 
                                                     
519 Les totaux pour le français (2358) et le néerlandais (2322) font la somme des sujets définis et indéfinis par 
langue (cf. le Tableau 89). 
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Tableau 90 Catégories du sujet en français et en néerlandais 
 français néerlandais 
SN défini 47,8 % (1126 / 2358) 36,4 % (845 / 2322) 
SN indéfini 4,2 % (99 / 2358) 15,7 % (365 / 2322) 
pronom_personnel/démonstratif 38,1 % (898 / 2358) 36,0 % (837 / 2322) 
nom_propre 7,4 % (175 / 2358) 8,0 % (184 / 2322) 
 
Remarquons que les pourcentages de deux autres catégories du sujet importantes, 
« pronom_personnel/démonstratif » et « nom_propre », sont, quant à elles, très 
comparables pour les deux langues. 
7.7.2 Sujet SN indéfini à interprétation spécifique 
Si le biais vers l’indéfini s’explique par une différence typologique concernant la 
généricité au niveau du SN en général, il n’en est pas de même lorsqu’il s’agit de 
l’indéfinitude spécifique, qui est plus intéressante pour l’étude des verbes attributif. En 
effet, cet aspect mérite d’être examiné de plus près, car un des critères de copularité 
avancés dans la littérature porte sur la définitude du sujet. Le critère stipule que le sujet 
SN indéfini à interprétation spécifique520 (non partitive521) est impossible pour les verbes 
attributifs, une contrainte qui ne s’appliquerait pas à d’autres types de verbes (cf. Un 
cheval hennit, Riegel 1985, 119). Cf. à ce propos Lauwers 2008, qui cite Riegel 1985 :  
Riegel (1985: 119–122) signale que les attributs adjectivaux et nominaux ne 
prennent jamais un SN sujet indéfini à interprétation spécifique: 
 
*Un homme était {gourmand/(un) médecin}.522 
 
 
                                                     
520 Dans la suite de Riegel 1985 et Lauwers 2008, nous nous occupons uniquement du sujet indéfini singulier. 
521 Cf. par exemple l’interprétation partitive d’un homme dans l’exemple suivant : [en parlant d’un groupe 
d’hommes] Un homme est médecin, trois autres sont des boulangers. (exemple construit). Remarquons que la 
phrase Un homme est médecin reçoît, hors contexte, difficilement une interprétation spécifique ou générique. De 
façon générale, la frontière entre spécifique et partitif est parfois assez floue. 
522 Remarquons que cet exemple, issu de Lauwers 2008, juxtapose une propriété permanente adjectivale (cf. 
gourmand) et un état temporaire nominal (cf. médecin). Cela suggère que la contrainte de l’indéfinitude non 
spécifique fonctionnerait à la fois pour les individual-level predicates et les stage-level predicates. Le test [pendant X] 
permet de constater la difference entre gourmand et médecin. On peut difficilement dire : ??Pierre est gourmand 
pendant cette période (exemple construit). Quelqu’un qui est gourmand, le reste en principe pendant toute sa vie. 
Evidemment, le contexte joue également un rôle. Ainsi, l’exemple suivant est bel et bien acceptable : Pierre est 
très gourmand de poésie pendant cette période (exemple construit). A l’opposé de gourmand, médecin peut facilement 
être interpété comme un état temporaire hors contexte : Pierre est médecin pendant cette période (exemple 
construit). Pierre peut très bien exercer encore d’autres métiers pendant sa vie.  
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Cette contrainte, qui n’existe pas avec d’autres types de verbes, ni avec d’autres 
types de compléments (p.ex. locatifs et temporels), s’expliquerait par le fait que la 
prédication de propriétés internes au sujet ne peut pas assurer l’ancrage référentiel 
du sujet indéfini (cf. Riegel 1985, 119‑21, qui se réfère e.a. à Kleiber). 
 
Il n’est pas clair si le terme propriétés internes au sens de Riegel 1985 fait référence aux 
individual-level predicates (= propriétés permanentes, p. ex. Il est intelligent.), qui se 
distinguent alors des stage-level predicates (= états temporaires, p. ex. Il est fatigué)523.  Voici 
une citation issue de Riegel 1985 qui suggère que cette interprétation du terme est 
erronée : 
Comme l’adjectif attribut du sujet exprime une propriété conçue comme interne au 
sujet, il n’implique aucun rapport avec l’univers de discours et, à plus forte raison, 
ne permet pas de relier son sujet à l’univers de discours. (Riegel 1985, 122) 
Riegel 1985 parle donc de l’adjectif AS en général. En même temps, tous les exemples 
cités dans Riegel 1985 concernent des propriétés permanentes (grand, fort, mince, chauve, 
gourmand), ce qui laisse croire que Riegel 1985 parle, dans les faits, essentiellement de ce 
type d’adjectif. Or, la distinction entre individual-level predicates et stage-level predicates est 
clairement opérée dans Lyons 1999, qui montre que la contrainte de l’indéfinitude non 
spécifique du sujet ne vaudrait pas pour les adjectifs du stage-level  :  
Milsark (1977) notes that indefinite or weak noun phrases can occur as the subjects 
of predicates that assign states, but not of predicates that assign properties : 
(49) a. A man is injured.524  / b. A man is drunk. 
(50) a. *A man is intelligent.525 / b. *A man has red hair.526   
A man here must, of course, be interpreted non-generically. Strong noun phrases 
are not restricted in this way: The/Every man is drunk, The/Every man has red hair. 
(Lyons 1999, 249) 
L’impossibilité du sujet SN indéfini à interprétation spécifique (non partitive) serait 
donc uniquement d’application si l’AS désigne une propriété permanente (cf. *A man is 
intelligent.) et non pas un état temporaire (cf. A man is injured.). Cf. aussi les exemples 
français et néerlandais suivants, qui corroborent cette observation : 
 
                                                     
523 Cf. Carlson 1977, qui a introduit la distinction entre individual-level predicates et stage-level predicates. 
524 Cette phrase, qui se rencontre fréquemment dans les descriptions d’accidents, est peut-être plus facilement 
jugée acceptable qu’une phrase comme A man is furious (furious = état temporaire), sans doute moins commune. 
Par conséquent, la distinction individual level vs stage level est peut-être trop grossière. 
525 Evidemment, si le sujet SN indéfini prend incontestablement un sens générique, la phrase devient acceptable, 
cf.: A man is intelligent, whereas a woman is sensitive. 
526 Cet exemple suggère que cette contrainte s'applique donc aussi à des verbes non copules comme to have. 
Ainsi, le critère ne fonctionne plus exclusivement comme un outil de reconnaissance de verbes attributifs.   
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(666) Un homme est en état de choc après avoir découvert, sur des images prises par sa caméra 
de vidéosurveillance placée au-dessus d'une route juste devant chez lui, une silhouette 
fantomatique … (Google) 
(667) Een man is gewond en jij hebt het over de solden ?! (exemple construit) 
Ce qui semble être déterminant, c’est de pouvoir lier la phrase à un évènement concret 
et localisable dans le temps. Dans le cas des verbes d’action (cf. hennir ci-dessus, travailler, 
manger etc.), le verbe en soi suggère déjà fortement (mais pas nécessairement) 
l’occurrence d’un évènement concret et localisable dans le temps et, par conséquent, une 
interprétation spécifique du sujet SN indéfini. Tel n’est pas le cas pour être/zijn. Ici, c’est 
surtout l’AS après être/zijn qui joue un rôle. Si cet AS est stage-level, un type d’AS qui est, 
contrairement à l’AS individual-level, temporellement délimitable, il s’ensuit que 
l’ensemble [être/zijn + AS] se rapproche d’un évènement localisable dans le temps. 
Corollairement, le sujet SN indéfini est dans ce cas plus susceptible de recevoir une 
interprétation spécifique. Ainsi, le verbe d’action (cf. marcher dans l’exemple X) et la 
combinaison [être + AS stage-level] (cf. être blessé dans l’exemple X) se conduisent 
similairement hors contexte, avec à chaque fois une interprétation spécifique du sujet SN 
indéfini, cf. :   
(668) Un homme est blessé.527 (exemple construit ; verbe attributif) 
(669) Un homme marche dans la rue. (exemple construit ; verbe non attributif) 
Cette interprétation par défaut peut être transformée en une interprétation générique 
en ajoutant du contexte :  
(670) Un homme est toujours blessé, si son partenaire le quitte. (exemple construit) 
(671) Un homme marche dans la rue, une femme court dans la rue. (exemple construit) 
A côté de la distinction entre individual-level predicates et stage-level predicates, d’autres 
facteurs qui rendent (plus) acceptable le sujet SN indéfini à interprétation spécifique (non 
partitive), semblent également entrer en ligne de compte. Tout d’abord, nous pensons au 
choix du verbe attributif. Dans Lauwers 2008, la phrase un homme était médecin est jugée 
inacceptable. Par contre, pour la combinaison [devenir + nom de métier (p. ex. médecin, 
président528 etc.)], tant l’interprétation générique que l’interprétation spécifique du sujet 
SN indéfini sont possibles, d’après le contexte529 :  
 
                                                     
527 Logiquement, un état prototypiquement temporaire comme blessé a plus de mal à être interprété comme la 
condition ‘par défaut’ de l’espèce humaine. 
528 Remarquons que, dans ce cas, l’unicité de la fonction présidentielle est également susceptible de contribuer 
à l’interprétation spécifique du sujet. 
529 Remarquons que cela vaut également pour worden. 
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(672) Interprétation générique du sujet SN indéfini : Un homme devient médecin s’il a les 
compétences requises pour exercer cette fonction. (exemple construit) 
(673) Interprétation spécifique du sujet SN indéfini : [titre d’un journal] Un homme devient 
dresseur de Pokémon à plein temps (Google) 
Par rapport à être, il se peut que le sens plus événementiel de devenir ('une 
transformation qui a lieu’) légitime le sujet SN indéfini à interprétation spécifique. Cette 
observation ouvre la possibilité que les verbes attributifs se comportent différemment 
par rapport à ce critère de l’indéfinitude du sujet (devenir → être). Du point de vue de la 
comparaison des verbes attributifs que nous effectuons ici, c’est un constat majeur. 
Deuxièmement, si le sujet SN indéfini spécifique est accompagné de modificateurs qui 
augmentent la probabilité que le sujet soit ancré dans la situation énonciative, la phrase 
attributive devient acceptable, même en cas d’un AS dénotant une propriété permanente 
(= individual-level). Cf. par exemple les phrases suivantes, où les sujets indéfinis sont 
modifiés (cf. door jou gescreende, in onze straat, avec qui j’ai vécu pendant dix ans, que je connais 
très bien et qui habite dans ma rue)530 :  
(674) We hebben moeten vaststellen dat een door jou gescreende werknemer een psychopaat 
blijkt te zijn. (exemple construit) 
(675) Een boom in onze straat is zichtbaar heel oud en waardevol en toch willen ze hem 
omhakken. (exemple construit) 
(676) Un homme avec qui j’ai vécu pendant dix ans est handicappé maintenant. (exemple 
construit) 
(677) ?Il n’y a plus d’hommes attentionnés ! – Je dois te contredire, Sarah. Par exemple, un 
homme que je connais très bien et qui habite dans ma rue est extrêmement attentionné. 
Tu devrais le rencontrer un jour ! (exemple construit) 
Notons que Riegel 1985 ne prend pas en considération ce type de phrases 
contextualisées. L’inacceptabilité de *Un homme est intelligent. (à sujet SN indéfini 
spécifique) proviendrait alors du fait que l’interprétation générique s’impose dans ce cas 
hors contexte tellement comme l’interprétation par défaut qu’une interprétation 
spécifique du sujet n’est plus possible, faute de modification du sujet qui prouve le 
contraire. Ainsi, il nous semble que l’(in)acceptabilité du sujet SN indéfini spécifique est 
plus tributaire de la sémantique et d’effets contextuels qu’elle ne dépend du type de verbe 
(morphosyntaxique), copule ou non.   
En outre, nous aimerions mettre en exergue deux parallélismes entre les verbes 
attributifs et les verbes non attributifs face à la contrainte de l’indéfinitude non 
spécifique, qui, rappelons-le, ne devrait pas s’appliquer à « d’autres types de verbes (= les 
 
                                                     
530 Notons que ces exemples sont déjà proches de la partitivité : le référent fait partie d’un ensemble déjà 
identifié. 
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verbes non attributifs) » (cf. Riegel 1985, Lauwers 2008 supra). Premièrement, force est de 
constater que certains verbes non attributifs sont également régis par cette contrainte. Il 
s’agit de verbes d’état au sens large, dont le complément est toutefois communément 
analysé comme un COD (et non pas comme un AS). Le tout [verbe + COD] est interprété 
sémantiquement comme [sujet non spécifique + assignation d’une propriété au sujet], à 
l’instar des exemples attributifs ci-dessus. Par exemple :  
(678) ???Un homme adore les spaghettis. / ???Een man houdt van spaghetti. (exemples 
construits) 
(679)  ???Un homme a beaucoup de capacités. / ???Een man heeft veel capaciteiten. (exemples 
construits, cf. l’exemple A man has red hair dans Milsark 1977 supra) 531 
Le critère ne permet donc pas de cerner univoquement le groupe des copules et semble 
ainsi beaucoup moins discriminatoire qu’un autre critère de copularité (binaire) comme 
la pronominalisation de l’AS par le/het/dat532. 
Secondement, on constate que les copules être/zijn et les verbes d’action réagissent de 
la même façon au présentatif er / il y a en cas d’un sujet SN indéfini à interprétation 
spécifique : dans les deux cas, l’acceptabilité de la phrase s’améliore si on ajoute un 
présentatif533. Nous ajoutons dans les deux conditions kijk / regarde, qui devrait également 
induire une interprétation spécifique du sujet, par le biais d’un ancrage dans la situation 
énonciative. Cf. pour zijn / être :  
(680) Sans présentatif : ?Kijk, een kind is gewond. (exemple construit) 
(681) Avec présentatif : Kijk, er is een kind gewond. (exemple construit) 534 
(682) Sans présentatif : ?Regarde, un homme est très malade. (exemple construit) 
(683) Avec présentatif : Regarde, il y a un homme qui est très malade. (exemple construit) 
Cette même différence d’acceptabilité entre la variante sans présentatif et avec 
présentatif peut également s’observer dans le cas d’un verbe d’action (non copulatif, 
donc) comme lopen / marcher, cf. : 
 
                                                     
531 Evidemment, on pourrait aussi y voir un argument pour considérer avoir comme un verbe attributif. Cf. par 
exemple Riegel 1985, 111‑13, qui reconnaît l’équivalence sémantique entre [être – Adj] et [avoir – SN1]. 
532 Cela étant dit, la pronominalisation par le n’est pas non plus à 100 % étanche, cf. 8.2. 
533 Cela vaut surtout pour les AS du stage-level. Cf. par exemple l’impossibilité de l’AS individual-level mooi / beau : 
*Kijk, er is een man mooi (exemple construit). Comme attendu (cf. la note infrapaginale 534), la structure 
présentative avec pronom relatif est plus permissive, cf. : Regarde, il y a un homme qui est très beau (exemple 
construit). 
534 A la différence des exemples présentatifs français, nous pouvons en néerlandais éviter la structure à pronom 
relatif [il y a + SUJET + qui + VERBE + X], à l’aide d’une variante présentative sans pronom relatif : [PRESENTATIF 
+ VERBE + SUJET + X]. Ce cas de figure présente l’avantage que l’indéfinitude du SN peut subsister dans la 
construction présentative sans être biaisé par un pronom relatif, qui pourrait rendre le SN plus défini. Ainsi, les 
deux conditions, sans présentatif et avec présentatif, ne souffrent pas de l’interférence d’autres facteurs comme 
le pronom relatif qui s’ajoute, ce qui facilite la comparaison pour ce qui nous concerne ici. 
  385 
(684) Sans présentatif : ?Kijk, een man loopt door onze straat. (exemple construit) 
(685) Avec présentatif : Kijk, er loopt een man door onze straat. (exemple construit) 
(686) Sans présentatif : ?Regarde, un homme marche dans notre rue. (exemple construit) 
(687) Avec présentatif : Regarde, il y a un homme qui marche dans notre rue. (exemple 
construit) 
La différence d’acceptabilité entre la variante sans présentatif et avec présentatif 
observée semble donc être une constante générale, indépendamment du type de verbe 
(copule ou non). On peut en déduire que, même pour les verbes d’action, un sujet SN 
indéfini à interprétation spécifique, en position initiale de la phrase (sans construction 
présentative), est, dans certains contextes, loin d’être une situation ‘naturelle’. Cela 
atténue l’opposition entre les copules et les autres types de verbes en ce qui concerne la 
contrainte de l’indéfinitude non spécifique. Evidemment, le registre est également 
susceptible de jouer un rôle. S’il s’agit d’un passage descriptif dans un roman, la structure 
sans présentatif passe sans doute mieux pour les verbes d’action : 
(688) Sans présentatif : Een man liep door de straat wanneer hij plots tegen een muur botste. 
(exemple construit) 
(689) Sans présentatif : Un homme marchait dans la rue quand soudainement il s’est heurté 
contre un mur. (exemple construit) 
Faisons maintenant le bilan de toutes ces considérations théoriques. En somme, il 
convient de spécifier le critère de copularité : l’impossibilité du sujet SN indéfini à 
interprétation spécifique (non partitive) pour être/zijn vaut uniquement hors contexte et 
avec un AS désignant une propriété permanente interne au sujet (à l’exclusion des états 
temporaires). Dans l’ensemble, ce critère est peu utile pour nous, dans la mesure où il 
s’agit de quelque chose qui ne se révèle guère lors d’un examen de corpus, où les exemples 
ne se présentent jamais hors contexte535. Bien sûr, sous les conditions imposées par le test, 
il est possible de mettre à nu des différences parmi les verbes attributifs, comme nous 
l’avons fait ci-dessus pour être et devenir. 
Examinons maintenant les SN indéfinis à article indéfini singulier dans notre propre 
échantillon. Nous ne tenons pas compte des exemples dans lesquels l’article indéfini 
prend un sens générique, par exemple : 
(690) Een vos < is > maar weinig groter dan een flinke kat, hoewel hij door zijn lange vacht en 
dikke staart vooral 's winters heel groot lijkt. (SE) 
(691) Un texte < demeure > la propriété inaliénable de son auteur qui doit décider s'il accepte 
ou non que son texte soit représenté. (SE) 
 
                                                     
535 Par contre, on pourrait présenter des exemples construits hors contexte à des évaluateurs. Toujours est-il 
qu’une telle approche décontextualisée serait quelque peu artificielle et loin de l’usage spontané.  
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Nous faisons également abstraction des types de phrases autres que les 
prédicationnelles. Par exemple, les spécificationnelles se montrent plus ouvertes aux 
sujets indéfinis spécifiques que les prédicationnelles : 
(692) Een eerste groot knelpunt < is > de techniek van systemen op het gebied van dynamisch 
verkeersmanagement en verkeersregelinstallaties. (SE) 
Elles sont donc clairement d’une autre nature. Cf. la section 8.1 pour la proportion de 
spécificationnelles par verbe. 
Dans ce qui suit, nous listons une série d’exemples de corpus attributifs comportant un 
sujet SN indéfini singulier à interprétation spécifique, par langue :   
 
(I) Exemples de corpus néerlandais à sujet SN indéfini singulier 
(693) Een voetganger < raakte > op 12 januari dodelijk gewond nadat hij werd geschept op het 
zebrapad in de Goudenregenstraat ter hoogte van het Goudenregenplein. (raken, SE) 
(694) Een jonge vrouw, alleen in een auto op een verlaten weg, < raakt > beïnvloed door de 
duistere omgeving. (raken, SE) 
(695) In Nederland < gaat > ook een clean-up-campagne van start! (gaan, SE) 
(696) Wereldwijd < komt > geleidelijk een beleid inzake invasieve soorten op gang. (komen, SE) 
(697) Hiermee is een stroom van lectuur over dit leerstuk < losgekomen >, die ertoe heeft 
geleid dat […]. (komen, SE) 
(698) Daarmee < valt > een belangrijke kostenpost weg en […] (vallen, SE) 
Parfois, le er présentatif néerlandais s’ajoute :  
(699) Er < viel > een speler geblesseerd uit en zo kwamen ze met 4 te staan. (vallen, SE) 
 
(II) Exemples de corpus français à sujet SN indéfini singulier 
(700) Comme il a été indiqué précédemment, une auto-éditeur < est > responsable de la vente 
de leur livre. (être, SE) 
(701) Marseille, quartier des Accoules, un ancien clocher < reste > orphelin de son église 
détruite pendant la révolution. (rester, SE)536 
(702) Qu'est-ce qui faisait qu'une problématique, un lieu du Grand Tout, un endroit de l'espace 
intérieur < devenait > un point d'arrêt plus ou moins infranchissable pour le sujet. 
(devenir, SE) 
(703) Dans Interior Design, Michel Gondry choisit d'illustrer un conte où une jeune femme se 
sentant de plus en plus isolée finit par < devenir > à peine mieux qu'une cruche. (devenir, 
SE) 
(704) Un premier Norvégien, Tor Arne Hetland, < passe > aussi en demi-finale. (passer, SE) 
 
                                                     
536 Orphelin est ici interprété comme un AS du stage-level, cf. le complément adverbial pendant la révolution. 
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(705) Une jeune avocate, Teddy Barnes, accepte de défendre ce dernier mais en < tombe > 
rapidement amoureuse. (tomber, SE) 
(706) Si tu le ne connais pas, Toikimeli, sache que c'est un artiste avec un univers très 
personnel, souvent onirique et loufoque, parlant régulièrement d'animaux (une chauve-
souris < tombe > amoureuse d'un parapluie, un lion se fait casser la gueule par un 
moucheron) ou […] (tomber, SE) 
En conclusion, quoique les exemples ne foisonnent pas, le sujet SN indéfini singulier à 
interprétation spécifique est loin d’être impossible pour les verbes attributifs, comme il 
est attesté par les exemples de corpus cités ci-dessus. Cet examen de notre corpus 
confirme donc ce que nous avions établi précédemment. Or, nous n’avons pas trouvé 
d’exemples à sujet SN indéfini spécifique comportant un AS individual-level. Sur cet aspect, 
nous n’avons donc pas repéré d’exemples de corpus qui pourraient infirmer la contrainte 
de l’indéfinitude non spécifique telle que nous l’avons précisée de façon plus stricte (par 
rapport à Riegel 1985). 
Contrairement au test décontextualisé proposé dans Riegel 1985, nos exemples de 
corpus sont le plus souvent pourvus d’un contexte qui favorise l’interprétation spécifique 
du sujet. Par exemple, les exemples cités ci-dessus contiennent souvent des compléments 
adverbiaux qui assurent l’ancrage locatif (cf. par exemple : Marseille, un conte où, in 
Nederland) ou temporel (cf. par exemple : op 12 januari), ce qui aide à induire une lecture 
spécifique du sujet. Remarquons que cet ancrage locatif/temporel est uniquement 
susceptible de créer un cadre au sein duquel le sujet peut être interprété de façon 
spécifique dans le cas d’un AS du stage-level, cf. :  
(707) AS stage-level : A côté de moi, un homme est très agité. Il a un beau costume et une belle 
cravate, mais il a quand même l’air perdu. (Google) 
(708) AS individual-level : *A côté de moi, un homme est très beau. (exemple construit) 
D’autres indices contextuels entrent également en ligne de compte, comme la 
modification ‘précisante’ du sujet (cf. par exemple : een jonge vrouw, alleen in een auto op een 
verlaten weg / un premier Norvégien, Tor Arne Hetland) ou l’emploi de déterminants 
démonstratifs (cf. par exemple : over dit leerstuk / responsable de la vente de leur livre). Tout 
cela montre qu’il est difficile de vérifier la contrainte de l’indéfinitude non spécifique hors 
contexte à l’aide d’un corpus. 
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 8 Analyse bivariée, limitée aux copules 
prototypiques 
Dans la présente section, nous nous concentrons sur deux variables a priori 
dichotomisantes clés, à savoir TYPE_DE_PHRASE (8.1) et LE_PRONOMINALISATION (cf. 
8.2). Nous les présentons séparément dans une section dédiée aux seules copules 
prototypiques, car ces variables n’ont aucun intérêt pour dissocier les semi-copules entre 
elles. Autrement dit, étant donné que les semi-copules ne présentent aucune variation 
pour ces deux variables (dans tous les cas, « prédicationnel » et « le_non », 
respectivement), nous préférons mettre le zoom sur les différences distributionnelles 
parmi les copules prototypiques. Il n’empêche que ces variables incarnent des critères de 
copularité importants, qui séparent les copules prototypiques des semi-copules. 
8.1 Le type de phrase (Higgins 1979) 
Dans cette section, nous explorons les différents types de phrase (prédicationnel, 
spécificationnel, identificationnel etc., cf. Higgins 1979) dans lesquels apparaissent les 
copules prototypiques. Le mosaic plot suivant (Pearson chi square = 158.06, df = 24, p < 0.001 
/ Cramér’s V = 0.12)537 visualise la distribution des différentes copules prototypiques pour 
la variable TYPE_DE_PHRASE :  
 
                                                     
537 21 des cellules ont une fréquence attendue inférieure à 5 (21 / 35). Le test du khi-deux n’est donc pas fiable. 
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Figure 41 Association entre le verbe et le type de phrase (copules prototypiques) 
 
Voici le Tableau 91 qui contient les chiffres bruts correspondants :  
 
Tableau 91 VERBE * TYPE_DE_PHRASE 
 identificationnel phrase_d'identité prédicationnel prédicationnel_ 
quantificationnel 
spécificationnel 
BLIJVEN 0 0 390 0 10 
DEMEURER 0 0 384 0 16 
DEVENIR 0 10 389 0 1 
ETRE 1 2 369 0 28 
RESTER 0 1 374 0 25 
WORDEN 0 2 374 9 15 
ZIJN 4 1 351 1 43 
 
Parcourons maintenant les différentes catégories de la variable TYPE_DE_PHRASE à 
l’aide de quelques exemples de corpus concrets. Nous faisons ici abstraction de la 
catégorie « prédicationnel », étant donné qu’il s’agit du type de phrase attributif 
standard : il vaut mieux saisir ici l’opportunité de passer en revue les catégories plus 
périphériques. Nous nous contentons de dire que cette catégorie « prédicationnel » 
représente pour chaque copule prototypique la vaste majorité des exemples. Il y a 
toutefois un fait notable que nous n’avons pas encore mentionné jusqu’à présent. Pour 
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worden, la catégorie « prédicationnel » contient également 10 exemples où la 
transformation est fictive (cf. fictive change, Talmy 2000 ; cf. la catégorie 
« transformationnel_fictif » de la variable TYPE_DE_PHRASE_worden_devenir). Ce 
phénomène se produit uniquement en néerlandais et n’est pas attesté pour devenir dans 
notre échantillon. Pour ces exemples de transformation fictive, il n’ y a pas de valeur 
initiale qui subit une transformation, d’où le pronom het qui figure en position de sujet. 
Voici deux exemples de ce type :  
(709) Het < wordt > morgenavond helemaal jouw gerechtje - met de gegrilde groentjes erbij! 
(SE, ‘demain soir, le repas sera tout à fait à ton goût’) 
Traduction littérale : ‘Cela devient demain soir tout à fait ton repas.’ 
(710) We verloren niet alleen de wedstrijd van Zuilichem, maar het < werd > ook nog eens de 
wedstrijd van de gele kaarten. (SE, ‘c’était un match avec beaucoup de cartons jaunes’) 
Traduction littérale : ‘De plus, cela devenait le match des cartons jaunes.’  
La transformation se projette sur un plan temporel, avec différents effets de sens. Dans 
le premier exemple, worden prend un sens futural (‘sera’), à partir du présent : quelqu’un 
promet que le repas de demain sera tout à fait au goût de son interlocuteur. Par contre, 
dans le deuxième exemple, worden exprime un sens rétrospectif, où, à partir du point de 
vue de la fin du match (car on sait déjà que le match est perdu, cf. le début de la phrase), 
on parcourt mentalement la progression temporelle du match dès le début. Ainsi, au fur 
et à mesure que le match progressait, on a donné à plusieurs reprises des cartons jaunes 
aux joueurs. Au terme du match, après l’accumulation des carton jaunes, on peut donc 
conclure que cela a été le match des carton jaunes. Worden conceptualise donc à la fois la 
caractérisation du match déjà passé (après les faits) et la progression temporelle qui a 
mené à la saturation de cette caractérisation (‘le match est devenu de plus en plus truffé 
de cartons jaunes’).        
En plus de la catégorie « prédicationnel », nous abordons la catégorie 
« identificationnel », qui s’applique uniquement aux verbes être et zijn dans notre 
échantillon. Citons deux exemples : 
(711) Wij < zijn > Elsbeth en Susan en schrijven op deze blog over lekker eten, sporten, 
inspiratie, wetenschap en nog veel meer rondom het paleo dieet. (SE) 
(712) (j'ai pas regardé qui < était > ce boss par contre hein, je suis pas masochiste non plus) 
(SE) 
Dans ce type de phrase, un référent est ‘identifié’ (en l’occurrence, Elsbeth en Susan et 
l’identité du boss)538. 
 
                                                     
538 La distinction avec la spécificationnelle peut parfois être assez floue, cf. Declerck 1988, 95. 
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La catégorie suivante dans la liste est celle de « phrase d’identité ». Dans ce cas, le sujet 
et l’AS se trouvent sur le même pied d’égalité : il existe une symétrie quasi parfaite entre 
le côté gauche et le côté droite de la copule539. Pour cette raison, le sujet et l’AS sont 
réversibles, du moins dans le cas d’être et de zijn. Remarquons que nous utilisons la 
désignation « phrase d’identité » également pour devenir et worden, même si, dans ce cas, 
le sujet et l’AS ne sont pas strictement parlant interchangeables sans qu’il y ait un 
changement de sens. Dans nos données, toutes les copules prototypiques, à l’exception de 
blijven et de demeurer, sont concernées. Devenir précède de loin les autres verbes pour cette 
catégorie particulière. Voici quelques exemples :  
(713) Hij trouwde met de Bredase Johanna van Polanen en Breda < werd > Nassaustad. (SE) 
(714) Laat daarom zien dat jij je onderneming < bent >, wees enthousiast en vertel over je 
passie. (SE) 
(715) Mais Terence Tao ne < serait > pas Terence Tao, porteur de la Médaille Fields 2006 (sorte 
de prix Nobel pour mathématiciens), si l'idée de sa preuve était entièrement fausse ! (SE) 
(716) Quand le meilleur < devient > le pire Et j'ai erré, et j'ai erré (SE) 
(717) Fiction, numéro 51, février 1958 : Partir, c' <est > mourir un peu moins […]. (SE) 
Nous continuons cet aperçu avec la catégorie « prédicationnel_quantificationnel », où 
l’AS comporte une ‘quantification’ (âge, hauteur etc.). Ici, seuls worden et zijn sont 
représentés, bien que les autres copules prototypiques soient en principe également 
combinables avec ce type de phrase.  
(718) Marijke < werd > minstens 54 jaar, 7 maanden en 10 dagen. (SE) 
(719) […] het hoogste punt van Aruba is de berg Jamanota die honderd achtentachtig meter 
hoog < is >. (SE) 
Enfin, nous introduisons la catégorie « spécificationnel ». Contrairement aux autres 
catégories, qui sont très minoritaires, cette catégorie est assez substantielle, totalisant 
137 exemples pour l’ensemble des copules prototypiques. Nous citons d’abord quelques 
exemples impliquant les copules prototypiques non mutatives540 : 
(720) Het doel van het Schip < is > leerlingen zo snel mogelijk schakelen naar die vorm van 
onderwijs of arbeid waarin de leerling zich normaal gesproken moet kunnen handhaven 
en/of ontwikkelen. (SE) 
 
                                                     
539 En principe, cette étiquette s’applique surtout aux cas où les deux côtés, le sujet et l’AS, désignent des entités 
référentielles. Nous l’avons également utilisé pour des cas comme le meilleur devient le pire, en raison de la 
symétrie parfaite entre le sujet et l’AS (‘l’un se substitue à l’autre’). 
540 Notons que certains exemples spécificationnels comportent X-même ou X-zelfde en position de complément 
du verbe, par exemple : « et dont le principe est < resté > le même jusqu'à aujourd'hui : la forme du premier 
chariot libre-service Concentra » (SE). 
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(721) […] de strekking van mijn verhaaltje < is > dat de actie van die gozer de OSS-zaak geen 
goed doet. (SE) 
(722) Beduidend voor elk Rolf Benz model < blijft > toch het onvergelijkbare zitcomfort: een 
zetelopbouw op maat voor iedere sofa met zijn innovatieve bekleding. (SE) 
(723) De prioriteit < blijft > de verdere groei in de financiering van duurzame ontwikkeling. 
(SE) 
(724) Le seul point de désaccord < est > la date ", a constaté le représentant de l'Union 
africaine. (SE) 
(725) […] sa fonction principale < est > d'enregistrer les performances de votre page Facebook 
Fan. (SE) 
(726) La raison principale < reste >, selon Edem Kodjo, le peu d'intérêt que présente à ses yeux 
la politique politicienne intérieure. (SE) 
(727) […] sa véritable influence historique < reste > l' intensification de l'égoïsme, de l'égoïsme 
individuel poussé à sa dernière extrémité (SE) 
(728) Mais le plus important < demeure > l'impact considérable des Rotaractiens dans leur 
collectivité ou à l'international ", a ajouté le président du Rotary. (SE) 
(729) La première forme de traitement < demeure > la prévention. (SE) 
Jusqu’ici, rien de nouveau sous le soleil : ces exemples correspondent parfaitement aux 
spécificationnelles traditionnelles telles qu’elles sont connues dans la littérature 
spécialisée. Nos chiffres montrent que les copules prototypiques immutatives zijn, être et 
rester sont caractérisées par une surreprésentation de la catégorie « spécificationnel ». En 
revanche, blijven et demeurer se caractérisent, contrairement à rester, par une sous-
représentation de la catégorie « spécificationnel ».  
Le constat le plus frappant de notre examen concerne toutefois l’existence de 
spécificationnelles avec les copules mutatives, même si les fréquences sont très basses (cf. 
la sous-représentation pour worden et devenir). Rappelons que les spécificationnelles sont 
dans la littérature le plus souvent abordées à l’aide de zijn / être (cf. par exemple Declerck 
1988, Van Peteghem 1991, den Dikken 2006 etc.), mais worden (et devenir) sont également 
attestés dans notre échantillon. Devenir ne compte qu’un seul exemple de ce type, cf. : 
(730) car je devais remporter la récompense de ces combats, ma devise < devenait > petit à 
petit Per Nebulas avant tout. (SE) 
Remarquons que le modificateur scalaire petit à petit (qui se combinerait difficilement 
avec la plupart des exemples néerlandais infra) focalise ici le processus évolutif. En dépit 
du manque de ce type d’exemples dans notre échantillon, on trouve facilement quelques 
exemples de devenir ‘spécificationnel’ sur le Web :  
(731) Un jour, l'essentiel devient le respect de la diérèse à l'hémistiche. (Google) 
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(732) Certaines machines d'entreprises ayant un mot de passe configuré pour l'accès à celui-
ci, l'objectif devient le contournement de cette authentification. (Google)541 
L’échantillon de worden est mieux étoffé que celui de devenir, ce qui suggère que ce type 
de phrase est mieux développé en néerlandais qu’en français542. La proportion de 
spécificationnelles pour worden est même comparable à celle que nous trouvons pour 
blijven et demeurer. Nous citons quelques exemples :    
(733) De configuratie < werd > een tweemotorige eenzitter wat ook een 'eerste' was voor de 
USAAC. (SE) 
(734) De grote ster van haar castingbureau < wordt > haar grote rode kater Jaap die zich 
helemaal thuis voelde op het toneel (hij debuteerde in de opera Tosca van Pucini) en 
rustig recht in de camera keek. (SE) 
(735) De leverbare kleuren < worden > wit en antraciet grijs, de hier afgebeelde rode komt dus 
niet in het Nederlandse leveringsprogramma. (SE) 
(736) De 10 km wedstrijd Winnaar < werd > uiteindelijk Mutai die met 27'37" net onder het 
parcoursrecord bleef, op een tweede plaats gevolgd […]. (SE) 
(737) Winnaars < werden > Albert Boekel en Ad van der Werf in de Sportklasse en de equipe 
Van de Klashorst in de Toerklasse. (SE) 
(738) De nieuwe bedrijfsnaam < werd > M.A. Engelvaart’s Tricotagefabrieken N.V. (SE) 
(739) De grootse trekker van GAE moest Ryan Air < worden >, maar die heeft inmiddels haar 
vluchten op GAE gestaakt. (SE) 
Dans tous ces exemples, worden pourrait être remplacé par zijn dans son emploi 
spécificationnel, sans que le sens de la phrase change beaucoup543. De cette façon, nous 
avons ici à chaque fois affaire à la structure [mot conteneur (shell noun) – valeur spécifiée 
du mot conteneur]. Worden ne revêt nullement le sens de ‘se transformer en’544, comme 
c’est le cas dans l’exemple suivant :  
 
                                                     
541 Le rapport de conséquence entre la sous-phrase et la phrase principale semble ici éliciter devenir 
‘spécificationnel’ au lieu d’être ‘spécificationnel’. 
542 Cf. aussi la micro-construction spécificationnelle très typique [Xshell noun devient/worden de/om Y], p. ex. : 
• De uitdaging wordt om oude bedrijventerreinen om te zetten in plekken waar nieuwe ondernemingen 
een thuis kunnen vinden. (Google) 
• Et le nouveau défi devient de mettre de la puissance dans ton pédalage, à ce moment ça devient plus dur 
de transférer le poids du corps sur le guidon mais ça reste intéressant au moins pour soulager les fesses 
! (Google, plus rare sans doute) 
543 Evidemment, cela n’implique pas que zijn se laisse dans chaque contexte remplacer par worden. P.ex. :  
• Een reeds lang gekend probleem is / *wordt het tekort aan arbeidskrachten. (exemple construit) 
544 Evidemment, worden n’est pas toujours remplaçable par veranderen in, p. ex. Jan wordt ziek. → Jan verandert in 
ziek. 
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(740) De kikker wordt een prinses. → De kikker verandert in een prinses. (exemples 
construits) 
Cf. à témoin l’impossibilité de la substitution de worden par le quasi-synonyme plus 
recherché et spécialisé zich transformeren in dans les deux exemples suivants : 
(741) De configuratie < werd > een tweemotorige eenzitter […]. (SE) → #De configuratie 
verandert in een tweemotorige eenzitter.  
(742) De grote ster van haar castingbureau < wordt > haar grote rode kater Jaap […]. (SE) → 
#De grote ster van haar castingbureau verandert in haar grote rode kater Jaap […] 
Tout comme dans le cas de la spécificationnelle avec zijn, l’ inverse de la 
spécificationnelle impliquant worden (= le sujet et le complément de worden sont inversés) 
aboutit à une phrase prédicationnelle de changement d’état ‘classique’ : 
(743) De nieuwe bedrijfsnaam < werd > M.A. Engelvaart’s Tricotagefabrieken N.V. (SE)  
 
→ M.A. Engelvaart’s Tricotagefabrieken N.V. werd de nieuwe bedrijfsnaam. 
(prédicationnelle dérivée) 
 
(744) De grootse [sic] trekker van GAE moest Ryan Air < worden > […]. (SE) 
 
→ Ryan Air moest de grootse [sic] trekker van GAE worden. (prédicationnelle dérivée) 
 
A la différence de la phrase prédicationnelle, où l’AS est censé être non référentiel (cf. 
le test de la reprise anaphorique), l’entité référentielle (cf. M.A. Engelvaart’s 
Tricotagefabrieken N.V., Ryan Air etc.) occupe ici la position du complément du verbe 
attributif. Certains déduisent de cette réversibilité que la relation entre les deux SN est la 
même pour les prédicationnelles et les spécificationnelles , cf. den Dikken 2006 à propos 
de Blom et Daalder 1977 :  
[…] and as far as the underlying relationship between two NPs in predicational and 
specificational copular sentences is concerned there is no difference between the 
two sentence types: in both, one of the two NPs is the predicate of the other; 
underlyingly, then, both types of copular construction are predicational. (den 
Dikken 2006, 301)  
Comme nous l’avons expliqué dans le chapitre X, nous n’adhérons pas à ce point de 
vue : nous considérons la spécificationnelle comme une construction à part entière, sans 
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démentir toutefois le lien très fort entre la prédicationnelle et la spécificationnelle dans 
le réseau constructionnel (cf. aussi Riegel 2005, Legallois et Gréa 2007). 
En clair, nous ne sommes pas le premier à soulever que la dérivation de la 
spécificationnelle à partir de la prédicationnelle n’est pas sans failles. den Dikken 2006 
énumère déjà un certain nombre de contextes où l’inversion [sujet-complément du verbe 
attributif] ne fonctionne pas très bien. Par exemple, si le complément du verbe attributif 
est un complément adverbial :  
(745) The usual method of solving this problem is by firing the coach. (spécificationnelle) 
(746) ??By firing the coach is the usual method of solving this problem. (prédicationnelle 
dérivée) 
Ou l’inverse, la dérivation [prédicationnelle → spécificationnelle], qui est encore 
beaucoup plus restreinte (sans être impossible, toutefois), cf. : 
(747) Bill is {a doctor / a friend of mine / my best friend}. (prédicationnelle545) 
(748) {My best friend / *A doctor / *A friend of mine / } is Bill. (spécificationnelle dérivée) 
Que les deux constructions ne soient pas nécessairement liées ressort aussi de la « Feit is 
dat - constructie » du néerlandais (cf. Hoeksema 2000) :   
(749) Winnaars < werden > Albert Boekel en Ad van der Werf. (SE) 
 
→  ?Albert Boekel en Ad van der Werf werden winnaars. (prédicationnelle dérivée) 
La phrase prédicationnelle dérivée plus convenable serait Albert Boekel en Ad van der 
Werf werden de winnaars. En néerlandais, le sujet des spécificationnelles est parfois un nom 
nu, cf. par exemple Probleem is dat X. / Punt is dat X. (une construction qui est impossible 
en français (sauf figements, comme preuve en est que)). Cette propriété rend la dérivation 
de la prédicationnelle à partir de la spécificationnelle problématique. De façon plus 
générale, cette dérivabilité (dans les deux sens) qui ne fonctionne pas dans tous les cas, 
est très caractéristique de la langue et se laisse plus facilement modéliser dans un 
paradigme comme la grammaire constructionnelle que dans un paradigme dérivationnel 
comme la grammaire générative.   
Après ces remarques introductives, regardons maintenant de plus près worden 
‘spécificationnel’. L’emploi de worden dans cette construction mérite un examen plus 
détaillé, car il permet de mettre le doigt sur une propriété mal connue de sa sémantique, 
qui l’éloigne de devenir, moins apte à figurer dans la construction spécificationnelle. Dans 
 
                                                     
545 den Dikken 2006 signale que certains auteurs interprètent cette phrase comme une spécificationnelle, mais 
nous n’adoptons pas ce point de vue ici.  
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le Tableau 92 suivant, nous énumérons quatre contextes dans lesquels worden 
‘spécificationnel’ peut figurer. Il ne s’agit pas d’autant de constructions 
spécificationnelles différentes, mais force est de constater que chaque contexte produit 
des effets de sens assez particuliers. 
 
Tableau 92 Différents types de spécificationnelles avec worden 
 Sens Exemple 
 
Contexte I changement dans 
l’attribution d’une valeur à 
une variable 
« Vanaf nu wordt de nieuwe doelstelling de 
ontmanteling van het kernprogramma. » (exemple 
construit) 
Contexte II changement progressif dans 
l’attribution d’une valeur à 
une variable 
« De doelstelling van het universitaire onderwijs 
wordt meer en meer het pamperen van de student. 
» (exemple construit) 
Contexte III attribution d’une valeur à une 
variable, impliquant un 
processus préalable  
« Na beraadslaging wordt de naam van onze 
voetbalploeg uiteindelijk ‘FC Soccerates’. » 
(exemple construit) 
Contexte IV attribution d’une valeur à une 
variable, dont la prise d’effet 
envisagée se situe au futur 
« De belangrijkste speerpunten op het komende WK 
worden Kevin De Bruyne en Eden Hazard. » 
(exemple construit) 
 
Nous parcourons ci-dessous les différents contextes distingués. Commençons par dire 
qu’il y a une constante qui réunit ces quatre contextes : il s’agit toujours de l’attribution 
d’une valeur à une variable, ce qui constitue le propre de la construction 
spécificationnelle prototypique, impliquant zijn. Or, worden ‘spécificationnel’ se 
caractérise par les spécificités suivantes : 
 
Contexte I & contexte II 
Dans le cas du contexte I et II, la valeur de la variable change par rapport à une valeur 
précédente. Cf. les deux exemples, où il est question d’une nouvelle solution et d’un 
nouvel objectif. Tout comme worden ‘prédicationnel’, worden ‘spécificationnel’ apporte 
donc, par rapport à la variante avec zijn, le sème de changement. Spécifiquement, le type 
II indique que le changement est progressif (cf. meer en meer).   
 
Contexte III 
Contrairement aux contexte I et contexte II, le type III n’exprime pas le changement de la 
valeur de la variable par rapport à une valeur antérieure. Plutôt, la valeur de la variable 
est attribuée à l’issue d’un processus préalable, ce qui en fait un cas de fictive change. Dans 
le cas de l’exemple cité dans le Tableau 92, il s’agit d’un processus décisionnel quant au 
choix du nom de l’équipe. La variante avec zijn ‘spécificationnel’ [De naam is X] 
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communique tout simplement le nouveau nom de l’équipe, sans faire référence à un 
processus décisionnel préalable. Ce processus ne se limite pas à un processus décisionnel : 
il peut par exemple également correspondre à un concours, comme dans l’exemple de 
corpus suivant : 
(750) De 10 km wedstrijd Winnaar < werd > uiteindelijk Mutai die met 27'37" net onder het 
parcoursrecord bleef, op een tweede plaats gevolgd […]. (SE) 
Cet exemple avec worden ‘spécificationnel’ conceptualise aussi le processus du concours, 
au bout duquel quelqu’un est le gagnant, tandis que la phrase correspondante avec zijn 
(De winnaar was Mutai.) exprime seulement la réponse à la question : Qui était le gagnant ? 
En somme, worden ‘spécificationnel’ évoque ici deux choses :  
• La spécification du mot-conteneur en position de sujet. 
• L’existence d’un processus préalable qui a mené à la saturation / réalisation de la 
qualification exprimée par le mot-conteneur en position préverbale (par rapport au 
complément postverbal). 
 
Contexte IV 
Comme le contexte III, le contexte IV ne présuppose pas l’existence d’une valeur 
antérieure qui est ensuite remplacée par une nouvelle valeur. Contrairement au contexte 
III, worden prend dans le contexte IV un sens futural,  équivalant à ‘zullen zijn’. Par 
exemple, il est sous-entendu dans l’exemple de corpus suivant que les couleurs 
disponibles seront le blanc et le gris anthracite, une fois que le programme de livraison 
sera établi pour les acheteurs : 
(751) De leverbare kleuren < worden > wit en antraciet grijs, de hier afgebeelde rode komt dus 
niet in het Nederlandse leveringsprogramma. (SE) 
Ainsi, cet exemple de corpus se laisserait paraphraser par546 : 
(752) De leverbare kleuren zullen wit en antraciet grijs zijn [maar ze zijn nu voorlopig nog 
niet leverbaar]. (exemple construit, worden → zullen zijn) 
Prenons ensuite l’exemple du Tableau 92 ci-dessus : 
(753) De belangrijkste speerpunten op het komende WK worden Kevin De Bruyne en Eden 
Hazard. (exemple construit, worden ‘spécificationnel’) 
 
                                                     
546 Cf. cet exemple attesté sur le Web, qui fait usage de zullen zijn dans une phrase spécificationnelle : « De 
winnaars zullen de merken zijn die voldoende middelen investeren in groeigebieden en die op de meest 
effectieve manier de concurrentie aangaan voor toekomstige inkomstenstromen » (Google). 
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(754) De belangrijkste speerpunten op het komende WK zullen Kevin De Bruyne en Eden 
Hazard zijn. (exemple construit, paraphrase avec zullen zijn) 
Une façon d’expliquer le sens de cet exemple est de dire que la valeur (en l’occurrence, 
Kevin De Bruyne en Eden Hazard) de la variable (en l’occurrence, de belangrijkste speerpunten 
op het komende WK) sera spécifiée dans un certain futur (en l’occurrence, lors de la Coupe 
du Monde) et reste entre-temps non-spécifiée. Or, cela ne semble pas correspondre au 
message exprimé, car la prédiction par rapport à qui seront les fers de lance vaut dès le 
moment de l’énonciation. En fait, on a affaire à un ‘dédoublement temporel’. D’une part, 
Kevin De Bruyne et Eden Hazard sont déjà identifiés / spécifiés comme les fers de lance 
de l’équipe (probables) au moment de l’énonciation de la phrase (= au présent, 
vraisemblablement quelques mois avant la Coupe du Monde). D’autre part, Kevin De 
Bruyne et Eden Hazard ne satureront / réaliseront la qualification ‘les fers de lance les 
plus importants’ que lors de la Coupe du Monde, au futur. Dans le cas de l’exemple, 
l’intervalle entre la spécification au moment de l’énonciation et la réalisation de la 
qualification ne correspond pas à un processus : les joueurs ne deviennent pas de plus en 
plus les lances de fers, ils ont ce statut entièrement dès l’affirmation. A l’opposé, en ce qui 
concerne le contexte III, on peut dire qu’il existe bel et bien un processus préalable, soit 
l’avancement des pensées, soit l’avancement de la course, qui permet finalement la 
spécification du mot-conteneur547. 
Notons que ce sens futural entraîne aussi que l’affirmation est encore annulable, si on 
ajoute un modifieur exprimant un degré de certitude (cf. vast en zeker) : 
(755) De winnaars van deze wedstrijd worden vast en zeker Jan en Piet. – Hoe kan jij dat nu 
weten ? De wedstrijd moet nog gelopen worden ! (exemple construit) 
Enfin, nous remarquons que l’effet futural de worden est indépendant de la 
construction spécificationnelle, car il se retrouve aussi dans la construction 
prédicationnelle, cf. : 
(756) Jan wordt ongetwijfeld de winnaar van de wedstrijd. (exemple construit) 
(757) Jan zal ongetwijfeld de winnaar van de wedstrijd zijn. (paraphrase) 
Cet emploi futural de worden ne devrait pas nous surprendre, car l’évolution 
diachronique [changement d’état (‘devenir’) → futur (‘va être’)] est bien connue (cf. 
Heine et Kuteva 2002, 308). D’un point de vue plus général, nous pouvons conclure que les 
mêmes contextes (I), (II), (III) et (IV) que nous venons d’établir pour les spécificationnelles 
avec worden existent également pour les phrases prédicationnelles avec worden. Il suffit 
d’inverser les spécificationnelles ci-dessus pour s’en apercevoir. Spécificationnelles et 
 
                                                     
547 Or, le contexte III n’est en général pas compatible avec le modifieur progressif meer en meer : on ne peut donc 
pas accéder au processus dans sa progression. 
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prédicationnelles comportant worden partagent donc ces mêmes emplois, ce qui renforce 
le parallélisme entre ces deux constructions.  
Or, comme nous l’avons déjà signalé ci-dessus, il n’y a pas que des parallélismes entre 
les deux constructions. Ainsi, si le changement dans l’attribution d’une valeur à une 
variable est progressif (cf. le contexte II ci-dessus), tant la construction inchoative 
[beginnen te X] que la construction progressive [aan het X] s’avèrent être, contre les 
attentes, peu compatibles avec la spécificationnelle : 
(758) ??De doelstelling van het universitaire onderwijs begint / begon het pamperen van de 
student te worden. (exemple construit) 
(759) ??De doelstelling van het universitaire onderwijs is / was het pamperen van de student 
aan het worden. (exemple construit) 
Uniquement le terme du processus peut être mis en évidence (cf. uiteindelijk) : 
(760) De doelstelling van het universitaire onderwijs wordt / werd uiteindelijk het pamperen 
van de student. (exemple construit) 
Par contre, la variante prédicationnelle est à chaque fois parfaitement possible.  
(761) Het pamperen van de student is / was de doelstelling van het universitaire onderwijs 
aan het worden. (exemple construit) 
(762) Het pamperen van de student begint / begon de doelstelling van het universitaire 
onderwijs te worden. (exemple construit) 
(763) Het pamperen van de student wordt / werd uiteindelijk de doelstelling van het 
universitaire onderwijs. (exemple construit) 
Une fois de plus, nous pouvons confirmer que la construction prédicationnelle et la 
construction spécificationnelle sont donc également bien distinctes sur certains points, 
malgré leur parenté évidente. 
8.2 La pronominalisation de l’AS par le/het/dat 
Ensuite, nous étudions l’association entre la copule prototypique et la variable 
LE_PRONOMINALISATION, qui évalue la possibilité de pronominalisation de l’AS par les 
proformes le / het / dat. Cette pronominalisabilité de l’AS est traditionnellement vue 
comme un critère de copularité important, qui distingue d’ailleurs les copules 
prototypiques des semi-copules. Quant aux détails de l’annotation (en partie ‘externe’) de 
cette variable, nous référons à la section 6.3. Ainsi, cette section propose une analyse de 
la distribution de l’acceptabilité de la pronominalisation de l’AS par les proformes le / het 
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/ dat par verbe et de la mesure dans laquelle cette distribution varie parmi les différentes 
copules prototypiques. Comme nous l’avons expliqué dans la section 5.3.8, la 
pronominalisation par le / het / dat peut, dans le discours ‘authentique’, être facilitée dans 
certains contextes, comme le contexte contrastif. Ces contextes d’occurrence naturelle 
des proformes AS  le / het / dat diffèrent en général des contextes des exemples rassemblés 
dans notre corpus, où on n’utilise pas spontanément la proforme. Afin de pallier à ce 
problème, nous avons demandé aux annotateurs externes d’appliquer la 
pronominalisation dans un contexte contrastif, tout en faisant abstraction du contexte 
originel plus large de l’exemple de corpus (se focalisant uniquement sur [SUJET + VERBE 
ATTRIBUTIF + AS]). Cela fait que l’application du test de la pronominalisation est une 
opération mentale assez difficile pour l’annotateur. Les résultats présentés ici se veulent 
donc indicatifs, sans aspirer à l’exactitude absolue.  
Le mosaic plot suivant (Pearson chi square = 113.40, df = 12, p =<00.001 / Cramér’s V = 0.14) 
visualise la sous- ou la surreprésentation des catégories « le_oui » (la pronominalisation 
de l’AS est acceptable), « le_intermédiaire » (la pronominalisation de l’AS est plus ou 
moins acceptable) et « le_non » (la pronominalisation de l’AS est inacceptable). 
 
Figure 42 Association entre le verbe et LE_PRONOMINALISATION (copules prototypiques) 
 
Nous fournissons immédiatement le Tableau 93 avec les chiffres bruts correspondants :  
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Tableau 93 VERBE * LE_PRONOMINALISATION (copules prototypiques) 
 le_intermédiaire le_non le_oui 
BLIJVEN 8 12 375 
DEMEURER 11 13 373 
DEVENIR 13 8 368 
ETRE 12 16 365 
RESTER 8 10 372 
WORDEN 51 13 330 
ZIJN 24 33 330 
 
Nous tenterons maintenant de décortiquer ces résultats quantitatifs. Une première 
chose à remarquer est que beaucoup d’occurrences dans la catégorie « le_non » (et la 
catégorie « le_intermédiaire ») s’expliquent par le type de phrase (cf. 8.1). Ainsi, les types 
de phrases autres que la prédicationnelle se montrent réticents à la pronominalisation de 
leur AS. Par exemple, le complément postverbal de la spécificationnelle suivante ne se 
laisse pas pronominaliser par la proforme le :  
(764) […] sa véritable influence historique < reste > l'intensification de l'égoïsme, de l'égoïsme 
individuel poussé à sa dernière extrémité (SE) 
(765) *[…] sa véritable influence historique le < reste >. (exemple construit) 
Pour le mosaic plot ci-dessous (Pearson chi square = 83.05, df = 12, p < 0.001 / Cramér’s V = 
0.13)548, nous avons évacué tous les types de phrases autres que les prédicationnelles : 
 
 
                                                     
548 Attention, 7 cellules des 21 ont une fréquence attendue inférieure à 5. 
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Figure 43 Association entre le verbe et LE_PRONOMINALISATION (copules prototypiques / 
prédicationnelles) 
 
Voici le Tableau 94 qui fournit les chiffres bruts : 
 
Tableau 94 VERBE * LE_PRONOMINALISATION (copules prototypiques + prédicationnelles) 
 le_intermédiaire le_non le_oui 
BLIJVEN 4 6 375 
DEMEURER 10 4 368 
DEVENIR 11 4 363 
ETRE 6 2 359 
RESTER 5 2 363 
WORDEN 39 0 330 
ZIJN 17 0 330 
 
Après l’élimination des types de phrases autres que les prédicationnelles, nous avons 
déjà su expliquer un nombre relativement grand de cas non pronominalisables. Cf. par 
exemple la surreprésentation de la catégorie « le_non » pour zijn (dans le premier mosaic 
plot de cette section) qui a complètement disparu dans ce deuxième mosaic plot. Il reste 
maintenant à présenter les cas peu ou non pronominalisables pour la catégorie des 
phrases prédicationnelles. Parmi les différents verbes, ce sont la surreprésentation de 
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« le_non » pour blijven et la surreprésentation de « le_intermédiaire » pour worden qui 
sautent aux yeux.  
Les raisons pour lesquelles la pronominalisation est jugée peu ou non acceptable 
peuvent être très diverses. Nous essayons de dégager quelques tendances dans les 
données. Concrètement, nous analysons la pronominalisabilité réduite ou impossible de 
certains AS en fonction de la catégorie morphosyntaxique de l’AS. Sur l’ensemble des 
prédicationnelles pour lesquelles on obtient « le_intermédiaire » ou « le_non », 23 % (25 
/ 109) appartient à la catégorie des AS prépositionnels. Etant donné que les AS 
prépositionnels sont, pour l’échantillon complet, assez rares dans le cas des copules 
prototypiques, ce pourcentage est assez élevé.  
(766) Le désavantage peut être transformé en atout, toujours si on < reste > dans la cohérence 
et la clarté. (SE) 
(767) Om in de sfeer te < blijven >, dit hotel ligt aan de Avenue de Joux Plane. (SE) 
Comme il a été démontré dans le chapitre 5 consacré aux critères d’inclusion, le 
domaine AS prépositionnel entretient des liens très forts avec les constructions indirectes 
et avec les constructions spatiales. Il n’est donc pas surprenant de constater que leur 
pronominalisabilité par le/het/dat, même après une copule prototypique, est parfois 
réduite.   
A cela s’ajoute la catégorie des AS nominaux (62 %, 68 / 109), qui représente une partie 
très importante des exemples de corpus rangés dans les catégories « le_non » et 
« le_intermédiaire ». La vaste majorité (85 %, 58 / 68) de ces cas concerne des AS de type 
SN qui comportent un déterminant. En voici quelques exemples : 
 
Exemples néerlandais 
(768) Al snel blijkt dat het busongeluk een aanslag < is >. (SE) 
(769) In 1968 < werd > dat pakket als de Oldsmobile 442 een apart model. (SE) 
(770) De staking, die drie maanden zou duren, < werd > de vuurproef voor de RKAV van Ariëns, 
die als geestelijk adviseur van de vereniging optrad. (SE) 
(771) Ik geloof dat gezond eten ieders levensstijl kan en moet < worden >, […]. (SE) 
(772) Maar dat < is > juist het leuke. (SE) 
 
Exemples français 
(773) Quant au couvent il est < devenu > une caserne en 1822 et en 1907, elle reçoit le nom de 
caserne Filley. (SE) 
(774) […] est que certains des "stands" sont < devenus > des boutiques. (SE) 
(775) […] il faudra un bon budget, tout en sachant que le kart ne < reste > qu'une étape et […] 
(SE) 
  405 
(776) C' <est > l'une des nombreuses raisons pour lesquelles c'est une supercherie de se référer 
à des organismes comme s'ils étaient de seules "parties" de la grande trame de la vie, 
alors qu'elles sont plutôt des co-membres dans ce holon social. (SE) 
Les SN à article indéfini, sans composante évaluative, sont généralement 
pronominalisés par er een / en un(e), par exemple Il en devient un. La pronominalisation par 
le / het / dat est dans ce cas seulement marginalement possible. Par contre, si l’ AS de type 
SN contient une composante évaluative, il se laisse plus facilement pronominaliser par le 
/ het / dat, p. ex. : 
(777) Max is een oplichter en Merel is dat ook. (exemple construit ; ‘qualité’ : les arnaqueurs 
sont mauvais) 
(778) ?Mijn huis is een kazerne en het huis van mijn buur is dat ook. (exemple construit ; 
‘classification neutre’) 
Enfin, les AS de type SN (à la fois définis et indéfinis) s’accompagnent parfois du sujet 
anaphorique ce / cela / dat / het : 
(779) Cela < demeure > notre espoir, cela doit être notre combat. (SE, AS défini) 
(780) Dat < werd > onder meer de basis voor een vergroting van de macht van de rechtse 
christenen in de republikeinse partij. (SE, AS défini) 
(781) […] maar het < blijft > een zoogdier, en wordt geen vis of vogel (P.G. Smelik, emeritus 
hoogleraar farmacologie aan de VU). (SE, AS indéfini) 
(782) En het < werd > een top dag! Na het Kanonschot om 11 uur gingen we aan de slag. (SE, 
AS indéfini) 
(783) […] dat het een gelukkige, warme kerst zou < worden >. (SE, indéfini) 
Il n’est pas à exclure que la pronominalisation de l’AS s’effectue plus facilement si le 
sujet n’est pas déjà une proforme anaphorique. Cela s’explique peut-être par le fait que la 
succession de deux proformes n’est pas très habituelle dans l’usage, car la co-référence 
ne peut plus être établie avec certitude, cf. ???Dat is dat niet. De plus, le schéma [cela est + 
SN, avec modification évaluatrice ou non] indique le plus souvent l’appartenance à une 
classe (plutôt qu’un statut ou qu’une évaluation), ce qui fait que la pronominalisation par 
[en … un …] est privilégiée. P. ex. : c’est un bon directeur → *ça l’est / c’en est un.  
Les nom nus sont également présents dans le sous-ensemble des AS peu ou non 
pronominalisables, mais forment une minorité. On pourrait y voir une preuve du fait que 
les noms nus se rapprochent plus d’un statut adjectival, étant donné que la 
pronominalisation de l’AS adjectival se fait le plus souvent sans problèmes (cf. infra). 
Néanmoins, certains noms nus semblent moins pronominalisables que d’autres, par 
exemple : 
(784) En wat mogen we dan met blijdschap zien hoe deze naam werkelijkheid werd, Gods 
belofte < werd > waarheid! (SE ; ??Gods belofte werd dat.) 
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Le figement de l’expression waarheid worden y est sans doute pour quelque chose. 
Parfois, le contexte précis de l’exemple de corpus en question – malgré les consignes - 
semble avoir joué un rôle pour l’annotateur externe (français). Ainsi, devenir se trouve en 
position d’épithète par rapport à un nom dans les deux exemples suivants : 
(785) <Devenu > adolescent, le castor commence à ressentir une attirance.un peu sauvage, il 
faut le dire. (SE) 
(786) […] deux membres de Pokélord < devenus > chefs de clans sur PW. (SE) 
Dans ce contexte précis, il est difficile de pronominaliser l’AS :  
(787) *Le devenu, le castor commence à ressentir une attirance un peu sauvage. (exemple 
construit) 
(788) *[…] deux membres de Pokélord le devenus. (exemple construit) 
Pourtant, il nous semble que la pronominalisation est tout à fait possible dans la phrase 
canonique. Un autre exemple de l’influence possible du contexte externe est la présence 
d’un autre pronom qui entrave l’ajout de la proforme AS le, comme en dans l’exemple 
suivant :  
(789) […] les membres en sont < devenus > eux-mêmes propriété de la communauté des 
maîtres, ils sont une force de travail dont la répartition communiste entre les maîtres 
est organisée au nom de l'État […]. (SE) 
(790) *Les membres l’en sont devenus eux-mêmes. (exemple construit) / Les membres le sont 
devenus eux-mêmes. (exemple construit) 
Evidemment, ces facteurs externes ne nous enseignent rien à propos de la 
pronominalisabilité des noms nus en soi. La part de noms nus semble donc indûment 
gonflée, à cause de facteurs contextuels externes. 
En ce qui concerne les AS adjectivaux, ils n’apparaissent guère dans cet sous-ensemble 
de « le_non » et « le_intermédiaire » (8 %, 9 / 109), avec comme représentant principal 
l’expression geboren worden (7%, 8 / 109 ; litt. ‘devenir né’), par exemple :  
(791) Hij < werd > geboren op Madeira en studeerde cello in Kiev en Maastricht. (SE) 
Geboren worden, où geboren a été vu comme un AS adjectival, se rapproche d’un passif 
(malgré l’absence d’un paradigme verbal : *ik geboor, *je geboort etc.), ce qui complique la 
pronominalisation de geboren. 
En dernier lieu, nous pouvons encore citer des catégories morphosyntaxiques de l’AS 
minoritaires comme l’AS phrastique : 
(792) Daarmee inspireer je je omgeving. Dat < is > waar Nederland behoefte aan heeft. (SE) 
Ou l’AS infinitival : 
(793) […] op de buis dus dat < wordt > genieten.. (SE) 
  407 
Ces AS seraient également moins facilement pronominalisables par le / het / dat. 
En conclusion, la non-pronominalisabilité de l’AS s’explique par plusieurs facteurs tels 
que le type de phrase copulative (spécificationnelles etc.), le type de sujet (proforme), le 
type d’AS (AS prép., AS SN à article indéfini etc.), le contexte etc. En outre, il est clair que 
ce critère ne fonctionne pas de la même façon à l’intérieur du groupe des copules 
prototypiques que pour le groupe de verbes attributifs plus large, où il permet d’opérer 
une distinction nette entre les copules prototypiques et les semi-copules (qui n’acceptent 
pas du tout cette pronominalisation de leur AS). En effet, il est difficile de voir comment 
les possibilités de pronominalisation de l’AS (par het / dat / le) pourraient indiquer des 
différences de copularité parmi les copules prototypiques, les verbes ‘les plus copulatifs’ 
ayant selon cette hypothèse alors une association plus prononcée à la catégorie « le_oui ». 
Plutôt, les catégories « le_non » et « le_intermédiaire » rassemblent un certain nombre 
de phénomènes hétérogènes, qui semblent surtout avoir trait à une moindre 
prototypicité de l’AS (l’AS adjectival étant le prototype, cf. supra). Ces AS moins 
prototypiques sont parfois des signes de copularité du verbe et parfois pas, selon le cas : 
• Etant donné que les AS prépositionnels sont associés aux semi-copules, leur 
moindre pronominalisabilité, même après les copules prototypiques, renforce 
encore leur statut d’AS moins prototypique. 
• Par contre, l’AS infinitival et l’AS phrastique sont plutôt des signes de copularité, 
car les semi-copules n’acceptent pas facilement ce type d’AS. En même temps, l’AS 
est dans ce cas moins pronominalisable. Il en va de même pour l’AS SN, 
exclusivement associé aux copules prototypiques : un sous-ensemble important de 
cette catégorie d’AS est moins pronominalisable par le/het/dat. Si le taux de non-
pronominalisabilité de l’AS pour un verbe donné est surtout alimenté par ces 
phénomènes, on ne peut donc pas en déduire une moindre copularité. A la limite, 
on peut dire la même chose des constructions non prédicationnelles, par exemple 
la construction spécificationnelle. Ces constructions sont prises pour un signe de 
copularité, car les semi-copules ne peuvent pas y figurer. Or, le complément 
postverbal n’est pas pronominalisable par le/het/dat. 
En d’autres mots, ce qui peut être un critère de copularité pour l’ensemble des verbes 
attributifs (‘l’AS des semi-copules n’est jamais pronominalisable par le/het/dat’), ne l’est 
pas nécessairement pour différencier à l’intérieur d’un sous-ensemble de verbes 
attributifs plus spécifique (en l’occurrence, le sous-ensemble des copules prototypiques). 
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 9 Bilan de l’analyse bivariée 
Dans cette partie, nous avons passé en revue un certain nombre de variables qui sont 
susceptibles de révéler des différences parmi les verbes attributifs. Ci-dessus, ces 
variables ont été rangées d’après le taux de différenciation qu’elles apportent. Parfois, ces 
différences permettent d’étayer l’opposition entre les copules prototypiques et les semi-
copules, comme nous le verrons plus en détail dans la partie IV suivante. Au terme de 
cette partie, nous pouvons établir plusieurs conclusions. Nous avons ici regroupé ces 
conclusions d’après la position dans la construction attributive qu’elles concernent. Ainsi, 
nous abordons successivement le sujet (9.1), le verbe (9.2) et l’AS (9.3). Enfin, nous 
consacrons encore quelques mots au type de phrase copulative (9.4). 
9.1 Le sujet 
En ce qui concerne les variables portant sur le sujet, nous pouvons mettre en avant les 
constats suivants :  
• En général, les semi-copules se caractérisent par des sujets animés, alors que les 
copules prototypiques se combinent plus avec les sujets inanimés. Nous avons mis 
en avant que cette préférence pour les sujets animés a sans doute quelque chose à 
voir avec la construction indirecte sœur. Concrètement, on peut formuler 
l’hypothèse diachronique selon laquelle les types de compléments postverbaux 
qui forment le locus de la transition [construction indirecte → construction 
directe] s’appliquent très souvent à des sujets animés (cf. la section 7.1.2 pour 
quelques hypothèses). De plus, certaines semi-copules comme virer appartiennent 
à un registre plus familier, qui est vraisemblablement plus centré sur la première 
personne, donc sur le pôle humain. 
• Une analyse de la définitude du sujet montre que les copules se combinent bel et 
bien avec des sujets SN indéfinis à interprétation spécifique, contrairement à la 
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contrainte mise en avant dans Riegel 1985. Evidemment, le test de Riegel se base 
sur des exemples hors contexte. Or, nos exemples de corpus apparaissent toujours 
en contexte, ce qui permet de déclencher plus facilement une lecture spécifique, 
non générique du sujet indéfini (par exemple, par l’ajout d’une date sous forme de 
complément adverbial). Malgré le fait que, d’après notre étude de corpus, tous les 
verbes attributifs semblent combinables avec les sujets SN indéfinis, il s’avère que, 
hors contexte (d’après le test de Riegel 1985), le sujet SN indéfini à interprétation 
spécifique est plus acceptable pour devenir/worden que pour être/zijn, ce qui est 
peut-être dû au sens plus événementiel de devenir/worden.   
9.2 Le verbe 
Du côté du verbe, nous avons étudié le temps verbal. Il s’avère que les copules 
prototypiques se distinguent quant à leur préférence pour les temps composés (~ aspect 
lexical), en fonction de leur mutativité. La mutativité est dans ce cas plus importante que 
les différences entre les systèmes aspectuo-temporels du français et du néerlandais. Les 
copules mutatives s’orientent vers les temps composés, alors que les copules non 
mutatives s’orientent vers les temps non composés. En même temps, la mutativité semble 
moins déterminante pour les semi-copules (néerlandaises), où plusieurs facteurs 
interagissent. En particulier, nous pensons dans le cas des semi-copules à l’influence de 
certaines combinaisons conventionnalisées, qui s’associent parfois aux temps non 
composés.   
9.3 L’AS 
Par rapport à l’AS, nous pouvons formuler les conclusions suivantes : 
• Les AS nominaux constituent l’apanage des verbes copules prototypiques. 
Inversement, les semi-copules se caractérisent surtout par l’AS prépositionnel. 
L’AS adjectival semble constituer le socle commun des semi-copules et des copules 
prototypiques. C’est par rapport à ce socle commun que se définit la 
surreprésentation des AS nominaux et des AS prépositionnels respectivement. 
Dans la littérature, cette position intermédiaire lui a valu le titre de l’AS le plus 
prototypique. Or, selon la définition de la prototypicité qu’on adopte, on pourrait 
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tout aussi bien considérer l’AS nominal comme l’AS le plus prototypique (de la 
construction à copule prototypique), en vertu de sa valeur distinctive (cf. cue 
validity) pour les copules prototypiques (par rapport aux semi-copules).  
• Devenir et worden ont un profil extrêmement nominal, tant du point de vue de leur 
proportion d’AS nominaux que du point de vue de leur proportion d’AS noms nus. 
Sur ce point, devenir et worden sont donc plus prototypiques que être et zijn, au sein 
de la catégorie des copules prototypiques. Ce résultat, à première vue paradoxal, 
ne l’est pas tant si on prend en considération les contraintes sur la position AS nom 
nu du verbe être (connues depuis longtemps), qui s’avèrent moins fortes avec les 
copules de changement d’état. 
• Les AS adjectivaux ‘participiaux’ montrent la frontière floue avec la construction 
passive, notamment pour être et zijn. Du côté des semi-copules, raken se distingue 
par sa proportion très élevée d’AS adjectivaux ‘participiaux’, dans le sillage des 
copules protoypiques être et zijn. Malgré ce degré de participialité très élevé, nous 
maintenons que raken est avant tout un verbe attributif, et non pas un auxiliaire 
du passif. En plus de la proportion d’AS adjectivaux (‘participiaux’)) élevée pour 
raken, il se démarque également sur d’autres aspects des semi-copules 
néerlandaises, par exemple par la surreprésentation des AS adjectivaux modifiés 
(à l’exemple de zijn, cf. aussi sa surreprésentation des gradatifs par rapport à une 
norme) et la surreprésentation des temps composés (à l’exemple de worden). Raken 
est donc clairement plus copule prototypique que les autres semi-copules 
néerlandaises vallen, komen et gaan. Nous arriverons à la même conclusion dans la 
partie dédiée à la productivité. Par contre, il ne se comporte pas encore tout à fait 
comme une copule prototypique, comme le prouve par exemple sa 
surreprésentation de sujets animés. 
• Une analyse de l’AS comparatif révèle que les verbes tomber et virer se spécialisent 
dans le basculement (instantané ou progressif) d’un état [non X] vers un état [X], 
tandis que l’expression de l’intensification de l’état après l’atteinte de l’état cible 
ne relève plus de leur compétence. Or, cette dernière fonction peut très bien être 
assumée par les copules prototypiques de changement d’état devenir et worden. 
Nous mettons la contrainte aspectuelle qui pèse sur tomber et virer en rapport avec 
la persistance lexicale de leur sémantisme d’origine en tant que verbe de 
mouvement. Plus spécifiquement, le mouvement spatial dispose d’une pose finale 
intrinsèque : si on tombe, on touche le fond et il est impossible de tomber encore 
plus bas, tout comme il est impossible de tomber encore plus amoureux après avoir 
atteint l’état ‘amoureux’. 
• L’opposition entre AS adjectival gradable et AS adjectival non gradable nous 
apprend que les verbes attributifs non mutatifs préfèrent les AS non gradables, 
tandis que les verbes attributifs mutatifs préfèrent les AS gradables. Cette 
opposition est surtout incarnée par [être / zijn vs worden]. 
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• L’examen de la modifiabilité de l’AS révèle que tomber, vallen et virer sont, toutes 
catégories morphosyntaxiques confondues, les verbes qui sont les plus sujets au 
figement. Une analyse par catégorie morphosyntaxique nous amène à faire 
quelques observations supplémentaires. Premièrement, concernant l’AS 
adjectival, on constate que les particules sont moins modifiables. Par conséquent, 
les semi-copules (néerlandaises) qui se combinent avec ces particules, se prêtent 
moins à la modification. En ce qui concerne l’AS nominal, on observe que l’AS 
nominal des copules prototypiques françaises est légèrement plus modifié que 
celui des copules prototypiques néerlandaises. Nous avons déterminé plusieurs 
facteurs qui pourraient expliquer cette opposition dans nos données, sans que cela 
nous permette toutefois de conclure à une différence contrastive entre le 
néerlandais et le français (à partir d’un type d’exemple dans une langue qui serait 
impossible dans l’autre langue). En dernier lieu, nous avons mis en exergue que 
l’AS nominal de virer et de passer est caractérisé par deux types de modification 
clairement différents : la modification adjectivale est, relativement parlant, 
surreprésentée pour virer, alors qu’elle est défavorisée pour passer. Ainsi, virer 
s’aligne sur le modèle de devenir, tandis que passer suit plutôt l’exemple de être (qui 
est plus contraint que devenir au niveau de la modification adjectivale de son AS 
nom nu). 
 
Par rapport à la possibilité de pronominalisation des différents types d’AS : 
• Un examen des possibilités de pronominalisation de l’AS après les copules 
prototypiques nous enseigne que certains AS sont difficilement pronominalisables 
par le/het/dat. Principalement, il s’agit des compléments postverbaux des 
spécificationnelles, des AS prépositionnels et des AS nominaux à article indéfini. 
9.4 Le type de phrase copulative 
L’étude des différents types de phrases (Higgins 1979) dans lesquels les copules 
prototypiques peuvent apparaître nous amène à l’identification d’un emploi assez 
particulier de worden, peu connu dans la littérature, à savoir worden ‘spécificationnel’. Le 
slot verbal de la construction spécificationnelle néerlandaise s’étend donc jusqu’à worden. 
Cela semble être moins le cas pour sa contrepartie française devenir, même si on trouve 
des exemples sur le Web. 
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Partie IV  
Structure de la famille des verbes attributifs à 
l’aune d’une analyse multivariée et copularité 
prototypique 
La partie IV se décompose en trois volets principaux, à savoir :  
• Un premier chapitre (cf. le chapitre 10) où nous expliquerons pourquoi les deux 
techniques statistiques que nous utiliserons, à savoir l’approche Behavorial Profile 
(analyse de groupe) et l’analyse de régression logistique binaire, sont 
complémentaires.  
• Un deuxième chapitre (cf. le chapitre 11) qui vise à mettre à nu la structure de la 
famille des verbes attributifs en question. Concrètement, nous vérifions les 
regroupements possibles parmi les verbes à l’aide d’une analyse de groupe (cluster 
analysis, cf. la section 11.1 pour une explication plus circonstanciée de la 
méthodologie). Cette approche est également connue sous le nom de l’approche 
Behavioral Profile, telle qu’elle a été popularisée par Stefan Th. Gries. En outre, 
l’analyse de groupe nous permettra de vérifier si les verbes se regroupent en 
fonction de certaines lignes de fracture prévisibles, telles que l’opposition 
contrastive entre le français et le néerlandais ou l’opposition entre les copules 
prototypiques et les semi-copules. Evidemment, ces lignes de fracture ne sont pas 
encodées à l’avance (sous la forme des variables LANGUE ou COPULARITE), mais 
elles sont susceptibles d’émerger des données (de manière bottom-up donc) à 
partir d’un faisceau de traits distributionnels (cf. la section 11.2 pour un aperçu 
des différentes variables qui entrent en ligne de compte, divisées en plusieurs 
sous-ensembles).  
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• Comme l’opposition entre copules prototypiques et semi-copules s’avère être un 
facteur de regroupement important dans le chapitre 11, le chapitre 12 se 
concentre sur la copularité prototypique, plus précisément sur ce qui sépare les 
semi-copules des copules prototypiques sélectionnées pour notre étude. A l’aide 
d’un modèle de régression logistique binaire549 (binary logistic regression, cf. la 
section 12.2), avec pour variable de réponse COPULARITE, nous examinons dans 
quelle mesure certaines des variables explicatives550 (a priori non dichotomisantes, 
c’est-à-dire discriminant nettement entre copule et semi-copule) arrivent à 
différencier les semi-copules des copules prototypiques. De cette façon, nous 
sommes en mesure de caractériser de manière plus précise encore la catégorie des 
copules prototypiques, à travers le contraste avec la catégorie des semi-copules. 
Cela nous permettra de détecter de nouvelles propriétes des verbes copules 
prototypiques, ce qui poussera notre compréhension du phénomène au-delà de 
ce que nous savons déjà (a priori).  
 
Ainsi, le chapitre 11 et le chapitre 12 sont intimement liés : l’un est l’approfondissement 
de l’autre. Dans le chapitre suivant, nous clarifions encore comment les techniques 
statistiques employées dans les deux chapitres sont complémentaires. 
Enfin, notons que nous avons tenu à expliquer en détail les méthodes statistiques  
utilisées, afin que notre démarche soit également claire pour le linguiste moins familier 
avec la statistique. Evidemment, ceci peut générer certaines longueurs dans l'explication, 
superflues pour le linguiste de corpus aguerri. 
 
                                                     
549 Nous construisons un seul modèle de régression pour les deux langues, cf. la section 12.2.1 pour plus 
d’informations. 
550 Nous nous limitons ici aux variables pour lesquelles les valeurs NA ne posent pas de problème au modèle, cf. 
11.3.3. 
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 10 Complémentarité de l’approche 
Behavioral Profile et de l’analyse de régression 
Dans ce chapitre introductif, nous juxtaposons les deux techniques statistiques utilisées 
dans cette partie (l’analyse de groupe et la régression logistique binaire), afin d’expliciter 
en quoi elles se distinguent et, de montrer de cette façon comment elles parviennent à 
mutuellement combler leurs lacunes respectives. De plus, nous voulons montrer 
comment ces techniques s’inscrivent dans la logique globale développée dans cette 
partie.  
L’analyse de groupe (cluster analysis, < Behavioral Profil) et l’analyse de régression 
logistique binaire (binary logistic regression) se distinguent sur plusieurs points :  
1. L’analyse de groupe adopte une attitude ouverte envers tous les regroupements 
de verbes possibles, car certaines oppositions majeures, comme [copule 
prototypique vs semi-copule] ou [français vs néerlandais], ne sont pas encodées au 
préalable (sous la forme des variables COPULARITE et LANGUE)551. De cette façon, 
elles ne peuvent pas guider le processus de classification des verbes. En revanche, 
l’opposition entre copule prototypique et semi-copule fait dès le début partie du 
modèle de régression logistique binaire, en tant que variable de réponse (< 
COPULARITE), que nous allons essayer de prédire à partir d’autres variables 
maximalement pertinentes pour l’opposition +/- copule prototypique. Il s’ensuit 
que cette technique étudie tout de suite le comportement de certaines variables 
explicatives en fonction de l’opposition copule prototypique vs semi-copule : dans quelle 
mesure certains traits distributionnels sont-ils capables de différencier les copules 
prototypiques et les semi-copules, conçues comme deux catégories de mots 
opposées ? Dans la suite de cette partie, nous présentons d’abord l’analyse de 
groupe, avant de passer à l’analyse de régression, qui est la validation statistique 
(= avec des valeurs p) du regroupement principal proposé par l’analyse de groupe, 
 
                                                     
551 Cf. la section 11.2 pour les variables prises en compte pour l’analyse de groupe. 
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à savoir [copule prototypique vs semi-copule]. En d’autres mots, la classification 
exploratoire de la première technique, qui oppose les copules prototypiques aux 
semi-copules, conduit à un examen plus approfondi, à l’aide d’un modèle de 
régression, où le résultat de la classification qui a émerge de manière bottom-up, 
devient la variable de réponse binaire de ce modèle (= semi-copule vs copule 
prototypique). La continuité entre l’analyse de groupe et l’analyse de régression 
vaut surtout pour ce que nous appellerons la troisième structuration / analyse de 
groupe (cf. la section 11.3.3), car celle-ci se base sur les mêmes variables qui ont pu 
être prises en ligne de compte pour l’analyse de régression552. Pour ce qui est de la 
première (cf. 11.3.1) et de la deuxième structuration (cf. 11.3.2), nous verrons que 
les résultats sont un peu plus complexes qu’une simple bipartition entre [copule 
prototypique] et [semi-copule]. 
2. L’analyse de groupe présente l’avantage de pouvoir inclure toutes les variables 
catégorielles à la fois, même celles qui sont axées sur une catégorie 
morphosyntaxique de l’AS spécifique et qui ne concernent donc qu’une partie des 
données (p.ex. les AS prépositionnels, adjectivaux ou nominaux)553. Pensons par 
exemple à la variable ATTR_ADJ_GRAD, qui porte sur la gradabilité des AS 
adjectivaux. Cette technique est donc extrêmement utile pour pouvoir analyser 
toutes les variables en même temps, dans une seule analyse multi-factorielle. Par 
contre, le modèle de régression exclut tous les exemples pour lesquels une des 
variables indique une valeur NA (‘pas d’application’). En conséquence, les variables 
ne concernant qu’ une partie des données, et pour lesquelles une partie des 
exemples obtiennent donc des valeurs NA, ne sont de toute façon pas utilisables 
dans une analyse de régression de l’ensemble des données : la perte de données au 
niveau des exemples serait énorme. Afin d’éviter cette perte de données 
considérable, l’analyse de régression ne peut donc porter que sur les variables qui 
concernent la quasi totalité du dataset, comme nous le ferons infra. Même si nous 
estimons que l’analyse de régression est sans doute un outil plus puissant que 
l’analyse de groupe, offrant e.a. l’avantage de pouvoir détecter aussi, 
contrairement à l’analyse de groupe, des interactions entre les variables, elle 
n’offre donc qu’une vue partielle, car elle ne peut pas inclure toutes les variables 
en même temps554.  
 
                                                     
552 Toutes les variables ne peuvent pas faire partie du modèle de régression à cause de valeurs NA, cf. infra. 
553 Attention, il est important de noter que les variables sont transformées en ID tag levels pour l’analyse de 
groupe, cf. la section 11.1.1 pour les détails méthodologiques. 
554 Comme nous le verrons, même après l’exclusion des variables qui portent sur une partie des données, le 
modèle de régression n’est pas en mesure de contenir à la fois toutes les variables et leurs interactions : dans ce 
cas, les intervalles de confiance deviennent si grands que le modèle est ininterprétable. 
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3. Le modèle de régression se base directement sur les exemples de corpus et fournit 
une estimation probabiliste pour chaque exemple individuel (= classification de 
l’exemple de corpus comme semi-copule ou comme copule prototypique, selon les 
prédictions du modèle). Or, l’analyse de groupe s’effectue au niveau des verbes, ce 
qui fait que l’impact du poids du nombre plus ou moins grand d’exemples est 
beaucoup plus limité. En effet, pour l’analyse de groupe, chaque verbe est 
caractérisé par un vecteur qui indique les proportions de chaque catégorie au sein 
de la même variable (pour ce verbe) (cf. la section 11.1.1 pour les détails 
méthodologiques à propos des BP-vecteurs et des ID tag levels). Ce sont ces 
proportions qui guident la classification des verbes attributifs. Or, le fait de 
travailler avec des proportions, fait abstraction du poids numérique des exemples : 
une catégorie peut représenter une proportion assez élevée (p.ex. 80 %), mais cela 
ne veut pas pour autant dire que cette proportion équivaut à un nombre (absolu) 
d’exemples élevé. En effet, il peut aussi bien s’agir de 40 exemples sur 50 ou de 4 
exemples sur 5. Ce problème se pose en particulier pour les variables qui ne 
concernent qu’une partie des données où les chiffres bruts sont d’office plus bas. 
En d’autres termes, l’avantage principal de l’analyse de groupe, à savoir la 
possibilité de pouvoir inclure toutes les variables, y compris celles qui ne 
s’appliquent qu’à une partie des données, n’est pas sans inconvénient. Les 
proportions recensées pour les variables qui ne concernent qu’une partie des 
données, représentent forcément un nombre moins grand d’exemples que les 
proportions recensées pour les variables qui s’appliquent à l’ensemble des 
données. Or, ces deux types de proportions (p. ex. 4/5 ou 40/50) sont mis sur le 
même pied dans l’analyse de groupe. Ainsi, on peut dire que l’analyse de régression 
est une méthode plus directe, qui prend en considération les données sous leur 
forme basique, ce qui permet d’éviter les problèmes liés aux proportions, qui sont 
le résultat d’une sorte de transformation des données (cf. 11.1.1). 
4. Contrairement à l’analyse de groupe, le modèle de régression sous-entend un 
processus de model selection préalable. Là où l’analyse de groupe inclut tout, y 
compris le bruit, c’est-à-dire les variables moins pertinentes, qui risquent de 
perturber la classification (cf. toutefois les sections 11.1.3.3 et 11.1.3.4, qui 
proposent une stratégie pour y remédier), l’analyse de régression permet de se 
limiter aux variables significatives, en écartant les variables moins / peu 
pertinentes. 
5. A l’opposé de l’analyse de groupe, l’analyse de régression permet de tester les 
interactions entre les variables. Pour l’intérêt général des interactions dans 
l’exploration des données de corpus, nous renvoyons à Gries 2013, 255‑56. En plus 
de cela, l’inclusion d’interactions comportant la variable LANGUE nous permet 
d’intégrer la perspective comparative dans le modèle de régression. En effet, nous 
pouvons observer des effets différentiels d’après la langue (= des interactions avec 
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la langue) pour les différentes variables explicatives. Au lieu de travailler, comme 
nous l’avons choisi, avec un seul modèle doté d’interactions comportant la variable 
LANGUE, l’alternative serait de construire deux modèles de régression distincts, 
un pour le français et un autre pour le néerlandais. Or, dans ce cas, on ne sait 
toujours pas si les différences qu’on constate pour les variables partagées entre le 
modèle français et le modèle néerlandais sont significatives ou non555. Pour cette 
raison, nous préférons inclure la variable LANGUE dans un modèle unitaire, qui 
réunit les données françaises et néerlandaises. 
 
Au terme de cette section, le lecteur aura compris que la succession [analyse de groupe + 
analyse de régression logistique binaire] n’est pas une démonstration ‘gratuite’ de 
techniques statistiques. Au contraire, nous croyons avoir fait un choix conscient parmi 
les techniques statistiques, tenant compte de la nature de nos données, des limites des 
différentes techniques, et donc, de leur complémentarité, le tout dans une organisation 
qui se veut cohérente et progressive. Ainsi, nous espérons révéler au mieux la structure 
de notre famille de verbes attributifs et cela d’une façon plus synthétique que par le biais 
de l’analyse bivariée [VERBE * VARIABLE X] proposée dans la partie III. 
 
 
                                                     
555 Néanmoins, on pourrait objecter qu’il est utile de construire deux modèles différents afin d’examiner si les 
deux modèles retiennent des variables différentes suite au processus de model selection. Cf. la section 12.2.1 pour 
plus d’informations. 
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 11 La structure de la famille des verbes 
attributifs à l’aide de l’approche Behavioral Profile 
Dans cette partie, nous analyserons nos données à l’aide de l’approche Behavioral Profile, 
qui se base essentiellement sur l’analyse de groupe. La méthodologie de cette approche 
sera expliquée dans la section 11.1. Ensuite, nous proposons une classification des 
variables annotées dans notre étude, afin de mieux cerner l’ensemble de variables qui sert 
d’input à l’analyse de groupe (cf. la section 11.2). Après ces deux sections préliminaires, 
nous passerons aux resultats de l’analyse de groupe, montrant la structuration de la 
famille des verbes attributifs (cf. la section 11.3). 
 
L’approche Behavioral Profile permet de répondre à plusieurs objectifs :  
1) mettre à nue la structure globale de la classe des verbes attributifs sélectionnés 
pour cette étude et, accessoirement, mettre en évidence les catégories de variables 
responsables de cette structuration 
2) vérifier si la bipartition [copules prototypiques vs semi-copules] se retrouve si 
nous faisons abstraction des variables a priori dichotomisantes, limitant l’analyse 
aux variables a priori non dichotomisantes (cf. les chapitres 1 et 3), qui portent sur 
des caractéristiques distributionnelles comme l’animéité du sujet, la catégorie 
morphosyntaxique de l’AS etc.556 Ces caractéristiques distributionnelles 
pourraient alors s’avérer être des critères de copularité d’ ‘association 
préférentielle’, distinguant les copules prototypiques des semi-copules sans que 
toutefois la catégorie de la variable en question s’associe complètement à un des 
deux types de verbes attributifs. 
3) examiner si certains profils de verbes attributifs se regroupent, en dépit du fait 
qu’ils appartiennent à une autre langue 
 
                                                     
556 Cette bipartition [copules prototypiques vs semi-copules] peut ensuite être testée de manière plus formelle 
dans une analyse de régression subséquente, cf. le chapitre 12. 
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11.1 Méthodologie de l’analyse de groupe et de l’approche 
Behavioral Profile 
En guise de préambule à l’analyse des données même, il convient de s’appesantir un 
instant sur la méthodologie connue sous le nom de Behavioral Profile Approach (cf. Gries et 
Stefanowitsch 2006, Gries et Divjak 2009, Gries 2010 etc. ; pour une application 
diachronique, cf. Jansegers et Gries 2017). Tout d’abord, nous expliquerons dans la section 
11.1.1 comment notre dataset originel est transformé, afin qu’il puisse être soumis à un 
algorithme de regroupement. Ensuite, nous introduirons la statistique Hopkins, qui 
permet de vérifier si les données (transformées) sont susceptible d’être regroupées ou pas 
(cf. la section 11.1.2). Dans la section 11.1.2, nous décrivons une procédure pour choisir 
l’algorithme de regroupement et le nombre de groupes optimaux. Puis, nous fournirons 
dans la section 11.1.4 deux outils de visualisation qui aident à interpréter le regroupement 
effectué par l’algorithme. Enfin, nous ajoutons encore un moyen de validation du 
regroupement supplémentaire dans la section 11.1.4. 
11.1.1 BP-vecteurs et ID tag levels 
Avant de pouvoir soumettre les données à une analyse de groupe, celles-ci doivent être 
transformées. Au départ, nous disposons d’un tableau où les rangées représentent les 
attestations de corpus et les colonnes les variables pour lesquelles ces attestations sont 
annotées. Suivant Gries 2010, nous considérerons, pour la durée de cette analyse 
behavioral profile, les variables comme des ID tags (Atkins 1987) et les catégories des 
variables comme des ID tag levels. Ainsi, nous nous alignons sur la terminologie propre à 
l’approche Behavioral Profile.  
A partir de ce tableau originel [attestations * ID tags], nous créons un tableau [VERBE * 
ID tag levels], à l’aide de notre propre script R, qui s’inspire de la procédure décrite dans 
Levshina 2015, 303‑4. La capture d’écran ci-dessous montre le tableau qui servira d’input 
à l’analyse de groupe :  
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Figure 44 Tableau [VERBE * ID tag levels] 
 
• Les rangées représentent les Behavioral Profile-vecteurs pour chaque verbe 
individuel (cf. BLIJVEN, DEMEURER etc.). Notons que tous les verbes sont inclus, 
même ceux pour lesquels l’échantillon n’atteint pas les 400 attestations (cf. passer, 
tourner). 
• Les noms des colonnes sont, d’après la terminologie griesienne, les différents ID 
tag levels. Remarquons que le nom de la variable ‘englobante’ (en majuscules) est 
joint à chaque catégorie / level faisant partie de cette variable. Par exemple, 
ATTR_ADJ_GRAD.gradable et ATTR_ADJ_GRAD.non_gradable constituent les deux 
ID tag levels de l’ID tag ATTR_ADJ.GRAD. Etant donné que nous incluons à la fois 
ATTR_ADJ_GRAD.gradable et son complément ATTR_ADJ_GRAD.non_gradable, 
nous introduisons parfois des variables redondantes dans les données. Comme 
nous le verrons infra, cela n’est pas sans problème. Afin de remédier à ce problème 
inhérent à l’approche Behavioral Profile, nous proposons dans les sections 11.1.3.2, 
11.1.3.3 et 11.1.3.4 trois solutions possibles.  
• Les chiffres sont les fréquences relatives de la co-occurrence de chaque verbe avec 
chaque ID tag level (Gries 2010, 327‑28). Pour chaque verbe, la somme des 
fréquences relatives des ID tag levels faisant partie du même ID tag équivaut à 1, 
avec toutefois quelques exceptions (cf. la remarque ci-dessous)557. Par exemple, 
[ATTR_ADJ_GRAD.gradable + ATTR_ADJ_GRAD.non_gradable] correspond à 1 (= 
100 %) dans chaque rangée. 
 
                                                     
557 Pour cette raison, il n’est pas nécessaire de standardiser les données au préalable : tous les chiffres sont du 
même ordre de grandeur. En d’autres mots, aucun ID tag level ne donnera lieu à des distances d’un ordre de 
grandeur plus élevé qu’un autre ID tag level. 
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Afin de guider l’interprétation de ce nouveau tableau, prenons la cellule [1,1] comme 
exemple. Nous devons l’interpréter comme suit : pour le verbe attributif blijven, 68 % des 
AS adjectivaux sont des adjectifs gradables558. Il est clair que nous nous situons donc au 
niveau des fréquences relatives (au sein de chaque combinaison [VERBE-ID tag559]) et non 
pas au niveau des fréquences absolues. 
Enfin, il nous reste encore à faire deux remarques importantes concernant la création 
de ce tableau :  
1. Les valeurs NA (p. ex., pour la détermination au sein de l’AS nominal, tous les 
exemples à AS non nominal sont annotés ‘NA’) ont été exclues pour chaque ID tag 
et n’influencent donc pas le calcul des proportions respectives560. 
2. Afin d’aboutir à un tableau rectangulaire complet, les ID tag levels non attestés 
pour un certain verbe (mais bel et bien attestés pour d’autres verbes attributifs 
dans notre échantillon) sont ajoutés dans un deuxième temps, avec une 
proportion de 0 %. Sinon, les BP-vecteurs seraient de longueur différente, ce qui 
complique l’analyse de groupe. Cette approche qui est communément appliquée 
dans la Behavioral Profile Analysis n’en reste pas moins potentiellement 
problématique, car il se pourrait qu’un ID tag ne s’applique pas à un verbe 
attributif donné. Dans ce cas, tous les ID tag levels de cet ID tag correspondent à 0 
% pour ce verbe. Par exemple, pour un verbe donné qui est dépourvu d’attributs 
nominaux, on obtiendrait : ATTR_SYNT_NOM_TYPE.nom_nu : 0 % et 
ATTR_SYNT_NOM_TYPE.SN : 0 %. Or, conceptuellement, cela ne veut rien dire : 0 
% d’un ensemble d’attributs nominaux qui n’existe pas. Evidemment, la somme 
des fréquences relatives n’équivaut plus à 1 (= 100 %) dans ce cas spécifique. Cette 
astuce permet toutefois d’inclure tous les ID tags / variables à la fois, contournant 
ainsi le problème des NAs dans le dataset de base, i.e. non transformé. Rappelons 
que c’est ce même problème des NAs qui disqualifie dès le départ l’analyse de 
régression pour examiner l’ensemble des variables / ID tags (cf. la section  10).  
11.1.2 Tendance au regroupement (clustering tendency) : la statistique 
Hopkins 
Avant d’appliquer un algorithme de regroupement, il est important de vérifier au 
préalable la tendance au regroupement (clustering tendency) des données, c‘est-à-dire la 
mesure dans laquelle les données contiennent effectivement des groupes bien délimités. 
 
                                                     
558 Inversement, 32 % des AS adjectivaux après blijven sont des adjectifs non gradables, cf. la cellule [1,2]. 
559 Remarquons que l’ID tag comporte plusieurs ID tag levels, qui incarnent les colonnes dans la capture d’écran. 
560 Attention, la valeur « neutre » est prise en considération pour les calculs, cf. CONTEXTE_SCALAIRE_2.neutre. 
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Cette vérification préliminaire est nécessaire, car tout algorithme de regroupement 
produira toujours un résultat, même si ce résultat n’est pas valide, cf. : 
Toutefois, il existe un risque que cette simplification soit abusive et ne corresponde 
pas à une réalité des données. En d’autres termes, il est possible que les types 
identifiés ne soient pas clairement séparés les uns des autres ou qu’ils ne soient pas 
suffisamment homogènes. Ce risque a souvent été négligé dans la littérature. 
Comme le fait remarquer Levine (2000) notamment, toutes les analyses en cluster 
produisent un résultat, que celui-ci soit pertinent ou non. Il est donc toujours 
possible d’interpréter les résultats et d’en faire une théorie qui se proclame souvent 
« sans hypothèses préalables » ou « issue des données », alors que cette typologie 
peut également être le fruit d’un artifice statistique. (Studer 2012, 76) 
En d’autres mots, un algorithme de regroupement ne répond pas à la question de savoir 
si les données sont susceptibles d’être regroupées (clusterable). Un des outils qui existent 
pour tester la tendance au regroupement est la statistique Hopkins. Cf. :  
Hopkins statistic is used to assess the clustering tendency of a dataset by measuring 
the probability that a given dataset is generated by a uniform data distribution. In 
other words it tests the spatial randomness of the data. […] Null hypothesis: the data 
set D is uniformly distributed (i.e., no meaningful clusters) & Alternative 
hypothesis: the data set D is not uniformly distributed (i.e., contains meaningful 
clusters). (Kassambara 2017a, 123‑24) 
Si la statistique est proche de zéro, nous pouvons en conclure que les données sont 
significativement regroupables. La valeur 0.5 est souvent avancée comme seuil : si la 
statistique est supérieure à 0.5, il est improbable que les données recèlent des groupes 
significatifs561. Pour calculer la statistique Hopkins, ou, plus précisément, [1-la statistique 
Hopkins], nous utilisons deux fonctions, à savoir get_clust_tendency (package factoextra ; 
Kassambara et Mundt 2017) et hopkins (package clustertend ; YiLan et RuTong 2015). 
11.1.3 Analyse de groupe, les différentes variantes 
Après la transformation des données décrite sous 11.1.1 et la vérification de la tendance 
au regroupement expliquée dans la section 11.1.2, nous passons maintenant à la 
méthodologie de l’analyse de groupe même. Etant donné que les algorithmes de 
regroupement possibles foisonnent et qu’il est impossible de les utiliser tous, nous nous 
 
                                                     
561 Dans certaines sources, on trouve l’inverse : si la statistique est inférieure à 0.5, il est improbable que les 
données contiennent des groupes significatifs. Cette confusion provient du fait que, soit la statistique Hopkins 
est donnée comme résultat, soit [1 – la statistique Hopkins] constitue le résultat. Les packages R que nous 
utilisons, calculent [1 – la statistique Hopkins]. 
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limitons à quatre procédures, esquissées infra. Les quatre regroupements qui en résultent 
seront ensuite juxtaposés pour en dégager les tendances les plus fortes. Cela faisant, notre 
démarche va déjà beaucoup plus loin que la pratique courante de l’approche Behavioral 
Profile (en linguistique théorique), qui se limite généralement à un seul algorithme de 
regroupement (et, donc, à un seul regroupement résultant). Etant donné que le 
regroupement résultant varie parfois en fonction de la procédure utilisée, comme nous le 
verrons infra, il est indubitablement utile d’explorer plusieurs solutions. En même temps, 
si nous arrivons pour différentes procédures au même regroupement, cela confère une 
plus grande robustesse à notre solution. 
Les quatre procédures (où nous testons parfois au sein d’une seule procédure plusieurs 
algorithmes de regroupement) sont expliquées en long et en large dans les quatre 
sections suivantes : 
− La section 11.1.3.1 présente la procédure qui fait usage du package optCluster 
(Sekula, Datta, et Datta 2017). Ce package nous permet de déterminer 
l’algorithme de regroupement optimal (parmi hierarchical, kmeans, pam, diana, 
agnes, clara) ainsi que le nombre de groupes optimal, en fonction d’un certain 
nombre de diagnostics. Nous appliquerons cette méthodologie à l’ensemble de 
nos ID tag levels. 
− Ensuite, la section 11.1.3.2 aborde un autre algorithme de regroupement, qui 
permet d’identifier les groupes significatifs, à partir d’un bootstrap resampling 
des ID tag levels, c’est-à-dire une procédure de rééchantillonage des ID tag levels, 
avec remplacement. Sur la base de ces sous-ensembles d’ID tag levels différents, 
l’algorithme construit une multitude de dendrogrammes. Enfin, l’algorithme 
fournit, comme résultat, un dendrogramme unique qui fait la synthèse des 
dendrogrammes de base : les groupes qui reviennent le plus à la base, sont 
présentés comme plus robustes dans le regroupement final. Grâce à cette 
procédure de rééchantillonage des ID tag levels, le regroupement final est moins 
dépendant d’un seul ID tag level particulièrement influent : nous pouvons donc 
être plus ou moins confiant d’obtenir le même regroupement pour un sous-
ensemble aléatoire des ID tag levels que pour l’ensemble des ID tag levels. 
− Dans la section 11.1.3.3, nous élaborerons nous-même ce qu’on pourrait appeler 
un algorithme de dégraissement, qui permet d’élaguer les ID tag levels 
redondants (p. ex. en cas de deux ID tag levels tout à fait complémentaires, car 
provenant de la même variable à deux catégories) ou peu informatifs (c’est-à-
dire, pour lesquels tous les verbes attributifs se comportent plus ou moins de la 
même façon ; cf. ce que nous avons qualifié de bruit ci-dessous). L’élimination 
de ces ID tag levels moins informatifs a pour but de faciliter la tâche de 
l’algorithme de regroupement, qui de cette façon devrait reconnaître plus 
facilement les groupes pertinents. Puis, nous appliquons la même procédure 
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déjà présentée dans la section 11.1.3.1 à ce sous-ensemble d’ID tag levels 
dégraissé.  
− Malgré notre algorithme de dégraissement, toujours est-il qu’il subsiste des 
corrélations (imprévisibles) entre les ID tag levels restants. Afin de résoudre ce 
problème, nous appliquerons une analyse en composantes principales (ACP) à 
nos données dégraissées, avant d’effectuer de nouveau une analyse de groupe. 
Cf. la section 11.1.3.4 pour les détails de cette quatrième procédure.   
 
Enfin, nous communiquons quelques partis pris techniques de notre part, qui valent 
pour toutes les procédures et qui détermineront nécessairement le résultat de l’analyse 
de groupe. Tout d’abord, l’analyse de groupe demande qu’on choisisse une mesure de 
distance, afin de mesurer la (dis)similarité parmi les BP-vecteurs des différents verbes 
attributifs. Nous avons opté pour la distance euclidienne, qui est sans doute la mesure la 
plus répandue parmi les mesures de distance possibles en linguistique. Cf. Gries et Divjak 
2009, qui expriment également ce point de vue : « It is probably fair to say that Euclidean 
distances (or squared Euclidean distances if one wants to ‘punish’ outliers) are among the 
most widely used measures in linguistic analyses » (Gries et Divjak 2009, 66). Il n’empêche 
que d’autres types de distances sont également envisageables, comme par exemple la 
distance Canberra562. A cela s’ajoute que le regroupement de type hiérarchique (cf. 
hierarchical et l’opposition entre regroupements hiérarchiques et regroupements non 
hiérarchiques discutée infra dans le Tableau 95) nécessite qu’on choisisse une méthode 
d’agglomération (cf. linkage method). Nous avons opté pour la méthode de Ward563. Cette 
prise de position est en accord avec ce qui se fait habituellement dans le domaine de 
l’approche Behavioral Profile, cf. de nouveau Gries et Divjak 2009 : « One of the most widely 
used amalgamation strategies is Ward's rule: it is conceptually similar to the logic 
underlying analysis of variance and typically yields moderately sized clusters » (Gries et 
Divjak 2009, 66). Pour nos analyses, nous utiliserons donc la distance euclidienne et la 
méthode de Ward, sauf indication contraire. 
 
                                                     
562 Cf. Levshina 2015 : « In BP studies, Canberra has been used, because BP vectors often contain values around 
zero for rare categories. The differences between these small values are treated proportionally, not absolutely, 
which increases their contribution to the distance metric » (Levshina 2015, 307). 
563 « The algorithm tries to minimize the increase in the variance in the distances between the members of 
clusters. This method usually produces compact clusters » (Levshina 2015, 311). 
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11.1.3.1 A la recherche de l’algorithme de regroupement et du nombre de 
groupes optimaux 
Ci-dessous, nous avons déjà passé en revue les paramètres fixes de notre analyse de 
groupe, à savoir la distance euclidienne et la méthode de Ward, qui sont donc, pour ainsi 
dire, immuables564. A côté de ces deux paramètres fixes, il existe encore deux autres 
paramètres pour lesquels nous examinerons plusieurs possibilités, à savoir (1) 
l’algorithme de regroupement (cf. le Tableau 95 infra pour un aperçu des différentes 
possibilités) et (2) le nombre approprié de groupes565. Cette exploration des différentes 
possibilités peut être automatisée à l’aide du package optCluster566 (conçu comme une 
extension du package clValid ; Brock et al. 2008). En se servant de ce package R, on peut 
facilement calculer une série de mesures de validation (cf. le Tableau 96 infra) pour 
chaque combinaison d’un algorithme de regroupement et d’un nombre de groupes. Ces 
mesures de validation (du clustering) permettent ensuite de comparer la qualité des 
différentes solutions de regroupement et de sélectionner la combinaison optimale parmi 
toutes les combinaisons [(1) l’algorithme de regroupement & (2) le nombre de groupes], 
c’est-à-dire la combinaison qui donne lieu à un ‘bon’ regroupement. En gros, un ‘bon’ 
regroupement correspond à des groupes maximalement homogènes qui se distinguent 
clairement les uns des autres (cf. internal, Tableau 96). En outre, le regroupement est censé 
être stable, ce qui veut dire que l’omission d’un ID tag level ne devrait pas mener à un 
regroupement radicalement différent (cf. stability, Tableau 96).   
L’apanage du package optCluster (par rapport à d’autres packages comparables) est que 
ce package permet non seulement de calculer une série de mesures de validation, mais 
aussi de déterminer la combinaison optimale [(1) l’algorithme de regroupement & (2) le 
nombre de groupes] en fonction de cette série de mesures de validation. Il est important 
de se rendre compte que les mesures de validation peuvent parfois se contredire : ce qui 
est la combinaison optimale selon une certaine mesure de validation, ne l’est pas 
forcément d’après une autre mesure de validation. En clair, optCluster fait en sorte que 
chaque mesure de validation donne lieu à un classement des combinaisons [(1) 
 
                                                     
564 En principe, nous pourrions également faire varier systématiquement ces paramètres. Or, étant donné que le 
package R que nous utiliserons n’offre pas cette possibilité (cf. infra), nous nous limitons (en général) à la 
distance euclidienne et (dans le cas d’un regroupement hiérarchique) à la méthode d’agglomération Ward. Cf. 
toutefois la solution pvclust – distance Canberra pour une illustration de l’impact de la distance sur le résultat 
(voir les sections 11.3.1 et 11.3.2). 
565 Ce dernier paramètre se comporte différemment d’après l’opposition entre regroupements hiérarchiques et 
regroupements non hiérarchiques, cf. infra.  
566 Nous avons opté pour ce package, car il permet de proposer automatiquement une solution de regroupement 
univoque. Néanmoins, il existe un certain nombre d’autres packages qui calculent également des mesures de 
validation, dont NbClust (Charrad et al. 2014) est sans doute le package le plus connu.  
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l’algorithme de regroupement & (2) le nombre de groupes]. Ensuite, l’ensemble des 
classements (pour chaque mesure de validation) est agrégé dans un seul classement 
‘méta’, qui est le plus proche possible des classements par mesure de validation. Cette 
procédure se fonde sur le principe de la weighted rank aggregation567, cf. : 
The core of the optCluster package is weighted rank aggregation, which was 
proposed […] as a technique to evaluate a set of validation measure results. 
Clustering partitions, created by different algorithms and/or numbers of clusters, 
can be sorted into a ranked list, Vi, based on their performances for a specific 
validation index. When using more than one validation measure in a cluster 
analysis, a set of ranked lists is created. The idea behind rank aggregation is to 
combine these lists together and generate an optimally ranked list that is as close 
as possible to the entire collection of original lists. (Sekula, Datta, et Datta 2017b, 
101‑2) 
Ainsi, il est possible d’aboutir à une seule combinaison optimale, et cela à partir d’un 
ensemble de mesures de validation (et non pas à partir d’une seule mesure). La solution 
proposée est donc la meilleure solution générale, sans qu’elle soit nécessairement la 
meilleure solution d’après chaque mesure de validation individuelle. L’algorithme 
proposé par optCluster est censé être plus objectif qu’une décision humaine qui se fonde 
sur une inspection visuelle d’une série de graphiques affichant les valeurs des mesures de 
validation (pour les différentes combinaisons [(1) l’algorithme de regroupement & (2) le 
nombre de groupes]). En somme, nous avons donc fait usage d’un algorithme qui 
détermine automatiquement [le meilleur type de clustering + le meilleur nombre de 
clusters], tenu compte d’un certain nombre de diagnostics. Remarquons que nous nous 
limitons à un nombre maximal de huit groupes. Au-delà de huit clusters (= +/- deux verbes 
par groupe, en moyenne), nous estimons que le morcellement est trop important pour  
que l’analyse de groupe puisse encore aboutir à une synthèse interprétable pour un 
nombre si limité de verbes (15). 
Dans ce qui suit, nous consacrons encore quelques mots aux algorithmes de 
regroupement qui ont été pris en compte pour notre analyse ici, ainsi qu’aux mesures de 
validation. Premièrement, nous abordons le sujet des algorithmes de regroupement. 
Parmi la multitude d’algorithmes de regroupement possibles, nous nous sommes limité 
aux algorithmes les plus communs (cf. Kaufman et Rousseeuw 2005, Kassambara 2017a), 
qui sont listés dans le Tableau 95 suivant. Remarquons qu’il n’est pas problématique de 
combiner plusieurs algorithmes pour un seul ensemble de données, étant donné que la 
technique est exploratoire. Cf. : 
 
                                                     
567 Nous avons utilisé la version ‘par défaut’ : « As default, optCluster assumes equal weights on each validation 
measure list while using the weighted Spearman’s footrule distance and the cross-entropy Monte Carlo 
algorithm » (Sekula, Datta, et Datta 2017b, 102). 
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It is permissible to try several algorithms on the same data, because cluster analysis 
is mostly used as a descriptive or exploratory tool, in contrast with statistical tests 
which are carried out for inferential or confirmatory purposes. That is, we do not 
wish to prove (or disprove) a preconceived hypothesis; we just want to see what the 
data are trying to tell us. (Kaufman et Rousseeuw 2005, 37) 
 
Tableau 95 Algorithmes de regroupement 
Algorithmes de regroupement 
 
Regroupement hiérarchique (hierarchical clustering) 
 
Hierarchical Hierarchical Agglomerative Clustering 
Agnes Agglomerative Nesting 
Diana Divisive Analysis 
Regroupement non hiérarchique (partitioning clustering) 
 
kmeans K-Means Clustering 
pam Partitioning Around Medoids 
clara Clustering Large Applications 
 
Les algorithmes de regroupement sont sous-divisés en deux catégories majeures, à savoir 
les algorithmes de regroupement hiérarchique et les algorithmes de regroupement non 
hiérarchique. En général, seul le regroupement hiérarchique est pratiqué dans l’approche 
Behavioral Profile, cf. Gries et Divjak 2009 : « we will restrict our attention to the 
exploratory technique of hierarchical agglomerative cluster analysis since it has been 
applied most frequently in related domains […]. » (Gries et Divjak 2009, 65). C’est ce type 
de regroupement qui donne lieu à une représentation en forme de dendrogramme568 
(contrairement aux regroupements non hiérarchiques). Du point de vue de l’application, 
la différence la plus importante entre ces deux types de regroupement est que le premier 
type hiérarchique ne demande pas au chercheur de spécifier à l’avance le nombre de 
groupes569, tandis que cela est bel et bien le cas pour le deuxième type non hiérarchique. 
Evidemment, cette différence d’application disparaît dans les faits si on effectue d’office 
les regroupements pour toute une série de nombres de clusters [2:k], comme nous le ferons 
infra.   
 
                                                     
568 Pour un exemple, cf. infra. 
569 Dans ce cas, la classification donne lieu à une structure arborescente, appelée dendrogramme. Une fois la 
classification hiérarchique est mise en place, il convient de ‘couper l’arbre’ à une certaine hauteur, d’après un 
ou plusieurs diagnostics (le plus souvent la mesure Average Silhouette Width proposée par Kaufman et Rousseeuw 
1990). Cette opération mène à l’identification d’un certain nombre de clusters, qui sont donc établis post hoc. 
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Il n’entre pas dans notre propos ici de présenter en long et en large les détails de tous 
les algorithmes de regroupement. Le lecteur intéressé peut se tourner vers d’autres 
références (Kaufman et Rousseeuw 2005, Kassambara 2017a). Néanmoins, étant donné 
que l’approche Behavorial Profile fait communément usage du regroupement hiérarchique, 
il convient de clarifier brièvement pourquoi l’inclusion des algorithmes de regroupement 
non hiérarchique pourrait constituer un atout. Notons que nous allons donc plus loin que 
ce qui est fait traditionnellement dans l’approche Behavorial Profile. 
En gros, nous aimerions mettre en évidence trois avantages liés à l’utilisation de 
plusieurs types d’algorithmes de regroupement :  
1. Un inconvénient important des algorithmes de regroupement hiérarchique, 
communément utilisés au sein de l’approche Behavioral Profile, est qu’un objet ne 
peut plus changer de groupe une fois qu’il est classifié. En revanche, les 
algorithmes de regroupement non hiérarchique ne souffrent pas de cette 
problématique : les objets peuvent encore changer de groupe au cours de 
l’algorithme. Dans ce sens, les algorithmes de regroupement non hiérarchique 
sont moins rigides. Cf. :  
Indeed, a partitioning method tries to select the best clustering with k groups, 
which is not the goal of a hierarchical method. A hierarchical method suffers from 
the defect that it can never repair what was done in previous steps. Indeed, once an 
agglomerative algorithm has joined two objects, they cannot be separated any 
more. Also, whatever a divisive algorithm has split up cannot be reunited. This 
rigidity of hierarchical methods is both the key to their success (because it leads to 
small computation times) and their main disadvantage (the inability to correct 
erroneous decisions). (Kaufman et Rousseeuw 2005, 44‑45) 
2. Il est connu que certains algorithmes sont mieux adaptés pour trouver des clusters 
d’ une certaine forme que d’autres. P. ex. :  
By construction, the k-medoid method tries to find “spherical” clusters, that is, 
clusters that are roughly ball-shaped (as in Figure 8). It is therefore not suited to 
discover drawn-out clusters. (Kaufman et Rousseeuw 2005, 44‑45) 
Si nous maximisons le nombre d’algorithmes testés, il devient plus probable qu’un 
des algorithmes arrive à capter la forme spécifique des clusters ‘cachés’ dans les 
données. 
 
3. La dernière raison est d’ordre plus linguistique. A notre avis, le regroupement non 
hiérarchique correspond plus à une analyse linguistique en termes de 
prototypicité que le regroupement hiérarchique. Dans le cas du regroupement 
non hiérarchique (kmeans / pam), chaque groupe est construit autour d’un centre, 
qu’on pourrait réinterpréter comme le prototype de la catégorie. Ce centre est 
défini différemment selon l’algorithme. Pour le K-Means Clustering, le centre 
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(nommé centroid) est défini comme la série des moyennes des différents ID tag 
levels obtenues pour les verbes appartenant à ce groupe. Le centre du groupe 
constitue donc un prototype qui n’est pas nécessairement réalisé sous la forme 
d’un verbe attributif concret. Or, pour l’algorithme PAM, le centre de chaque 
groupe (nommé medoid) est nécessairement un des objets appartenant au groupe 
en question. En d’autres mots, il s’agit cette fois-ci d’un prototype réalisé. Notons 
qu’il s’ensuit également que l’algorithme PAM est moins sensible aux outliers (cf. 
Kaufman et Rousseeuw 2005, 41). Inversement, le regroupement hiérarchique 
correspondrait plus à une analyse linguistique en termes d’analogie ou de 
ressemblances de famille (en anglais family resemblance, cf. aussi Lakoff 1987 et 
Kleiber 1990) : les verbes attributifs s’organisent selon des degrés de 
(dis)similarité, sans qu’ils se positionnent par rapport à un centre au cours de la 
classification570. En somme, l’inclusion de plusieurs types d’algorithmes permet 
aussi de rendre compte de différentes sortes d’organisation / catégorisation 
cognitive.  
Ensuite, nous présentons dans le Tableau 96 suivant les différentes mesures de 
validation utilisée par optCluster. Nous ajoutons à chaque fois les explications officielles 
fournies par la description du package (cf. Sekula, Datta, et Datta 2017a)571. Les mesures 
de validation se répartissent dans deux catégories majeures, à savoir :  
- (1) les mesures qui vérifient la stabilité du regroupement (cf. stability dans le 
Tableau 96) : l’omission d’un ID tag level particulier ne change pas complètement le 
regroupement obtenu. 
- (2) les mesures qui vérifient la qualité du regroupement (cf. internal dans le 
Tableau 96) : les groupes sont homogènes et bien distincts. Remarquons que le 
regroupement concerne donc à la fois la similarité des verbes attributifs (au sein 
des groupes identifiés), ainsi que la dissimilarité des différents groupes identifiés. 
 
Tableau 96 Mesures de validation de la solution de l’analyse de groupe (optCluster) 
Mesures de validation de la solution de l’analyse de groupe (optCluster) 
 
Stability 
- « Stability validation measures are specialized internal 
measures that evaluate whether the cluster assignments 
remain stable with respect to small perturbations to the 
dataset. » (Sekula, Datta, et Datta 2017b, 102) 
 
                                                     
570 Evidemment, il n’empêche qu’on peut également dans le cas du regroupement hiérarchique calculer post hoc 
ce centre au sens de l’algorithme kmeans. Nous le ferons d’ailleurs pour les graphiques serpentins infra. Or, le 
centre n’est pas constitutif du processus de regroupement même dans le cas des algorithmes de regroupement 
hiérarchique. 
571 Nous avons exclu le volet Biological des mesures de validation, tout comme les algorithmes de regroupement 
développés pour RNA sequencing data, cf. Sekula, Datta, et Datta 2017b. 
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- « These measures compare the clustering partitions 
established with the full data to the clustering partitions 
established while removing each column, one at a time. 
For each measure, an average is taken over all of the 
removed columns, which should be minimized. » (Sekula, 
Datta, et Datta 2017a, 6) 
APN average proportion of 
non-overlap 
« The APN determines the average proportion of observations 
placed in different clusters for both cases. The APN measure 
can range from 0 to 1. » (Sekula, Datta, et Datta 2017a, 6) 
AD average distance « The AD calculates the average distance between the 
observations assigned to the same cluster for both cases. The 
AD measure can range between zero and infinity. » (Sekula, 
Datta, et Datta 2017a, 6) 
ADM average distance 
between means 
« The ADM computes the average distance between the 
centers of clusters for observations put into the same cluster 
for both cases. ADM values can range between zero and 
infinity. » (Sekula, Datta, et Datta 2017a, 6) 
FOM figure of merit « The FOM measures the average intra-cluster variance for the 
observations in the removed column, using clustering 
partitions from the remaining columns. The FOM values can 
range between zero and infinity. » (Sekula, Datta, et Datta 
2017a, 6) 
Internal 
« Internal validation measures examine the statistical 
properties of clusters while using only information from the 
dataset and the created clustering partition. » (Sekula, Datta, 
et Datta 2017b, 102) 
Connectivity connectivity « Connectivity measures the extent at which neighboring 
observations are clustered together. With a value ranging 
between zero and infinity, this validation measure should be 
minimized. » (Sekula, Datta, et Datta 2017a, 7) 
Dunn Dunn index « The Dunn index is the ratio of the minimum distance 
between observations in different clusters to the maximum 
cluster diameter. With a value between zero and infinity, this 
measurement should be maximized. » (Sekula, Datta, et Datta 
2017a, 7) 
Silhouette average silhouette 
width 
« Silhouette width is defined as the average of each 
observation’s silhouette value. The silhouette value is a 
measurement of the degree of confidence in an observation’s 
clustering assignment. Values near 1 mean that the 
observation is clustered well, while values near -1 mean the 
observation is poorly clustered. » (Sekula, Datta, et Datta 
2017a, 7) 
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Bien que ce nombre de mesures puisse paraître déjà considérable, il reste en fait assez 
modeste : il existe en effet bien d’autres mesures572. La mesure la plus connue parmi ces 
mesures de validation est sans doute la mesure Average Silhouette Width (cf. par exemple 
Levshina 2015, 312, pour une introduction ‘linguistique’). 
11.1.3.2 Analyse de groupe hiérarchique avec valeurs p 
Puis, nous mettons en avant un outil de validation, à savoir une analyse de groupe 
hiérarchique avec valeurs p (Suzuki et Shimodaira 2006, cf. par exemple Jansegers et Gries 
2017 pour une application en linguistique). Cette technique se fonde sur une méthode de 
rééchantillonnage (bootstrap resampling, avec remplacement573) des ID tag levels, ce qui 
donne lieu à de ‘nouveaux échantillons’ d’ ID tag levels qui sont à chaque fois d’une ampleur 
différente (Suzuki et Shimodaira 2006, 1541). A l’aide de cette procédure de 
rééchantillonnage, on parvient à obtenir des valeurs p pour les différents groupes 
identifiés à l’aide d’un algorithme de regroupement hiérarchique. En clair, une valeur p 
élevée indique que le cluster en question est ‘robuste’, car différents sous-ensembles des 
ID tag levels donnent lieu à ce regroupement. En d’autres mots, même si on omet certains 
ID tag levels par rapport à la totalité des ID tag levels pris en considération pour le 
regroupement, ce cluster ‘robuste’ a beaucoup de chances d’être toujours attesté dans le 
regroupement basé sur l’ensemble réduit d’ID tag levels. 
Deux types de valeurs p sont disponibles, c’est-à-dire la valeur p « bootstrap probability 
(BP)574 », indiquée en vert dans le graphique, et la valeur p « approximately unbiased (AU) », 
indiquée en rouge dans le graphique. C’est ce dernier type de valeur p AU qui est le plus 
souvent rapporté, car la valeur p AU est moins biaisée que la valeur p BP (cf. Suzuki et 
Shimodaira 2006, 1541). Au fur et à mesure que la valeur p s’approche de 1575, le groupe 
identifié a le plus de chances d’être ‘robuste’, cf. Levshina 2015 : « We have thus reasons 
to believe that this cluster may be observed if we use a different sample » (Levshina 2015, 
317).  
Nous pouvons comparer ce type de validation avec les mesures de stabilité utilisées 
dans le package optCluster (cf. 11.1.3.1), qui vérifient également si le regroupement 
effectué n’est pas trop dépendant de quelques ID tag levels particuliers. Remarquons 
ensuite que l’échantillonnage au niveau des ID tag levels opéré dans l’algorithme discuté 
ici est en même temps une espèce de ‘dégraissement’, tout comme l’algorithme de 
 
                                                     
572 Cf. p. ex. le package NbClust, qui en propose une trentaine. 
573 Il importe de se rendre compte que le rééchantillonnage s’applique ici aux ID tag levels. En outre, remarquons 
que les nouveaux échantillons (suite au bootstrap resampling) sont à chaque fois d’une ampleur différente (Suzuki 
et Shimodaira 2006, 1541). 
574 La valeur p bootstrap probability (BP) d’un cluster est la fréquence avec laquelle ce cluster apparaît dans les 
échantillons du bootstrap. 
575 Nous prendrons 0.95 comme le seuil de significativité. 
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dégraissement des ID tag levels qui sera développé dans les sections 11.1.3.3 et 11.1.3.4. La 
différence est que le dégraissement au niveau des ID tag levels s’opère ici de façon 
complètement aléatoire et aveugle, pour chaque itération de l’algorithme au sein du 
bootstrap, alors que le dégraissement des sections 11.1.3.3 et 11.1.3.4 s’effectue de façon 
plus ciblée, visant à supprimer uniquement les informations non pertinentes pour le 
regroupement. 
11.1.3.3 Analyse de groupe à partir d’un ensemble d’ID tag levels dégraissé 
Ensuite, nous refaisons l’analyse de 11.1.3.1 (effectuée à l’aide du package optCluster), mais, 
cette fois-ci, nous éliminons une partie des ID tag levels. Plus précisément, nous éliminons 
ces ID tag levels qui sont redondants ou peu informatifs (cf. le cadre ci-dessous pour un 
aperçu concret des étapes). Cette réduction au niveau des ID tag levels peut être utile, car 
l’ajout de ‘bruit’ peut perturber le fonctionnement de l’analyse de groupe (cf. aussi la 
section 11.2 qui reprend cette idée). Par exemple, l’inclusion d’ID tag levels tout à fait 
redondants (p. ex. l’ID tag level MODIFICATION.modifié et son complément 
MODIFICATION.non_modifié) a pour conséquence que la variabilité dans les données due 
à cette même ‘caractéristique’ augmente et exercera un impact plus important sur le 
regroupement. Or, il n’y a aucune raison pour attribuer un poids plus lourd à cette 
caractéristique par rapport aux autres, donc il vaut mieux éviter au maximum que cela se 
produise. D’après la citation suivante, ce risque est plus grand si les groupes sont moins 
bien séparés : 
The less well separated the clusters are, the more likely it is that different clustering 
algorithms will generate different clustering outcomes (methodological bias). It is 
also more likely that the inclusion of relevant but redundant information, which 
exaggerates one characteristic dimension relative to the others, will also have a 
substantial impact on the outcome, no matter which algorithm is employed 
(information bias). (Fovell et Fovell 1993, 2110) 
En outre, si les verbes attributifs ne différent presque pas pour un ID tag level donné (cf. 
notre opérationnalisation ci-dessous), cet ID tag level ne peut jamais contribuer à un 
regroupement stable des verbes attributifs. Nous préférons dans ce cas éliminer l’ID tag 
level en question, afin que l’algorithme puisse se concentrer sur les ID tag levels qui mènent 
bel et bien à un regroupement où les groupes sont bien séparés. 
Nous présentons dans la section 11.1.3.4 ci-dessous un moyen supplémentaire pour 
éliminer le bruit dans les données. La valeur ajoutée de ce moyen supplémentaire sera 
expliquée dans la section suivante. Contentons-nous de dire pour l’instant que 
l’application conjuguée de notre algorithme de dégraissement développé ici et la 
technique statistique ACP présentée dans la section 11.1.3.4 ci-dessous devrait supprimer 
le plus que possible le bruit dans nos données.  
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Retournons maintenant à notre algorithme de dégraissement. Concrètement, 
l’algorithme comporte les étapes suivantes : 
 
(1) Éliminer une des deux catégories (ID tag levels) d’une variable à deux catégories, 
l’une étant logiquement le complément de l’autre (le choix de la catégorie est 
arbitraire). 
(2) Éliminer une des trois catégories d’une variable à trois catégories si cette catégorie 
est vraiment minoritaire par rapport aux deux autres (le choix de la catégorie n’est 
pas arbitraire, évidemment). 
(3) Éliminer une des deux catégories d’une variable à deux catégories (réitération de 
l’étape 1 pour les variables dont les catégories ont été réduites à deux lors de la 
seconde étape). 
(4) Éliminer les ID tag levels qui sont trop homogènes pour distinguer (tous) les verbes 
entre eux. 
 
Nous ajoutons des clarifications par rapport à les étapes 2, 3 et 4 de l’algorithmes, afin de 
rendre l’opérationnalisation plus concrète :  
− Par rapport à (2) : une catégorie est considérée comme minoritaire si la moyenne 
pour cette catégorie est en-dessous de 0.10 et si la moyenne des deux autres 
catégories est au-dessus de 0.10. 
− Par rapport à (3) : l’étape 3 a pour objectif d’éliminer un des deux ID tag levels quasi 
complémentaires provenant d’une variable à trois catégories (dont une catégorie 
très minoritaire). 
− Par rapport à (4) :  les ID tag levels sont jugés trop homogènes si pour l’ensemble 
des verbes la différence entre la valeur minimale et la valeur maximale est en-
dessous de 0.10. C’est le cas, par exemple, de l’ID tag level 
ATTRIBUT_NOM_MODIFICATION.mod_relative (= l’AS nominal modifié par une 
relative). Nous estimons qu’une différence maximale de 10 % n’est pas suffisante 
pour pouvoir conclure à une réelle différence entre les verbes attributifs.  
Un inconvénient de l’algorithme que nous proposons ici est que la différence entre 
l’absence complète d’un certain trait (pour un verbe A) et une proportion très basse pour 
ce même trait pour un verbe B se perd (cf. l’étape 4)576. Parfois (mais c’est loin d’être 
toujours le cas), cette différence pourrait s’avérer intéressante pour notre sujet. Par 
exemple, la présence de sujets infinitivaux, fût-ce en faible quantité, permet en principe 
de différencier entre les copules prototypiques (qui acceptent en général les sujets 
infinitivaux) et les semi-copules (qui n’acceptent en général pas les sujets infinitivaux). 
 
                                                     
576 Il n’empêche que la différence entre l’absence de quelque chose et la présence de quelque chose en grande 
quantité est toujours détectée dans ce scénario, cf. par exemple les AS adjectivaux ‘participiaux’. 
  435 
On pourrait sauver cette opposition dans l’algorithme de dégraissement si nous spécifions 
dans l’étape 4 que nous gardons quand même les ID tag levels pour lesquels au moins un 
des verbes attributifs a un pourcentage de 0 %. Par contre, il s’avère que la réduction des 
ID tag levels est minime dans cas, ce qui fait qu’on pourrait tout aussi bien reprendre 
l’analyse pour l’ensemble des ID tag levels. Il nous semble donc plus utile d’opérer une 
réduction plus ferme, dans le but de se limiter à l’essentiel, la version minimaliste des ID 
tag levels qui met à nu les différences quantitatives les plus importantes. De toute façon, 
une analyse de groupe ne nous semble pas être le meilleur moyen pour saisir toute 
l’importance de l’opposition entre l’absence (= structure impossible) et la (faible) 
présence de quelque chose (= structure possible), car tout ce qui compte pour l’analyse de 
groupe, ce sont les distances, qui restent malgré tout assez petites dans ce cas577. A cela 
s’ajoute que dans ce domaine la linguistique de corpus est forcément limitée, car on ne 
peut pas déduire de l’absence de quelque chose dans un corpus l’impossibilité de la 
structure en question. Les tests linguistiques (paires minimales etc.) sont plus aptes à 
mettre en évidence la différence entre ce qui est possible dans la langue et ce qui ne l’est 
pas.  
11.1.3.4 Algorithme PCA-HCPC à partir d’un ensemble d’ID tag levels dégraissé 
Enfin, nous avons encore appliqué une deuxième stratégie de dégraissement, basée, elle, 
sur une technique statistique consistant dans la réduction de dimensions. Ce deuxième 
type de ‘dégraissement’ est complémentaire par rapport à celui effectué par l’algorithme 
de dégraissement décrit sous 11.1.3.3 : les deux peuvent être combinés, cf. infra. 
Remarquons ensuite que, là où le dégraissement décrit sous 11.1.3.3  se situait au niveau 
des ID tag levels, le dégraissement abordé ici concerne les composantes principales 
obtenues suite à une analyse en composantes principales : les composantes principales 
les moins importantes sont écartées. L’analyse en composantes principales sera expliquée 
infra. En outre, nous utiliserons l’ACP également dans la partie dédiée à la productivité, 
où nous exposerons plus en détail le côté ‘technique’ de l’approche (cf. la section 13.2). Ce 
qui compte surtout ici, c’est de comprendre l’utilité de l’ACP comme un outil pour enlever 
le ‘bruit’ dans les données, avant d’opérer le clustering. 
Concrètement, pour ce deuxième ‘dégraissement’, nous utilisons la combinaison PCA 
(principal component analysis, ‘analyse en composantes principales’) et HCPC (Hierarchical 
Clustering on Principal Components), c’est-à-dire les données originelles sont transformées 
en composantes principales, dont les coordonnées sont ensuite soumises à un algorithme 
 
                                                     
577 Evidemment, il est vrai que la distance Canberra, qui est un autre type de distance que la distance euclidienne, 
permet d’attribuer plus de poids à ces petites différences autour de zéro. 
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de regroupement hiérarchique578. Remarquons que cette deuxième étape, HCPC, remplace 
la procédure optCluster adoptée sous 11.1.3.1 et 11.1.3.2579 : nous choisissons ici 
immédiatement un algorithme de regroupement spécifique580. La combinaison PCA-HCPC 
est tout de suite disponible dans le package FactoMineR (Lê, Josse, et Husson 2008 ; Husson, 
Josse, et Pagès 2010 ; Husson, Lê, et Pagès 2011) : il s’agit donc d’une méthodologie établie, 
assez répandue (en dehors de la linguistique).    
L’innovation la plus importante est donc que nous appliquons au préalable une analyse 
en composantes principales à nos données. L’ACP (‘analyse en composantes principales’) 
est une technique de réduction dimensionnelle et crée de nouvelles variables non 
corrélées (en l’occurrence, des composantes principales), qui sont des combinaisons 
linéaires des variables originelles (en l’occurrence, les ID tag levels). Ces variables 
originelles sont corrélées jusqu’à un certain degré. Les nouvelles composantes principales 
captent toutes une partie de la variabilité présente dans les données originelles : la 
première composante ou dimension représente le plus de variabilité, la deuxième 
composante ou dimension représente la deuxième plus grande portion de variabilité et 
ainsi de suite. 
L’application d’une ACP à nos données se justifie, car, malgré notre algorithme de 
dégraissement, les ID tag levels restants (après filtrage par notre algorithme de 
dégraissement) présentent toujours des corrélations (imprévues), comme nous le 
verrons. En plus des corrélations qui peuvent être éliminées par l’algorithme de 
dégraissement de la section 11.1.3.4, il subsiste donc des corrélations moins prévisibles, 
ce qui justifie l’emploi de l’ACP pour y remédier. L’ACP opère un double ‘dégraissement’ : 
- La liste des ID tag levels (parfois corrélés) est réduite à un nombre inférieur de 
composantes principales non corrélées. Ceci n’est qu’un dégraissement en 
apparence, cf. infra. 
- Ensuite, l’ACP permet de supprimer facilement les composantes principales qui 
représentent le moins de variabilité contenue dans les données originelles581. On 
 
                                                     
578 Remarquons que le regroupement hiérarchique initial est également consolidé par un regroupement k-means 
par la suite, cf. Husson, Josse, et Pagès 2010. Notons également que le regroupement hiérarchique identifie par 
défaut entre 3 et 10 groupes : « This number of clusters is chosen between min=3 and max=10 by default (if the 
minimum number of clusters equals 2, the procedure often defines an optimal number of 2 clusters, that is why 
we suggest to use 3 by default) » (Husson, Josse, et Pagès 2010, 7). La bipartition n’est donc pas possible. 
579 Il ne serait pas impossible d’appliquer la procédure optCluster aux coordonnées des composantes principales, 
mais nous préférons suivre la méthodologie propre au package FactoMineR. 
580 Remarquons que le package FactoMineR a sa propre méthode pour déterminer le nombre de groupes optimal, 
cf. Husson, Josse, et Pagès 2010. 
581 Remarquons que le regroupement résultant est parfois assez dépendant du nombre de dimensions retenues. 
Cela constitue donc un inconvénient de cette approche. Cf. « As discussed earlier, cluster analyses in which 
different numbers of components are retained may well be substantially different, especially when the 
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peut supposer que ces dernières composantes principales correspondent à du 
‘bruit’ non pertinent, qui ne fait que nuire au clustering582. 
Le véritable ‘dégraissement’ de l’ACP réside donc surtout dans la suppression de ces 
composantes principales moins importantes, comme le précisent aussi les deux citations 
suivantes : 
Indeed, PCA can be viewed as a denoising method which separates signal and noise: 
the first dimensions extract the essential of the information while the last ones are 
restricted to noise. Then without the noise in the data, the clustering is more stable 
than the one obtained from the original distances. (Husson, Josse, et Pagès 2010, 2) 
 
If any truly irrelevant information exists ([…]), then PCA will channel it into the 
small variance components likely to be deleted prior to the construction of the 
distance matrix583. (Fovell et Fovell 1993, 2115) 
Ce faisant, nous supprimons effectivement des informations, alors que l’ACP elle-même, 
c’est-à-dire la création des composantes principales en soi, ne ‘supprime’ rien : elle ne fait 
que ‘recomposer’. Pour preuve, si toutes les composantes principales de l’ACP sont 
retenues, on garde tout à fait les mêmes informations par rapport aux données 
originelles. Ainsi, l’ACP ne fait pas pour autant disparaître les redondances dans les 
données : 
[…] if all of the components are retained, the Euclidean distance matrix computed 
from the PCs is identical to that constructed from the original variables. Therefore, 
if redundant information exists in the original dataset, it still exists in the 
component dataset, despite the fact that the new component variables are 
uncorrelated. Therefore, the lack of correlation is no guarantee of the absence of 
redundancy. (Fovell et Fovell 1993, 2111) 
L’essentiel est maintenant de se rendre compte que, même si nous supprimons, après 
avoir appliqué l’ACP, les composantes principales représentant le moins de variabilité, les 
redondances dans les données risquent de survivre à cet élagage des composantes 
principales mineures. Par exemple, si deux ID tag levels sont très corrélés et, de ce fait, 
risquent de contenir des informations redondantes, il est probable qu’ils contribuent à la 
composition de la même composante principale. Par conséquent, l’importance de cette 
 
                                                     
component scores are standardized. This might be called "PC truncation bias," clearly a component of 
information bias, and represents the chief impediment to the usage of PCA as a preprocessing tool » (Fovell et 
Fovell 1993, 2126). 
582 Toutefois, cela reste une hypothèse. Ces informations peuvent toujours être pertinentes d’un point de vue 
théorique. En outre, si le bruit (= les informations non pertinentes) est largement majoritaire par rapport aux 
informations pertinentes, l’ACP ne saura pas non plus faire la distinction. 
583 C’est cette matrice qui sert d’input à l’analyse de groupe. 
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composante principale sera artificiellement gonflée, car elle capte ainsi plus de la 
variabilité contenue dans les données originelles (par rapport au cas où on n’aurait pas 
cette redondance). Si la composante principale en question représente ainsi globalement 
beaucoup de la variabilité totale, elle ne sera pas supprimée suite à l’ACP et la redondance 
restera donc présente, quoique sous une autre forme. En d’autres mots, si les ID tag levels 
redondants se rattachent à la même composante principale, cela risque d’augmenter 
l’importance de cette composante d’une telle façon qu’elle figure parmi les premières 
composantes, qui ne sont en général pas éliminées. Etant donné que la stratégie de 
dégraissement faisant usage de l’ACP ne mène dans ce cas pas à la suppression des 
informations redondantes, il est toujours utile d’appliquer, avant l’ACP, l’algorithme de 
dégraissement développé dans la section 11.1.3.3 ci-dessus, qui lui a bel et bien pour but 
d’éliminer les redondances prévisibles (cf. en particulier les étapes 1-3 de l’algorithme). 
En clair, ce serait problématique pour le regroupement si ces redondances se 
retrouvaient contenues dans les premières composantes principales de l’ACP. Au cas où 
l’importance de ces premières composantes principales serait artificiellement gonflée à 
cause des redondances au niveau des ID tag levels, cette importance accrue sera traduite 
par des coordonnées des verbes attributifs qui sont plus éloignées les unes des autres au 
long de la nouvelle dimension PC584 en question (par rapport aux autres dimensions PC). 
Comme les distances euclidéennes sur lesquelles l’analyse de groupe (suivant l’ACP) se 
base, se calculent à partir de ces coordonnées, il s’ensuit que la composante principale 
artificiellement gonflée deviendra plus déterminante pour le résultat de l’analyse de 
groupe. En gros, les effets néfastes des redondances, tels que nous les avons déjà décrits 
dans la section 11.1.3.3, persistent toujours à travers l’ACP, si les redondances se 
rattachent aux premières composantes principales (le cas échéant, les redondances 
seront éliminées ensemble avec les dernières composantes principales). Remarquons que 
l’approche Behavioral Profile ne se soucie en général pas trop de ces complications : nous 
peaufinons donc considérablement la méthodologie de l’analyse de groupe sur laquelle se 
fonde l’approche Behavioral Profile. 
Enfin, faisons encore quelques remarques à propos des données qui servent d’input à 
l’ACP. Comme nous l’avons déjà mentionné, nous utiliserons pour l’ACP seulement les ID 
tag levels qui ont survécu à l’algorithme de dégraissement de la section 11.1.3.3. 
Tout d’abord, soulignons que les données n’ont pas été standardisées à l’avance, 
comme il est souvent fait pour une ACP. Nous le ferons nous-même d’ailleurs dans la 
partie consacrée aux mesures de productivité infra, afin que chaque mesure de 
productivité pèse aussi lourd. Ici, la standardisation nous semble toutefois moins 
appropriée. La standardisation implique que chaque ID tag level aurait autant de poids, peu 
importe sa variance originelle (c’est-à-dire, peu importe l’ampleur des différences entre 
 
                                                     
584 Principal component. 
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les pourcentages). Nous pensons qu’il est plus judicieux d’attribuer à chaque ID tag level 
un poids conforme à la variance qu’il contient. Ainsi, les ID tag levels qui présentent les 
différences de pourcentage les plus importantes entre les verbes attributifs conservent 
leur impact plus élevé sur le regroupement, tandis que les différences de pourcentage 
moins importantes restent moins déterminantes pour le regroupement. Contrairement 
aux mesures de productivité, qui sont par définition d’une grandeur différente (car, des 
unités de mesures différentes : les hapax, les types etc.), les ID tag levels contiennent tous 
des valeurs faisant usage de la même unité de mesure (à chaque fois des pourcentages), 
ce qui fait qu’une ‘uniformisation’ n’est pas nécessaire. 
En dernier lieu, notons encore que les données soumises à l’ACP n’ont pas subi de 
transformation particulière. Or, dans certaines disciplines, il est commun d’appliquer aux 
données exprimées en pourcentage (situées entre 0 % et 100 %) une transformation arc-
sinus de la racine carrée (appelée également transformation angulaire). Cette 
transformation a pour résultat que les données suivent davantage une distribution 
normale, ce qui est parfois considéré comme un atout pour l’ACP. Même si nous avons 
exploré cette voie, nous ne rapporterons pas les regroupements obtenus à partir des 
données dégraissées transformées, et cela pour plusieurs raisons.  
Tout d’abord, la normalité des ID tag levels s’améliore grâce à la transformation arc-
sinus, mais elle reste loin d’être parfaite. La transformation a de toute façon relativement 
peu d’impact. Puis, nous n’avons pas besoin d’une distribution normale des données, 
puisque la normalité des données ne constitue pas un prérequis indispensable pour l’ACP, 
cf. : 
It cannot be disputed that linearity and covariances/correlations, both of which 
play a central role in PCA, have especial relevance when distributions are 
multivariate normal, but this does not detract from the usefulness of PCA when 
data have other forms. (Jolliffe 2002, 19) 
En outre, l’ACP est une méthode exploratoire, qui, contrairement à d’autres méthodes 
telles qu’une analyse de régression, ne repose pas sur des valeurs p qui permettent de 
vérifier statistiquement une hypothèse. En outre, comme nous ne ferons pas usage de 
certains outils liés à l’ACP (cf. FactoMineR), comme la corrélation de Pearson entre les ID tag 
levels et les nouvelles composantes principales ou la valeur-test (v-test)585, qui profitent de 
 
                                                     
585 Afin de caractériser chaque groupe, nous pouvons évaluer l’écart entre la moyenne des valeurs obtenues pour 
un ID tag level à l’intérieur d’un groupe de verbes et la moyenne des valeurs obtenues pour un ID tag level de façon 
globale. Pour comparer ces deux moyennes (moyenne du cluster vs moyenne globale), un groupe de statisticiens 
français a développé la valeur-test (v-test), également disponible dans le package FactoMineR (Husson, Josse, et 
Pagès 2010). Nous reprenons ici leur définition : 
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la normalité des données ét fournissent bel et bien des valeurs p, il n’était donc pas non 
plus nécessaire d’améliorer la normalité des données en vue de l’application de ces outils. 
Remarquons que nous calculons infra bel et bien des corrélations de rang de Spearman 
entre les ID tag levels, avec des valeurs p, mais comme il s’agit dans ce cas d’un test non 
paramétrique, la distribution des données n’est pas pertinente. 
Enfin, nous avons préféré ne pas prendre en considération les résultats de la 
transformation arc-sinus parce qu’elle semble déterminer outre-mesure le regroupement 
obtenu (alors qu’une transformation sert juste à rendre les données plus ‘conformes’ aux 
prérequis d’une analyse statistique). En effet, le regroupement de type PCA-HCPC 
résultant des données dégraissées transformées diffère un peu par rapport au 
regroupement obtenu par le biais de optCluster (version dégraissée des données). Or, 
comme nous le verrons infra, le regroupement des verbes attributifs obtenu suite à la 
procédure PCA-HCPC, à partir des données dégraissées et non transformées, est identique 
à celui fourni par optCluster (version dégraissée). Il semble donc que la transformation arc-
sinus sort du lot et que cette tranformation même soit responsable d’un regroupement 
différent par rapport au résultat attendu. Pour cette raison, nous estimons qu’il est plus 
prudent d’écarter la transformation arc-sinus. En tout cas, les résultats sont toujours 
assez comparables, sans ou avec la transformation. 
11.1.4 Comment expliquer le regroupement ? Le graphique ‘serpentin’ 
(snakeplot) et la carte thermique (heat map). 
Une fois que le regroupement est opéré, il reste encore à expliquer le regroupement : 
quels sont les ID tag levels qui sont les plus déterminants pour le regroupement ? Afin de 
répondre à cette question, deux outils sont à notre disposition, à savoir le graphique 
serpentin (cf. 11.1.4.1) et la carte thermique (cf. 11.1.4.2). 
 
                                                     
« Pour caractériser une classe par les variables continues, on compare X̅k, la moyenne d'une variable X dans 
la classe k, à la moyenne générale X ̅et on évalue l'écart en tenant compte de la variance 𝑠𝑘
2(X) de cette variable 
dans la classe » (Lebart, Morineau, et Piron 1995, 181). 
La valeur p qu’on obtient teste l’hypothèse suivante : la moyenne du groupe est égale à la moyenne générale. 
Une valeur p inférieure à 0.05 indique que l’hypothèse nulle peut être rejetée, ce qui permet de dire que cet ID 
tag level caractérise le groupe en question. Ce mécanisme correspond à ce qu’on appelle généralement un test t 
de Student, qui fonctionne sous l’hypothèse de la normalité des distributions comparées. La particularité de la 
valeur-test est que la valeur p devient le quantile de la distribution normale associé à cette valeur p. Ainsi, si la 
valeur absolue du v-test est supérieure à 1.96, cela correspond à une valeur p inférieure à 0.05. Cette 
transformation présente l’avantage que le signe (-/+) de la valeur-test montre si l’ID tag level est sous- ou 
surreprésenté dans le groupe en question. 
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11.1.4.1 Le graphique serpentin (snakeplot) 
Afin d’expliquer le regroupement effectué par l’algorithme de clustering, nous utiliserons 
principalement le graphique serpentin (snakeplot), un outil visuel proposé par Gries et 
Divjak 2009. Nous suivons la procédure computationnelle détaillée dans Levshina 2015, 
313‑14, avec toutefois quelques ajouts. Concrètement, la procédure comporte les étapes 
suivantes : 
1) Par groupe (= cluster) de verbes attributifs issu de l’analyse de groupe, la moyenne 
des pourcentages de chaque ID tag level est calculée. Remarquons que ces 
moyennes correspondent à la définition du centroid (~ kmeans) supra. Ensuite, 
rappelons qu’une valeur de 1 équivaut à un pourcentage de 100 %. 
2) Ensuite, les différences des moyennes entre deux groupes (par ID tag level) sont 
calculées. Ainsi, nous obtenons une liste de valeurs résultant du calcul de la 
différence entre la [moyenne cluster 1] et la [moyenne cluster 2] (par ID tag level). 
L’équation implique qu’une valeur positive élevée indique une association au 
premier groupe, tandis qu’une valeur négative élevée indique une association au 
deuxième groupe. Si l’algorithme de regroupement reconnaît plus de deux 
groupes, les différences peuvent être calculées pour chaque combinaison de deux 
groupes (au sein de l’ensemble des groupes). 
3) La liste des valeurs [moyenne cluster 1 – moyenne cluster 2 (par ID tag level)] est 
rangée par ordre décroissant. Dans ce même ordre, les ID tag levels correspondant 
aux valeurs susmentionnées sont visualisés sur un graphique, sous la forme d’une 
courbe ‘serpentine’.  
Le plus souvent, la visualisation de l’ensemble des ID tag levels rendrait le graphique tout 
à fait illisible. Pour cette raison, nous nous limiterons pour le graphique serpentin aux 15 
valeurs absolues586 [moyenne cluster 1 – moyenne cluster 2 (par ID tag level)] les plus 
élevées, dans le but de visualiser uniquement les ID tag levels les plus discriminatoires.  
Afin de rendre tout ceci plus concret, voici un exemple fictif d’un snake plot (à moitié 
vide), qui oppose le groupe [blijven, demeurer, être, rester, zijn] au groupe [devenir, worden]. 
Les valeurs [moyenne cluster 1 – moyenne cluster 2 (par ID tag level)] les plus importantes 
y sont visualisées sous forme de points. Par projection sur l'axe des ordonnées 
« diff_moyenne », on peut lire les valeurs précises. Notons que, dans ce graphique 
purement illustratif, nous n’avons pas ajouté les noms des ID tag levels concrets associés à 
ces valeurs, contrairement à ce que nous ferons infra, où chaque point est accompagné 
d’un ID tag level. 
 
 
                                                     
586 Nous faisons donc abstraction du signe positif ou négatif de la valeur. 
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Figure 45 Graphique serpentin : exemple 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Comme on peut le voir sur la figure ci-dessus, le graphique serpentin a un en-tête 
comportant deux étiquettes. L’étiquette supérieure est le nom du premier cluster, 
composé des différents verbes attributifs appartenant à ce groupe joints par le signe « + ». 
De façon tout à fait analogue, l’étiquette inférieure est le nom du deuxième cluster, qui 
contient également les différents verbes faisant partie de ce deuxième groupe, joints par 
le signe « + ». Sur le graphique même, on trouve la même répartition de l’espace : la partie 
supérieure, au-dessus de y = 0, comporte les ID tag levels associés au premier groupe, alors 
que la partie inférieure, en-dessous de y = 0, comporte les ID tag levels associés au deuxième 
groupe. Afin de rendre cette division de l’espace encore plus claire, les ID tag levels associés 
au premier groupe seront colorés en vert, tandis que les ID tag levels associés au deuxième 
groupe seront colorés en rouge.  
Le lecteur remarquera que nous avons, en plus du vert et du rouge, employé une 
troisième couleur, à savoir le bleu. Si un ID tag level est marqué en bleu, cela montre que 
cet ID tag level est en quelque sorte moins fiable, étant donné que les valeurs sous-tendant 
les moyennes par cluster courent dans ce cas le risque de ne pas être très homogènes. 
valeurs des ID tag 
levels associés au 
groupe [blijven, 
demeurer, être, rester, 
zijn] 
valeurs des ID tag 
levels associés au 
groupe [devenir, 
worden] 
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Qu’est-ce que cela veut dire au niveau de la computation ? Dans le cas d’un ID tag level 
bleu, le lecteur peut en déduire que, pour au moins un des deux clusters visualisés dans le 
graphique serpentin, la différence maximale entre les verbes appartenant au même 
cluster, mesurée pour cet ID tag level spécifique, est supérieure à 0.20587. Concrètement, cela 
veut dire que, pour la computation du graphique serpentin, nous avons pris la moyenne 
d’une série de pourcentages pour laquelle l’écart entre le pourcentage minimal et le 
pourcentage maximal est assez important (> 0.20), ce qui constitue un indice du fait que 
le clustering proposé soit sans doute moins réussi pour cet ID tag level particulier. 
11.1.4.2 La carte thermique (heat map) 
A côté du graphique serpentin, nous aurons également recours à un autre outil de 
visualisation intéressant, à savoir la carte thermique. Cf. la section 11.3.3 pour un exemple 
concret. Cet outil sert essentiellement le même but que le graphique serpentin : il vise à 
clarifier quels sont les ID tag levels caractéristiques des différents groupes identifiés. A 
cette fin, les données quantitatives sont transformées en couleurs : les valeurs basses sont 
marquées de la couleur bleue et les valeurs élevées sont marquées en rouge. En outre, tant 
les colonnes (= les ID tag levels) que les rangées (= les verbes attributifs) sont soumises à un 
algorithme de clustering, ce qui fait que les ID tag levels similaires sont également regroupés 
ensemble, tout comme les verbes attributifs. A l’aide de cet outil de visualisation, il est 
plus aisé d’isoler les ID tag levels pour lesquels tous les verbes attributifs se comportement 
plus ou moins de façon similaire (= les ‘blocs’ de bleu ou de rouge homogène) et de repérer 
les ID tag levels vraiment discriminatoires (= les couleurs diffèrent selon le verbe 
attributif). 
Pourquoi utiliser ce type de graphique, en plus du graphique serpentin ? La carte 
thermique présente l’avantage de pouvoir visualiser les valeurs des ID tags pour chaque 
verbe attributif individuel, ce qui permet donc d’accéder directement aux BP-vecteurs 
originels et cela sous une forme organisée. Ainsi, il devient tout de suite apparent si les 
verbes regroupés ensemble sont effectivement similaires pour les différents ID tag levels. 
Etant donné qu’il y a toujours un risque que l’algorithme de regroupement impose 
indûment une certaine structure aux données, cette précaution est indispensable. En 
revanche, le graphique serpentin est beaucoup moins détaillé : il offre un résumé qui ne 
permet pas de retracer les valeurs originelles des vecteurs BP. Par conséquent, ce type de 
graphique risque d’obnubiler des différences importantes à l’intérieur des groupes 
 
                                                     
587 Ce chiffre est choisi de façon assez arbitraire et il ne tient pas compte du fait que l’écart par rapport aux 
verbes attributifs des autres groupes peut être encore plus important (tout est relatif). Néanmoins, nous 
estimons que les écarts qui dépassent le seuil de 0.20 méritent d’être signalés, afin de contrecarrer l’impression 
erronée que les verbes attributifs du même groupe se conduisent de façon tout à fait homogène pour l’ensemble 
des ID tag levels.  
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(même si nous avons essayé de pallier cette problématique, cf. supra). Il n’empêche que le 
graphique serpentin offre également quelques avantages. Le graphique serpentin est 
préférable si le nombre d’ID tag levels est tellement élevé qu’une carte thermique n’est 
plus en mesure de fournir une vue d’ensemble visualisable. En outre, il montre tout de 
suite quels sont les ID tag levels les plus opposés en comparant deux clusters, alors que ces 
informations ne sont pas tout de suite révélées par les cartes thermiques. En somme, le 
graphique serpentin et la carte thermique sont complémentaires, chacun ayant ses atouts 
et ses faiblesses. 
11.2 Classification des variables 
Dans ce qui précède, nous avons mis en place les principaux outils en vue d’une analyse 
de groupe de notre famille de verbes attributifs. Le résultat d’une telle analyse de groupe 
dépend bien sûr en partie des variables retenues. Dans cette section, nous tenterons 
d’opérer une classification des variables qui servent d’input à l’analyse de groupe et cela 
sur la base de critères théoriques588. En effet, la sélection des variables qui seront soumises 
à  l’analyse de groupe est un exercice important, qui, parmi d’autres paramètres (cf. ci-
dessus), déterminera le résultat, c’est-à-dire la classification des verbes. Cette sélection 
est cruciale pour deux raisons. Tout d’abord, les variables qui ne contiennent pas 
d’informations pertinentes pour le sujet en question sont pires qu’inutiles, car elles 
risquent d’obscurcir un regroupement potentiellement intéressant, cf. :  
In all this, it should be noted that a variable not containing any relevant 
information (say, the telephone number of each person) is worse than useless, 
because it will make the clustering less apparent. The occurrence of several such 
“trash variables” will kill the whole clustering because they yield a lot of random 
terms in the distances, thereby hiding the useful information provided by the other 
variables. Therefore, such noninformative variables must be given a zero weight in 
the analysis, which amounts to deleting them. A recent discussion of variable 
selection can be found in Fowlkes et al. (1988). (Kaufman et Rousseeuw 2005, 14) 
Pour cette raison, nous avons écarté certaines des variables annotées qui étaient assez 
redondantes par rapport à d’autres variables (qui, elles, ont bel et bien été reprises dans 
l’analyse). De plus, nous avons également mis à l’écart pour l’analyse de groupe : 
 
                                                     
588 Cette classification des variables ne se fait donc pas à partir d’une analyse de groupe. 
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- les variables contenant des catégories propres à une des deux langues, cf. la section 
11.2.2 infra qui fait la liste complète 
- les variables qui ne sont pas encodées pour l’ensemble des données, même si cela 
serait possible d’un point de vue théorique 
- les variables qui faussent la comparaison parmi les verbes 
Le Tableau 97 suivant propose une récapitulation des variables d’emblée exclues :  
 
Tableau 97 Variables omises pour l’analyse de groupe 
Variables Raison pour l’omission 
SUJET_CAT_2 et 
DETERMINATION_ATTR_NOM_2 
Ces variables sont des versions moins détaillées 
d’autres variables, qui sont bel et bien incluses.  
les variables du sous-ensemble 2, cf. 
11.2.2 infra 
Ces variables introduisent a priori une bipartition 
[français vs néerlandais] dans les données. En outre, 
nous avons des alternatives pour la plupart de ces 
variables qui sont plus neutre par rapport à 
l’opposition [français vs néerlandais]. 
ATTRIBUT_SEM Cette variable n’a pas été encodée pour les copules 
prototypiques. 
ATTRIBUT_PREP_MODIFICATION Les échantillons de certains verbes attributifs 
contiennent peu d’AS prépositionnels (en particulier 
devenir / worden), ce qui donne dans ce cas lieu à des 
pourcentages gonflés pour certaines catégories de 
cette variable prépositionnelle. Ainsi, la comparaison 
avec les autres verbes attributifs n’est plus fiable.  
 
Ce dégraissement de notre dataset a également été complété par l’application d’un 
algorithme de dégraissement (cf. 11.1.3.3) qui avait pour but d’éliminer les redondances 
au niveau des ID tag levels, à un niveau de granularité inférieur donc. 
Deuxièmement, notre liste de variables contient quelques variables dont nous pouvons 
dire à l’avance qu’elles sont dichotomisantes, c’est-à-dire qu’elles induisent un clivage 
binaire assez évident, à savoir [semi-copule vs copule prototypique] ou [français vs 
néerlandais]. Rappelons que nous avons déjà mis en évidence l’existence de ces variables 
a priori dichotomisantes dans la section 1.1. Il importe donc de se rendre compte du fait 
que l’inclusion de ces variables oriente, de façon assez prévisible, la classification vers une 
bipartition. En plus de confirmer l’impact (par le biais du regroupement auquel elles 
donnent lieu) des critères reconnus dans la littérature comme sanctionnant la distinction 
discrète entre copule et semi-copule (comme LE_PRONOMINALISATION, cf. infra), nous 
visons également à détecter, au moyen de la machinerie statistique, l’impact structurant 
d’autres variables en l’absence des variables a priori dichotomisantes, et, le cas échéant, à 
reconnaître d’autres variables qui contribuent à la même bipartition entre copule 
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prototypique et semi-copule. Ainsi, en faisant un zoom sur ces autres variables, la 
découverte de variables ‘copularisantes’ insoupçonnées (c’est-à-dire des propriétés qui 
opèrent le même type de regroupement) devient possible. Or, contrairement aux 
variables a priori dichotomisantes, l’association des catégories de ces variables à un des 
deux types de verbes attributifs est toujours ‘préférentielle’, jamais exclusive589.  Il va de 
soi que les critères de copularité a priori dichotomisants ont reçu plus d’attention dans la 
littérature jusqu’à présent, parce qu’ils sont plus facilement détectables, par le biais de 
paires minimales. L’apport spécifique de notre étude est que nous nous concentrons ici 
surtout sur la découverte de  critères qui permettent d’établir une association 
préférentielle aux copules prototypiques ou aux semi-copules, ce qui nécessite un 
examen de corpus au-delà de paires minimales. 
Dans les sections qui suivent, nous reconnaîtrons quatre sous-ensembles de variables 
en fonction de leur ‘impact dichotomisant’ (cf. 11.2.1 et 11.2.2) et de leur rapport avec les 
catégories morphosyntaxiques de l’AS (cf. 11.2.3 et 11.2.4).  
11.2.1 Sous-ensemble de variables 1 (a priori dichotomisantes) 
Le premier sous-ensemble de variables590 comporte les variables a priori dichotomisantes, 
qui risquent d’avoir, dans les deux langues, une influence démesurée et extrêmement 
prévisible sur la classification [copule prototypique vs semi-copule], comme nous l’avons 
déjà pu constater dans la partie III, consacrée à l’analyse bivariée. Voici les variables en 
question :  
1. LE_PRONOMINALISATION : Les catégories « le_oui » et « le_intermédiaire » 
s’appliquent seulement aux copules prototypiques. 
2. TYPES_DE_PHRASE : Les catégories autres que « prédicationnel » s’appliquent 
uniquement aux copules prototypiques591. 
 
                                                     
589 Par exemple, on pourrait en quelque sorte comparer cette distinction entre ‘a priori dichotomisant’ (= 
association absolue) et ‘a posteriori dichotomisant’ (= association préférentielle) avec les univeraux linguistiques 
de Greenberg, qui sont soit ‘absolus’, s’appliquant à toutes les langues, soit ‘statistiques’, s’appliquant à une 
majorité de langues. En d’autres mots, la linguistique a toujours fait la différence entre contraintes absolues et 
contraintes statistiques. Ici, nous tentons, dans le domaine des verbes attributifs, de caractériser l’opposition 
[copule prototypique vs semi-copule], à l’aide de ‘critères absolus’ et de critères qui se basent sur des ‘tendances’.  
590 On pourrait rattacher la variable ATTRIBUT_SEM à ce premier sous-ensemble de variables. Les classes 
sémantiques sont uniquement encodées pour le sous-ensemble des semi-copules. A la différence des variables 
mentionnées précédemment, le problème ici est donc que les copules prototypiques ne sont pas encodées pour 
cette variable et non pas qu’une catégorie spécifique au sein de la variable s’associe (quasi) exclusivement aux 
semi-copules ou aux copules prototypiques. 
591 Corollairement, la catégorie des sujets adjectivaux, cf. la variable SUJET_CAT_1, est peut-être problématique, 
vu qu’elle est liée aux spécificationnelles du type [Belangrijk is dat X], cf. aussi la section 5.3.7. Or, ce nombre est 
tellement réduit que l’impact devrait être minime. 
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3. ATTR_SYNT_NOM_TYPE : Au fil de l’analyse il est apparu que la catégorie « SN » 
s’applique uniquement aux copules prototypiques. Il y a une exception à cette 
règle : les noms propres, qui ont été encodés comme des SN. Ils se combinent bel 
et bien avec les semi-copules, cf. : « on va virer Meetic ici ! » (Sketch Engine) Or, le 
corpus ne contient que trois exemples (français). 
 DETERMINATION_ATTR_NOM et DETERMINATION_ATTR_NOM_2 : Ces 
avatars plus détaillés de la variable ATTR_SYNT_NOM_TYPE souffrent du 
même problème. Remarquons en outre que les catégories 
« article_indéfini_covert » (DETERMINATION_ATTR_NOM) et « négation » 
s’appliquent uniquement aux données néerlandaises, ce qui est une raison 
de plus pour les exclure (cf. 11.2.2 infra). 
 Nous pouvons également y rattacher la variable 
ATTRIBUT_NOM_MODIFICATION : la modification de l’AS entre en 
interaction avec la distinction [nom nu vs SN], comme nous l’avons vu dans 
la partie III. 
4. MUTATIVITE : La distinction [mutatif vs non mutatif] correspond en grande partie 
à l’opposition [semi-copule vs copule prototypique], car la plupart des copules 
prototypiques sont des verbes non mutatifs (cf. être, blijven etc., à l’exception de 
devenir et worden), alors que les semi-copules sont, en raison de nos critères 
d’inclusion, des verbes mutatifs, même si certaines semi-copules incluses 
connaissent également quelques emplois non mutatifs (cf. p. ex. passer inaperçu). 
Le rapport entre les différentes catégories de cette variable et l’opposition [copule 
prototypique vs semi-copule] est donc moins univoque que pour les trois premiers 
cas de cette liste. Or, étant donné que nous n’avons pas inclus les semi-copules non 
mutatives (cf. les verbes de position néerlandais staan, zitten et liggen), cette 
variable serait de toute façon biaisée et est, de ce fait, peu utile pour étayer 
l’opposition [copule prototypique vs semi-copule]. 
En somme, l’inclusion de ces variables encode en quelque sorte a priori la distinction 
entre copule prototypique et semi-copule, sous la forme de certaines restrictions (quasi) 
absolues comme le fait que les semi-copules ne se combinent pas avec des AS SN. 
Néanmoins, nous effectuerons une première analyse de groupe tout en les incluant (cf. la 
section 11.3.1), afin de vérifier si leur poids est tel qu’elles conduisent effectivement à la 
bipartition [copule prototypique vs semi-copule] attendue. 
11.2.2 Sous-ensemble de variables 2 (spécifiques pour une des deux 
langues) 
Ensuite, il y a une deuxième série de variables qui est a priori dichotomisante, cette fois-ci 
en termes de la langue (et non pas en vue du degré de copularité des verbes). D’abord, 
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nous avons les variables dont une de leurs catégories s’associe exclusivement à une des 
deux langues :   
1. IMPERSONNEL_1 : La catégorie « er (présentatif) » de cette variable s’applique 
uniquement aux données néerlandaises. 
2. VERBE_TYPE : La catégorie « passé simple » de cette variable s’applique seulement 
aux données françaises. Notons que la variable TEMPS_COMPOSE (cf. plus loin), 
qui classifie les temps verbaux en deux catégories, à savoir les temps composés vs 
les temps non composés, ne souffre pas de ce problème : le passé simple est rangé 
dans la catégorie « temps non composés », qui s’applique à la fois au français et au 
néerlandais. 
3. ATTRIBUT_CAT_2 : La catégorie « particule » de cette variable s’applique 
uniquement aux données néerlandaises. Corollairement, les variables 
ATTRIBUT_PARTICULE_MODIFICATION et ATTR_PART_GRAD, qui portent sur les 
particules néerlandaises, sont également à ranger dans ce sous-ensemble. Notons 
que la variable ATTRIBUT_CAT (cf. plus loin) regroupe les particules avec les 
adjectifs. 
Puis, la variable suivante s’applique uniquement aux données néerlandaises : 
4. ER_PASSIVATION 
En dernier lieu, nous terminons avec trois variables (très détaillées) dont les catégories 
comportent des lexèmes concrets, qui sont, par conséquent, soit propres au français, soit 
au néerlandais : 
5. ATTRIBUT_PREP 
6. CONTEXTE_SCALAIRE_1 
En résumé, l’inclusion de ces variables risque d’orienter (a priori) la classification vers 
une opposition entre le néerlandais et le français. Rappelons que nous avons fait de notre 
mieux pour construire notre dataset de telle sorte que toutes les catégories utilisées soient 
neutres par rapport à l’opposition contrastive entre le français et le néerlandais, afin de 
faciliter la comparaison interlinguistique dans le domaine attributif592. Plus précisément, 
cela nous permet d’intégrer les deux langues dans une seule analyse statistique (cf. aussi 
notre analyse unitaire pour l’ACP dans la partie V). Les variables de la liste ci-dessus 
constituent des exceptions inévitables. Comme indiqué ci-dessus, nous disposons dans le 
cas des variables 1-3 du sous-ensemble 2 de variables alternatives qui n’introduisent pas 
subrepticement le facteur contrastif [français vs néerlandais]. Il est donc possible 
d’écarter ces variables pour l’analyse unitaire des deux langues dans cette partie, sans que 
 
                                                     
592 Evidemment, comme l’a montré l’analyse bivariée, certaines variables comme TEMPS_COMPOSE et 
SUJET_DEFINITUDE introduisent quand même le facteur typologique. Or, ces variables ne contiennent aucune 
catégorie qui s’associe soit au français, soit au néerlandais, contrairement aux variables du sous-ensemble 2.  
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les informations contenues par les variables 1-3 de la liste ci-dessus soient entièrement 
perdues.  
11.2.3 Sous-ensemble de variables 3 (liées à des catégories 
morphosyntaxiques spécifiques) 
Troisièmement, nous fournissons un aperçu des variables a priori neutres par rapport aux 
sous-ensembles principaux LANGUE et COPULARITE. Nous présentons d’abord les 
variables liées à des catégories morphosyntaxiques spécifiques de l’AS qui n’ont pas 
encore été mentionnées ci-dessus. La première variable dans la liste spécifie tout 
simplement la catégorie morphosyntaxique de l’AS :    
1. ATTRIBUT_CAT 
Comme nous le verrons également dans le chapitre 12, remarquons que ATTRIBUT_CAT 
est a priori dichotomisant pour ce qui est la catégorie « AS nominal » dans le domaine plus 
spécifique des verbes attributifs néerlandais. Compte tenu du fait que cette variable soit 
importante pour le champ des verbes attributifs (cf. la partie III) et qu’elle ne soit pas a 
priori dichotomisante pour l’ensemble des verbes attributifs examinés ici, nous l’incluons 
dans ce sous-ensemble, et non pas dans le premier sous-ensemble (11.2.1). 
Les autres variables portent toujours sur une seule catégorie morphosyntaxique de 
l’AS. Ainsi, elles ne concernent qu’une partie des données : 
2. ATTR_ADJ_GRAD 
3. ATTR_ADJ_PARTICIPIALITE 
A cela s’ajoute une variables très détaillée qui spécifie le type de modification pour les 
AS adjectivaux : 
4. ATTRIBUT_ADJ_MODIFICATION 
Notons que deux autres variables du même type ont déjà été mentionnées supra, à savoir 
ATTRIBUT_NOM_MODIFICATION (la modification de l’AS nominal, cf. 11.2.1) et 
ATTRIBUT_PREP_MODIFICATION (la modification de l’AS prépositionnel, cf. le 
Tableau 97).  
Les deux variables suivantes sont surtout associées aux AS adjectivaux, mais pas 
exclusivement. Elles pourraient éventuellement être rattachées au sous-ensemble 4 infra. 
5. COMPARATIF 
6. GRADATIF_NORME 
7. CONTEXTE_SCALAIRE_2 
Les catégories des variables du groupe 3 ne sont pas (quasi) exclusivement associées à 
l’un des deux types de verbes attributifs : il n’existe aucune contrainte absolue dont nous 
savions a priori qu’elle pourrait entraver la compatibilité entre certaines catégories de ces 
variables avec les semi-copules ou les copules prototypiques. Il n’empêche que, a 
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posteriori, certaines catégories s’avèrent s’associer préférentiellement aux semi-copules 
ou aux copules prototypiques. Ainsi, nous verrons que les semi-copules sont surtout 
caractérisées par des AS prépositionnels, catégorie moins en vue pour les copules 
prototypiques. Toutefois, il s’agit en général d’une préférence et non pas d’une 
‘restriction absolue’ : même si le nombre d’AS prépositionnels est relativement bas pour 
les échantillons des copules prototypiques, l’AS prépositionnel n’est pas pour autant à 100 
% incompatible avec les copules prototypiques (même pour worden et de devenir). Même 
dans le cas extrême où aucun AS prépositionnel ne serait recensé pour l’échantillon d’une 
copule prototypique donnée, la restriction n’est pas absolue, étant donné qu’il ne s’agit 
pas d’une inacceptabilité grammaticale, d’autant plus que l’échantillon est trop petit pour 
rendre compte des cas de figure moins fréquents. En revanche, l’AS SN, cf. la variable 
ATTR_SYNT_NOM.TYPE ci-dessus (11.2.1), ne se combine pas du tout avec les semi-
copules (françaises et néerlandaises). Vraisemblablement, cette restriction tiendra 
toujours, même pour des échantillons beaucoup plus larges. 
11.2.4 Sous-ensemble de variables 4 (neutres) 
Restent les variables a priori neutres et non liées à des catégories morphosyntaxiques de 
l’AS :  
1. Par rapport au sujet / à la personne grammaticale :  
 SUJET_ANIM  
 SUJET_DEFINITUDE   
 SUJET_CAT_1 et SUJET_CAT_2  (mais cf. la remarque supra) 
 PERSONNEL 
 IMPERSONNEL_2 
Notons que cette variable est dichotomisante dans le domaine plus 
spécifique des verbes attributifs français : les seuls impersonnels du côté 
des semi-copules sont néerlandais. 
2. Par rapport au verbe :  
 TEMPS_COMPOSE 
3. Par rapport à l’attribut : 
 ATTRIBUT_MOT_UNIQUE 
 MODIFICATION_ATTRIBUT 
Rappelons que ces variables sont donc censées être a priori neutres par rapport aux sous-
ensembles principaux LANGUE et COPULARITE, mais rien n’empêche que l’analyse 
statistique de ces variables ne révèle (a posteriori) des tendances intéressantes qui 
permettent de mieux comprendre ce qui distingue une semi-copule d’une copule 
prototypique. 
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11.3 Structuration de l’ensemble des copules prototypiques et 
des semi-copules 
Maintenant que nous avons posé les jalons de l’analyse de groupe, tant du point de vue de 
la méthodologie statistique que du point de vue de la sélection des variables, nous 
pouvons mettre la main à la pâte et partir à la recherche de la structuration de la famille 
des verbes attributifs à l’aide de l’approche Behavioral Profile. Avant de nous plonger dans 
le vif de l’analyse, précisons encore une fois les modalités exactes. Tous les verbes 
attributifs de notre dataset sont inclus (y compris tourner).  
Les variables, divisées en sous-ensembles 1, 3 et 4, feront l’objet d’une analyse de 
groupe, après que les données ont été converties en vecteurs BP et ID tag levels. Nous 
suivons un parcours en entonnoir, à travers lequel les structurations se font à partir de 
moins en moins de variables. Voici un aperçu de l’organisation des sections 11.3.1-11.3.3 : 
- Une structuration des verbes attributifs à l’aide de toutes les variables [sous-
ensemble 1 + sous-ensemble 3 + sous-ensemble 4] (cf. 11.3.1), sauf celles typiques 
d’une seule langue (cf. 11.2.2).  
- Une structuration des verbes attributifs à l’aide des variables [sous-ensemble 3 + 
sous-ensemble 4] (cf. 11.3.2). Les variables a priori dichotomisantes sont donc 
exclues de cette structuration. 
- Une structuration des verbes attributifs à l’aide des variables qui seront utilisées 
pour l’analyse de régression (cf. 11.3.3), pour laquelle, rappelons-le, nous avons dû 
exclure toutes les variables comportant trop de valeurs NA (cf. le chapitre 10). 
Cette structuration assure la transition vers l’analyse de régression (cf. le chapitre 
12). 
11.3.1 Première structuration des verbes attributifs : les variables des 
sous-ensembles 1+3+4 
Dans cette section, nous exposons une première structuration des verbes attributifs. Cette 
analyse de groupe se fait à partir des variables des sous-ensembles 1, 3 et 4, soit :  
 
Tableau 98 Variables sélectionnées pour la première structuration des verbes attributifs 
SOUS-ENSEMBLE 1 MUTATIVITE, TYPE_DE_PHRASE, LE_PRONOMINALISATION, 
DETERMINATION_ATTR_NOM, ATTR_SYNT_NOM.TYPE, 
ATTRIBUT_NOM_MODIFICATION 
SOUS-ENSEMBLE 3 ATTRIBUT_CAT, ATTR_ADJ_GRAD, ATTR_ADJ_PARTICIPIALITE, 
ATTRIBUT_ADJ_MODIFICATION, COMPARATIF, GRADATIF_NORME 
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SOUS-ENSEMBLE 4 SUJET_ANIM, SUJET_DEFINITUDE, SUJET_CAT_1, PERSONNEL, 
IMPERSONNEL_2, TEMPS_COMPOSE, ATTRIBUT_MOT_UNIQUE, 
MODIFICATION_ATTRIBUT, CONTEXTE_SCALAIRE_2 
 
La statistique H(opkins) (0.37 / 0.38), calculée pour la version non dégraissée des ID tag 
levels, indique que les données sont susceptibles de contenir des groupes (car H < 0.5), mais 
les groupes ne semblent pas bien délimitables, car la statistique est toujours assez 
éloignée de 0593. Malgré ce résultat moins optimal, nous adoptons une attitude 
pragmatique et poursuivons notre analyse de groupe : le plus important est de vérifier si 
le regroupement résultant fait sens. Comme nous le verrons, nous pensons, en effet, que 
l’analyse de groupe nous permet d’acquérir une meilleure compréhension de la structure 
du domaine attributif. De toute façon, la citation suivante, issue d’un domaine d’étude 
tout à fait différent (la climatologie), indique que l’exercice de regroupement peut 
toujours être intéressant pour définir une classification approximative, même s’il n’existe 
pas de groupes stables :      
Particularly in the eastern portion of the United States, temperature and 
precipitation vary rather smoothly over space, so it is unlikely there will be any 
truly "hard" clusters there anyway, but rather "fuzzy" or overlapping clusters. 
Instead, the main goal is to find an adequate subdivision of the objects, in order to 
define climate types, without sacrificing too much detail. (Fovell et Fovell 1993, 
2107) 
Dans le Tableau 102 infra, nous énumérons les différents regroupements suite à la 
première structuration, faisant usage de plusieurs procédures. A l’aide de notre 
procédure optCluster version non dégraissée, nous arrivons à déterminer que l’algorithme 
de regroupement hierarchical et le nombre de groupes 5 sont les choix optimaux, d’après 
les diagnostics que nous utilisons (cf. le Tableau 99). Le nombre de clusters dans cette 
solution est assez stable, car les premières solutions de la liste optimale proposées par 
optCluster contiennent toutes le nombre 5 : hierarchical-5, pam-5, agnes-5, kmeans-5. Par 
contre, les meilleurs scores pour les mesures de validation individuelles suggèrent que le 
nombre de groupes idéal correspond à 4 ou à 8, cf. le Tableau 99 suivant :  
 
Tableau 99 Mesures de validation (première structuration), optCluster – version non 
dégraissée 
mesure de validation score 
algorithme de 
regroupement 
nombre de 
groupes 
APN 0.00 hierarchical 4 
 
                                                     
593 Notons que la statistique ne s’améliore pas si nous la calculons pour la version dégraissée des ID tag levels. 
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AD 0.36 diana 8 
ADM 0.00 hierarchical 4 
FOM 0.03 diana 8 
Connectivity 6.62 hierarchical 2 
Dunn 1.06 pam 8 
Silhouette 0.43 hierarchical 4 
 
L’algorithme de regroupement hierarchique et le nombre 5 constituent donc le meilleur 
compromis possible. Visiblement, la bipartition attendue [copule prototypique vs semi-
copule], de par l’inclusion des variables a priori dichotomisantes, ne se vérifie pas. Or, 
comme nous le verrons infra, l’algorithme propose, à un degré de granularité plus fin, des 
sous-groupes plus spécifiques au sein de la bipartition [copule prototypique vs semi-
copule]. De ce point de vue, la bipartition attendue se retrouve quand même dans la 
solution.      
Remarquons que la meilleure valeur obtenue pour la mesure Average Silhouette Width 
(0.43) est relativement basse, si l’on se fonde sur les ordres de grandeur proposés par 
Kaufman et Rousseeuw 1990 (le Tableau 100 ci-dessous est emprunté à Studer 2012) : 
  
Tableau 100 Ordres de grandeur pour interpréter la mesure ASW 
ASW interprétation proposée 
0.71-1.00 Structure forte identifiée. 
0.51-0.70 Structure raisonnable identifiée. 
0.26-0.50 La structure est faible et pourrait être artificielle. 
≤ 0.25 Aucune structure. 
 
Comme la statistique Hopkins l’a déjà suggéré, nous ne saurions donc surestimer la 
structure sous-jacente mise à nu par l’analyse de groupe : le profil de chaque verbe 
attributif semble être assez idiosyncrasique, c’est-à-dire chaque verbe semble réunir un 
ensemble assez spécifique de valeurs pour les ID tag levels, ce qui rend le regroupement 
des profils difficile et assez aléatoire. Or, cela ne veut pas forcément dire que les verbes 
constituent des ilôts tout à fait isolés : il semble plus plausible que les similitudes et les 
divergences entre les verbes soient si diverses qu’elles ne se renforcent pas mutuellement 
pour aboutir à une solution de regroupement unique. 
En ce qui concerne la solution optCluster à partir de la version dégraissée des données 
(qui réduit les153 ID tag levels à 35 ID tag levels), nous obtenons hierarchical-7 comme la 
solution la plus optimale. Le nombre de clusters dans cette solution ne s’avère pas très 
stable, comme le montrent les premières solutions de la liste optimale établie par 
optCluster : hierarchical-7, kmeans-7, kmeans-2, hierarchical-6, diana-7, hierarchical-8, etc. 
Visiblement, la procédure optCluster hésite entre une bipartition du champ et un 
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regroupement de 6-8 clusters. Cela se reflète aussi au niveau des mesures de validation 
individuelles, cf. le Tableau 101 suivant : 
 
Tableau 101 Mesures de validation (première structuration), optCluster – version dégraissée 
mesure de validation score 
algorithme de 
regroupement 
nombre de 
groupes 
APN 0.00 kmeans 2 
AD 0.32 hierarchical 8 
ADM 0.00 kmeans 2 
FOM 0.09 hierarchical 8 
Connectivity 6.58 hierarchical 2 
Dunn 1.02 diana 6 
Silhouette 0.40 hierarchical 2 
 
Nous pouvons conclure que le dégraissement a pour effet que la bipartition attendue 
émerge un peu plus clairement par rapport à la version non dégraissée, à côté de l’image 
morcelée offerte par la reconnaissance de 6 à 8 groupes. Nous y reviendrons infra. 
Puis, nous avons également calculé des coefficients de corrélation de rang de Spearman 
pour la version dégraissée des ID tag levels. Cette analyse a montré qu’il subsiste beaucoup 
de corrélations significatives importantes parmi les ID tag levels (97 corrélations, 
corrélation absolue > 0.6), malgré le dégraissement. Il est donc utile d’appliquer une ACP 
aux données (cf. la section 11.1.3.4), avant de les soumettre à un algorithme de 
regroupement. La solution PCA-HCPC montre que les trois premières composantes 
principales, représentant 76 % de la variabilité originelle dans les données, suffisent pour 
aboutir au même regroupement que celui proposé par la procédure optCluster-version 
dégraissée. Cela met en évidence, que, si on élimine le ‘bruit’ des données, c’est-à-dire les 
composantes principales les moins importantes de l’ACP, on arrive au même 
regroupement que celui qu’on obtient sans la suppression du ‘bruit’. En d’autres mots, 
l’algorithme de clustering sait reconnaître la structure profonde des données, même sans 
l’enlèvement du ‘bruit’ dans les données.  
Dans le Tableau 102, nous ferons la synthèse de tous les regroupements obtenus pour 
cette première structuration. Désormais, l’étiquette version dégraissée indique que le 
regroupement se fait à partir des données soumises à l’algorithme de dégraissement 
décrit sous 11.1.3.3. De plus, l’étiquette PCA-HCPC met en évidence que les données ont été 
soumises à une analyse en composantes principales : le nombre de dimensions retenues 
et la variance expliquée qui y correspond sont également mentionnés. Le terme 
‘dégraissement’ ne fait donc pas référence à l’ACP. 
Nous constatons que certains groupes s’avèrent être assez robustes à travers les 
différentes procédures, alors que d’autres sont moins stables. Du côté des regroupements 
robustes, nous trouvons : 
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• les copules prototypiques non mutatives 
• les copules prototypiques mutatives 
• les semi-copules françaises tomber et virer vont toujours ensemble 
Cf. en particulier la solution pvclust (Suzuki et Shimodaira 2015), qui identifie 
tomber et virer comme le seul cluster pertinent pour les semi-copules. De plus, gaan 
rejoint le plus souvent le groupe de tomber et de virer. 
• les semi-copules néerlandaises komen et vallen sont toujours regroupés 
• tourner forme un cas à part, ce qui correspond à nos attentes, étant donné la 
composition assez particulière de son échantillon (cf. la dominance du sous-
schéma [tourner autour de X]) 
Par contre, l’appartenance des semi-copules passer et raken à un groupe particulier 
semble être moins sûre. Par exemple, dans la solution optCluster - version dégraissée, elles 
forment des îlots par rapport aux autres groupes. En même temps, nous observons qu’une 
des solutions PCA-HCPC propose un regroupement [passer - raken], ce qui confirme ce que 
nous trouverons lors de la deuxième structuration (cf. 11.3.2). 
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Tableau 102 Regroupements obtenus à partir de la première structuration (sous-ensembles de variables 1 + 3 + 4) 
 Regroupement 1 Regroupement 2 Regroupement 3 Regroupement 4 Regroupement 5 Regroupement 6 Regroupement 7 
Solution optCluster  
- version non dégraissée 
 
blijven, demeurer,  
être, rester, zijn 
devenir, worden 
gaan, passer, tomber, 
virer 
komen, raken,  
vallen 
tourner / / 
Solution pvclust 
- version non dégraissée 
 
blijven, demeurer,  
être, rester, zijn 
devenir, worden tomber, virer / / / / 
Solution optCluster  
- version dégraissée 
 
blijven, demeurer,  
être, rester, zijn 
devenir, worden gaan, tomber, virer komen, vallen passer raken tourner 
Solution PCA-HCPC 
- version dégraissée 
 (sans transformation arc-
sinus) 
 
-2 dimensions (64,3 %) 
 
blijven, demeurer,  
être, rester, zijn,   
devenir, worden 
devenir, worden gaan, tomber, virer 
komen, raken,  
vallen 
passer, tourner / / 
Solution PCA-HCPC 
- version dégraissée 
 (sans transformation arc-
sinus) 
 
-  3 dimensions (76,0 %) 
 
blijven, demeurer,  
être, rester, zijn 
devenir, worden gaan, tomber, virer komen, vallen passer raken tourner 
Solution PCA-HCPC 
- version dégraissée 
 (sans transformation arc-
sinus) 
 
-  5 dimensions (92,0 %) 
 
blijven, demeurer,  
être, rester, zijn 
devenir, worden gaan, tomber, virer komen, vallen passer, raken tourner / 
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Afin de visualiser le regroupement, nous reproduisons ci-dessous le dendrogramme 
fourni par pvclust (les autres procédures donnent lieu à des dendrogrammes légèrement 
différents). Comme annoncé ci-dessus, la dernière agglomération de l’algorithme de 
regroupement réunit les copules prototypiques et les semi-copules, tandis que les 
groupes ‘robustes’ sont établis à un niveau plus précis, parmi les premières 
agglomérations de l’algorithme. Il s’ensuit que les copules prototypiques et les semi-
copules ne se mélangent jamais au sein du même groupe, ce qui est une preuve plus 
indirecte de l’opposition des deux catégories [copule prototypique vs semi-copule]. En 
revanche, force est de constater qu’au niveau de l’opposition [copule prototypique vs 
semi-copule], les deux groupes ne sont pas assez homogènes pour justifier un tel 
regroupement.  
 
Figure 46 Analyse de groupe de type pvclust (première structuration, distance euclidéenne) 
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Rappelons que, plus la valeur p AU s’approche de 1, plus ce groupe est ‘robuste’ et est 
susceptible d’être attesté pour un sous-ensemble différent des ID tag levels594. Pour plus 
d’informations, nous renvoyons à la section 11.1.3.2 supra. Ajoutons encore que l’axe 
vertical595 Height indique le degré de (dis)similarité parmi les verbes / les groupes. 
Concrètement, plus la hauteur de la fusion de groupes (= le nœud où deux branches se 
rencontrent) est élevée, plus la fusion regroupe ensemble des verbes attributifs qui sont, 
en général, dissimilaires. Par exemple, étant donné que l’ensemble des copules 
prototypiques (height = 2.7) sont jointes à une hauteur inférieure par rapport à l’ensemble 
des semi-copules (height = 3.1), on peut en déduire que les semi-copules sont plus 
dissimilaires que les copules prototypiques. Ensuite, ce qui compte également, c’est la 
différence de hauteur entre une fusion de groupes et la fusion suivante : si cette différence 
est grande, cela implique que le groupe issu de la première fusion représente un ensemble 
distinct au sein du groupe plus englobant de la deuxième fusion. Par exemple, vu que la 
distance entre le niveau des semi-copules (height = 3.1) ou celui des copules prototypiques 
(height = 2.7) et le niveau où ces deux groupes se réunissent (height = 5.7) est assez grande, 
il s’ensuit qu’il s’agit de deux groupes relativement distincts596 au sein de l’ensemble des 
verbes attributifs (= la dernière agglomération du dendrogramme). 
Remarquons qu’il est possible d’établir une matrice contenant ce qu’on appelle les 
distances cophénétiques (Kassambara 2017a, 72) entre les verbes attributifs, qui sont 
mesurées sur l’échelle de l’axe vertical Height sur le dendrogramme. La distance 
cophénétique entre deux verbes attributifs correspond à la hauteur où les deux verbes 
sont réunis dans le même groupe. Par exemple, la distance cophénétique entre virer et 
tourner équivaut à 2.1, là où les deux verbes se retrouvent dans le même groupe. Notons 
que les distances cophénétiques ne sont pas les mêmes distances que les distances 
euclidéennes qui ont servi d’input au regroupement. Or, idéalement, les deux types de 
distances entrent en forte corrélation, pour que le dendrogramme soit représentatif. 
Avant d’aborder la caractérisation des différents clusters, nous aimerions encore 
mettre en évidence que la solution peut être assez dépendante des paramètres techniques 
de l’analyse de groupe. Par exemple, si nous choisissons une autre distance (en 
l’occurrence la distance Canberra), le regroupement résultant change de nouveau :  
 
 
 
                                                     
594 A partir de 95, un rectangle rouge est mis autour du groupe ‘robuste’. 
595 Il convient d’insister sur le fait que l’éloignement ‘horizontal’ d’un groupe à un autre ne puisse pas être 
interprété de la même façon : cette distance ne représente rien. 
596 Il n’empêche que les groupes ne sont pas très robustes à ce niveau (cf. 67 et 76, < 95) : on doit donc y attribuer 
moins de fiabilité. 
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Figure 47 Analyse de groupe de type pvclust (première structuration, distance Canberra) 
 
Cette fois-ci, la bipartition [copules prototypiques vs semi-copules] émerge encore plus 
nettement, car les copules prototypiques et les semi-copules forment deux groupes 
‘homogènes’, là où, jusqu’ici, le niveau de granularité du regroupement se situait plus bas, 
avec des groupes plus précis à l’intérieur du groupe des copules protopiques et celui des 
semi-copules (cf. le Tableau 102 précédent)597. Pour cette raison, il est à conseiller que 
désormais les futures analyses de groupe prennent davantage en compte les différents 
types de mesures de distance et de méthodes d’agglomération, les seuls deux paramètres 
que nous avons fixés à l’avance dans notre étude. Il va de soi que cela introduira un degré 
de complexité analogue à celui que l’on connait dans le domaine des analyses d’espaces 
 
                                                     
597 Plus techniquement parlant, cela veut donc dire que, dans ce cas (distance euclidéenne), la dernière 
agglomération dans le dendrogramme est également celle entre les copules prototypiques et les semi-copules. 
Par contre, les groupes sont établis plus bas dans le dendrogramme, parmi les premières agglomérations. 
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vectoriels, par exemple, dont les résultats divergent aussi d’après les paramètres 
techniques choisis.  
Après avoir établi les différents regroupements possibles, nous passons à l’exploration 
des ID tag levels qui guident la classification, à l’aide d’une série de graphiques serpentins. 
Rappelons que le but est de détecter les variables (ID tag levels) sous-jacentes au 
regroupement (en contraste avec un autre groupe). Il faut donc toujours comparer deux 
groupes entre eux.  
Comme point de départ, nous choisissons le regroupement proposé par optCluster à 
partir de la version non dégraissée des données (= sans algorithme de dégraissement, sans 
ACP). C’est ce regroupement qui est le choix par défaut, car l’analyse Behavorial Profile 
‘classique’ se limite à ce type de clustering (les autres regroupements pourraient être vus 
comme des test de validation du premier regroupement). En premier lieu, nous 
examinerons les groupes à l’intérieur des copules prototypiques et des semi-copules, 
avant d’opposer les copules prototypiques aux semi-copules598. Pour terminer, nous 
passerons encore en revue deux clusters plus spécifiques, à savoir [tomber + virer] (sans 
passer et gaan) et [komen + vallen] (sans raken), qui ressortent de l’analyse comme étant 
deux groupes stables sur la base des autres procédures.  
Le graphique serpentin suivant montre pourquoi il y a lieu de séparer les copules 
prototypiques mutatives devenir et worden des copules prototypiques non mutatives. 
Rappelons que les ID tag levels colorés en vert (au-dessus de diff_moyenne = 0) 
caractérisent le premier groupe (en l’occurrence, [blijven, demeurer, être, rester, zijn]), alors 
que les ID tag levels colorés en rouge (en-dessous de diff_moyenne = 0) caractérisent le 
deuxième groupe (en l’occurrence, [devenir, worden]). La couleur bleue indique que cet ID 
tag level n’est pas très stable au sein du cluster en question : les membres du groupe 
présentent des pourcentages assez divergents pour cet ID tag level. Par conséquent, nous 
consacrerons moins d’attention à ces ID tag levels ‘moins sûrs’ dans notre discussion des 
graphiques serpentins. Pour des informations plus détaillées concernant les graphiques 
serpentins, nous nous référons à la section 11.1.4.1 ci-dessus.  
 
 
                                                     
598 Nous laisserons de côté tourner, qui constitue à tous les coups un cas isolé. 
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Figure 48 Graphique serpentin : [blijven, demeurer, être, rester, zijn] vs [devenir, worden] 
(première structuration) 
 
Comme on pouvait s’y attendre, l’opposition mutatif – non mutatif, une caractéristique 
sémantique qui n’a, en principe, rien à voir avec la copularité, joue un rôle prépondérant 
dans la séparation des deux clusters. En revanche, ce qui est plus intéressant à noter, c’est 
que : 
1. devenir et worden n’aiment pas les AS adjectivaux ‘participiaux’, contrairement aux 
copules prototypiques non mutatives  
2. devenir et worden se combinent plus souvent avec les temps composés que les 
copules prototypiques non mutatives 
3. devenir et worden sont plus compatibles avec les AS nominaux et les AS noms nus 
que les copules prototypiques non mutatives 
4. devenir et worden se combinent plus souvent avec les AS comparatifs 
5. devenir et worden se combinent plus souvent avec les AS gradables 
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Ces constats ont déjà été faits pour chacune de ces variables dans la partie III, consacrée 
à l’analyse bivariée. Maintenant, ils se retrouvent en bloc pour caractériser les copules 
mutatives, en opposition avec les copules non mutatives. 
Ensuite, nous examinons l’opposition entre [gaan, passer, tomber, virer] et [komen, raken, 
vallen] au sein du domaine semi-copulatif à l’aide du graphique serpentin suivant :  
 
Figure 49 Graphique serpentin : [gaan, passer, tomber, virer] vs [komen, raken, vallen] (première 
structuration) 
 
L’opposition entre les deux groupes s’explique par le fait que les semi-copules 
néerlandaises ne se combinent en principe pas avec les AS de type nom nu, tandis que les 
semi-copules françaises sont bel et bien compatibles avec les AS noms nus (cf. les ID tag 
levels ATTR_SYNT_NOM_TYPE.nom_nu et DETERMINATION_ATTR_NOM.zéro). A cela 
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s’ajoute l’opposition entre les sujets définis (~ semi-copules françaises) et les sujets 
indéfinis (~ semi-copules néerlandaises), qui, comme nous l’avons indiqué dans la partie 
III, se fonde essentiellement sur une opposition typologique entre le néerlandais et le 
français. Pour le reste, il s’avère que les ID tag levels sont colorés en bleu, ce qui montre 
que le regroupement est également basé sur des traits peu convergents. 
Il y a un cas qui sort du lot s’agissant de l’opposition entre les semi-copules françaises 
et les semi-copules néerlandaises, à savoir gaan. Gaan est rangé du côté des semi-copules 
françaises en raison d’un pourcentage élevé pour les ID tag levels 
ATTR_SYNT_NOM_TYPE.nom_nu et DETERMINATION_ATTR_NOM.zéro. En réalité, ce 
pourcentage élevé est dû à un seul599 exemple [gaan + nom nu], ex-dividend gaan. Voici 
l’exemple de corpus en question : 
(794) Vopak, Kasbank, Wolters Kluwer en BAM < gaan > ex dividend. (SE)600 
Nous avons considéré ex-dividend comme un nom nu. Comme l’encodage de ex-dividend 
comme nom nu a un impact considérable sur le regroupement résultant, où gaan est 
regroupé avec les semi-copules françaises, et que c’est le seul nom nu qui se combine avec 
les semi-copules néerlandaises dans nos données, nous y consacrons un peu plus 
d’attention. Dans ce qui suit, nous expliquons notre analyse nominale de l’AS ex-dividend.  
Tout d’abord, ex-dividend ne peut pas se rapporter au sujet het bedrijf en position 
d’épithète ou d’AS après la copule zijn (= deux fonctions éminemment adjectivales), cf. : 
*het ex-dividend bedrijf, ??Het bedrijf is ex-dividend. En outre, dans les exemples cités ci-
dessous, le mot ex-dividend s’utilise clairement comme un substantif, précédé d’un 
déterminant, s’il réfère à l’évènement du détachement du dividende : 
(795) Ik verwacht trouwens wel dat het ex-dividend van ING vanavond of anders maandag 
zichtbaar zal zijn. (Google)  
(796) De koers van Randstad verloor ook 2,2%, maar dat kwam doordat er vanwege het ex-
dividend 3,8% van de koers afging. (Google) 
(797) De ex-dividenden van vandaag zorgen voor -0,15% koersdruk bij de AEX. (Google) 
 
                                                     
599 Cela illustre très bien le risque d’une approche qui se base sur des pourcentages : le nombre d’exemples qui 
se cachent derrière un pourcentage élevé, peut être infime. 
600 Ex-dividend gaan correspond au moment du détachement du dividende, ce qui n’équivaut pas au versement 
du dividende par l’entreprise. Ce moment est appelé la date ex-dividende : « La date ex-dividende représente la date 
butoir jusqu’à laquelle un détenteur d’action sera éligible au versement du dividende prochainement versé. Si 
une action est achetée le jour de la date ex-dividende ou après, l’acheteur de l’action n’est plus éligible au prochain 
dividende » (http://financedemarche.fr). A partir de la date ex-dividende, le cours de l’action chute de la valeur 
du dividende, car le cours est modifié en fonction du paiement du dividende à venir. 
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Néanmoins, une analyse d’ex-dividend comme AS adjectival601 pourrait éventuellement 
également être appropriée, en fonction du sujet. Nous y reviendrons infra. Sous 
l’hypothèse que le complément ex-dividend soit ici plutôt nominal, il est intéressant de 
noter que gaan est la seule semi-copule néerlandaise qui, dans nos données602, se combine 
avec un ‘AS’ nominal. Ce point mérite donc d’être creusé. 
Avant d’analyser plus en détail l’expression ex-dividend gaan, remarquons encore 
qu’elle a également une contrepartie anglaise, à savoir to go ex-dividend. Voici une 
attestation provenant du Web, cf. : 
(798) The following FTSE 100 companies will go ex-dividend on Thursday, after which investors 
will no longer qualify for the latest dividend payout. (Google)  
Etant donné que cette terminologie est à situer dans le secteur bancaire, où l’anglais est 
omniprésent, il n’est pas exclu que le néerlandais suive ici l’exemple de l’anglais603. Dans 
ce qui suit, nous ferons également appel à des exemples anglais, afin de mieux démontrer 
les parallélismes avec l’anglais. 
Nous pouvons rapprocher ce cas de figure ex-dividend gaan de ce que Lauwers et Van 
Wettere 2018 (à propos de tourner et virer) ont appelé la construction directionnelle abstraite 
exprimant une inclination ou une orientation (Lauwers et Van Wettere 2018, 27‑34). Nous 
renvoyons à la section 5.3.5 pour plus d’informations à propos de cette construction. 
Ainsi, ce cas se distingue de la construction attributive à proprement parler.  
En quoi l’expression het bedrijf gaat ex-dividend puisse-t-elle être une instanciation de 
cette construction ? Nous avançons trois arguments. Premièrement, on peut difficilement 
dire que ex-dividend correspond à l’état (résultatif) de l’entreprise. En guise de preuve, la 
commutation avec zijn / worden n’est guère acceptable :  
 
                                                     
601 Cf. des noms composés comme « de ex-dividend datum » (Google, ~ de datum van het ex-dividend), « de ex-dividend 
koers » (Google) etc., où ex-dividend spécifie un nom tête, suggèrent que ex-dividend se rapproche d’un adjectif. 
A cela s’ajoutent certains exemples où ex-dividend fonctionne comme un AS (quasi adjectival) après une copule, 
cf. : « Een rechtvaardiger bod zou fair zijn, en op zijn minst moet het bod, dat nu inclusief dividend is, ex-dividend 
worden » (Google). A la limite, ex-dividend pourrait même être analysé comme un SPrép., étant donné que le mot 
signifie littéralement ‘sans (cf. ex) dividende’. Le statut catégoriel de ex-dividend peut donc être sujet à discussion.  
602 Remarquons que la combinaison [semi-copule néerlandaise + nom nu] s’observe parfois dans un langage 
informel : kampioen raken, leerkracht komen (flamand occidental) etc. 
603 Notons que Schönefeld 2012, Schönefeld 2013a et Schönefeld 2013b étudient l’emploi (quasi) copulatif de to 
go, à partir des trois constructions suivantes : la go un-V-en construction (p. ex. to go unpunished), la go adjective 
construction (p. ex. to go bankrupt) et la go V-ing construction (p. ex. to go flying). Or, aucun des emplois distingués 
ne correspond à un exemple du type ex-dividend gaan / to go ex-dividend. Notre analyse peut donc compléter 
l’analyse de Schönefeld.  
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(799) ???Het bedrijf is/wordt ex-dividend. (exemple construit)604 
Cela constitue donc une première similitude par rapport à la construction directionnelle 
abstraite.  
Deuxièmement, force est de constater que la construction directionnelle abstraite est 
parfois très proche de la construction attributive prototypique, au point que les deux 
risquent parfois de se confondre. En guise d’illustration, Lauwers et Van Wettere 2018 
citent l’exemple suivant : 
(800) le débat qui ne manquerait pas de virer politique (SE, exemple externe à notre 
échantillon) 
Tant la paraphrase directionnelle (‘le débat vire vers le politique’) que la paraphrase 
attributive (‘le débat devient politique’) semblent plausibles. Ici, nous aimerions surtout 
mettre en évidence la zone de contact entre les deux constructions suivante. On constate 
qu’une interprétation du complément comme état résultatif devient parfois plus 
plausible en fonction du type de sujet. Comparez : 
(801) Toyota gaat elektrisch. (exemple construit, ‘l’entreprise Toyota s’oriente vers les 
voitures électriques’) 
(802) Toyota RAV4 < gaat > elektrisch. (SE, ‘une version électrique de la voiture Toyota RAV4’) 
Le premier exemple (801) est un cas typique de la construction directionnelle abstraite : 
l’entreprise ‘ne devient pas électrique’, mais elle adopte la politique de produire des 
voitures électroniques. Or, dans le cas de l’exemple (802), il s’agit d’un modèle de voiture 
concret en position de sujet, et non pas de l’entreprise Toyota comme agent humain. Tout 
à coup, l’adjectif elektrisch peut être interprété de façon consubstantielle par rapport au 
sujet. Corollairement, la commutation avec worden est possible : ce modèle devient 
électrique. Le même glissement est attesté pour ex-dividend gaan, cf. l’opposition entre les 
deux exemples suivants : 
(803) Vopak, Kasbank, Wolters Kluwer en BAM < gaan > ex dividend. (SE) 
(804) Een aandeel gaat ex-dividend op het moment dat het dividendbedrag van het aandeel 
wordt onthecht, met andere woorden, het brutodividend gaat van de koers van het 
aandeel af. (Google) 
Contrairement au premier exemple, ex-dividend peut dans le cas du deuxième exemple 
(804) correspondre à l’état résultatif (‘sans dividende’) du sujet een aandeel. Du coup, ex-
dividend gaan glisse vers une construction attributive à proprement parler. En guise de 
 
                                                     
604 Cf. l’anglais pour un contre-exemple, par la voie de la métonymie [action de l’entreprise → l’entreprise] : 
« Once a dividend has been declared, that company becomes ex-dividend » (Google). Par contre, ce type d’exemple 
semble très rare. 
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preuve, nous pouvons citer les exemples suivants, où, pour le même sujet een aandeel, ex-
dividend figure en position d’AS après les copules zijn et worden (ce qui n’était pas possible 
pour l’exemple (803)) : 
(805) Het aandeel was ex-dividend nadat Gucci zijn aandeelhouders een superuitkering had 
gegeven. (Google) 
(806) Een aandeel wordt ex-dividend op de ex-datum of ex-dividenddatum die door de 
beursorganisatie wordt aangewezen in overleg met de uitgevende instelling van het 
aandeel. (Google) 
Pour ce type d’exemple, une analyse de ex-dividend comme AS adjectival pourrait être plus 
appropriée que le statut nominal que nous avons encodé pour notre exemple de corpus, 
qui était doté d’un type de sujet différent (cf. supra). Remarquons que ce deuxième type 
d’exemple, où ex-dividend gaan glisse vers un emploi plus attributif à proprement parler, 
est également attesté en anglais : 
(807) When a share goes ex-dividend its price will normally fall by the same amount of the 
dividend payment; […]. (Google) 
De même, la commutation avec un verbe copule est possible dans ce cas : 
(808) Ex-Dividend. Literally means that purchasers at that time will not have the right to the 
next dividend. Shares are ex-dividend in the interval between the announcement and the 
payment of a dividend. A fund that has gone ex-dividend is normally marked with an 
“x” in the newspaper listings. (Google) 
(809) You can find out when a stock will become ex-dividend and when dividends are due to be 
paid by the company concerned by logging into our website and selecting "Research" - 
"Company Research". (Google) 
Troisièmement, l’expression het bedrijf gaat ex-dividend se distingue de cas attributifs 
plus prototypiques comme kapotgaan, doodgaan etc. par le fait que le sujet het bedrijf soit 
semi-volitionnel, dans la mesure où l’entreprise fait elle-même le choix de verser des 
dividendes. La date ex-dividende (= de datum van het ex-dividend gaan), qui est fixée selon 
les règles de la bourse, est alors une conséquence naturelle de cette décision de verser des 
dividendes. En revanche, le sujet de la construction attributive (plus) prototypique (cf. 
pour gaan : kapotgaan, doodgaan etc.) est un patient. Sur cet aspect, ex-dividend gaan 
ressemble donc aux cas directionnels abstraits digitaal gaan, groen gaan etc., qui 
impliquent également (souvent) un choix conscient de la part du sujet. 
En conclusion, nous venons d’établir trois similitudes importantes entre l’expression 
het bedrijf gaat ex-dividend et la construction directionnelle abstraite. En particulier, le 
glissement possible vers la construction attributive prototypique en fonction du type de 
sujet (cf. notre deuxième argument) constitue une ressemblance saillante. Par contre, 
nous sommes quelque peu réticent à considérer het bedrijf gaat ex-dividend comme une 
instanciation ‘typique’ de la construction directionnelle abstraite. Il nous semble que ex-
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dividend ne fait pas vraiment partie d’un paradigme plus large, contrairement à 
{groen/klassiek/digitaal/etc. (gaan)}, qui désignent tous, d’un point de vue sémantique, un 
domaine d’intérêt vers lequel on s’oriente. Il est plus difficile de considérer ex-dividend 
comme un domaine d’intérêt. Dans ce sens, ex-dividend gaan est une expression plus isolée 
et conventionnalisée, qui tend vers un prédicat complexe, à l’instar de, par exemple, all-
in gaan :   
(810) Als er meerdere spelers all-in < gaan > tijdens een hand, kunnen er meerdere ‘side 
potten’ ontstaan. (SE) 
Ce type de cas est également caractérisé par une commutation plus difficile du verbe avec 
une copule prototypique (cf. toutefois Beide spelers zijn all in. (Google)) et par un sujet 
volitionnel. Comme nous l’avons déjà constaté dans le chapitre dédié aux critères 
d’inclusion, les frontières entre les différentes constructions s’avèrent être assez floues 
dans beaucoup de cas. En somme, nous pouvons conclure que l’apparition d’un nom nu 
après gaan a également quelque chose à voir avec le type de construction instanciée dans 
l’exemple de corpus en question, qui n’est pas ‘prototypiquement attributive’.   
Après cette digression concernant ex-dividend gaan, nous poursuivons notre aperçu des 
graphiques serpentins, qui nous permettent d’expliquer les regroupements du 
Tableau 102. Maintenant, nous comparons les semi-copules avec les copules 
prototypiques. Le premier couple de graphiques oppose séparément les semi-copules 
françaises (+ gaan) et les semi-copules néerlandaises (- gaan) aux copules prototypiques 
non mutatives.   
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Figure 50 Graphique serpentin : [blijven, demeurer, être, rester, zijn] vs les groupes [gaan, 
passer, tomber, virer] et [komen, raken, vallen] (première structuration) 
 
Ensuite, le deuxième couple de graphiques oppose séparément les semi-copules 
françaises (+ gaan) et les semi-copules néerlandaises (- gaan) aux copules prototypiques 
mutatives devenir et worden. 
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Figure 51 Graphique serpentin : [devenir, worden] vs les groupes [gaan, passer, tomber, virer] et 
[komen, raken, vallen] (première structuration) 
 
Les quatre graphiques se ressemblent dans les grandes lignes. Comme attendu, la 
variable a priori dichotomisante LE_PRONOMINALISATION, qui vérifie la possibilité de 
pronominalisation de l’AS par le/het/dat, a un impact considérable sur la distinction entre 
les copules prototypiques (AS pronominalisable dans la majorité des cas) et les semi-
copules (AS non pronominalisable). A cela s’ajoute la compatibilité des copules 
prototypiques avec l’AS nominal (cf. ATTRIBUT_CAT.nominal), en particulier l’AS SN (cf. 
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ATTR_SYNT_NOM_TYPE.SN605), qui ne se combine ni avec les semi-copules néerlandaises, 
ni avec les semi-copules françaises. Conformément à ce que nous avons relevé ci-dessus, 
les semi-copules françaises se caractérisent par les noms nus (car tous leurs AS nominaux 
sont forcément des noms nus), tandis que les semi-copules néerlandaises s’y opposent 
(dans ce cas, l’AS de type nom nu se situe du côté des copules prototypiques). 
Ensuite, il est intéressant de noter que le graphique serpentin qui contraste les semi-
copules françaises (+ gaan) avec les copules prototypiques non mutatives, relève la même 
opposition entre les AS non comparatifs (~ semi-copules françaises) et les AS comparatifs 
(~ copules prototypiques mutatives) que nous avons constaté lors de l’analyse bivariée 
dans la section 7.3). 
Enfin, nous ajoutons encore quelques graphiques serpentins qui explorent plus en 
détail deux regroupements proposés par les procédures autres que la procédure optCluster 
– version non dégraissée. Etant donné que l’algorithme de regroupement pvclust a 
reconnu [tomber + virer] comme un cluster très robuste, nous analysons plus en détail ce 
groupe. Ensuite, nous passerons également au crible le groupe [komen + vallen], qui émerge 
de la procédure optCluster – version dégraissée des données.  
Commençons par le cluster [tomber + virer]. Tout d’abord, si nous opposons le groupe 
[tomber + virer] à l’autre semi-copule française passer, nous découvrons que passer inaperçu 
(cf. les ID tag levels ATTR_ADJ_PARTICIPIALITE.participial606 et MUTATIVITE.non_mutatif 
dans le graphique serpentin ci-dessous) est le responsable principal du clivage entre 
[tomber + virer] et passer. Il y a donc une raison pertinente pour ne pas regrouper passer 
avec [tomber + virer], comme cela est fait dans la procédure optCluster à partir de la version 
non dégraissée. En outre, cela confirme le caractère conventionnalisé de la combinaison 
passer inaperçu, qui confère un statut isolé à ce verbe. 
 
 
                                                     
605 D’autres ID tag levels s’y rattachent, par exemple ceux qui spécifient le type de détermination au sein de l’AS 
SN (cf. DETERMINATION_ATTR_NOM.article_indéfini et DETERMINATION_ATTR_NOM.article_défini) ou le type 
de modification qu’on trouve habituellement au sein de l’AS SN (cf. ATTRIBUT_NOM_MODIFICATION.mod_adj). 
606 Cet ID tag level est d’ailleurs responsable du regroupement entre passer et raken, comme nous le verrons dans 
la section 11.3.2. 
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Figure 52 Graphique serpentin : [tomber, virer] vs [passer] (première structuration) 
 
 
Ensuite, nous opposons le groupe [tomber + virer] (sans passer et gaan) au groupe [devenir 
+ worden]. Voici le graphique serpentin qui y correspond : 
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Figure 53 Graphique serpentin : [tomber, virer] vs [devenir, worden] (première structuration) 
 
Par rapport au graphique serpentin qui oppose le groupe [tomber + virer + passer + gaan] 
au groupe [devenir + worden] ci-dessus, nous observons maintenant que presque tous les 
ID tag levels représentés sur le graphique ne sont pas colorés en bleu. Nous pouvons en 
déduire que les deux groupes [tomber + virer] et [devenir + worden] sont très homogènes (du 
moins, pour ces ID tag levels qui creusent la différence entre les deux groupes), ce qui 
explique sans doute la robustesse de ces deux clusters. En particulier, le groupe [tomber + 
virer] se caractérise par les ID tag levels ATTRIBUT_CAT.prépositionnel, 
SUJET_ANIM.animé et MODIFICATION_ATTRIBUT.non_modifié. Inversement, le groupe 
[devenir + worden] peut être caractérisé par le contraire des ID tag levels susmentionnés : 
ATTRIBUT_CAT.nominal, SUJET_ANIM.inanimé et MODIFICATION_ATTRIBUT.modifié 
(en particulier, ATTRIBUT_ADJ_MODIFICATION.mod_adv, ce qui correspond à la 
modification adverbiale de l’AS adjectival). Cela résume très bien les constats faits dans la 
partie consacrée à l’analyse bivariée. 
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A côté de [tomber + virer], nous présentons encore un deuxième groupe ‘réduit’, à savoir 
le cluster [komen + vallen] (sans raken). Le graphique serpentin ci-dessous illustre pourquoi 
on peut isoler raken dans un groupe séparé.  
 
Figure 54 Graphique serpentin : [komen, vallen] vs [raken] (première structuration) 
 
Mis en contraste avec le groupe [komen + vallen], raken se caractérise par les quatre ID tag 
levels suivants :  
• ATTR_ADJ_PARTICIPIALITE.participial (les AS adjectivaux ‘participiaux’) 
• SUJET_ANIM.animé (les sujets animés) 
• MODIFICATION_ATTRIBUT.modifié (les AS modifiés) 
• TEMPS_COMPOSE.oui_composé (les temps composés) 
Nous renvoyons à la partie III pour une discussion plus approfondie de ces 
caractéristiques de raken. Dans l’ensemble, il y a donc suffisamment de raisons pour 
mettre raken dans un groupe séparé.  
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En conclusion, nous pouvons dire que la première structuration, c’est-à-dire le 
regroupement des verbes attributifs basé sur les variables a priori dichotomisantes et les 
variables a priori non dichotomisantes, arrive à séparer les copules prototypiques des 
semi-copules, dans la mesure où aucune copule prototypique ne se retrouve dans un 
cluster de semi-copules et vice versa. Cela ressort également du Tableau 103 suivant, qui 
donne la distance moyenne607 entre les groupes [être, demeurer, rester, zijn, blijven]  et 
[devenir, worden], ainsi que par rapport aux autres groupes contenant des semi-copules (pour 
la solution optCluster - version non dégraissée). 
 
Tableau 103 La distance moyenne entre les groupes [être, demeurer, rester, zijn, blijven]  et  
[devenir, worden], et entre ces groupes et les groupes semi-copulatifs (solution 
optCluster - version non dégraissée) 
 [être, demeurer, rester, zijn, blijven] [devenir, worden] 
[être, demeurer, rester, zijn, 
blijven] 
0.00 1.68 
[devenir, worden] 1.68 0.00 
[virer, tomber, passer, gaan] 2.83 2.34 
[komen, raken, vallen] 2.52 2.17 
[tourner] 2.54 2.55 
 
Comme le Tableau 103 le montre, la distance moyenne entre les deux groupes à copule 
prototypique (1.7) est clairement inférieure par rapport aux distances moyennes entre 
les deux groupes à copule prototypique et les autres groupes à semi-copule (> 2.1). Les 
groupes à copule prototypique [être, demeurer, rester, zijn, blijven] et [devenir, worden] se 
rapprochent donc plus l’un de l’autre que d’autres groupes semi-copulatifs. A cela s’ajoute 
que les groupes semi-copulatifs entre eux (> 1,8) sont plus éloignés l’un de l’autre par 
rapport à la distance moyenne entre les deux groupes à copule prototypique (1.7), cf. le 
Tableau 104 : 
 
Tableau 104 La distance moyenne entre les groupes semi-copulatifs (solution optCluster - 
version non dégraissée) 
 [virer, tomber, passer, gaan] [komen, raken, vallen] [tourner] 
[virer, tomber, 
passer, gaan] 
0.00 2.05 1.90 
[komen, raken, 
vallen] 
2.05 0.00 2.36 
[tourner] 1.90 2.36 0.00 
 
                                                     
607 Cela est calculé à l’aide de la fonction cluster.stats du package fpc (Hennig 2015) : « ave.between.matrix ». 
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En dépit du fait que les groupes [être, demeurer, rester, zijn, blijven]  et [devenir, worden] 
soient deux groupes distincts, ils sont donc clairement très proches, ce qui corrobore la 
cohésion des copules prototypiques. 
Vu que nous avons inclus un sous-ensemble de variables a priori dichotomisantes (dont 
LE_PRONOMINALISATION et ATTR_SYNT_NOM_TYPE), cette conclusion ne doit guère 
surprendre. Dans la section 11.3.2 suivante, nous vérifierons si nous aboutissons à la 
même conclusion si nous écartons ce sous-ensemble de variables a priori dichotomisantes. 
En même temps, nous avons découvert à chaque fois deux groupes distincts à l’intérieur 
du groupe des copules prototypiques et du groupe des semi-copules. Dans le cas des 
copules prototypiques, ce sont les mutatifs qui s’opposent aux non mutatifs, 
indépendamment de la langue. Du côté des semi-copules, ce sont, en gros, les semi-
copules françaises qui s’opposent aux semi-copules néerlandais, en fonction de la 
combinabilité avec l’AS de type nom nu. Ici, la langue est donc bel et bien déterminante. 
Une fois de plus (cf. par exemple la section 7.4 dédiée aux temps composés), on constate 
que les copules prototypiques apparentées se ressemblent au-delà des frontières 
linguistiques, alors que les semi-copules sont (relativement) beaucoup plus sujettes au 
facteur contrastif. De plus, il s’est avéré que l’analyse de groupe à partir de la version 
dégraissée des données (cf. l’algorithme de dégraissement décrit sous 11.1.3.3) provoque 
un ‘éclatement’ plus prononcé du côté des semi-copules, où passer et raken sont rangés 
dans des groupes séparés. Le dégraissement des ID tag levels a pour conséquence que 
l’impact de la variable ATTR_SYNT_NOM_TYPE (à deux catégories, « SN » et « nom nu »), 
qui contribue le plus à la scission entre les semi-copules françaises et néerlandaises, se 
voit réduit608. De cette façon, d’autres oppositions parmi les semi-copules peuvent plus 
facilement s’imposer. 
 
                                                     
608 En fait, le seul ID tag level qui encode encore la présence de noms nus pour la version dégraissée des données 
est DETERMINATION_ATTR_NOM.zéro. Un des deux ID tag levels liés à la variable ATTR_SYNT_NOM_TYPE est 
supprimé. Cette élimination se fait d’après l’ordre alphabétique des ID tag levels et c’est l’ID tag level 
ATTR_SYNT_NOM_TYPE.SN qui a été conservé par notre algorithme de dégraissement, en défaveur de l’ID tag 
level ATTR_SYNT_NOM_TYPE.nom_nu (qui permet de distinguer les semi-copules françaises des semi-copules 
néerlandaises). Généralement, l’élimination d’un des deux ID tag levels provenant de la même variable ne mène 
pas à une perte d’informations, car l’un est le complément de l’autre. Or, dans ce cas-ci, cela se produit quand 
même si le verbe en question obtient un pourcentage de 0 % pour à la fois les noms nus et les SN (= ce verbe 
n’accepte pas d’AS nominal). Ainsi, le 0 % obtenu pour ATTR_SYNT_NOM_TYPE.SN n’implique plus toujours un 
pourcentage de 100 % pour son complément, les AS noms nus. Il s’ensuit que la différence entre les semi-copules 
françaises, qui acceptent les AS noms nus, et les semi-copules néerlandaises, qui ne les acceptent pas, est perdue 
à cause du dégraissement (pour cette variable, du moins). A cela s’ajoute que les informations contenues par l’ID 
tag level ATTR_SYNT_NOM_TYPE.SN sont plus ou moins répétées par des ID tag levels plus précis, qui spécifient 
le type de détermination au sein de l’AS SN. Il est donc logique que l’opposition entre les copules prototypiques, 
qui acceptent les AS SN, et les semi-copules, qui ne les acceptent pas, soit toujours très robuste, malgré le 
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Cette homogénéité supérieure à l’intérieur des groupes à copule prototypique 
s’observe aussi à l’aide du Tableau 105 suivant, où on fournit l’écart le plus important609 à 
l’intérieur des groupes :  
 
Tableau 105 L’écart le plus important à l’intérieur des groupes (solution optCluster - version non 
dégraissée) 
[être, demeurer, rester, 
zijn, blijven] 
[devenir, 
worden] 
[virer, tomber, 
passer, gaan] 
[komen, raken, 
vallen] 
0.49 0.68 1.60 1.50 
 
Cet écart le plus important est clairement moins grand dans les groupes à copule 
prototypique (0.49, 0.70) par rapport aux groupes semi-copulatifs (1.60, 1.53). 
Dans la même veine, si nous calculons la valeur average silhouette width par groupe610 (et 
non pas pour l’ensemble des groupes, comme supra), on constate que les groupes à copule 
prototypique obtiennent de meilleures valeurs que les groupes semi-copulatifs, 
s’approchant de 1 : 
 
Tableau 106 Average silhouette width par groupe (solution optCluster - version non dégraissée) 
[être, demeurer, rester, 
zijn, blijven] 
[devenir, 
worden] 
[virer, tomber, 
passer, gaan] 
[komen, raken, 
vallen] 
0.68 0.60 0.23 0.24 
 
Rappelons qu’une valeur élevée (avec un maximum de 1) pour un groupe donné 
indique qu’en général, un verbe à l’intérieur du groupe est proche des autres verbes de 
son groupe et loin des autres verbes, ce qui implique que l’assignation du verbe à son 
groupe est stable. 
Par contre, il est trop tôt pour en conclure définitivement que la catégorie des copules 
prototypiques est plus homogène que celle des semi-copules (cf. aussi la note 
infrapaginale 608). Pour cela, nous devons attendre les résultats de la deuxième 
structuration, sans les variables a priori dichotomisantes, qui sont susceptibles d’agrandir 
la différence entre les copules prototypiques et les semi-copules à tel point que toute 
 
                                                     
dégraissement. L’homogénéité de la catégorie des copules prototypiques sera donc surtout mise à l’épreuve lors 
de la deuxième structuration, quand nous exclurons toutes ces variables a priori dichotomisantes. 
609 Cela est calculé à l’aide de la fonction cluster.stats du package fpc (Hennig 2015) : « cwidegap ». Il s’agit de la 
distance euclidéenne la plus élevée entre deux verbes attributifs du même groupe. 
610 Cette valeur est calculée à l’aide de la fonction cluster.stats du package fpc (Hennig 2015) : 
« clus.avg.silwidths ». 
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différence qui existe encore au sein du groupe des copules prototypiques et qui pourrait 
induire de nouveaux sous-groupes à l’intérieur du groupe, est reléguée à l’arrière-plan.  
11.3.2 Deuxième structuration des verbes attributifs : focus sur les 
variables a priori non dichotomisantes 
Dans la présente section, nous faisons abstraction des variables a priori dichotomisantes 
(cf. sous-ensemble 1 supra) pour détecter d’autres variables (le cas échéant également 
dichotomisantes) qui risqueraient d’être obnubilées par l’impact écrasant des variables a 
priori dichotomisantes. Ainsi, cette analyse de groupe se fait à partir des variables du sous-
ensemble 3 et du sous-ensemble 4 supra. Le Tableau 107 fournit une liste des variables 
prises en compte : 
Tableau 107 Variables sélectionnées pour la deuxième structuration des verbes attributifs 
 
SOUS-ENSEMBLE 3 
ATTRIBUT_CAT, ATTR_ADJ_GRAD, ATTR_ADJ_PARTICIPIALITE, 
ATTRIBUT_ADJ_MODIFICATION, COMPARATIF, GRADATIF_NORME 
SOUS-ENSEMBLE 4 
SUJET_ANIM, SUJET_DEFINITUDE, SUJET_CAT_1, PERSONNEL, 
IMPERSONNEL_2, TEMPS_COMPOSE, ATTRIBUT_MOT_UNIQUE, 
MODIFICATION_ATTRIBUT, CONTEXTE_SCALAIRE_2 
 
La statistique Hopkins (0.39 / 0.38) indique de nouveau que les données sont 
marginalement susceptibles de contenir des groupes bien délimités. Comme avant, cela 
ne nous empêchera pas d’appliquer une analyse de groupe, tout en sachant que le 
regroupement résultant ne peut sans doute pas capter toutes les convergences et les 
divergences parmi les verbes attributifs.  
Dans le Tableau 110 infra, nous donnons un aperçu des différents regroupements 
générés par la deuxième structuration, faisant usage des mêmes procédures que pour la 
première structuration. Notre procédure optCluster – version non dégraissée indique que 
hierarchical-7 nous offre le regroupement optimal. De nouveau, nous aboutissons à un 
algorithme de regroupement de type agglomération hiérarchique. La liste 
optimale fournie par optCluster suggère que le nombre de clusters n’est pas très stable et 
tourne autour de 5-8 groupes (principalement 7 et 8) : hierarchical-7, kmeans-7, diana-6 
kmeans-5, agnes-7, hierarchical-5, hierarchical-8, diana-7, pam-5, pam-7, agnes-8, etc. Les 
meilleurs scores pour les mesures de validation individuelles vont dans le même sens, cf. 
le Tableau 108 suivant : 
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Tableau 108 Mesures de validation (deuxième structuration), optCluster – version non 
dégraissée 
mesure de validation score 
algorithme de 
regroupement 
nombre de 
groupes 
APN 0.00 hierarchical 7 
AD 0.27 hierarchical 8 
ADM 0.00 hierarchical 7 
FOM 0.03 hierarchical 7 
Connectivity 5.33 pam 2 
Dunn 0.98 diana 6 
Silhouette 0.34 diana 5 
 
Tournons-nous maintenant vers la solution optCluster à partir de la version dégraissée 
des données (79 ID tag levels → 21 ID tag levels). Si nous prenons l’ensemble des mesures de 
validation en compte, nous obtenons kmeans-5 comme la solution la plus optimale.  
Le nombre de clusters proposé par optCluster ne s’avère pas très stable. Voici les 
premières solutions de la liste optimale établie par optCluster : kmeans-5, hierarchical-7, 
kmeans-8, hierarchical-8, kmeans-7, agnes-8, pam-5 etc. Nous pouvons en déduire que la 
tendance est vers le haut : 5 est le nombre minimal de groupes. Les meilleurs scores pour 
les mesures de validation individuelles confirment cette analyse, cf. le Tableau 109 
suivant : 
 
Tableau 109 Mesures de validation (deuxième structuration), optCluster – version dégraissée 
mesure de validation score 
algorithme de 
regroupement 
nombre de 
groupes 
APN 0.01 hierarchical 7 
AD 0.23 hierarchical 8 
ADM 0.02 hierarchical 8 
FOM 0.08 hierarchical 8 
Connectivity 4.72 diana 2 
Dunn 0.91 diana 8 
Silhouette 0.32 hierarchical 5 
 
En somme, tant l’analyse de groupe basée sur les données non dégraissées que la 
variante basée sur les données dégraissées pointent dans la direction d’une solution 
comportant au moins cinq clusters. Tout comme pour la première structuration, une 
simple bipartition [copules prototypiques vs semi-copules] ne suffit pas pour rendre 
compte des profils distributionnels des verbes attributifs. En même temps, nous verrons 
également que les copules prototypiques et les semi-copules ne sont toujours pas mêlées 
à l’intérieur du même groupe, malgré l’absence des variables a priori dichotomisantes. 
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Comme avant, nous avons également calculé des coefficients de corrélation de rang de 
Spearman pour la version dégraissée des ID tag levels. Cette analyse a montré qu’il subsiste 
toujours une quantité non négligeable de corrélations significatives importantes parmi 
les ID tag levels (23 corrélations, corrélation absolue > 0.6), malgré le dégraissement. Il est 
donc utile d’appliquer une ACP aux données, avant de les soumettre à un algorithme de 
regroupement hiérarchique. La solution PCA-HCPC montre que les quatre premières 
composantes principales, représentant 88,8 % de la variabilité originelle dans les données, 
sont nécessaires pour aboutir au même regroupement que celui proposé par la procédure 
optCluster-version dégraissée. En d’autres mots, la suppression du ‘bruit’ dans les données 
grâce à l’ACP (cf. 11,2 % de la variabilité originelle qui est éliminé) ne mène pas à un autre 
regroupement. Une réduction plus sévère, qui garde seulement 74,4 % de la varabilité 
orginelle, donne également lieu à un regroupement quasi identique : la seule différence 
est que tourner est maintenant regroupé avec d’autres semi-copules. 
Dans le Tableau 110, nous pouvons observer que les différentes procédures mènent à 
des solutions assez comparables. Du côté des groupes robustes, nous trouvons : 
• les copules prototypiques ; les mutatifs peuvent de nouveau constituer un sous-
ensemble distinct 
• les semi-copules françaises tomber et virer 
• les semi-copules néerlandaises gaan et komen 
• les semi-copules passer et raken 
• tourner forme un cas à part entière 
L’appartenance de vallen au groupe [tomber + virer] semble moins certaine. 
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Tableau 110 Regroupements suite à la deuxième structuration 
 Regroupement 1 
 
Regroupement 2 Regroupement 3 Regroupement 4 Regroupement 5 Regroupement 6 Regroupement 7 
Solution OptCluster  
- version non dégraissée 
 
 
blijven, demeurer,  
être, rester, zijn   
 
devenir, worden gaan, komen passer, raken tomber, virer tourner vallen 
Solution pvclust 
- version non dégraissée 
 
blijven, demeurer,  
être, rester, zijn 
devenir, worden gaan, komen / / / / 
Solution OptCluster  
- version dégraissée 
 
 
blijven, demeurer,  
être, rester, zijn,   
devenir, worden 
gaan, komen passer, raken 
tomber, virer,  
vallen 
tourner / / 
Solution PCA-HCPC 
- version dégraissée 
 (sans transformation ar
c-sinus) 
 
- 3 dimensions (74,4 %) 
blijven, demeurer,  
être, rester, zijn,   
devenir, worden 
gaan, komen passer, raken 
tomber, virer,  
vallen, tourner 
/ / / 
Solution PCA-HCPC 
- version dégraissée 
 (sans transformation ar
c-sinus) 
 
- 4 dimensions (88,8 %) 
blijven, demeurer,  
être, rester, zijn,   
devenir, worden 
gaan, komen passer, raken 
tomber, virer,  
vallen 
tourner / / 
 
  481 
Afin de visualiser le regroupement, nous reproduisons ci-dessous le dendrogramme 
fourni par pvclust611.  Rappelons que ce sont les groupes entourés d’un rectangle rouge qui 
sont les groupes les plus ‘robustes’ (avec une valeur p de type au d’au moins 95). 
 
Figure 55 Analyse de groupe de type pvclust (deuxième structuration, distance euclidéenne) 
 
Contrairement au dendrogramme affiché pour la première structuration, la dernière 
agglomération n’est ici plus une fusion des copules prototypiques et des semi-copules (= 
la bipartition attendue), en tant que deux groupes bien distincts612. Dans ce 
dendrogramme, en l’absence des variables a priori dichotomisantes, la structure globale 
du dendrogramme semble plus confuse, avec des groupes de semi-copules (cf. [gaan, 
 
                                                     
611 Remarquons que l’algorithme de regroupement kmeans ne peut pas être visualisé sous la forme d’un 
dendrogramme. Cette visualisation convient uniquement pour les algorithmes de regroupement hiérarchique. 
612 Cf. pour les deux groupes la différence de hauteur considérable entre la dernière agglomération de l’ensemble 
des données et celle qui précède dans le cas de la première structuration. 
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komen] et [passer, raken]) qui rejoignent les autres semi-copules seulement après la fusion 
des copules prototypiques et des semi-copules virer, tomber, vallen, tourner. La structure 
est d’autant plus confuse que la différence de hauteur entre les dernières fusions n’est pas 
énorme (cf. par exemple la différence entre les nœuds 12 et 13), ce qui suggère que ce 
groupe [copules prototypiques + [virer, tomber, vallen, tourner]] n’est plus très délimitable 
par rapport à ce qui s’ajoute.   
Remarquons finalement que, pour le même algorithme pvclust, la distance Canberra 
donne de nouveau lieu à une bipartition [copules prototypiques vs semi-copules] : 
 
Figure 56 Analyse de groupe de type pvclust (deuxième structuration, distance Canberra) 
 
Après avoir établi les différents regroupements possibles, à partir de 
plusieurs  procédures, nous passons à l’exploration des ID tag levels qui sont responsables 
des classifications obtenues. Comme ci-dessous, nous avons recours à une série de 
graphiques serpentins, pour illustrer les oppositions les plus saillantes. Avant d’examiner 
plus en détail ces oppositions, nous présentons d’abord de façon très concise deux clusters 
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moins intéressants, pour lesquels les graphiques serpentins contiennent beaucoup d’ID 
tag levels colorés en bleu. Pour rappel, le bleu montre que les oppositions entre ces deux 
groupes et les autres groupes reposent souvent sur des caractéristiques pour lesquelles 
les clusters se comportent de façon peu stable613. Inutile donc de s’y attarder trop. 
En premier lieu, nous abordons les deux groupes de copules prototypiques identifiés 
par l’algorithme, à savoir les non mutatifs et les mutatifs. Lors de la première 
structuration, nous avons déjà mis en évidence les oppositions les plus importantes entre 
ces deux groupes. Nous ne les répétons plus ici. Dans l’ensemble, les copules 
prototypiques se caractérisent surtout par les AS nominaux (vs les AS prépositionnels du 
côté des semi-copules) et les sujets inanimés (vs les sujets animés du côté des semi-
copules). Nous reprendrons ces caractéristiques lors de la troisième structuration, à 
savoir le regroupement à partir des variables qui entre en ligne de compte pour l’analyse 
de régression, où nous prendrons également en considération les variables 
ATTRIBUT_CAT et SUJET_ANIM. Pour les contrastes plus fins entre copules prototypiques 
et semi-copules, nous renvoyons au Tableau 121 infra, où nous établirons une liste plus 
complète. 
Secondement, nous introduisons encore brièvement le cluster [passer + raken]. Ces deux 
verbes sont principalement regroupés en raison de leur taux d’AS adjectivaux 
‘participiaux’ élevé. Dans le cas de passer, cela est tout à fait dû à la seule combinaison 
conventionnalisée passer inaperçu. Notons que, malgré cette ressemblance entre les deux 
verbes attributifs qui le distingue des autres verbes, les pourcentages obtenus pour l’ID 
tag level ATTR_ADJ_PARTICIPIALITE.participial (raken : 0.64 / passer : 0.98) sont cependant 
toujours assez éloignés. Le rapprochement de passer et de raken n’implique donc pas qu’ils 
aient un profil distributionnel identique. 
Ensuite, nous passons à la discussion des groupes [gaan + komen], [vallen] et [tomber + 
virer]. Premièrement, nous mettons les clusters [gaan + komen] et [vallen] en contraste dans 
le graphique serpentin suivant : 
 
 
                                                     
613 En tout cas, d’après nos propres conventions. Il n’empêche que ce groupe puisse être assez homogène par 
rapport à l’homogénité des autres groupes. 
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Figure 57 Graphique serpentin : [gaan, komen] vs [vallen] (deuxième structuration) 
 
Il s’avère que l’opposition la plus forte entre les deux groupes provient de la variable 
ATTR_ADJ_GRAD. Les AS adjectivaux gradables se situent du côté de vallen, tandis que les 
AS adjectivaux non gradables caractérisent le cluster [gaan + komen]. Or, il est important 
de noter que le nombre d’exemples derrière les pourcentages est relativement restreint. 
Ainsi, vallen compte seulement 20 exemples à AS adjectival614, dont 19 AS gradables. Voici 
deux exemples : 
(811) […] en zo’n dier een belangrijke rol in hun leven speelt, kan het zijn dat het afscheid 
zwaar < valt >. (SE) 
 
                                                     
614 A l’exclusion des AS particules, qui ne sont pas comptabilisées. Pour ce qui est des AS particules après vallen, 
les gradables (86) et les non gradables (72) sont plus ou moins en équilibre (cf. la variable ATTR_PART_GRAD).  
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(812) De schoenen van Pepe Milan < vallen > erg ruim. (SE) 
A cela s’ajoute que komen est pourvu de 14 exemples à AS adjectival615 (dont 12 AS non 
gradables) et l’échantillon de gaan contient 74 exemples à AS adjectival616 (dont 50 AS non 
gradables). Etant donné que le nombre d’exemples est si bas, il faut être prudent : il n’est 
sans doute pas nécessaire de séparer vallen dans un groupe à part entière. 
Puis, nous examinons le cluster [tomber + virer], en l’opposant aux semi-copules 
néerlandaises vallen, komen et gaan617. Commençons par la comparaison des clusters 
[tomber + virer] et [vallen] à l’aide du graphique serpentin suivant : 
 
 
                                                     
615 A l’exclusion des AS particules, qui ne sont pas comptabilisées : 25 AS particules gradables et 37 AS particules 
non gradables (cf. la variable ATTR_PART_GRAD). 
616 A l’exclusion des AS particules, qui ne sont pas comptabilisées : 23 AS particules gradables et 46 AS particules 
non gradables (cf. la variable ATTR_PART_GRAD). 
617 Les autres comparaisons sont moins intéressantes, en raison de beaucoup d’ID tag levels qui sont colorés en 
bleu. 
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Figure 58 Graphique serpentin : [tomber, virer] vs [vallen] (deuxième structuration) 
 
Tomber et virer sont surtout caractérisés par les sujets animés et les temps composés, 
contrairement à vallen. Si nous faisons le même exercice, mais cette fois-ci opposant 
[tomber + virer] au groupe [gaan + komen], nous obtenons le graphique serpentin suivant : 
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Figure 59 Graphique serpentin : [tomber, virer] vs [gaan, komen] (deuxième structuration) 
 
En plus des temps composés et des sujets animés, on constate que tomber et virer se 
combinent beaucoup plus avec les AS adjectivaux, en particulier des AS adjectivaux 
gradables. Du côté du néerlandais, gaan et komen ont un profil beaucoup plus 
prépositionnel. 
De façon générale, nous pouvons conclure de cette deuxième structuration que 
l’opposition entre d’une part les copules prototypiques et d’autre part les semi-copules 
reste en vigueur, dans la mesure où aucune copule prototypique ne se regroupe avec une 
semi-copule et vice versa, et cela malgré l’absence de variables a priori dichotomisantes 
comme LE_PRONOMINALISATION etc. 
De plus, la catégorie des copules prototypiques semble beaucoup plus uniforme que 
celle des semi-copules, qui sont souvent séparées dans plusieurs groupes distincts. Dans 
la structuration de type ‘version non dégraissée’, nous pouvons observer que les copules 
prototypiques mutatives et non mutatives constituent deux groupes distincts. Or, le 
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Tableau 111 suivant montre que la distance moyenne entre les deux groupes à copule 
prototypique (0.78) est clairement inférieure par rapport à la distance moyenne de ces 
deux groupes par rapport aux groupes semi-copulatifs (> 1) : 
 
Tableau 111 La distance moyenne entre le groupe [être, demeurer, rester, zijn, blijven] / le 
groupe [devenir, worden] et les groupes semi-copulatifs (solution optCluster - 
version non dégraissée) 
 
[être, demeurer, rester, zijn, 
blijven]  
[devenir, worden] 
[être, demeurer, rester, 
zijn, blijven] 
0.00 0.78 
[devenir, worden] 0.78 0.00 
[komen, gaan] 1.25 1.52 
[raken, passer] 1.15 1.41 
[tomber, virer] 1.16 1.03 
[tourner] 1.30 1.40 
[vallen] 1.10 1.02 
 
A titre de comparaison, on peut observer dans le Tableau 112 suivant que les groupes 
semi-copulatifs diffèrent sur ce point plus entre eux que les deux groupes à copule 
prototypique : 
 
Tableau 112 La distance moyenne entre les groupes semi-copulatifs (solution optCluster - 
version non dégraissée) 
 
[komen, 
gaan] 
[raken, 
passer] 
[tomber, 
virer] 
[tourner] [vallen] 
[komen, gaan] 0.00 1.52 1.31 1.55 1.43 
[raken, passer] 1.52 0.00 1.32 1.82 1.48 
[tomber, virer] 1.31 1.32 0.00 1.53 0.98 
[tourner] 1.55 1.82 1.53 0.00 1.11 
[vallen] 1.43 1.48 0.98 1.11 0.00 
 
 
De même, la valeur average silhouette width est la plus performante pour le groupe des 
copules prototypiques non mutatives, malgré le fait que ce groupe compte le plus de 
verbes et devrait donc, a priori, avoir plus de difficultés à se comporter de façon homogène 
vis-à-vis des groupes qui ne contiennent que deux verbes : 
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Tableau 113 Average silhouette width par groupe (solution optCluster - version non dégraissée) 
[être, demeurer, 
rester, zijn, blijven] 
[devenir, 
worden] 
[komen, gaan] [raken, passer] [tomber, virer] 
0.41 0.22 0.35 0.28 0.22 
 
Notons que la valeur Average silhouette width relativement basse du groupe [devenir, 
worden] s’explique ici sans doute par le fait qu’il se distingue relativement peu du groupe 
des copules prototypiques, étant donné que toutes les mesures évaluant la ‘dispersion’ au 
sein du cluster (l’autre facteur qui est susceptible de perturber une assignation stable) 
donnent lieu à des valeurs relativement basses. D’ailleurs, dans la structuration de type 
‘version dégraissée’, toutes les copules prototypiques se regroupent ensemble dans un 
seul cluster. 
En résumé, tous ces chiffres mettent donc également en évidence l’homogénéité de la 
catégorie des copules prototypiques. Il reste toutefois que l’hétérogénéité des semi-
copules (= différents groupes semi-copulatifs vs deux groupes de copules prototypiques 
très proches) repose en partie sur des ID tag levels dont le nombre d’exemples sous-
jacents est relativement réduit (cf. ATTR_ADJ_GRAD). 
11.3.3 Troisième structuration : les variables qui entrent en ligne de 
compte pour l’analyse de régression 
Dans cette section, nous effectuons une classification pour les variables qui entrent en 
ligne de compte pour l’analyse de régression infra. Ces variables :  
• ne font pas partie du sous-ensemble 1 (les variables a priori dichotomisantes) et du 
sous-ensemble 2 (les variables dotées d’au moins une catégorie spécifique pour 
une des deux langues). 
• s’appliquent (a priori) à l’ensemble des données. 
• ne contiennent pas beaucoup de catégories, ce qui poserait un problème pour 
l’analyse de régression. 
• ne contiennent pas beaucoup de valeurs NA, ce qui serait problématique pour 
l’analyse de régression (cf. l’exclusion de SUJET_DEFINITUDE et 
TEMPS_COMPOSE). 
Les contraintes de l’analye de régression nous obligeront donc de travailler avec une liste 
de variables extrêmement réduite, d’où l’utilité de l’analyse de groupe, qui permet (en 
principe) de traiter toutes les variables en même temps (cf. aussi la section  10). Voici le 
Tableau 114 qui fait l’inventaire des variables sélectionnées pour cette structuration : 
  
 490 
Tableau 114 Variables sélectionnées pour la troisième structuration des verbes attributifs 
SOUS-ENSEMBLE 3 ATTRIBUT_CAT, COMPARATIF, GRADATIF_NORME 
SOUS-ENSEMBLE 4 SUJET_ANIM, PERSONNEL, IMPERSONNEL_2, ATTRIBUT_MOT_UNIQUE, 
MODIFICATION_ATTRIBUT, CONTEXTE_SCALAIRE_2 
 
Remarquons que la variable LANGUE sera encore ajoutée à cette liste lorsque nous 
effectuerons l’analyse de régression, pour mettre en carte les interactions avec la variable 
LANGUE (cf. le chapitre 12 infra). 
A l’instar des statistiques Hopkins établies pour les structurations précédentes, la 
statistique Hopkins (0.37 / 0.42), calculée pour la version non dégraissée des ID tag levels, 
indique une fois de plus que les données sont marginalement susceptibles d’être 
regroupées. 
Dans le Tableau 117 infra, nous donnons un aperçu des différents regroupements suite 
à la troisième structuration, faisant appel à plusieurs procédures. La procédure optCluster 
– version non dégraissée montre que l’algorithme de regroupement kmeans618 et le 
nombre de groupes 3 sont les choix optimaux, d’après les diagnostics que nous utilisons 
(cf. le Tableau 99). La suite de la liste optimale fournie par optCluster confirme plus ou 
moins le nombre de groupes de la solution optimale, quoiqu’une solution avec quatre ou 
cinq clusters soit également possible : kmeans-4, pam-5, hierarchical-3, agnes-3 etc. En tout 
cas, le nombre de groupes tend plutôt vers 4/5/8 groupes que vers une bipartition. Les 
meilleurs scores pour les mesures de validation individuelles vont également dans le 
même sens, cf. le Tableau 115 suivant : 
 
Tableau 115 Mesures de validation (troisième structuration), optCluster – version non 
dégraissée 
mesure de validation score 
algorithme de 
regroupement 
nombre de 
groupes 
APN 0.00 kmeans 3 
AD 0.16 kmeans 8 
ADM 0.00 kmeans 3 
FOM 0.05 clara 8 
Connectivity 8.71 hierarchical 2 
Dunn 0.71 diana 8 
Silhouette 0.38 kmeans 3 
 
 
                                                     
618 Rappelons que l’algorithme de regroupement kmeans ne donne pas lieu à un dendrogramme. 
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Abordons maintenant la version dégraissée de la solution optCluster (25 ID tag levels → 9 ID 
tag levels). Nous pouvons être bref : les résultats sont très comparables par rapport à 
l’analyse de groupe des ID tag levels non dégraissés (kmeans-3 + suite de la liste optimale : 
pam-4, diana-4, hierarchical-3, diana-3, agnes-4, agnes-3, pam-3, hierarchical-2 etc.). Nous 
ajoutons encore le Tableau 116 avec les mesures de validation individuelles : 
 
Tableau 116 Mesures de validation (troisième structuration), optCluster – version dégraissée 
mesure de validation score 
algorithme de 
regroupement 
nombre de 
groupes 
APN 0.00 kmeans 3 
AD 0.13 hierarchical 8 
ADM 0.00 kmeans 3 
FOM 0.08 diana 8 
Connectivity 8.17 hierarchical 2 
Dunn 0.79 diana 8 
Silhouette 0.42 hierarchical 3 
 
Comme dans le cas des structurations précédentes, nous avons également calculé des 
coefficients de corrélation de rang de Spearman pour la version dégraissée des ID tag levels. 
Cette analyse a mis en évidence quelques corrélations restantes après le dégraissement 
(8 corrélations, corrélation absolue > 0.6). Nous appliquons de nouveau une ACP aux 
données dégraissées, avant de les soumettre à un algorithme de regroupement 
hiérarchique. La solution PCA-HCPC indique que les deux premières composantes 
principales, représentant 86 % de la variabilité originelle dans les données, suffisent pour 
aboutir au même regroupement que celui proposé par la procédure optCluster-version 
(non) dégraissée. Après la suppression du ‘bruit’ tel qu’il est identifié par l’ACP, on obtient 
donc le même regroupement : le ‘bruit’ ne semble donc pas perturber le regroupement. 
Dans le Tableau 117 suivant, nous pouvons constater que les différentes procédures 
proposent la même solution, sauf pvclust. En conclusion, la troisième structuration, c’est-
à-dire celle basée sur les variables qui seront utilisées dans l’analyse de régression, mène 
grosso modo à une distinction [copules prototypiques vs semi-copules], à laquelle le cluster 
[komen + tourner] s’ajoute. En outre, la solution pvclust identifie un groupe [raken + tomber], 
qui n’est pas reconnu par les autres procédures. 
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Tableau 117 Regroupements suite à la troisième structuration 
 Regroupement 1 
 
Regroupement 2 Regroupement 3 
Solution OptCluster  
- version non dégraissée 
 
 
blijven, demeurer,  
être, rester, zijn,   
devenir, worden 
gaan, passer, raken, 
tomber, vallen,  
virer 
komen, tourner 
Solution pvclust 
- version non dégraissée 
 
blijven, demeurer,  
être, rester, zijn,   
devenir, worden 
raken, tomber / 
Solution OptCluster  
- version dégraissée 
 
 
blijven, demeurer,  
être, rester, zijn,   
devenir, worden 
gaan, passer, raken, 
tomber, vallen,  
virer 
komen, tourner 
Solution PCA-HCPC 
- version dégraissée 
 (sans transformation arc-
sinus) 
 
- 2 dimensions (85,5 %) 
 
blijven, demeurer,  
être, rester, zijn,   
devenir, worden 
gaan, passer, raken, 
tomber, vallen,  
virer 
komen, tourner 
 
Notons encore que le groupe [komen, tourner] se trouve plus proche des autres semi-
copules (0.89)619 que des copules prototypiques (1.04), cf. le Tableau 118 avec la distance 
moyenne entre les groupes : 
 
Tableau 118 La distance moyenne entre les groupes (solution optCluster - version non 
dégraissée) 
 
[être, demeurer, rester, 
zijn, blijven, devenir, 
worden] 
[gaan, passer, 
raken, tomber, 
vallen, virer] 
[komen, tourner] 
[être, demeurer, 
rester, zijn, blijven, 
devenir, worden] 
0.00 0.79 1.04 
[gaan, passer, raken, 
tomber, vallen, virer] 
0.79 0.00 0.89 
[komen, tourner] 1.04 0.89 0.00 
 
Si nous devons fusionner le groupe [komen, tourner] avec un autre groupe, le choix logique 
est donc de le rattacher aux autres semi-copules. 
Etant donné que la solution à trois groupes correspond plus ou moins à la bipartition 
[copules prototypiques vs semi-copules], il nous semble opportun d’examiner aussi cette 
 
                                                     
619 Or, il n’empêche que les copules prototypiques et ce groupe de semi-copules autres que komen et tourner sont 
encore plus proches, en moyenne (0.79). 
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bipartition à l’aide d’une régression logistique binaire, avec pour variable de réponse 
COPULARITE, cf. la section 12.2. Alors que dans l’analyse de groupe, la bipartition a 
émergé de façon bottom-up à partir des ID tag levels, l’analyse de régression nous contraint 
à imposer cette bipartition [copules prototypiques vs semi-copules] aux données pour 
examiner l’apport des différentes variables à cette différenciation. 
Avant de passer à l’analyse de régression, déterminons d’abord les ID tag levels qui sont 
responsables des classifications obtenues. Vu que le nombre d’ID tag levels est 
relativement limité, nous optons pour une carte thermique, qui permet d’organiser et de 
visualiser les pourcentages des différents ID tag levels à un niveau très détaillé, cf. : 
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Figure 60 Carte thermique (troisième structuration) 
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Tout d’abord, nous opposons le groupe des copules prototypiques au cluster des semi-
copules (sans komen et tourner) à l’aide du graphique serpentin suivant : 
 
Figure 61 Graphique serpentin : [blijven, demeurer, devenir, être, rester, worden, zijn] vs [gaan, 
passer, raken, tomber, vallen, virer] (troisième structuration) 
 
Pour ce qui est des ID tag levels les plus importants opposant les copules prototypiques aux 
semi-copules, le Tableau 119 établit les oppositions principales à partir du graphique 
serpentin ci-dessus : 
 
Tableau 119 ID tag levels importants pour la bipartition [copules prototypiques vs semi-copules] 
(troisième structuration) 
copules prototypiques semi-copules 
sujets inanimés sujets animés 
attributs nominaux attributs prépositionnels 
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Ce résumé correspond parfaitement à ce que nous avions déjà découvert dans la partie 
III dédiée à l’analyse bivariée (cf. en particulier la section 7.1). Or, nous observons 
également que ces ID tag levels sont colorés en bleu, indiquant une variation importante 
entre certains membres des groupes. Afin d’avoir une meilleure vue sur le comportement 
individuel des verbes attributifs pour les deux variables ATTRIBUT_CAT (cf. les ID tag levels 
ATTRIBUT_CAT.nominal et ATTRIBUT_CAT.prépositionnel ci-dessus) et SUJET_ANIM (cf. 
les ID tag levels SUJET_ANIM.animé et SUJET_ANIM.inanimé ci-dessus), nous introduisons 
un nouveau type de graphique (cf. la Figure 62 et la Figure 63). On obtient les données 
visualisées par ce graphique de la manière suivante : 
1. La différence entre le BP-vecteur de être/zijn et celui des autres verbes attributifs 
est calculée. 
2. La somme de ces différences est calculée, par variable et par verbe attributif.  
3. A chaque fois, cette somme est divisée par le nombre de catégories / ID tag levels 
pour cette variable. 
Ainsi, ce graphique est un outil efficace et relativement simple pour visualiser de façon 
concise combien le profil distributionnel d’un certain verbe attributif s’écarte par rapport 
au prototype par définition être/zijn (cf. les points colorés pour une quantification de 
l’écart). D’abord, nous faisons le calcul pour les verbes attributifs français (par rapport à 
être) : 
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Figure 62 Distance par rapport au prototype être pour ATTRIBUT_CAT et SUJET_ANIM 
 
De cette façon, on constate que rester et devenir se situent assez proches de certaines semi-
copules. De même, nous vérifions l’écart entre zijn et les autres verbes attributifs 
néerlandais : 
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Figure 63 Distance par rapport au prototype zijn pour ATTRIBUT_CAT et SUJET_ANIM 
 
De nouveau, on observe que les copules prototypiques autres que zijn sont parfois assez 
proches de certaines semi-copules, en particulier pour la variable SUJET_ANIM. Malgré 
certaines généralisations qu’on est tenté de faire, force est d’admettre que chaque verbe 
dispose toujours de son propre profil distributionnel. En revanche, on constate également 
qu’aucune des copules prototypiques (autres que être/zijn) ne revêtira une position aussi 
éloignée du prototype être / zijn comme le font certaines semi-copules plus extrêmes (cf. 
par exemple raken pour SUJET_ANIM). Comme nous l’avons déjà annoncé, nous 
reprendrons cette question dans le chapitre 12, par le biais d’un modèle de régression. 
Ensuite, il nous reste d’expliquer le cluster [tourner + komen]. Le regroupement de tourner 
et de komen est assez étrange, cf. par exemple l’animéité du sujet qui diffère 
considérablement (voir la carte thermique supra). Ce regroupement semble s’expliquer 
par l’ID tag level ATTRIBUT_CAT.prépositionnel : les deux verbes ont une valeur élevée 
pour ce trait (cf. corollairement, la valeur assez basse pour ATTRIBUT_CAT.adjectival). En 
outre, la variable ATTRIBUT_MOT_UNIQUE semble également contribuer à ce 
regroupement de tourner et de komen. 
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Puis, le rapprochement de tomber et de raken dans la solution pvclust est sans doute dû 
à l’ID tag level ATTRIBUT_CAT.adjectival. Ces deux verbes attributifs ont les taux d’AS 
adjectivaux les plus élevés parmi les semi-copules (tomber : 54 % des attributs, raken : 71 % 
des attributs). Cela est confirmé si nous opposons le cluster [tomber + raken] aux autres 
semi-copules, à savoir les groupes [gaan + passer + vallen + virer] et [komen + tourner] dans 
les deux graphiques serpentins suivants. 
 
 
Figure 64 Graphique serpentin : [raken, tomber] vs les groupes [gaan, passer, vallen, virer] et 
[komen, tourner] (troisième structuration) 
 
Dans les deux cas, l’ID tag level ATTRIBUT_CAT.adjectival apparaît en haut du graphique, 
du côté de raken et de tomber. D’après ce trait, on pourrait donc regrouper raken et tomber, 
comme le propose la procédure pvclust. 
En guise de conclusion globale pour cette troisième structuration, nous pouvons dire 
que le sous-ensemble de variables utilisées dans cette section donne lieu à une 
structuration qui est très proche d’une bipartition [copules prototypiques vs semi-
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copules]620.  Nous testerons de façon plus approfondie cette bipartition à l’aide d’un 
modèle de régression dans le chapitre 12. Enfin, nous fournissons encore le Tableau 120 
avec la valeur average silhouette width par groupe :  
 
Tableau 120 Average silhouette width par groupe (solution optCluster - version non dégraissée) 
 [être, demeurer, rester, zijn, 
blijven, devenir, worden] 
[gaan, passer, raken, 
tomber, vallen, virer] 
[komen, tourner] 
0.45 0.33 0.26 
 
De nouveau, le groupe à copule prototypique s’avère le plus performant, ce qui montre 
que ce groupe est homogène et bien distinct des autres groupes. 
11.4 Conclusions à la lumière de la copularité prototypique 
Maintenant que nous avons passé en revue les regroupements (clusters) obtenus à travers 
les différentes structurations possibles de nos variables, il convient de dresser le bilan 
global. Précisons d’emblée que le but n’est pas de trouver la meilleure classification 
possible : il y a sans doute une part de vérité – i.e. de pertinence - dans toutes les 
classifications présentées ci-dessus. Au fond, ce qui complique un regroupement unique 
et stable (indépendamment de la variante de la technique utilisée), c’est qu’en fonction 
de l’ampleur des similitudes / différences entre les verbes, une similitude / différence 
peut l’emporter sur une autre dans le regroupement des verbes. Ainsi, passer peut être 
regroupé avec les autres semi-copules françaises en vertu de sa combinabilité avec des AS 
nominaux (cf. première structuration), une caractéristique qui ne s’applique pas aux 
semi-copules néerlandaises. Or, il n’empêche que sa part d’AS adjectivaux de type 
participial621 rejoint celle de raken, ce qui justifie également le rapprochement entre passer 
 
                                                     
620 Or, ce constat est quelque peu relativisé par le fait que la liste optimale fournie par optCluster suggère qu’il 
s’agit plutôt d’une solution qui distingue au moins trois groupes, au lieu d’une solution qui hésite entre une 
solution à deux groupes et une solution à trois groupes.  
621 Rappelons que ce trait est potentiellement lié à la copularité prototypique, étant donné que être/zijn se 
combinent volontiers avec les AS adjectivaux ‘participiaux’ (contrairement à beaucoup de semi-copules). 
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et raken mis en évidence par la deuxième structuration622. Seulement, le trait pourcentage 
d’AS adjectivaux ‘participaux’ ne pèse pas assez lourd face à l’opposition [combinable avec 
AS nominal vs non combinable avec AS nominal], qui est absente de la deuxième 
structuration, pour imposer le cluster [passer + raken] dans la première structuration, si 
bien que cette caractéristique partagée passe au second plan au point de se noyer dans 
les données. En d’autres mots, un seul regroupement ne permet pas de capter toutes les 
similarités et toutes les différences (plus ou moins importantes), qui pourraient mener à 
d’autres regroupements de verbes623. Cela ne doit pas nous surprendre : avant l’analyse 
de groupe, la statistique Hopkins avait déjà indiqué que les données sont complexes et qu’il 
n’y pas de clustering évident. La mesure Average Silhouette Width, qui est assez basse, signale 
au fond la même chose. Clairement, il suffit de peu pour passer à un autre clustering. En 
somme, la première grande conclusion qui s’impose est que tous les ID tag levels 
(introduisant de la variabilité parmi les verbes) ne s’accordent pas pour converger vers 
une seule classification stable. Si sous-catégories de verbes il y a, celles-ci ne sont en 
général pas étayées par l’ensemble des traits distributionnels et se font donc toujours au 
détriment d’autres traits qui n’ont pas pesé autant dans la balance.    
Afin de rendre au mieux compte de la structure très complexe de la famille des verbes 
attributifs, nous avons proposé trois structurations de variables différentes, à chaque fois 
basées sur un sous-ensemble de variables théoriquement motivé. A cela se sont ajoutées 
des procédures comme pvclust, qui permettent de relativiser l’impact d’un seul ID tag level 
susceptible d’obnubiler d’autres similitudes / différences. De cette façon, nous faisons de 
notre mieux pour également faire apparaître les regroupements moins prononcés, qui ‘se 
cachent’ derrière ceux créés par des macro-oppositions comme [AS pronominalisable par 
le vs AS non pronominalisable par le]624. Du même coup, nous compliquons la tâche du 
 
                                                     
622 Evidemment, cela est principalement dû à une seule combinaison [verbe + AS], à savoir passer inaperçu. Par 
contre, raken se combine avec une diversité plus importante d’AS adjectivaux ‘participiaux’. Dans ce sens, les 
deux cas ne sont pas tout à fait comparables. 
623 On pourrait objecter que nous avons encodé des traits distributionnels tellement diversifiés (y compris des 
caractéristiques qui n’ont pas toujours un lien direct avec la copularité) qu’il n’est pas surprenant d’aboutir 
difficilement à un seul regroupement stable. Même si cette critique est en partie justifiée, il est également vrai 
qu’il est impossible de détecter des caractéristiques insoupçonnées des semi-copules (françaises/néerlandaises) 
et des copules prototypiques (françaises/néerlandaises) sans encoder un maximum de variables, y compris 
celles qui, à première vue, n’ont pas de lien (direct) avec la copularité. Sinon, on ne fait que confirmer ce qu’on 
sait déjà. Pour cette raison, il nous semble opportun de prendre en considération tous les traits distributionnels 
qui introduisent de la variabilité dans cette famille de verbes attributifs.   
624 Remarquons que notre approche méthodologique n’est pas la seule imagineable. Une autre stratégie possible, 
jusqu’à présent peu explorée dans la littérature, est d’avoir recours au fuzzy clustering, où un verbe attributif 
peut appartenir à plusieurs groupes en même temps, à différents dégrés. Dans ce scénario, blijven, par exemple, 
pourrait appartenir pour 20 % au premier cluster, pour 60 % au deuxième cluster etc. Si l’appartenance multiple 
devient possible, il est peut-être plus facile de reconnaître qu’un verbe peut, malgré son appartenance 
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clustering, bien entendu, car si les macro-oppositions sont écartées, les différences entre 
les différents regroupements possibles se réduisent. 
En revanche, les divergences parmi les regroupements obtenus pour les trois 
structurations et pour les différentes procédures ne doivent pas nécessairement nous 
faire conclure qu’aucune généralisation – des regroupements ‘méta’ - ne serait possible à 
partir de l’ensemble des regroupements. Premièrement, au sein de la même 
structuration, les différentes procédures (dégraissement, PCA-HCPC etc.) donnent lieu à 
des solutions relativement semblables, en dépit des différences. Ensuite, même d’une 
structuration à l’autre, les résultats ne sont pas forcément incompatibles, comme nous 
espérons le montrer infra. 
La première généralisation est qu’à travers les différents regroupements, une copule 
prototypique ne se regroupe jamais avec une semi-copule au sein du même groupe (et 
vice versa). Même si nous n’obtenons jamais de bipartition pure et simple entre copules 
prototypiques et semi-copules (surtout à cause de l’ ‘éclatement’ du côté des semi-
copules), force est de constater que les deux catégories ne sont jamais mélangées à 
l’intérieur du même cluster. Cela semble principalement dû à l’homogénéité des copules 
prototypiques, qui se comportent de façon relativement uniforme et se retrouvent, de ce 
fait, le plus souvent dans un groupe à part, séparées des semi-copules. Remarquons aussi 
que les clusters qui combinent deux langues différentes sont plus communs que les 
groupes de copularité mixte, surtout du côté des copules prototypiques. Il est important 
de constater que la copularité introduit donc une scission plus nette entre les verbes 
attributifs que le facteur contrastif. Cela sera également confirmé par la partie V, dédiée 
à la productivité des verbes attributifs. 
Le fait que les copules prototypiques et les semi-copules ne se retrouvent jamais à 
l’intérieur d’un même groupe, n’est pas si surprenant pour la première structuration (cf. 
11.3.1). En effet, cette structuration prend (également) en considération les ID tag levels 
provenant des variables a priori dichotomisantes (cf. LE_PRONOMINALISATION etc.). Le 
constat que celles-ci séparent les copules prototypiques et les semi-copules est assez 
prévisible. Ce qui est plus remarquable, c’est que cette scission entre les copules 
prototypiques et les semi-copules se confirme aussi pour la deuxième et la troisième 
structurations (cf. 11.3.2 et 11.3.3), qui écartent les variables a priori dichotomisantes (cf. 
l’exclusion du sous-ensemble de variables 1, cf. 11.2.1). Pourtant, en l’absence des 
variables a priori dichotomisantes, on pourrait supposer que les copules prototypiques et 
les semi-copules se mélangent plus facilement, ce qui n’est donc pas le cas. Il s’ensuit que 
nous trouvons parmi les ID tag levels retenus pour la deuxième et la troisième 
 
                                                     
principale à un certain groupe, avoir des similitudes avec d’autres verbes qui ne font pas / guère partie de ce 
groupe. Suivant notre constat dans la présente étude qu’un regroupement unique ne reflète pas forcément toute 
la complexité des données linguistiques, de futures études pourraient explorer d’autres voies méthodologiques, 
comme le fuzzy clustering, qui essaient d’en rendre compte. 
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structuration des ID tag levels qui sont encore susceptibles de fonctionner comme des 
critères de copularité d’ ‘association préférentielle’, c’est-à-dire, reflétant un ‘dosage 
idéal’ pour les copules prototypiques et les semi-copules (cf. la partie I).  
Or, ces critères de copularité d’ ‘association préférentielle’ ne sont, dans la plupart des 
cas, pas en mesure d’opposer l’ensemble des copules prototypiques à l’ensemble des semi-
copules. Au contraire, il s’agit plutôt d’une série de ‘contrastes partiels’625, où les copules 
prototypiques sont à chaque fois opposées à un autre sous-ensemble de semi-copules, 
d’après des traits distributionnels différents. Par exemple, d’après le trait distributionnel 
TEMPS_COMPOSE, les copules prototypiques mutatives (plus associées aux temps non 
composés) s’opposent aux semi-copules vallen, komen et gaan (plus associées aux temps 
non composés). Nous parlons dans ce cas d’un contraste partiel, car les autres semi-
copules ne se distinguent pas (tant) sur ce point par rapport aux copules prototypiques 
mutatives.  
Ces contrastes partiels sont en partie une conséquence logique du fait que nous n’ayons 
en général pas de clustering à deux groupes homogènes [copules prototypiques vs semi-
copules], cf. en particulier la deuxième structuration (cf. 11.3.2). Si nous avons plusieurs 
clusters parmi les semi-copules, cela ouvre évidemment la voie à autant de manières 
différentes que les semi-copules peuvent différer des copules prototypiques (car les 
contrastes sont testés en fonction des clusters). En même temps, d’un point de vue 
théorique, cela aurait également été possible que la fragmentation parmi les semi-copules 
(= différents groupes contenant des semi-copules) soit entièrement causée par les 
différences au sein du champ semi-copulatif même et que tous les groupes semi-copulatifs 
se distinguent pour les mêmes traits distributionnels des copules prototypiques626. Or, 
cette possibilité théorique ne se confirme donc pas (tout à fait) par rapport à ce que nous 
observons si nous examinons les traits distributionnels sous-tendant le regroupement : 
chaque opposition [groupe ‘copules prototypiques’ vs groupe semi-copulatif] se fonde (en 
partie) sur d’autres traits distributionnels.   
Ce qui est le plus remarquable, c’est que, ‘à la surface’, ces contrastes partiels mènent 
globalement à une séparation des copules prototypiques et des semi-copules, car les deux 
catégories ne se mélangent pas au sein du même cluster. Après tout, on peut pour 
n’importe quelle famille de verbes s’attendre à ce qu’il y ait des contrastes partiels, c’est-
 
                                                     
625 Evidemment, ces contrastes partiels se basent également sur notre approche qui fait usage de graphiques 
serpentins, où on oppose toujours deux clusters (pas plus). En principe, il serait également possible de 
caractériser chaque cluster par rapport à la moyenne obtenue dans l’ensemble des autres clusters, pour un trait 
distributionnel donné. Ainsi, on pourrait bel et bien proposer une caractérisation stable pour les copules 
prototypiques. Or, vu que les graphiques serpentins donnent déjà parfois lieu à des moyennes peu stables (au 
sein du même cluster, cf. le bleu), il ne nous semble pas prudent d’utiliser des moyennes calculées à partir de 
différents clusters. 
626 Ce qui est en partie le cas, d’ailleurs, cf. la discussion des variables ATTRIBUT_CAT et SUJET_ANIM infra.  
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à-dire qu’un cluster de verbes ne diffère pas de chaque autre verbe étudié pour les mêmes 
raisons. Par contre, le fait que, dans notre cas, les contrastes partiels détectés par l’analyse 
de groupe semblent plutôt donner lieu à une opposition [copule prototypique vs semi-
copule], au lieu de promouvoir des groupes à copularité mixte (par exemple), est plus 
notable.    
Afin de rendre ces contrastes partiels plus concrets, nous ajoutons ci-dessous le 
Tableau 121 qui donne un aperçu des oppositions locales entre (un sous-ensemble des) 
copules prototypiques (cf. le GROUPE A) et (un sous-ensemble des) semi-copules (cf. le 
GROUPE B). Nous nous limitons aux cas de figure les plus clairs627, d’après ce que nous 
pouvons déduire de nos graphiques serpentins (qui ne sont pas reproduits ici). 
 
Tableau 121 Contrastes partiels entre copules prototypiques et semi-copules en termes de 
traits distributionnels (ID tag levels) 
trait distributionnel GROUPE A GROUPE B description 
ATTR_ADJ_GRAD 
.gradable 
copules prototypiques komen et gaan Le groupe A se caractérise par les 
AS adjectivaux gradables, 
contrairement au groupe B. 
ATTR_ADJ_GRAD 
.non_gradable 
copules prototypiques passer, raken et 
vallen 
Le groupe A se caractérise par les 
AS adjectivaux non gradables, 
contrairement au groupe B. 
ATTR_ADJ_ 
PARTICIPIALITE.participial 
copules prototypiques raken et passer Le groupe B se caractérise par les 
AS adjectivaux ‘participiaux’, 
contrairement au groupe A. 
PERSONNEL.1er_ 
personne_sing 
copules prototypiques tomber et virer Le groupe B se caractérise par la 
première personne du singulier, 
contrairement au groupe A. 
    
ATTRIBUT_ADJ_ 
MODIFICATION.mod_adv 
copules prototypiques 
mutatives 
gaan, raken, 
tomber, virer, 
passer 
Le groupe A se caractérise par les 
AS adjectivaux modifiés 
adverbialement, contrairement 
au groupe B. 
ATTRIBUT_ADJ_ 
MODIFICATION.mod_prep 
-fixe 
copules prototypiques 
mutatives 
raken, gaan, 
komen, vallen 
Le groupe B se caractérise par les 
AS adjectivaux modifiés par un 
Sprép à prép. fixe, 
contrairement au groupe A. 
COMPARATIF.comparatif copules prototypiques 
mutatives 
semi-copules Le groupe A se caractérise par les 
AS comparatifs, contrairement 
au groupe B. 
TEMPS_COMPOSE. 
oui_composé 
copules prototypiques 
mutatives 
komen, gaan et 
vallen 
Le groupe A se caractérise par les 
temps composés, contrairement 
au groupe B. 
 
                                                     
627 Nous n’utilisons donc pas d’ID tag levels bleus. 
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ATTR_ADJ_ 
PARTICIPIALITE.participial 
copules prototypiques 
non mutatives 
semi-copules 
sauf raken & passer 
Le groupe A se caractérise par les 
AS adjectivaux ‘participiaux’, 
contrairement au groupe B. 
 
Remarquons que les différents contrastes partiels entre les copules prototypiques et 
les semi-copules ne se fondent pas toujours sur des traits distributionnels différents. 
Parfois, le même trait distributionnel peut fonctionner différemment selon le sous-
ensemble de copules prototypiques et le sous-ensemble de semi-copules qu’on oppose. 
Par exemple, en ce qui concerne la variable ATTR_ADJ_PARTICIPIALITE, on constate que : 
• La semi-copule raken est plus associée aux AS adjectivaux ‘participiaux’ que les 
copules prototypiques non mutatives, qui se caractérisent alors plus par les AS 
adjectivaux non participiaux. 
• En revanche, les semi-copules gaan / komen / vallen sont plus associées aux AS 
adjectivaux non participiaux que les copules prototypiques non mutatives, qui 
se caractérisent, dans cette opposition, davantage par une présence plus 
importante d’AS adjectivaux ‘participiaux’. 
Dans cet exemple, on ne peut pas dire que les copules prototypiques (non mutatives) se 
caractérisent par une seule catégorie de la variable ATTR_ADJ_PARTICIPIALITE : la 
caractérisation dépend du contraste (partiel) qu’on établit, soit avec raken, soit avec gaan 
/ komen / vallen. Par conséquent, il est (parfois) difficile de proposer une caractérisation 
univoque628 de la catégorie des copules prototypiques ou de la catégorie des semi-copules : 
la caractérisation en termes de critères change en fonction de la composition des groupes 
de verbes plus spécifiques qu’on oppose. 
En plus de ces contrastes partiels, nous estimons qu’il y a deux variables, à savoir 
ATTRIBUT_CAT et SUJET_ANIM, qui parviennent quand même à opérer une distinction 
plus nette entre l’ensemble des copules prototypiques et l’ensemble des semi-copules. 
Nous reprendrons ce sujet brièvement infra. 
Une deuxième généralisation que nous pouvons mettre en avant est que les copules 
prototypiques forment un ensemble relativement robuste et homogène à travers les 
différentes solutions. Même si les copules prototypiques mutatives devenir et worden se 
séparent parfois des copules prototypiques non mutatives (par exemple à cause de la 
variable MUTATIVITE), les deux groupes restent toujours très proches d’après différents 
diagnostics. A l’opposé des copules prototypiques, les semi-copules semblent plus 
hétérogènes, car elles sont plus éparpillées dans des groupes différents (cf. en particulier 
la deuxième structuration, voir 11.3.2). De plus, la composition des groupes semble plus 
changeante du côté des semi-copules, malgré certaines combinaisons de semi-copules 
 
                                                     
628 Cette caractérisation univoque n’est toutefois pas entièrement impossible, cf. infra. 
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assez robustes (comme tomber et virer). En somme, on pourrait en déduire que les copules 
prototypiques convergent sur des profils distributionnels relativement semblables, alors 
que les semi-copules présentent plus de différences entre elles et ne donnent pas lieu à 
un profil plus stable629. Les semi-copules forment plutôt des alliances ad hoc, à travers 
lesquelles elles s’opposent aux copules prototypiques et à d’autres semi-copules pour des 
raisons diverses. D’un point de vue diachronique, le caractère plus homogène de la 
catégorie des copules prototypiques pourrait mis en rapport avec son statut de terminus 
ad quem de la copularisation ‘accomplie’ : le point d’arrivée de la copularité prototypique 
est plus ou moins le même pour tous les verbes, d’où une certaine stabilisation des 
caractéristiques distributionnelles.   
Or, la troisième structuration (cf. 11.3.3), la plus dégraissée car préparant l’analyse de 
régression, laisse supposer qu’il est quand même possible de concevoir les semi-copules 
comme une catégorie monolithique, par opposition aux copules prototypiques630. En effet, 
la troisième structuration propose une classification très proche d’une bipartition 
[copules prototypiques vs semi-copules], même s’il faut admettre que la solution tend 
plutôt vers une solution à plusieurs clusters que vers une bipartition, cf. la liste optimale 
fournie par optCluster. Concrètement, il s’avère que les semi-copules sont au moins 
associées à une des deux caractéristiques suivantes : une surreprésentation d’AS 
prépositionnels et/ou une surreprésentation de sujets animés631. Dans ce sens, il est 
possible de caractériser la catégorie des semi-copules issues de verbes de mouvement 
dans son ensemble, à l’aide de critères qui s’ajoutent à la liste des critères a priori 
dichotomisants (comme la possibilité de pronominalisation de l’AS par le/het/dat). 
Comme le modèle de régression logistique binaire offrira une vue plus complète sur le 
fonctionnement de ces variables ATTRIBUT_CAT et SUJET_ANIM vis-à-vis de l’opposition 
[copule prototypique vs semi-copule] (cf. le chapitre 12), nous n’approfondissons pas 
encore la question ici. 
En conclusion, tout comme les critères de copularité a priori dichotomisants, les 
critères de copularité a priori non dichotomisants permettent d’opposer les copules 
prototypiques aux semi-copules, et cela de deux manières différentes : à travers des 
contrastes partiels et à travers une opposition de deux catégories ‘homogènes’. Le 
Tableau 122 ci-dessus récapitule cette idée : 
 
 
                                                     
629 Cela se remarque aussi au niveau des binômes interlinguistiques : les copules prototypiques devenir et worden 
se rapprochent clairement, tandis que cela n’est pas vraiment le cas pour les semi-copules tomber et vallen. 
630 A cela s’ajoute que nous avons également vu que la mesure de distance joue un rôle : la distance Canberra 
favorise plus une bipartition [copule prototypique vs semi-copule], même pour les autres structurations. 
631 Strictement parlant, ces caractéristiques ne valent pas indépendamment pour toutes les semi-copules, p. ex. 
raken n’est pas très prépositionnel et vallen ne s’oriente pas vers les sujets animés. Par contre, la combinaison 
des deux caractéristiques semble assez efficace. 
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Tableau 122 Critères de copularité 
type de critère description 
critères a priori dichotomisants  Critères qui opèrent une division nette et prévisible 
entre la catégorie des copules prototypiques et la 
catégorie des semi-copules. P. ex. la possibilité de 
pronominalisation de l’AS par le / het / dat. Ces 
critères sont en général déjà établis dans la littérature 
sur la copularité.  
critères a priori non 
dichotomisants 
Critères qui n’opèrent pas de division nette et 
prévisible entre les copules prototypiques et les semi-
copules, mais qui permettent d’esquisser un profil 
distributionnel opposé : le dosage idéal des copules 
prototypiques diffère de celui des semi-copules. Nous 
distinguons deux types ci-dessous. 
➔ contrastes partiels Dans ce cas, le critère ne permet pas d’opposer (de la 
même manière) toutes les copules prototypiques à 
toutes les semi-copules. Or, les contrastes partiels 
qu’on établit de cette façon, permettent d’opposer un 
sous-ensemble des copules prototypiques à un sous-
ensemble des semi-copules. 
➔ opposition de deux 
catégories ‘homogènes’ 
Dans ce cas, le critère permet (plus ou moins) 
d’opposer (de la même manière) l’ensemble des 
copules prototypiques à l’ensemble des semi-copules. 
 
 
Ces deux types de critères de copularité a priori non dichotomisants peuvent également 
être visualisés de la façon suivante :  
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1) contrastes partiels : la catégorie des copules prototypiques (ou un sous-ensemble de 
cette catégorie) s’oppose à des groupes de semi-copules à composition variable, pour des 
raisons variables632 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 65 Catégorie des copules prototypiques vs catégorie des semi-copules : contrastes 
partiels 
 
 
 
  
 
                                                     
632 Remarquons que le caractère variable des groupes et des oppositions est mis en évidence par les lignes 
pointillées. 
copules  
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2) opposition de deux catégories ‘homogènes’ : la catégorie des copules prototypiques 
s’oppose à la catégorie des semi-copules 
 
 
 
 
 
 
 
 
 
Figure 66 Catégorie des copules prototypiques vs catégorie des semi-copules : opposition de 
deux catégories ‘homogènes’ 
 
Notons que la catégorie des semi-copules est plus grande, car elle est moins homogène 
que celle des copules prototypiques. C’est cette deuxième visualisation qui donne lieu à 
l’analyse de régression, avec une réponse binaire [copule prototypique vs semi-copule], 
que nous effectuerons dans le chapitre 12. 
Les deux visualisations ci-dessus peuvent être combinées dans une seule 
représentation, afin de refléter de façon intégrale toute la complexité que nous trouvons 
dans nos données : 
 
  
copules prototypiques semi-copules 
construction 
attributive 
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Figure 67 Catégorie des copules prototypiques vs catégorie des semi-copules : synthèse 
 
Ensuite, remarquons que les figures ci-dessus se veulent surtout une représentation 
théorique de la catégorisation linguistique. Elles ne se veulent pas (nécessairement) un 
reflet fidèle de la représentation mentale du locuteur lambda633. Nous identifions deux 
raisons principales pour lesquelles les figures ne correspondent pas nécessairement à une 
réalité cognitive (en dehors de la cognition du linguiste qui opère une tâche de 
classification) :   
1. Rappelons que, dans une perspective comparative, nous avons combiné les deux 
langues au sein d’une même analyse. Il en découle, par définition, que ce modèle 
ne peut pas représenter la cognition d’un locuteur lambda monolingue.  
2. Les traits distributionnels (par verbe) qui forment l’input de l’analyse de groupe,  
sont déjà d’un niveau d’abstraction assez avancé, surtout si, comme nous le 
faisons, on effectue une méta-analyse de l’ensemble des traits. Il n’est pas du tout 
clair si ce niveau d’abstraction peut être accessible pour un locuteur lambda. Il 
 
                                                     
633  Cf. aussi Aarts 2007, 87‑90, qui pose la question suivante : « Does it make sense to talk about a ‘prototype 
adjective’ in the way we can talk about a ‘prototype chair’ ».  Il souligne que la théorie de prototypicité de Rosch 
n’est pas directement transposable à des catégories grammaticales. En ce qui nous concerne, nous utilisons le 
concept de la prototypicité comme un outil de classification efficace. La question de savoir si cette prototypicité 
correspond dans le cas des verbes attributifs également à une représentation mentale reste ouverte.   
copules prototypiques semi-copules 
construction 
attributive 
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nous semble que cela reste à prouver. En revanche, nous estimons pouvoir être 
plus confiant quant à la réalité cognitive des observations liées à la productivité, 
décrite dans la partie V. Partant du flux des productions linguistiques concrètes, 
la productivité est essentiellement une mesure de la combinabilité d’une forme 
linguistique concrète (en l’occurrence, un verbe attributif donné) avec d’autres 
éléments (en l’occurrence, les lexèmes AS), ce qui est plus directement observable 
dans l’usage. Ainsi, on peut supposer qu’un locuteur peut plus facilement garder 
une trace des occurrences, alimentant ainsi ses représentations mentales du 
système, ce qui pourrait même lui permettre de formuler des intuitions là-dessus. 
D’ailleurs, les études quantitatives sur la productivité reconnaissent souvent 
implicitement l’existence de ces intuitions, cf. :  
Any measure of morphological productivity that is of linguistic interest will have 
to satisfy a number of requirements. First, such a measure should provide a ranking 
of word formation processes that is in general correspondence with a ranking based 
on linguistic intuitions. […] (Baayen 1992, 110) 
En dernier lieu, étant donné qu’il y a clairement une filiation diachronique qui va de 
semi-copule vers copule prototypique, on pourrait se demander comment l’écart entre 
les copules prototypiques et les semi-copules nous avons observé en synchronie 
s’articulerait avec le processus de copularisation634 :  
1. Une semi-copule acquiert-elle progressivement le profil distributionnel d’une 
copule prototypique (tel que nous l’observons en synchronie), par exemple une 
hausse progressive de la proportion d’AS nominaux et, corollairement, une baisse 
progressive de la proportion d’AS prépositionnels ? 
2. Ou une semi-copule acquiert-elle quasi instantanément le profil distributionnel 
d’une copule prototypique dès qu’un certain seuil est franchi ? Ce moment de 
basculement pourrait par exemple coïncider avec la disparition du verbe de 
mouvement correspondant (cf. devenir qui n’a plus d’emploi spatial en 
synchronie), qui déclenche une désémantisation plus poussée du verbe attributif. 
Ensuite, cette désémantisation permet à la semi-copule d’adopter le profil 
distributionnel d’une copule prototypique, par analogie avec les autres copules 
prototypiques. En outre, cf. pour l’anglais Petré 2010, qui décrit la copularisation 
de becuman (~ to become) comme le résultat d’une convergence de plusieurs 
constructions sources, jusqu’au point où la similarité avec les copules 
prototypiques existantes était telle que, en peu de temps, le verbe acquiert, par 
 
                                                     
634 Evidemment, cela sous-entend déjà que la semi-copule se transforme à un moment donné en copule 
prototypique, ce qui n’est sans doute pas nécessairement le cas. 
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analogie, la productivité d’une copule prototypique635. Cela suggère donc qu’il 
s’agit d’une évolution plus abrupte, comme le résument Traugott et Trousdale : 
However, Petré (2012) argues that such smoothness is not always in evidence. He 
suggests that sometimes attraction into an extant highly productive schema may 
be discontinuous with earlier developments from the perspective of an idealized 
smooth cline. (Traugott et Trousdale 2013, 120) 
3. Y a-t-il des traits distributionnels synchroniques de la copularité prototypique qui 
se révèlent, en diachronie, comme des catalyseurs de la copularisation ? Cf. par 
exemple, pour l’anglais, la copularisation de WEAXEÞ, où l’ouverture du 
complément postverbal résultatif aux adjectifs comparatifs a contribué à sa 
productivité (Petré 2010, 221‑23). Rappelons que nous avons, en synchronie, 
identifié l’AS comparatif comme un signe de la copularité prototypique, en 
particulier pour devenir/worden : certaines semi-copules comme tomber n’aiment 
pas du tout l’AS comparatif (contrairement à d’autres, comme raken). De cette 
façon, l’analyse synchronique pourrait informer l’analyse diachronique à propos 
des traits distributionnels potentiellement pertinents pour la copularisation, qui 
sont donc à examiner en diachronie. 
Tout cela reste à élucider, mais notre étude synchronique peut donc identifier les 
caractéristiques distributionnelles distinctives (y compris d’ ‘association préférentielle’) 
de la copularité prototypique636 et ainsi constituer le tremplin pour une étude 
diachronique subséquente.  
 
 
                                                     
635 Remarquons que Petré 2010 se concentre essentiellement sur la productivité et non pas sur d’autres traits 
distributionnels de la copularité prototypique. 
636 Evidemment, il reste également à prouver que la copularité prototypique se définit de la même façon au fil 
de l’histoire. 
  513 
 12 La copularité prototypique à travers le 
prisme de l’analyse de régression logistique binaire 
12.1 Introduction 
Dans ce chapitre, nous comptons tester de façon plus formelle et plus ciblée l’opposition 
[copules prototypique vs semi-copule]. Cette opposition était présente à travers les 
différentes analyses de groupe effectuées ci-dessus, dans la mesure où aucun cluster ne 
contient à la fois des copules prototypiques et des semi-copules. En particulier, cette 
opposition se manifeste très clairement dans la troisième structuration (cf. la section 
11.3.3), sous la forme d’une tripartition – meilleure solution selon les diagnostics - des 
verbes, où l’on reconnait les deux groupes [copules prototypique vs semi-copule] et un 
groupe additionnel comportant komen et tourner. Il est important de noter que cette 
troisième structuration s’est faite à partir du même sous-ensemble de variables qui entre 
également en ligne de compte pour notre modèle de regression ici, ce qui permet de faire 
le pont entre les deux types d’analyses : le regroupement résultant de la troisième 
structuration peut correspondre à la variable de réponse dans la régression. Comme nous 
l’expliquerons plus en détail dans la section 12.2.1 ci-dessous (cf. également le chapitre 10 
supra), ce sous-ensemble de variables repose sur une réduction maximale du nombre de 
valeurs NA par verbe.  
A cette fin, nous construisons un modèle de regression logistique binaire, avec pour 
variable de réponse, la variable COPULARITE, c’est-à-dire l’opposition [copules 
prototypique vs semi-copule]. A la différence de l’analyse de groupe, où le regroupement 
émerge de façon bottom-up, nous imposons ici à l’avance une certaine partition à nos 
données. Il importe de dire que la partition que nous choisissons n’est pas aléatoire, mais 
elle est informée d’une part par le résultat de l’analyse de groupe, et notamment par la 
troisième structuration (cf. 11.3.3), et d’autre part, parce que la littérature distingue en 
général les semi-copules des copules prototypiques, de manière plus ou moins explicite 
(par exemple, au niveau de la terminologie, cf. la section 1.1). 
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Grâce au modèle de régression, nous pourrons identifier les variables qui expliquent le 
mieux l’opposition entre copules prototypiques et semi-copules et mesurer leur impact, 
prenant également en considération les éventuelles interactions637 parmi ces variables. 
Ce dernier aspect n’était pas possible pour l’analyse de groupe. De ce point de vue, l’ 
analyse de régression nous offre un nouvel angle de vue pour envisager les données.  
Enfin, il importe de remarquer – notamment pour relativiser la validité cognitive de 
nos classifications - que notre modèle de régression logistique binaire ne correspond pas 
à la modélisation cognitive d’un choix constructionnel opéré par le locuteur lambda, 
comme cela a été fait pour certaines alternances constructionnelles, cf. en particulier la 
littérature abondante consacrée à l’alternance dative (voir par exemple Colleman 2009). 
Pour notre étude, il ne serait pas correct de supposer l’existence d’un modèle 
d’alternance, c’est-à-dire une situation dans laquelle le locuteur peut choisir entre une 
construction de type ‘copule prototypique’ et une construction de type ‘semi-copule’638. 
Dans les deux cas, il s’agit d’une construction attributive, dotée d’une structure [SUJET + 
VERBE + AS]. En d’autres mots, quel que soit le verbe attributif, copule prototypique ou 
semi-copule, il s’insère dans la même structure prédicationnelle. A ce niveau de 
schématicité, le locuteur ne doit donc pas faire un choix constructionnel. Par contre, pour 
l’alternance dative (anglaise ou néerlandaise), le locuteur utilise soit la structure [SUJET 
+ VERBE + OBJET1 + à OBJET2], soit la structure [SUJET + VERBE + OBJET2 + OBJET1].  
Il n’empêche qu’on pourrait éventuellement modéliser le choix de la micro-
construction verbale, ce qui correspondrait pour notre étude à un choix entre 15 verbes 
attributifs. Or, en plus des problèmes plus techniques qu’un tel modèle massif entraîne, 
cela ne nous semble également pas opportun pour des raisons plus théoriques. Tout 
d’abord, notre catégorie « copule prototypique » contient surtout des verbes attributifs 
non mutatifs, qui n’entrent de toute façon pas en compétition avec les semi-copules 
(principalement) mutatives sélectionnées pour notre étude de corpus : si un locuteur veut 
exprimer un changement d’état, il n’a pas recours aux verbes attributifs non mutatifs (et 
vice versa). Ensuite, beaucoup de combinaisons [semi-copule + AS] sont 
conventionnalisées, de sorte que les semi-copules ne peuvent pas alterner dans ce cas. En 
principe, il devrait être possible de construire des modèles pour les AS qui sont 
combinables avec plusieurs verbes attributifs de changement d’état (cf. la section 15.2.3.1 
pour un aperçu des recouvrements entre les verbes au niveau de l’AS), mais cela 
 
                                                     
637 Cf. la definition suivante dans Gries 2013 : « Two or more variables interact if their joint effect on the 
dependent variable is not predictable from their individual effects on the same dependent variable » (Gries 2013, 
249). Par exemple, si l’animéité du sujet n’a pas le même effet sur la copularité (cf. la variable de réponse [copule 
prototypique vs semi-copule]) dans les deux langues, il convient d’inclure dans le modèle une interaction entre 
SUJET_ANIM et LANGUE. 
638 Cf. aussi notre remarque supra qu’on ne peut pas parler d’une construction semi-copulative ‘abstraite’. 
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demanderait un autre type d’échantillon et un autre type d’étude, axée sur cette 
problématique particulière. Tout cela ne nous concerne pas ici. 
A cela s’ajoute que, d’un point de vue théorique, nous sommes assez sceptique par 
rapport à l’utilisation d’un modèle de régression pour modéliser une réalité cognitive. 
Même si nous reconnaissons absolument l’utilité d’un modèle de régression pour 
modéliser une alternance constructionnelle (à partir de données de corpus), nous 
n’adhérons pas forcément à l’idée que cette modélisation statistique reflète directement 
(d’une façon ou d’une autre) la cognition d’un locuteur lambda639. A notre avis, cela reste 
toujours à prouver sous la forme d’expériences impliquant des sujets humains (cf. aussi 
Gries, Hampe, et Schönefeld 2005, qui plaide en faveur du tandem [étude de corpus + 
expérience psycholinguistique]). Dans notre optique, un modèle de régression est avant 
tout un outil qui sert à mieux discerner les patrons les plus importants dans une masse 
de données, qui ne sont pas toujours discernables à l’œil nu. Il existe d’autres techniques 
statistiques et computationnelles qui ont plus particulièrement pour vocation d’imiter la 
cognition d’un être humain. Nous pensons par exemple au naive discriminative learning (cf. 
Baayen et Ramscar 2015). En somme, nous préconisons que l’examen des données d’usage 
justifie déjà l’emploi d’une technique statistique, sans nécessairement devoir aspirer à 
l’idenfication d’une réalité cognitive quelconque. 
Si nous ne modélisons pas de véritable choix constructionnel, qu’est-ce qui est alors 
opposé dans notre modèle de régression logistique ? Dans notre modèle, nous présentons  
l’opposition contenue dans la variable de réponse COPULARITE comme une opposition 
entre deux catégories de mots distinctes. Les critères de copularité a priori dichotomisants 
(cf. surtout LE_PRONOMINALISATION) et le résultat de la troisième structuration (cf. 
11.3.3) justifient cette opposition, même si les deux catégories peuvent toujours être 
subsumées sous l’étiquette plus générale de verbe attributif (occupant le slot verbal de la 
construction attributive). Il s’agit donc de la modélisation de l’opposition entre deux 
catégories théoriques, reconnues dans la littérature scientifique et étayées par des 
caractéristiques distributionnelles. Or, nous demeurons agnostique par rapport à la 
question de savoir si ces catégories correspondent également à une représentation 
mentale dans le chef des locuteurs. 
En dernier lieu, nous admettons que nous forçons un peu le trait en proposant cette 
opposition binaire [copule prototypique vs semi-copule]. En effet l’analyse de groupe a 
déjà révélé qu’il y a beaucoup de ‘contrastes partiels’ qui sont plus locaux que la macro-
distinction [copule prototypique vs semi-copule], où les deux catégories sont présentées 
comme des catégories ‘monolithiques’. Ces contrastes partiels ne sont donc pas pris en 
 
                                                     
639 Par exemple, un modèle de régression a du mal à incorporer des informations du type exemplar-based, car il 
se base généralement sur des catégories plus abstraites.  
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compte ici. En outre, il importe de se rendre compte que l’analyse de régression n’ouvre 
une fenêtre que sur ce qui sépare la semi-copule de la copule prototypique, au sein de 
notre échantillon640. Il s’ensuit que :  
1. Cette analyse ne nous enseigne en principe rien sur le ‘degré minimal’ de la 
copularité, dans la mesure où il existe peut-être des semi-copules d’un degré de 
copularité inférieur par rapport à celles incluses dans notre étude. Pensons par 
exemple à la famille constituer (former, représenter etc.), dont le complément peut, 
sur certains points, être rapproché d’un AS selon Lauwers et Tobback 2010. Ces 
verbes sont toujours suivis d’un SN, mais ne peuvent pas se combiner avec l’AS 
adjectival. Par exemple : 
(813) AS SN : Cette pratique {est / constitue} une exception. (exemple construit) 
(814) AS adjectival : Cette pratique {est / *constitue} abominable. (exemple construit) 
D’ailleurs, remarquons que, si de tels cas semi-copulatifs avaient été inclus dans 
notre modèle ici, il ne serait plus possible de reconnaître l’AS SN comme l’apanage 
des copules prototypiques, par opposition avec les semi-copules, comme nous le 
ferons infra. Tout dépend donc de la délimitation de l’échantillon. 
2. Cette analyse est moins apte à mettre en évidence ce que les deux catégories ont 
en commun, cf. par exemple l’AS adjectival qui peut être considéré comme le socle 
commun des semi-copules et des copules prototypiques, étant donné que le 
modèle de régression est évalué en fonction de son pouvoir discriminatoire.  
En somme, il faut être conscient des limites de l’analyse (statistique), dans le but de ne 
pas en déduire des généralisations linguistiques qui ne sont pas étayées par les données. 
12.2 Validation statistique de l’opposition [copule 
prototypique vs semi-copule] 
La présente section propose donc une validation statistique plus formelle de l’opposition 
[copule prototypique vs semi-copule], à l’aide d’un modèle de régression logistique 
binaire. Concrètement, la probabilité de la réponse semi-copule ou copule prototypique pour 
un exemple de corpus donné est modélisée en fonction d’un certain nombre de variables 
 
                                                     
640 Notons que, concrètement, les deux catégories « semi-copule » et « copule prototypique » signifient ici 
respectivement ‘l’ensemble des semi-copules dans notre échantillon’ et ‘l’ensemble des copules prototypiques 
dans notre échantillon’. En d’autres mots, au lieu de parler des verbes attributifs individuels, nous partons ici 
de la semi-copule et de la copule prototypique ‘moyennes’. 
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explicatives. Rappelons que nous avons exclu les variables a priori dichotomisantes, 
comme par exemple LE_PRONOMINALISATION, qui introduisent a priori une séparation 
quasi absolue entre les copules prototypiques et les semi-copules. Leur inclusion dans le 
modèle ferait en sorte que la contribution des variables a priori non dichotomisantes ne 
soit pas vérifiable, car seule la variable a priori dichotomisante permet déjà une 
prédication parfaite de la catégorie cible (copule prototypique / semi-copule), ce qui 
entraîne que les autres variables ne servent plus à rien pour expliquer la variance dans 
les données et sont de ce fait non significatives. Cela n’est évidemment pas souhaitable si 
nous voulons évaluer plus spécifiquement l’effet des traits distributionnels ‘d’association 
préférentielle’. 
  Le but de notre analyse est : 
1) d’identifier ces variables qui distinguent le plus entre copules prototypiques et 
semi-copules. Etant donné que l’analyse bivariée (cf. la partie III) et l’analyse de 
groupe (cf. le chapitre 11) ont déjà plus ou moins répondu à cette question, cet 
objectif est moins primordial ici. 
2) d’examiner l’importance de leur effet discriminatoire. 
3) de vérifier d’éventuelles interactions parmi les variables. 
En ce qui concerne le premier but, il va de soi que l’analyse de groupe et les graphiques 
expliquant le regroupement (cf. la section 11.3.3) ont déjà donné une indication quant à 
l’identité des variables explicatives les plus importantes, cf. en particulier ATTRIBUT_CAT 
et SUJET_ANIM.  Ainsi, nous avons vu que les copules prototypiques se caractérisent par 
les AS nominaux et les sujets inanimés, tandis que les semi-copules se caractérisent par 
les AS prépositionnels et les sujets animés. 
Il est important de noter que le modèle ne prend pas en considération la variation par 
verbe individuel. Les différentes variables sont donc directement mesurées au niveau 
d’abstraction des catégories « semi-copule » et « copule prototypique ». Pour un aperçu 
de l’impact des variables au niveau de chaque verbe individuel, nous renvoyons à la partie 
consacrée à l’analyse bivariée (cf. les chapitres 7 et 8). Etant donné que les caractéristiques 
distributionnelles des verbes sont parfois assez divergentes, au-delà de la simple 
opposition [copules prototypiques vs semi-copules], les résultats fournis par l’analyse de 
régression sont à interpréter avec précaution. Nous analysons ici en quelque sorte la 
copule prototypique et la semi-copule ‘moyennes’. Même si cette démarche 
‘généralisatrice’ est en soi utile, elle ne pourra donc pas rendre compte des particularités 
de certains verbes.   
Remarquons qu’un modèle à effets mixtes (mixed effects models), où la variable VERBE 
est incluse comme un effet aléatoire (random effect) à côté des effets fixes (fixed effects), 
n’est pas en mesure de résoudre le problème de la mise à l’écart du niveau du verbe 
individuel. La variable VERBE (= l’item lexical) est en quelque sorte subsumée par la 
variable de réponse COPULARITE, de sorte que son inclusion -que ce soit au niveau des 
effets fixes ou au niveau des effets aléatoires- donnerait lieu à une prédiction parfaite (car 
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circulaire) de la réponse, à partir de la seule variable VERBE641. Il s’ensuit qu’aucun des 
(autres) effets fixes serait encore significatif, ce qui rendrait notre modèle inutile. En 
outre, il est conceptuellement peu défendable de considérer l’item lexical (VERBE) comme 
un effet aléatoire, vu que ce type d’effet présuppose que les verbes constituent un 
échantillon randomisé issu d’une population plus large, ce qui expliquerait la nécessité 
de faire abstraction des particularités des verbes spécifiques. Même s’il est vrai que le 
nombre de semi-copules sélectionnées peut en principe être élargi642 (cf. le chapitre 2), 
nous avons délibérément sélectionné nos verbes attributifs, qui sont censés être les cas 
les plus importants pour notre propos ici. Il serait donc contre-intuitif de les considérer 
comme des effets aléatoires.  
Dans la section 12.2.1 ci-dessous, nous construirons d’abord notre modèle de 
régression logistique binaire. Dans un deuxième temps, nous explorerons les effets des 
catégories des variables explicatives sur la probabilité de la réponse dans la section 12.2.2. 
12.2.1 Construire un modèle de régression logistique binaire 
Le modèle de régression logistique binaire a pour variable de réponse la variable 
COPULARITE, qui oppose les copules prototypiques aux semi-copules. Du côté des 
variables explicatives, nous sélectionnons les mêmes variables que celles utilisées pour la 
troisième structuration (11.3.3), cf. le Tableau 123 suivant643 :  
 
Tableau 123 Variables sélectionnées pour le modèle de régression logistique binaire 
SOUS-ENSEMBLE 3 ATTRIBUT_CAT, COMPARATIF, GRADATIF_NORME 
SOUS-ENSEMBLE 4 SUJET_ANIM, PERSONNEL, IMPERSONNEL_2, ATTRIBUT_MOT_UNIQUE, 
MODIFICATION_ATTRIBUT, CONTEXTE_SCALAIRE_2 
 
En plus de cette liste de variables, nous ajoutons encore une variable supplémentaire, 
à savoir LANGUE. L’inclusion de cette variable nous permet de réunir les deux langues 
dans un seul modèle et d’examiner si l’effet des variables du Tableau 123 diffère en 
 
                                                     
641 On peut uniquement inclure VERBE comme un effet aléatoire si le verbe peut appartenir à toutes les 
catégories de la variable de réponse (p. ex. le verbe peut apparaître à la fois dans construction X et construction 
Y). Or, le verbe attributif ne peut pas être à la fois copule prototypique et semi-copule. 
642 Mais pas beaucoup : l’ensemble de verbes attributifs (au niveau de la population), issus de verbes de 
mouvement ou non, est, en soi, déjà un paradigme assez restreint et clos. 
643 Remarquons que les variables SUJET_DEFINITUDE, SUJET_CAT_2, TEMPS_COMPOSE sont donc exclues, afin 
de limiter le nombre de valeurs NA. 
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fonction de la langue. Si nous construisions deux modèles différents, un pour chaque 
langue, il ne nous serait pas possible de vérifier si l’interaction avec LANGUE s’avère 
significative, c’est-à-dire si les deux langues s’opposent quant au traitement de telle 
variable. Evidemment, cela ne veut pas dire qu’il soit inapproprié de construire un modèle 
pour les deux langues séparément. Seulement, cette démarche vise à répondre à une autre 
question comparative. Ainsi, si l’on construit deux modèles séparés, il est possible 
d’examiner si les deux langues, dans leurs modèles respectifs, retiennent d’autres 
variables, qui a priori ne s’appliquent pas à l’autre langue644, comme étant significatives. 
Autrement dit, dans ce scénario, une comparaison des deux langues permet de contraster 
les listes des variables significatives des deux modèles, ce qui pourrait nous apprendre si 
la copularité prototypique se définit à partir de traits différents dans les deux langues. Or, 
l’approche qui se sert d’un modèle unitaire vérifie si les mêmes variables (ainsi que leurs 
interactions) ont un effet comparable, oui ou non, dans les deux langues. En d’autres mots, 
avec notre modèle unitaire qui intégre la perspective contrastive (built-in), nous essayons 
de comprendre si les mêmes traits définitoires de la copularité prototypique, partagés par 
les deux langues, fonctionnent de la même façon à l’intérieur de chaque langue. Les deux 
stratégies, un modèle pour chaque langue ou un modèle unitaire pour les deux langues, 
sont donc toutes les deux valables, mais elles ont un objectif différent. 
Dans notre étude, nous avons donc choisi de créer un seul modèle. La raison principale 
est que cela nous permet de tester à l’aide d’une valeur p (pour chaque interaction 
possible) si l’effet de la variable ou de l’interaction de variables diffère en fonction de la 
langue, tandis qu’on aurait dû en juger à l’œil nu si on avait construit deux modèles 
différents. De plus, nous pouvons être assez confiant que les variables qui sont pertinentes 
pour la distinction [copule prototypique vs semi-copule] dans une langue le soient 
également dans l’autre langue. Sinon, la troisième structuration n’aurait pas donné lieu à 
deux groupes [copule prototypique vs semi-copule] à l’intérieur desquels les deux langues 
se mélangent : on aurait vu beaucoup plus de morcellement en fonction de la langue645. 
Au lieu de créer deux modèles différents dont la liste de variables se recoupe pour la plus 
grande partie, il nous semble plus utile et plus économe de construire d’emblée un seul 
modèle. 
 
                                                     
644 En outre, la création de deux modèles séparés pourrait faciliter l’inclusion de variables comportant des 
catégories qui s’appliquent seulement à une des deux langues, même si une régression logistique de type Firth 
est susceptible de résoudre ce problème technique de separation (cf. infra) pour le modèle intégré, incluant les 
deux langues à la fois.  
645 Cf. par exemple la première structuration, où l’absence de noms nus après les semi-copules néerlandaises 
oppose non seulement ces semi-copules aux copules prototypiques, mais également aux semi-copules françaises 
(+ gaan), qui se combinent bel et bien avec les AS noms nus. Notons que cette variable n’est pas reprise dans la 
troisième structuration. 
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Avant de passer à la construction du modèle, signalons encore que la sélection des 
variables du Tableau 123 n’est pas sans problèmes. Les éléments suivants risquent de 
perturber le modèle de régression : 
1. La catégorie de l’AS nominal des semi-copules néerlandaises est presque vide dans 
le cas des semi-copules néerlandaises. Idéalement, il faudrait éviter les tabulations 
croisées à fréquence très basse, qui compliquent le processus de modélisation. En 
outre, il y a un risque de séparation 646 (separation, cf. aussi Levshina 2015, 273 et 
Hosmer 2013, 145–51) : la cellule « AS nominal – néerlandais » mène ici quasi 
automatiquement à la prédiction copule prototypique. 
2. La catégorie de « impersonnel_oui » (< la variable IMPERSONNEL_2) est vide dans 
le cas des semi-copules françaises. Le problème est donc identique par rapport à 1 
ci-dessus. 
3. La variable ATTRIBUT_MOT_UNIQUE entre forcément en interaction avec p.ex. 
ATTRIBUT_CAT, car les AS prép. comptent d’office plus d’un mot, tout comme 
COMPARATIF et CONTEXTE_SCALAIRE_2 (les AS comparatifs comptent d’office 
plus d’un mot) et MODIFICATION_ATTRIBUT (les AS modifiés comptent d’office 
plus d’un mot). Ces effets sont extrêmement prévisibles et ne nous intéressent pas. 
Pour cette raison, la variable ATTRIBUT_MOT_UNIQUE est probablement peu utile 
ici si elle se combine avec une des variables susmentionnées dans le même modèle 
et pourrait donner lieu à des problèmes de multicolinéarité. Or, cela ne veut pas 
pour autant dire que la variable ATTRIBUT_MOT_UNIQUE ne peut pas avoir sa 
place dans le modèle. En effet, elle pourrait se révéler plus pertinente que les 
autres variables susmentionnées et, de ce fait, elle peut très bien être incluse dans 
le modèle au dépens de ces autres variables. Il ne faut donc pas pour autant 
éliminer cette variable de la liste. 
4. Les variables COMPARATIF, CONTEXTE_SCALAIRE_2 et GRADATIF_NORME sont 
très proches d’un point de vue théorique (cf. le chapitre 6). Il y a donc un risque de 
multicolinéarité, si ces trois variables explicatives sont en même temps incluses 
dans le modèle. 
Nous devrons en tenir compte lors de notre processus de modélisation : tant la séparation 
que la multicolinéarité peuvent causer des problèmes techniques de toutes sortes : 
l’algorithme ne converge pas, une estimation perturbée des coefficients de régression etc. 
Maintenant, nous passons à la construction de notre modèle. En guise de préparation, 
nous avons dû supprimer certains exemples : 
• Comme annoncé dès le départ, une analyse de régression ne peut pas gérer des 
valeurs NA. Ainsi, les valeurs NA obtenues pour les variables de la troisième 
 
                                                     
646 Ce problème advient si un prédicteur est associé à une seule réponse. Dans ce cas, d’autres solutions comme 
Firth logistic regression sont parfois proposées pour remédier à ce problème. 
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structuration nous ont amené à exclure 125 exemples (pour l’ensemble des 
verbes). 
• Nous avons également supprimé des exemples appartenant à des catégories pour 
lesquelles le nombre d’exemples est très bas. Concrètement, il s’agit des catégories 
(ID tag levels) « autre » (< ATTRIBUT_CAT), « proforme » (< ATTRIBUT_CAT), 
« nom-adj » (< ATTRIBUT_CAT), « phrastique » (< ATTRIBUT_CAT),  « infinitival » 
(< ATTRIBUT_CAT) et « intermédiaire » (< SUJET_ANIM). Ainsi, 442 exemples ont 
été écartés (pour l’ensemble des verbes).  
Voici le nombre de cas restants par verbe (rappelons que le nombre initial pour tourner 
était de 184 et que le nombre initial pour passer était de 305) : 
 
Tableau 124 Nombre d’occurrences restantes par verbe 
blijven demeurer devenir être gaan komen passer raken rester tomber 
365 357 337 349 377 380 271 366 361 385 
tourner vallen virer worden zijn  
179 381 310 364 340 
 
Si nous évaluons la perte de données par verbe, il s’avère que la suppression de données 
n’affecte pas un verbe particulier beaucoup plus que les autres. Aucun verbe n’est donc 
complètement effacé des données. 
Afin de construire le modèle de régression logistique binaire647, nous adoptons une 
stratégie de forward model selection, c’est-à-dire nous ajoutons progressivement de plus en 
plus de variables (et d’interactions entre variables). À chaque fois, nous évaluons quelle 
variable ou interaction supplémentaire permet de réduire au mieux la valeur obtenue 
pour la mesure AIC, par rapport au modèle précédent. Voici une défintion de la valeur 
AIC qui ‘guide’ le processus de selection :  
AIC is a goodness-of-fit measure for comparison of models with different number of 
parameters. It penalizes a model for having too many predictors. […] The smaller 
AIC and BIC, the better. (Levshina 2015, 194)  
La valeur AIC permet donc de comparer plusieurs modèles en fonction de leur ajustement 
aux données (cf. goodness-of-fit). Etant donné que l’inclusion de plus de variables améliore 
toujours l’ajustement du modèle aux données, la valeur pénalise également l’ajout de 
variables supplémentaires. En d’autres mots, chaque variable additionnelle doit 
nécessairement entraîner une amélioration importante du goodness-of-fit du modèle. Si 
l’amélioration n’est pas assez importante, cela ne vaut pas le ‘coût’ d’une variable 
 
                                                     
647 Notons que nous utilisons pour la modélisation de la régression logistique binaire la fonction glm(). 
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supplémentaire. Ainsi, cette valeur met en pratique le rasoir d’Ockham, favorisant quelque 
peu les modèles plus simples. 
Nous préférons utiliser la stratégie d’une forward model selection, car nos données ne 
sont pas assez étoffées pour créer un modèle complet, comportant à la fois tous les effets 
principaux (main effects) et toutes les interactions : en général, plus il y a de prédicteurs, 
plus on a besoin de données648. Ce défaut d’un modèle de régression a déjà été remarqué 
dans la littérature649, cf. :  
The strength of a multivariable regression model is that it allows us to assess the 
effects of many variables and their interactions in concert. However, applying a 
regression model that includes all ten main effects and at least all two-way 
interactions on the basis of the available limited and unbalanced data is 
problematic. Doing so would result in a “small n [for cases] to large p[redictors]”-
scenario, which “may well lead to cell counts too sparse for parameter 
convergence” (cf., e.g., Peduzzi et al., 1996; Strobl et al., 2009). If, on the other hand, 
we excluded the interaction terms and included only main effects, we would lose 
much of the original motivation for employing multivariable models in the first 
place, namely the identification of potential interaction effects. (Wiechmann 2011, 
199‑200) 
Wiechmann 2011 propose de résoudre ce problème en employant un modèle de 
régression arborescente (regression tree) pour identifier les variables les plus importantes, 
qui peuvent ensuite servir d’input au modèle de régression logistique. Nous n’avons pas 
utilisé cette technique ci-dessus, entre autres650 parce qu’une structure arborescente 
dotée d’une multitude de bifurcations successives est souvent assez difficile à interpréter 
et, de ce fait, ne contribuerait pas vraiment à une meilleure compréhension du 
phénomène de la copularité. 
En somme, ce problème de data sparsity implique donc que nous ne pouvons pas 
prendre le modèle de régression complet comme le point de départ d’une opération de 
réduction progressive du nombre de variables, comme il est fait lors d’une backward model 
selection, processus au cours duquel on écarte progressivement les prédicteurs non 
 
                                                     
648 Pour un modèle si riche, le modèle ne peut plus converger ou tous les paramètres ne peuvent plus être 
estimés. En outre, les intervalles de confiance sur les effect plots deviennent extrêmement larges. 
649 Suivant Wiechmann 2011, nous ne voyons pas non plus l’intérêt d’un modèle qui contient uniquement les 
effets principaux (main effects) : l’analyse bivariée a déjà mis en évidence certaines tendances des variables 
individuelles. L’apanage du modèle de régression est qu’il permet de tester des interactions et nous comptons 
l’utiliser à cette fin. 
650 Une autre différence entre une analyse de groupe et un modèle de régression arborescente est que le modèle 
de régression arborescente nécessite (tout comme pour le modèle de régression logistique) de spécifier à 
l’avance une variable de réponse. Or, dans notre optique, la bipartition [copule prototypique vs semi-copule] 
devrait émerger spontanément, de façon bottom-up.  
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significatifs. Pour cette raison, nous avons recours à une forward model selection. 
Evidemment, si on accumule les prédicteurs (forward model selection), au bout d’un 
moment, le modèle risque également de recontrer des problèmes à incorporer des 
prédicteurs additionnels pour des raisons de data sparsity, même si le prédicteur en 
question pourrait très bien être pertinent d’un point de vue théorique. De ce point de vue, 
le problème ne disparaît pas complètement pour autant. 
Enfin, notons que pour chaque variable supplémentaire ajoutée au cours du processus 
de forward selection, nous testons également l’interaction de cette variable additionnelle 
avec la variable LANGUE. Etant donné que notre modèle a aussi pour objectif particulier 
de révéler des différences d’effets entre les deux langues, il est justifié de tester plus 
spécifiquement l’interaction avec la variable LANGUE, plutôt que d’autres interactions. 
Evidemment, si l’ajout de l’interaction avec LANGUE ne mène pas à une minimisation du 
critère AIC, celle-ci ne sera pas incluse dans le modèle. 
Le Tableau 125 suivant donne un aperçu des différentes étapes qui se sont succédé dans 
notre forward model selection. A chaque étape, le critère AIC décroît :  
 
Tableau 125 Forward model selection à partir de la valeur AIC 
Etape Forward model selection Formule651 AIC 
1 variable A  COPULARITE ~ ATTRIBUT_CAT 5467 
2 variable A + LANGUE  
+ leur interaction 
COPULARITE ~ ATTRIBUT_CAT  
+ LANGUE + ATTRIBUT_CAT:LANGUE 
5301.3 
3 variable A + LANGUE  
+ leur interaction  
+ variable B 
COPULARITE ~ ATTRIBUT_CAT 
+ LANGUE + ATTRIBUT_CAT:LANGUE  
+ SUJET_ANIM 
5124 
4 variable A + LANGUE  
+ leur interaction  
+ variable B + LANGUE 
+ leur interaction 
COPULARITE ~ ATTRIBUT_CAT  
+ LANGUE + ATTRIBUT_CAT:LANGUE  
+ SUJET_ANIM + SUJET_ANIM:LANGUE 
5087.8 
5 interaction parmi [variable A 
 * variable B * LANGUE]  
(= three-way interaction) 
COPULARITE ~ ATTRIBUT_CAT  
+ LANGUE + ATTRIBUT_CAT:LANGUE  
+ SUJET_ANIM + SUJET_ANIM:LANGUE 
+ SUJET_ANIM:ATTRIBUT_CAT  
+ SUJET_ANIM:LANGUE:ATTRIBUT_CAT 
4993.4 
 
Pour les étapes 1 et 2, la valeur AIC de la solution impliquant la variable ATTRIBUT_CAT a 
été contrastée avec les valeurs AIC des solutions contenant une variable A autre que 
ATTRIBUT_CAT. Cette analyse a montré que, dans les deux cas, la variable ATTRIBUT_CAT 
 
                                                     
651 La variable qui se trouve devant le tilde (COPULARITE) correspond à la variable de réponse du modèle, alors 
que les variables qui se situent après le tilde sont les variables explicatives. 
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donne lieu à la meilleure valeur AIC. En d’autres mots, la catégorie morphosyntaxique de 
l’attribut (AS adjectival, AS nominal, AS prépositionnel, etc.) observée, offre le plus de 
chances de prédire l’appartenance de l’exemple à la catégorie copule ou semi-copule. 
De même, pour les étapes 3 et 4, la valeur AIC de la solution impliquant la variable 
SUJET_ANIM comme variable B a été comparée avec les valeurs AIC des solutions 
contenant une variable B autre que SUJET_ANIM (la variable A reste ici ATTRIBUT_CAT). 
La solution avec SUJET_ANIM comme la variable B a la meilleure valeur AIC, en 
comparaison avec les autres variables. De plus, l’interaction avec la variable LANGUE 
entraîne à chaque fois (cf. les étapes 2 et 4) une minimisation de la valeur AIC. Enfin, 
l’interaction à trois termes améliore de nouveau la valeur AIC. 
Remarquons que notre processus de sélection est également confirmé par une analyse 
de déviance, cf. le Tableau 126. En clair, la colonne « étape » du Tableau 126  correspond 
à celle du Tableau 125 : ainsi, les étapes renvoient aux modèles du Tableau 125. L’étape 0 
fait référence au modèle nul (intercept-only model). Cette analyse montre que le modèle 
plus complexe (avec plus de variables et d’interactions) de l’étape suivante constitue une 
amélioration significative par rapport au modèle moins complexe de l’étape précédente.     
 
Tableau 126 Analyse de déviance652 
Etape Df Deviance Resid.Df Resid.Dev P(>|Chi|) 
0   5121 7094.6  
1 2 1633.51 5119 5461.0 < 0.001 *** 
2 3 171.78 5116 5289.3 < 0.001 *** 
3 1 178.78 5115 5110.5 < 0.001 *** 
4 1 38.66 5114 5071.8 < 0.001 *** 
5 4 102.38 5110 4969.4 < 0.001 *** 
 
 
Après l’étape 5, il n’est plus possible d’ajouter une troisième variable C sans que 
certains intervalles de confiance sur les effect plots (cf. 12.2.2) deviennent très larges, ce 
qui rend le modèle ininterprétable. Malheureusement, le modèle ne peut donc pas être 
enrichi en ajoutant de nouvelles variables explicatives, sans que l’interprétabilité 
des effets des variables en souffre. Par conséquent, nous arrêtons notre forward model 
selection ici et nous proposons le modèle suivant comme le modèle final :  
 
                                                     
652 De façon informelle, on peut dire que Resid.Dev (‘déviance résiduelle’) dénote la variance restante qui ne peut 
pas être ‘expliquée’ par les prédicteurs dans le modèle. La valeur Deviance correspond à la différence entre la 
déviance résiduelle du modèle précédent et celle du modèle en question : elle quantifie donc l’amélioration au 
niveau de la variance ‘expliquée’. Les valeurs p significatives dans la colonne P(>|Chi|) indiquent que les modèles 
subséquents parviennent à expliquer une partie de la variance toujours grandissante. 
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COPULARITE ~ ATTRIBUT_CAT + LANGUE + ATTRIBUT_CAT:LANGUE + SUJET_ANIM 
+ SUJET_ANIM:LANGUE + SUJET_ANIM :ATTRIBUT_CAT + 
SUJET_ANIM:LANGUE:ATTRIBUT_CAT 
En d’autres mots, le modèle final qui prédit, pour chaque exemple de corpus, 
l’appartenance à la catégorie [copule prototypique ou semi-copule] contient une  
interaction ternaire impliquant les variables ATTRIBUT_CAT, SUJET_ANIM et LANGUE653. 
Ce que cela signifie concrètement pour la copularité, sera abordé dans la section 12.2.2.1 
infra. Le reste de cette section est consacré à des choses plus ‘techniques’, qui concernent 
le modèle. 
Force est de constater que notre modèle de régression confirme l’analyse de groupe 
effectuée ci-dessus (cf. 11.3.3), qui a déjà identifié les variables ATTRIBUT_CAT et 
SUJET_ANIM comme les variables les plus discriminatoires, vis-à-vis de l’opposition entre 
copules prototypiques et semi-copules. Ce sont ces mêmes variables qui sont maintenant 
reconnues par notre modèle de régression comme les plus importantes. En somme, dans 
le prolongement de la troisième structuration ci-dessus (cf. 11.3.3), nous proposons 
maintenant un modèle de régression qui y correspond et qui prend également en compte 
des interactions, y compris l’interaction avec la variable LANGUE654. 
Cela ne veut pas pour autant dire que d’autres modèles de régression logistique binaire, 
comportant d’autres interactions, ne seraient pas possibles. Nous avons également 
exploré d’autres méthodes de sélection, par exemple :  
- Nous avons également fait le processus de sélection en nous limitant aux 
interactions à deux termes, excluant d’emblée les interactions qui contiennent 
plus de deux termes655. De cette façon, on parvient à inclure plus de prédicteurs 
dans le modèle et de découvrir d’autres interactions. 
- En outre, nous avons utilisé, de façon purement exploratoire, la méthode du 
multimodal inferencing (à l’aide du package MuMIn, Barton 2016), où on crée une 
multitude de modèles différents qui sont ensuite intégrés, de façon pondérée, 
dans un seul modèle global. Comme cette méthode prend en considération 
plusieurs modèles plausibles, il est possible de découvrir d’autres interactions 
que celles qui s’imposent dans la majorité des cas. 
Ainsi, nous avons rencontré, à travers les différents modèles, d’autres interactions 
significatives intéressantes parmi les variables, cf. le Tableau 127 :   
 
                                                     
653 Il en découle que les effets principaux et les interactions à deux termes, constituant l’interaction à trois 
termes, font également partie du modèle. Ce qui compte au final, c’est l’interaction ternaire. 
654 Cf. aussi Gries 2013, 255‑56 à propos de la différence entre une attitude ouverte envers toutes les interactions 
possibles et une attitude plus restrictive, où on n’inclut que les interactions motivées théoriquement a priori. 
655 Il faut toujours imposer un maximum ‘raisonnable’ de termes dans l’interaction. En linguistique, on ne va en 
général pas au-delà de quatre termes, pourque le modèle soit encore interprétable.  
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Tableau 127 D’autres interactions possibles 
Type d’interaction Interaction 
Interactions à deux termes, sans 
LANGUE 
SUJET_ANIM:GRADATIF_NORME 
Interactions à deux termes, avec 
LANGUE 
PERSONNEL:LANGUE,  
GRADATIF_NORME:LANGUE,  
COMPARATIF:LANGUE 
Interactions à trois termes, avec 
LANGUE 
SUJET_ANIM:ATTRIBUT_MOT_UNIQUE:LANGUE, 
SUJET_ANIM:MODIFICATION_ATTRIBUT:LANGUE,  
ATTRIBUT_CAT:MODIFICATION_ATTRIBUT:LANGUE 
 
Dans la section 12.2.2.2, nous passerons brièvement en revue les enseignements les plus 
importants à tirer des interactions supplémentaires mentionnées dans le Tableau 127 à 
l’aide de mosaic plots, sans toutefois retracer tout le processus de modélisation comme 
nous l’avons fait ici. 
Passons maintenant à l’évaluation de notre modèle final, cf. :  
COPULARITE ~ ATTRIBUT_CAT + LANGUE + ATTRIBUT_CAT:LANGUE + SUJET_ANIM 
+ SUJET_ANIM:LANGUE + SUJET_ANIM :ATTRIBUT_CAT + 
SUJET_ANIM:LANGUE:ATTRIBUT_CAT 
Le Tableau 128 suivant présente les statistiques générales du modèle de régression 
logistique binaire final. Il s’avère que le modèle est significatif dans son ensemble (cf. le 
likelihood ratio). La statistique la plus importante est l’indice de concordance C, qui se situe 
nécessairement entre 0 et 1. Si l’indice de concordance C se trouve entre 0.8 et 0.9, comme 
c’est le cas pour notre modèle, on peut en déduire que le modèle arrive à opérer une 
« discrimination excellente » entre les catégories de la variable de réponse (Levshina 
2015, 259). Notre modèle est donc performant pour séparer les copules prototypiques des 
semi-copules (au niveau des exemples de corpus), à partir des variables explicatives (et 
leurs interactions). 
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Tableau 128 Statistiques générales du modèle de régression logistique binaire 
statistiques656 valeur 
likelihood ratio Χ2 = 2125.11, d.f. = 11, p < 0.001 
l’indice de concordance C 0.84 
Nagelkerke pseudo-R2 0.45 
 
En somme, ce modèle, comportant les variables ATTRIBUT_CAT et SUJET_ANIM, permet 
de modéliser la copularité prototypique comme une dichotomie [copule prototypique vs 
semi-copule]. Autrement dit, les variables explicatives incluses dans le modèle 
parviennent à opérer une distinction assez nette entre ‘copule prototypique’ et ‘semi-
copule’ au niveau de l’exemple (dans notre échantillon), plus que prédit par le hasard. 
Si nous vérifions la précision de la prédiction / classification [copule prototypique / 
semi-copule] opérée par notre modèle (prediction / classification accuracy), il s’avère que 
75,4 % des exemples du corpus sont assignés à la bonne catégorie (copule prototypique 
ou semi-copule). Etant donné que les deux réponses sont plus ou moins aussi fréquentes 
(cf. : semi-copule : 51,7 % des données ; copule prototypique : 48,3 % des données), on peut 
en déduire que cette précision de la prédiction est donc nettement meilleure par rapport 
à un modèle qui ne prend en considération que la fréquence relative des réponses dans 
nos données. Le Tableau 129 est un tableau de contingence qui croise la variable 
COPULARITE avec la prédiction de la copularité effectuée par le modèle (cf. 
COPULARITE_PREDITE). Nous avons marqué en vert les cellules qui comptabilisent les 
exemples classifiés en accord avec la variable encodée COPULARITE (et dont la catégorie 
est donc prédite correctement). 
 
Tableau 129 Précision de la prédiction / classification 
 COPULARITE_PREDITE 
COPULARITE semi-copule copule prototypique 
semi-copule 2087 562 
copule prototypique 697 1776 
 
 
                                                     
656 Remarquons que ces statistiques ont été calculées à l’aide du package rms (Harrell 2017). Ensuite, faisons 
remarquer que la valeur assez basse pour R2 (se situant entre 0 et 1) n’est pas anormale, cf. : « However, in logistic 
regression R2 tends to be lower than in linear regression models, where this statistic originates from, even if the 
quality of models is comparable. This is why Hosmer & Lemeshow (2000 : 167) do not recommend reporting the 
statistic. Another reason is that it is less conceptually clear than its linear regression counterpart, which shows 
the proportion of total variance in the response explained by the model. » (Levshina 2015, 259) 
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En outre, nous avons également vérifié le problème de sur-ajustement657 (overfitting), 
d’après la procédure décrite dans Levshina 2015, 166‑67, faisant usage de la fonction 
validate() (du package rms). Les valeurs d’optimisme sont toutes en dessous de 0.05, ce qui 
montre que le problème de sur-ajustement ne se pose pas. 
Le Tableau 130 montre les coefficients de régression estimés au sein du modèle de 
régression (à l’aide de la fonction glm()), cf. la colonne Estimation.   
 
Tableau 130 Les coefficients de régression estimés 
 Estimation SE z Pr(>|z|) 
(intercepte) -0.32 0.08 -3.93 < 0.001 *** 
EFFETS PRINCIPAUX 
 
ATTRIBUT_CAT=nominal658 1.05 0.16 6.65 < 0.001 *** 
ATTRIBUT_CAT=prépositionnel -0.91 0.15 -6.05 < 0.001 *** 
LANGUE=nederlands659 0.03 0.12 0.27 0.79 
SUJET_ANIM=inanimé660 1.89 0.13 14.15 < 0.001 *** 
INTERACTIONS A DEUX TERMES 
 
ATTRIBUT_CAT=nominal  
: LANGUE=nederlands 
15.80 236.43 0.07 0.95 
ATTRIBUT_CAT=prépositionnel  
: LANGUE=nederlands 
-1.16 0.23 -5.08 < 0.001 *** 
LANGUE=nederlands  
: SUJET_ANIM=inanimé 
-1.31 0.18 -7.43 < 0.001 *** 
INTERACTIONS A TROIS TERMES661 
 
ATTRIBUT_CAT=nominal  
: LANGUE=français 
: SUJET_ANIM=inanimé 
-0.06 0.28 -0.21 0.83 
ATTRIBUT_CAT=prépositionnel  -2.15 0.23 -9.40 < 0.001 *** 
 
                                                     
657 En cas de sur-ajustement, le modèle est trop ajusté aux données particulières à partir desquelles le modèle 
est créé. Dans ce cas, le modèle parvient à faire des prédictions très précises pour le dataset utilisé, mais le modèle 
est en même temps difficilement généralisable et n’arrive pas à faire des prédictions fiables pour de nouvelles 
données inconnues. C’est là où le bât blesse : idéalement, une analyse statistique nous enseigne quelque chose 
sur la ‘population entière’ et pas seulement sur l’échantillon particulier qu’on utilise pour construire le modèle. 
658 Catégorie de référence : ATTRIBUT_CAT=adjectival 
659 Catégorie de référence : LANGUE=français 
660 Catégorie de référence : SUJET_ANIM=animé 
661 Notons que l’interaction ATTRIBUT_CAT*SUJET_ANIM*LANGUE est, dans sa globalité, significative (p < 0.001  
***). 
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: LANGUE=français  
: SUJET_ANIM=inanimé 
ATTRIBUT_CAT=nominal  
: LANGUE=nederlands 
: SUJET_ANIM=inanimé 
-11.73 236.44 -0.05 0.96 
ATTRIBUT_CAT=prépositionnel  
: LANGUE=nederlands  
: SUJET_ANIM=inanimé 
1.44 0.36 4.03 < 0.001 *** 
 
Ci-dessus, dans le Tableau 128, nous avons déjà testé la significativité du modèle dans 
son ensemble (cf. le likelihood ratio). Dans ce Tableau 130, comportant les coefficients de 
régression, on teste pour chaque coefficient individuel s’il diffère de façon significative 
de zéro. Si c’est le cas, la colonne Pr(>|z|) contient une valeur p inférieure à 0,05 pour le 
coefficient en question. Cette valeur p est établie à partir de la statistique Wald, qui se 
trouve dans la colonne z. La statistique Wald équivaut au coefficient de régression divisé 
par l’erreur-type ou, en anglais, le standard error (cf. la colonne SE ; l’erreur-type permet 
aussi d’établir un intervalle de confiance autour du coefficient de régression). 
A l’aide de ces coefficients, il est possible de formuler des prédictions [copule 
prototypique ou semi-copule] pour chaque patron [sujet animé / inanimé + AS adjectival 
/ nominal / prépositionnel + français / néerlandais], sur l’échelle des log odds. Notons que :  
- nous avons choisi [copule prototypique] comme la catégorie de référence au 
niveau de la variable de réponse. En d’autres mots, les coefficients indique le ratio 
log odds de la catégorie [copule prototypique]. 
- et que l’intercepte représente le ratio log odds qui vaut pour le patron [sujet animé 
+ AS adjectival + français], car ces catégories sont les catégories de référence pour 
leurs variables respectives.  
Concrètement, les log odds peuvent être interprétés de la façon suivante (cf. aussi 
Levshina 2015, 262‑63 pour des explications plus détaillées) : 
- Si le ratio log odds est positif, la probabilité662 d’obtenir la catégorie [copule 
prototypique] augmente par rapport à la catégorie de référence au niveau de la 
variable explicative. Par exemple, la catégorie nominale (cf. 
ATTRIBUT_CAT=nominal ; coefficient = 1.05) augmente la probabilité d’obtenir la 
catégorie [copule prototypique] par rapport à la catégorie de référence adjectivale, 
pourvu que l’animéité du sujet et la langue ne changent pas. 
- Si le ratio log odds est négatif, la probabilité d’obtenir la catégorie [copule 
prototypique] diminue par rapport à la catégorie de référence au niveau de la 
 
                                                     
662 Evidemment, le mot probabilité n’est pas tout à fait à sa place ici, dans la mesure où le ratio log odds n’exprime 
pas de probabilités. Or, il est vrai qu’on peut transformer le ratio log odds en probabilités, comme nous le verrons 
infra. 
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variable explicative. Par exemple, la catégorie prépositionnelle (cf. 
ATTRIBUT_CAT=prépositionnel ; coefficient = -0.91) diminue la probabilité 
d’obtenir la catégorie [copule prototypique] par rapport à la catégorie de référence 
adjectivale, pourvu que l’animéité du sujet et la langue ne changent pas. 
 
Or, ces log odds sont assez difficiles à interpréter. Pour cette raison, nous interpréterons 
dans la section 12.2.2 les probabilités prédites dérivées de ces log odds, à l’aide d’effect plots. 
Remarquons que ces probabilités prédites, situées entre 0 et 1, peuvent également être 
calculées manuellement si on applique une transformation logit inverse (cf. Gries 2013, 
300) aux coefficients de régression. Par exemple, si nous voulons calculer la probabilité 
prédite de [copule prototypique] pour le patron [sujet inanimé + AS prépositionnel / en 
français], il faut : 
1. faire la somme des coefficients pertinents : -0.32 (intercepte) - 0.91 
(ATTRIBUT_CAT=prépositionnel) + 1.89 (SUJET_ANIM=inanimé) - 2.15 
(ATTRIBUT_CAT=prépositionnel : LANGUE=français : SUJET_ANIM=inanimé) = -
1.50 
2. et ensuite appliquer la transformation logit inverse au résultat de la somme : 
ilogit(-1.50) = 0.18 
Ce qui saute au yeux dans le Tableau 130, c’est que les interactions non significatives 
binaire [ATTRIBUT_CAT=nominal : LANGUE=nederlands] et ternaire 
[ATTRIBUT_CAT=nominal : LANGUE=nederlands : SUJET_ANIM=inanimé] ont des 
coefficients et des erreurs-types gonflés par rapport aux autres coefficients663. 
Evidemment, comme nous l’avons déjà remarqué avant, le néerlandais ne compte pas 
d’AS nominaux dans le cas des semi-copules (à part une seule exception, cf. supra). Pour 
l’analyse de régression, il y a donc un risque de séparation (cf. supra), la catégorie [+ 
nominal] prédisant en néerlandais à 100 % le statut [+ copule prototypique], ce qui est 
susceptible de rendre ces estimations peu fiables. 
Ce problème est également confirmé par les VIFs (Variance Inflation Factors), qui 
vérifient la multicolinéarité pour les différents termes de la formule (un VIF en-dessous 
de 10 indique qu’il n’y a pas de multicolinéarité). Tous les VIFs sont en-dessous de 6, sauf 
pour les interactions impliquant la langue et la catégorie nominale, à savoir 
[ATTRIBUT_CAT=nominal : LANGUE=nederlands] et [ATTRIBUT_CAT=nominal : 
LANGUE=nederlands : SUJET_ANIM=inanimé], où nous observons des valeurs VIF 
extrêmements élevées (respectivement 55572,7 et 55572,8). 
Or, même si ces deux coefficients, ainsi que les valeurs p associées, ne sont pas fiables 
à cause du problème de séparation, les autres coefficients ne devraient pas être affectés 
 
                                                     
663 Notons que cela n’est pas le cas pour [ATTRIBUT_CAT=nominal : LANGUE=français : SUJET_ANIM=inanimé]. 
Le problème de séparation ne joue donc pas ici. 
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par cette anomalie. Pour preuve, voici une citation issue de Allison 2012, où il est dit qu’un 
tel modèle est toujours valable : 
A third option is to stick with the LOGISTIC model that produced quasi-complete664 
separation. This model controls for the variable that produced the problem, and 
there is no reason to be suspicious of the results for the other variables. (Allison 
2012, 54) 
Dans le but de verifier si, dans notre cas, le problème de separation ne se répercute pas 
sur les estimations des probabilités prédites (de la catégorie [copule prototypique]) et 
leurs intervalles de confiance, nous avons créé deux nouveaux modèles de régression 
logistique binaire, qui portent à chaque fois sur une partie des données du modèle global : 
• Le premier modèle exclut la catégorie nominale de l’AS. 
• Le deuxième modèle exclut les données néerlandaises. 
Ainsi, nous excluons dans les deux cas la catégorie nominale de l’AS des verbes attributifs 
néerlandais, qui cause le problème de séparation. Le Tableau 131 fournit les statistiques 
générales des deux modèles :  
 
Tableau 131 Deux modèles supplémentaires, pour une partie des données 
 données formule likelihood 
ratio 
C Nagelkerke 
pseudo-R2 
1 sans l’AS 
nominal 
 
COPULARITE ~ ATTRIBUT_CAT + 
LANGUE + ATTRIBUT_CAT:LANGUE + 
SUJET_ANIM + SUJET_ANIM:LANGUE + 
SUJET_ANIM :ATTRIBUT_CAT + 
SUJET_ANIM:LANGUE:ATTRIBUT_CAT 
 
+ COMPARATIF + 
LANGUE:COMPARATIF 
+ LANGUE:GRADATIF_NORME665 
Χ2 = 
1338.73,  
df = 11,  
p < 0.001 
0.81 0.37 
2 sans le 
néerlandais 
 
COPULARITE ~ ATTRIBUT_CAT + 
SUJET_ANIM + 
ATTRIBUT_CAT :SUJET_ANIM666 
Χ2 = 
874.70, 
df = 5,  
p < 0.001 
0.81 0.39 
 
                                                     
664 Dans notre cas, il s’agit également d’une séparation qui n’est pas complète, car la catégorie [copularité 
prototypique] est uniquement prédite à 100 % dans le secteur [+ nominal et + néerlandais]. Dans tous les autres 
cas, les deux réponses, [copule prototypique ou semi-copule], sont, en principe, possibles. 
665 Nous avons ajouté ces deux termes supplémentaires pour améliorer les statistiques générales et pour éviter 
les ennuis liés à la surdispersion. 
666 La variable LANGUE ne fait plus partie de la formule ici, car les données néerlandaises sont supprimées. 
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Les deux modèles sont donc significatifs et assez performants. De plus, il s’avère que, 
pour l’AS adjectival (cf. le premier modèle du Tableau 131), l’AS prépositionnel (cf. le 
premier modèle du Tableau 131) et l’AS nominal français (cf. le deuxième modèle du 
Tableau 131), les probabilités prédites de la réponse [copule prototypique], ainsi que les 
intervalles de confiance, sont quasi identiques par rapport à ce que nous obtiennent pour 
notre modèle plus englobant. Cela confirme que la séparation n’a aucun impact en dehors 
de l’AS nominal néerlandais, où le problème se pose.   
Une autre solution possible (également proposée dans Allison 2012) est d’utiliser une 
variante de la régression logistique ‘classique’, à savoir la régression logistique de type 
Firth. Ce type de régression logistique permet de remédier au problème des coefficients 
et des types-erreurs gonflés en cas de séparation. Pour construire le modèle de type Firth, 
nous faisons usage du package brglm2 (Kosmidis 2018)667. Le Tableau 132 fournit les 
coefficients de régression estimés sur la base d’une régression logistique de type Firth : 
 
Tableau 132 Les coefficients de régression estimés (régression logistique de type Firth) 
 Estimation SE z Pr(>|z|) 
(intercepte) -0.32 0.08 -3.93 < 0.001 *** 
EFFETS PRINCIPAUX 
 
ATTRIBUT_CAT=nominal668 1.05 0.16 6.63 < 0.001 *** 
ATTRIBUT_CAT=prépositionnel -0.91 0.15 -6.03 < 0.001 *** 
LANGUE=nederlands669 0.03 0.12 0.27 0.78 
SUJET_ANIM=inanimé670 1.88 0.13 14.13 < 0.001 *** 
INTERACTIONS A DEUX TERMES 
 
ATTRIBUT_CAT=nominal  
: LANGUE=nederlands 
4.57 1.44 3.18 0.001 ** 
ATTRIBUT_CAT=prépositionnel  
: LANGUE=nederlands 
-1.16 0.23 -5.07 < 0.001 *** 
LANGUE=nederlands  
: SUJET_ANIM=inanimé 
-1.31 0.18 -7.42 < 0.001 *** 
ATTRIBUT_CAT=nominal  
: SUJET_ANIM=inanimé 
-0.07 0.28 -0.25 0.80 
ATTRIBUT_CAT=prépositionnel -2.14 0.23 -9.39 < 0.001 *** 
 
                                                     
667 Notons que nous avons utilisé l’option par défaut, à savoir les mean bias-reducing adjustments proposés dans 
Kosmidis et Firth 2009. 
668 Catégorie de référence : ATTRIBUT_CAT=adjectival 
669 Catégorie de référence : LANGUE=français 
670 Catégorie de référence : SUJET_ANIM=animé 
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: SUJET_ANIM=inanimé 
INTERACTIONS A TROIS TERMES 
 
ATTRIBUT_CAT=nominal  
: LANGUE=nederlands 
: SUJET_ANIM=inanimé 
-0.88 1.67 -0.53 0.60 
ATTRIBUT_CAT=prépositionnel  
: LANGUE=nederlands  
: SUJET_ANIM=inanimé 
1.44 0.36 4.05 < 0.001 *** 
 
On constate que, dans ce modèle de type Firth, les coefficients et les erreurs-types 
gonflés pour les interactions binaire [ATTRIBUT_CAT=nominal : LANGUE=nederlands] et 
ternaire [ATTRIBUT_CAT=nominal : LANGUE=nederlands : SUJET_ANIM=inanimé] ont 
disparu. En outre, le coefficient [ATTRIBUT_CAT=nominal : LANGUE=nederlands] est 
devenu significatif. En d’autres mots, le modèle parvient maintenant à détecter une 
différence significative entre le français et le néerlandais quant à la probabilité prédite de 
[copule prototypique] pour le patron [sujet animé + AS nominal], ce qui n’était pas le cas 
auparavant. 
En clair, les probabilités prédites, dérivées des coefficients, n’ont pas changé par 
rapport au modèle de régression logistique ‘classique’. Sur ce point, les effect plots (cf. 
12.2.2.1 infra) basés sur le modèle de régression logistique ‘classique’ et ceux basés sur le 
modèle de régression logistique de type Firth sont donc quasi identiques. La seule 
différence, c’est que, dans ce nouveau modèle, l’intervalle de confiance autour de la 
probabilité prédite pour le patron [sujet animé + AS nominal / en néerlandais] s’est 
beaucoup rétréci par rapport à ce qu’on obtient pour le modèle de régression logistique 
‘classique’. Pour cette raison, nous utiliserons le nouveau modèle de type Firth dans la 
section suivante. En conclusion, maintenant que nous avons jeté les bases plus 
‘techniques’ du modèle, nous pouvons passer à l’interprétation linguistique, à l’aide 
d’effect plots. 
12.2.2 Interprétation du modèle : quels sont les traits sous-tendant la 
copularité prototypique ? Le français vs le néerlandais. 
Après avoir construit notre modèle de régression logistique binaire qui a permis de 
calculer ce qui distingue encore le plus une semi-copule d’une copule à proprement parler 
si on les oppose, nous passons maintenant à l’exploration des traits qui sous-tendent la 
copularité prototypique, tout en prenant soin d’opposer le français au néerlandais. Dans 
un premier temps, nous présentons dans la section 12.2.2.1 les enseignements à tirer du 
modèle de régression développé sous 12.2.1. Ensuite, nous ajoutons dans la section 
12.2.2.2 encore quelques observations annexes par rapport à d’autres interactions 
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intéressantes qui n’ont pas pu être incluses dans notre modèle final, mais qui pourraient 
également aider à circonscrire la copularité prototypique. 
12.2.2.1 La copularité prototypique examinée à partir de l’interaction 
ATTRIBUT_CAT*SUJET_ANIM*LANGUE 
Dans cette section, nous partons à la découverte de l’effet qu’ont les catégories des 
variables explicatives ATTRIBUT_CAT, SUJET_ANIM et LANGUE sur la réponse [copule 
prototypique vs semi-copule]. Ces effets sont obtenus par le biais du modèle de logistique 
binaire, de type Firth, développé sous 12.2.1.  
Afin de visualiser les effets, nous avons recours à des effect plots (cf. le package effects, 
Fox 2003). Remarquons qu’il suffit de représenter l’effet de l’interaction la plus complexe : 
les effets des variables individuelles qui font partie de l’interaction, y sont déjà 
incorporés. Sur l’effect plot, l'axe des ordonnées mesure la probabilité prédite (par le 
modèle) de la réponse [copule prototypique]. L’axe des abscisses indique les différentes 
catégories d’une variable : pour chaque catégorie, la probabilité prédite de la réponse 
[copule prototypique] est calculée. En cas d’une interaction, l’effect plot contient plusieurs 
composantes, pourvues d’un ou plusieurs en-têtes. Ces en-têtes indiquent également des 
catégories de variables : dans ce cas, la probabilité prédite de la réponse pour les 
différentes catégories de l’axe des abscisses vaut uniquement pour le sous-ensemble 
délimité par les en-têtes.  
Après avoir expliqué le fonctionnement de l’effect plot, nous visualisons ci-dessous 
l’effect plot de l’interaction ATTRIBUT_CAT*SUJET_ANIM*LANGUE, à partir du modèle de 
type Firth développé sous 12.2.1 : 
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Figure 68 Effect plot de l’interaction ATTRIBUT_CAT*SUJET_ANIM*LANGUE 
 
L’effect plot montre la probabilité prédite de la réponse [copule prototypique] pour les 
trois catégories morphosyntaxiques majeures de l’AS, à chaque fois pour un patron 
différent : [sujet inanimé + français] ; [sujet inanimé + néerlandais] ; [sujet animé + 
français] ; [sujet animé + néerlandais]. Rappelons que, grâce au modèle de type Firth, 
l’intervalle de confiance pour [sujet animé + AS nominal ; en néerlandais] n’est pas 
extrêmement large à cause du problème de séparation671, contrairement à ce qu’on aurait 
obtenu à l’aide du modèle de régression logistique binaire ‘classique’. 
Qu’est-ce que nous pouvons alors apprendre de cet effect plot ? 
(1) L’AS prépositionnel est clairement associé aux semi-copules, car la probabilité 
prédite de la réponse [copule prototypique] est basse dans les quatre 
configurations, qui se comportent de façon plus ou moins homogène. Cela 
confirme nos observations de la section 7.1.1. Cet effet est un peu moins 
 
                                                     
671 Il n’y a aucun cas semi-copulatif qui correspond à ce patron dans les données. 
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prononcé en français (sujets animés + sujets inanimés). Compte tenu de la 
nature très prépositionnelle de l’AS de certaines semi-copules néerlandaises 
(komen, vallen, gaan), constat qui s’observe un peu moins souvent pour les semi-
copules françaises, cela ne doit pas nous surprendre. Contrairement aux AS 
adjectivaux et nominaux, le type de sujet (animé / inanimé) ne semble pas avoir 
un impact très important dans le cas de l’AS prépositionnel, ni en néerlandais, 
ni en français. 
(2) A l’opposé de l’AS prépositionnel, l’AS nominal est clairement associé aux 
copules prototypiques (cf. aussi la section 7.1 dans l’analyse bivariée). Cette 
association est plus prononcée en néerlandais, où les semi-copules ne se 
combinent (en général) pas avec les AS nominaux. Cette restriction absolue ne 
s’applique pas aux semi-copules françaises, ce qui fait que les probabilités 
prédites sont un peu plus basses par rapport au néerlandais. En français, on 
observe que la préférence de l’AS nominal pour les copules prototypiques est 
encore plus prononcée dans le cas d’un sujet inanimé que dans le cas d’un sujet 
animé. La combinaison [sujet inanimé + AS nominal] s’y oriente donc encore 
plus vers la copularité prototypique que la combinaison [sujet animé + AS 
nominal]. Dans la même veine, on trouvera pour l’AS adjectival (cf. le point 3 ci-
dessous) que l’impact du type de sujet est plus important en français qu’en 
néerlandais. 
(3) Comme nous l’avons déjà constaté dans la section 7.1.1, l’AS adjectival constitue 
une catégorie intermédiaire, qui est relativement neutre par rapport à 
l’opposition [copule prototypique vs semi-copule] : sa probabilité prédite se 
situe le plus souvent entre 40 % et 60 % et tourne donc autour du 50 % (= 
l’absence de préférence). C’est en quelque sorte le socle commun. Par contre, il 
y a un cas qui fait clairement exception : en français, la combinaison [sujet 
inanimé + AS adjectival] s’oriente de façon très nette vers les copules 
prototypiques, avec une probabilité prédite de la catégorie [copule 
prototypique] de 82,7 %672.   
 
Afin de rendre plus facile la comparaison entre les deux langues, nous reproduisons ci-
dessous le même effect plot que ci-dessus, mais, cette fois-ci, la variable LANGUE est 
représentée sur l’axe des abscisses :  
 
                                                     
672 Il est vrai que cet effet se produit également en néerlandais : la probabilité prédite d’une copule prototypique 
dans le cas d’un sujet inanimé (57,2 %) est plus élevée que celle prédite dans le cas d’un sujet animé (42,9 %). Or, 
l’effet est beaucoup moins prononcé par rapport au français. 
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Figure 69 Effect plot de l’interaction ATTRIBUT_CAT*SUJET_ANIM*LANGUE (2) 
 
A partir de ce graphique, nous constatons de manière encore plus nette que : 
(1) Dans les configurations [sujet animé + AS adjectival] et [sujet inanimé + AS 
nominal], les deux langues se comportent de la même façon. 
(2) Dans les configurations [sujet inanimé + AS adjectival] et [sujet animé + AS 
nominal], les deux langues se conduisent différemment. 
Qu’est-ce que nous pouvons conclure de tout cela ? Prenons tout d’abord en 
considération l’AS nominal. Comme nous l’avons déjà établi dans la section 7.1.1 de la 
partie III, l’AS nominal est associé aux copules prototypiques, tant en français qu’en 
néerlandais. Or, notre analyse multivariée montre maintenant que cela est un peu moins 
le cas pour les exemples français à sujet animé, un effet qu’on ne retrouve donc pas en 
néerlandais (où l’AS nominal ne se combine généralement pas avec les semi-copules, quel 
que soit le type de sujet). Ainsi, les effect plots supra montrent déjà une différence entre 
les probabilités prédites de la catégorie [copule prototypique] pour les patrons [sujet 
animé + AS nominal / français] et [sujet inanimé + AS nominal / français]. Etant donné 
que ce contraste n’est pas explicitement testé dans le Tableau 130, nous redéfinissons 
[sujet animé + AS nominal / français] comme la référence et nous vérifions le contraste 
avec [sujet inanimé + AS nominal / français] : 
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Tableau 133 Différence entre [sujet animé + AS nominal / français] et [sujet inanimé + AS 
nominal / français] 
 Estimation SE z Pr(>|z|) 
SUJET_ANIM=inanimé 1.81 0.25 7.24 < 0.001 *** 
 
Il s’avère que le contraste est très significatif. 
Le fait que le patron [sujet animé + AS nominal] soit un peu moins distinctif pour les 
copules prototypiques françaises est dû à la présence non négligeable d’exemples comme  
(815) et (816), où un AS nominal d’une semi-copule prend un sujet animé : 
(815) En < passant > Maître de Conf à l'université, il a divisé son salaire par deux et multiplié 
ses heures par 2. (SE) 
(816) Je sens que je suis en train de < virer > vieux con, moi, avec mon combat (perdu d'avance) 
pour un minimum d'effort linguistique dans les forums et autres commentaires, 
copieusement inondés de billets néo-pubères, post-skybloggués et pré-smstiques. (SE) 
Par contre, les exemples où une semi-copule française se combine avec un sujet inanimé 
et un AS nominal, comme dans l’exemple suivant, sont beaucoup plus rares : 
(817) Le challenge d'être impeccable peut rapidement < viré > scénario catastrophe pour cause 
de pillosité trop développé. (SE) 
En somme, si nous envisageons la prototypicité sous l’angle de la cue validity (cf. la 
section 4.3), c’est surtout la combinaison [AS inanimé + AS nominal] qui constitue en 
français le patron prototypique673 des copules protoypiques. Cela étant dit, la combinaison 
[AS animé + AS nominal] manifeste en français également une prédilection pour les 
copules prototypiques, mais dans une moindre mesure par rapport à [AS inanimé + AS 
nominal]. Pour le néerlandais, la situation ne change pas en fonction du type de sujet : de 
toute façon, les semi-copules ne se combinent (en général) pas avec les AS nominaux. De 
ce point de vue, il n’est donc pas très utile de comparer, en fonction de l’animéité du sujet, 
le français et le néerlandais pour ce qui est [semi-copule + AS nominal]. 
Secondement, tournons-nous vers l’AS adjectival. Dans la partie III, nous avons 
considéré l’AS adjectival comme une catégorie de l’AS unificatrice, une sorte de socle 
commun qui réunit les copules prototypiques et les semi-copules. En même temps, cela 
nous a amené à dire que, si nous interprétons la prototypicité en termes de cue validity, 
opposant les copules prototypiques aux semi-copules, l’AS adjectival n’est pas 
prototypique, ni pour les semi-copules, ni pour les copules prototypiques. L’analyse 
multifactorielle met maintenant en évidence que cela vaut en particulier pour les patrons 
 
                                                     
673 Prototypique au sens de ‘maximalement distinctif par rapport à la catégorie des semi-copules’. 
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français et néerlandais674 [sujet animé + AS adjectival], avec toutefois une légère 
préférence pour les semi-copules, et pour le patron néerlandais [sujet inanimé + AS 
adjectival], avec toutefois une légère préfèrence pour les copules prototypiques. Dans les 
deux cas, l’AS adjectival est relativement neutre par rapport à l’opposition [copule 
prototypique vs semi-copule]. 
Comme nous l’avons déjà indiqué supra, il y a une exception : le patron adjectival [sujet 
inanimé + AS adjectival] en français s’oriente surtout vers les copules prototypiques. Dans 
ce sens, on pourrait dire que l’AS adjectival français combiné avec un sujet inanimé est 
un patron prototypique (au sens de la cue validity) des copules prototypiques, si on oppose 
les deux catégories [copule prototypique vs semi-copule]. En tout cas, il l’est beaucoup 
plus que sa contrepartie néerlandaise (dans ce patron). L’effect plot où les langues sont 
représentées sur l’axe des abscisses supra montre clairement une différence entre les 
probabilités prédites de la catégorie [copule prototypique] pour les patrons [sujet 
inanimé + AS adjectival / français] et [sujet inanimé + AS adjectival / néerlandais]. Vu que 
ce contraste n’est pas explicitement testé dans le Tableau 130 supra, nous redéfinissons 
[sujet inanimé + AS adjectival / français] comme la référence et nous examinons le 
contraste avec [sujet inanimé + AS adjectival / néerlandais] : 
 
Tableau 134 Différence entre [sujet inanimé + AS adjectival / français] et [sujet inanimé + AS 
adjectival / néerlandais] 
 Estimation SE z Pr(>|z|) 
LANGUE=nederlands -1.27 0.13 -10.03 < 0.001 *** 
 
Comme attendu, il s’avère que le contraste est très significatif. 
L’orientation du patron [sujet inanimé + AS adjectival] en français vers les copules 
prototypiques est à mettre en rapport avec l’analyse bivariée (section 7.1.2), où nous 
avions déjà relevé la surreprésentation des sujets animés pour les semi-copules 
françaises. A ce moment-là, nous n’avions pas encore testé l’interaction avec la catégorie 
morphosyntaxique de façon plus formelle (ce qui est donc fait ici), mais nous avions 
quand même déjà mis en avant, sous forme d’hypothèse, l’importance d’un certain type 
d’AS adjectival, avec lequel ces semi-copules françaises se combinent, qui nécessite 
automatiquement un sujet animé, cf. par exemple tomber amoureux, virer fou etc.675 En 
 
                                                     
674 Remarquons que la contribution de raken au profil général des semi-copules néerlandaises est probablement 
considérable ici. 
675 Toutefois, passer inaperçu, par exemple, ne partage pas cette orientation vers les sujets animés (43 sujets 
animés vs 70 sujets animés). Nous soulignons encore une fois que nous prenons ici un point de vue très 
généralisateur. 
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outre, rappelons que, dans la même section 7.1, cette situation observée en synchronie 
nous a fait émettre l’hypothèse diachronique selon laquelle les types de compléments 
postverbaux qui forment le locus de la copularisation qui a mené d’une construction 
indirecte (p. ex. tomber dans l’amour, virer au con) à une construction directe à AS adjectival 
et à AS nom nu676 (tomber amoureux, virer vieux con), s’appliquaient souvent à des sujets 
animés. Ensuite, cela donne en synchronie un profil distributionnel [sujet animé + AS 
adjectival] aux semi-copules qui est plus ou moins au même niveau677 que pour les copules 
prototypiques. Cela ressort de la probabilité prédite de 42 % de la catégorie [copule 
prototypique], ce qui s’approche d’une division égale 50 % - 50 %. Notre modèle de 
régression suggère donc qu’en français, la copularisation ‘adjectivale’ s’effectue 
principalement dans le secteur des sujets animés. Corollairement, ce ne sont que les 
verbes d’une copularité plus avancée qui, dans le domaine de l’AS adjectival, se combinent 
volontiers avec les sujets inanimés678. En effet, le modèle met en évidence que le patron 
[sujet inanimé + AS adjectival] est clairement emblématique des copules prototypiques en 
français.  
Remarquons que le modèle de régression a plus de mal à nous enseigner quelque chose 
à propos des AS noms nus, vu que la catégorie nominale comprend à la fois les noms nus 
et les SNs679. Comme nous l’avons vu ci-dessus, le patron [sujet animé + AS nominal] est 
moins associé aux copules prototypiques françaises que le patron [sujet animé + AS 
nominal], ce qui confirme la tendance que nous venons de constater pour les AS 
adjectivaux. On pourrait en déduire que la copularisation ‘nominale’ s’effectue également 
principalement dans le secteur des sujets animés. En même temps, la probabilité prédite 
de la catégorie [copule prototypique] pour le patron [sujet animé + AS nominal] (67,4 %) 
est supérieure à celle qu’on  trouve pour le patron [sujet animé + AS adjectival] (42,1 %). 
En d’autres mots, contrairement à ce qu’on observe pour l’AS adjectival, le patron [sujet 
animé + AS nominal] s’oriente toujours plutôt vers les copules prototypiques (probabilité 
prédite > 50 %). Si nous restreignons notre vue aux seuls AS noms nus (en français), il 
s’avère que les sujets inanimés sont de toute façon assez rares, indépendamment de la 
copularité du verbe (Pearson chi square = 0.52, df = 2, p = 0.77) : 
 
                                                     
676 Pour tourner et virer, nous avons souligné dans la partie III l’importance des bicatégoriels [nom-adj] dans le 
processus de copularisation. Notons que cette catégorie d’AS a été exclue pour l’analyse de régression, en raison 
du nombre d’exemples relativement bas.  
677 Evidemment, le modèle de régression ne tient pas compte de la type frequency : cf. p. ex. la différence entre 
tomber, avec relativement peu de types dans le domaine adjectival, et virer, avec relativement beaucoup de types 
dans le domaine adjectival. Cf. la partie V consacrée à la productivité. 
678 Remarquons que la question comment cette extension (probabiliste) [sujet animé → sujet inanimé] se fait 
pour les copules prototypiques, est toujours ouverte et reste à vérifier dans un corpus diachronique. 
679 D’ailleurs, si on incluait les deux catégories SN et nom nu dans le modèle, la catégorie SN donnerait lieu à une 
prédiction parfaite de la catégorie « copule prototypique », ce qui perturbe le modèle de régression logistique 
binaire ‘classique’ (cf. le problème de la séparation). 
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Tableau 135 Analyse bivariée [COPULARITE * SUJET_ANIM] pour les exemples français à AS 
nom nu 
 animé inanimé intermédiaire 
copule prototypique 93 18 12 
semi-copule 80 23 7 
 
Il s’ensuit qu’il n’est pas possible, comme nous l’avons fait pour l’AS adjectival, de 
supposer, à partir de la synchronie, une évolution diachronique (probabiliste) qui va du 
patron [sujet animé + AS nom nu], le seul patron nominal plus ou moins adopté par les 
semi-copules françaises, au patron [sujet animé / inanimé + AS nom nu], caractérisant les 
copules prototypiques. En somme, le passage du patron [sujet animé + AS nominal] au 
patron [sujet inanimé + AS nominal], distinctif pour les copules prototypiques, ne peut 
s’expliquer que par les AS de type SN, uniquement combinables avec les copules 
prototypiques. En effet, c’est dans le domaine de l’AS de type SN que nous trouvons une 
majorité très nette de sujets inanimés (115 sujets animés vs 301 sujets inanimés). D’un 
point de vue diachronique, il est donc possible que c’est l’AS SN qui ouvre la (grande) voie 
aux sujets inanimés (dans le domaine nominal). Evidemment, tout ceci reste à vérifier 
dans des corpus diachroniques. Nous reprendrons brièvement la question diachronique 
infra, où nous consacrerons plus d’attention au néerlandais. 
Retournons maintenant à l’AS adjectival. Vu que, comme l’analyse bivariée 
[SUJET_ANIM * VERBE] nous l’a appris (cf. la section 7.1.2), le sujet inanimé est 
généralement associé aux copules prototypiques (toutes catégories morphosyntaxiques 
confondues), il n’est pas surprenant de constater que, dans le cas spécifique du patron 
[sujet inanimé + AS adjectival], la probabilité prédite de la catégorie [copule prototypique] 
est supérieure par rapport à [sujet animé + AS adjectival], comme nous l’observons en 
français. Inversement, le néerlandais suit dans ce cas moins ce principe général que le 
sujet inanimé est orienté sur les copules prototypiques, car le patron [sujet inanimé + AS 
adjectival] n’est pas beaucoup plus associé aux copules prototypiques que le patron 
adjectival à sujet animé. En d’autres mots, pour [semi-copule + AS adjectival], la différence 
en matière de probabilité prédite entre [sujet animé / sujet inanimé] est plus grande en 
français (42,1 % vs 82,6 %) qu’en néerlandais (42,9 % vs 57,2 %). Il s’ensuit également que 
le patron [sujet inanimé + AS adjectival] est moins associé aux copules prototypiques en 
néerlandais (57,2 %) qu’en français (82,6 %). Voici quelques exemples qui montrent qu’en 
néerlandais, [semi-copule + AS adjectival] est plus compatible avec des sujets inanimés, 
par rapport au français : 
(818) De rode gordijnen die < opengaan >, de gespannen sfeer bij een première bij alle 
medewerkers, de ohhh's en ahhh's van het publiek bij mooie decors, het samenwerken 
en samensmelten van de verschillende disciplines. (SE) 
(819) Het Amsterdamse Bos is in 1964 gereed < gekomen >. (SE) 
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(820) Vandaag is een dienstvoertuig van de politie betrokken < geraakt > bij een 
verkeersongeval in Emmen. (SE) 
(821) Een deel van de zandbank < viel > ook bij laagwater droog. (SE) 
En conclusion, le patron [sujet inanimé + AS adjectival] est donc plus commun pour les 
semi-copules néerlandaises que pour les semi-copules françaises.  
Il est intéressant à noter qu’il y a potentiellement un lien avec la construction à 
particule néerlandaise, où le sujet inanimé est surreprésenté par rapport à l’AS adjectival 
non particule, cf. le mosaic plot suivant (Pearson chi square = 81.22, df = 2, p < 0.001 / Cramér’s 
V = 0.35) :  
 
Figure 70 Association entre l’animéité du sujet et la catégorie de l’AS (semi-copules 
néerlandaises) 
 
Nous y joignons le Tableau 136 comportant les chiffres bruts : 
 
Tableau 136 Association entre SUJET_ANIM et ATTRIBUT_CAT_2 (adjectival / particule) 
 animé inanimé intermédiaire 
adjectival 212 136 31 
particule 72 211 17 
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En conclusion, de futures études diachroniques devront clarifier pourquoi nous 
observons cette différence synchronique entre le néerlandais et le français pour ce qui 
est du domaine AS adjectival. Le néerlandais emprunte-t-il d’autres voies de 
copularisation primaire (‘incipient’) que le français, ce qui permet d’inclure en néerlandais 
d’emblée les sujets inanimés dans le domaine semi-copulatif à AS adjectival ? En 
particulier, le rôle de la construction à particule dans tout ceci est à élucider. Ou s’agit-il 
en néerlandais d’une extension plus tardive (= après la copularisation primaire) vers les 
sujets inanimés (dans le domaine AS adjectival), là où les semi-copules françaises se 
trouvent encore plutôt au premier stade ? En d’autres mots, selon cette hypothèse, le 
néerlandais aurait à un moment donné connu le passage de [sujet animé + semi-copule + 
AS adjectival] à [sujet animé / sujet inanimé + semi-copule + AS adjectival], ce qui n’est 
pas (encore) le cas en français. 
12.2.2.2 Quelques différences contrastives supplémentaires 
Comme nous l’avons mentionné ci-dessus (cf. 12.2.1), si l’on emprunte d’autres voies dans 
le processus de modélisation, en utilisant  d’autres moyens que la forward model selection, 
cela nous fait découvrir d’autres interactions que l’interaction 
ATTRIBUT_CAT*SUJET_ANIM*LANGUE parmi les variables680. Nous privilégions ici les 
interactions contenant la variable LANGUE, afin de pouvoir comparer les deux langues. 
Les interactions sont énumérées dans le Tableau 137 suivant : 
 
Tableau 137 D’autres interactions 
Type d’interaction Interaction 
Interactions à deux termes, avec 
LANGUE 
PERSONNEL*LANGUE,  
GRADATIF_NORME*LANGUE,  
COMPARATIF*LANGUE 
Interactions à trois termes, avec 
LANGUE 
SUJET_ANIM*ATTRIBUT_MOT_UNIQUE*LANGUE, 
SUJET_ANIM*MODIFICATION_ATTRIBUT*LANGUE,  
ATTRIBUT_CAT*MODIFICATION_ATTRIBUT*LANGUE 
 
Nous présenterons brièvement ces interactions, non pas sous la forme de modèles 
élaborés complets, mais comme des constats indépendants. Cela nous évite de devoir 
construire une multitude de modèles alternatifs. Nous parcourons ci-dessus les 
interactions à deux termes : 
 
 
                                                     
680 Cette liste n’est peut-être pas exhaustive. 
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• GRADATIF_NORME*LANGUE 
La présence d’un gradatif (< GRADATIF_NORME) auprès de la tête de l’AS semble plus 
associée aux copules prototypiques en français, par rapport au néerlandais. Cela ressort 
du mosaic plot suivant681, où la catégorie « gradatif_norme_oui » est, en français, 
clairement surreprésentée pour les copules prototypiques et sous-représentée pour les 
semi-copules. Cette opposition très nette est absente pour le néerlandais. 
 
Figure 71 Association entre la copularité, la langue et le gradatif 
 
Nous y joignons le Tableau 138 avec les chiffres bruts : 
 
 
 
                                                     
681 Il s’agit d’un modèle loglinéaire, construit sous l’hypothèse d’indépendance mutuelle : Pearson chi square = 
99.33, df = 4, p < 0.001. 
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Tableau 138 GRADATIF_NORME*LANGUE*COPULARITE 
 français néerlandais 
 cop. 
prototypique 
semi-copule cop. 
prototypique 
semi-copule 
gradatif_norme
_non 
1404 1215 1046 1487 
gradatif_norme
_oui 
130 73 102 112 
 
Ce qui fait sans doute la plus grande différence entre le français et le néerlandais, est 
le verbe raken, dont nous avons déjà vu dans la section 7.3 qu’il se combine aisément avec 
des AS à gradatif. D’autre part, nous avons constaté que tomber se caractérise par une sous-
représentation assez marquée d’AS gradatifs682, ce qu’on peut aussi mettre en rapport 
avec sa sous-représentation pour les AS modifiés de façon générale (cf. la section 7.5).  
 
• COMPARATIF*LANGUE  
Pour les copules prototypiques, la proportion d’AS comparatifs est plus importante en 
néerlandais, par rapport au français. En d’autres mots, l’AS comparatif est plus associé à 
la copularité prototypique en néerlandais qu’en français. Pour preuve, voici le mosaic plot 
suivant683, où l’AS comparatif après la copule prototypique est beaucoup mieux 
représentée en néerlandais (cf. aussi la sous-représentation de « comparatif_non », ce qui 
ne s’observe pas en français) : 
 
 
                                                     
682 Remarquons que cela n’a rien à voir avec la gradabilité intrinsèque des AS après tomber (par exemple tomber 
amoureux et tomber malade), cf. la section 7.6. 
683 Il s’agit d’un modèle loglinéaire, construit sous l’hypothèse d’indépendance mutuelle : Pearson chi square = 
316.89, df = 4, p < 0.001. 
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Figure 72 Association entre la copularité, la langue et le comparatif 
 
Nous y ajoutons le Tableau 139 qui fournit les chiffres bruts : 
 
Tableau 139 COMPARATIF*LANGUE*COPULARITE 
 français néerlandais 
 cop. 
prototypique 
semi-copule cop. 
prototypique 
semi-copule 
comparatif 59 10 135 17 
comparatif_non 1475 1278 1013 1582 
 
La différence entre le français et le néerlandais semble principalement causée par la 
différence entre devenir (37 AS comparatifs) et worden (102 AS comparatifs). Même si les 
deux verbes sont caractérisés par une surreprésentation d’AS comparatifs par rapport 
aux autres verbes attributifs (cf. la section 7.3), force est de constater que worden dépasse 
de loin devenir dans ce secteur de l’intensification. 
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• PERSONNEL*LANGUE 
En général, les semi-copules sont, plus que les copules prototypiques, conjuguées à la 
première personne du singulier. Cette association entre les semi-copules et la première 
personne du singulier semble un peu plus forte en français. En effet, pour les semi-copules 
françaises, nous constatons dans le mosaic plot suivant684 une surreprésentation très nette 
de la catégorie « 1er_personne_sing », accompagnée d’une sous-représentation de la 
catégorie « personne_autre ». En revanche, on observe pour les semi-copules 
néerlandaises que la catégorie « personne_autre » est surreprésentée, à côté de la 
surreprésentation de la catégorie « 1er_personne_sing ». L’opposition entre 
« 1er_personne_sing » et « personne_autre » ne se manifeste donc pas ici, même si la 
première personne est toujours plus présente que dans le cas des copules prototypiques. 
 
Figure 73 Association entre la copularité, la langue et la première personne 
 
Voici le Tableau 140 qui contient les chiffres bruts : 
 
                                                     
684 Il s’agit d’un modèle loglinéaire, construit sous l’hypothèse d’indépendance mutuelle : Pearson chi square = 
157.11, df = 4, p < 0.001. 
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Tableau 140 PERSONNEL*LANGUE*COPULARITE 
 français néerlandais 
 cop. 
prototypique 
semi-copule cop. 
prototypique 
semi-copule 
1er_personne_sing 59 135 46 114 
personne_autre 1541 1154 1153 1486 
 
Evidemment, la variable PERSONNEL recoupe en partie avec la variable SUJET_ANIM, 
car la première personne est toujours animée. Ainsi, cette variable reflète aussi le biais 
des semi-copules vers les sujets animés, qui est plus prononcé en français, cf. en 
particulier les semi-copules tomber et virer. 
Or, on ne peut peut-être pas attribuer tout l’effet à l’animéité. Par exemple, raken (67,3 
% (269 / 400)) et virer (67,5 % (270 / 400)) ont une proportion quasi identique de sujets 
animés, mais, au niveau de la première personne, on constate quand même une légère 
différence entre raken et virer, avec respectivement une proportion de 9,8 % (39 / 400)  et 
de 14,3 % (57 / 400) de la première personne. Virer l’emporte donc sur raken dans ce 
domaine. Etant donné que la première personne est moins utilisée dans les textes 
journalistiques ou officiels, on pourrait en déduire que les semi-copules virer et tomber 
sont plutôt à situer dans la sphère plus subjective, c’est-à-dire dans un registre plus 
informel (forums, blogs etc.). 
Après les interactions à deux termes, nous nous occupons des interactions à trois 
termes, qui nous semblent plus intéressantes et donnent lieu à des résultats plus nets. En 
ce qui concerne l’interaction SUJET_ANIM*ATTRIBUT_MOT_UNIQUE*LANGUE, nous 
constatons que, dans tous les patrons, l’inaniméité du sujet augmente la probabilité 
prédite de la catégorie « copule prototypique », ce qui est attendu d’après l’effet 
indépendant des sujets inanimés (cf. supra). Cependant, il y a une exception, à savoir le 
patron [sujet inanimé + mot unique / en néerlandais]. Dans ce cas, l’inaniméité du sujet 
ne mène pas à une augmentation de la probabilité prédite de la catégorie « copule 
prototypique ». Nous pouvons retracer l’origine de ce résultat étonnant à l’aide du mosaic 
plot suivant, où nous croisons les variables COPULARITE*LANGUE*ANIMEITE pour le sous-
ensemble des AS adjectivaux mots uniques. En dépit de l’absence de la variable 
ATTRIBUT_CAT dans l’interaction, nous nous limitons ici aux adjectifs (à l’exclusion des 
AS nominaux), afin de faciliter la comparaison entre le français et le néerlandais, 
dépourvu d’AS nominaux dans le cas des semi-copules.  
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Figure 74 Association entre la copularité, la langue et l’animéité du sujet pour les AS 
adjectivaux ‘mots uniques’ 
 
Nous y joignons le Tableau 141 avec les chiffres bruts : 
 
Tableau 141 COPULARITE*LANGUE*SUJET_ANIM (AS adjectivaux) 
COPULARITE LANGUE SUJET_ANIM Fréquence 
copule_prototypique FRANCAIS animé 106 
semi_copule FRANCAIS animé 239 
copule_prototypique NEDERLANDS animé 100 
semi_copule NEDERLANDS animé 135 
copule_prototypique FRANCAIS inanimé 243 
semi_copule FRANCAIS inanimé 65 
copule_prototypique NEDERLANDS inanimé 226 
semi_copule NEDERLANDS inanimé 254 
 
 
Sur le mosaic plot, on constate qu’en français, les copules prototypiques et les semi-
copules se comportent de façon opposée pour ce qui est des AS adjectivaux, en fonction 
de l’animéité du sujet. Toutefois, en néerlandais, le patron de sous- et de 
surreprésentation est plus ou moins similaire pour les copules prototypiques et les semi-
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copules, ce qui fait qu’un modèle peine ici à faire la différence entre les copules 
prototypiques et les semi-copules. Cette observation peut être mise en rapport avec ce 
que nous avons remarqué supra à propos des AS particules en néerlandais, qui seraient 
responsables de la tolérance des semi-copules néerlandaises envers les sujets inanimés, 
en cas d’un AS adjectival. Etant donné que les AS particules sont moins modifiés que les 
autres adjectifs, la catégorie « mot_unique » est, en néerlandais, dans une grande mesure 
alimentée par les particules. Cf., pour les semi-copules néerlandaises, 249 particules 
« mots uniques » vs seulement 34 particules « plusieurs_mots », tandis que les adjectifs 
‘normaux’ ont le profil inverse (140 « mots uniques » vs 208 « plusieurs_mots »).  
En conclusion, la variable ATTRIBUT_MOT_UNIQUE (au sein de l’interaction 
ATTRIBUT_MOT_UNIQUE*SUJET_ANIM*LANGUE) capte plus ou moins la même chose 
que ce que nous avions trouvé pour la variable ATTRIBUT_CAT (au sein de l’interaction 
ATTRIBUT_CAT*SUJET_ANIM*LANGUE). Seulement, cette fois-ci, au lieu d’identifier le 
patron [sujet inanimé + AS adjectif] comme le domaine où le français et le néerlandais 
divergent, nous le découvrons pour le patron [sujet inanimé + AS de type mot unique] (un 
patron qui exclut d’office les AS prépositionnels). Ainsi, notre hypothèse supra que ce sont 
principalement les particules (faisant partie de la catégorie des adjectifs) qui expliquent 
la combinabilité de [semi-copule néerlandaise + AS adjectif] avec les sujets inanimés, est 
confirmée.  
Tournons-nous maintenant vers les interactions à trois termes contenant la variable 
MODIFICATION_ATTRIBUT. Rappelons que la variable MODIFICATION_ATTRIBUT prend 
en considération la modification de l’AS, toutes les catégories morphosyntaxiques de l’AS 
confondues. Cette variable permet d’avoir une meilleure vue sur certains effets de 
conventionnalisation. Précisons en outre que la catégorie « modifié » (< 
MODIFICATION_ATTRIBUT) ne correspond pas directement à la catégorie 
« plusieurs_mots » (< ATTRIBUT_MOT_UNIQUE), étudiée supra, car les SPrép., modifiés ou 
non, font d’office partie de la catégorie « plusieurs_mots ».  
Premièrement, quant à l‘interaction  entre ATTRIBUT_CAT, 
MODIFICATION_ATTRIBUT et LANGUE, nous pouvons être bref. Comme nous l’avons déjà 
constaté dans la partie III, consacrée à l’analyse bivariée, les AS adjectivaux et nominaux 
modifiés sont, dans les deux langues, plus communs du côté des copules prototypiques685. 
Cette différence entre absence de modification et présence de modification ne se retrouve 
pas (si clairement) pour les AS prépositionnels. Vu que la modification de l’AS 
prépositionnel porte dans la vaste majorité des cas sur la modification du nom tête 
interne à l’AS prépositionnel, il n’est pas tout à fait etonnant de constater que l’AS 
prépositionnel, tant non modifié que modifié, est toujours associé aux semi-copules.  
 
                                                     
685 Cela ne vaut évidemment pas pour les AS nominaux néerlandais, qui se trouvent de toute façon du côté des 
copules prototypiques. 
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En deuxième lieu, nous examinons de plus près l’interaction entre SUJET_ANIM, 
MODIFICATION_ATTRIBUT et LANGUE. Nous le faisons à l’aide du mosaic plot suivant, qui 
croise les variables COPULARITE, LANGUE, SUJET_ANIM et MODIFICATION_ATTRIBUT :  
 
Figure 75 Association entre la copularité, la langue, l’animéité du sujet et la modification de 
l’AS 
 
Voici le Tableau 142 avec les chiffres bruts : 
 
Tableau 142 COPULARITE*LANGUE*SUJET_ANIM*MODIFICATION_ATTRIBUT 
COPULARITE LANGUE SUJET_ANIM MODIFICATION Fréquence 
copule_prototypique FRANÇAIS animé modifié 308 
semi_copule FRANCAIS animé modifié 262 
copule_prototypique NEDERLANDS animé modifié 186 
semi_copule NEDERLANDS animé modifié 393 
copule_prototypique FRANÇAIS inanimé modifié 534 
semi_copule FRANCAIS inanimé modifié 198 
copule_prototypique NEDERLANDS inanimé modifié 384 
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semi_copule NEDERLANDS inanimé modifié 219 
copule_prototypique FRANÇAIS animé non_modifié 245 
semi_copule FRANCAIS animé non_modifié 504 
copule_prototypique NEDERLANDS animé non_modifié 201 
semi_copule NEDERLANDS animé non_modifié 439 
copule_prototypique FRANÇAIS inanimé non_modifié 389 
semi_copule FRANCAIS inanimé non_modifié 236 
copule_prototypique NEDERLANDS inanimé non_modifié 344 
semi_copule NEDERLANDS inanimé non_modifié 460 
 
On observe que, dans les deux langues, la combinaison [sujet inanimé + modification 
de l’AS] est nettement surreprésentée pour les copules prototypiques, tandis qu’on trouve 
une sous-représentation de ce patron du côté des semi-copules. Cela confirme ce que nous 
avons déjà trouvé séparément pour l’animéité du sujet et la modification de l’AS dans la 
partie III. Inversement, dans les deux langues, la combinaison [sujet animé + absence de 
modification de l’AS] est sous-représentée pour les copules prototypiques et 
surreprésentée pour les semi-copules. Jusque-là, rien de nouveau.  
Ensuite, nous constatons, en accord avec nos attentes, que les patrons [sujet inanimé + 
AS non modifié] et [sujet animé + AS modifié] sont plutôt associées aux copules 
prototypiques en français (cf. la surreprésentation de ces cellules pour les copules 
prototypiques françaises et la sous-représentation de ces mêmes cellules pour les semi-
copules françaises). Ce qui est peut-être plus étonnant, c’est que cela n’est pas vraiment 
le cas en néerlandais (cf. la sous-représentation de ces cellules pour les copules 
prototypiques néerlandaises et la surreprésentation de ces mêmes cellules pour les semi-
copules néerlandaises). Ce résultat obtenu pour les semi-copules néerlandaises vaut 
également si nous vérifions indépendamment les AS adjectivaux et les AS prépositionnels. 
Si nous creusons encore plus le sujet, nous observons, pour la cellule [sujet animé + AS 
modifié], que : 
• En ce qui concerne l’AS adjectival, c’est surtout le verbe raken qui alimente la 
cellule [sujet animé + AS modifié] pour les semi-copules néerlandaises 
(115/146). 
• En ce qui concerne l’AS prépositionnel, ce sont surtout les verbes gaan et komen 
qui alimentent la cellule [sujet animé + AS modifié] pour les semi-copules 
néerlandaises (199/244). Cf. par exemple :  
(822) Wij < gaan > graag met u in gesprek over hoe wij deze vorm van racisme het beste kunnen 
bestrijden. (SE) 
Puis, pour ce qui est du patron [sujet inanimé + AS non modifié] : 
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• En ce qui concerne l’AS adjectival, nous observons de nouveau qu’il s’agit dans 
la majorité des cas de particules en position d’AS (193 / 258). Cela confirme ce 
qui a été dit supra, pour l’interaction 
SUJET_ANIM*ATTRIBUT_MOT_UNIQUE*LANGUE. 
• En ce qui concerne l’AS prépositionnel, c’est surtout le verbe komen qui alimente 
la cellule [sujet inanimé + AS non modifié] pour les semi-copules néerlandaises 
(95/199). Cf. par exemple : 
(823) De Rotterdamse terminal van het Noorse tankopslagbedrijf < kwam > vorige week in de 
problemen […]. (SE) 
En somme, l’inaniméité du sujet et la modification de l’AS se renforcent dans les deux 
langues, dans la mesure où cette combinaison de traits est très caractéristique des copules 
prototypiques (cf. aussi la partie III, sections 7.1.2 et 7.5). Or, en néerlandais, les effets 
indépendants, à savoir l’inaniméité du sujet sans modification de l’AS ou la modification 
de l’AS sans l’inaniméité du sujet, ne pointent pas aussi clairement vers la copularité 
prototypique. Cela est bel et bien le cas en français. 
12.3 Bilan : la copularité 
Au terme de ce long parcours au cours duquel nous avons effectué une analyse de groupe 
et une analyse de régression, nous établissons le bilan concernant la copularité 
prototypique. Cette conclusion ne sera pas encore le bilan final, car la discussion de la 
copularité sera encore complétée par les résultats provenant de l’analyse de la 
productivité (qui se situe plutôt au niveau lexical). 
En ce qui concerne l’analyse Behavioral Profile, nous ne répétons plus ici en détail tous 
les constats qui ont déjà été présentés dans la section 11.4. Nous nous contentons de 
récapituler la figure suivante (cf. la section 11.4), qui oppose la catégorie des copules 
prototypiques à celle des semi-copules :   
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Figure 76 Catégorie des copules prototypiques vs catégorie des semi-
copules 
 
Tout d’abord, la catégorie des copules prototypiques s’avère plus homogène que celle 
des semi-copules, où l’analyse de groupe distingue le plus souvent plusieurs groupes 
semi-copulatifs. Cela suggère que les verbes attributifs prototypiques convergent sur des 
caractéristiques relativement semblables, tandis que les semi-copules se comportent de 
façon plus hétérogène. En d’autres mots, la copularité prototypique est relativement 
uniforme, et cela pour l’ensemble des deux langues examinées. 
Ensuite, l’analyse de groupe a révélé, à côté des critères de copularité a priori 
dichotomisants, qui sont en général reconnus dans la littérature, un certain nombre de 
critères a priori non dichotomisants, qui opposent le profil distributionnel des copules 
prototypiques à celui des semi-copules. Dans ce cas, il ne s’agit pas de restrictions absolues 
(détectables à l’aide de tests linguistiques), mais de tendances d’ ‘association 
préférentielle’, qui sont observables dans des corpus. 
Parmi les critères de copularité a priori dichotomisants, nous comptons : 
(1) la possibilité de pronominalisation de l’AS par le/dat/het 
(2) la possibilité d’entrer dans des constructions non prédicationnelles, telles 
que notamment les spécificationnelles 
(3) la possibilité de se combiner avec des AS de type SN 
Les copules prototypiques sont caractérisées par les traits (1), (2) et (3), tandis que les 
semi-copules ne le sont pas. Ces critères permettent donc d’opposer la catégorie des 
copules prototypiques à la catégorie des semi-copules.  
copules prototypiques semi-copules 
cx 
attributive 
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A cela s’ajoutent les critères de copularité a priori non dichotomisants, qui indiquent 
des ‘associations préférentielles’ de traits distributionnels aux copules prototypiques ou 
aux semi-copules. D’une part, ces critères distinctifs qui émanent de l’analyse de groupe 
établissent des ‘contrastes partiels’, qui permettent d’opposer un sous-ensemble des 
copules prototypiques à un sous-ensemble des semi-copules. Nous renvoyons à la section 
11.4 pour une discussion plus approfondie. 
D’autre part, certains critères de copularité a priori non dichotomisants permettent 
d’opposer les copules prototypiques aux semi-copules (tous verbes confondus) comme 
deux catégories ‘monolithiques’, à l’instar des critères de copularité a priori 
dichotomisants. A partir de l’analyse de groupe, nous avons défini une opposition d’ 
‘association préférentielle’ entre copules prototypiques et semi-copules, par le biais des 
variables ATTRIBUT_CAT et SUJET_ANIM. Ainsi, nous pouvons formuler les critères de 
copularité suivants :  
(4) les copules prototypiques sont plutôt associées à l’AS nominal  
(5) les copules prototypiques sont plutôt associées aux sujets inanimés 
A l’opposé des copules prototypiques, les semi-copules sont au moins associées à une des 
catégories suivantes : l’AS prépositionnel et/ou le sujet animé. 
Remarquons que la catégorie adjectivale de l’AS est identifiée comme une catégorie 
intermédiaire, voire unificatrice, faisant le pont entre les copules prototypiques et les 
semi-copules. En d’autres mots, l’AS adjectival représente le socle commun entre les 
copules prototypiques et les semi-copules. 
Ensuite, l’analyse de régression logistique binaire nous a permis de confirmer 
l’importance des critères (4) et (5), tout en peaufinant la liste par des interactions liées à 
la langue, permettant de fournir quelques précisions de type contrastif sur la notion de 
copule prototypique. Concrètement, nous avons vérifié l’interaction entre les variables 
ATTRIBUT_CAT, SUJET_ANIM et LANGUE. La première figure ci-dessous visualise la 
construction attributive française :   
 
  
 556 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 77 Catégorie des copules prototypiques vs catégorie des semi-copules (français) 
 
Nous trouvons la même opposition entre AS nominal (~ copules prototypiques) et AS 
prépositionnel (~ semi-copules) que nous avons découvert dans l’analyse de groupe. Or, 
ce qui saute aux yeux ici, c’est que, dans le patron [sujet inanimé + AS adjectival], l’AS 
adjectival n’est pas intermédiaire et se situe clairement du côté des copules 
prototypiques. On ne retrouve pas ce même phénomène pour la construction attributive 
néerlandaise, où l’AS adjectival ne se rapproche pas du prototype lorsqu’il s’allie à un sujet 
inanimé. Voici une deuxième figure qui visualise le continuum entre copule prototypique 
et semi-copule pour chaque combinaison néerlandaise [sujet + AS] :  
 
  
copules prototypiques semi-copules 
sujet inanimé + 
AS nominal 
sujet (in)animé + 
AS prép. 
sujet animé + 
AS adjectival 
sujet animé + 
AS nominal  
/ sujet inanimé 
+ AS adjectival 
construction attributive française 
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Figure 78 Catégorie des copules prototypiques vs catégorie des semi-copules (néerlandais) 
 
Nos données suggèrent que cette différence entre le français et le néerlandais est en 
grande partie due à la construction à particule du néerlandais. Au sein de cette 
construction, les semi-copules à AS adjectival se combinent avec des sujets inanimés. 
Etant donné que le français ne dispose pas de ce type de patron, l’AS adjectival est plus 
proche de la copularité prototypique qu’en néerlandais. Evidemment, ce constat vaut 
uniquement si on définit la copularité prototypique comme la distinctivité maximale par 
rapport à son contraire, la catégorie des semi-copules. De futures études devront éclaircir 
comment cela affecte le processus de copularisation diachronique en français et en 
néerlandais. 
 
 
copules prototypiques semi-copules 
sujet (in)animé + 
AS nominal  
sujet (in)animé + 
AS prép.  
sujet (in)animé + 
AS adjectival 
construction attributive néerlandaise 
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Partie V : Structure de la famille des verbes 
attributifs à l’aune de la productivité de l’AS et 
corrélation des mesures de productivité 
Après avoir exploré dans la partie IV la structure de la famille de verbes attributifs sur la 
base d’une série de traits distributionnels, nous examinerons dans cette partie la 
structure de cette famille à partir de la productivité de la position AS de chaque micro-
construction attributive (raken, tomber etc.). En même temps, cet examen de productivité 
nous permettra également de faire quelques constats plus théoriques concernant les 
mesures de productivité utilisées. 
Dans un premier temps, nous présenterons un survol du champ d’étude de la 
productivité dans le chapitre 13. Ensuite, nous parcourrons dans le chapitre 14 les 
différentes mesures de productivité que nous appliquerons à nos données. Enfin, le 
chapitre 15 proposera une analyse détaillée du productivity complex (Zeldes 2012), c’est-à-
dire une étude de la productivité de la position AS sous plusieurs angles.      
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 13 Etat de la question 
Dans un premier temps, nous consacrons quelques mots introductifs à l’importance 
générale du phénomène de productivité en linguistique et la façon dont elle délimite le 
possible dans une lange. En effet, la productivité est au cœur de ce qui est le propre de la 
langue. D’une part, la langue présente certaines régularités en apparence ‘systémiques’. 
Pensons par exemple aux alternances constructionnelles686 (cf. les alternances entre la 
construction active et la construction passive ou entre la construction à double objet et la 
construction à objet prépositionnel en néerlandais etc.) ou aux équivalences sémantiques 
telles que kapot gaan / stuk gaan (litt. ‘aller cassé’), qui semblent impliquer une possibilité 
de substitution paradigmatique sémantiquement cohérente et ‘exhaustive’ au niveau du 
complément verbal (c’est-à-dire, tous les membres adjectivaux de la classe sémantique 
« destruction / désintégration » devraient pouvoir se substituer à kapot dans kapot gaan). 
D’autre part, ces régularités sont en même temps déficientes, car elles sont soumises à 
certaines restrictions (absolues ou ‘statistiques’ / probabilistes), qui, le plus souvent, ne 
sont pas prédictibles à partir de nos connaissances du monde extra-linguistique ou même 
certaines généralisations sémantiques ou formelles. En guise d’exemple, nous reprenons 
les deux cas de figure évoqués ci-dessus :  
1. alternance constructionnelle 
Tous les verbes apparaissant dans la construction à double objet ne peuvent pas 
figurer dans la construction à objet prépositionnel et vice versa (cf. par exemple 
Colleman 2009), malgré une zone de chevauchement importante entre les deux 
constructions, p.ex. le verbe geven : Ik geef Jan mijn boek. vs Ik geef mijn boek aan Jan. 
(exemples construits) 
  
 
                                                     
686 Nous faisons ici abstraction des variables (autres que le verbe qui occupe le slot verbal) qui conditionnent la 
préférence pour une des deux constructions de l’alternance dans un contexte donné. 
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2. généralisation sémantique 
L’existence de verloren gaan (litt. ‘aller perdu’) n’implique pas automatiquement 
que l’expression sémantiquement très proche *verdwenen gaan687 (litt. ‘aller 
disparu’) est également acceptable. Dans la même veine, nous pouvons également 
référer à Zeschel 2012, 6‑7 pour une argumentation similaire à propos de go mad / 
insane / etc. 
Ce phénomène est connu dans la littérature sous le nom de productivité partielle (cf. 
Goldberg 1995, Goldberg 2016, Barak et Goldberg 2017 etc.). La productivité partielle fait 
référence au paradoxe que les locuteurs natifs sont capables de généraliser au-delà de 
l’input linguistique qu’ils reçoivent, ainsi effectuant occasionnellement l’extension du slot 
de la construction vers de nouveaux types, mais ils évitent en même temps des 
surgénéralisations qui seraient perçues comme peu naturelles. Cette notion de 
productivité partielle peut être mise en rapport avec la distinction entre mots actuels / 
réalisés et mots possibles d’après Aronoff 1976, cf. la section 13.1.1.1 infra. Plus précisément, 
la productivité est seulement partielle, car tout le potentiel de productivité auquel on 
pourrait logiquement s’attendre n’est pas réalisé dans l’usage réel, attesté. Selon le cas, 
ce potentiel est susceptible d’être défini plus ou moins différemment, ce qui donne 
inévitablement lieu à une certaine arbitrarité dans la délimitation du domaine de 
productivité possible.  
Premièrement, le potentiel non réalisé d’une construction pourrait être identifié grâce 
à l’ensemble des types uniquement attestés dans une autre construction qui est 
fonctionnellement équivalente (= une perspective comparative constructionnelle). 
Deuxièmement, ce potentiel non réalisé est susceptible d’être délimité, à l’intérieur d’une 
construction donnée, par le biais de l’incomplétude des classes sémantiques / 
morphosyntaxiques / formelles qui sont généralisables à partir des types établis (au sein 
du slot de la construction) dans l’usage688. Cette deuxème option se distingue des autres, 
car elle reconnaît implicitement qu’un slot peut atteindre une « productivité complète » 
au sein d’un « domaine de productivité » plus réduit, qui est délimité par certaines 
contraintes sémantiques / formelles (cf. Barðdal 2008).  
Une troisième possibilité d’appréhender la productivité partielle serait de prendre en 
considération les restrictions sémantiques / formelles absolues qui pèsent sur l’aptitude 
à l’extensibilité vers de nouveaux types, par exemple l’impossibilité qu’une semi-copule 
néerlandaise se combine avec un AS nominal (à part quelques exceptions non standards, 
comme kampioen raken) et d’envisager la situation hypothétique de productivité complète 
 
                                                     
687 Evidemment, cela ne veut pas dire que verloren (‘perdu’) et verdwenen (‘disparu’) seraient identiques dans 
chaque contexte. 
688 Notons que ceci présuppose l’existence de classes sémantiques ‘ontologiques’, à différents niveaux de 
granularité, qui valent pour tout le lexique. 
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où toutes ces restrictions tombent. La productivité est alors partielle en fonction du 
nombre de restrictions (= classes sémantiques bien circonscrites, contraintes formelles) 
et non pas en fonction de ‘l’espace de productivité restant’, compte tenu des contraintes 
‘absolues’ qui s’imposent (cf. la deuxième proposition d’opérationnalisation ci-dessus). 
Clairement, l’idée du potentiel de productivité ou, dans une veine similaire, la tension entre 
généralisation et surgénéralisation, quoique souvent subrepticement présente dans 
beaucoup d’analyses de productivité, n’est pas facile à opérationnaliser de façon 
univoque : nous y reviendrons brièvement infra.    
Ensuite, nous souhaitons mettre en évidence l’importance de la notion de productivité 
pour l’étude des verbes copules. Ce qui est extrêmement intéressant dans le cas des verbes 
attributifs du point de vue de la productivité, c’est que ces micro-constructions 
attributives sont d’une productivité variable, allant d’une productivité ‘minimale’ à une 
productivité ‘maximale’ (en matière de type frequency et d’hapax frequency, cf. infra) au 
niveau de leur slot AS. Ainsi, le slot AS des copules prototypiques (être, zijn et, dans une 
moindre mesure, devenir, worden, rester, demeurer, blijven) est ouvert à tout un éventail 
de types AS différents, tandis que le slot AS des semi-copules serait doté d’un degré 
d’ouverture inférieur, étant donné que la position AS est dans le cas des semi-copules 
soumise à toutes sortes de contraintes morphosyntaxiques et sémantiques, ainsi qu’à des 
effets de conventionnalisation. En d’autres mots, la position AS des semi-copules n’est que 
partiellement productive (cf. partial productivity) par rapport à ces contraintes et constitue 
de ce fait un cas d’étude intéressant concernant (les limites de) l’extensibilité vers de 
nouveaux types (cf. infra), ce qui est l’essentiel d’un ‘usage productif’. Ceci entre en 
opposition avec les copules prototypiques, en particulier la copule par excellence 
être/zijn, qui est présumée être ‘complètement productive’ et représente en quelque sorte 
le potentiel de productivité maximal qui peut être atteint par un verbe attributif. Du point de 
vue de la copularité, on pourrait dire que la productivité constitue un des critères qui 
permettent de délimiter la classe des semi-copules. Il s’ensuit que la productivité est un 
instrument clé (parmi d’autres) pour pouvoir regrouper les différentes micro-
constructions (être, tomber, raken etc.) en fonction de leur copularité. 
En dernier lieu, nous mentionnons encore quelques partis pris théoriques, qui sous-
tendent les analyses que nous proposerons. Premièrement, la présente étude souscrit à 
l’hypothèse que des informations ‘combinatoires’ et quantitatives à propos de l’usage 
d’une construction sont mentalement stockées par les locuteurs, ce qui leur permet 
d’utiliser une construction conformément à la productivité et aux limites de la 
productivité de cette construction (cf. Zeldes 2012, 8). Secondement, nous préconisons 
que la productivité est graduelle et doit toujours être interprétée de façon comparative : 
‘X est moins/aussi/plus productif que Y’. Cela implique également qu’il est difficile de 
définir une productivité complète de manière ‘absolue’. Dans le domaine attributif, nous 
affirmons que le slot AS qui représente ‘la productivité maximale’ appartient aux micro-
constructions à copule prototypique (être/zijn et, par extension, devenir/worden, 
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rester/demeurer/blijven). Il n’empêche que le slot d’une construction peut 
être ‘complètement productif’ dans un secteur sémantique / catégoriel / formel plus 
spécifique, cf. la notion de cohérence sémantique dans Barðdal 2008689. 
13.1 Les mesures de productivité ‘classiques’ 
Cette section introduit trois mesures de productivité ‘classiques’, à savoir la type frequency, 
l’hapax frequency et l’hapax_type_ratio (cf. les articles de Baayen qui traitent de ce sujet et 
qui seront commentés dans les sections à venir). Nous nous concentrons ici sur les 
mesures de productivité les plus importantes, qui seront également utilisées dans notre 
propre étude infra (cf. le chapitre 14 pour un aperçu exhaustif des mesures employées), 
en laissant de côté d’autres mesures d’une importance plus secondaire, comme l’hapax-
conditioned degree of productivity (Baayen 2009, 902) etc. Zeldes 2012 propose une validation 
de l’application de ces mesures de productivité, qui ont vu le jour dans les études en 
morphologie, à des constructions argumentales (au niveau ‘syntaxique’), telles que la 
construction attributive. Elles sont donc tout à fait pertinentes pour notre sujet ici.  
En outre, Zeldes 2012 met l’accent sur le fait que la productivité soit une notion 
multidimensionnelle, d’où le terme Productivity Complex, c’est-à-dire une seule mesure de 
productivité ne suffit en général pas pour saisir toute la complexité de la productivité du 
slot / des slots d’une construction. Il est donc impératif de prendre en considération toutes 
les mesures de productivité, afin de capter toutes les dimensions de variation possibles, 
quitte à constater que certaines mesures s’avèrent redondantes par rapport à d’autres 
pour la construction examinée et apportent peu de nouvelles informations. Dans le 
chapitre 15, nous effectuerons une analyse en composantes principales, qui répondra à 
cette question pour nos données. 
Ensuite, nous aborderons deux problématiques connexes, qui sont très liés au sujet 
central des mesures de productivité ‘classiques’. Tout d’abord, nous examinerons à partir 
d’une sélection de la littérature scientifique le rôle de la token frequency, qui sera 
considérée comme une mesure d’anti-productivité lors de nos analyses (cf. infra). En 
particulier, la relation entre la token frequency et la notion d’entrenchment (‘ancrage 
cognitif’) sera passée au crible. En dernier lieu, nous passons à une mise en perspective 
importante, qui met en lumière le phénomène de la dépendance de la taille d’échantillon, 
qui affecte la plupart des mesures de productivité. Nous parlerons à cette occasion 
 
                                                     
689 Evidemment, ceci dépend énormément de la définition / délimitation de ce secteur qu’on propose.  
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brièvement de certaines techniques d’extrapolation, qui permettent (en théorie) de 
contourner ce problème de dépendance. 
 
13.1.1 Type frequency et hapax frequency 
Cette section offre une introduction très concise à propos de deux mesures de 
productivité phares, en grande partie associées aux travaux de H. Baayen, à savoir la type 
frequency et l’hapax frequency. Ces mesures de productivité connaissent de nos jours une 
application très généralisée et sont reprises dans chaque étude qui se fixe l’objectif de 
mesurer la productivité d’une entité linguistique.  
13.1.1.1 Type frequency 
Introduisons d’abord le concept de la type frequency, mesurée pour un certain nombre de 
tokens N appartenant à la catégorie examinée (cf. in-category vocabulary, Zeldes 2012, 57). 
Elle reflète le nombre de types distincts qu’on peut distinguer au sein du slot d’une 
construction. En général, les types équivalent aux différents lemmes reconnus au sein du 
slot d’une construction. Ainsi, un type peut rassembler différentes ‘réalisations’ au niveau 
des tokens (= les exemples du corpus), qui sont vues comme des variantes du même type 
sous-jacent. Par exemple, le niveau du type nous permet de faire abstraction du nombre 
et du genre d’un lexème (singulier vs pluriel / masculin vs féminin) tels qu’ils se 
manifestent dans un exemple concret, ainsi rattachant ces exemples au même type. De 
cette façon, le concept du type est efficace pour ‘extraire’ les oppositions entre tokens qui 
sont pertinentes du point de vue de la productivité. Enfin, il importe de mentionner que 
la type frequency, tout comme l’hapax frequency (cf. la section suivante), est dépendante de 
la taille d’échantillon choisie : « […] V(C,N) is a sample-based estimator for the number of 
types from a category C which we expect to find in N tokens ot a certain type of text. With 
growing N, the measure V will grow increasingly slowly […] » (Zeldes 2012, 55). Nous 
reviendrons sur ce point dans la section 13.1.4 ci-dessous. 
Il est communément admis que la type frequency corrèle positivement avec la 
productivité : un nombre de types élevé est ainsi, souvent, un indice de productivité. 
Néanmoins, cette mesure a aussi quelques limitations. Premièrement, la type frequency 
montre très bien l’ étendue de l’usage attesté au sein du slot examiné (cf. la ‘généralité’ du 
schéma), mais dirait relativement peu à propos de l’extensibilité vers de nouveaux types 
(sauf indirectement, par le biais de sa relation avec l’hapax frequency, cf. infra). En d’autres 
mots, la type frequency ne prend pas en considération le taux avec lequel les nouveaux 
types sont introduits dans la langue (Sandell 2015, 32). Or, l’aptitude d’un schéma à former 
de nouvelles occurrences constitue la définition même de la productivité, comme nous le 
verrons dans la section 13.1.1.2. Deuxièmement, la type frequency ne nous enseigne rien 
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sur les token frequencies de ces types690. Il y a un consensus assez répandu (cf. infra) pour 
affimer que les types à token frequency élevée contriburaient peu à la productivité du 
schéma plus englobant, car ces types auraient acquis une représentation mentale très 
ferme au niveau de leur exemplar individuel et seraient moins facilement reconnus comme 
une instanciation du schéma ‘plus abstrait’, ce qui fait qu’ils ne renforcent pas l’ancrage 
cognitif de ce schéma plus englobant (c’est-à-dire, à un niveau de schématicité plus élevé). 
Pour cette raison, nous parlerons dans ce cas d’anti-productivité. La type frequency met tous 
les types sur un pied d’égalité, sans différenciation en fonction de leurs token frequencies 
respectives. Troisièmement, certaines constructions peuvent être assez productives dans 
un domaine (sémantique / catégoriel / formel) spécifique, en dépit d’une type frequency 
assez basse de façon ‘absolue’ (cf. Zeldes 2012, 50). Barðdal 2008 a expliqué ce phénomène 
en introduisant la notion de cohérence sémantique691 : si les types recensés s’inscrivent dans 
un domaine de productivité bien délimité, par exemple en raison de la similarité 
sémantique entre ces types, il serait plus facile d’opérer, par analogie, une extension vers 
un nouveau type (sémantiquement/formellement) apparenté. Ainsi, un degré de 
productivité élevé peut être atteint au sein de ce domaine de productivité particulier, 
malgré un nombre de types relativement bas (cf. Barðdal 2008, 38). Cette approche met la 
productivité en rapport avec une analyse sémantique des types attestés (cf. aussi les 
conditions d’extensibilité mises en avant par Suttle et Goldberg 2011, qui intègrent 
également la perspective sémantique dans la discussion et qui seront abordées dans la 
section 13.1.1.2). 
Nous pouvons pousser cette dernière réflexion plus loin encore, en reformulant la 
question de la type frequency de la manière suivante : dans quelle mesure les types attestés 
dans l’usage réalisent-ils tout le potentiel (en matière de types) des classes sémantiques 
identifiées (ou d’autres types de catégories identifées) ? De cette façon, on abandonnerait 
la quantification ‘absolue’ des types en faveur d’une méthodologie qui met l’accent sur la 
mesure dans laquelle tous les types ‘possibles’, c’est-à-dire tous les types qu’on pourrait 
attendre à partir des (limites des) généralisations sémantiques / catégorielles / formelles 
etc. qu’on peut déduire des types attestés dans le slot, sont effectivement acceptables pour 
le locuteur lambda. Cette approche a pour avantage qu’elle peut rendre compte du fait 
que certains domaines sémantiques ont, de toute façon, moins de types ‘à offrir’ que 
d’autres (parfois pour des raisons extra-linguistiques) : ce qui compte surtout, c’est la 
mesure dans laquelle les types attestés dans l’usage épuisent le potentiel des classes 
 
                                                     
690 Contrairement aux hapax, cf. infra, qui sont des types distincts dotés d’une token frequency bien circonscrite. 
691 Cette notion de coherence sémantique est déjà relevée par d’autres chercheurs avant Barðdal 2008, cf. Aronoff 
1976, résumé dans Baayen 1992 : « The words generated by the more productive rules arc semantically highly 
predictable, formations covered by the less productive and unproductive rules are often characterized by 
various unpredictable readings » (Baayen 1992, 109). 
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sémantiques identifiées (ou d’autres catégories morphosyntaxiques / formelles qui sont 
pertinentes pour la ‘structuration’ du slot en question). Concrètement, on opposerait 
ainsi, par exemple, kapot gaan (= type attesté dans l’usage ; litt. ‘aller cassé’) à 
*vernield/gebroken/geschonden gaan692, des types qui ne sont pas acceptables, mais qui, de 
par leur proximité sémantique par rapport à kapot (et d’autres types attestés dans l’usage, 
tels que stuk, naar de vaantjes etc., qui font tous référence à un état de ‘destruction’ / 
‘désintégration’), pourraient être qualifiés de potentiellement possibles mais non réalisés 
dans l’usage réel693. Ainsi, on pourrait obtenir un ratio entre types réalisés V et types possibles 
S (= types réalisés + types potentiellement possibles mais non réalisés dans l’usage réel694), 
à l’exemple du ratio695 I = 
V
S
 proposé par Aronoff 1976 (pour des analyses de productivité 
en morphologie). Reproduisons ci-dessous la définition originelle de l’index de 
productivité, tel qu’il a été conçu par Aronoff : 
If we want to compare the productivity of two WFRs [= Word Formation Rule], we 
may simply make lists of the words formed by the respective processes and add 
them up. The longer the list, the more productive the WFR. An immediate objection 
to this method, however, is that it isn’t fair: it doesn’t taken into account the fact 
that there are morphological restrictions on the sorts of words one may use as the 
base of certain WFRs. Thus, #ment and +ion both form nouns from verbs 
(detachment, inversion), but the latter is restricted to latinate verbs. There is a 
simple way to take such restrictions into account: we count up the number of words 
which we feel could occur as the output of a given WFR (which we can do by 
counting the number of possible bases for the rule), count up the number of actually 
 
                                                     
692 Evidemement, on pourrait argumenter que, dans ce cas, la catégorie pertinente n’est pas la classe sémantique 
de l’état de destruction, mais la classe sémantique de l’état de destruction à l’exclusion des participes 
adjectivaux (tels que vernield/gebroken/geschonden). Ainsi, on combinerait deux types de catégories : une 
catégorie sémantique et une catégorie morphosyntaxique. Ceci met en évidence les difficultés 
d’opérationnalisation de cette approche, qui sont commentées infra. 
693 Une autre façon de concevoir le potentiel non réalisé serait d’adopter un point de vue diachronique, en 
parlant d’un potentiel synchronique qui semble, avec différents degrés de probabalité selon le cas, réalisable 
dans le futur, sans que cette actualisation doive nécessairement avoir lieu. Cf. aussi Perek 2016, qui prédit 
l’apparition de nouveaux types dans les « espaces sémantiquement denses ». 
694 Une autre possibilité est de voir S comme ‘le complémentaire’ de V. Dans ce cas, S dénote uniquement les 
types potentiellement possibles mais non réalisés dans l’usage réel (cf. Dal 2003, 13). 
695 Nous empruntons la formule à Baayen et Lieber 1991 : I = l’index de productivité, V = le nombre de types et S 
= le nombre de types auxquels la règle de formation lexicale (la définition se concentre sur les applications en 
morphologie) peut en théorie donner lieu, sans que toutes ces possibilités soient pour autant réalisées dans 
l’usage (cf. Baayen et Lieber 1991, 803). Ce ratio est surtout utile pour les cas de figure moins productifs, où il y a 
effectivement une différence entre V et S. Dans le cas d’une productivité complète au sein d’un domaine de 
productivité spécifique, V égalerait S. Si (presque) chaque type disponible dans la langue est en principe possible, 
S devrait tendre vers l’infini, ce qui rend le ratio peu pratique pour ce cas de figure.  
 
 568 
occurring words formed by that rule, take a ratio of the two, and compare this with 
the same ratio for another WFR. In fact, by this method we could arrive at a simple 
index of productivity for every WFR : the ratio of possible to actually listed words 
(Aronoff 1976, 36). 
Cf. aussi la distinction plus ou moins analogue entre profitability ( le ‘potentiel réalisé’) 
et availability ( le ‘potentiel’) opérée par Bauer 2001 (cité dans Zeldes 2012, 35‑36 & 
Hüning 2010, 55). En guise de conclusion, voici un tableau récapitulatif qui décrit V et S, 
réinterprétés d’après notre propre terminologie : 
 
Tableau 143 V et S selon Aronoff 
Aronoff 
V S 
le nombre de types qu’on trouve 
dans la population (= la totalité de 
l’usage ‘réel’, ‘établi’) 
le nombre de types qu’on trouve dans la population (= la totalité de 
l’usage ‘réel’, ‘établi’) + le nombre de types potentiellement 
possibles (compte tenu des restrictions / limites des généralisations 
qui s’imposent), mais non réalisés dans l’usage ‘réel’, ‘établi’696 
 
Notons que Baayen propose, nous semble-t-il, une élaboration légèrement différente 
de ce ratio d’Aronoff, qui est plus axée sur la problématique de l’échantillonage. D’après 
son point de vue, le nombre estimé de types possibles / potentiels ŜBaayen équivaut au 
nombre de types qui seraient attestés pour des tailles d’échantillon plus grandes que la 
taille d’échantillon empirique, plus particulièrement pour le cas où le nombre de tokens 
devient infiniment grand (cf. Baayen 1993, 183‑85)697.  Ainsi, ŜBaayen (au sens de Baayen, 
cf. « the estimated number of potential types » (Baayen 1993, 184) ou « the potentiel 
vocabulary size S » (Baayen 1992, 119)) a été conçu comme une approximation de SAronoff 
(au sens d’Aronoff). En outre, Baayen 1992 affirme que sa mesure  (=  
ŜBaayen
VBaayen
)698 est 
l’inverse de l’index de productivité d’après Aronoff 1976 (cf. Baayen 1992, 121). La valeur 
ŜBaayen, définie comme lim
N → ∞
V(N), peut tendre vers l’infini (tout est ‘potentiellement 
 
                                                     
696 Nous faisons ici abstraction de la discussion si les emplois créatifs / intentionnels tombent également sous le 
‘potentiel’ d’une règle de formation lexicale. La distinction entre productivité et créativité opérée par certains 
chercheurs nous semble assez artificielle. 
697 Nous reprendrons ce sujet dans la section 13.1.4, qui introduira la problématique de l’extrapolation au-delà de 
la taille d’échantillon empiriquement attestée.   
698 VBaayen = le nombre de types qu’on trouve dans un corpus / échantillon de N tokens. A notre avis, VBaayen 
n’équivaut pas nécessairement à VAronoff. 
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possible’) ou peut converger vers une valeur finie (l’inventaire des types est clos). Dans le 
cas de non-productivité, la différence entre ŜBaayen et VBaayen est censée être petite 
(l’inverse est vrai pour des processus productifs) (Baayen 1992, 119). Dans la mesure où le 
modèle qui estime ŜBaayen permet d’estimer des probabilités d’occurrence de types
699 qui 
sont tellement basses que la token frequency attendue de ces types (pour N → ) est 
inférieure à 1, c’est-à-dire ils ne se réalisent pas (cf. Zeldes 2012, 79), ŜBaayen inclut 
également des types potentiellement possibles mais non réalisés dans l’usage réel700. 
Cependant, il nous semble que l’augmentation du nombre de tokens jusqu’à un nombre 
qui tend vers l’infini, cf. la définition lim
N → ∞
V(N) , ne peut en principe pas nous permettre 
de voir ‘apparaître’ les types potentiellement possibles mais non réalisés dans l’usage réel, 
car ces types ne devraient pas être attestés dans des tokens synchroniques : ils sont censés 
être cantonnés au royaume du potentiel (pour l’instant ?) non réalisé (sous la forme de 
tokens). A certains endroits, Baayen semble confirmer ce point de vue, en décrivant 
SBaayen (au sens de Baayen) plutôt comme « the population number of types » (cf. Baayen 
1992, 114 ; Baayen 2001, 206). Ainsi, il convient peut-être mieux de dire que ?̂?𝐵𝑎𝑎𝑦𝑒𝑛 (au 
sens de Baayen) est en fait plutôt une approximation fiable de V au niveau de la 
population (= le nombre de types réalisés dans l’usage), au-delà de la taille d’échantillon 
attestée. 
Toutefois, le ratio entre types réalisés et types possibles (= types réalisés + types 
potentiellement possibles mais non réalisés dans l’usage réel), tel que nous l’avons 
présenté nous-mêmes (dans le prolongement d’Aronoff 1976 et Barðdal 2008), n’est pas 
sans inconvénients. D’abord, les généralisations qu’on postule à partir des types attestés - 
en particulier, les classes sémantiques qu’on reconnaît dans les données à un certain 
niveau de granularité (= une généralisation sémantique) -, pourraient être sujettes à 
discussion (cf. aussi Zeschel 2012, 162 pour un aperçu des problèmes liés à la classification 
sémantique). De plus, il serait nécessaire de disposer d’un inventaire de toutes les classes 
sémantiques ‘ontologiques’ dans la langue, à différents niveaux de granularité, pour 
lesquelles on dispose à chaque fois d’une liste complète de tous les types qu’elles 
contiennent, afin de mesurer la différence entre la classe sémantique ‘complète’ et la 
classes sémantique telle qu’elle est (partiellement) attestée dans le slot de la construction 
examinée.  
A cela s’ajoute qu’il faudrait également pouvoir déterminer la liste complète de tous 
les types réalisés dans l’usage, ce qui se heurte le plus souvent aux limites du corpus, qui 
ne contient pas nécessairement, de façon exhaustive, tous les types qui sont utilisés par 
 
                                                     
699 Ce modèle part du principe d’une population de types w1,…, wS avec des probabilités d’occurrence π1,…, πS. 
700 En même temps, on pourrait également argumenter que les nouveaux types qui s’ajoutent encore après un 
nombre de tokens N très élevé, sont tellement rares qu’ils relèvent plutôt du possible que de l’usage réel, établi. 
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les locuteurs dans la construction examinée. Enfin, la frontière entre ce qui est 
réalisé dans l’usage et ce qui devrait être possible, mais n’est pas (encore ?) réalisé semble 
assez floue et est probablement graduelle et/ou sujette à des variations intra-
individuelles, tout comme les jugements d’acceptabilité dont ce procédé devrait 
nécessairement faire usage. En effet, les restrictions qui pèsent sur un slot ne sont souvent 
pas absolues, mais ‘statistiques’ / probabilistes. En somme, le ratio entre types réalisés et 
types possibles relève de la théorie linguistique et est, dans l’état actuel des connaissances 
méthodologiques, encore difficile à opérationnaliser. Dans la même veine, nous pouvons 
citer Zeschel 2012, qui aboutit à la même conclusion :  
Even though it is often easy to see that a construction appears to occur with words 
of certain similar meaning(s), pinning these meanings down at exactly ‘the right’ 
level of specificity and deciding which other lexical units could reasonably be 
expected to occur as possible exponents of these meanings is certainly much more 
challenging. (Zeschel 2012, 174)  
Pour cette raison pragmatique, nous n’adopterons pas cette approche dans la suite de 
notre étude, mais elle mériterait d’être explorée dans des études futures. 
13.1.1.2 Productivité potentielle et hapax frequency 
Après avoir creusé le sujet de la type frequency, nous passons à l’interprétation théorique 
de l’hapax frequency. Les hapax legomena sont les types qui apparaisent seulement une fois 
dans l’échantillon/le corpus. Une grande proportion d’hapax par rapport au nombre total 
de tokens est vue comme un signe de productivité. Plus précisément, le ratio 
nombre d′hapax V1
nombre de tokens N
 est connu sous le terme productivité potentielle ( ), cf. Baayen 2009.  
En morphologie, le nombre d’hapax legomena dans l’échantillon est communément 
interprété comme une estimation du nombre de néologismes (cf. Zeldes 2012, 60 et Dal 
2003, 17). Si l’affixe examiné est susceptible de produire beaucoup de néologismes (au 
sens d’innovations lexicales), cela impliquerait que ce schéma constructionnel particulier 
est fréquemment ‘appliqué’ / ‘sélectionné’ par les locuteurs (au détriment d’autres 
schémas constructionnels) et est alors doté d’un degré d’activation élevé dans le chef du 
locuteur701. Autrement dit, le schéma constructionnel abstrait est très ancré 
 
                                                     
701 En général, les combinaisons [base + affixe] dotées d’une token frequency très basse, néologisme ou non, 
seraient plus sujettes au parsing, ce qui renforce le degré d’activation de l’affixe en question (cf. Hay et Baayen 
2002). Ainsi, même les hapax qui ne sont pas des néologismes contribueraient à l’ancrage cognitif du schéma 
constructionnel plus englobant. Cf. aussi Baayen 2009 : « From a processing perspective, the hapax legomena 
represent the formations with the weakest traces in lexical memory. Consequently, it is for these words that 
comprehension and production is most likely to benefit from rule-driven processes » (Baayen 2009, 912). 
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cognitivement (cf. entrenchment) et serait, de ce fait, très ‘disponible’ pour de nouvelles 
formations lexicales702. Ainsi, l’estimation du nombre d’hapax rejoint parfaitement la 
définition habituelle de la productivité :  
[…] in the usage-based approach, linguistic productivity is usually defined as the 
likelihood that a constructional schema will be applied to new lexemes (Langacker 
2000: 26; Bybee 2010: 94). (Diessel et Hilpert 2016)  
Cette définition se focalise sur ce que Barðdal 2008 a nommé l’extensibilité d’un patron. 
En syntaxe, on ne parlerait plus de la formation de néologismes, mais le principe 
d’extensibilité reste le même. Logiquement, les constructions existant à un niveau de 
schématicité703 plus élevé (= une type frequency plus élevée au sein des slots de la 
construction + des types plus sémantiquement/formellement variables + la possibilité de 
postuler des sous-schémas à des niveaux inférieurs704) seront plus facilement extensibles, 
mais les deux notions ne sont pas à confondre :  
Schematicity may facilitate the generation of new forms, but it is the coining of new 
forms that constitutes productive usage. (Zeldes 2012, 37)  
Suttle et Goldberg 2011 examinent de façon plus précise les conditions sous lesquelles 
les locuteurs se sentent plus en confiance pour étendre la portée d’un slot à un nouveau 
type. Concrètement, les facteurs suivants favoriseraient d’après Suttle et Goldberg 2011 
l’acceptabilité de l’extension vers un nouveau type : 
 
1) Le locuteur doit être capable d’interpréter sémantiquement l’expression résultante. 
2) L’expression résultante ne peut pas entrer en conflit avec une autre expression déjà 
existante qui est plus ou moins équivalente et est déjà bien établie dans l’usage. Dans 
ce cas, le phénomène de statistical pre-emption risque de contrecarrer l’extension. 
3) Si le nouveau type est sémantiquement proche d’un type déjà attesté, cela facilite 
l’extension vers ce nouveau type. 
 
                                                     
702 Cf. aussi cette définition similaire de la notion de productivité (en morphologie) : « the likelihood that a speaker 
will call upon a given morphological construction when the speaker has no access to a pre-existing means of 
expressing a given concept » (Sandell 2015, 21). 
703 La schématicité concerne ici surtout la portée du slot de la construction, mais elle peut également faire 
référence au nombre de slots ‘abstraits’ dans la construction, ainsi opposant les schémas maximalement abstraits 
aux constructions qui sont (en partie) lexicalement spécifiées (cf. infra). 
704 D’après Barðdal 2008, un schéma qui regroupe différents sous-schémas (ce qui équivaut plus ou moins à 
l’existence de différentes classes sémantiques au sein du slot) sera plus extensible qu’un schéma sans sous-
schémas intermédiaires. 
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4) Un degré de schématicité élevé aurait un effet positif sur l’extensibilité d’une 
construction, cf. Barðdal 2008 ci-dessus. La schématicité se décompose en deux 
mesures constitutives, avec lesquelles elle corrèle positivement : 
a. la type frequency au sein du slot concerné. 
b. la variabilité705 au sein du slot concerné, à savoir la mesure dans laquelle les types 
attestés sont sémantiquement (ou formellement) différents. Ce facteur entre en 
interaction avec le facteur 3 : si la similarité sémantique avec un type déjà attesté 
est très élevée, une variabilité élevée a un effet négatif, car cela implique que le 
nouveau type est très éloigné sémantiquement des autres types attestés. Par 
contre, si la similarité sémantique d’un nouveau type avec un type déjà attesté est 
moyenne, une variabilité élevée des types attestés aurait un effet positif sur le 
potentiel d’extensibilité. Enfin, si le nouveau type est sémantiquement éloigné de 
tous les types déjà attestés, la variabilité ne joue plus vraiment un rôle 
déterminant. 
5) Coverage (‘couverture’)706 : une densité de types élevée dans l’espace (sémantique, 
formel) ‘couvert’ conjointement par le nouveau type et les types déjà attestés aurait 
également un effet positif sur le potentiel d’extensibilité vers ce nouveau type. 
Inversement, si cet espace commun est en grande partie vide, l’extension devient 
improbable. La notion de coverage est différente par rapport aux deux facteurs 
mentionnés sous 4, dans la mesure où ils ne prennent pas en compte la relation entre 
le nouveau type et les types déjà attestés. 
 
Suivant Perek 2016, qui propose une opérationnalisation diachronique du concept de 
coverage (‘couverture’), nous pouvons émettre l’hypothèse que les hapax legomena, dans la 
mesure où elles représentent véritablement les nouvelles extensions, devraient surtout 
apparaître au sein d’espaces sémantiques très denses (= riches en types sémantiquement 
proches). Concrètement, on pourrait, selon cette logique, s’attendre à ce que les classes 
sémantiques très peuplées contiennent plus d’hapax. Notons que Zeschel 2012 défend la 
même hypothèse :  
The hypothesis, then, was that creative extensions of a construction (i.e. hapaxes) 
are not scattered randomly across the semantic space covered by this construction, 
but that their distribution can be predicted from the distribution of established 
variants of the same construction (i.e. non-hapaxes) across semantic space. In 
 
                                                     
705 Lors de notre analyse sémantique, nous ne déterminerons pas les distances entre les types AS / les classes 
sémantiques, par exemple à l’aide de word space models (cf. Heylen et al. 2015), afin d’opérationnaliser cette idée 
de variabilité. Dans de futures études, nous aimerions ajouter cette perspective supplémentaire. 
706 Cette notion reprend en partie l’interaction entre variabilité et similarité mentionnée sous 4. 
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short : the more type frequent a particular semantic variant of a construction, the 
more novel coinages of the same semantic type are to be expected707. (Zeschel 2012, 
185)  
Or, l’équation entre hapax legomena et néologisme (= au niveau de la syntaxe, une 
extension récente vers un nouveau type au sein du slot de la construction) est sujette à 
discussion et, de façon plus importante, Baayen lui-même souligne que la signification 
réelle des hapax est ailleurs, même s’il n’abandonne pas tout à fait l’idée que les 
néologismes constituent, idéalement, un sous-ensemble des hapax recensés. Ce sous-
ensemble de néologismes devrait gagner en importance au fur et à mesure qu’on agrandit 
la taille d’échantillon. D’après Baayen et Lieber 1991, la productivité potentielle peut être 
utilisée pour prédire le taux avec lequel les types qui ne sont pas encore attestés pour la 
taille d’échantillon observée, devraient apparaître si la taille d’échantillon est élargie708. 
En d’autres mots, le nombre d’hapax donne une estimation de la mesure dans laquelle 
l’échantillon épuise tout le potentiel (en matière de types différents attestés dans l’usage) 
du slot examiné. Nous trouvons la même idée dans la citation suivante : 
Second, the notion 'new' bears on the case when we use [= productivité 
potentielle] to predict the rate at which 'new' types, new in the sense that they have 
not been observed in the corpus on the basis of which is calculated, are expected 
to appear. If the corpus is large enough, and if it faithfully reflects the way in which 
words are put to use in the language community, a significant proportion of these 
'new' types may again well be real neologisms. It should be stressed that when we 
interpret as a measure of the rate at which new types are expected to appear, 
we use the word 'new' in this last sense. That is, we do not claim that all n1 hapaxes 
counted in the sample are neologisms. Some may be neologisms, but this is not the 
point we want to make. The crucial idea is that sheds some light on the extent 
to which the types that appear in the sample exhaust the available number of 
potential types in the population. When is large, many types remain to be 
sampled. When is small, nearly all types have been sampled at least once. In the 
former case, we are dealing with a productive process, for which a large, perhaps 
infinite number of possible types is characteristic. In the latter case, we are dealing 
 
                                                     
707 Ceci est démontré à l’aide d’une analyse corrélationnelle : « In other words, where a significant positive 
correlation between the distribution of established and novel types was found, this was interpreted as evidence 
that creative extensions of different constructional variants are in fact driven by variants’ semantic type 
frequency » (Zeschel 2012, 187). 
708 Notons que la type frequency V et la productivité potentielle sont des fonctions liées comme, 
respectivement, primitive et dérivée première (Baayen et Lieber 1991, 812). La productivité potentielle pour 
un certain N peut être (approximativement) obtenue en calculant la dérivée première de la courbe 
d’accroissement du vocabulaire V à ce point (N, V(N)) sur la courbe. Ainsi, la productivité potentielle reflète le 
taux d’accroissement du vocabulaire V à ce point (N, V(N)) (Baayen 2001, 47‑51, Baayen 2009, 902). 
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with an unproductive process, where the number of types is small and, of course, 
finite (Baayen et Lieber 1991, 813). 
On pourrait se demander alors si le sens de l’hapax frequency coïncide tout à fait avec la 
définition linguistique de la productivité fournie ci-dessus, à savoir la probabilité qu’un 
schéma constructionel soit appliqué à un nouveau lexème. Tout dépend de la façon dont 
on interprète le mot nouveau, qui est fondamentalement ambigu entre les deux sens 
(apparentés) suivants : (1) l’extension vers un type qui n’était, jusqu'il y a peu, jamais 
utilisé dans cette constellation (en morphologie, on parlerait alors de néologisme) ou (2) 
l’ajout d’un nouveau type qui n’était pas encore recensé pour des tailles d’échantillon plus 
petites. Il est clair qu’il subsiste encore un certain écart entre la théorie linguistique et 
l’opérationnalisation quantitative. 
En outre, l’interprétation de se fait nécessairement en fonction du nombre de types 
V attestés, le poids de étant plus important en cas d’un nombre de types V plus élevé, 
cf. : 
[…] the weight of should decrease with V : a large in combination with a large 
V implies that more new types may be expected than when a large co-occurs 
with a small V. (Baayen 1993, 190)  
Pour cette raison, il est utile d’évaluer la productivité globale, en prenant en considération 
à la fois et V (cf. la section 15.1.1).  
Evidemment, l’utilité de cette estimation de la productivité potentielle dépend 
également énormément de la représentativité de l’échantillon, qui devrait dûment 
refléter les caractéristiques de la population. Il va de soi que la taille d’échantillon doit 
être assez grande pour que les hapax recensés ne soient pas des hapax ‘accidentels’, qui 
deviennent très vite non hapaxiques pour une taille d’échantillon grandissante (un 
phénomène qui se produit surtout pour des tailles d’échantillon plus petites), mais des 
hapax ‘plus durables’, qui conservent assez longtemps leur statut hapaxique, malgré 
l’ajout de nouveaux tokens à l’échantillon originel. La section 15.1.4 infra explore de façon 
plus détaillée cette problématique du taux de conversion [hapax → non hapax], 
exemplifiée par une évaluation de l’hapax_type_ratio de raken. De façon plus générale, la 
section 13.1.4 abordera la problématique de la dépendance de la taille d’échantillon, qui 
affecte la plupart des mesures de productivité. 
13.1.2 Hapax_type_ratio 
A côté des mesures type frequency et hapax frequency, nous nous attardons maintenant 
brièvement sur une troisième mesure de productivité, à savoir l’hapax_type_ratio. Cette 
mesure est également connue sous la dénomination d’hapax_vocabulary_ratio (cf. 
Fengxiang 2010). Elle n’est pas complètement dissociée des autres mesures, puisqu’elle 
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reflète le ratio entre l’hapax frequency et la type frequency, les deux mesures que nous 
venons d’examiner. L’hapax_type_ratio est supposé corréler positivement avec la 
productivité : une proportion plus élevée d’hapax parmi les types recensés serait un signe 
de productivité.  
L’hapax_type_ratio, quoique fréquemment utilisé dans des études de productivité, a 
reçu moins d’attention théorique que la type frequency (/ type_token_ratio) ou l’hapax 
frequency (/ hapax_token_ratio ou productivité potentielle). Ce délaissement s’explique sans 
doute par le fait qu’il est plus difficile d’accorder un sens linguistique à cette statistique, 
en comparaison avec la type frequency (/ type_token_ratio) ou l’hapax frequency (/ 
hapax_token_ratio ou productivité potentielle). En effet, il n’est pas très clair dans quelle 
mesure l’hapax_type_ratio influerait sur la probabilité que la portée du slot d’une 
construction s’étende vers un nouveau type. Si la productivité potentielle (pour un certain 
nombre de tokens N) se prète facilement à une interprétation probabiliste (= la probabilité 
qu’un token qui s’ajoute soit un hapax), une telle interprétation est beaucoup moins 
évidente dans le cas de l’hapax_type_ratio (pour un certain nombre de tokens N).   
Malgré son rôle souvent secondaire par rapport à la type frequency et l’hapax frequency, 
Baayen et Lieber 1991 abordent tout de même en passant (cf. les parenthèses dans la 
citation ci-dessous) son utilité pour les corpus à grande échelle. Avec l’amplification 
actuelle de la taille des corpus qu’on utilise, cette utilité ne peut qu’accroître dans les 
années à venir. Pour cette mise en valeur de  l’hapax_type_ratio, ils partent du constat que 
la productivité potentielle, la mesure qui est d’habitude placée au centre de la productivité, 
a un grand défaut : elle tend inévitablement vers zéro pour N → , car N se trouve dans 
le dénominateur de cette mesure (cf. le ratio 
nombre d′ℎ𝑎𝑝𝑎𝑥 V1
nombre de 𝑡𝑜𝑘𝑒𝑛𝑠 N
)709. En d’autres mots, le taux 
avec lequel de nouveaux types s’ajoutent s’approchera de zéro pour N → , 
indépendamment de la productivité (en termes d’hapax) du slot en question. Ce qui devrait 
par contre être en mesure de distinguer entre productivité et non-productivité pour N → 
, d’après Baayen et Lieber 1991, c’est la proportion d’hapax par rapport au nombre total 
de types V, qui demeurerait non négligeable en cas de productivité, même pour des corpus 
de très grande envergure : 
Surprizingly, for ever-increasing sample size N our statistic [= productivité 
potentielle] will eventually become zero, even for productive affixes. […] This need 
not be due to the absence of hapaxes. The problem is that N becomes so large that 
 
                                                     
709 Evidemment, cette problématique ne se pose plus vraiment si on compare la productivité de slots appartenant 
à différentes constructions pour un nombre de tokens N égal. Dans ce cas, une comparaison des hapax frequencies 
simples (pour un nombre de tokens N égal), sans division par N, suffit, comme nous le ferons infra. Par contre, 
si on compare la productivité potentielle du slot de la même construction à différents N, la division par N est 
nécessaire. 
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the contribution of the hapaxes is no longer felt. However, a defining characteristic 
of a fully productive WFR is that the proportion of hapaxes will remain 
nonnegligeable, […]710. (For very large corpora, say ten times the size of the Cobuild 
corpus, it may turn out that the statistic 
𝑛1
𝑉
 yields more interesting results than our 
productivity measure . The reason for preferring is, of course, that only 
has a statistical interpretation that is in line with the linguistic notion of 
productivity.) The linguistic interpretation of all this is that when one has brought 
together all and any words ever used within a given language at a particular stage 
in its historical development, one will find that the rate at which new complex 
formations are added is zero for both productive and unproductive WFRs, but that 
only fully productive WFRs show up with distributions with hapaxes (Baayen et 
Lieber 1991, 837). 
Ainsi, l’hapax_type_ratio mériterait sa place parmi les autres mesures de productivité. 
Toutefois, il reste encore à vérifier empiriquement :  
 
(1) si la distribution fréquentielle d’un slot productif contient encore relativement 
beaucoup d’hapax une fois que N →  (ou un corpus de tokens extrêmement grand, 
étant donné qu’aucun chercheur n’analyse une taille d’échantillon (quasi) infinie) 
(2) et si cette prédiction, faite pour des phénomènes morphologiques, s’avère 
également vraie au niveau de la syntaxe.   
 
Par rapport à notre première remarque, il est important de noter qu’un type ne peut 
jamais cesser d’être un type pour une taille d’échantillon grandissante, une fois qu’il a été 
recensé, mais un hapax peut très bien cesser d’être un hapax au fil de l’échantillon (cf. la 
section 15.1.4). En d’autres termes, le nombre de types recensés ne peut qu’augmenter ou 
plafonner si on élargit l’échantillon, mais les hapax admettent encore une troisième 
possibilité : le nombre d’hapax (pour un certain N) peut, en principe, également baisser 
(par rapport au stade N-1) : 
Unlike the V curve, which can only rise and possibly become flat at some point, V1 
[= le nombre d’hapax] can fall, since HL can be detracted as soon as they are 
encountered a second time. Thus the shape of the V1 curve is expected to be 
something like a very shallow inverse parabola: it rises for a while, but for 
enumerable processes it should eventually reach zero again as soon as the 
vocabulary is exhausted and every type has been seen more than once. In fact, when 
N(C) or N approach Infinity, not only V1 approaches zero, but Vm for any m (all items 
 
                                                     
710 De manière plus formelle : lim
N→ ∞
n1
(N)
V(N)
 > 0 (Baayen 1992, 119). 
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seen twice will eventually occur a third time, a fourth time and so on), […]. (Zeldes 
2012, 73, d’après Baayen 2001, 51‑52) 
Il reste à prouver empiriquement si, dans certaines situations de productivité, certains 
hapax peuvent quand même ‘survivre’ pour N → 711, ou si tous les hapax sont de toute 
façon condamnés à disparaître pour des tailles d’échantillon très larges et passent à un 
moment donné inéluctablement au statut de dis legomena/tris legomena etc., 
indépendamment du degré de productivité. Dans ce dernier scénario, les dis legomena/les 
tris legomena etc. deviendraient en quelque sorte, à partir d’un certain N très élevé, les 
nouveaux hapax du point de vue théorique, ce qui ferait tendre la proportion d’hapax vers 
zéro. Il s’ensuit que l’essentiel serait plutôt que cette conversion (qui est alors inévitable 
pour N → ) se produira plus vite (= après relativement moins de N) pour les processus 
moins productifs que pour les processus plus productifs. 
Dans Cvrček 2011, nous trouvons le graphique suivant, qui examine l’évolution de 
l’hapax_type_ratio pour un ensemble de plus de 100 000 000 tokens anglais, provenant du 
British National Corpus. Vu l’ampleur de ce corpus, les résultats peuvent nous enseigner 
quelque chose sur le comportement de l’hapax_type_ratio pour N → . Notons qu’il s’agit 
de l’hapax_type_ratio des mots du corpus et non pas des lemmes. 
 
                                                     
711 Il convient de préciser encore une distinction entre un premier scénario où (pour N → ) V → C (= la courbe 
de V tend vers une asymptote horizontale) et un deuxième scénario où (pour N → ) V → . Il est sans doute 
plus difficile de conserver une proportion d’hapax non négligeable dans le premier scénario par rapport au 
deuxième scénario, étant donné que V →  implique inévitablement l’ajout de nouveaux types (qui peuvent, oui 
ou non, rester hapaxiques pour un certain intervalle N), même pour des Ns très élevés. 
 578 
 
Figure 79 L’évolution de l’hapax_type_ratio pour un ensemble de plus de 100 000 000 tokens 
anglais (BNC) 
 
Curieusement, l’hapax_type_ratio, tel qu’il est représenté par la ligne bleue, augmente 
après avoir atteint un minimum local. A notre avis, ceci s’explique sans doute par le fait 
que la ligne bleue représente l’hapax_type_ratio pour une succession (randomisée) de 
textes. Cette représentation souffre de la problématique de sous-dispersion (cf. Baayen 
2001, 164) : certains mots, liés à un topic précis, apparaissent uniquement dans certains 
textes et ne sont pas dispersés de façon égale dans le corpus total. Par conséquent, à partir 
du minimum local, beaucoup de nouveaux types affluent soudainement avec 
l’introduction de certains textes plutôt spécialisés, ce qui se reflète dans une 
augmentation plus abrupte de l’hapax_type_ratio pendant un certain intervalle. Cet effet 
disparaît si on randomise au niveau des phrases ou des mots, cf. les lignes verte et rouge 
sur le graphique. Les résultats obtenus pour la randomisation au niveau des mots sont 
vraisemblablement plus transférables au contexte qui nous intéresse dans cette étude, à 
savoir celui du slot d’une construction particulière, que les résultats obtenus pour la 
randomisation au niveau des textes. Ainsi, nous pouvons dans notre cas nous attendre à 
ce que l’hapax_type_ratio, après une baisse initiale, se stabilise plus ou moins à partir d’un 
certain N. 
Cvrček 2011 étudie également l’hapax_type_ratio pour d’autres langues comme l’italien 
et le tchèque, aboutissant à des résultats relativement comparables. La différence la plus 
importante pour notre propos ici est que le moment où la courbe se stabilise plus ou 
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moins horizontalement peut différer d’une langue à l’autre, en fonction de la complexité 
morphologique des mots. Ainsi, le tchèque, plus riche morphologiquement que l’anglais 
(c’est-à-dire, le même lemme peut se réaliser sous plus de formes qu’en anglais), atteindra 
plus tardivement le point de ‘stabilisation relative’ que l’anglais :  
Each word-form of a frequent lexeme in English has thus sooner more than one 
occurrence, whereas a Czech lexeme can occur in many unequally usual word-
forms therefore it requires more data in order to be turned from hapax word form 
to more frequent one. (Cvrček 2011, 19‑20)  
Nous pouvons en déduire que, si le slot d’une construction contient relativement 
beaucoup de types712 qui sont relativement fréquents (au niveau de la population), plus de 
données seront nécessaires pour que tous ces types deviennent non-hapaxiques au sein 
de l’échantillon, ainsi faisant émerger toute l’étendue du sommet à token frequency élevée 
de la distribution fréquentielle (cf. la section 15.1.4). Dans ce cas de figure, il faut donc 
parcourir plus de tokens pour arriver au point des ‘vrais’ hapax, ce qui devrait se traduire 
en une stabilisation relative plus tardive au niveau de l’hapax_type_ratio. 
En ce qui concerne notre deuxième remarque, nous estimons qu’il n’est pas 
inconcevable que les néologismes hapaxiques (au niveau de la morphologie) aient moins 
de difficulté à demeurer des hapax pour des tailles d’échantillon plus grandes que les 
nouvelles occurrences au niveau de la syntaxe. En syntaxe, un slot est susceptible 
d’étendre sa portée vers un nouveau type, mais ce type en soi est, le plus souvent, un 
lemme déjà existant. Cette opération d’extension est peut-être plus facilement 
reproductible par d’autres locuteurs que la création d’un nouveau mot [base+affixe], qui 
répond parfois à un besoin communicatif / dénotatif très spécifique. En conclusion, les 
hypothèses mises en avant dans cette section nécessitent clairement encore une 
validation empirique. Malheureusement, les échantillons utilisés dans la présente étude 
sont trop petits pour pouvoir nous prononcer sur ces questions, pour lesquelles N → . 
De nouveau, de futures études seront nécessaires, afin d’élucider les questions soulevées 
dans cette section. 
13.1.3 Token frequency, entrenchment et conventionnalisation 
Après avoir passé en revue les mesures de productivité ‘classiques’, nous nous pencherons 
sur trois notions clés additionnelles, à savoir la token frequency (la fréquence simple), 
l’entrenchment (l’ancrage cognitif) et la conventionnalisation, qui constitueraient le 
contraire de la productivité (en tout cas, d’après certaines sources, cf. le chapitre 15). Ces 
 
                                                     
712 Nous passons ici donc du niveau des mots au niveau des types, mais la même logique devrait s’appliquer. 
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trois notions sont très interconnectées, quoique la nature exacte de leurs relations 
mutuelles soient parfois difficiles à déterminer. Nous tenterons d’esquisser les enjeux 
principaux pour notre propos ici, à la lumière de la productivité. En outre, beaucoup 
d’autres termes apparentés existent (pensons aux termes suivants, en partie liés au 
vocabulaire de l’idiomaticité713 : prefab, formulaic sequence, expression phraséologique etc. ; 
cf. Wulff 2008) et pourraient facilement faire l’objet d’une analyse terminologique, qui 
démêle les similarités et les oppositions entre tous ces termes interconnectés. Or, une 
telle analyse nous mènerait trop loin : nous estimons que les trois notions évoquées ci-
dessus constituent un point de départ idéal pour introduire quelques concepts 
particulièrement utiles à notre analyse de productivité. 
Les études consacrées aux effets de la token frequency sont nombreuses et il est 
pratiquement impossible d’en donner un aperçu exhaustif ici. Pour le lecteur intéressé, 
nous renvoyons à Schmid 2017, qui énumère une série d’études qui proposent une vue 
d’ensemble sur l’état de la question (p. ex. Blumenthal-Dramé 2012, Gries et Divjak 2012 
etc.). Afin de cerner la prépondérance de la token frequency pour l’analyse linguistique, 
commençons par affirmer que les locuteurs sont supposés être sensibles aux distributions 
fréquentielles des entités linguistiques auxquelles ils sont exposées. Plus globalement, ce 
phénomène est connu sous la dénomination de statistical learning, cf. « the acquisition of 
distributional information from perceptual input » (Jost et Christiansen 2017, 228)714. 
Nous pouvons citer dans la même veine l’extrait suivant, issu d’Ellis 2012, qui met 
également en évidence le rôle primordial de la fréquence dans le contexte de 
l’acquisition : 
Frequency is a key determinant of acquisition because “rules” of language, at all 
level of analysis from phonology, through syntax, to discourse, are structural 
regularities which emerge from learners’ lifetime unconscious analysis of the 
distributional characteristics of the language input. (Ellis 2012, 9, cité dans Sandell 
2015, 69)715 
Ce point de vue est en partie compatible avec les théories exemplar-based716, dans la 
mesure où ces modèles partent souvent du principe d’une mémoire riche (cf. Bybee 2010, 
 
                                                     
713 Nous reviendrons brièvement sur cette notion à la fin de cette section, cf. infra. 
714 De plus, statistical learning est, dans la contribution de Jost et Christiansen 2017, explicitement associé au 
phénomène d’entrenchment : « Therefore, a continuously updated relationship due to the tracking of 
distributional information and associated formation of meaningful units can lead to varying degrees of 
entrenchment for any particular element » (Jost et Christiansen 2017, 230).  
715 Par exemple, la distribution (quasi) zipfienne d’entités linguistiques faciliterait l’apprentissage d’une langue 
(Ellis 2012, 14 ; cf. aussi Goldberg, Casenhiser, et Sethuraman 2004). 
716 Les modèles exemplar sont opposés aux modèles prototypiques dans la façon dont la catégorisation s’opère : 
« Exemplar models assume that members of a category are explicitly stored in memory, and a categorical 
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14), où les instances de l’usage linguistique vécues (‘exemplaires’) sont stockées. Il faut 
nécessairement pouvoir se souvenir des événements d’usage qui s’accumulent au fil du 
temps et qui continuent à modifier nos connaissances linguistiques, afin d’en abstraire 
des informations ‘combinatoires’717. Evidemment, il n’est pas exclu que cette  mémoire 
riche soit soumise à certaines contraintes, cf. par exemple :  
The current evidence suggests that the brain doesn't retain memory traces of long 
complex sentences but only of short sequences of words. (Baayen et Ramscar 2015, 
103) 
Nous mettons en exergue ce principe de statistical learning et le stockage mental 
(implicite) de distributions fréquentielles, car ces constats semblent corroborer 
l’hypothèse que les distributions fréquentielles que nous découvrons dans un corpus, qui 
fonctionne comme une sorte de représentation (certes, incomplète et parfois mal 
équilibrée) de l’input et de l’output des locuteurs d’une langue, correspondraient 
également à une réalité de représentation cognitive. Cette hypothèse est souvent 
résumée comme le corpus-to-cognition principle (= « statistical generalizations across 
corpus data can yield psychologically realistic insights into the cognition of actual 
speakers » ; Blumenthal-Dramé 2012, 27). Or, le corpus-to-cognition principle a également 
été critiqué, par exemple dans Blumenthal-Dramé 2012 :  
The observation that human language is consistent with certain statistical rules 
does not necessarily mean that subjects extract and apply those rules.  (Blumenthal-
Dramé 2012, 41)  
Une de ses critiques porte sur le fait que la linguistique de corpus étudie un locuteur 
moyen718 et obscurscit ainsi les différences parmi locuteurs individuels719. Une technique 
 
                                                     
decision for a new stimulus is a function of its similarity to these remembered exemplars. Prototype models 
assume that category representations are abstract, averages of experienced category examples, and a 
categorical decision is a function of similarity to the stored category prototypes » (Turner et al. 2016, 6). 
Beaucoup de linguistes adhèrent à un modèle mixte, qui incorpore à la fois les théories exemplar-based et 
prototypiques, cf. Zeschel 2012, 24. 
717 Notons que ce processus d’abstraction est sans doute un peu contraire aux théories exemplar-based radicales, 
cf. « […] people represent categories by storing individual exemplars in memory rather than rules, prototypes 
or probabilities » (van den Bosch et Daelemans 2013, 318). Même les informations probabilistes ne seraient donc 
pas retenues indépendamment dans la mémoire, même si le poids des exemplaires est bel et bien déterminé en 
fonction de leur token frequency dans ce type de modèle.  
718 En même temps, beaucoup d’expériences psycho-linguistiques souffrent de la même problématique : « Thus, 
experiments, like corpora, measure the average entrenchment of a structure in the mind of a typical member 
of the speech community » (Stefanowitsch et Flach 2017, 122). 
719 Cf. Dąbrowska 2015a, qui préconise que les locuteurs de la même langue peuvent se représenter les mêmes 
connaissances linguistiques de façon différente et que certaines structures grammaticales basiques ne sont pas 
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de modélisation statistique plus récente, les mixed-effect models (Baayen 2008), pourrait en 
partie y apporter une réponse, en ajustant pour les idiosyncrasies de locuteurs individuels 
(pourvu que le corpus enregistre la source de l’exemple), afin de mieux distiller les effets 
fixes d’autres variables sur l’output langagier, qui sont partagés par la vaste majorité des 
locuteurs. Force est de constater que les locuteurs doivent dans une certaine mesure 
converger sur les mêmes capacités d’interprétation et de production, sans quoi la 
communication entre humains serait tout à fait impossible. En même temps, il est vrai 
qu’on risque de modéliser ainsi certains effets cognitifs individuels systématiques comme 
du bruit, par exemple la différence entre locuteurs qui traitent la langue de façon plus 
holistique (cf. infra), alors que d’autres la traitent de façon plus analytique720 (cf. 
Blumenthal-Dramé 2012, 191‑93). Dans ce cas, le problème est surtout que les corpus 
actuels ne fournissent pas (encore) d’informations à ce niveau de granularité, ce qui fait 
que, par exemple, le style cognitif du locuteur qui a produit le token, ne peut pas être 
retenu comme variable, mais cela ne met pas pour autant à mal la méthode de la 
linguistique de corpus.  
Retournons maintenant au sujet de la token frequency. En particulier, la token frequency 
élevée d’une expression est associée à toutes sortes d’effets intéressants. En guise 
d’exemple, mentionnons que des expériences psycholinguistiques ont démontré que « les 
mots fréquents sont reconnus et traités plus vite, avec moins d’effort et avec moins 
d’interférence de la part de leurs ‘voisins’ paradigmatiques que les mots plus rares » 
(Schmid 2017, 13). Ce résultat est également confirmé pour les expressions à plusieurs mots 
fréquentes (multi-word-expressions, Schmid 2017, 13 ; cf. aussi Blumenthal-Dramé 2012, 
50‑52, qui parle du chunk status d’expressions à plusieurs mots), même s’il n’est pas 
entièrement clair si ces séquences à plusieurs mots auraient alors acquis une 
représentation mentale unitaire autonome dans la tête du locuteur (= un nouveau statut 
de représentation qualitative : chunk status, cf. infra) ou si les lexèmes de l’expression à 
plusieurs mots sont tout simplement plus vite et plus facilement combinés en vertu des 
fortes associations entre les différents mots de la séquence (Blumenthal-Dramé 2017, 
134). Un autre constat intéressant du point de vue de l’étude de la productivité est que la 
token frequency élevée de certaines combinaisons aurait pour effet de limiter les 
 
                                                     
complètement maitrisées par tous les locteurs natifs (Dąbrowska 2015a, 651). Cf. aussi Blumenthal-Dramé 2012, 
61 et Blumenthal-Dramé 2017, 146, qui évoquent la possibilité de styles cognitifs différents (p. ex. locuteurs plus 
holistiques vs locuteurs plus analytiques) ou de différences de compétences parmi locuteurs en matière de 
statistical learning. De ce fait, on pourrait peut-être dire que la linguistique de corpus étudie surtout la 
conventionnalisation de certaines combinaisons de mots (= au niveau de la communauté de locuteurs), cf. infra. 
720 Il n’est pas à exclure que cette différence explique en partie l’incertitude qui plane sur des cas indécis comme 
in de smaak vallen, où certains locuteurs ont tendance à considérer la séquence comme un tout holistique, alors 
que d’autres perçoivent plus les parties constitutives in de smaak et vallen (de façon analytique / 
compositionnelle). 
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surgénéralisations (cf. supra), c’est-à-dire l’emploi d’un item dans une construction non 
appropriée (d’après le jugement d’acceptabilité à propos de l’expression résultante) : 
With regard to the productive use of such schemas and their slot-fillers by children, 
it has been demonstrated that their frequency distribution encourages 
entrenchment of certain combinations and thus constrains over-generalizations 
(Ambridge, Pine, Rowland, & Young, 2007; Braine & Brooks, 1995; Brooks & 
Tomasello, 1999; Theakston, 2004). For example, children are less likely to over-
generalize complementation patterns for frequent verbs (e.g. read me a book) than 
for rare ones (examine me a book) in production, and are also more willing to accept 
frequent ones than rare ones as grammatical. Ambridge, Pine, Rowland, and Chang 
(2012) show that this effect persists in adult language. (Schmid 2017, 14) 
Robenalt et Goldberg 2015 ont démontré que cet effet s’observe seulement s’il existe 
une autre alternative déjà établie, qui contrecarre l’emploi de la nouvelle formule 
(statistical pre-emption). En l’absence d’une telle alternative établie afin d’exprimer le sens 
voulu, la fréquence du verbe ne joue aucun rôle prédictif.  
Etablissons maintenant le lien entre la token frequency et l’entrenchment. A cette fin, 
nous reprenons d’abord la définition originelle de la notion d’entrenchment, telle qu’elle a 
été conçue par Langacker 1987. Cette définition se repose sur deux hypothèses, qui ont 
toujours cours aujourd’hui :  
1) La répétition d’une construction dans l’usage augmente sa « force de 
représentation mentale », c’est-à-dire la construction est plus ou moins 
fermement ancrée dans la mémoire721. Corollairement, l’effort de traitement 
cognitif serait réduit (= automatization). 
2) L’usage réitéré d’une construction a pour conséquence que cette construction est 
finalement722 traitée mentalement comme une unité holistique (= chunk status). En 
d’autres mots, sa production / son interprétation ne nécessiterait plus vraiment 
un traitement cognitif combinatoire / analytique : le tout s’est émancipé de ses 
composantes constitutives. Ce processus de chunking serait souvent accompagné 
d’une réduction formelle de la séquence. 
Ce qui ressort de cette définition, c’est que la répétition (cf. aussi le terme routinization) 
conduirait à un degré d’entrenchment plus élevé. En linguistique de corpus, l’idée de 
répétition d’une construction se laisse opérationnaliser par une token frequency élevée de 
cette construction. En somme, une token frequency élevée d’une construction 
(lexicalement spécifiée) est souvent considérée être le déterminant le plus important du 
 
                                                     
721 On pourrait se poser la question de quel type de mémoire on parle ici. Cf. Takashima et Bakker 2017 pour une 
distinction entre la mémoire épisodique, la mémoire sémantique et la mémoire procédurale. 
722 Le seuil de token frequency necessaire afin de passer d’une facilité de composition à un état qualitatif différent, 
à savoir chunk status, constitue un problème supplémentaire (cf. par exemple Blumenthal-Dramé 2012, 39 & 68). 
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degrée d’entrenchment de cette construction, ce qui correspondrait alors au poids de cette 
construction dans le lexique mental, cf. la définition suivante dans Zeldes 2012 :    
A further common denominator of CxG approaches is the cognitively founded 
notion of degrees of 'entrenchment', that is the extent to which a construction is 
lexicalized or its weight in the mental lexicon. More entrenched constructions have 
a higher token frequency (in both production and perception, see Langacker 1987: 
59-60; Goldberg 2006a: 93, 2006b), though it is often suggested that salience may 
also interact with entrenchment (cf. Schmid 2007). (Zeldes 2012, 11). 
Nous pouvons relever au moins deux problèmes avec cette définition dans Zeldes 2012, 
à savoir : 
1) La notion de construction est fondamentalement ambiguë, étant donné que « tout 
est construction » (cf. « it’s constructions all the way down », Goldberg 2005, 18)723. 
En particulier, l’opposition entre une construction lexicalement spécifiée (p.ex. 
virer fou) et une construction schématique (p. ex. [SUJET + COPULE + AS])724 est 
susceptible d’être pertinente dans le contexte de l’entrenchment. La plupart des 
linguistes s’accorderaient pour dire que les deux types de construction peuvent 
être ancrés (cf. Schmid 2017, 448‑49, où il est préconisé que les mêmes mécanismes 
d’entrenchment sont en jeu dans le cas des schémas), mais les outils à notre 
disposition pour mesurer cet entrenchment risquent d’être assez différents dans les 
deux cas, comme nous l’expliquerons ci-dessous725. Les termes lexicalized ou lexicon 
dans la définition de Zeldes 2012 suggèrent qu’il parle avant tout de constructions 
lexicalement spécifiées. 
2) La token frequency peut être opérationnalisée sous différentes formes dans une 
étude de corpus, cf. infra. Il s’ensuit que l’emploi du terme high token frequency 
nécessite une clarification plus précise quant à la façon dont cette token frequency 
a été mesurée.  
Nous approfondirons maintenant ces deux remarques. En ce qui concerne 
l’entrenchment de schémas, les trois citations suivantes mettent en évidence que d’autres 
 
                                                     
723 Cf. : « […] a hierarchical network that redundantly represents knowledge of language at multiple levels of 
abstraction, from concrete exemplar-like representations of individual words to abstract schemas that 
represent syntactic relations. Each node in such a network, from the very concrete to the very abstract, qualifies 
as a construction and, to the extent that it displays non non-predictable characteristics or other signs of 
cognitive entrenchment, each of these nodes merits individual description » (Hilpert 2013, 2).    
724 Cf. : « […] a construction is a generalisation that speakers make across a number of encounters with linguistic 
forms » (Hilpert 2014, 9). 
725 A cela s’ajoute que la notion de chunking n’a pas beaucoup de sens dans le contexte des schémas plus abstraits : 
« […] that schemas must be seen as constituting single choices that represent chunks by definition. It also means 
that chunking and ease of composition seem unsuitable as a means of operationalizing entrenchment at the 
(semi-)schematic level » (Blumenthal-Dramé 2017, 142). 
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outils que la token frequency sont mieux appropriés, en particulier la type frequency et 
l’hapax frequency, afin de capter des effets d’entrenchment à un niveau de schématicité 
supérieur (c’est-à-dire, pour des constructions non lexicalement spécifiées). 
A fundamental insight, […], is that the repetition of identical tokens in the input 
(known as token frequency) results in increased entrenchment in terms of the 
strength of the corresponding specific representation, whereas repetition of varied 
items sharing commonalities of form or meaning (type frequency) facilitates 
categorization, abstraction, generalization, and the emergence of variable schemas 
(Abbot-Smith & Tomasello, 2006; Goldberg, 2006, 2009; Lieven & Tomasello, 2008, p. 
174; Matthews, Lieven, Theakston, & Tomasello, 2005; Tomasello, 2003, pp. 173–
175). (Schmid 2017, 14) 
 
The entrenchment of the schema itself does not depend primarily on its token 
frequency (i.e., the frequency with which a speaker encounters an instantiation of 
the pattern) but on its type frequency (i.e., the number of different instantiations 
of the pattern encountered). It is only by virtue of encountering many 
instantiations of a pattern that a schematic representation emerges from the 
entrenched representations of individual manifestations (see, e.g., Croft, 2001, p. 28; 
Croft & Cruse, 2004, p. 309; Diessel, 2004, pp. 29–34; Langacker, 2008, p. 234; Taylor, 
2012, p. 285, for the explicit equation of schematic entrenchment with type 
frequency). (Stefanowitsch et Flach 2017, 118) 
 
A more direct way of assessing schema entrenchment would be to measure its 
productivity (Croft, 2001, p. 28; for a somewhat different view, see Booij, 2013, p. 
258). Productivity refers to language usersʼ ability to creatively generalize from 
previously encountered to as yet unattested instances of a given schema, in both 
comprehension and production. Importantly, these productive extensions are not 
arbitrary but in line with top-down constraints that the schema imposes on its 
variables (e.g., *have an eat, *He watched the TV broken), indicating that language 
users actually represent these constraints and the relevant level of abstraction 
(Croft & Cruse, 2004, p. 243; Goldberg, 1995, p. 181). (Blumenthal-Dramé 2017, 145) 
Evidemment, la type frequency(/ hapax _frequency) et la token frequency ne sont pas 
entièrement indépendantes (cf. aussi supra), dans la mesure où un schéma qui est plus 
fréquemment instancié a en principe plus d’occasions pour être réalisé avec des types 
différents (cf. Stefanowitsch et Flach 2017, 118). En revanche, si tous les tokens se 
rattachent à un ou quelques types seulement, la token frequency joue un rôle plutôt 
inhibiteur par rapport à la productivité (d’où notre terme anti-productivité, cf. le chapitre 
14). En somme, il est sans doute plus avisé de prendre à la fois la type frequency(/ hapax 
_frequency) et la token frequency en considération, afin d’examiner le degré d’entrenchment 
d’une construction (semi-)schématique.  
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Un autre problème introduit par l’entrenchment de schémas concerne la hiérarchie de 
schémas semi-abstraits (= certains slots de la construction sont lexicalement spécifiés) et 
maximalement abstraits (= aucun des slots de la construction ne sont lexicalement 
spécifiés) dans le réseau constructionnel. Si plusieurs niveaux d’abstraction se 
superposent, il n’est pas évident de déterminer quel(s) niveau(x) est/sont renforcé(s) en 
cas d’entrenchment. Corollairement, il se peut que le renforcement de la force de 
représentation d’un schéma sémi-abstrait soit au détriment de la force de représentation 
du schéma abstrait à un niveau supérieur dans la hiérarchie constructionnelle, cf. : 
One of these predictions is that strongly entrenched semiabstract representations 
should block the emergence and activation of maximally abstract representations 
in exactly the same way as strongly entrenched lexical strings do. This prediction 
also follows from the general “bottom-up orientation” of usage-based models, 
which propose that “lower-level schemas, expressing regularities of only limited 
scope, may in balance be more essential to language structure than high-level 
schemas representing the broadest generalizations” (Langacker, 2000, p. 118; see 
also Dąbrowska, 2004, p. 214). (Blumenthal-Dramé 2017, 144)726 
Ainsi, on pourrait se demander, par exemple, si l’entrenchment d’une micro-
construction semi-copulative particulière (par exemple [GAAN + AS]) est susceptible de 
bloquer l’émergence et l’activation du schéma attributif plus englobant. Une solution 
imagineable est de mettre l’accent sur l’entrenchment des liens qui relient les 
constructions dans le réseau constructionnel (cf. Diessel et Hilpert 2016) : dans cette 
optique, une instanciation moins prototypique d’une construction plus englobante 
entretient un lien moins fort avec cette construction plus englobante727. Cf. :  
[…] but what is predicted in the constructional model of linguistic knowledge is that 
less prototypical instances of a construction will have weaker instance links to the 
overarching construction and thereby incur a greater processing cost for the 
listener. (Diessel et Hilpert 2016, 61)  
Par conséquent, l’impact des propriétés de la micro-construction de zijn / être, en tant 
que instanciation prototypique, sur le schéma attributif plus englobant serait plus 
 
                                                     
726 Nous retrouvons l’idée que les schémas les plus abstraits seraient d’une importance secondaire également 
dans Blumenthal-Dramé 2012 : « One problem that deserves consideration is the fact that the most schematic 
constructions in the constructional hierarchy only represent potential (rather than actual) abstractions in the 
mental representation of speakers – witness Lieven and Tomasello (2008: 186), who claim that “higher-level 
schemas may only be weakly represented and, indeed, they may sometimes only exist in the formalized 
grammars of linguists!” » (Blumenthal-Dramé 2012, 29). Rappellons ici que le degré de généralisation peut aussi 
varier d’un locuteur à un autre (par exemple en fonction de leur niveau d’éducation) (cf. Blumenthal-Dramé 
2012, 34). 
727 Cf. aussi le principe de l’apprentissage hebbien : neurons that fire together wire together. 
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important que celui d’une micro-construction semi-copulative (moins prototypique) 
comme komen, dont le lien (inheritance link) avec le schéma plus englobant [SUJET +  
COPULE + AS] est alors moins fortement ancré.  
Remarquons finalement qu’il va de soi que l’entrenchment d’un schéma présuppose que 
cette forme de généralisation schématique a une représentation mentale indépendante 
dans l’esprit du locuteur. Le paradigme de la Grammaire Constructionnelle accepte 
volontiers l’existence de schémas constructionnels abstraits (à différents niveaux de 
schématicité), mais notons que cette conviction n’est pas partagée par tous les linguistes, 
cf. par exemple :    
To my mind, the most serious question is whether morphological and syntactic 
‘‘rules’’/ ‘‘schemas’’/ ‘‘constructions’’ obtain independent representations in 
memory, which can then be invoked independently of their instantiating 
exemplars, or whether the exemplars themselves continue to play a role [in] the 
propagation of the processes they reflect. Albright (2008a), for instance, insists that 
symbolic morphophonological rules do indeed become exemplarindependent, 
while Daelemans and van den Bosch (2005) claim precisely the opposite, that no 
abstractions whatsoever are developed and stored, and the productive-seeming 
application of linguistic processes relies entirely upon stored exemplars. (Sandell 
2015, 9)728 
Dans cette étude, nous adopterons la vue constructionnelle qui stipule que certaines 
généralisations se fixent comme des schémas constructionnels abstraits, ce qui nous 
permet de mesurer la productivité d’un slot faisant partie d’une construction semi-
abstraite. Le cas échéant, le slot duquel nous examinons la productivité n’existerait même 
pas. 
Passons maintenant au sujet de l’opérationnalisation de la token frequency en 
linguistique de corpus, ce qui est l’outil principal dont nous disposons afin d’inférer des 
conclusions par rapport au statut d’entrenchment de certaines combinaisons [COPULE + 
AS] lexicalement spécifiées. Jusqu’à présent, nous avons, avec une certaine imprécision, 
parlé de fréquence, où une token frequency élevée favoriserait l’entrenchment d’une 
expression. Or, la notion de fréquence est quelque peu une simplification dans le cas 
d’unités complexes, car elle est, dans un corpus, opérationnalisable sous différentes 
formes. Stefanowitsch et Flach 2017 donnent un aperçu de différentes mesures 
d’entrenchment qui font, d’une façon ou d’une autre, usage de token frequencies, divisées 
 
                                                     
728 Un autre exemple d’une théorie intéressante qui se passe de généralisations est celle du naive discriminative 
learning (Baayen et Ramscar 2015), cf. « Thus, in implicit grammar, rules, schemata, constructions, inheritence 
hierarchies, multiple entries of homonyms in dictionary lists, and all other constructs based on formal 
grammars are unnecessary. These constructs may provide high-level descriptions of aspects of language which 
may be insightful for the analyst reflecting on language, but in the discriminative approach, they have no 
cognitive reality » (Baayen et Ramscar 2015, 113). 
 588 
dans trois groupes : Frequency-Based Measurement, Probability-Based Measurement et 
Statistical Measures. En guise de conclusion, l’article plaide en faveur de l’utilisation de 
mesures statistiques :  
Put simply, statistical association measures combine the strength of frequency-
based measures and probability-based measures and are thus likely to be the best 
corpus-based approximation of entrenchment. (Stefanowitsch et Flach 2017, 115) 
En même temps, les auteurs affirment que le type de mesure le mieux utilisé pourrait 
dépendre du degré de traitement holistique de la séquence à plusieurs mots, ce qui 
introduit une certaine circularité (Stefanowitsch et Flach 2017, 115). La question de la 
mesure de corpus la plus appropriée afin de déterminer le degré d’entrenchment est 
également abordée dans le Handbook of Cognitive Linguistics 2015 (Dabrowska et Divjak 
2015). Ici, l’emploi de probabilités conditionnelles (uni-directionnelles) ressort comme la 
meilleure pratique afin de déterminer le degré d’entrenchment, cf. p. ex. Wiechmann 2008. 
Contrairement à Stefanowitsch et Flach 2017, l’utilisation de mesures statistiques est 
considérée dans cette publication comme étant peu représentative pour le traitement 
cognitif réel de locuteurs :  
Moreover, none of the probability-based measures that outperformed the others on 
the tasks described above related observed to expected frequencies in order to 
perform null-hypothesis statistical significance testing. The information gained 
from relating observed to expected frequencies the way this is done in statistics 
may have low psychological relevance to speakers. (Divjak et Caldwell-Harris 2015, 
68) 
Enfin, une autre étude qui souligne l’importance de la fréquence relative est celle de 
Blumenthal-Dramé 2012. Cette étude tente de répondre à la question si les token 
frequencies comptées dans un corpus corrèlent avec l’entrenchment mental. Plus 
particulièrement, elle analyse l’entrenchment de mots morphologiquement complexes, du 
type [base + affixe], par exemple worth-less vs money-less. Sa conclusion est que la 
fréquence relative (après transformation logarithmique) entre la fréquence de [base + 
affixe] et la fréquence de [base] est le meilleur prédicteur (fréquentiel) d’entrenchment729. 
 
                                                     
729 Plus précisément : « First of all, the results strongly suggest that usage-based linguists would be welladvised 
to adopt a more sophisticated conception of entrenchment. Entrenchment must be seen as a multi-layered 
phenomenon which is modulated by several stimulus variables and which affects different processing 
dimensions at the same time. Provided that these qualifications are heeded, the LOG TOKEN FREQUENCIES of 
multi-morphemic sequences can rightly be seen as correlating with entrenchment » (Blumenthal-Dramé 2012, 
152). L’entrenchment a été opérationnalisé comme le temps de reaction (RT, après transformation logarithmique) 
dans une tâche de décision lexicale. Pour la condition d’un entrenchment élevé, le temps de reaction devrait être 
court en cas de masked part-to-whole-priming et long en cas de masked whole-to-part-priming (Blumenthal-Dramé 
2012, 124). 
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Ce qui est également intéressant, c’est que, d’après Blumenthal-Dramé 2012, les mesures 
de productivité ‘classiques’ calculées pour les affixes individuels, telles que la type 
frequency et l’hapax frequency, ne seraient pas pertinentes pour l’entrenchment d’une 
séquence [base + affixe] spécifique, p. ex. : 
Contrary to usage-based predictions, the only frequency metric which turned out 
to be a significant entrenchment predictor was LOG RELATIVE FREQUENCY. […] 
Moreover, it is important to point out that all of the entrenchment predictors found 
are inherently relational, which supports the view that entrenchment is neither a 
feature of parts nor of wholes, but of their interaction. This conclusion was further 
corroborated by the observation that none of the productivity measures associated 
with individual suffixes (i.e., REALIZED PRODUCTIVITY, the NUMBER OF HAPAX 
LEGOMENA with a given suffix and CATEGORY-CONDITIONED DEGREE OF 
PRODUCTIVITY) was found to modulate entrenchment. (Blumenthal-Dramé 2012, 
191‑93) 
On pourrait s’attendre à ce qu’un affixe plus productif soit plus facilement à 
‘isoler cognitivement’ au sein d’un mot morphologiquement complexe (Blumenthal-
Dramé 2012, 115). Or, les résultats obtenus par Blumenthal-Dramé 2012 suggèrent que le 
degré avec lequel un morphème est perçu comme une partie distincte d’un mot 
morphologiquement complexe n’est pas une propriété stable de ce morphème, mais 
émerge à partir de l’interaction spécifique entre la partie ([base]) et le tout ([base + affixe]) 
en question. Il s’ensuit que, dans ce contexte morphologique du moins, la relation entre 
productivité et entrenchment ne semble pas univoque : un affixe peut être productif, mais 
en même temps donner lieu à des types d’un degré d’entrenchment variable, c’est-à-dire, 
ne se limitant pas aux types d’un degré d’entrenchment bas. 
Remarquons que l’importance de la fréquence relative est également soulignée par 
d’autres chercheurs, en dehors des questionnements morphologiques. Par exemple, 
d’après Geeraerts 2017, la fréquence relative à la lumière d’une perspective 
onomasiologique serait essentielle pour avoir une meilleure vue sur l’entrenchment, cf. : 
[…] an onomasiological perspective—one that focuses on the relative frequency of 
alternative, competing expressions—is vital for a convincing model of 
entrenchment. (Geeraerts 2017, 154).  
De plus, mentionnons aussi le terme cotextual entrenchment (Schmid 2015), qui se base 
également sur la fréquence relative, cf. :  
The degree of cotextual entrenchment of a linguistic element is a function of the 
relative frequency of this linguistic element in the target sequence vis-à-vis uses of 
the same element in other cotextual environments. (Schmid 2015, 8)  
L’entrenchment est clairement une notion relationnelle, mais les éléments à mettre en 
relation diffèrent parfois d’une définition à une autre. 
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Lors de notre analyse de productivité, nous incluerons également la token frequency 
comme mesure. En revanche, il est important de remarquer que nous ne mesurons pas 
vraiment la token frequency absolue, brute d’une expression dans le corpus source entier, 
ce qui fournirait une estimation du poids de cette expression dans la langue, toutes 
constructions confondues. La token frequency dont nous faisons usage est en fait une 
fréquence relative. Chaque échantillon est composé de 400 tokens appartenant à un verbe 
attributif spécifique (virer, raken, tomber, zijn etc.) : par conséquent, la token frequency d’un 
type AS (au sein de l’échantillon en question) indique le poids relatif de ce type AS vis-à-
vis des autres types AS au sein du slot de la micro-construction en question.  
Ensuite, nous fournirons également pour quelques AS prépositionnels la fréquence 
relative de [semi-copule X au présent/passé + AS prép. Y] / [verbe lambda au 
présent/passé + AS prép. Y], cf. la section 15.1.7730. Cette deuxième fréquence relative vise 
à donner une approximation du poids relatif d’une combinaison [SEMI-COPULE X + AS 
prép. Y] vis-à-vis de ses compétiteurs plus ou moins fonctionnellement équivalents 
([AUTRE (SEMI-)COPULE + AS prép. Y]). A la différence de la première fréquence relative 
ci-dessus, où l’item [SEMI-COPULE] restait constant dans les deux conditions comparées, 
c’est l’item [AS prép. Y] qui demeure maintenant constant dans les deux conditions 
comparées. Nous estimons que cette deuxième fréquence relative est plus déterminante 
pour l’entrenchment d’une combinaison [SEMI-COPULE X + AS prép. Y] spécifique (à un 
niveau lexical !), dans la mesure où elle semble plus indicative d’une interprétation plus 
holistique de la combinaison en question (au lieu d’un traitement plus analytique, qui met 
l’accent sur l’aspect combinatoire). En effet, une token frequency élevée dans l’échantillon 
n’exclut pas pour autant que le type AS en question pourrait se combiner aussi 
fréquemment avec d’autres semi-copules, alors que la deuxième fréquence relative 
indique que le type AS dispose de peu d’autres possibilités combinatoires (avec d’autres 
verbes attributifs), ce qui devrait renforcer le traitement unitaire de la séquence (et 
diminuer la reconnaissance du statut AS du type AS au sein de l’expression)731. 
Evidemment, les deux fréquences relatives devraient être assez corrélées dans les faits et 
sont, a priori, toutes les deux valables comme indicateurs d’entrenchment (à un niveau 
lexical, non-schématique).  
 
                                                     
730 Remarquons qu’il est également concevable de ratisser plus large et d’étudier la fréquence relative de [semi-
copule X + AS prép. Y] / [attribut prép. Y], y compris les constructions à AO donc. 
731 Evidemment, la première fréquence relative pourrait donner lieu à une conclusion plus ou moins similaire, 
si un verbe attributif se combine uniquement avec un seul type AS (= du point de vue des possibilités 
combinatoires du verbe). Cependant, cette situation semble moins probable (d’autant plus que nous avons 
sélectionné les verbes attributifs les plus établis). De toute façon, il faudrait effectuer une expérience 
psycholinguistique / neurolinguistique, afin de déterminer avec plus de précision le sens de ces deux fréquences 
relatives dans le contexte de notre recherche. 
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Après avoir examiné la token frequency et l’entrenchment, nous nous pencherons encore 
brièvement sur la notion de conventionnalisation. Dans l’Entrenchment-and-
Conventionalization Model de Hans-Jörg Schmid, les concepts d’entrenchment et de 
conventionnalisation sont intimement liés par le biais de l’usage, mais ils diffèrent par 
rapport à leur domaine d’application : le processus d’entrenchment a lieu dans la tête du 
locuteur, tandis que le processus de conventionnalisation se déroule dans la société de 
locuteurs plus large (Schmid 2015, 3). Ainsi, le processus de conventionnalisation fait 
surtout référence à la diffusion d’innovations linguistiques d’un locuteur à l’autre, qui 
sont de plus en plus internalisées et utilisées par l’ensemble des / la plupart des locuteurs. 
Tandis que l’entrenchment se concentre plus sur la cognition de l’individu et, par ricochet, 
sur les différences de représentation mentale parmi individus, la conventionnalisation 
d’une construction indique que cette construction a réussi à se propager et à s’imposer 
comme l’option par défaut dans un certain contexte communicatif, ce qui implique pour 
la construction en question une sorte d’entrenchment moyen qui est partagé par 
l’ensemble des / la plupart des locuteurs. 
En ce moment, les avis sont partagés sur la question de savoir si les données de corpus 
nous enseignent quelque chose sur l’ancrage cognitif (entrenchment) ou plutôt sur la 
conventionnalisation d’une entité linguistique (Stefanowitsch et Flach 2017, 122). 
Evidemment, les deux notions sont intimement liées : les interactions entre locuteurs ont 
inévitablement un effet sur la cognition du locuteur individuel et vice versa. Pour notre 
part, nous avons utilisé jusqu’à présent et nous continuerons d’utiliser les termes de 
conventionnalisation et de combinaison conventionnalisée. Comme dans beaucoup d’études, 
nous les employons dans un sens neutre par rapport à l’opposition 
entrenchment/conventionnalisation. Concrètement, comme nous le montrerons plus loin 
dans cette partie, nous prenons en considération la token frequency d’une combinaison 
[verbe attributif + AS] dans l’échantillon (de 400 exemples par verbe) et la fréquence 
relative de cette combinaison par rapport à d’autres combinaisons [X + AS] pour 
opérationnaliser la conventionnalisation.    
En dernier lieu, nous aimerions consacrer encore quelques mots au rapport entre 
idiomaticité (au sens de Wulff 2008) et entrenchment. Il n’entre pas dans notre propos ici de 
donner un aperçu exhaustif de toutes les similarités et différences entre les deux termes, 
mais nous tenons à esquisser quelques grandes lignes. Voici quelques convergences 
importantes : 
- Les deux termes se présentent comme des notions gradables : on parle du degré 
d’entrenchment et du degré d’idiomaticité (du moins, d’après Wulff 2008732). 
- Dans les deux cas, il s’agit de notions multi-factorielles, qui recouvrent un 
ensemble de processus différents. En guise d’exemple, nous énumérons ici deux 
 
                                                     
732 Cf. par exemple le continuum collocation-idiom (Wulff 2008, 11). 
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facteurs partagés importants qui co-déterminent le degré d’entrenchment / 
d’idiomaticité :  
o la fréquence (de co-occurrence) et/ou la force d’association (statistique) 
entre les composantes d’une expression à plusieurs mots 
Or, ce facteur est sans doute plus fondamental dans la définition de 
l’entrenchment. 
o la compositionnalité d’une expression à plusieurs mots 
Dans le cas de compositionnalité, le sens du tout équivaut à la somme des 
sens individuels des composantes constitutives du tout. Plusieurs 
classifications ont été proposées qui définissent des degrés de 
compositionnalité733. Les expressions idiomatiques prototypiques sont 
censées être non compositionnelles (cf. l’expression idiomatique souvent 
citée kick the bucket). La citation suivante met en exergue que cette non-
compositionnalité est habituellement associée à un traitement cognitif plus 
unitaire / holistique (cf. la partie en gras), contrairement à un parsing 
analytique, ce qui nous mène vers un des traits définitoires de 
l’entrenchment cognitif, à savoir le chunk status d’une expression (cf. supra). 
 […] while in decomposable constructions, the meaning of the parts is more 
important than that of the combined phrase, the word semantics are only of minor 
importance in non-decomposable constructions, which are processed more as one 
single unit (Wulff 2008, 38) 
Remarquons que, d’un point de vue diachronique, une perte progressive de 
compositionnalité formelle risque également de ‘brouiller’ la structure 
interne, par exemple sous la forme d’univerbation ou de réduction 
phonétique. Dans ce cas, la compositionnalité originelle n’est parfois plus 
observable en synchronie, par exemple : God be with you → goodbye (Bybee 
2007, 11). 
Cependant, les deux termes entrenchment et idiomaticité semblent également assez 
différents par rapport à certains aspects : 
- L’entrenchment se veut être une notion cognitive, qui concerne la représentation 
mentale d’une expression linguistique dans la cognition du locuteur (individuel). 
En revanche, l’idiomaticité est plutôt considérée comme étant une propriété 
(multi-dimensionnelle) d’une structure linguistique spécifique. Ainsi, on pourrait 
dire qu’on étudie des phénomènes qui sont en partie les mêmes, mais sous un angle 
 
                                                     
733 Un cas intermédiaire est, par exemple, les idiomatically combining expressions (cf. la section 5.3.3). 
 
  593 
différent, plus cognitif dans le cas d’entrenchment, plus linguistique dans le cas de 
l’idiomaticité734. 
- La notion d’idiomaticité part de l’observation de certaines propriétés d’expressions 
idiomatiques prototypiques (core idioms), par exemple leur non-compositionnalité 
et leur fixité formelle, avant d’appliquer ces paramètres d’idiomaticité à des cas de 
combinaison conventionnalisée moins clairs, afin de les situer sur une échelle 
d’idiomaticité (en fonction des différents paramètres). En revanche, l’entrenchment 
n’est pas vraiment défini par rapport aux propriétés d’une catégorie linguistique 
spécifique (comme les core idioms).  
- L’idiomaticité concerne surtout les constructions lexicalement spécifiées (cf. 
Wulff 2008, 166735), tandis que l’entrenchment s’applique à la fois à des constructions 
lexicalement spécifiées et à des constructions plus schématiques. De plus, 
l’idiomaticité est le plus souvent étudiée par rapport à des expressions à plusieurs 
mots (cf. par exemple les paramètres d’idiomaticité qui visent surtout le niveau 
syntaxique, cf. Wulff 2008, 76736), alors que l’entrenchment se rapporte également à 
des morphèmes, à des mots simples et à des mots morphologiquement complexes 
du type [base+affixe], cf. supra. En somme, l’entrenchment semble, en tant qu’outil 
théorique, pertinent pour plus de types de constructions que l’idiomaticité. 
- Le vocabulaire scientifique conventionnellement associé aux deux notions diffère. 
Ainsi, on trouvera en général plus facilement le terme formulaic sequence 
(/expression/ language) dans le domaine de l’idiomaticité que le terme chunk, qui 
semble à son tour plus associé au domaine lexical d’entrenchment. Par contre, il ne 
s’agit que de tendances (intuitives) et tous ces termes semblent assez 
interchangeables dans la terminologie de beaucoup de linguistes (à témoin des 
termes ‘mixtes’ comme formulaic chunk). 
En conclusion, il est parfaitement possible de distinguer l’entrenchment de 
l’idiomaticité sur certains points, mais, dans les faits, les deux notions servent souvent à 
décrire des phénomènes linguistiques très semblables : les expressions très idiomatiques 
sont en général aussi très cognitivement ancrées (entrenched). 
 
                                                     
734 Dans l’optique de Wulff 2008, l’idiomaticité est également un concept psychologique (Wulff 2008, 3), dans la 
mesure où elle est une appréciation de la part du locuteur, qui accorde un certain poids aux différents 
paramètres d’idiomaticité (non-compositionnalité, fixité formelle etc.) afin d’aboutir à un jugement 
d’idiomaticité global. Toujours est-il que ces paramètres d’idiomaticité en soi sont observables ou 
opérationnalisables dans un corpus. 
735 Toutefois, cf. le terme schematic idiom (Wulff 2008, 18). 
736 Pensons à la flexibilité avec laquelle l’expression linguistique apparaît dans des configurations syntaxiques 
diverses (cf. le test de la passivation) et à la possibilité de modification (adverbiale, adjectivale etc.) des 
composantes de l’expression linguistique. 
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13.1.4 Dépendance de la taille d’échantillon 
Comme nous l’avons signalé à plusieurs reprises dans cette introduction, les mesures de 
productivité (en particulier, type frequency / hapax frequency737) sont en général très 
dépendantes de la taille d’échantillon (cf. l’aperçu dans Zeldes 2012, 92‑93, qui parcourt 
pour chaque mesure de productivité si elle est affectée par la taille d’échantillon ou 
pas)738. D’habitude, un échantillon nous permet d’estimer un paramètre de la population 
(p. ex. la taille moyenne d’une femme en Europe) : tous les estimateurs de ce paramètre 
de la population, obtenus pour des échantillons différents, devraient se rapprocher plus 
ou moins de la valeur réelle de ce paramètre (au niveau de la population entière) et la 
fiabilité de l’estimation est censée s’améliorer pour des tailles d’échantillon plus grandes. 
Or, cette logique ne s’applique pas pour le type de données (= des données textuelles, en 
l’occurrence les AS d’une micro-construction donnée) et pour les statistiques (= les 
mesures de productivité, p. ex. la type frequency) qui nous intéressent ici. Les valeurs 
obtenues pour ces mesures de productivité varient systématiquement en fonction de la 
taille d’échantillon N (cf. Baayen 2001, 1). En outre, il importe de se rendre compte que la 
courbe d’accroissement du vocabulaire V(N)739 (tout comme V1(N), le nombre d’hapax) 
n’est pas une fonction linéaire de N (Baayen 2001, 2‑3) : au début, V(N) augmente très vite, 
mais le taux avec lequel le vocubulaire V(N) augmente diminue au fur et à mesure que le 
nombre de tokens N recensés augmente. Par conséquent, il est impossible d’estimer, à 
partir des seuls diagnostics V et (obtenus pour une taille d’échantillon N fixe), la type 
frequency V / l’hapax frequency V1 pour des tailles d’échantillon au-delà du nombre de 
tokens N attesté dans l’échantillon empirique (= par extrapolation). Cf. aussi cette 
explication dans Baayen et Lieber 1991 : 
Although V and are intimately linked, the fact that is a function of N has as 
its consequence that the growth curve of a given affix is not fully characterized by 
. For instance, for some fixed N, V, and we do not know with what rate the 
growth curve of V will flatten out for larger samples. Hence, on the basis of by 
itself nothing can be said about the absolute number of types which might be 
expected to surface in larger samples. Similarly, by itself cannot be used to 
estimate S, the number of possible types. (Baayen et Lieber 1991, 817)  
 
                                                     
737 La situation de l’hapax_type_ratio est moins claire : il n’est pas étudié sous l’angle de la dépendance de la taille 
d’échantillon dans les publications de Baayen. Nous laissons donc cette question en suspens.   
738 Cf. aussi cette conclusion succincte dans Zeldes 2012 : « Some measures are independent from and should 
scale with sample size (frequency, and to the extent that it can be approximated S) but others depend on the 
N(C) at which they are measured (V, ). A complex of measures capturing these aspects must therefore give 
values as a function of N(C) » (Zeldes 2012, 135‑36). 
739 Cf. la section 13.2 pour une explication plus approfondie de ce terme. 
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Ceci s’explique en partie par les propriétés de la distribution fréquentielle lexicale 
(word frequency distribution, cf. Baayen 2001), qui est caractérisée par un grand nombre de 
mots / types à probabilité d’occurrence extrêment basse (c’est-à-dire des mots / types 
rares, qui apparaissent peu fréquemment dans le corpus), cf. aussi notre caractérisation 
d’une Type-Frequency List dans la section 13.2. Ce type de distribution fréquentielle est 
assez particulier et s’appelle une distribution LNRE (= Large Number of Rare Events). Nous 
renvoyons à Baayen 2001, 55‑56 pour une formalisation plus mathématique des 
conditions auxquelles une distribution doit satisfaire afin d’être reconnue comme une 
distribution LNRE. En conséquence de ce nombre élevé de types à probabilité d’occurrence 
extrêment basse, ce qui caractérise une distribution LNRE, l’échantillon (à partir du 
corpus source) est d’habitude très incomplet : en général740, beaucoup de types, en 
particulier les types rares, ne sont pas recensés au sein des limites de l’échantillon et 
doivent encore apparaître dans des tailles d’échantillon plus grandes. Il s’ensuit que la 
probabilité d’occurrence d’un type au niveau de la ‘population’, estimée à partir de la 
fréquence relative de ce type au sein de l’échantillon, est systématiquement surestimé, 
car l’échantillon ne tient pas compte de la masse de probabilité représentée par les types 
pas encore vus, qui est (souvent) non négligeable (Baayen 2001, 57). Des modèles 
(paramétriques) plus complexes, à savoir les modèles LNRE (cf. infra), sont nécessaires 
pour contourner ce problème et arriver à une solution plus satisfaisante, qui essaie de 
rendre compte de l’existence de ces types non observés au sein de l’échantillon.  
Si nous résumons ce qui précède, nous pouvons conclure que les mesures de 
productivité en soi, appliquées à une certaine taille d’échantillon finie, ne suffisent en 
général pas pour estimer le nombre de types / hapax total auquel on pourrait s’attendre 
au niveau de la population (= pour un nombre de tokens N infini), c’est-à-dire pour 
déterminer le point où la courbe d’accroissement du vocabulaire V(N) atteint une 
asymptote horizontale. Baayen parle dans ce cas du nombre de types S dans la population, 
ce qui équivaut à la limite de V(N) pour N → , le nombre de types qui devrait apparaître 
pour une taille d’échantillon infinie (Baayen 1992, 114). Accessoirement, l’estimation de 
la type frequency et de l’hapax frequency pour N →  (à l’aide d’un modèle LNRE, cf. infra) a 
pour avantage qu’on peut comparer sous les mêmes conditions la productivité de 
différentes constructions, en utilisant le même standard de comparaison. En outre, cette 
estimation du nombre de types S dans la population peut en principe faire usage de tous 
les tokens attestés dans le corpus pour une certaine construction, alors qu’une 
comparaison de la productivité de différentes constructions sans extrapolation (pour N 
→ ) implique qu’on compare les valeurs de productivité pour le nombre de tokens N 
maximal partagé entre les constructions examinées. Cette comparaison de différentes 
constructions pour le nombre de tokens N maximal partagé nécessite souvent la 
 
                                                     
740 = à condition que l’échantillon soit localisé dans la zone LNRE, cf. la section 15.1.1 pour une définition. 
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troncation du nombre de tokens N des constructions plus fréquentes, ce qui engendre une 
perte d’informations intéressantes pour le profil de productivité de ces constructions plus 
fréquentes. En d’autres mots, l’extrapolation permet de rendre compte du fait que 
certaines constructions soient plus fréquentes que d’autres, en incorporant le nombre de 
tokens N maximal de chaque construction individuelle dans le corpus, afin d’estimer le 
nombre de types S (au niveau de la population), alors qu’on fait plus ou moins abstraction 
de ces différences fréquentielles entre constructions si on compare la productivité de 
constructions pour des tailles d’échantillon égales.  
En dehors de l’estimation de la quantité de types et d’hapax qui est attendue au niveau 
de la ‘population’, afin de combler la lacune des types non observés au sein de 
l’échantillon, une deuxième raison pour laquelle on aurait intérêt à aller au-delà de la 
taille d’échantillon empirique s’impose. L’extrapolation de la type frequency (/ de l’hapax 
frequency) à des tailles d’échantillon plus grandes permet de visualiser l’évolution de la 
courbe d’accroissement du vocabulaire V(N) (= VGC, Vocabulary Growth Curve) pour un 
intervalle N plus large. Ainsi, il devient plus probable de détecter des intersections entre 
courbes, à un certain N, qui sont susceptibles d’inverser le classement de productivité des 
différentes constructions examinées. Par exemple, certains slots peuvent vite accumuler 
des types, mais s’épuisent également assez vite, alors que d’autres accumulent de façon 
plus graduelle des types au fil de l’échantillon, mais s’épuisent moins vite (Zeldes 2012, 
122). Pour un N assez bas, le premier cas de figure aura probablement une type frequency 
plus élevée que le deuxième cas de figure, mais le deuxième cas de figure est susceptible 
de rattraper le premier type de courbe pour des Ns plus élevés, ainsi devenant plus 
productif à partir d’un certain N. Sans techniques d’extrapolation, notre vue sur 
l’évolution de la courbe d’accroissement du vocabulaire V(N) se limite souvent à des 
tailles d’échantillon relativement petites, qui ne permettent pas d’analyser des tendances 
à plus grande échelle.    
Pour preuve, voici un graphique (emprunté à Zeldes 2012, 120) qui visualise les courbes 
d’accroissement du vocabulaire V(N) pour les objets de différents verbes anglais (cf. push, 
eat, spend, incur etc.). La ligne continue représente les types observés, alors que la ligne en 
pointillé représente l’extrapolation (= la prédiction au-delà de la taille d’échantillon 
observée, à l’aide d’un modèle LNRE). 
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Figure 80 Les courbes d’accroissement du vocabulaire V(N) pour les objets de différents 
verbes anglais (cf. push, eat, spend, incur etc.) 
 
Plusieurs de ces lignes se croisent à un moment donné, ce qui implique qu’à partir d’un 
certain N, la tendance s’inverse et que la position COD d’un verbe devient plus type 
frequent que la position COD d’un autre verbe pour la suite, ainsi modifiant le classement 
de productivité (en matière de type frequency). Ces tendances au niveau macro sont 
souvent détectables grâce aux extrapolations, cf. les lignes en pointillé. Dans la même 
veine, nous pouvons référer à ce commentaire dans Zeldes 2012 :  
It is therefore clear that it is not enough to compare productivity at some small 
common sample size to find meaningful groups of similarly productive 
constructions : we must consider the development of productivity measures with 
sample size, and try to assess what will happen to them as we see more data. (Zeldes 
2012, 120) 
Afin d’extrapoler les résultats obtenus pour une certaine taille d’échantillon au-delà 
de la taille d’échantillon empiriquement observée, il faut faire appel à des modèles 
(paramétriques) LNRE (cf. Baayen 2001, Evert et Baroni 2006, Zeldes 2012, 80‑85). Il en 
existe plusieurs, mais le modèle LNRE qui a reçu le plus de validation empirique est le 
modèle fZM (= finite Zipf-Mandelbrot), cf. Evert 2004 et Zeldes 2012, 80. Contrairement au 
modèle ZM (= Zipf-Mandelbrot), ce modèle ne diverge pas automatiquement à l’infini pour 
des Ns plus larges, en admettant que le vocabulaire soit susceptible d’être fini (cf. Zeldes 
2012, 82). Le modèle vise à déterminer les valeurs attendues pour : 
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• le nombre de types dans un échantillon de N tokens : E[V(N)] 
• le nombre de types qui apparaissent m fois dans un échantillon de N tokens : 
E[Vm(N)] 
Remarquons que le modèle ne fournit donc pas d’estimations pour des types 
individuels, mais s’intéresse à la globalité de la distribution des probabilités des types dans 
la population. Ainsi, un modèle (paramétrique) LNRE est une formule qui décrit la 
distribution des probabilités d’occurrence des types dans la population. 
A l’origine du modèle ZM (Evert 2004) est la loi Zipf-Mandelbrot. Cette loi est une 
généralisation de la loi de Zipf, qui décrit la relation entre la probabilité d’occurrence πz 
d’un type et son rang741 z (d’après Zeldes 2012, 78)742, mais elle est enrichie avec deux 
paramètres additionnels a et b, qui déterminent la forme précise de la distribution (cf. 
Zeldes 2012, 80 ou Baayen 2001, 101‑3 pour une explication plus circonstanciée de l’utilité 
de ces deux paramètres supplémentaires). Le modèle fZM ajoute encore un troisième 
paramètre additionnel, en plus des deux paramètres précédemment mentionnés, cf. 
Zeldes 2012, 82. Lors de l’application du modèle, ces paramètres sont estimés de sorte 
qu’ils correspondent à la distribution des fréquences des types dans l’échantillon / le 
corpus observé. Suite à l’estimation de ces quelques paramètres (= parameter estimation), 
la distribution hypothétique des probabilités d’occurrence des types au niveau de la 
population peut être calculée. Il est clair que ces modèles partent de l’hypothèse qu’une 
certaine version de la loi de Zipf est valable pour la population sous-jacente (Baayen 1992, 
119), afin d’opérationnaliser l’extrapolation. De plus, ce modèle part du principe que les 
mots / les types apparaissent aléatoirement (= randomness assumption, cf. Baayen 2001, 
161), ce qui est évidemment problématique pour un corpus de textes, où certains mots / 
types spécifiques risquent d’être regroupés dans certains textes. En revanche, ce problème 
serait moins sévère si on se concentre, comme on le fait lors d’une étude de productivité, 
sur une catégorie morphosyntaxique spécifique (à partir d’un échantillon randomisé).  
Plusieurs techniques existent afin de valider le modèle LNRE obtenu à partir d’un 
échantillon. Tout d’abord, il est possible de calculer la qualité d’ajustement (= goodness-of-
fit) du modèle LNRE, qui essaie de déterminer la mesure dans laquelle le modèle 
correspond à la distribution des fréquences observées (cf. Baayen 2001, 118‑22 pour les 
détails techniques du test utilisé). Visuellement, nous pouvons également examiner 
l’écart entre la distribution attendue et observée : 
 
                                                     
741 Communément, les fréquences observées des types sont classées par ordre décroissant, ce qu’on appelle un 
Zipf ranking.  
742 Formulé autrement : « Zipf’s law states that in human language, the frequency of words decreases as a power 
function of their rank in the frequency table. If pf is the proportion of words whose frequency in a given language  
sample is f, then pf  ~ f 
-b
 , with b   1 » (Ellis 2012, 13).  
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- en juxtaposant la courbe d’accroissement du vocabulaire estimée par le modèle 
jusqu’à N = la taille d’échantillon observée (cf. la ligne rouge jusqu’à la barre 
oblique dans le graphique ci-dessous) et la courbe d’accroissement du vocabulaire 
empirique (cf. la ligne noire dans le graphique ci-dessous) :  
 
Figure 81 Juxtaposition la courbe d’accroissement du vocabulaire estimée par le modèle et 
la courbe d’accroissement du vocabulaire empirique 
 
- en justaposant les spectres fréquentiels743 observés (cf. les barres noires dans le 
graphique ci-dessous) et attendus (cf. les barres rouges dans le graphique ci-
dessous) pour N = la taille d’échantillon observée : 
 
                                                     
743 = combien de types apparaissent une fois, deux fois, m fois etc. 
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Figure 82 Juxtaposition des spectres fréquentiels observés et attendus 
 
Or, ces tests ne seraient pas entièrement fiables afin de déterminer la qualité de 
l’extrapolation au-delà de la taille d’échantillon observée (cf. Evert et Baroni 2006). Enfin, 
une dernière possibilité de validation est d’estimer les paramètres d’un modèle LNRE à 
partir d’un sous-ensemble des données empiriques N, afin de comparer l’extrapolation de 
ce modèle basé sur un sous-ensemble des données empiriques N avec la courbe 
d’accroissement du vocabulaire empirique (ou interpolée) pour la totalité des données 
empiriques N. 
Nous avons tenu à signaler au lecteur ces techniques d’extrapolation, qui permettent 
de contourner le problème théorique de la dépendance de la taille d’échantillon, mais 
nous n’utiliserons finalement pas ces techniques pour la présente analyse et cela pour 
plusieurs raisons :  
- Vu le grand nombre de verbes attributifs étudiés, nos échantillons par verbe, qui 
comptent en général 400 tokens, ne sont pas extrêmement larges. D’abord, il est 
connu que la qualité d’extrapolation déteriore pour des tailles d’échantillon plus 
petites. A cela s’ajoute que, suite à des vérifications empiriques, il a été déterminé 
que l’extrapolation est précise pour des extrapolations jusqu’à deux fois le nombre 
de tokens N attesté au sein de l’échantillon empirique :  
[…] our overall conclusion is that most of the models (with the exception of 
lognormal) provide a plausible extrapolation of the vocabulary size V up to 2 times 
the size N0 of the estimation corpus, and in many cases they at least capture the 
right trend up to 4 times N0. […] Extrapolation accuracy is much lower for the 
number of hapaxes V1, rendering the current models unusable for studies of 
morphological productivity. (Evert et Baroni 2006) 
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L’extrapolation serait donc seulement fiable pour les prédictions jusqu’à N = 800 
dans notre cas, ce qui est une amélioration relativement petite. Une inspection 
visuelle de la courbe d’accroissement du vocabulaire empirique devrait nous 
enseigner autant sur les tendances à attendre ‘dans l’immédiat’. 
- Suivant Gaeta et Ricca 2006, nous utilisons des échantillons744 à token frequency 
égale, ce qui garantit la comparabilité des valeurs obtenues pour les différentes 
mesures de productivité. Il n’est donc plus nécessaire d’utiliser des techniques 
d’extrapolation, afin d’aboutir à des Ns égaux. 
- Notre étude vise à étudier le rapport entre productivité et token frequency (dans le 
domaine des verbes (semi-)copules), cf. la section 13.3. Il n’est pas clair à présent 
si ces modèles LNRE, qui servent surtout à estimer E[V(N)], seraient également 
aptes à modéliser la token frequency des types à token frequency élevée de façon fiable 
(cf. toutefois Baayen 2001, 103, qui aborde brièvement la problématique). Plus 
d’études empiriques sont nécessaires afin de tester la qualité de l’extrapolation 
concernant cet aspect.  
En conclusion, nous espérons avoir démontré que la taille d’échantillon choisie se 
répercute de façon non négligeable sur les valeurs qu’on obtient pour la plupart des 
mesures de productivité. Cette mise en garde est importante et refera surface à plusieurs 
reprises dans la suite de cette partie consacrée à la productivité. 
13.2 Boîte à outils 
Afin de mieux étudier la productivité de la position AS des différentes micro-
constructions attributives, nous ferons usage de quelques outils d’analyse autres que les 
mesures de productivité telles que la type frequency, l’hapax frequency etc. Dans cette 
section, nous introduisons ces outils supplémentaires, à savoir la Type-Frequency List (1), 
la Vocabulary Growth Curve (2) et l’analyse en composantes principales (3). 
 
1) Type-Frequency List (Baroni et Evert 2014) 
La Type-Frequency List est une liste des token frequencies par type AS, pour chaque micro-
construction attributive. Dans notre emploi du terme, la Type-Frequency List est, par 
 
                                                     
744 Alternativement, la possibilité d’utiliser tous les tokens N pertinents (pour chaque verbe attributif) dans le 
corpus source est pratiquement non réalisable. Dans ce cas, l’extrapolation aurait été plus utile, afin d’extrapoler 
les micro-constructions moins fréquentes jusqu’au N de la micro-construction la plus fréquente. 
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définition, ordonnée par token frequency décroissante, pour qu’elle puisse être visualisée 
à la manière d’une distribution zipfienne745 :  
1) L’axe des x représente les rangs des types AS (par verbe attributif). Le premier rang 
est occupé par le type AS le plus fréquent, le deuxième rang est occupé par le 
type AS avec la deuxième token frequency la plus élevée et ainsi de suite. 
2) L’axe des y représente les token frequencies des types AS (par verbe attributif). 
 
 
Figure 83 Type-Frequency List (exemple) 
 
 
Si nous parlons de la Type-Frequency List d’un verbe attributif, la représentation visuelle 
est toujours impliquée. Nous utilisons également le terme (français) distribution 
 
                                                     
745 Nous n’examinerons pas en détail si la distribution des types AS correspond réellement à une distribution 
zipfienne, telle qu’elle est définie mathématiquement. 
 
‘sommet’ de la distribution 
fréquentielle : les types AS à 
token frequency (plus) élevée 
La distribution fréquentielle se 
termine souvent par une  ‘queue’ de 
types AS (quasi) hapaxiques. 
les rangs des types AS 
les token 
frequencies 
des types AS 
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fréquentielle pour désigner la même chose746. Dans la suite du texte, le terme distribution 
fréquentielle s’applique donc par défaut à la distribution fréquentielle des types AS au sein 
du slot AS de chaque micro-construction attributive. 
 
2) Vocabulary Growth Curve (Baayen 2001, Baroni et Evert 2014) 
La Vocabulary Growth Curve peut être définie comme suit :  
A vocabulary growth curve reports vocabulary size (number of types, V) as a 
function of sample size (number of tokens, N). (Baroni et Evert 2014)  
En d’autres termes, elle permet de tracer l’évolution du nombre de types (/ hapax) au fil 
de l’échantillon, c’est-à-dire par ordre de découverte des exemples dans le corpus source. 
Le type de Vocabulary Growth Curve que nous utiliserons dans notre étude est une courbe 
d’accroissement du vocabulaire empirique, où les chiffres sont basés sur l’échantillon 
réel, sans qu’il y ait question d’interpolation (binomiale) ou d’extrapolation747 (cf. Baroni 
et Evert 2014).  
L’usage de ce type de visualisation dans des études de productivité se répand de plus 
en plus, cf. par exemple Desagulier 2016, qui interprète la pente de la courbe comme un 
indice de productivité : « VGCs are a handy way of visualizing productivity: the steeper 
the curve, the more productive the linguistic unit/process under study » (Desagulier 
2016, 184). Nous appliquerons également ce type de visualisation à d’autres mesures de 
productivité, en montrant par exemple l’évolution de l’hapax_type_ratio (cf. 15.1.4) des 
différentes semi-copules à travers l’échantillon. Cette approche permet de découvrir des 
tendances plus globales des mesures de productivité, qui se maintiennent pendant un 
intervalle de N tokens, au lieu de se fier uniquement à un chiffre de productivité isolé, 
qu’on obtient à une taille d’échantillon fixe (souvent choisie arbitrairement).  
 
3) L’analyse en composantes principales (Principal Component Analysis) [ACP (PCA)] 
Enfin, nous effectuerons également une analyse en composantes principales pour 
différents sous-ensembles de nos données (copules prototypiques vs semi-copules, AS 
adjectival vs AS prépositionnel). Voici une citation qui résume très bien l’objectif central 
d’une telle analyse : 
 
                                                     
746 A ne pas confondre avec le terme Frequency Spectrum (spectre fréquentiel) d’après Baroni et Evert 2014, qui 
signifie autre chose (même si le spectre fréquentiel est en quelque sorte dérivé de la distribution fréquentielle) : « A 
frequency spectrum summarizes a frequency distribution in terms of number of types (Vm) per frequency class 
(m), i.e., it reports how many distinct types occur once, how many types occur twice, and so on » (Baroni et 
Evert 2014). 
747 Extrapolation signifie ici qu’on essaie d’extrapoler l’évolution du nombre de types/hapax au-délà de la taille 
d’échantillon attestée. 
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The central idea of principal component analysis is to reduce the dimensionality of 
a data set in which there are a large number of interrelated variables, while 
retaining as much as possible of the variation present in the data set. This reduction 
is achieved by transforming to a new set of variables, the principal components, 
which are uncorrelated, and which are ordered so that the first few retain most of 
the variation present in all of the original variables. (Jolliffe 2002, ix) 
L’analyse en composantes principales est donc particulièrement utile pour relever des 
redondances dans les données, en identifiant les variables ‘originelles’ corrélées. Ces 
variables originelles corrélées sont ensuite ‘résumées’ sous la forme de nouvelles 
variables, les composantes principales (principal components), qui ne sont plus corrélées 
entre elles et dont, idéalement, les premières composantes principales suffisent pour 
capter la plupart de la variance présente dans les données originelles.  
Dans notre cas particulier d’une analyse de productivité, les variables originelles sont 
les différentes mesures de productivité (cf. le chapitre 14 pour un aperçu), qui pourront, 
si elles sont suffisament corrélées, être réduites à quelques composantes principales, grâce 
à l’ACP. D’après Zeldes 2012, la productivité syntaxique est nécessairement 
multidimensionnelle. Or, il n’empêche que certaines mesures de productivité risquent 
d’être assez redondantes par rapport à d’autres. Etant donné que ces redondances sont 
peu prévisibles a priori et dépendent en grande partie des données en question, il importe 
de vérifier empiriquement d’éventuelles corrélations entre les mesures de productivité 
pour les données dont on dispose, cf. aussi la citation suivante : 
Finally, since a theory of syntactic productivity should be parsimonious, even if a 
measure can be shown to be predictive and interpretable, it should not be admitted 
if it is redundant next to another measure. To guard against this possibility, possible 
correlations between measures should be empirically evaluated and linguistically 
interpreted so that the most orthogonal and expressive dimensions are chosen. 
With the optimal set of dimensions at hand, it can be hoped it will become possible 
to cluster data from particular areas in the n-dimensional space and interpret such 
areas as certain theoretically justifiable syntactic types. (Zeldes 2012, 46) 
Ensuite, la réduction de la dimensionnalité originelle, opérée par l’ACP en fonction des 
corrélations détectées, nous donnera (idéalement) un résumé de seulement quelques 
dimensions de productivité orthogonales (= non corrélées), qui captent la plupart de la 
variabilité présente dans les données originelles (cf. aussi la section 13.3).  
Les variables originelles (c’est-à-dire, les mesures de productivité) s’appliquent à des 
individus, qui sont, en l’occurrence, les différentes micro-constructions attributives 
(raken, tomber etc.). Ces différentes micro-constructions attributives obtiennent des scores 
pour les différentes mesures de productivité (type frequency, hapax frequency etc.). 
Concrètement, c’est cette matrice de scores qui est soumise à une analyse en composantes 
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principales, afin de mettre à nu, de façon exploratoire, les dimensions de variabilité les 
plus importantes dans nos données. Voici une partie de la matrice, à titre d’illustration : 
 
Figure 84 Matrice de scores de productivité 
 
L’ACP nous aidera ainsi à réaliser les objectifs suivants : 
(1) arriver à une meilleure compréhension des convergences et divergences les plus 
importantes entre les différentes mesures de productivité, telles qu’elles se 
comportent dans notre base de données 
(2) découvrir comment les mesures de productivité et les verbes attributifs se 
positionnent les uns vis-à-vis des autres en fonction des dimensions de variabilité 
les plus importantes identifiées par l’ACP (= les composantes principales ‘cachées’ 
dans nos données) 
Enfin, nous mentionnons encore un dernier concept associé à l’analyse en 
composantes principales qui mérite quelques explications, à savoir celui des valeurs 
propres (eigenvalues). D’un point de vue pratique748, on peut dire que les valeurs propres 
mesurent la quantité de variance (contenue dans les données originelles) qui est 
représentée par chaque principal component (‘composante principale’) issue de l’ACP 
(Kassambara 2017b, 18). Ainsi, les valeurs propres des nouvelles dimensions (créées par 
l’ACP) correspondent directement aux pourcentages de variance expliquée par ces 
dimensions. Par définition, la première dimension de l’ACP représente toujours le 
pourcentage de variance expliquée le plus élevé : ce pourcentage diminue à chaque fois 
pour les dimensions subséquentes. L’éboulis des valeurs propres (scree plot) est un outil 
graphique souvent utilisé qui permet de juxtaposer les pourcentages de variance 
expliquée par les différentes dimensions sous la forme d’un graphique à barres, afin de 
mieux déterminer le nombre de composantes principales à retenir pour arriver à une 
 
                                                     
748 Pour les détails et implications mathématiques, nous renvoyons à Husson, Lê, et Pagès 2011 et Strang 2016. 
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solution qui explique suffisamment de variance. Dans notre étude, les deux premières 
composantes de chaque ACP effectuée contiendront déjà la plus grande part de la 
variation dans les données (> 85 %), ce qui, à chaque fois, nous amènera à retenir et à 
visualiser uniquement les deux premières dimensions de l’ACP. 
13.3 Questions de recherche 
Après les considérations théoriques plus générales (à partir de la littérature, cf. 13.1) et 
l’aperçu des outils d’analyse plus avancés à notre disposition (cf. 13.2), nous nous 
tournons maintenant entièrement vers notre propre cas d’étude, à savoir la productivité 
du slot AS des micro-constructions attributives. Dans cette section, nous passons en revue 
les quatre questions de recherche principales qui sont à l’origine de la présente étude de 
productivité. Concrètement, notre étude vise à : 
(1) découvrir comment les différents verbes attributifs se regroupent en fonction des 
mesures de productivité. Cf. notamment la section 15.1.6, qui y répond 
spécifiquement. 
 
(2) déterminer les convergences et les divergences les plus importantes entre les 
différentes mesures de productivité, telles qu’elles se conduisent dans notre base 
de données. Nous nous concentrons sur la productivité du slot AS des différentes 
micro-constructions attributives, même s’il n’est pas exclu que la compétition à 
l’intérieur du slot verbal de la construction attributive influe aussi sur la 
productivité du slot AS. 
La productivité est un complexe multidimensionnel (Zeldes 2012). Il est 
nécessaire d’inclure toutes les mesures dans la description de ce complexe, afin de 
tester de façon empirique quelles mesures convergent et lesquelles divergent pour 
l’échantillon donné : 
Syntactic productivity is multidimensional. As shown in Section 4 diffferent aspects 
of productivity are not necessarily correlated (though they often are). Measures 
based on token and type frequency or hapax legomena, even for a same sized 
sample, may result in different rankings and must therefore be included in the 
description of the syntactic Productivity Complex. (Zeldes 2012, 135‑36). 
En particulier, nous examinerons à l’aide de ces mesures la relation entre la 
productivité et la token frequency, définie comme anti-productivité (dans la mesure 
où la token frequency élevée est réputée être au détriment de la productivité). Nous 
renvoyons au chapitre 14 pour une explication plus circonstanciée des différentes 
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mesures et aux sections 15.1.5 et 15.2.1, qui traitent de cette opposition entre 
productivité et anti-productivité, appliquée à nos données. 
 
(3) analyser la productivité pour différents sous-ensembles des données, à savoir les 
sous-constructions adjectivales et prépositionnelles des semi-copules (cf. la 
section 15.2.2). 
 
(4) étudier la relation entre token frequency, catégories morphosyntaxiques et classes 
sémantiques (cf. la section 15.2.3). 
 
Avant de pouvoir répondre à ces questions dans le chapitre 15, nous devons d’abord 
dresser l’inventaire exhaustif des mesures de productivité que nous allons utiliser pour 
étudier le Productivity Complex (Zeldes 2012). Le chapitre suivant fournit cet inventaire. 
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 14 Mesures de productivité vs mesures 
d’anti-productivité 
Dans cette section, nous présentons les mesures de productivité que nous utiliserons pour 
l’analyse de productivité dans le chapitre suivant. Globalement, les mesures appliquées 
dans notre étude se divisent en deux grands sous-ensembles :  
1. les mesures de productivité ‘classiques’, qui jaugent, en gros, la diversité (en 
termes de types qui apparaissent dans la position d’AS) et l’extensibilité (à partir 
du nombre d’hapax qui apparaissent dans la position d’AS, cf. la notion de 
productivité potentielle, conçue par Baayen749) du slot AS de chaque micro-
construction attributive750 
2. des mesures d’anti-productivité, axées sur la token frequency, qui essaient de capter 
différentes facettes de la distribution des types AS à token frequency élevée 
(autrement dit, le ‘sommet’ de la distribution fréquentielle751) par verbe 
attributif752 
 
                                                     
749 Nous adoptons dans notre travail la définition de productivité potentielle fournie dans Baayen 2009 : 
V(1,C,N)/N(C). 
750 Dans les mots de Baayen 1993 : « In other words, an approach in which the notion of productivity is analyzed 
into the two components 'what we have' and 'the likelihood of additonal formations' requires a bi-dimensional 
analysis » (Baayen 1993, 185). 
751 La nécessité de prendre en consideration la totalité de la distribution fréquentielle, y compris son sommet, 
est déjà reconnue dans Baayen et Lieber 1991 : « Ultimately, then, the best way to proceed when analyzing 
morphological productivity quantitatively is to investigate the shape of the whole frequency distribution. In 
many cases, will adequately summarize the properties of the distribution that are of interest, but deviations 
at the head and tail of the distribution may require additional scrutiny if the productivity of associated WFR is 
to be properly understood from the quantitative point of view » (Baayen et Lieber 1991, 836).  
752 Il convient de stipuler ici que les mesures liées à la token frequency se distinguent de la mesure type_freq quant 
à leur niveau d’application : type_freq caractérise la totalité du slot d’une construction, alors que les mesures liées 
à la token frequency mettent l’accent sur seulement un ou plusieurs types AS à token frequency élevée occupant le 
slot de la construction.  
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Ce deuxième sous-ensemble de mesures s’ajoute aux mesures de productivités existantes 
et permet d’étudier avec plus de précision l’interaction entre la productivité (type_freq / 
hapax_freq) et la token frequency, qui est réputée être au détriment de la productivité. En 
raison de cet effet supposé négatif de la token frequency sur la productivité, nous parlerons 
désormais d’anti-productivité dans le cas des mesures liées à la token frequency. A témoin, 
nous pouvons fournir la citation suivante issue de Barðdal 2008 :  
It has also been argued by Bybee (1985 : 132-34, 1995 : 433-35, 2001 : 118-26), Bybee 
and Thompson (1997) and Clausner and Croft (1997 : 253-54) that high type 
frequency contributes to productivity whereas high token frequency detracts from 
productivity. The logic behind this assumption is that highly entrenched tokens do 
not contribute to schematization, i.e. they are not considered instantiations of their 
schemas by speakers, and because of that they do not reinforce their schemas. Such 
reinforcement is a necessary prerequisite for a schema to become entrenched. 
(Barðdal 2008, 49)753 
Dans le même ordre d’idées, Hilpert 2015 formule une upward strengthening hypothesis, 
qui préconise que des constructs à token frequency extrêment élevée ne contribuent pas à 
la schématisation d’un patron plus généralisant, mais, au contraire, s’émancipent de leur 
schéma plus englobant. Si nous remontons plus dans le temps, nous pouvons lire dans 
Baayen et Lieber 1991 que les mesures de productivité, en particulier la productivité 
potentielle, sont en quelque sorte conçues pour qu’ils soient sensibles à l’impact négatif 
de types à token frequency élevée : 
Similarly, the absence of large numbers of very high-frequency words also 
contributes to a high value of [= productivité potentielle], since high-frequency 
words contribute many tokens to the sum of all tokens N. Hence a distribution with 
few high-frequency types is more likely to have a higher value of [= productivité 
potentielle] than a distribution with many high-frequency types. […] With respect 
to condition three, we may note that, since semantically or formally idiosyncratic 
words typically turn out to be high-frequency items, they negatively affect the 
degree of productivity of the word-formation rule. Large numbers of such 
idiosyncratic formations will cause the degree of productivity to tend to zero. 
(Baayen et Lieber 1991, 815‑17) 
Or, Barðdal nuance ce point de vue, en formulant l’hypothèse qu’une token frequency 
élevée serait détrimentale pour la productivité des constructions schématiques (non 
 
                                                     
753 En outre, Barðdal parle également de « item specific islands with no generalizable over-arching schema » 
(Barðdal 2008, 10 & 48), ce qui va également souvent de pair avec une token frequency élevée. 
 
  611 
lexicalement spécifiées)754, alors que la productivité des micro-constructions 
(lexicalement spécifiées)755 bénéficierait plutôt d’une token frequency élevée, car elles sont 
plus susceptibles de servir de modèle pour des extensions analogiques locales756 : 
Finally, I have suggested that high token frequency can only be assumed to detract 
from the productivity of higher level constructions but not from the productivity 
of lower level constructions, since high token frequency makes individual types 
more entrenched as verb-specific low-level constructions, and thus more suitable 
as models for analogical extensions. (Barðdal 2008, 52)757 
Plus récemment, une idée similaire est formulée dans Diessel et Hilpert 2016 :  
First, lexical expressions that are frequently used in a specific grammatical pattern 
(and are therefore strongly associated with it) come to be represented as lexical 
prototypes for that grammatical pattern. As a result, they are more likely to license 
the extension of that grammatical pattern to a semantically related lexeme than 
infrequent expressions that are less strongly associated with it. In concrete terms, 
it is very likely that new extensions of the English ditransitive construction will be 
modeled on the verb give, but not on the verb deny. (Diessel et Hilpert 2016) 
Concrètement, cela voudrait dire pour notre cas d’étude que certaines combinaisons 
[verbe attributif + AS] conventionnalisées, dotées d’une token frequency élevée, seraient, 
en tant que modèle analogique, plus aptes à attirer d’autres types AS sémantiquement ou 
formellement proches, ce qui est susceptible de promouvoir la productivité de la micro-
construction attributive (ou une de ses sous-constructions) en question. Nous vérifierons 
cette hypothèse des items attracteurs : 
• Dans la section 15.2.1, qui examine (entre autres) l’impact d’une multiplicité de 
types AS à token frequency élevée potentiellement ‘attracteurs’ (dans le cas des 
semi-copules) sur la productivité du slot AS (sans différenciations sémantiques au 
 
                                                     
754 Dans notre étude, cela correspondrait alors à la construction attributive générique, qui existe à un niveau 
très schématique, sans que le slot verbal ou le slot AS soient donc lexicalement spécifiés. 
755 Dans notre étude, cela correspondrait alors aux micro-constructions attributives lexicalement spécifiées. 
Notons que Barðdal distingue également des « verb-subclass-specific constructions » (en fonction des classes 
sémantiques) à un niveau de schématicité intermédiaire.  
756 Cette hypothèse est développée dans un cadre de lexèmes verbaux empruntés à une autre langue qui doivent 
s’insérer dans une des constructions islandaises qui sont en compétition. Il n’est pas à exclure que la token 
frequency (d’un type AS cible, qui attire l’emprunt) joue dans ce scénario très précis un autre rôle que dans une 
situation d’extension plus spontanée, interne à la langue. En revanche, Bybee et Eddington 2006 et Vergara 
Wilson 2014 semblent, plus ou moins dans la lignée de pensée de Barðdal 2008, souscrire à l’idée que les classes 
sémantiques au sein de la position AS ont le plus souvent un élément central doté d’une token frequency plus 
élevée, à partir duquel les extensions analogiques s’opèrent. 
757 Cette logique vaudrait à la fois pour des micro-constructions (lexicalement spécifiées) subsumées par un 
schéma plus généralisant que pour des micro-constructions qui existent uniquement à un niveau inférieur. 
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sein du domaine AS). D’après le raisonnement dans Barðdal 2008, nous devrions 
pouvoir conclure que de multiples types AS à token frequency élevée ont un effet 
plutôt bénéfique sur la productivité du slot (car : plus de modèles analogiques), en 
comparaison avec un scénario où il y a uniquement un seul type AS à token 
frequency élevée qui peut fonctionner comme modèle analogique. 
• Dans la section 15.2.3, qui ajoute la perspective des classes sémantiques à notre 
étude de productivité. A l’aide de cette classification sémantique, nous serons en 
mesure de vérifier si les classes sémantiques les plus diverses en matière de 
type_freq se construisent autour d’un type AS à token frequency élevée, 
conformément au raisonnement adopté dans Barðdal 2008. 
Remarquons enfin que certaines de ces mesures, comme diff_r1_r2, ont été créées suite 
à l’inspection des Type-Frequency List plots des différents verbes attributifs (cf. 15.1.6) : elles 
permettent de quantifier certains aspects de la distribution fréquentielle qui sont 
observables sur un Type-Frequency List plot. Etant donné que leur pertinence est surtout 
fondée sur les observations empiriques dans la présente étude, il faudrait appliquer ces 
mesures à d’autres données afin de vérifier si elles sont caractéristiques d’autres 
distributions linguistiques et, de ce fait, généralisables.  
Le Tableau 144 suivant donne un aperçu des mesures individuelles, à chaque fois 
accompagnées d’une explication concise : 
 
Tableau 144 Mesures d’(anti-)productivité 
Mesures de productivité 
Nombre de types AS 
 
TYPE type_freq (type frequency) = le nombre de types AS, pour 
chaque micro-construction 
attributive 
 
type_token_ratio758  = le nombre de types AS divisé par le 
nombre de tokens AS, pour chaque 
micro-construction attributive 
Nombre de types AS à fréquence très basse 
 
 
                                                     
758 Etant donné que les échantillons de chaque verbe attributif ont la même taille pour l’ACP, le type_token_ratio 
ne sera pas repris lors de l’ACP. 
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HAPAX 
         
hapax_freq (hapax frequency) = le nombre de types AS 
hapaxiques, pour chaque micro-
construction attributive 
 
hapax_token_ratio759 (productivité potentielle) 
 
= le nombre de types AS hapaxiques 
divisé par le nombre de tokens AS, 
pour chaque micro-construction 
attributive 
 
DIS LEGOMENA dis_legomena_freq (dis legomena frequency) = le nombre de types AS - dis 
legomena, pour chaque micro-
construction attributive 
 
dis_legomena_token_ratio760 = nombre de types AS - dis legomena 
divisé par le nombre de tokens AS, 
pour chaque micro-construction 
attributive 
 
Nombre de types AS à fréquence très basse par rapport au nombre total de types  
 
 
hapax_type_ratio 
 
= le nombre de types AS 
hapaxiques divisé par le nombre 
de types AS, pour chaque micro-
construction attributive 
 
dis_type_ratio  = le nombre de types AS - dis 
legomena divisé par le nombre 
de types AS, pour chaque micro-
construction attributive 
 
Mesures d’anti-productivité (c’est-à-dire, ces mesures sont présumées contraires à la productivité) 
 
Etant donné que nous utiliserons pour l’analyse statistique (cf. infra) seulement les verbes dont les tailles 
d’échantillon sont égales, nous ne mentionnons plus, comme nous l’avons fait ci-dessus pour type_freq, 
hapax_freq et dis_legomena_freq, les ratios qui divisent ces mesures d’anti-producitivité par le nombre de 
tokens de l’échantillon (ce qu’il faudrait faire en cas de tailles d’échantillon inégales). 
Mesures axées sur la token frequency (moyenne) du top 1/5/10  des types AS les plus fréquents  
 
                                                     
759 Etant donné que les échantillons de chaque verbe attributif ont la même taille pour l’ACP, l’hapax_token_ratio 
ne sera pas repris lors de l’ACP. 
760 Etant donné que les échantillons de chaque verbe attributif ont la même taille pour l’ACP, le 
dis_legomena_token_ratio ne sera pas repris lors de l’ACP. 
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(~ le niveau d’altitude du sommet fréquentiel) 
 
token_freq_max 
 
= la token frequency du type AS  
le plus fréquent, pour chaque 
micro-construction attributive 
 
moyenne_sommet(5)761  
 
= la moyenne des token 
frequencies des 5 types AS les 
plus fréquents, pour chaque 
micro-construction attributive 
 
moyenne_sommet(10) 
 
= la moyenne des token 
frequencies des 10 types AS les 
plus fréquents, pour chaque 
micro-construction attributive 
 
Mesures axées sur la dispersion de token frequency parmi les types AS à fréquence élevée 
(~ quantification du ‘dénivelé’ parmi les items du sommet fréquentiel) 
 
Contrairement à la première série de mesures d’anti-productivité, ces mesures ne tiennent pas 
compte de la token frequency absolue, mais des écarts de fréquence entre les rangs. 
moyenne_diff(r1-r5)  
(en cas d’une distribution plus ‘égale’ du sommet de la Type-
Frequency List, cette valeur devrait être assez basse) 
 
= la moyenne des différences 
entre les 5 types AS les plus 
fréquents762, pour chaque micro-
construction attributive 
 
+ détection d’une valeur extrême occupant le premier rang 
(~ le pic principal se distingue clairement par rapport au reste du sommet fréquentiel) 
diff_r1_r2  
(cette mesure permet de détecter un cas lexicalisé à token 
frequency élevée qui s’autonomise par rapport au reste de la 
distribution fréquentielle des types AS) 
= la différence entre la token 
frequency du type AS le plus 
fréquent (= la valeur de  
token_freq_max ci-dessus) et la 
token frequency du deuxième 
type AS le plus fréquent, pour 
 
                                                     
761 La décision de se limiter aux 5/10 premiers rangs a été prise en fonction des Type-Frequency List plots (cf. 
15.1.6), qui montrent que les 5-10 premiers rangs représentent la part du lion des types AS à token frequency 
élevée. Ce chiffre peut donc varier d’une étude à une autre, en fonction de la taille d’échantillon choisie et en 
fonction de la productivité de l’entité examinée.  
762 = la moyenne des différences suivantes : la différence entre les rangs 1 et 2 + la différence entre les rangs 2 et 
3 + la différence entre les rangs 3 et 4 + la différence entre les rangs 4 et 5. 
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chaque micro-construction 
attributive 
 
diff_r1_r2 
pondérée  
(~ évaluation 
pondérée du 
caractère plus 
ou moins 
prononcé du pic 
principal au sein 
du sommet 
fréquentiel) 
➔ diff_r1_r2_norm  
(= une version ‘normalisée’ de diff_r1_r2 : 
diff_r1_r2 est comparée par rapport à la 
moyenne des différences de rangs (2-10) qui 
suivent) 
= le ratio diff_r1_r2 / 
moyenne_diff(r2-r10)763, pour 
chaque micro-construction 
attributive 
 
(~ une comparaison du dénivelé 
entre rang 1 et rang 2 par 
rapport au dénivelé moyen au 
niveau du sommet fréquentiel) 
 
➔ diff_max_moyenne(10)  
(la token frequency du deuxième type AS le 
plus fréquent dans l’équation de diff_r1_r2 
est ici remplacée par moyenne_sommet(10)) 
 
= la différence entre 
token_freq_max et 
moyenne_sommet(10), pour 
chaque micro-construction 
attributive 
 
(~ la différence entre la hauteur 
du pic principal et la hauteur 
moyenne du sommet 
fréquentiel) 
 
L’utilité de la plupart des mesures listées ci-dessus est bien admise dans la littérature 
scientifique : les mesures de productivité conçues par Baayen ont été, à notre 
connaissance, adoptées dans chaque étude portant sur la productivité, à la fois en 
morphologie (où ces mesures ont originellement vu le jour) et en syntaxe (suivant Zeldes 
2012). Le lecteur peut se référer au chapitre 13 pour une discussion plus approfondie de 
type_freq, hapax_freq et hapax_type_ratio. Nous attirons l’attention du lecteur sur le fait que 
nous avons également inclus des mesures axées sur les dis legomena, afin d’avoir une vue 
plus complète sur la distribution des types AS à token frequency basse. Beaucoup d’études 
se limitent encore aux seuls hapax, mais, comme nous allons le voir, l’inclusion des dis 
legomena dans l’analyse de productivité peut également s’avérer être intéressante, cf. 
aussi Zeldes 2012 : « […] whereas the converse problem of missing neologisms used 
 
                                                     
763 Moyenne_diff(r2-r10) = la moyenne des distances entre les rangs 2-10 (à l’instar de la mesure moyenne_diff(r1-
r5)), c’est-à-dire la moyenne des différences suivantes : la différence entre les rangs 2 et 3 + la différence entre 
les rangs 3 et 4 + la différence entre les rangs 4 et 5 + la différence entre les rangs 5 et 6 + la différence entre les 
rangs 6 et 7 + la différence entre les rangs 7 et 8 + la différence entre les rangs 8 et 9 + la différence entre les 
rangs 9 et 10. 
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multiple times can be addressed by looking at higher frequency bands (dis or tris legomena, 
viz. words that appear twice three times etc.) » (Zeldes 2012, 61). Par contre, nous n’avons 
pas pris en considération les tris legomena, vu la taille relativement modeste de chaque 
échantillon (par verbe) et, corollairement, la portion relativement réduite de tris 
legomena. Comme nous allons le voir infra, l’interprétation des dis legomena n’est déjà pas 
très stable : on peut imaginer que c’est encore pire pour les tris legomena. 
Tournons-nous maintenant vers les mesures liées à la token frequency ‘pure’. 
Individuellement, ces mesures caractérisent toujours un aspect seulement de la 
distribution des types AS à token frequency élevée (dans des échantillons à N identique), 
tout en restant aveugles à propos d’autres aspects de variation. En effet, une mesure 
simple ne peut pas aborder à la fois :   
(1) le niveau (moyen) du sommet (top-5, top-10) de la distribution fréquentielle 
(2) l’écart moyen entre les types AS du sommet de la distribution fréquentielle  
(3) et la détection de token frequencies extrêmes par rapport au reste du sommet de 
la distribution fréquentielle, afin d’identifier des cas de conventionnalisation 
extrême.  
 
Figure 85 La distribution des types AS à token frequency élevée : différentes composantes 
 
sommet fréquentiel 
(top-5), avec une  
hauteur moyenne  
(3) : pic 
principal du 
sommet 
le dénivelé moyen 
parmi les items du 
sommet fréquentiel  
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Il s’ensuit qu’il est impératif d’interpréter ces mesures conjointement, afin d’aboutir à 
une interprétation plus complète. D’autre part, il importe d’éviter au maximum 
l’inclusion de mesures qui sont, à priori, tautologiques. L’intérêt de la différenciation de 
certaines mesures – qui a priori pourrait donner l’impression au lecteur de faire double 
emploi – ressort des observations suivantes : 
• Token_freq_max et diff_r1_r2 vont souvent dans le même sens : une grande 
différence entre la token frequency du premier rang et celle du deuxième rang sous-
entend nécessairement une token_freq_max assez élevée pour pouvoir descendre 
ensuite (si la token_freq_max est seulement 2, difficile d’obtenir une diff_r1_r2 
élevée). Cependant, les deux mesures peuvent également entrer en opposition, 
dans la mesure où, après le type AS le plus fréqent, la courbe peut chuter plus ou 
moins rapidement, ce qui donnera une autre valeur pour diff_r1_r2. 
 
• Moyenne_sommet(5) et moyenne_diff(r1-r5)764 étudient le comportement des 5 
premiers rangs, mais à chaque fois sous un autre angle : respectivement le niveau 
moyen du sommet fréquentiel vs la moyenne des écarts entre les types AS du 
sommet fréquentiel. Concrètement, la moyenne_sommet(5) peut être assez élevée, 
alors que cela correspond à une moyenne_diff(r1-r5) qui est soit assez basse, soit 
assez élevée, selon le cas. Ainsi, moyenne_diff(r1-r5) permet de faire la différence 
entre, par exemple, les séries (hypothétiques) [20,19,17,14,12], avec une baisse plus 
graduelle à intervalles réguliers (moyenne_diff(r1-r5) sera alors plus petite), et 
[40,19,10,5,4], avec une baisse plus abrupte (moyenne_diff(r1-r5) sera alors plus 
élevée).765 Notons que les valeurs pour la moyenne_sommet(5) sont dans les deux cas 
plus ou moins égales. 
 
• Juxtaposons maintenant les mesures diff_r1_r2 et diff_r1_r2_norm. La mesure 
diff_r1_r2 permet d’estimer l’impact d’un type AS à token frequency extrêmement 
élevée qui devance de loin le deuxième type AS le plus fréquent (= une valeur 
extrême). On peut émettre l’hypothèse que la présence d’un type AS îlot isolé à 
token frequency extrêmement élevée n’est pas nécessairement un inhibiteur très 
fort de la productivité en matière de type_freq et hapax_freq, pourvu que le reste de 
la distribution fréquentielle contienne des types AS à token frequency relativement 
basse. La mesure diff_r1_r2_norm constitue une variante de la mesure diff_r1_r2, qui 
évalue si la diff_r1_r2 est plus grande relative à la moyenne des autres différences 
qui suivent pour les rangs 2-10. Plus cette valeur est élevée, plus la baisse au début 
 
                                                     
764 Nous avons choisi de nous limiter ici aux cinq premiers rangs, parce qu’ils suffisent généralement pour capter 
la partie la plus raide de la pente de la courbe. 
765 Evidemment, token_freq_max permettrait également de faire la différence entre ces deux séries. 
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de la Type-Frequency List est principalement due à la différence entre le premier et 
le deuxième rang, les différences entre les rangs qui suivent contribuant dans ce 
cas relativement peu. Remarquons qu’une diff_r1_r2 qui est plutôt petite d’une 
façon absolue, peut obtenir un score assez élevé pour la diff_r1_r2_norm, à condition 
que les différences entre les rangs qui suivent soient considérablement plus petites 
que la différence entre le premier et le deuxième rang. 
 
• Enfin, diff_r1_r2 et diff_max_moyenne(10) s’accordent le plus souvent : une diff_r1_r2 
élevée devrait généralement corréler avec une diff_max_moyenne(10) élevée, mais 
l’inverse n’est pas forcément vrai. Par exemple, la série (hypothétique) suivante 
[15,14,3,3,3,2,1,1,1,1] donnerait lieu à une diff_r1_r2 assez petite (1), mais une 
diff_max_moyenne(10) assez élevée (10,6), étant donné que la plus grande baisse 
s’effectue après le deuxième rang. Dans ce sens, la diff_max_moyenne(10) devrait 
être une mesure plus robuste, moins dépendante de la différence entre deux rangs 
particuliers. Rappelons que la mesure moyenne_diff(r1-r5) était également apte à 
estimer la nature abrupte ou plus graduelle, à intervalles réguliers, de la baisse : 
moyenne_diff(r1-r5) et diff_max_moyenne(10) devraient donc fortement corréler. 
Néanmoins, nous estimons qu’il convient de garder les deux mesures, parce que la 
comparaison entre, d’une part moyenne_sommet(5) et moyenne_diff(r1-r5) et d’autre 
part diff_r1_r2 et diff_max_moyenne(10) devrait être conceptuellement plus facile. 
En outre, moyenne_diff(r1-r5) ne porte que sur les 5 premiers rangs, contrairement 
à diff_max_moyenne(10). Par conséquent, il existe en principe des cas pour lesquels 
on obtiendrait une moyenne_diff(r1-r5) égale, mais une valeur diff_max_moyenne(10) 
différente (p.ex. [15,14,13,12,11,10,9,8,7,6] vs [15,14,13,12,11,4,3,3,2,2]). 
 
Afin d’affiner l’analyse du poids des hapax, deux mesures additionnelles ont été 
ajoutées à la liste de mesures dans le Tableau 145, à savoir RR_hapax (Relative Risk - hapax) 
et OR_hapax (Odds ratio – hapax). Les mesures sont calculées à partir du tableau de 
contingence suivant : 
 
Tableau 145 RR_hapax & OR_hapax (1) 
 nombre de types AS 
hapaxiques 
nombre de non-hapax766 
 
verbe attributif examiné A B 
 
                                                     
766 = le nombre de types AS qui ne sont pas des types AS hapaxiques 
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⌐  verbe attributif examiné767 C D 
 
Remarquons que les valeurs C et D sont toujours calculées à l’intérieur de chaque 
langue (en l’occurrence, la langue à laquelle le verbe attributif768 examiné en question 
appartient). Ensuite, A, B, C et D servent à calculer le Relative Risk et le Odds ratio (cf. 
Levshina 2015, 208‑9), deux mesures statistiques bien connues, qui donnent sous 
certaines conditions des résultats assez comparables, cf. les formules et les explications 
dans le Tableau 146 ci-dessous.  
 
Tableau 146 RR_hapax & OR_hapax (2) 
RR_hapax 
(Relative Risk - 
hapax) 
𝑅𝑅 =  
𝐴
𝐴 + 𝐵⁄
𝐶
𝐶 + 𝐷⁄
 
Relative Risk est (ici) le ratio entre :  
(1) la probabilité d’un hapax dans le sous-ensemble 
d’un verbe particulier  
(2) la probabilité d’un hapax dans le sous-ensemble de 
tous les autres verbes combinés 
 
Si la probabilité d’un hapax est la même dans les deux sous-
ensembles, RR équivaut à 1. Dans ce cas, la réponse hapax 
ou non-hapax est indépendante du sous-ensemble verbal. 
Si la probabilité d’un hapax est plus grande dans le sous-
ensemble sous (1), par rapport à (2), RR > 1. 
Si la probabilité d’un hapax est plus petite dans le sous-
ensemble sous (1), par rapport à (2), RR < 1. 
 
OR_hapax 
(Odds ratio – 
hapax) 
 
𝑂𝑅 =  
𝐴
𝐵⁄
𝐶
𝐷⁄
 
Odds Ratio (‘rapport de cotes’) est (ici) le ratio entre les deux 
odds suivants : 
(1) au sein du sous-ensemble d’un verbe particulier : 
les chances d’un hapax / les chances d’un non-
hapax  
(2) au sein du sous-ensemble de tous les autres verbes 
combinés : les chances d’un hapax / les chances 
d’un non-hapax 
 
Si les deux odds sont égaux, le odds ratio équivaut à 1. 
Si le premier odds est plus grand que le deuxième odds, le 
odds ratio > 1.  
Si le premier odds est plus petit que le deuxième odds, le 
odds ratio < 1. 
 
 
                                                     
767 = le nombre total de types AS hapaxiques / non hapaxiques qui se trouvent dans l’échantillon définitif (par 
langue) moins le nombre de types AS hapaxiques / non hapaxiques qu’on trouve après le verbe attributif 
examiné 
768 Il s’agit à la fois des copules prototypiques et des semi-copules.  
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Pour nos besoins, nous pouvons grossièrement paraphraser ces mesures comme suit : 
si RR_hapax ou OR_hapax > 1, cela implique que le poids des hapax pour la micro-
construction attributive donnée se distingue positivement par rapport au poids des hapax 
dans le reste du dataset (par langue). Si RR_hapax ou OR_hapax se situe entre 0 et 1, le poids 
des hapax pour la micro-construction attributive donnée se distingue négativement par 
rapport au poids des hapax dans le reste du dataset (par langue). Comme nous allons le 
voir infra, RR_hapax et OR_hapax se comportent de façon quasi identique, dans la mesure 
où elles aboutissent au même classement des verbes (ou presque). Néanmoins, RR_hapax 
et OR_hapax diffèrent dans certains cas de façon absolue, car la mesure OR_hapax a 
tendance à être plus radicale que RR_hapax pour les valeurs différentes de 1 (cf. p. ex. 
vallen, RR_hapax : 0.80 vs OR_hapax : 0.70, valeur plus éloignée de 1), alors que les deux 
mesures convergent plus pour les valeurs qui égalent plus ou moins 1 (cf. p. ex. rester, 
RR_hapax : 1.00 vs OR_hapax : 1.00).   
Vu que ces valeurs sont calculées en tenant compte des rapports de force [types AS 
hapaxiques vs types AS non hapaxiques] à l’intérieur de chaque langue, elles devraient 
rendre possible une comparaison entre les deux langues qui est moins biaisée par le fait 
que les verbes attributifs dans les deux langues ont généré un nombre inégal d’hapax (p. 
ex., worden a considérablement moins de types AS hapaxiques que devenir). Ainsi, on peut 
identifier des groupes de verbes qui occupent plus ou moins la même position à l’intérieur 
de leurs langues respectives en ce qui concerne le rapport [types AS hapaxiques vs types 
AS non hapaxiques], malgré des valeurs (parfois assez) différentes pour l’hapax_freq brute. 
Par exemple, contrairement à ce qu’on a constaté pour l’hapax_freq, worden et devenir 
obtiennent pour RR_hapax et OR_hapax des valeurs plus similaires. D’un point de vue 
comparatif, il est donc intéressant d’inclure ces deux mesures dans l’analyse. En 
conclusion, le RR_hapax et le OR_hapax n’équivalent ni à l’hapax_freq, ni à 
l’hapax_type_ratio, mais devraient néanmoins être assez proches de ces deux mesures : ils 
offrent une perspective légèrement différente sur le comportement hapaxique des verbes 
attributifs, pondéré à l’aune des caractéristiques de chaque langue.  
En dernier lieu, nous aimerions consacrer quelques mots à la possibilité d’utiliser des 
scores d’attraction issus d’une analyse collostructionnelle (cf. Stefanowitsch et Gries 2003) 
comme mesure de productivité, en particulier d’anti-productivité. Cette proposition est 
également formulée dans Desagulier 2016 : « Therefore, we could tentatively use 
collostruction strength as an inverse measure of productivity: the higher the association 
strength, the higher the level of autonomy, the lesser the productivity » (Desagulier 2016, 
189). Cependant, Perek et Hilpert 2017 affirment que l’approche collostructionnelle n’est 
pas l’approche la mieux adaptée pour les études de productivité. Spécifiquement, 
l’approche collostructionnelle tend à mal représenter le poids des hapax par rapport à 
l’ensemble des types, étant donné que l’approche identifie uniquement les hapax qui sont 
déjà très infréquents à la base (c’est-à-dire, l’item, tous contextes confondus, est très 
infréquent dans le corpus à partir duquel on a effectué les extractions), comme des items 
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significativement attirés. En effet, les hapax du slot de la construction examinée qui sont 
très fréquents ailleurs dans le corpus source ne seront pas significativement attirés, car 
ils apparaissent alors moins qu’attendu dans le slot de la construction.  
En revanche, pour ce qui est des hapax qui sont bel et bien identifiés par l’analyse 
collostructionnelle comme des items significativement attirés – dans ce cas, ces types 
apparaissent quasi exclusivement dans la construction examinée et sont peu fréquents 
ailleurs dans le corpus source -, on constate que leur force d’attraction semble souvent 
quelque peu exagérée, dans la mesure où elle est comparable à la force d’attraction 
d’autres types beaucoup plus fréquents (dans la même liste), qui relèvent intuitivement 
beaucoup plus de la conventionnalisation. La citation suivante, issue de Zeschel 2012 met 
en évidence cette problématique :  
On the other hand, the factors that shape speakers’ assumptions about the meaning 
of grammatical constructions and the relative typicality of particular instances of 
these constructions that they have encountered are not necessarily identical to the 
factors that lead to the entrenchment of particular instances of these constructions 
as memorised units. This is quite clearly illustrated by constructional types 
involving low frequency words that occur either near- or fully exclusively in the 
pattern under investigation: in the limiting case, only a single attestation in the 
corpus may be enough for an item to be identified as significantly attracted by a 
collostructional analysis. […] The observation that types with a frequency of merely 
one, two or three occurrence(s) in the entire corpus constitute the majority of the 
attracted types casts doubt on the assumption that it is this very set of instances 
(I.e. the class of significantly attracted collostruction pairs) that best approximates 
what is entrenched in speakers’ minds: for the low frequency items in the set […], it 
seems rather unlikely that speakers will invoke these types as salient standards of 
comparison when producing (or comprehending) novel instances of the 
construction in question. (Zeschel 2012, 125) 
Voilà une des raisons pour lesquelles on se restreint communément au top de la liste 
des types significativement attirés, qui sont le plus souvent assez fréquents, non 
hapaxiques. 
Par contre, ce serait intéressant de comparer les mesures d’anti-productivité définies 
dans la présente étude, axées sur les types AS à token frequency élevée (à l’opposé des 
hapax), avec des mesures comparables qui sont dérivées, non pas de la token frequency, 
mais de la force d’attraction telle qu’elle est conçue dans une approche 
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collostructionnelle769. Cette technique pourrait présenter l’avantage de, indirectement770, 
tenir compte de la combinabilité d’un type AS à token frequency élevée avec d’autres (semi-
)copules : un type AS à token frequency élevée, dans la combinaison avec une (semi-)copule 
donnée, peut, en théorie, se combiner aussi fréquemment avec d’autres (semi-)copules, 
ce qui ne se réflète pas dans les scores de token frequency bruts. Si tel est le cas, cela 
relativiserait la conventionnalisation présumée qu’on pourrait déduire de la token 
frequency élevée d’un type AS apparaissant dans une micro-construction semi-copulative 
donnée. En outre, la combinabilité d’un complément prépositionnel avec beaucoup de 
(semi-)copules différentes constitue également un indice pour reconnaître ce 
complément comme un AS du point de vue fonctionnel, cf. le chapitre 5 concernant les 
critères d’inclusion. Nous aborderons brièvement cette problématique sous 15.1.7, où 
nous calculons, pour quelques types AS à token frequency élevée, la fréquence relative entre 
la combinaison [semi-copule donnée + type AS] et [verbe lambda + type AS]. Si le poids de 
[semi-copule donnée + type AS] est très grand au sein de l’ensemble [verbe lambda + 
type AS], cela suggère que la combinaison est très conventionnalisée. Cette utilisation de 
la fréquence relative ajoute une nouvelle dimension de variation, qui serait également, à 
côté d’autres facteurs, captée par une analyse collostructionnelle standard (cf. la case 
dans le tableau de contingence qui enregistre la fréquence du lexème cible dans d’autres 
 
                                                     
769 Pourvu qu’on accepte de comparer des (moyennes de) forces d’attraction parmi des analyses 
collostructionnelles standards indépendantes (Stefanowitsch et Gries 2003). En général, les valeurs p ne sont pas 
utilisées comme effect size et ne sont donc pas comparables entre tests indépendants, cf. « […] p-values do not, 
strictly speaking, measure the strength of the association between lexemes and constructions, but rather the 
likelihood with which the assumption that there is no attraction, i.e. the null hypothesis, can be rejected » 
(Schmid et Küchenhoff 2013). Pour pallier (partiellement) à ce problème, on pourrait, comme dans Desagulier 
2016, utiliser une analyse collexémique covariante (covarying collexeme analysis), qui permet de prendre en 
considération à la fois le slot verbal et le slot AS dans une seule analyse (pour chaque langue), afin de détecter 
des combinaisons [verbe + AS] conventionnalisées. Il est important de souligner que l’analyse collexémique 
covariante se base uniquement sur les tokens recensés dans l’échantillon même (et ne prend pas en considération 
les chiffres du corpus d’origine). Ainsi, cette approche dépend énormément de l’exhaustivité des combinaisons 
répertoriées dans l’échantillon. Cf. Desagulier 2016 pour d’autres inconvénients associés à cette méthode. 
770 L’approche constructionnelle standard tient aussi compte des constructions où le type AS apparaît en dehors 
du contexte où le type AS se combine avec la (semi-)copule en question. Ces autres constructions comprennent 
aussi les constructions où le type AS se combine avec les autres (semi-)copules, mais ne se limitent pas forcément 
à ces contextes (cf. par exemple les constructions résultatives etc.). Evidemment, l’analyse collostructionnelle 
standard reste toujours aveugle quant à la diversité des autres constructions contenant le type AS en question : 
elle enregistre seulement la token frequency totale du type AS dans d’autres constructions et la token frequency 
totale des autres constructions (ce qui est dans les faits le plus souvent estimé à l’aide du nombre de verbes 
différents dans le corpus, une approximation du nombre de constructions argumentales qui peut être sujette à 
discussion), quelle que soit la type frequency des autres constructions. Cf. aussi Gries 2015, 514, où ce problème 
est également exposé.  
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constructions que la construction cible771). Etant donné qu’une analyse 
collostructionnelle propose une solution unifiée à partir de plusieurs paramètres, il est 
sans doute plus prudent d’évaluer dans un premier temps l’impact de ces paramètres 
individuels, avant de passer à une valeur (en l’occurrence, la force d’attraction) qui 
incorpore plusieurs paramètres en même temps. Pour le reste, nous laissons dans cette 
étude de côté la question du lien entre productivité et l’approche collostructionnelle, 
favorisant d’autres questionnements, mais elle mérite à notre avis d’être l’objet de futures 
recherches en productivité. 
 
                                                     
771 Par contre, du point de vue de la conventionnalisation / de l’entrenchment, il est peut-être plus utile de limiter 
les autres constructions à ses compétiteurs paradigmatiques directs, au lieu de prendre en considération 
n’importe quelle autre construction dans le corpus. Une autre technique de la famille collostructionnelle, à 
savoir l’analyse collexémique distinctive (multiple), pourrait ainsi être une technique plus appropriée pour 
mettre à nu des cas de conventionnalisation, car elle met l’accent sur les items maximalement distinctifs d’une 
micro-construction attributive par rapport aux autres micro-constructions. Tout comme pour l’analyse 
collexémique covariante, cette analyse collexémique distinctive tient uniquement compte des tokens recensés 
dans l’échantillon. Il s’ensuit que cette méthode s’appliquerait le mieux aux types AS à token frequency (plus) 
élevée, afin de limiter les effets purement dus à l’échantillonnage.   
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 15 Analyse du Productivity Complex 
Ce chapitre se divise en deux parties majeures : (1) copules prototypiques vs semi-
copules et (2) semi-copules. Ainsi, nous présentons d’abord l’analyse des mesures pour 
l’ensemble des données, avant de restreindre notre vue aux semi-copules, qui forment le 
sujet central de notre thèse. Cette analyse en entonnoir nous permet de définir : 
- les dimensions de variabilité les plus importantes pour l’opposition [copules 
prototypiques vs semi-copules] (cf. la section 15.1). 
Si nous incluons les copules prototypiques, qui sont censées être d’une 
productivité supérieure par rapport aux semi-copules, c’est pour mieux estimer ce 
que serait une productivité élevée772 dans le cas des micro-constructions 
attributives.  
- les dimensions de variabilité les plus importantes à l’intérieur du sous-ensemble 
plus homogène des semi-copules (cf. la section 15.2). En réduisant le dataset aux 
seules semi-copules, des dimensions de variabilité plus subtiles (qui seraient sinon 
obscurcies par l’opposition dominante [copules prototypiques vs semi-copules]) 
peuvent mieux ressurgir. 
Afin d’identifier ces dimensions de variabilité prédominantes, nous utiliserons une 
analyse en composantes principales (Principal Component Analysis), dont les principes ont 
été expliqués dans l’introduction (cf. la section 13.2). 
 
                                                     
772 Nous définissons ici une productivité (relativement) élevée comme une type_freq et une hapax_freq 
(relativement) élevées. 
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15.1 Copules prototypiques vs semi-copules 
Pour avoir des données maximalement comparables773, cette analyse ne concerne que les 
verbes attributifs pour lesquels l’échantillon compte 400 tokens, ce qui exclut les verbes 
français passer et tourner774. Ainsi, les mesures de productivité sont maximalement 
comparables pour les différents verbes. En outre, l’analyse présentée dans cette section 
s’appuie sur un examen de l’AS toutes catégories morphosyntaxiques et sémantiques 
confondues, tout en faisant abstraction d’autres clivages encore, qui ont été présentés au 
chapitre 5 : emplois mutatifs vs non mutatifs, prédicationnelles vs spécificationnelles etc. 
L’on pourrait se poser la question de savoir si un tel amalgame est valide pour une analyse 
de productivité. Autrement dit, existerait-il véritablement une supercatégorie mentale 
AS qui rassemble tous ces cas (par verbe) et à l’intérieur de laquelle on peut examiner la 
productivité ? Si le locuteur lambda perçoit assez de similarités entre toutes ces 
instanciations d’un même verbe (qui peuvent, bien sûr, toujours différer sur un ou 
plusieurs paramètres linguistiques, parfois dans des contextes très précis) pour former 
une seule catégorie mentale, il faudrait en conclure qu’une analyse de productivité 
‘générique’ telle qu’elle est présentée dans cette section, sans différenciation parmi les AS 
(par verbe), est justifiée. Voici sept arguments qui plaident pour un traitement global des 
compléments des verbes (semi-)copules. Les trois premiers arguments portent sur les 
liens empiriques (observables dans nos données) entre différentes sortes de types AS, qui 
transcendent souvent les clivages susmentionnés : 
(1) La sémantique permet d’établir des liens entre le domaine adjectival et le domaine 
prépositionnel, cf. les expressions très similaires sémantiquement ter beschikking 
komen et beschikbaar komen, ce qui plaide contre une séparation trop stricte entre 
AS adjectivaux et AS prépositionnels. A cela s’ajoute la proximité conceptuelle 
entre AS adjectivaux et AS noms nus, une distinction souvent assez artificielle. Cf. 
 
                                                     
773 Cf. Gaeta et Ricca 2006, qui préconisent que les mesures de productivité sont calculées pour des tailles 
d’échantillon égales : « [ …] the productivity values should be calculated at equal token numbers for different 
affixes instead of taking the different token numbers which result from sampling the whole corpus for all 
affixes, as in Baayen’s works » (Gaeta et Ricca 2006, 57). Toutefois, cette méthodologie n’est pas entièrement 
sans problèmes, étant donné que cette standardisation en fonction de la taille d’échantillon maximale en 
commun a pour corollaire que la taille d’échantillon commune sera peut-être trop petite pour certaines 
constructions plus productives, de sorte que toutes les caractéristiques de leur distribution fréquentielle ne 
peuvent pas être exprimées de façon représentative. Additionnellement, cette procédure fait abstraction du fait 
qu’une construction puisse être (beaucoup) plus fréquente qu’une autre. Cf. aussi ce commentaire dans Baayen 
1993 : « The problem with this procedure, however, is that the additional types and tokens the larger samples 
show up within one and the same overall corpus are ignored » (Baayen 1993, 206). 
774 Une autre conséquence est que les mesures type_token_ratio et hapax_token_ratio peuvent être éliminées : 
type_freq et hapax_freq communiquent les mêmes informations.  
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par exemple la classe sémantique des types humains (communiste etc.), dans une 
attestation comme Il est communiste. (exemple construit) : en dehors de ce contexte 
attributif, le mot communiste connaît à la fois un emploi nominal (cf. ‘un 
communiste’) et un emploi adjectival (cf. ‘une idéologie communiste’). Cette 
ambiguïté complique la catégorisation, mais crée en même temps une zone de 
convergence entre le domaine AS adjectival et le domaine AS nominal (qui peut 
être ‘exploitée’ diachroniquement, cf. Lauwers 2018a). 
(2) Les recherches diachroniques ont également démontré l’entrelacement 
constructionnel entre constructions directes (~ AS adjectivaux) et constructions 
indirectes prépositionnelles (~ COI, voir 5.2.2), cf. Van Wettere et Lauwers 2017, à 
propos de tourner (à/en) et de virer (à).   
(3) A l’intérieur de la même catégorie prépositionnelle, nous avons pu constater que 
les annotateurs externes (cf. la section 5.5.3) avaient clairement des difficultés à 
opérer la distinction fonctionnelle entre une construction attributive à AS 
prépositionnel et une construction indirecte (~ COI). Si cette distinction entre ce 
qu’on pourrait considérer comme deux constructions différentes (au même 
niveau dans la hiérarchie constructionnelle) est déjà assez ténue, il semble peu 
avisé de vouloir imposer des distinctions encore plus fines au sein du slot AS de la 
même construction attributive.  
Ensuite, nous pouvons encore ajouter trois arguments d’ordre théorique, concernant 
la théorie du prototype et les principes de la grammaire constructionnelle :  
(4) La théorie du prototype permet de postuler des catégories qui incorporent 
également des cas plus éloignés des représentants prototypiques de la catégorie. 
En l’occurrence, il existe une telle tradition grammaticale/linguistique dans le cas 
de l’attribut sujet, qui peut ainsi être conçu comme une catégorie grammaticale 
qui incorpore également des cas moins prototypiques, cf. Lauwers 2009. 
(5) Pour d’autres types de constructions, comme p. ex. la construction ditransitive ou 
la construction résultative, la productivité du slot examiné est le plus souvent 
étudiée pour l’ensemble des items qui y apparaissent, indépendamment 
d’éventuelles différences sémantiques ou catégorielles (cf. p. ex. Croft pour une 
autre approche, toutefois)775. Pour donner un exemple concret, la littérature traite 
à la fois Dean laughed himself crazy/silly (= complément résultatif adjectival) et to 
death/to oblivion (= complément résultatif prépositionnel) comme des occurrences 
de la même construction résultative intensifiante (cf. Jackendoff 1997, cité dans 
Gyselinck et Colleman 2016), malgré la distinction catégorielle (voire 
 
                                                     
775 En même temps, il faut admettre que l’imprécision de ce type d’analyse a sans doute mené à l’engouement 
actuel d’enrichir l’analyse de productivité avec des classes sémantiques, afin de rendre l’analyse plus précise. 
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fonctionnelle, car Dean is crazy vs *Dean is to death). Dans la même veine, les 
exemples He hammered the metal flat. (= complément résultatif adjectival) et The dog 
pushed the shoe under the sofa. (= complément résultatif776 prépositionnel) sont tous 
les deux cités comme des instanciations possibles de la construction résultative 
dans Cappelle 2014. Similairement, tous les exemples dans notre échantillon 
partagent globalement la même structure [sujet + verbe attributif + AS]. En même 
temps, nous avons, malgré notre approche maximaliste, parfois été plus restrictif 
dans la délimitation du slot AS par rapport à ce qu’une approches constructionnelle 
très généralisante préconiserait. Ainsi, une telle approche pourrait vouloir 
intégrer la construction attributive et la construction indirecte prépositionnelle 
(p.ex. Cela tourne à l’obsession. ~ ‘Cela devient une obsession.’) dans une seule 
construction englobante, ce que nous ne faisons pas ici, cf. p. ex. l’argument (3) ci-
dessus ou le chapitre 5 à propos des critères d’inclusion777.  
(6) Une approche maximaliste, d’après les principes de la grammaire 
constructionnelle, qui fonctionne selon l’adage que tant les schémas abstraits que 
les expressions idiosyncratiques peuvent être qualifiés de construction, permet 
également de détecter des cas de conventionnalisation extrême (cf. la mesure 
diff_r1_r2 et ses variantes ci-dessus), qui ont tendance à s’autonomiser par rapport 
au reste de la distribution fréquentielle. On pourra donc les identifier a posteriori. 
Cf. par exemple Zeldes 2012, qui milite en faveur de l’inclusion de ces « collocations 
exclusives » : 
The question we are faced with now is whether or not such cases as Steuern 
hinterziehen (or the English equivalent evade taxes, which is also a strong, if less 
exclusive collocation) should be dismissed from productivity measurement data in 
the same vein as spill the beans. In my opinion the answer must be 'no', since the 
repetition of frequent arguments is precisely that which lowers vocabulary counts 
and the probability of neologisms for any process. As long as we are dealing with 
the same head sense (and in largely compositional cases such as evade taxes this 
could certainly be claimed) there is no reason to exclude collocations. (Zeldes 2012, 
157) 
En dernier lieu, nous pouvons également avancer un argument de nature plus 
pragmatique pour notre approche maximaliste : 
 
                                                     
776 Remarquons que ce complément serait exclu dans notre approche, car locatif. 
777 La réponse à la question s’ils partagent aussi tous le même sens de base, dépend sans doute de la créativité du 
linguiste de construire un sens assez abstrait qui pourrait constituer le dénominateur commun des sens plus 
spécifiques. 
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(7) Le fait de ne pas distinguer des sous-constructions homonymiques permet de 
conserver des échantillons de taille égale et suffisamment grande pour les 
différents verbes, ce qui facilite la comparaison des différentes micro-
constructions attributive. 
Or, notre analyse de productivité portant sur l’ensemble des données sera également 
affinée dans la section 15.2.2, qui traite de la productivité des AS adjectivaux et AS 
prépositionnels séparément pour les semi-copules778. Cette analyse supplémentaire nous 
permettra d’évacuer le domaine AS prépositionnel, comportant beaucoup de cas limites, 
afin de vérifier si les résultats pour le domaine AS adjectival, le noyau prototypique du 
domaine attributif, correspondent toujours à ceux de l’analyse globale. En outre, des 
études précédentes ont démontré que certaines sous-constructions peuvent parfois 
témoigner d’un niveau de productivité différente par rapport à la productivité de la 
construction globale. Nous pouvons citer Hilpert 2013 :  
The current practice of studying morphological productivity involves harvesting 
all instances of a morphological construction from a corpus and performing 
statistical measures of productivity on the entire set. Problems arise when this 
process averages over different constructional subtypes that differ in their 
respective values of productivity. […] to hypothesize that in fact any morphological 
construction with a sizeable type frequency can be analysed into subtypes, which 
may then differ in productivity, even in synchronic usage. (Hilpert 2013, 209) 
En examinant également les sous-constructions adjectivales et prépositionnelles (par 
semi-copule), nous pouvons rendre compte de ce phénomène. 
Les deux graphiques suivants montrent les Type-Frequency Lists des différents verbes, 
pour l’ensemble des données : 
 
 
                                                     
778 Bien sûr, la position AS de la micro-construction raken est globalement plus homogène que celle de gaan, p. 
ex., ce qui fait qu’il est pour certains verbes peut-être plus nécessaire de créer des sous-divisions au sein de l’AS 
que pour d’autres. 
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Figure 86 Type-Frequency List (verbes attributifs français) 
 
Figure 87 Type-Frequency List (verbes attributifs néerlandais) 
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Ce sont ces distributions fréquentielles qui seront analysées sous toutes leurs coutures 
dans les sections à venir, à l’aide des différentes mesures de productivité et d’anti-
productivité que nous avons définies précédemment. 
Tournons-nous vers le résultat de l’analyse en composantes principales des différentes 
mesures de productivité, appliquée à l’ensemble des données. Nous utilisons le package 
FactoMineR pour la computation de l’ACP. Notons que les variables ont été 
standardisées779. L’ACP donne lieu à deux graphiques résultants importants, à savoir la 
carte des variables (variables factor map, cf. les sections 15.1.1-15.1.5) et la carte des 
individus (individuals factor map, cf. la section 15.1.6). En premier lieu, nous aborderons le 
niveau des variables (= les mesures), à l’aide de la carte des variables (variables factor map) 
que nous venons de mentionner. Ce graphique positionne les variables originelles, 
représentées comme des vecteurs (ou, informellement, les ‘flèches’) dans un cercle de 
corrélation, vis-à-vis des nouvelles dimensions synthétiques de l’ACP. Veuillez trouver la 
carte des variables (variables factor map) infra, juste après les conseils d’interprétation dans 
les paragraphes suivants (cf. la Figure 89). 
Afin de pouvoir interpréter judicieusement la carte des variables (variables factor map), 
nous énumérons ici quelques conseils qui guident l’interprétation de ce type de 
graphique. En premier lieu, la direction des vecteurs (‘flèches’) permet d’évaluer les 
corrélations entre les variables de façon visuelle (pourvu que les variables soient bien 
représentées, cf. infra) :  
• Les vecteurs des mesures de productivité qui pointent (plus ou moins) dans la 
même direction, sont en corrélation positive. On pourrait en déduire que ces 
mesures représentent « la même notion théorique sous-jacente » (Levshina 2015, 
356). En cas d’une coïncidence de deux vecteurs, la corrélation positive entre les 
deux mesures serait parfaite. 
• Les vecteurs des mesures de productivité qui pointent (plus ou moins) dans des 
directions opposées, sont en corrélation négative. 
• Les vecteurs des mesures de productivité qui forment ensemble un angle de 90° (= 
une relation d’orthogonalité) sont indépendants : il y a (quasi-)absence de 
corrélation entre ces mesures de productivité.  
 
                                                     
779 La standardisation d’une variable K, portant sur I individus xi, se fait selon la formule suivante : (xik – x̄k) / sk , 
avec x̄k  = la moyenne pour cette variable et sk = la déviation standard pour cette variable. Le fait de standardiser 
au préalable les variables est une pratique assez commune pour une ACP. En particulier, la standardisation est 
utile si les variables sont mesurées dans des unités de mesure différentes. Etant donné que, par exemple, les 
token frequencies sont d’un autre ordre de grandeur que les type frequencies ou les hapax_type_ratios, cette 
opération est nécessaire pour notre analyse. Cf. aussi « This operation is essential if the variables are not 
expressed in the same units. Even when the units of measurement do not differ, this operation is generally 
preferable as it attaches the same importance to each variable » (Husson, Lê, et Pagès 2011, 6). 
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Passons maintenant à la qualité de la représentation des variables (en l’occurrence, les 
mesures de productivité) dans l’espace à dimensionnalité réduite. Elle peut être déduite 
de la longueur du vecteur en question : les variables dont les vecteurs (les ‘flèches’) 
touchent le cercle (de corrélation) sont les mieux représentées dans l’espace à 
dimensionnalité réduite, alors que cette qualité de représentation se détériore en 
fonction d’une distance grandissante entre la flèche et le cercle (de corrélation)780. Dans 
notre graphique infra, par exemple, hapax_freq est mieux représentée que 
dis_legomena_freq. Remarquons que le package FactoMineR peut également fournir une 
valeur cos2, tant pour les variables que pour les individus (en l’occurrence, les différents 
verbes, cf. la carte des individus (individuals factor map) sous 15.1.6), qui permet d’évaluer 
la qualité de la représentation des variables / individus sur le graphique. 
Comme nous l’avons indiqué au moment de l’introduction, les composantes 
principales, cf. les deux dimensions sur notre graphique infra, sont en quelque sorte 
recomposées à partir des variables originelles. Ainsi, les variables originelles contribuent 
à ces composantes principales, mais les contributions sont différentes selon la variable. 
Le package FactoMineR permet de retrouver le pourcentage que chaque variable originelle 
contribue aux différentes nouvelles dimensions de l’ACP (totalisant un pourcentage de 
100 % pour chaque dimension). Par la suite, ces valeurs seront remplacées par les 
corrélations (significatives) des variables originelles avec les nouvelles dimensions de 
l’ACP, à l’aide de la fonction dimdesc (FactoMineR). Logiquement, cela revient au même : les 
mesures qui contribuent le plus à une dimension de l’ACP corrèlent également le plus 
avec cette nouvelle dimension (par rapport aux autres mesures)781. Les coefficients de 
corrélation des variables originelles avec les composantes principales peuvent également 
être déduits de la carte des variables : ils sont les coordonnées de cette variable sur le 
graphique. Nous fournissons l’exemple suivant, emprunté à Husson, Lê, et Pagès 2011, où 
les coordonnées de la variable Pulpiness sur le graphique (le cercle de corrélation) sont les 
coefficients de corrélation avec, respectivement, la première dimension (coefficient de 
corrélation = 0.72) et la deuxième dimension (coefficient de corrélation = 0.62)782.  
 
                                                     
780 Cf. « The representational quality of a variable in a given plane is obtained directly on the graph by visually 
evaluating its distance from the circle of radius 1 » (Husson, Lê, et Pagès 2011, 19). 
781 D’ailleurs, les contributions aux composantes principales peuvent être calculées à partir des corrélations des 
variables originelles avec les nouvelles dimensions de l’ACP standardisée (dans FactoMineR). Cf. « The 
contribution of a variable (var) to a given principal component is (in percentage) : (var.cos2 * 100) / (total cos2 
of the component) », où « var.cos2 = var.coord * var.coord » = la coordonnée au carré de la variable par rapport 
à la composante principale en question sur la carte des variables ; ces coordonnées correspondent aux 
coefficients de corrélation des variables originelles avec les nouvelles dimensions synthétiques de l’ACP 
(Kassambara 2017b, 20). 
782 Cf. aussi : « The correlation between a variable and a principal component (PC) is used as the coordinates of 
the variable on the PC. The representation of variables differs from the plot of the observations: The 
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Figure 88 La carte des variables (exemple) 
 
Enfin, voici la carte des variables (variables factor map) résultant de notre ACP, qui 
positionne donc les variables originelles (cf. les vecteurs, ou, informellement, les 
‘flèches’), en l’occurrence les mesures de productivité, dans une représentation à 
dimensionnalité réduite. Il s’agit d’une solution à deux dimensions, cf. les deux axes qui 
correspondent aux deux premières composantes principales distinguées par l’ACP : 
 
                                                     
observations are represented by their projections, but the variables are represented by their correlations (Abdi 
and Williams 2010) » (Kassambara 2017b, 20). 
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Figure 89 La carte des variables (ACP, ensemble des données) 
 
Les deux premières dimensions (principal component 1 + principal component 2) totalisent 
ensemble 90,55 % (63,67 % + 26,88 %) de la variation présente dans les données. L’analyse 
en composantes principales nous offre alors une solution à deux dimensions satisfaisante, 
qui capte la plupart de la variation dans nos données. Il s’avère que la première dimension 
(= l’axe horizontal), qui représente, par définition, la part du lion de la variation captée 
par l’ACP, correspond surtout à l’opposition entre, d’une part, les mesures de productivité 
‘classiques’ (en particulier, type_freq & hapax_freq) et les mesures d’anti-productivité (en 
particulier, moyenne_sommet(5/10)). Cette opposition ressort visuellement du fait que (1) 
les vecteurs de type_freq & hapax_freq et de moyenne_sommet(5/10) pointent (plus ou moins) 
dans des directions opposées (= corrélation négative) et (2) ces vecteurs coïncident le plus 
avec la première dimension de l’ACP. 
Nous analyserons l’opposition entre mesures de productivité et mesures d’anti-
productivité en détail dans la section 15.1.5. Dans les sections qui précèdent la section 
15.1.5, nous passerons d’abord en revue le côté gauche de cette carte des variables 
(variables factor map), à savoir les mesures de productivité :  
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• type_freq & hapax_freq (15.1.1)  
• hapax_type_ratio, RR_hapax & OR_hapax (15.1.2)  
• dis_legomena_freq, qui est tout de suite opposée au dis_type_ratio, corrélant surtout 
avec la deuxième dimension de l’ACP (15.1.3)  
• En ce qui concerne l’hapax_type_ratio et le dis_type_ratio, nous proposons encore un 
approfondissement de ces mesures à l’aide du cas de figure raken (15.1.4).  
En plus de la première dimension, l’ACP contient une deuxième dimension (cf. l’axe 
vertical sur la carte des variables (variables factor map)), orthogonale par rapport à la 
première dimension, ce qui implique que ces deux dimensions sont indépendantes. Cette 
deuxième dimension corrèle surtout avec les mesures diff_r1_r2_norm et dis_type_ratio, cf. 
infra. 
Après avoir fait le bilan de l’opposition la plus importante entre les différentes 
variables (mesures de productivité vs mesures d’anti-productivité, cf. la section 15.1.5), 
nous passons au niveau des ‘individus’ : nous positionnerons dans la section 15.1.6 les 
verbes attributifs vis-à-vis des dimensions de l’ACP, tout en établissent le lien avec les 
distributions fréquentielles de ces verbes. En dernier lieu, nous terminons avec une 
analyse qualitative des types AS à token frequency élevée des différents verbes attributifs 
dans la section 15.1.7. Il est important de mettre l’accent sur le fait que toutes les 
observations et conclusions décrites dans la suite du texte sont dépendantes de la taille 
d’échantillon utilisée et et, cela va de soi, du corpus, ainsi que du phénomène étudié. 
15.1.1 Type_freq et hapax_freq 
Le premier constat que nous aimerions mettre en évidence, est qu’il existe une 
corrélation positive entre les mesures type_freq et hapax_freq : plus/moins de types signifie 
plus/moins d’hapax783. Cette observation est confirmée par le graphique ci-dessous, qui 
visualise la productivité globale (au sens de Baayen et Lieber 1991 : productivité potentielle 
sur l’axe horizontal vs type_freq sur l’axe vertical) de la position AS des différentes micro-
constructions attributives : il est possible de dessiner une droite de régression linéaire 
(ascendante) à travers les différents verbes attributifs784. 
 
                                                     
783 D’autres études de productivité mettent en avant que type_freq et hapax_freq (au sens d’extensibilité vers de 
nouveaux types) ne corrèlent pas nécessairement de façon positive. Cf. Gyselinck et Colleman 2016 : « In other 
words, a construction that used to be productive can have a high type frequency in present day language even 
if it might be the case that it can no longer be extended to new types (this is the case for the V-ment construction, 
as demonstrated by Hilpert 2013). Conversely, a fairly recent construction can have a low type frequency at 
present, but it might attract more types in the future » (Gyselinck et Colleman 2016, 76‑77). 
784 Nous incluons aussi passer dans le graphique, en dépit de sa taille d’échantillon différente. 
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Figure 90 Productivité globale (Baayen) 
 
Les copules prototypiques françaises se trouvent tout en haut du classement, avec zijn 
en tant que seul représentant du néerlandais en tête du peloton. Curieusement, les autres 
copules prototypiques néerlandaises blijven et worden sont dissociées du reste des copules 
prototypiques et occupent une position plus intermédiaire, accompagnée de virer. 
Apparemment, blijven785 et worden786 sont plus contraints que les autres copules 
prototypiques dans notre échantillon. Voici la liste des types AS avec une token frequency > 
5 pour blijven, worden et zijn :  
 
 
                                                     
785 Cf. op de hoogte blijven. Du côté du français, rester/demeurer au courant de X ne figure pas parmi les types AS les 
plus fréquents des verbes rester et demeurer. 
786 Cf. e.a. des cas comme groot worden, wakker worden, warm worden et oud worden, qui ont l’air de se rapprocher 
des verbes à particule. 
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Tableau 147 La liste des types AS de worden et blijven, avec une token frequency > 5 
worden –  
types AS 
token 
freq. 
blijven –  
types AS 
token 
freq. 
zijn  –  
types AS 
token 
freq. 
beter (‘mieux’) 11 op_[…]_hoogte  
(‘au courant’) 
14 wat787 (‘quoi’, ‘quel’) 9 
duidelijk (‘clair’) 11 gelijk (‘égal’) 9 belangrijk (‘important’) 7 
groot (‘grand’) 11 beperkt (‘limité’) 8 op_[…]_zoek  
(‘à la recherche’) 
7 
lid (‘membre’) 11 bewaard (‘conservé’) 8 moeilijk (‘difficile’) 6 
geboren788 (‘né’) 9 leuk (‘agréable’) 8 dat_[…]789 (‘que’) 5 
wakker (‘éveillé’) 9 weg (‘parti’, ‘absent’) 6 goed (‘bon’) 5 
oud (‘vieux’) 8  mogelijk (‘possible’) 5 
moeilijk (‘difficile’) 7  
warm (‘chaud’) 7 
bekend (‘connu’) 6  
minder (‘moins’) 6 
sterk (‘fort’) 6 
zichtbaar (‘visible’) 6 
 
En même temps, il s’avère que zijn revêt plus le rôle de copule par excellence en 
néerlandais, du moins du point de vue de l’ouverture de sa position AS, que être, qui ne 
semble pas se démarquer des autres copules prototypiques françaises (devenir, demeurer, 
rester). Qui plus est, devenir devance même être, avec une type_freq et une hapax_freq 
légèrement plus élevées. La différence entre être et devenir est sans doute trop petite pour 
en tirer des généralisations définitives, mais si on accepte qu’une productivité plus élevée 
équivaille à une copularité plus élevée, on pourrait dire que devenir détrône ici être comme 
copule par excellence. Rappelons également la suprématie de devenir dans le domaine AS 
nominal, cf. 7.1.1. 
A l’opposé des copules prototypiques, les semi-copules vallen, gaan, komen et tomber se 
regroupent. Deux autres semi-copules se dégagent de ce groupe, à savoir raken et virer, 
occupant une position plus intermédiaire. A l’intérieur de leurs langues respectives, ces 
deux verbes constituent des cas isolés, dotés d’une productivité étonnamment élevée 
pour une semi-copule. Comme nous allons le voir dans la section 15.2.2, raken et virer 
disposent d’un nombre de types AS relativement élevé au sein de la catégorie de leurs AS 
 
                                                     
787 P.ex. : « Wat < is > uw elektriciteitsverbruik ? » (SE) 
788 Geboren a été considéré comme un AS adjectival, car cette forme à caractéristiques participiales n’entretient 
plus de lien avec un paradigme verbal (*ik geboor etc.) et il se combine volontiers avec zijn (‘quelqu’un est né’). 
Signalons toutefois qu’on pourrait également le considérer comme un passif lexicalisé dans la combinaison avec 
worden (gebaren worden). Cf. aussi la section 8.2. 
789 P. ex. : « […] de strekking van mijn verhaaltje < is > dat de actie van die gozer de OSS-zaak geen goed doet. » (SE) 
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adjectivaux, alors que leur nombre de types au sein de la catégorie des AS prépositionnels 
est relativement plus modeste par rapport aux autres semi-copules790. Ainsi, le 
pourcentage de types AS prépositionnels (par rapport à l’ensemble des types AS) est assez 
bas dans le cas de virer et raken (respectivement 22,4 % et 32,8 %), comparé aux autres 
semi-copules (entre 60,0 et 90,0 % de types AS prépositionnels). 
On pourrait en déduire qu’une semi-copule doit suffisamment augmenter sa 
type_freq791 dans le domaine adjectival pour pouvoir combler l’écart avec le degré de 
productivité des copules prototypiques (toutes catégories morphosyntaxiques 
confondues)792. Apparemment, une productivité globale (toutes catégories 
morphosyntaxiques confondues) qui se nourrit principalement du domaine 
prépositionnel (cf. les semi-copules tomber et komen) n’est pas de taille pour concurrencer 
la productivité globale des copules prototypiques (toutes catégories morphosyntaxiques 
confondues). Remarquons que la semi-copule tomber a tout de même un pourcentage d’AS 
adjectivaux assez élevé (0.54). Il s’ensuit que la seule présence de tokens AS adjectivaux (= 
sans que cette masse de tokens soit répartie sur un nombre élevé de types AS différents) ne 
suffit donc pas en soi pour atteindre le niveau de productivité globale des copules 
prototypiques, même si un pourcentage assez élevé de tokens adjectivaux (par semi-
copule) semble une condition nécessaire, quoique non suffisante. 
Les Empirical Vocabulary Growth Curves, affichées ci-dessous, offrent une perspective 
plus dynamique, en montrant, à travers l’échantillon, l’évolution des deux mesures 
suivantes (cf. 13.2 pour une définition plus précise de l’outil Vocabulary Growth Curve) :  
1) la type_freq (= la ligne plus épaisse, avec une couleur différente par verbe attributif)  
 
                                                     
790 Attention, cela ne veut pas pour autant dire que raken et virer seraient improductifs dans le domaine 
prépositionnel. Cf. p. ex. la productivité potentielle de raken à l’intérieur du domaine des AS prépositionnels, qui 
est 1.2 fois plus grande que la productivité potentielle pour sa position AS toutes catégories morphosyntaxiques 
confondues. De plus, nous trouvons pour le sous-ensemble des semi-copules néerlandaises une corrélation 
négative entre le type_token_ratio / l’hapax_type_ratio à l’intérieur de la catégorie des AS prépositionnels et le 
pourcentage de tokens AS prépositionnels, types AS prépositionnels et AS hapaxiques prépositionnels 
(type_token_ratio_prep * perc_token_AS_prep [-0.75], type_token_ratio_prep * perc_type_AS_prep [-0.73], 
type_token_ratio_prep * perc_hapax_AS_prep [-0.76], hapax_type_ratio_prep * perc_token_AS_prep [-0.78], 
hapax_type_ratio_prep * perc_type_AS_prep [-0.64], hapax_type_ratio_prep * perc_hapax_AS_prep [-0.56]). Dans le cas 
des semi-copules néerlandaises, on aurait donc plus de productivité à l’intérieur du sous-ensemble 
prépositionnel si ce sous-ensemble ne représente pas une grande part de la totalité des tokens AS / types AS / AS 
hapaxiques (par verbe). 
791 Cf. aussi le type_token_ratio à l’intérieur de la catégorie des AS adjectivaux qui confirme cette distinction.  
792 D’un point de vue diachronique, on pourrait formuler l’hypothèse que la diffusion peut être plus instantanée 
et massive dans le cas des AS adjectivaux, alors que les SPrép. doivent déjà être conventionnalisés et/ou changer 
de sens (lieu --> état), avant d’entrer en ligne de compte comme AS. De plus, l’extension [AS prépositionnel → 
AS adjectival sémantiquement proche] est peut-être plus naturelle que l’inverse. 
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2) et l’hapax_freq (= la ligne plus fine, en pointillé, en-dessous de la ligne de la 
type_freq, qui est de la même couleur que la ligne de type_freq correspondante ; par 
verbe attributif). 
La barre oblique indique la taille des échantillons (N = 400). 
 
Figure 91 La courbe d’accroissement du vocabulaire (type_freq + hapax_freq ; verbes 
attributifs français)  
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Figure 92 La courbe d’accroissement du vocabulaire (type_freq + hapax_freq ; verbes 
attributifs néerlandais) 
 
Au sein de la fenêtre de N choisie, aucune des courbes ne semble être sur le point 
d’intersecter la ligne d’un autre verbe attributif (à part peut-être être et devenir, qui sont 
de toute façon très proches), ce qui confère un peu plus de robustesse au classement de 
productivité obtenu pour la taille d’échantillon que nous avons fixée793. Etant donné que 
la pente de la courbe peut être interprétée comme un indicateur de productivité (cf. 
Zeldes 2012, 69), il n’est pas surprenant de constater que la pente des courbes des copules 
prototypiques est plus raide que celle des semi-copules. Tous les échantillons sont 
localisés dans la zone LNRE, où l’accroissement du vocabulaire n’a pas encore atteint sa 
limite asymptotique, cf. Baayen 2001 :  
 
                                                     
793 Evidemment, seul le classement aurait ainsi une validité qui est plus ou moins indépendante de la taille 
d’échantillon : les différences absolues de type_freq et hapax_freq parmi les différents verbes attributifs sont 
toujours dépendantes de la taille d’échantillon. 
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Due to the large numbers of rare words, the sample size N has to be extremely large 
for the asymptotic properties of the distribution to emerge. In practice, almost all 
samples of words are located in the LNRE zone, the range of sample sizes where the 
vocabulary size is still increasing, and where the numbers of hapax legomena, dis 
legomena, etc., are non-negligible. (Baayen 2001, 55) 
La productivité potentielle (en l’occurrence, l’hapax_freq) calculée pour un certain 
nombre de tokens N (par verbe attributif) représente le taux d’accroissement du 
vocabulaire (= le taux avec lequel le nombre de types augmente pour une taille 
d’échantillon grandissante) à ce point N (Baayen 2001, 47‑51 ; Baayen 2009, 902). Sous une 
forme plus visuelle, la productivité potentielle équivaut approximativement à 
déterminer, à un point (N, V(N)), la pente de la tangente à chacune des courbes 
d’accroissement du vocabulaire sur la Figure 91 et la Figure 92 ci-dessus794. 
Ce qui saute également aux yeux, c’est que les deux lignes de raken, à savoir la ligne V 
(= type_freq à travers l’échantillon) et la ligne V1 (= hapax_freq à travers l’échantillon), 
s’écartent de façon assez prononcée, en particulier pour une semi-copule (cf. par exemple 
virer, où les lignes de V et de V1 sont beaucoup plus parallèles795) : la pente des deux lignes 
est radicalement différente.  
Le graphique ci-dessous visualise la différence entre V(N) et V1(N) (= l’écart 
grandissant entre les lignes V et V1 sur les graphiques ci-dessus) pour les différentes 
semi-copules.  
 
                                                     
794 Concrètement, on calcule la dérivée première de la courbe d’accroissement du vocabulaire au point N. 
795 La différence absolue [V(N)-V1(N)] de virer (pour N = 400), à savoir 31 est bien inférieure à la différence absolue 
[V(N)-V1(N)] de raken (pour N = 400), à savoir 73. Pourtant, leur type frequencies sont assez comparables (214 
(virer) vs 183 (raken)). 
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Figure 93 La différence entre V(N) et V1(N) pour différentes semi-copules 
 
Ce graphique met en exergue que la pente (plus raide) de la ligne [V(N)-V1(N)] de raken 
est bel et bien assez différente par rapport aux autres semi-copules. La différence absolue 
[V(N)-V1(N)], à ne pas confondre avec l’hapax_type_ratio796, s’accroît plus vite pour raken 
à partir de N = 150-200, comparé aux autres semi-copules. Etant donné que tant la ligne 
V(N) que la ligne V1(N) ont toutes les deux tendance à augmenter797, on peut faire 
l’hypothèse qu’à partir de N = 150-200, la courbe V1(N) de raken commence à s’aplatir plus 
radicalement par rapport à l’aplatissement de la courbe V(N) de raken (qui monte plus), 
comparé aux rapports de courbure V1(N) vs V(N) pour les autres semi-copules, qui restent 
plus parallèles. Raken semble prolonger plus longtemps que les autres semi-copules la 
phase des débuts (= pour des N très bas), où beaucoup de types AS hapaxiques se 
transforment encore assez vite en types AS non hapaxiques au fil de l’échantillon. Nous 
analyserons le cas particulier de raken et de son hapax_type_ratio plus en détail dans la 
 
                                                     
796 Par exemple, 4/6 et 40/60 indiquent le même ratio (2/3), mais les différences entre le numérateur et le 
dénominateur sont très différentes dans les deux cas : 2 vs 20. 
797 Ceci vaut en principe pour toutes les micro-constructions. 
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section 15.1.4. Attention, le graphique ci-dessus n’implique pas pour autant que 
l’hapax_type_ratio de raken (0.60) soit inférieur à celui des autres verbes attributifs (pour 
N = 400) : en fait, il est au-dessus de celui de komen (0.54), gaan (0.51) et vallen (0.50). 
15.1.2 Hapax_type_ratio, RR_hapax/OR_hapax et dis_legomena_freq 
Après avoir passé au crible type_freq et hapax_freq, nous examinons hapax_type_ratio, 
RR_hapax/OR_hapax et dis_legomena_freq, dont les vecteurs (‘flèches’) symbolisant ces 
mesures sur la carte des variables (variables factor map) pointent tous plus ou moins dans 
la même direction que type_freq et hapax_freq (cf. 15.1.1), indiquant une certaine 
convergence entre elles798. En effet, ces mesures sont généralement considérées comme 
des mesures de productivité et devraient donc plus ou moins s’accorder pour l’ensemble 
des verbes attributifs. Néanmoins, l’hapax_type_ratio semble sortir un peu du lot, avec 
OR_hapax et RR_hapax799 : ces trois mesures sont moins bien représentées sur la première 
dimension que type_freq, hapax_freq et dis_legomena_freq [les corrélations de type_freq, 
hapax_freq et dis_legomena_freq avec la première dimension se situent entre -0.90 et -0.94 ; 
les corrélations de hapax_type_ratio, OR_hapax et RR_hapax avec la première dimension se 
situent entre -0.70 et -0.78, cf. le Tableau 154 infra].  
Il est vrai que l’hapax_type_ratio est moins déterminé par la token frequency des types AS 
que les type_freq et hapax_freq et est, de ce fait, moins en corrélation négative avec les 
mesures d’anti-productivité. Cela s’explique par le fait que seule la dichotomie entre 
hapax et non-hapax (par type) compte pour l’hapax_type_ratio : on fait en quelque sorte 
abstraction du poids des tokens parmi les non-hapax800. Ainsi, cette mesure peut être 
relativement élevée en dépit de quelques types AS à token frequency élevée, à condition que 
les autres types comportent beaucoup de types hapaxiques. Dans ce sens, l’hapax_type_ratio 
peut être une mesure plus robuste, qui permet de détecter de la productivité dans certains 
domaines d’AS qui risqueraient d’être obnubilés par un ou quelques type(s) à token 
 
                                                     
798 Plus précisément, hapax_type_ratio/RR_hapax/OR_hapax corrèlent plus fortement avec type_freq / hapax_freq 
que dis_legomena_freq : hapax_type_ratio * type_freq  [0.88], hapax_type_ratio * hapax_freq [0.91], RR_hapax * 
type_freq  [0.84], OR_hapax * type_freq  [0.83], RR_hapax * hapax_freq [0.84], OR_hapax * hapax_freq [0.83] vs 
dis_legomena_freq * type_freq  [0.82], dis_legomena_freq * hapax_freq [0.75]. En particulier, la corrélation positive 
entre dis_legomena_freq et hapax_freq est assez basse, comparée aux autres corrélations (notamment 
hapax_type_ratio * hapax_freq), contrairement à ce qu’on pourrait croire. 
799 Le RR_hapax et le OR_hapax se situent à mi-chemin entre hapax_freq et hapax_type_ratio : seraient-ils une sorte 
de compromis qui unit les caractéristiques de l’hapax_freq et de l’hapax_type_ratio ? 
800 Evidemment, il n’empêche que la token frequency continue à exercer une influence sur le résultat, dans la 
mesure où elle détermine toujours indirectement le nombre de types disponibles : plus un type absorbe tous les 
tokens dans l’échantillon, moins on aura de tokens restants qui pourraient contenir de nouveaux types. 
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frequency très élevée si on se fiait uniquement à la type_freq (/ type_token_ratio). Cf. à cet 
égard l’exemple de la semi-copule tomber : sa position AS est caractérisée par un 
hapax_type_ratio assez élevé de 0.77, comparable à ce qu’on trouve pour les micro-
constructions worden et blijven, alors que son hapax_token_ratio (0.205) et son 
type_token_ratio (0.2675) sont relativement bas. Ce qui se passe en coulisse, est que la token 
frequency élevée de quelques types AS adjectivaux (tomber amoureux, tomber malade etc.) 
cache la productivité de tomber dans le domaine prépositionnel (la productivité 
potentielle de tomber dans le domaine prépositionnel est +/- deux fois plus grande que 
celle pour son domaine AS toutes catégories morphosyntaxiques confondues). Quelque 
chose de similaire semble se produire pour passer801, qui dispose d’un hapax_type_ratio 
assez élevé (0.79), malgré un type_token_ratio relativement bas (0.40). La fréquence très 
élevée de passer inaperçu étouffe la productivité dans le reste du domaine AS802.  
En somme, l’hapax_type_ratio est un instrument plus fin dans la mesure où il détecte 
des secteurs de productivité même dans une distribution fréquentielle caractérisée 
globalement par quelques items extrêmement fréquents, en focalisant les secteurs 
ouverts803. Dès lors, il n’est pas surprenant de découvrir que l’hapax_type_ratio corrèle de 
façon moins négative avec les mesures moyenne_sommet(5/10), discutées dans le 
paragraphe suivant (hapax_type_ratio * moyenne_sommet(10) [-0.72] vs type_freq * 
moyenne_sommet(10) [-0.96], hapax_freq * moyenne_sommet(10) [-0.91]). 
En guise de validation de l’hapax_type_ratio, nous ajoutons ici une représentation de 
l’évolution de cette mesure à travers l’échantillon (pour les semi-copules), ce qui permet 
de vérifier si la valeur fluctue beaucoup ou pas. Nous avons appliqué un smoother, afin 
d’augmenter la lisibilité du graphique. 
De plus, l’hypothèse que l’hapax_type_ratio de certains verbes attributifs se stabiliserait 
plus vite (= après moins de N) que d’autres – une hypothèse qui sera confirmée, étant 
donné la convergence plus tardive pour raken (cf. 15.1.4) –, est intéressante, car le moment 
de stabilisation varie alors en fonction du verbe et n’est donc pas seulement une finalité 
mathématique inéluctable. En même temps, il semble inévitable que le ratio se stabilise 
plus ou moins à un moment donné, vu que l’ajout d’un nouvel hapax ou le passage de hapax 
à non-hapax aura de moins en moins d’effet sur le ratio au fur et à mesure que les chiffres 
deviennent plus grands (= avec une taille d’échantillon grandissante), cf. aussi la loi des 
 
                                                     
801 Passer n’est pas, rappelons-le, repris dans l’ACP. 
802 Il va de soi qu’on peut dans ce cas spécifique mettre en avant que passer inaperçu constitue une micro-
construction à part entière, qui se distingue des emplois mutatifs de passer. Or, les échantillons des autres verbes 
comportent également un mélange d’emplois mutatifs et non mutatifs (cf. p.ex. vallen), ce qui est un argument 
en faveur de son inclusion ici.  
803 Par contre, un désavantage de cette mesure est qu’elle peut parfois être très élevée à partir de seulement 
quelques tokens, ce qui équivaut à une productivité ‘sans fondement’. 
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grands nombres804. Cette tendance doit encore être renforcée par le fait que, plus on 
avance dans l’échantillon, plus de chances on a qu’un nouveau token se rattache à un type 
déjà recensé, ce qui ne changera donc pas l’hapax_type_ratio (si le type en question a déjà 
accumulé au moins deux tokens). Remarquons ensuite que l’ajout d’un nouvel hapax et le 
passage d’hapax à non-hapax ont un effet différent sur l’hapax_type_ratio : l’effet positif sur 
l’hapax_type_ratio d’un hapax qui s’ajoute est toujours inférieur à l’effet négatif d’un hapax 
qui devient non hapaxique. Cela s’explique par le fait que, dès qu’un hapax s’ajoute à 
l’échantillon, V (= le dénominateur de l’hapax_type_ratio) doit nécessairement augmenter 
aussi, ce qui n’est évidemment pas le cas pour un hapax qui devient non hapaxique. En 
d’autres termes (pour x et y > 0) :   
V1(x+1)/V(y+1) - V1(x)/V(y) [= un hapax qui s’ajoute]  <   |V1(x-1)/V(y) - V1(x)/V(y)| 
[= le scénario d’un hapax qui devient non hapaxique]  
On comprend alors mieux que l’hapax_type_ratio peut assez vite diminuer à partir du 
moment où beaucoup d’hapax deviennent à un débit élevé des non-hapax, surtout au 
début de l’échantillon.    
 
 
                                                     
804 P. ex., la différence entre les ratios 3/4 (0.75) et 4/5 (0.80) (= l’ajout d’un hapax) est plus grande qu’entre les 
ratios 70/91 (0.769) et 71/92 (0.771) (= l’ajout d’un hapax). 
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Figure 94 Ratio V1(N) / V(N) pour différentes semi-copules 
 
On constate que l’hapax_type_ratio peut se stabiliser à partir d’un certain N et semble 
plus ou moins converger vers une constante (du moins, au sein de notre échantillon : cette 
apparence peut s’avérer trompeuse pour une taille d’échantillon plus grande) 805. La même 
observation vaut pour le dis_type_ratio, comme nous le verrons dans la section 15.1.3. 
Remarquons que l’hapax_type_ratio des copules prototypiques ne se stabilise pas (tout à 
fait) au sein de notre échantillon (cf. la Figure 99 infra), tout comme celui de raken, mais 
nous verrons que cela se produira quand même pour une taille d’échantillon plus grande 
 
                                                     
805 En revanche, les Vocabulary Growth Curves (= type_freq et hapax_freq à travers l’échantillon) ne se stabilisent 
pas au sein de notre échantillon, ni pour les semi-copules, ni pour les copules prototypiques. Or, des modèles 
d’extrapolation (cf. LNRE models) peuvent démontrer que la courbe de la type_freq/hapax_freq s’aplatit quand 
même après un certain N, mais ce N est tellement élevé (au moins > 10000) qu’on a du mal à réellement observer 
cette prédiction à l’aide de données empiriques. 
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(cf. la section 15.1.4 à propos de raken)806. Fengxiang 2010 trouve le même patron pour 
l’hapax_type_ratio du BNC (décroissance fulgurante, suivie d’une phase de stabilisation 
légèrement montante), même si le ratio commence à grimper de nouveau de façon 
spectaculaire après la phase de stabilisation (cf. « a U-shaped pattern »), mais ceci serait 
principalement dû à des ‘mots’ dépourvus de sens (cf. « alphanumeric strings » comme 
baaba) qui ne jouent aucun rôle dans notre propos ici807. On pourrait supposer que cette 
(quasi-)convergence qu’on observe pour toutes les semi-copules sauf raken808 (du moins 
au sein de la ‘fenêtre’ N choisie) confère également une plus grande fiabilité à la 
statistique obtenue après 400 occurrences.  
15.1.3 Dis_legomena_freq et dis_type_ratio 
Ensuite, il convient de s’attarder un moment sur les mesures concernant les types AS dis 
legomena, à savoir la dis_legomena_freq (= le ‘pendant’ d’hapax_freq) et le dis_type_ratio (= le 
‘pendant’ d’hapax_type_ratio).809 En particulier, il s’avère que hapax_freq et 
dis_legomena_freq vont beaucoup plus dans le même sens (cf. une corrélation positive de 
0.75) que hapax_type_ratio et dis_type_ratio, qui entrent plutôt dans une relation de 
corrélation négative (-0.59)810. Le dis_type_ratio constitue dans l’ACP une deuxième 
dimension (dis_type_ratio corrèle de façon négative avec la deuxième dimension de l’ACP 
[-0.85, p < 0.01]), qui est orthogonale par rapport à la première dimension, qui est celle de 
la ‘productivité classique’ (type_freq, hapax_freq). En d’autres termes, le dis_type_ratio 
corrèle peu avec les mesures de productivité ‘classiques’ (ainsi qu’avec les mesures liées 
à la token frequency).  
Le Tableau 148 ci-dessous montre que le dis_type_ratio a du mal à regrouper les verbes 
d’après un des clivages majeurs (néerlandais vs français, copule prototypique vs semi-
copule). On peut peut-être reconnaître l’opposition entre les semi-copules françaises virer 
 
                                                     
806 Plus précisément, certaines copules prototypiques ont peut-être déjà tendance à arriver à un équilibre vers 
la fin de notre échantillon, mais l’intervalle N de stabilisation est trop réduit pour en avoir le cœur net. Pourtant, 
ce serait logique que les copules prototypiques aboutissent à un hapax_type_ratio plus ou moins stable qui est 
bien supérieur à celui de raken. 
807 Or, on a l’impression que vallen, komen et gaan commencent à remonter un peu à la fin de l’échantillon : il se 
pourrait qu’ après un certain N, après avoir recensé tous les types AS à token frequency élevée, des hapax plus rares 
(et plus résistants) font encore surface de temps en temps, ce qui fait augmenter l’hapax_type_ratio. Cf. par 
exemple la section 15.2.3.1.1 pour quelques cas étonnants concernant komen (p.ex. rijk komen), qui pourraient 
doper l’hapax_type_ratio à long terme.  
808 Cf. 15.1.4 pour une discussion plus approfondie de raken. 
809 Remarquons que les dis legomena constituent de toute façon une minorité par rapport aux hapax : leur nombre 
réduit (pour notre taille d’échantillon) ne permet peut-être pas d’en conclure grand-chose. 
810 Le dis_type_ratio serait-il une approximation du nombre de types non hapaxiques parmi les types, ainsi 
indiquant plutôt l’anti-productivité ? 
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(0.08) et tomber (0.09) et les semi-copules néerlandaises gaan (0.14), komen (0.15) et raken 
(0.19). En outre, les copules prototypiques ont tendance à avoir des valeurs relativement 
basses pour le dis_type_ratio (cf. en particulier devenir) et cela malgré un nombre 
relativement élevé de dis legomena. On pourrait conclure que, dans nos données, le fait 
d’avoir un certain nombre de dis legomena semble plutôt bénéfique pour la productivité 
(d’où sa corrélation positive avec type_freq et hapax_freq (type_freq * dis_legomena_freq 
[0.82], hapax_freq * dis_legomena_freq [0.75])), tant que les dis legomena ne représentent pas 
une partie relativement grande des types AS. 
En effet, une grande portion de dis legomena pourrait être un signe prémonitoire d’une 
conventionnalisation plus ample, mais à retardement, qui aboutit à un sommet 
fréquentiel plus étendu, dont on ne voit les contours que dans un échantillon plus grand 
(cf. à ce propos aussi la section 15.1.4, concernant raken). Ce retardement s’expliquerait 
par la combinaison de deux faits :  
(1) Raken est semi-ouvert (= type_freq assez élevée), ce qui fait que l’échantillon doit 
recenser un nombre relativement élevé de types AS différents. Ce travail de 
recensement demande déjà un influx de tokens important et épuise donc 
considérablement les ressources de l’échantillon, en particulier à une taille 
d’échantillon relativement basse.  
(2) En même temps, beaucoup de types AS qui se situeront aux avant-postes de la 
distribution fréquentielle ‘plus complète’ demandent encore à être nourris par des 
tokens à une taille d’échantillon N plus basse, afin de faire émerger toute l’étendue 
du sommet fréquentiel par la suite. La grande portion de dis legomena correspond 
alors en partie à ce groupe de types AS à token frequency émergeante, qui est encore 
‘dilué’ par la multiplicité de types AS différents à une taille d’échantillon N plus 
basse.  
Ainsi, le dis_type_ratio pourrait être un indice (précoce) d’un sommet fréquentiel 
toujours en expansion, donc d’anti-productivité. 
 
Tableau 148 Dis_type_ratio 
VERBE dis_type_ratio 
 
dis_legomena_freq 
DEVENIR 0,07 25 
VIRER 0,08 18 
TOMBER 0,09 9 
ZIJN 0,09 27 
VALLEN 0,10 6 
ETRE 0,10 33 
RESTER 0,10 31 
PASSER 0,12 14 
WORDEN 0,13 31 
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DEMEURER 0,13 40 
BLIJVEN 0,13 33 
GAAN 0,14 11 
KOMEN 0,15 15 
RAKEN 0,19 34 
 
Comme les mesures liées aux dis legomena sont difficilement interprétables en elles-
mêmes, il est nécessaire d’en poursuivre l’évolution tout au long de l’échantillon. Cette 
approche permet de détecter des tendances plus globales qui se cachent derrière les 
chiffres bruts. Voici le graphique qui visualise le dis_type_ratio (par semi-copule) pour tous 
les Ns dans l’échantillon. Nous avons appliqué un smoother afin de rendre le graphique 
plus lisible. 
 
Figure 95 Ratio V2(N) / V(N) 
 
Comme information complémentaire, nous fournissons ci-dessous également 
l’évolution du ratio V3+(N)/V(N), qui dénote la part de types AS qui n’est ni hapax, ni dis 
legomenon : 
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Figure 96 Ratio V3+(N) / V(N) 
 
 
On pourrait résumer ces informations de la manière suivante811 :  
 
(1) La stabilité précoce des semi-copules françaises 
Le dis_type_ratio de tomber et de virer semble assez stable à partir de N = 200. On 
retrouve cette même stabilité pour l’hapax_type_ratio (cf. la Figure 94 supra) et le 
ratio V3+(N)/V(N), qui dénote la part de types AS qui n’est ni hapax, ni dis legomenon 
(cf. la Figure 96 supra). Cette stabilité ne s’observe pas pour le néerlandais (au sein 
des limites de notre échantillon). On peut établir un lien entre cette observation 
et l’étude de la token frequency qu’on abordera sous 15.1.5 : étant donné que les 
semi-copules françaises ont généralement moins de types AS à token frequency 
élevée qu’en néerlandais, il y a peu de types AS qui accumulent une grande quantité 
 
                                                     
811 Nous nous basons ici sur les résultats obtenus au sein de la fenêtre [1:400]. Néanmoins, il n’est pas 
inconcevable que les tendances globales doivent être revues pour un échantillon plus grand. La dépendance de 
N est un problème reconnu pour les études de productivité, cf. 13.1.4. 
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de tokens tout au long du parcours de l’échantillon (tout se concentre 
principalement sur seulement un ou quelques types AS à token frequency élevée), ce 
qui fait que le rapport de force entre types AS (quasi) hapaxiques et types AS non 
hapaxiques peut émerger assez vite et changera peu avec une taille d’échantillon 
grandissante. 
 
(2) Le dis_type_ratio : mesure anticipant les items à haute fréquence, mais préservant 
la représentation des hapax 
Le dis_type_ratio de gaan, vallen et komen semble baisser à partir de N = 150-200, avec 
une taille d’échantillon croissante. Notons que la baisse est plus prononcée pour 
vallen que pour komen et gaan. En effet, la décroissance de komen et gaan est 
beaucoup plus spéculative : on aurait besoin d’un échantillon plus grand pour en 
avoir le cœur net. Le fait de ranger komen et gaan ici du côté de vallen est donc à 
prendre avec un grain de sel. 
Etant donné que l’hapax_type_ratio de ces verbes semble plutôt constant812 à 
partir de N = 200 (cf. la Figure 94 supra), la baisse du dis_type_ratio atour de N = 150-
200 s’expliquerait par le fait que les dis legomena de ces verbes ont tendance à se 
développer (assez vite) en tris legomena, tetrakis legomena etc. (avec une taille 
d’échantillon croissante), sans que cela provoque toutefois une dégringolade au 
niveau de la part des types AS hapaxiques après N = 200 (contrairement à ce qu’on 
observe pour raken, cf. (3)). En effet, la part des types qui n’est ni hapax ni dis 
legomena est en augmentation tout au long de l’échantillon, cf. la Figure 96 supra. 
En d’autres termes, l’évolution du dis_type_ratio se comporte comme un indice 
d’anti-productivité dans la mesure où la fq = 2 est un palier intermédiaire dans 
l’éclosion de types AS à token frequency plus élevée. Toutefois, une fois que les hapax 
plus permanents (témoins de la productivité potentielle) se révèlent à partir de N 
= +/- 200, ce qui conduit à la stabilisation de l’hapax_type_ratio, le dis_type_ratio 
cesse de drainer la part d’hapax. En même temps, le dis_type_ratio, plus ou 
moins coupé de son approvisionnement d’hapax à ce moment, continue quand 
même à alimenter la part de V3+ au-delà de N = +/- 200, ce qui fait qu’il diminue. 
Remarquons que les scores finaux qu’on obtient pour les verbes de ce deuxième cas 
de figure sont à la fois assez élevés (komen, gaan) ou assez bas (vallen) : 
l’interprétation purement numérique du dis_type_ratio n’est donc pas aisée.  
 
 
 
 
                                                     
812 Avec même une légère hausse vers la fin. 
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(3) Le cas particulier de raken : le dis_type_ratio anticipant la haute fréquence et 
réduisant la représentation des hapax 
Le dis_type_ratio de raken augmente à travers l’échantillon. A cela s’ajoute que le 
ratio V3+(N)/V(N) s’accroît également avec un N croissant, quoique de façon moins 
fulgurante que gaan, vallen et komen (cf. la Figure 96 supra). Contrairement aux 
deux cas esquissés ci-dessus, l’hapax_type_ratio de raken n’est pas stable (cf. la 
Figure 94 supra), mais semble en baisse constante à travers l’échantillon. Non 
seulement les dis legomena se transforment en des types avec une token frequency 
plus élevée que deux, le taux d’hapax en pâtit également (ce qui n’était pas le cas 
sous (2)) : les types AS hapaxiques continuent à alimenter la part de types non 
hapaxiques (en premier lieu les dis legomena, bien sûr), au-delà de N = 200, d’où un 
hapax_type_ratio en baisse tout au long de l’échantillon. Les dis legomena 
remplissent alors une double fonction : non seulement ils constituent 
l’antichambre pour un groupe restreint de futurs items à haute fréquence, mais ils 
persistent aussi à se situer à la charnière de la conversion « hapax → non-hapax » 
tout au long de l’échantillon, à la différence du cas (2), où cette deuxième fonction 
n’est pas assumée pour l’intégralité de l’échantillon. Comme la taille de 
l’échantillon actuel ne permet pas de savoir quand les dis legomena cesseront de 
jouer ce rôle de transformateur d’hapax, nous allons poursuivre l’évolution de 
raken dans un échantillon plus grand, cf. la section 15.1.4 pour un 
approfondissement de cette problématique. 
 
Afin de détecter l’endurance des hapax, qui se transforment plus ou moins vite en dis 
legomena, on peut également mesurer la distance entre la première apparition d’un type 
AS donné dans l’échantillon du verbe (= occurrence hapaxique) et sa deuxième apparition 
dans l’échantillon du verbe (l’hapax cesse alors d’être un hapax à l’intérieur de 
l’échantillon), si on parcourt l’échantillon par l’ordre de découverte. Les boîtes à 
moustaches (boxplots) ci-dessous résument les distances par verbe attributif.  
Le diagramme en boîte même (= le rectangle) du boxplot est délimité par le premier 
quartile (en bas) et le troisième quartile (en haut) et est coupé en deux par la médiane. Le 
premier quartile Q1 est la valeur du milieu de l’ensemble [minimum → médiane], alors 
que le troisième quartile Q3 est la valeur du milieu de l’ensemble [médiane → maximum]. 
Par conséquent, 25 % des valeurs sont inférieures à Q1, tandis que 75 % des valeurs sont 
inférieures à Q3. L'écart interquartile (inter-quartile range, IQR) est la différence entre Q3 
et Q1. La moustache inférieure s’étend de la valeur Q1 à la valeur la plus basse qui ne 
s’éloigne pas plus que 1.5 * IQR de la valeur Q1 ; la moustache supérieure s’étend de la 
valeur Q3 jusqu’à la valeur la plus élevée qui ne s’éloigne pas plus que 1.5 * IQR de la valeur 
Q1. Les points sont définis comme des outliers (‘des valeurs extrêmes’). 
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Figure 97 ‘Distances’ entre la première apparition d’un type AS et sa deuxième apparition 
(par verbe) 
 
On observe qu’une portion non négligeable de +/- 25 % des distances de raken est 
supérieure à 200 (cf. la valeur Q3), alors que les boîtes à moustaches de gaan, komen, vallen, 
tomber et virer s’arrêtent plus ou moins vers 200 (à part quelques outliers). Indirectement, 
on peut en déduire que des hapax apparaissant assez tôt dans l’échantillon de raken 
peuvent encore se convertir en dis legomena assez tardivement. Nous pouvons mettre ce 
constat en rapport avec l’hapax_type_ratio de raken qui est en baisse constante tout au long 
de l’échantillon, en faveur de son dis_type_ratio, comme nous venons de le voir. Cf. aussi 
la section 15.1.4 pour plus d’explications à propos de raken. Comparé à raken, l’endurance 
des hapax de gaan, komen, vallen, tomber et virer n’atteint pas les mêmes valeurs élevées. 
Vraisemblablement, cela indique que la conversion « hapax → non-hapax » s’opère dans 
ces cas principalement au début de l’échantillon (cf. aussi leur hapax_type_ratio qui se 
stabilise à partir d’un certain N), mais les boîtes à moustaches ne permettent pas de 
trancher la question.  
En somme, la dis_legomena_freq et le dis_type_ratio sont assez difficiles à interpréter de 
manière isolée, sans informations supplémentaires. Ce qui est sûr, c’est qu’une grande 
quantité de dis legomena n’est pas toujours univoquement signe de productivité, en 
particulier s’ils représentent une grande part des types, donc si le dis_type_ratio est plus 
élevé. Il faut donc être prudent de ne pas les mettre dans le même sac que les hapax. En 
effet, un dis_type_ratio élevé semble, globalement, être au détriment de la productivité, 
car il corrèle de façon négative avec la type_freq et l’hapax_freq (type_freq * dis_type_ratio [-
0.30], hapax_freq * dis_type_ratio [-0.42]). Or, les coefficients de corrélation sont assez bas, 
ce qui fait qu’il existe également des contre-exemples. Cf. par exemple vallen, qui, avec un 
dis_type_ratio assez bas, est quand même assez improductif en termes de 
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type_freq/hapax_freq, alors qu’on prédirait une productivité élevée d’après la corrélation 
négative susmentionnée.  
Pour une interprétation plus précise des dis legomena dans notre échantillon, il était 
nécessaire de faire appel à une visualisation qui montre les tendances sous-jacentes : si 
on prend en considération l’évolution du dis_type_ratio à travers l’échantillon, s’agit-il 
d’un dis_type_ratio plus ou moins stable, en baisse ou en augmentation ? Il va de soi qu’un 
dis_type_ratio stable permet plus facilement d’établir un profil de productivité fidèle qu’un 
dis_type_ratio appréhendé à un point de son évolution où il tend vers le haut ou vers le 
bas. Conjointement, il fallait aussi impliquer l’évolution de l’hapax_type_ratio et du ratio 
V3+(N)/V(N), afin de pouvoir correctement interpréter le dis_type_ratio. Finalement, le 
dis_type_ratio aura surtout servi à mettre en évidence le cas particulier de raken, qui se 
distingue par un dis_type_ratio très élevé, nourri comme il est par la conversion 
permanente d’hapax. Nous proposons un approfondissement qui tente d’expliquer ce 
comportement particulier de raken dans la section suivante (le lecteur qui s’intéresse 
surtout aux résultats de l’ACP peut tout de suite passer à la section 15.1.5). 
Globalement, la conclusion est que la taille de notre échantillon est insuffisante pour 
faire une estimation fiable de la portion de dis legomena, qui est, dans certains cas, encore 
très instable. La problématique de la dépendance de l’échantillon, esquissée dans la 
section 13.1.4 ci-dessus, bat son plein ici.  Vraisemblablement, le dis_type_ratio sera plus 
conforme à l’hapax_type_ratio pour un échantillon plus grand, indiquant alors 
univoquement la productivité. Comme nous l’avons déjà établi (cf. la section 13.1.2 ci-
dessus), les dis legomena deviendront nécessairement, à partir d’un certain N, les 
nouveaux hapax (pendant un intervalle N limité, en tout cas) du point de vue de 
l’interprétation théorique.  
15.1.4 Approfondissement – le cas particulier de raken et la conversion 
« hapax → non-hapax » 
Nous nous permettons ici une petite digression pour passer au crible le cas particulier de 
raken. Rappelons que raken joint un hapax_type_ratio décroissant à un dis_type_ratio et un 
ratio V3+(N)/V(N) montants pour N = [1:400]. Dans cette section, nous aimerions 
poursuivre l’évolution des diagnostics hapax_type_ratio et dis_type_ratio au-delà de cette 
taille d’échantillon. 
Concrètement, nous avons élargi l’échantillon de raken jusqu’à 1691 exemples 
attributifs (à partir de l’analyse de 3000 exemples dans l’échantillon de base, tous les 
emplois de raken confondus). Les deux graphiques suivants montrent l’évolution de 
l’hapax_type_ratio de « raken élargi » (= « raken_2 », la seule ligne qui va au-delà de N = 
400). Dans le premier graphique, « raken_2 » est juxtaposé aux autres semi-copules : 
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Figure 98 Ratio V1(N) / V(N) pour les semi-copules, avec l’échantillon élargi de raken 
 
Il s’avère que l’hapax_type_ratio de raken se stabilise quand même, mais à un N ultérieur 
(+/- à partir de N = 750). Comme il semble s’agir ici d’une donnée mathématique 
inéluctable, ce n’est pas tant le fait même que cela se produit qui nous intéresse, mais 
plutôt le moment à partir duquel que cela s’observe. C’est sur ce point que se distinguent 
les verbes entre eux. 
La Figure 99 met en évidence que le développement de l’hapax_type_ratio de raken suit 
plutôt l’exemple des copules prototypiques, dont l’hapax_type_ratio n’a également pas 
encore atteint le point de stabilisation à l’intérieur de l’échantillon N = 400, quoique la 
décroissance de l’hapax_type_ratio de raken soit visiblement plus abrupte et rapide que 
celle des copules prototypiques. En d’autres termes, le taux de conversion « hapax → non-
hapax » est encore plus important après N = 200 dans le cas de raken que dans le cas des 
copules prototypiques. Il est clair que raken, malgré sa productivité relativement élevée 
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parmi les semi-copules néerlandaises (cf. la Figure 90), n’est pas (encore ?) à la hauteur 
des copules prototypiques813. 
 
Figure 99 Ratio V1(N) / V(N) pour les copules prototypiques, avec l’échantillon élargi de 
raken 
 
Ensuite, le graphique suivant démontre que le dis_type_ratio de raken est également 
assez stable à partir de N = 500 – 750, avec toutefois une légère inclination vers le bas à la 
fin : 
 
                                                     
813 Tomber et virer ont d’ailleurs un hapax_type_ratio plus élevé que raken à N = 400. 
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Figure 100 Ratio V2(N) / V(N) pour raken ‘élargi’ 
 
Etant donné que l’hapax_type_ratio est assez stable pour N > 750, on peut déduire du 
dis_type_ratio assez constant (à partir de N = 500) que la part de types qui ne sont ni hapax, 
ni dis legomenon est également assez invariable, c’est-à-dire : relativement moins de dis 
legomena (parmi la part de dis legomena) continuent encore à étoffer la part de types AS qui 
sont tris legomenon ou plus814. Ceci est plus ou moins confirmé par le graphique suivant, où 
la courbe du ratio V3+(N)/V(N) s’aplatit de plus en plus avec une taille d’échantillon 
croissante, quoique l’évolution ne se soit pas encore tout à fait essoufflée : 
 
 
 
                                                     
814 Cela ne veut pas pour autant dire que les processus de ‘conversion’ [hapax → dis legomenon → tris legomenon 
etc.] se sont complètement arrêtés. Il faut surtout le voir comme une sorte d’équilibre ‘dynamique’, cf. infra. 
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Figure 101 Ratio V3+(N) / V(N) pour raken ‘élargi’ 
 
En somme, nous estimons que l’échantillon de base de raken (= 400 exemples de corpus) 
est sans doute trop petit pour bien capter la conventionnalisation qui caractérise la 
position AS de raken : vu que raken est relativement productif (sans atteindre toutefois le 
niveau d’une copule prototypique), un échantillon plus grand est nécessaire pour faire 
ressurgir tous les types AS à token frequency élevée et, corollairement, pour faire apparaître 
les ‘vrais’ hapax qui résistent plus longtemps. Virer, qui aurait également un statut 
intermédiaire du point de vue de sa productivité globale, ne souffre pas de ce problème, 
parce que son nombre de types AS à token frequency élevée est beaucoup plus réduit (cf. 
infra)815.  
Ces observations à propos de l’évolution de l’hapax_type_ratio de raken peuvent être 
précisées à l’aide d’une série de diagnostics supplémentaires plus fins (cf. les deux 
 
                                                     
815 Un verbe comme vallen arrive plus vite à un hapax_type_ratio stable que raken, malgré une distribution avec 
plusieurs types AS à token frequency élevée. La différence serait que cette distribution peut plus vite émerger pour 
vallen en raison de sa productivité plus réduite (peu de types et d’hapax de façon absolue), par rapport à raken.  
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tableaux suivants). Une interprétation naïve de la stabilisation de l’hapax_type_ratio de 
raken, observée dans la Figure 98 ci-dessus, serait de dire que tous les hapax comptés à ce 
point N de stabilisation restent permanents par la suite et que tous les nouveaux tokens 
qui s’ajoutent à l’échantillon après ce début de stabilisation, se rattachent aux non-hapax, 
ce qui ne change pas l’hapax_type_ratio. Or, cette conception est trop simpliste par rapport 
à toute la complexité de la ‘dynamique équilibrante’ qui sous-tend la stabilisation de 
l’hapax_type_ratio, comme nous allons le montrer plus clairement maintenant, à l’aide de 
quelques nouveaux diagnostics.  
Afin de calculer ces diagnostics supplémentaires, nous avons réparti l’échantillon 
élargi de raken en plusieurs sous-échantillons de taille non égale, où chaque sous-
enchantillon subséquent dans la liste suivante capte une partie plus grande de l’étendue 
de l’échantillon originel : raken[1:250], raken[1:500], raken[1:750], raken[1:1000], 
raken[1:1250], raken[1:1500] 816. Ce premier tableau donne un aperçu du type_token_ratio 
restreint aux seuls non-hapax, au sein des différentes partitions de « raken élargi » : 
 
Tableau 149 Différentes partitions de « raken élargi » 
 raken[1:250]  raken[1:500]  raken[1:750]  raken[1:1000]  raken[1:1250]  raken[1:1500] 
Type_token
_ratio pour 
les non-
hapax 
0.29 
(47/160) 
0.23 
(87/379) 
0.19 
(116/612) 
0.16  
(137/835) 
0.15 
(153/1052) 
0.14 
(175/1291) 
 
Dans le tableau suivant, nous calculons des diagnostics qui tiennent compte du statut 
(hapaxique ou non) des types AS concrets et leur évolution individuelle à travers 
l’échantillon, contrairement aux graphiques précédents, où ces faits sont en quelque 
sorte obscurcis et se cachent derrière l’évolution globale de l’hapax_type_ratio. Dans la 
ligne d’en-tête du tableau ci-dessous et dans la terminologie utilisée infra, ce qui précède 
«-» (p. ex. raken[1:250]) est appelé le premier stade et ce qui suit «-» (p. ex. raken[1:500]) est 
appelé le deuxième stade. 
 
 
 
 
 
 
 
                                                     
816 [1:X] veut dire : exemple 1 jusqu’à l’exemple X dans l’échantillon de raken. 
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Tableau 150 Différentes partitions de « raken élargi » (2) 
 raken[1:250] 
– 
raken[1:500] 
raken[1:500] 
– 
raken[1:750] 
raken[1:750] 
– 
raken[1:1000] 
raken[1:1000] 
– 
raken[1:1250] 
raken[1:1250] 
– 
raken[1:1500] 
(1) la part de types AS 
hapaxiques817 
demeurant des hapax 
au deuxième stade 
0.67  
(60/90) 
0.80  
(97/121) 
0.88  
(122/138) 
0.94  
(155/165) 
0.90  
(178/198) 
 
(2) la part de types AS 
hapaxiques818  
devenant non 
hapaxiques au 
deuxième stade 
0.33  
(30/90) 
0.20  
(24/121) 
0.12  
(16/138) 
0.06  
(10/165) 
0.10 
(20/198) 
(3) la part de types AS 
hapaxiques qui sont 
de nouveaux hapax819 
(pas encore 
rencontrés lors du 
premier stade) 
0.50  
(61/121) 
0.30  
(41/138) 
0.26  
(43/165) 
0.22  
(43/198) 
 
0.15  
(31/209) 
(4) la différence de 
tokens entre les deux 
stades, pour les 
types AS non 
hapaxiques (dans les 
deux stades 
séparément)820 
219 233  
 
223  217  239 
(5) la différence de 
tokens entre les deux 
stades, pour les 
types AS qui sont non 
141 182 186 197 197 
 
                                                     
817 Le dénominateur du ratio est ici le nombre total d’hapax au premier stade. 
818 Le dénominateur du ratio est ici le nombre total d’hapax au premier stade. 
819 Le dénominateur du ratio est ici le nombre total d’hapax au deuxième stade. 
820 Les calculs se font ainsi : la somme des token frequencies des types AS non hapaxiques du deuxième stade moins 
la somme des token frequencies des types AS non hapaxiques du premier stade. Attention, ce qui était encore un 
hapax au premier stade ne l’est plus forcément au deuxième stade. Ainsi, nous pouvons calculer : [le chiffre sous 
(4)] – [le nombre d’hapax devenant non hapaxiques au deuxième stade ; cf. le numérateur dans (2)] + [le nombre 
d’hapax qui sont de nouveaux hapax (pas encore rencontrés lors du premier stade); cf. le numérateur dans (3)] = 
le nombre de tokens qui s’ajoute à chaque fois, entre deux stades (= au total 250 tokens). En outre, les chiffres dans 
cette rangée correspondent aux différences entre les dénominateurs des ratios dans le Tableau 149. 
 
  661 
hapaxiques dans les 
deux stades821 
(6) la différence de 
tokens entre les deux 
stades, pour les 
types AS non 
hapaxiques que les 
deux stades ont en 
commun822 
119 170 176 182 193 
 
A partir de ces tableaux, nous observons les tendances suivantes : 
1. La part des types AS hapaxiques au premier stade qui demeurent des hapax lors du 
deuxième stade augmente (en général823) pour des tailles d’échantillon plus 
grandes (cf. le Tableau 150, (1)). Ceci veut donc dire que de plus en plus d’hapax se 
développent de moins en moins vite en non-hapax, ce qui suggère que les hapax 
ont plus de chances de le rester de manière permanente et que la liste des types AS 
à token frequency plus élevée se stabilise. Notons que cette augmentation vaut aussi 
pour le nombre absolu d’hapax permanents, cf. les numérateurs des ratios dans le 
Tableau 150, (1). Inversement, la part de types AS hapaxiques au premier stade qui 
deviennent non hapaxiques lors du deuxième stade diminue (en général824) pour 
des tailles d’échantillon plus élevées (cf. le Tableau 150, (2)). 
Ce premier constat se laisse résumer à l’aide de la citation suivante, qui décrit le 
moment où l’hapax_type_ratio cesse de baisser et atteint un point tournant : 
 
                                                     
821 Les calculs se font ainsi : la somme des token frequencies des types AS non hapaxiques du deuxième stade, à 
l’exception des types AS qui étaient encore hapaxiques au premier stade, moins la somme des token frequencies 
des types AS non hapaxiques du premier stade. Evidemment, il y a encore des types qui passent d’hapax à non-
hapax dans la deuxième moitié du second stade (p .ex. [250 :500]), une transformation qui n’est pas détectée au 
sein des partitions choisies. Ces types AS seront ici donc comptabilisés pour le deuxième stade, mais sont absents 
au premier stade. 
822 En clair, nous tenons dans le second stade uniquement compte des non-hapax qu’on trouve également dans 
le premier stade. 
823 Mais cf. la petite augmentation dans la dernière colonne. 
824 Mais cf. la petite augmentation dans la dernière colonne. 
 
 662 
The local minimal point in pipe-graph825 is the moment beyond which the process 
of turning incidental hapaxes826 into non-hapaxes slowly ceases when more text is 
added, and newly introduced types to our corpus are more likely to be permanent 
hapaxes (because incidental hapaxes are already represented in the corpus and are 
no longer hapaxes). (Cvrček 2011) 
2. La part de nouveaux hapax (c’est-à-dire, qui n’étaient pas encore recensés lors du 
premier stade) par rapport au nombre total de types AS hapaxiques au deuxième 
stade diminue à chaque fois (cf. le Tableau 150, (3)). Cela veut dire que l’afflux de 
nouveaux hapax (pas encore rencontrés lors du premier stade) a donc de moins en 
moins de poids dans le calcul de l’hapax_type_ratio. L’hapax_type_ratio est dès lors 
essentiellement déterminé par le maintien des hapax plus anciens qui se 
présentent de plus en plus comme des hapax permanents (et non plus comme des 
hapax accidentels dus à une taille d’échantillon trop réduite).  
Remarquons toutefois que, si nous prenons en considération le nombre absolu 
de nouveaux hapax (cf. 61 – 41 – 43 – 43  – 31, cf. les numérateurs des ratios dans le 
Tableau 150, (3)), on observe que, malgré une certaine tendance vers le bas à long 
terme, l’afflux de nouveaux hapax (du premier stade au second stade) ne s’essoufle 
pas complètement pour autant et reste même assez stable pendant une certaine 
période. Il importe donc de faire une distinction entre le nombre absolu de 
nouveaux hapax et la part relative de nouveaux hapax, où ces nouveaux hapax ont 
clairement de moins en moins de poids par rapport au nombre grandissant d’hapax 
(plus) permanents pour une taille d’échantillon grandissante.  
 
3. En résumé, deux forces, cf. I et II ci-dessous, sont susceptibles de contrecarrer (ou, 
plutôt, de ralentir) la transformation d’hapax en non-hapax au fil de l’échantillon, 
une transformation qui fait baisser l’hapax_type_ratio. Ce sont ces forces qui sont 
en jeu pour mettre un terme à la chute initiale de l’hapax_type_ratio, ce qui mène 
ensuite à sa stabilisation approximative. 
 
I. Tout d’abord, le taux de nouveaux tokens qui rejoignent l’ensemble des non-
hapax déjà recensés (ceux-ci ne changent pas l’hapax_type_ratio et 
contribuent donc à sa stabilité). Nous constatons qu’au fur et à mesure que 
 
                                                     
825 Nous n’avons pas trouvé cette forme particulière pour nos échantillons, où l’hapax_type_ratio augmente 
progressivement après avoir atteint son minimum. Or, il n’est pas tout à fait exclu de découvrir un tel 
développement pour les copules prototypiques (pour lesquelles l’afflux de nouveaux hapax pourraient prendre 
assez vite le dessus sur le taux d’hapax qui deviennent non hapaxiques), si nous disposions d’un échantillon plus 
grand. Evidemment, l’auteur en question calcule l’hapax_type_ratio pour un corpus entier, ce qui va bien au-delà 
de notre taille d’échantillon. 
826 = « words that occur only once in the corpus because of its insufficiently small size. » (Cvrček 2011) 
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la taille d’échantillon augmente, les nouveaux tokens contenant un type AS 
déjà vu se rattachent de plus en plus aux non-hapax déjà recensés, au lieu 
de transformer les hapax déjà recensés en non-hapax. Les symptômes 
suivants le confirment :  
a. Avec une taille d’échantillon grandissante, la part et le nombre 
absolu d’hapax plus permanents (du premier au second stade) 
s’agrandit à chaque fois, cf. le constat 1 ci-dessus.  
 
b. Le type_token_ratio des types AS non hapaxiques diminue. 
Cette baisse du type_token_ratio pour les non-hapax, qui s’opère 
surtout entre la première colonne et la quatrième colonne du 
Tableau 149, est le résultat du fait que le nombre de types non-
hapaxiques grimpe globalement à un débit moins vite par rapport 
au nombre de tokens qui se rattache à ces non-hapax, comme 
l’illustre le Tableau 151 suivant, qui reprend les colonnes 
raken[1:250] et raken[1:1500] du Tableau 149 plus haut : 
 
Tableau 151 Type_token_ratio pour les non-hapax 
 raken[1:250]  raken[1:1500] facteur de 
multiplication 
Types pour les non- hapax 47 175 X 3.7 
Tokens pour les non- hapax 160 1291 X 8.1 
 
Le facteur de multiplication est plus ou moins deux fois plus petit 
pour les types que pour les tokens. 
 
c. A chaque fois, le nombre de nouveaux tokens qui se rattachent entre 
le premier stade et le second stade à l’ensemble des non-hapax déjà 
inventoriés, est en augmentation, cf. le Tableau 150, (6)827.  
 
II. Deuxièmement, le taux de nouveaux tokens qui introduisent des types AS pas 
encore vus, hapaxiques (ceux-ci font augmenter l’hapax_type_ratio). 
Evidemment, cette deuxième force est également à mettre en rapport avec 
 
                                                     
827 Nous préférons communiquer ici les chiffres du Tableau 150, (6) au lieu des chiffres du Tableau 150, (4)-(5), 
où il y a un risque d’interférence avec un certain nombre d’hapax qui se transforment en non-hapax, cf. les 
explications en notes infrapaginales. 
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la permanence de ces nouveaux hapax, cf. la première force sous I. Voir le 
constat 2 ci-dessus pour une discussion. 
A partir de ces informations assez détaillées à propos des flux qui se cachent derrière 
l’évolution globale de l’hapax_type_ratio, nous pouvons constater que le nombre de 
nouveaux tokens absorbés par l’ensemble des non-hapax déjà répertoriés doit être assez 
grand, afin que le taux de conversion « hapax → non-hapax » et le taux de nouveaux hapax 
puissent plus ou moins s’annuler mutuellement828, tout en tenant compte de l’effet 
mathématique des grands nombres (cf. la section 15.1.3). Ainsi, l’hapax_type_ratio peut 
plus ou moins se stabiliser et arriver à un ‘équilibre dynamique’ (dynamique, car les 
différents flux ne s’arrêtent pas pour autant)829.  
Si nous prenons un peu plus de hauteur, nous constatons que la plus grande 
augmentation ou diminution (selon le cas) de la plupart des diagnostics mentionnés dans 
les tableaux ci-dessus s’effectue toujours entre la colonne raken[1:250] – raken[1:500] et la 
colonne raken[1:500] – raken[1:750] : cela s’explique par le fait que l’hapax_type_ratio de 
raken est encore en train de baisser entre raken[250] et raken[500], avant de se stabiliser 
(cf. supra). Ainsi, on notera en particulier qu’on observe une nette augmentation du 
nombre de nouveaux tokens se rattachant aux non-hapax (du premier stade au second 
stade) entre les colonnes « raken[1:250] – raken[1:500] » et « raken[1:500] – raken[1:750] », 
cf. le Tableau 150, (6). Par la suite, ce nombre devient beaucoup plus constant. En 
conclusion, ces diagnostics confirment donc encore plus clairement le rôle du point de 
stabilisation de l’hapax_type_ratio, que nous avons déjà mis en avant préalablement. 
Que retenir de tout cela ? Les observations dynamiques à propos de l’évolution de 
l’hapax_type_ratio ont un double intérêt, intrinsèque et méthodologique. Tout d’abord, un 
hapax_type_ratio plus ou moins stable pendant un intervalle de N assez large indiquerait 
que les nouveaux types (= les hapax) qui s’ajoutent à l’échantillon avec une taille 
d’échantillon grandissante, ne se développent plus, ou en tout cas moins vite, en types AS 
à token frequency élevée plus loin dans l’échantillon (ce qui ferait baisser 
l’hapax_type_ratio).830 On peut en déduire que, dans ce cas, l’inventaire des types AS à token 
frequency élevée devrait être assez complet : ce sont alors surtout les types AS à token 
 
                                                     
828 Rappelons que l’effet négatif d’une conversion [hapax → non-hapax] est toujours supérieur à l’effet positif de 
l’addition d’un nouveau hapax, cf. supra. 
829 Toutefois, il n’entre pas dans notre propos ici de développer un modèle mathématique qui modélise 
l’interaction exacte de tous ces effets. 
830 Evidemment, si la taille d’échantillon N tend vers l’infini, la vaste majorité des hapax originels risqueraient de 
terminer comme des types AS à token frequency élevée (cf. Baayen 2001, 52), à part quelques innovations créatives 
véritablement uniques, mais toute l’idée de la productivité potentielle, basée sur le nombre d’hapax dans 
l’échantillon, serait alors également perdue. Cf. dans la même veine la citation suivante issue de Baayen 1993 : 
« The problem with is that in the limit of N → ∞ the ratio n1 / N will tend to zero. Hence the sensitivity of 
to differences in productivity will decrease for very large N  (Baayen 1993, 205) ». 
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frequency élevée déjà recensés qui absorbent les nouveaux tokens qui sont ajoutés à 
l’échantillon, ce qui ne modifie pas l’hapax_type_ratio. Pour résumer, l’inventaire des 
types AS du sommet de la distribution fréquentielle se stabilise et les ‘vrais’ hapax (plus 
permanents) se manifestent. 
Puis, sur le plan méthodologique, le nombre de N qu’il faut pour atteindre cet 
hapax_type_ratio minimal (= la fin de la baisse, après quoi le ratio semble se stabiliser) 
constitue peut-être une heuristique intéressante pour déterminer la taille d’échantillon 
minimale afin d’avoir une vue plus ou moins fiable sur la distribution fréquentielle des 
types AS. En effet, un profil de productivité caractérisé par une distribution fréquentielle 
qui présente un plateau assez large de types AS à token frequency relativement élevée, 
nécessite un échantillon plus grand pour stabiliser le poids relatif des hapax. Tant qu’on 
n’a pas dépassé le point de stabilisation de l’hapax_type_ratio, on n’a pas encore de vue 
fiable sur le productivity complex de la construction. 
Suivant le raisonnement développé jusqu’ici, l’échantillon élargi de raken, qui se situe 
dans la zone de stabilisation de l’hapax_type_ratio, devrait offrir une meilleure vue sur 
l’inventaire des types AS du sommet de la distribution fréquentielle de raken que 
l’échantillon de 400 exemples. Nous visualisons ci-dessous la Type-Frequency List de 
raken_2. Cette distribution fréquentielle dispose d’un plateau avec plusieurs types AS à 
token frequency élevée, précédé de quelques pics à token frequency plus élevée encore. Ce 
résultat diffère par rapport à la Type-Frequency List de raken pour l’échantillon plus petit 
de 400 exemples, qui est assez basse et égale (à l’exemple des copules prototypiques), cf. 
raken_1 dans la Type-Frequency List ci-dessous :831   
 
                                                     
831 Idéalement, on devrait pouvoir comparer cette structure avec celle de worden pour la même taille 
d’échantillon élevée, afin de vérifier si ce patron de conventionnalisation est assez exceptionnel ou simplement 
dû à la distribution zipfienne du lexique. 
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Figure 102 Type-Frequency List : une comparaison de raken_1 et raken_2 
 
Le top-2 de raken_2 se démarque du reste de la distribution fréquentielle, ce qui n’est 
pas le cas pour raken_1. Après ces deux pics, un plateau à fréquence élevée se dessine, ce 
qui montre que beaucoup de types AS, à token frequency plus ou moins égale, accumulent 
des tokens à un débit assez semblable. Dès lors, il devient clair que raken nécessite une 
taille d’échantillon plus grande pour faire émerger toute l’étendue de ce plateau à 
fréquence élevée (ou, plus précisément, suffisamment d’étendue pour que les hapax 
deviennent plus permanents). 
Afin de rendre les chiffres plus concrets, nous reproduisons ici la liste des types AS à 
token frequency élevée de raken_2 (Fréq  10)832 : 
 
 
                                                     
832 Il n’est pas exclu que le registre du corpus ait influencé quelque peu cette liste. Par exemple, les expressions 
gewond/beschadigd/besmet/geblesseerd raken et betrokken/verstrikt/verzeild/verwikkeld raken devraient apparaître 
assez souvent dans des textes journalistiques, qui traitent souvent d’évènements catastrophiques. De même, la 
fréquence assez élevée de opgewonden raken s’explique sans doute par la part de sites web érotiques dans le 
corpus Sketch Engine. 
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Tableau 152 Types AS à token frequency élevée (Fréq  10) – raken_2 
ATTRIBUT_TETE fréquence ATTRIBUT_TETE fréquence 
gewond (‘blessé’) 101 geïrriteerd (‘irrité’) 17 
beschadigd (‘endommagé’) 63 in_[…]_onbruik (‘en désuétude’) 16 
betrokken (‘concerné’) 44 overbelast (‘surchargé’) 16 
besmet (‘contaminé’) 37 uit_[…]_balans (‘en déséquilibre’) 16 
gewend (‘habitué’) 37 uitgekeken (‘avoir assez de X’) 16 
in_[…]_paniek (‘paniqué’) 37 verstoord (‘perturbé’) 15 
zwanger (‘enceinte’) 33 verstopt (‘bouché’) 15 
geïnspireerd (‘inspiré’) 32 los (‘détaché’, ‘libre’) 14 
bekend (‘connu’) 31 overtuigd (‘convaincu’) 14 
in_[…]_gesprek (‘en conversation’) 26 gefrustreerd (‘frustré’) 12 
vertrouwd (‘familier’) 23 in_[…]_coma (‘dans le coma’) 12 
opgewonden (‘excité’) 22 zoek (‘perdu’) 12 
uitgeput (‘épuisé’) 22 bevriend (‘amis’) 11 
verslaafd (‘accro’) 22 in_[…]_problemen (‘dans des 
difficultés’) 
11 
verstrikt (‘empêtré’) 22 in_[…]_vergetelheid (‘dans 
l’oubli’) 
11 
verzeild (‘impliqué’) 22 onder_[…]_indruk 
(‘impressionné’) 
11 
geblesseerd (‘blessé’) 20 uit_[…]_evenwicht (‘en 
déséquilibre’) 
11 
in_[…]_war (‘confus’) 19 uitgepraat (‘n’avoir plus rien à 
dire’) 
11 
op (‘fini’, ‘vide’) 19 verwikkeld (‘empêtré’) 11 
aan_[…]_praat (‘en conversation’) 18 arbeidsongeschikt (‘en incapacité 
de travail’) 
10 
geïnteresseerd (‘intéressé’) 18 defect (‘défectueux’) 10 
in_[…]_verval (‘en déclin’) 18 in_[…]_verwarring (‘confus’) 10 
 
Beaucoup des types AS listés ci-dessus appartiennent à la classe des adjectifs (pseudo-
)participiaux ‘résultatifs’. Cette propriété particulière de raken, qui se combine volontiers 
avec ce type d’adjectifs, a été amplement commentée dans la section 7.2. Remarquons que 
cette propriété distingue raken de worden, où leur présence oriente le plus souvent 
l’interprétation vers une valeur passive, raison pour laquelle ils n’ont pas été relevés pour 
worden.  
La présence prédominante d’adjectifs (pseudo-)particpiaux pourrait d’ailleurs 
expliquer pourquoi raken n’a pas encore atteint le niveau de productivité d’une copule 
prototypique. En effet, on peut supposer que le nombre de ces adjectifs (pseudo-
)participiaux soit moins grand que le nombre d’adjectifs ‘normaux’. Tant que raken est en 
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grande partie limité à ce champ de recrutement833, il ne pourra pas aspirer au statut de 
copule prototypique en termes de productivité. Cf. par exemple l’inacceptabilité de 
*droevig raken (/ droevig worden ; ‘devenir triste’), *rood raken (/ rood worden ; ‘devenir 
rouge’), *gevaarlijk raken (/ gevaarlijk worden ; ‘devenir dangereux’) etc. Cependant, il faut 
également admettre que raken est bel et bien capable de se combiner avec un nombre 
restreint d’adjectifs, cf. des contre-exemples assez conventionnalisés comme zwanger 
raken (‘tomber enceinte’) ou defect raken (‘devenir défectueux’) dans le Tableau 152 ci-
dessus. A cela s’ajoutent des exemples plus isolés qu’on trouve sur le Web, comme :  
(824) Ben ik de enige die timide raakt van de kunsten ? (nrc.nl ; ‘devenir timide’)  
(825) […] waar het - temidden van bijna een miljoen andere boeken - ook zelf onvindbaar raakt. 
(nrc.nl ; ‘devenir introuvable’)  
Cela suggère que la portée de raken peut encore être étendue dans ce secteur adjectival. 
Faisons maintenant la comparaison avec la liste des types AS à token frequency élevée de 
raken_1 (Fréq  5) : 
 
Tableau 153 Types AS à token frequency élevée (Fréq  5) – raken_1 
ATTRIBUT_TETE fréquence ATTRIBUT_TETE fréquence 
gewond (‘blessé’) 15 verstrikt (‘empêtré’) 7 
beschadigd (‘endommagé’) 13 verzeild (‘impliqué’) 7 
in_[…]_paniek (‘paniqué’) 13 gewend (‘habitué’) 6 
geïnspireerd (‘inspiré’) 11 in_[…]_verval (‘en déclin) 6 
betrokken (‘concerné’) 10 in_[…]_war (‘confus’) 6 
in_[…]_gesprek (‘en 
conversation’) 
9 vertrouwd (‘familier’) 6 
opgewonden (‘excité’) 9 overbelast (‘surchargé’) 5 
zwanger (‘enceinte’) 9 uitgeput (‘épuisé’) 5 
bekend (‘connu’) 7 verwikkeld (‘empêtré’) 5 
bevriend (‘amis’) 7   
 
Par rapport à l’inventaire du sommet de raken_2, nous pouvons constater que :  
- Certains types AS se maintiennent en tête de la liste (cf. p. ex. gewond, beschadigd 
etc.).  
 
                                                     
833 Ajoutons que chaque adjectif (pseudo-)participial n’entre pas en ligne de compte pour se combiner avec raken, 
cf. les phrases peu acceptables suivantes : ?Hij raakte gedeporteerd. (litt. ‘atteindre déporté’) et ?Uiteindelijk raakte 
hij vermoord. (litt. ‘atteindre tué’). Il faut déjà fournir un contexte très précis pour que ces phrases soient plus ou 
moins acceptables. 
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- Certains types AS chutent dans le classement pour une taille d’échantillon 
grandissante, cf. p. ex. bevriend (10ième rang pour raken_1 vs 35ième rang pour 
raken_2).  
- Certains types AS gagnent en importance pour une taille d’échantillon 
grandissante, cf. p. ex. gewend (13ième rang pour raken_1 vs 5ième rang pour raken_2), 
vertrouwd (16ième rang pour raken_1 vs 11ième rang pour raken_2). 
- Enfin, l’inventaire du top fréquentiel de raken_2 s’élargit aussi par rapport à celui 
de raken_1 (où ces types AS sont absents au sommet), cf. p. ex. besmet (4ième rang (!) 
pour raken_2), verslaafd (14ième rang pour raken_2), geblesseerd (17ième rang pour 
raken_2), op (19ième rang pour raken_2), aan_[…]_praat (20ième rang pour raken_2) etc. 
Visiblement, le sommet de la distribution fréquentielle s’étend et se stabilise pour une 
taille d’échantillon plus grande, qui se situe dans la zone de stabilisation de 
l’hapax_type_ratio. 
15.1.5 Mesures liées à la token frequency, indiquant l’anti-productivité 
Passons maintenant au faisceau de mesures liées à la token frequency. Pour le confort de 
lecture, nous reproduisons ci-dessous la carte des variables (variables factor map) déjà 
affichée sous 15.1. 
 
 670 
 
Figure 103 La carte des variables (ACP, ensemble des données) 
 
L’ACP donne lieu à trois regroupements834 (désormais groupe 1, groupe 2 et groupe 3) des 
mesures liées à la token frequency, cf. la carte des variables (variables factor map) :  
1) moyenne_sommet(5) et moyenne_sommet(10) 
2) diff_r1_r2, diff_max_moyenne(10), moyenne_diff(r1-r5) et token_freq_max 
3) diff_r1_r2_norm 
Il s’avère que les mesures moyennes du groupe 1 entrent dans une corrélation négative 
plus forte835 avec type_freq/hapax_freq que le groupe 2836. Etant donné que les mesures du 
groupe 2 sont corrélées moins négativement avec les mesures de productivité 
 
                                                     
834 Remarquons que ces regroupements ne sont pas le résultat d’une analyse de groupe statistique (cluster 
analysis), mais qu’ils sont le résultat d’une interprétation humaine. 
835 Les corrélations : type_freq * moyenne_sommet(10) [-0.96], hapax_freq * moyenne_sommet(10) [-0.91] 
836 Les corrélations : type_freq * token_freq_max [-0.74], type_freq * diff_max_moyenne(10) [-0.63], type_freq * 
moyenne_diff(r1-r5) [-0.62], type_freq * diff_r1_r2 [-0.48] // hapax_freq * token_freq_max [-0.67], hapax_freq * 
diff_max_moyenne(10) [-0.55], hapax_freq * moyenne_diff(r1-r5) [-0.54], hapax_freq * diff_r1_r2 [-0.40] 
groupe 3 groupe 2 
groupe 1 
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type_freq/hapax_freq, on peut supposer que des valeurs élevées pour ces mesures soient 
par conséquent moins détrimentales pour la productivité ou ont en tout cas un effet 
moins univoque, qui peut varier d’un verbe à l’autre. A cela s’ajoute que le groupe 1 
corrèle plus fortement avec la première dimension de l’ACP que le groupe 2.  
Du côté gauche du graphique, en face des groupes 1 et 2, ce sont les mesures type_freq, 
dis_legomena_freq et hapax_freq qui corrèlent le plus fortement avec la première dimension 
de l’ACP, dimension que nous avons rattachée à l’opposition productivité /anti-
productivité. Voici le tableau qui donne un aperçu des corrélations (significatives) des 
différentes mesures avec la première dimension de l’ACP : 
 
Tableau 154 Corrélations (significatives) avec la première dimension de l’ACP837 
mesures corrélation valeur p 
moyenne_sommet(10) 0.99 < 0.001 
moyenne_sommet(5) 0.99 < 0.001 
token_freq_max 0.91 < 0.001 
diff_max_moyenne(10) 0.84 < 0.001 
moyenne_diff(r1-r5) 0.83 < 0.001 
diff_r1_r2 0.72 < 0.01 
hapax_type_ratio -0.69 < 0.01 
OR_hapax -0.78 < 0.01 
RR_hapax -0.78 < 0.01 
hapax_freq -0.90 < 0.001 
dis_legomena_freq -0.90 < 0.001 
type_freq -0.94 < 0.001 
 
Il s’ensuit que la principale dimension de variabilité dans nos données se résume à 
l’opposition entre, d’une part, les mesures moyenne_sommet(5) et moyenne_sommet(10) 
(groupe 1), et, d’autre part, les mesures type_freq, dis_legomena_freq et hapax_freq.  
Comme nous le verrons dans la section 15.1.6, c’est d’après cette première dimension 
de l’ACP qu’on peut, au niveau des ‘individus’, opposer copules prototypiques et semi-
copules, avec raken comme cas intermédiaire. Comme nous l’avons déjà démontré dans la 
section 15.1.1 ci-dessus, cette distinction entre copules prototypiques et semi-copules 
peut s’opérer efficacement en fonction de mesures de productivité ‘classiques’ comme 
type_freq et hapax_freq, car les copules prototypiques sont généralement plus productives 
que les semi-copules. Dans la présente section, nous découvrons maintenant qu’un autre 
ensemble de mesures, à savoir les mesures du groupe 1, arrivent également à opérer la 
même distinction, cf. aussi le Tableau 155 ci-dessous. Cela s’explique par le fait que la 
distribution fréquentielle des copules prototypiques est presque plate, avec aucun type AS 
à token frequency élevée, alors que les semi-copules disposent toujours d’au moins un 
type AS à token frequency élevée, à l’exception de raken (cf. infra). Au niveau des mesures du 
 
                                                     
837 Ces corrélations ont été obtenues à l’aide de la fonction dimdesc dans le package FactoMineR. 
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groupe 1, cela se traduit par une token frequency moyenne plus élevée pour les 5/10 
premiers types AS de la distribution fréquentielle des semi-copules par rapport à celle des 
copules prototypiques. Notons toutefois que les distributions fréquentielles qui se 
cachent sous les valeurs de la mesure moyenne_sommet(5/10) peuvent varier 
considérablement d’une semi-copule à l’autre (cf. infra). 
Voici un tableau qui reproduit les verbes classés d’après la mesure moyenne_sommet(10), 
complétés avec les mesures type_freq / hapax_freq / dis_legomena_freq par verbe. Ce tableau 
met clairement en évidence que les quatre mesures que nous venons d’évoquer, séparent 
les copules protypiques des semi-copules, en particulier moyenne_sommet(10). 
 
Tableau 155 Moyenne_sommet(10) et type_freq / hapax_freq / dis_legomena_freq 
VERBE moyenne_sommet(10) type_freq hapax_freq dis_legomena_freq 
COPULES PROTOTYPIQUES 
ETRE 3,7 326 276 33 
DEVENIR 3,9 336 296 25 
DEMEURER 4,7 311 255 40 
RESTER 5,3 306 255 31 
ZIJN 5,6 299 249 27 
BLIJVEN 7,3 250 186 33 
WORDEN 9,0 245 189 31 
SEMI-COPULES 
RAKEN 10,3 183 110 34 
VIRER 17,2 214 183 18 
PASSER838 17,8 121 96 14 
KOMEN 21,4 97 52 15 
GAAN 23,7 81 41 11 
TOMBER 27,9 103 76 9 
VALLEN 29,1 60 30 6 
 
Cependant, on s’aperçoit que la corrélation entre ces mesures est parfois loin d’être 
parfaite. Cf. par exemple raken, qui précède virer, mais qui devrait être classé après virer 
d’après sa type_freq et son hapax_freq inférieures ou tomber, qui devrait être classé aux 
alentours de komen et de passer. Or, la tendance globale est très claire. 
Ensuite, nous pouvons également constater que l’hapax_type_ratio corrèle moins avec 
la première dimension de l’ACP (par rapport aux type_freq et hapax_freq), ce qui semble 
corroborer notre hypothèse que l’hapax_type_ratio est moins dépendant de la token 
frequency (cf. supra). Un autre constat intéressant est que, dans le groupe 2, la 
 
                                                     
838 Attention, l’échantillon de passer ne compte que 305 exemples (et ne fait pas partie de l’ACP pour cette raison). 
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token_freq_max se joint à diff_max_moyenne(10) et à diff_r1_r2, ce qui implique qu’une 
token_freq_max relativement élevée (donc : un pic très élevé) va généralement de pair avec 
un plus grand écart entre le type AS le plus fréquent et le type AS suivant dans la Type-
Frequency list (cf. diff_r1_r2). Cette corrélation positive sera confirmée dans la section 15.2, 
où nous mettrons en évidence que les semi-copules françaises sont en général 
caractérisées par une token_freq_max plus élevée qu’en néerlandais, ce qui va de pair avec 
un plus grand écart entre le type AS le plus fréquent et le type AS suivant dans la Type-
Frequency list. 
En dernier lieu, regardons de plus près les mesures diff_r1_r2 et diff_r1_r2_norm. Ces 
mesures seront au centre de notre attention dans la section 15.2, où leur intérêt émergera 
au grand jour lors de l’ACP restreinte aux seules semi-copules. Il s’avérera que, pour nos 
données, les mesures diff_r1_r2 et diff_r1_r2_norm sont surtout utiles pour mettre à nu des 
différences entre des distributions fréquentielles qui contiennent des token frequencies 
élevées (= des valeurs plus élevées pour moyenne_sommet(5/10)), comme celles des semi-
copules. Or, elles n’arrivent pas à efficacement distinguer les semi-copules des copules 
prototypiques, ce qui constitue l’enjeu principal dans la présente section (cf. la première 
dimension de l’ACP, pour toutes les données).  
Le Tableau 156 ci-dessous contient un classement des verbes d’après la mesure 
diff_r1_r2. 
 
Tableau 156 Diff_r1_r2 
VERBE diff_r1_r2 
WORDEN 0 
DEMEURER 2 
DEVENIR 2 
ETRE 2 
RAKEN 2 
RESTER 2 
ZIJN 2 
BLIJVEN 5 
KOMEN 6 
GAAN 7 
VALLEN 34 
VIRER 58 
TOMBER 60 
PASSER 97 
 
Comme il ressort du tableau, diff_r1_r2 range komen et gaan (avec des valeurs diff_r1_r2 
assez basses, cf. infra) plutôt du côté des copules prototypiques (qui ont également des 
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valeurs diff_r1_r2 très basses)839, malgré leurs type_freq et hapax_freq assez basses, 
contrairement aux copules prototypiques. De plus, diff_r1_r2 (tout comme 
diff_max_moyenne(10) et moyenne_diff(r1-r5)) positionne les semi-copules néerlandaises 
vallen, komen et gaan entre les copules prototypiques et les semi-copules françaises, deux 
groupes de copules qui sont en général plus productifs (en termes de type_freq et 
hapax_freq) que vallen, komen et gaan. Ainsi, le rapport entre diff_r1_r2 et 
type_freq/hapax_freq, deux contributeurs importants à la première composante principale 
de l’ACP, n’est pas univoquement linéaire (= plus type_freq/hapax_freq monte, plus 
diff_r1_r2 descend et vice versa), ce qui se réflète aussi dans des coefficients de corrélation 
assez bas (cf. type_freq * diff_r1_r2 [-0.48] et hapax_freq * diff_r1_r2 [-0.40]).840  
Néanmoins, diff_r1_r2 corrèle de façon plus importante avec les mesures 
moyenne_sommet(5/10), qui sont les deux autres grands contributeurs à la première 
composante principale de l’ACP, représentant l’anti-productivité (cf. moyenne_sommet(5) 
* diff_r1_r2 [0.78] et moyenne_sommet(10) * diff_r1_r2 [0.68]). Ainsi, diff_r1_r2 peut quand 
même corréler de façon significative avec la première dimension, la nouvelle variable 
synthétique de l’ACP [0.72]. En dépit des imperfections mentionnées ci-dessus, il est 
toujours possible de diviser le Tableau 156 entre copules prototypiques et semi-copules 
(cf. la frontière entre blijven et komen), ce qui explique la corrélation significative avec la 
première composante principale de l’ACP, quoique d’autres mesures soient clairement 
plus aptes à incarner cette première dimension de variabilité.  
En outre, la mesure diff_r1_r2_norm embrouille encore plus la distinction entre semi-
copules et copules prototypiques. Il n’est donc pas surprenant qu’elle soit rattachée à une 
autre dimension de l’ACP, orthogonale à la dimension productivité / anti-productivité841, 
cf. le Tableau 157 suivant. Rappelons que diff_r1_r2_norm mesure, tout comme diff_r1_r2, 
l’écart entre rang 1 et 2, mais pondéré à l’aune de l’écart moyen des rangs suivants.  
 
Tableau 157 Diff_r1_r2_norm 
VERBE diff_r1_r2_norm 
WORDEN 0.00 
GAAN 1.56 
KOMEN 2.18 
RAKEN 2.67 
 
                                                     
839 Or, toujours est-il que komen et gaan ont quand même des valeurs un peu plus élevées (respectivement 6 et 7) 
que la plupart des copules prototypiques (= 2, avec comme exceptions worden (0) et blijven (5)). Passer figure en 
tête du classement (97), suivi de tomber (60) et de virer (58). 
840 En fait, le rapport est plutôt quadratique, mais l’ACP s’efforce toujours de trouver un rapport linéaire. 
841 Diff_r1_r2_norm corrèle de façon positive avec la deuxième dimension de l’ACP (0.80, p < 0.001), comme 
hapax_type_ratio (0.69, p < 0.01) et diff_r1_r2 (0.65, p < 0.05). Le dis_type_ratio corrèle de façon négative avec la 
première dimension (-0.85, p < 0.001). 
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RESTER 3.20 
DEMEURER 5.33 
ZIJN 5.33 
VALLEN 6.97 
DEVENIR 8.00 
BLIJVEN 10.00 
TOMBER 12.00 
VIRER 15.47 
ETRE 16.00 
PASSER 48.50 
 
Comme nous l’avons expliqué lors de l’aperçu des différentes mesures, la mesure 
diff_r1_r2_norm risque  parfois de donner plus de poids à une diff_r1_r2 qui est assez petite. 
De cette façon, être se trouve soudainement aux avant-postes du peloton, loin devant un 
verbe attributif semi-productif comme vallen, alors qu’on s’attendrait à ce que être se 
range plutôt du côté de worden. Visiblement, il est dès lors assez difficile d’établir encore 
une corrélation avec les mesures de productivité ‘classiques’ (type_freq, hapax_freq). Pour 
l’ACP concernant tous les verbes attributifs confondus, cette mesure complexe se révèle 
donc moins pertinente car en porte à faux avec l’axe productivité vs anti-productivité. 
En somme, nous avons mis en exergue que la principale dimension de variabilité dans 
nos données équivaut surtout à l’opposition entre, d’une part, les mesures 
moyenne_sommet(5) et moyenne_sommet(10), et, d’autre part, les mesures type_freq, 
hapax_freq (qui se regroupent clairement) et dis_legomena_freq. Ainsi, la corrélation 
négative entre token frequency élevée (~ la hauteur moyenne du sommet fréquentiel) et 
productivité est mise en évidence de façon empirique et quantifiée. Dans les faits, le 
clivage entre copules prototypiques (dépourvues de types AS à token frequency élevée) et 
semi-copules (avec une distribution fréquentielle dotée de types AS à token frequency 
élevée) semble responsable de cette opposition très nette entre les mesures, comme nous 
allons le découvrir à l’aide d’une visualisation des verbes individuels dans la section 
suivante. 
15.1.6 Positionnement des verbes vis-à-vis des dimensions de l’ACP et 
différents types de distributions fréquentielles 
Dans le graphique suivant, les verbes (individuals) sont positionnés en fonction des mêmes 
axes définis ci-dessus dans le Variable factor map. Plus concrètement, l’axe horizontal peut 
être interprété comme l’opposition entre, d’une part, les mesures de productivité 
‘classiques’ (en particulier, type_freq, hapax_freq et dis_legomena_freq, mais également, 
dans une moindre mesure, RR_hapax/OR_hapax et hapax_type_ratio) et, d’autre part, les 
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mesures d’anti-productivité liées à la token frequency (surtout moyenne_sommet(5) et 
moyenne_sommet(10))842.   
 
Figure 104 La carte des individus (ACP, ensemble des données) 
 
Les copules prototypiques se regroupent ensemble du côté des mesures de 
productivité (à gauche), tandis que les semi-copules se situent à l’autre extrémité du 
premier axe, du côté des mesures d’anti-productivité (à droite). Ce qui saute aux yeux, c’est 
que les copules prototypiques sont beaucoup moins dispersées tout au long du premier 
axe par rapport aux semi-copules, qui constituent clairement une catégorie plus 
hétérogène, caractérisée par une sensibilité plus ou moins grande à la 
conventionnalisation. 
En particulier, on observe que raken rejoint presque le peloton des copules 
prototypiques. Selon l’ACP, raken serait plus proche des copules prototypiques que virer, 
mais cela est essentiellement dû à un score plus bas pour moyenne_sommet(10) (~ un 
 
                                                     
842 Sans oublier que token_freq_max, diff_max_moyenne(10), moyenne_diff(r1-r5) et diff_r1_r2 corrèlent également 
avec cette première dimension, mais de façon moins forte. 
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sommet globalement moins élevé). En effet, si on regarde la type_freq et l’hapax_freq, raken 
est devancé par virer. Cela montre qu’il faut être prudent de ne pas identifier les 
dimensions de l’ACP avec une seule mesure lors de l’interprétation : elles sont toujours 
créées à partir de plusieurs mesures qui y contribuent de manière différente (afin 
d’obtenir une toute nouvelle dimension qui capte le plus de variation restante dans les 
données). Raken est plus proche des copules prototypiques que virer d’après cette 
(première) dimension de l’ACP, mais à force de la décortiquer, on révèle forcément des 
distinctions plus fines.  
Ensuite, une dernière observation importante par rapport à cette première dimension 
est qu’elle montre clairement que l’opposition entre copule prototypique et semi-copule 
est plus saillante dans nos données que la distinction contrastive entre le néerlandais et 
le français, car les verbes des deux langues se confondent tout au long de ce premier axe 
(qui est censé capter la plus grande part de la variation présente dans les données). 
Passons maintenant à l’analyse de la deuxième dimension de l’ACP. De nouveau, les 
copules prototypiques sont beaucoup plus similaires par rapport aux semi-copules, qui 
s’étendent tout au long du deuxième axe. Contrairement à ce qu’on vient de constater 
pour la première dimension, les semi-copules semblent ici se répartir en fonction de leur 
langue : les semi-copules françaises virer et tomber se regroupent ensemble en haut du 
graphique, alors que les semi-copules néerlandaises se situent plus vers le bas. Il est clair 
que le deuxième axe introduit une nouvelle dimension de variabilité parmi les semi-
copules, pas encore contenue dans la première dimension.  
Il convient de rappeler ici que cette deuxième dimension corrèle surtout avec 
diff_r1_r2_norm (0.80, p < 0.001), hapax_type_ratio (0.69, p < 0.01)843, diff_r1_r2 (0.65, p < 0.05) 
et dis_type_ratio (-0.85, p < 0.001). Rappelons également que hapax_type_ratio et diff_r1_r2 
corrélaient déjà de façon significative avec la première dimension de l’ACP 
(respectivement -0.69 et 0.72844). Etant donné que les mesures hapax_type_ratio et diff_r1_r2 
entrent toutes les deux en corrélation significative avec à la fois la première et la 
deuxième composante principale, cela suggère que ces deux mesures correspondent 
ensemble à deux dimensions de variabilité différentes dans les données : d’abord entre 
 
                                                     
843 Ce qui peut surprendre ici, c’est que les mesures d’anti-productivité diff_r1_r2_norm et diff_r1_r2 et la mesure 
de productivité hapax_type_ratio entrent toutes en corrélation positive avec la même dimension. D’une part, cela 
anticipe déjà une des conclusions importantes de la section 15.2 : un scénario caractérisé par des diff_r1_r2_norm 
et diff_r1_r2 élevées semble être moins au détriment de la productivité. D’autre part, les chiffres du Tableau 158 
montrent clairement que ces mesures divisent les données de la même façon, à savoir semi-copules 
néerlandaises vs semi-copules françaises. De là à conclure que ces mesures en soi signifient la même chose, est 
évidemment une question d’interprétation humaine : il nous semble que, dans ce cas, la dépendance de nos 
données spécifiques est trop importante pour pouvoir généraliser jusqu’à ce point-là. 
844 Certes, la corrélation est inverse dans ce cas, mais cela n’est pas pertinent pour le raisonnement développé 
dans ce paragraphe. 
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copules prototypiques et semi-copules (cf. la première dimension de l’ACP), dans un 
deuxième temps à l’intérieur du groupe des semi-copules même, séparant semi-copules 
néerlandaises et semi-copules françaises (cf. la deuxième dimension de l’ACP).  
Regardons maintenant de plus près les valeurs sous-tendant la deuxième dimension de 
variabilité qui oppose le français au néerlandais. Concrètement, il s’avère que les semi-
copules françaises tomber et virer ont des valeurs plus élevées pour la diff_r1_r2_norm (~ 
diff_r1_r2845) et l’hapax_type_ratio que les semi-copules néerlandaises komen, gaan, vallen et 
raken. Inversement, gaan, komen et surtout raken ont des dis_type_ratios plus élevés que 
vallen, tomber et virer. Voici le tableau qui récapitule tous les chiffres : 
 
Tableau 158 Les mesures les plus pertinentes pour la deuxième dimension de l’ACP 
 hapax_type_ratio diff_r1_r2_norm diff_r1_r2 dis_type_ratio 
semi-copules néerlandaises 
VALLEN 0.50 6.97 34 0.10 
GAAN 0.51 1.56 7 0.14 
KOMEN 0.54 2.18 6 0.15 
RAKEN 0.60 2.67 2 0.19 
semi-copules françaises 
TOMBER 0.74 12.00 60 0.09 
PASSER 0.79 48.5 97 0.12 
VIRER 0.86 15.47 58 0.08 
 
Concentrons-nous avant tout sur la mesure diff_r1_r2_norm, qui sépare les semi-copules 
françaises tomber et virer846, avec un AS doté d’une token frequency très élevée qui devance 
clairement le deuxième rang dans la Type-Frequency list, de vallen847/gaan/komen/raken, où 
cette différence est beaucoup moins grande. Ce patron très différent des distributions 
fréquentielles des semi-copules françaises et néerlandaises s’observe clairement à l’aide 
des deux graphiques suivants : 
 
 
 
 
                                                     
845 Le fait que diff_r1_r2_norm et diff_r1_r2 se comportent de façon similaire pour ce sous-ensemble de verbes, 
prouve que la différence entre le premier et le deuxième rang dans la Type-Frequency List n’est pas seulement 
grande de façon absolue, mais que cet écart est plus important que la moyenne des écarts (jusqu’au 10e rang) 
qui suivent.  
846 On peut ajouter ici passer, qui suit la même tendance, même si ces données ne sont pas incorporées dans l’ACP. 
847 Remarquons toutefois que vallen se distingue parmi les semi-copules néerlandaises, avec une diff_r1_r2_norm 
assez élevée. 
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Figure 105 Type-Frequency List (verbes attributifs français) 
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Figure 106 Type-Frequency List (verbes attributifs néerlandais) 
 
En comparant les deux langues, on peut distinguer, globalement, trois possibilités au 
niveau des semi-copules848 :  
1. Multiplicité de types AS à token frequency élevée (~ scénario komen / gaan : un 
sommet élevé et étendu, avec un dénivelé modéré), ce qui se traduit par une baisse 
plus progressive des token frequencies à travers les premiers rangs de la Type-
Frequency List. Ce premier scénario s’observe pour les semi-copules néerlandaises 
gaan et komen et se caractérise par une diff_r1_r2_norm relativement basse et une 
moyenne_sommet(10) relativement élevée par rapport au scénario 2. 
 
2. Un seul type AS à token frequency extrêmement élevée (~ scénario virer / passer : un 
pic élevé), ce qui se traduit par une baisse plus abrupte des token frequencies, 
pendant quelques rangs seulement. Ce deuxième scénario s’observe pour les semi-
 
                                                     
848 Nous faisons ici abstraction de raken, qui se comporte plutôt comme les copules prototypiques (diff_r1_r2 basse 
et moyenne_sommet(10) basse). 
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copules françaises (en particulier, virer et passer849) et se caractérise par une 
diff_r1_r2_norm relativement élevée et une moyenne_sommet(10) relativement 
modérée850 par rapport au scénario 1.  
Crucialement, le type AS qui occupe le premier rang dans ce scénario dispose 
d’une token frequency plus élevée que le type AS qu’on trouve au premier rang dans 
le premier scénario esquissé ci-dessus (= multiplicité de types AS à haute 
fréquence), cf. la corrélation positive entre diff_r1_r2 et token_freq_max [0.94]. De ce 
fait, si on compare le scénario 1 et le scénario 2, ils semblent plus ou moins se 
contrebalancer. D’une part, la distribution fréquentielle contient beaucoup de 
types AS à token frequency élevée, mais les tokens se répartissent de façon plus égale 
sur ces types AS à fréquence élevée, sans qu’il y ait un seul AS qui s’accapare de la 
plupart des tokens et qui devance de loin le deuxième type dans le classement (~ un 
sommet très large sans pic prononcé). D’autre part, on a un scénario dans lequel 
un seul type AS est extrêmement fréquent, plus fréquent que le type AS le plus 
fréquent dans le premier scénario, et devance de loin le deuxième type AS dans la 
Type-Frequency List (~ un pic très élevé entouré d’un sommet moins large). 
Dans les deux cas de figure, une grande part des tokens de l’échantillon est donc 
absorbée par un ou quelques types AS à token frequency élevée, mais les types AS à 
token frequency élevée représentent ensemble une quantité plus grande dans le 
premier scénario par rapport au deuxième scénario (cf. la moyenne_sommet(10) 
relativement élevée par rapport au scénario 2).  
 
3. Il convient de distinguer encore un troisième cas de figure intermédiaire (~ 
scénario tomber / vallen), qui combine les caractéristiques des deux cas de figure 
précédents : à la fois un sommet globalement très élevé et un écart relativement 
grand entre le pic et le rang 2. Les verbes vallen et tomber sont les représentants de 
cette troisième catégorie intermédiaire : 
• Tomber présente une baisse plus progressive des premiers rangs de la Type-
Frequency List que virer et passer, ce qui implique une multiplicité de types AS 
à token frequency élevée, à côté de son écart assez élevé entre le type AS le plus 
 
                                                     
849 On pourrait argumenter que les premiers rangs de virer et de passer, respectivement virer en tête et passer 
inaperçu, constituent des cas à part entière, qui se distinguent de la construction attributive prototypique. Or, 
nous adoptons ici une approche maximale, incluant tous les cas attributifs se rattachant au même verbe, y 
compris des cas limites. 
850 Etant donné que la moyenne est sensible aux valeurs extrêmes, une valeur élevée pour diff_r1_r2 se répercute 
également sur moyenne_sommet(10), en tirant la moyenne des dix premiers types AS vers le haut. On pourrait 
considerer la mesure diff_r1_r2 comme une mesure qui isole une facette particulière des informations identifiées 
par moyenne_sommet(10). 
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fréquent et le deuxième rang de la Type-Frequency List. Son statut 
intermédiaire est également reconnu dans le modèle de régression infra. 
• Vallen est la semi-copule néerlandaise avec le plus grand écart entre le type AS 
le plus fréquent et le deuxième rang de la Type-Frequency List, mais est 
également caractérisé par une multiplicité de types AS à token frequency 
élevée, comme les autres semi-copules néerlandaises. 
En somme, si on prend en considération les mesures moyenne_sommet(10) 
et diff_r1_r2_norm conjointement, on s’aperçoit que les verbes tomber et vallen 
obtiennent pour ces deux mesures des valeurs assez élevées, contrairement 
aux verbes appartenant aux deux autres catégories, qui ont uniquement une 
valeur élevée pour, soit diff_r1_r2_norm, soit moyenne_sommet(10).  
Concrètement, une baisse plus abrupte de la Type-Frequency List (= plutôt le cas des 
semi-copules françaises) s’oppose à une baisse plus progressive de la Type-Frequency List 
(= plutôt le cas des semi-copules néerlandaises). Les mesures liées à la token frequency sont 
utiles pour jauger la nature de la baisse qui se dessine au début de la distribution 
fréquentielle, même si aucune d’entre elles ne caractérise directement la pente globale 
du sommet. Or, leur intérêt réside surtout dans le fait qu’elles permettent de définir avec 
plus d’exactitude la corrélation entre la token frequency et la type_freq / hapax_freq, une 
corrélation qui est moins facile à établir à partir d’un graphique, qui est avant tout un 
instrument de visualisation et non pas un test de corrélation statistique. Nous 
approfondirons encore cette corrélation entre la token frequency (sous ses différentes 
formes) et la type_freq / hapax_freq en nous limitant aux seules semi-copules, ce qui 
permettra de préciser les rapports entre toutes ces mesures (cf. la section 15.2). Plus 
particulièrement, nous nous poserons la question suivante par rapport à l’impact de la 
token frequency : lequel des trois scénarios ci-dessus serait le plus au détriment de la 
productivité en termes de type_freq et hapax_freq ? 
En ce qui concerne les tendances globales observées à partir des Type-Frequency List 
plots, nous souhaitons mieux mettre en évidence la différence entre, d’une part, les semi-
copules néerlandaises gaan, komen et vallen, caractérisées par une baisse plus progressive 
de leur Type-Frequency Lists, et, d’autre part, les semi-copules françaises virer, passer et 
tomber, caractérisées par une baisse plus abrupte de leur Type-Frequency Lists. A cette fin, 
nous définissons un modèle de régression linéaire multiple, d’après la formule suivante : 
log(Fréq)^0.5 ~ 1 + poly(RANG_par_VERBE, 4) * LANGUE (F = 244.2, p < 0.001, adjusted R-
squared = 0.98). Nous avons utilisé le package lme4 (Bates et al. 2015). Les variables incluses 
dans le modèle sont :  
• la variable de réponse « Fréq » : la token frequency des types AS (par semi-copule). 
• RANG_par_VERBE : les rangs 1-15 des types AS (par semi-copule). 
Nous avons également appliqué à cette variable la fonction « poly(x,4) », = un 
polynôme de degré 4. Ce polynôme permet de réaliser la courbure des lignes des 
Type-Frequency Lists, cf. le graphique infra. 
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Evidemment, les rangs sont ici conceptualisés comme une variable quantitative 
continue, alors que cela ne correspond pas à la réalité : p. ex., le rang 1.35 n’existe 
pas. Or, cette conceptualisation nous permet de plus facilement opérationnaliser 
la baisse des token frequencies des types AS. De façon similaire, les lignes qui relient 
les points (= les types AS) sur les Type-Frequency Lists plots ci-dessus ne 
correspondent pas à des valeurs réelles, mais elles facilitent l’interprétation de la 
tendance globale. 
• LANGUE : une variable catégorielle comportant trois catégories, à savoir les semi-
copules néerlandaises, les semi-copules françaises sans tomber et tomber. 
Nous avons dû prévoir une catégorie à part entière pour tomber, car sa Type-
Frequency List diffère trop de celle des autres semi-copules françaises virer et passer, 
cf. la ligne bleue dans le graphique infra. En résumé, le modèle permet de modéliser 
une Type-Frequency List commune pour les semi-copules néerlandaises (cf. la ligne 
verte dans le graphique infra) et une Type-Frequency List commune pour les semi-
copules françaises sans tomber (cf. la ligne rouge dans le graphique infra). Ainsi, il 
devient possible de tester de façon plus formelle la différence entre ces deux 
groupes, quelque chose qui n’est pas possible à partir des Type-Frequency Lists 
originelles, par verbe individuel. 
A l’aide de ce modèle, nous pouvons donc tester si la pente de la baisse de la Type-
Frequency List diffère de façon significative dans les trois cas suivants : semi-copules 
néerlandaises vs semi-copules françaises sans tomber vs tomber. Si cette différence se 
vérifie, l’interaction entre LANGUE et RANG_par_VERBE devrait être significative. 
Notons que les fréquences (cf. la variable de réponse « Fréq » dans le modèle) sont 
transformées (« racine(log(x)) »), afin d’aboutir à un modèle de régression convenable, 
qui optimise les résultats pour les diagnostics résumés dans le Tableau 159 suivant. Ces 
diagnostics vérifient certains principes sur lesquels un modèle de régression adéquat se 
fonde (= regression assumptions).  
 
Tableau 159 Diagnostics du modèle de régression 
 statistique valeur p 
le test de Shapiro-Wilk (~ tester la normalité des 
résidus) 
0.99 
 
0.94 
le test de Durbin-Watson (~ tester 
l’autocorrélation des résidus) 
1.88 0.23 
le test de variance non constante (~ tester 
l’hétéroscédasticité des résidus) 
0.51 (Df = 1) 0.47 
 
Conformément aux principes fondamentaux du modèle de régression, nous obtenons 
des valeurs p non significatives pour les diagnostics susmentionnés. Ainsi :  
1) les résidus sont normalement distribués 
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2) les résidus ne sont pas autocorrélés 
3) les résidus ont une variance constante par rapport à la variable de réponse 
Le modèle se limite aux rangs 1-15 de la Type-Frequency List, la partie pertinente pour 
la comparaison des deux langues. Notons que le rang 1 de vallen n’est pas très bien capté 
par le modèle. Essentiellement, il s’agit du même type de graphique que les Type-Frequency 
List plots ci-dessus, mais avec des courbes de régression ajustées aux données et des 
intervalles de confiance (cf. les lignes discontinues). Par contre, ce nouveau graphique 
diffère sur deux points importants des Type-Frequency List plots ci-dessus : (1) le 
néerlandais et le français sont maintenant visualisés au sein du même graphique et (2) les 
Type-Frequency Lists similaires sont représentées ensemble, comme une seule ligne. Ainsi, 
ce graphique fournit un résumé intéressant par rapport à ce que nous venons de décrire. 
 
Figure 107 Modèle de régression (Type-Frequency List) : verbes néerlandais, virer/passer et 
tomber 
 
Sur le graphique, les couleurs représentent les langues (semi-copules néerlandaises 
(vert) vs semi-copules françaises (rouge + bleu)) ; les lettres représentent les verbes 
(chaque lettre correspond à la première lettre du verbe en question). Notons que les 
lettres correspondent aux valeurs empiriques, qui ne sont donc pas prédites par le 
modèle. Ainsi, elles permettent de vérifier la qualité du fit du modèle de façon visuelle.  
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Il s’avère que l’interaction entre LANGUE et RANG_par_VERBE est significative 
(« poly(RANG_par_VERBE, 4):LANGUE », p < 0.001) : la fréquence des types AS des semi-
copules néerlandaises descend beaucoup plus vite que dans le cas des semi-copules 
françaises. En outre, tomber se distingue des autres semi-copules françaises : sa chute est 
moins abrupte que celle de virer et de passer. Ceci confirme de manière plus formelle le 
statut intermédiaire de tomber, déjà évoqué ci-dessus. 
15.1.7 Analyse qualitative des types AS à token frequency élevée 
Après l’analyse quantitative, tournons-nous maintenant vers les types AS concrets qui 
se cachent derrière les chiffres. Nous entamons cette analyse qualitative avec la liste des 
types AS les plus fréquents (Fréq  10), par verbe (les deux langues confondues) et par ordre 
décroissant, cf. le Tableau 160 ci-dessous. Nous verrons que, parmi les items phares, on 
trouve deux catégories particulières : des SPrép. qui ne sont que marginalement 
attributifs et des particules. Ces deux catégories nous amènent à nous poser la question 
de la conventionnalisation et du lien avec le concept de verbe support. 
 
Tableau 160 La liste des types AS les plus fréquents (Fréq  10), par verbe (les deux langues 
confondues) et par ordre décroissant  
ATTRIBUT_TETE VERBE token frequency 
inaperçu PASSER 116 
amoureux TOMBER 105 
en_[…]_tête VIRER 91 
in_[…]_slaap (‘endormi’) VALLEN 81 
aan_[…]_slag (‘en train de travailler’, cf. se 
mettre au travail) 
GAAN 53 
in_[…]_smaak (‘plaire’) VALLEN 47 
op_[…]_zoek (‘à la recherche’) GAAN 46 
enceinte TOMBER 45 
malade TOMBER 41 
in_[…]_aanmerking (‘en ligne de compte’) KOMEN 39 
weg (‘parti’, ‘absent’) VALLEN 39 
uit (‘sorti’, ‘fini’, ‘éteint’ etc.) VALLEN 35 
aan_[…]_bod (‘en ligne de compte’) KOMEN 33 
fou VIRER 33 
van_[…]_start (‘commencé’) GAAN 32 
stil (litt. ‘silencieux’) VALLEN 26 
in_[…]_contact (‘en contact’) KOMEN 25 
aan_[…]_orde (+/- ‘à l’ordre du jour’) KOMEN 24 
en_[…]_panne TOMBER 22 
open (‘ouvert’) GAAN 21 
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vrij (‘libre’) KOMEN 21 
sous_[…]_charme TOMBER 21 
in_[…]_aanraking (‘en contact’) KOMEN 20 
verloren (‘perdu’) GAAN 19 
en_[…]_mode PASSER 19 
akkoord (‘d’accord’) GAAN 18 
gepaard (+/- ‘accompagné’) GAAN 18 
tot_[…]_rust (‘tranquille’) KOMEN 17 
d'accord TOMBER 17 
autour_[…]_thème TOURNER 17 
uit_[…]_elkaar (+/- ‘séparé’) VALLEN 16 
maître PASSER 15 
gewond (‘blessé’) RAKEN 15 
open (‘ouvert’) VALLEN 15 
op_[…]_hoogte (‘au courant’) BLIJVEN 14 
droog (‘sec’, ‘aride’) VALLEN 14 
goed (‘bon’) KOMEN 13 
beschadigd (‘endommagé’) RAKEN 13 
in_[…]_paniek (‘paniqué’) RAKEN 13 
à_[…]_rouge VIRER 13 
beschikbaar (‘disponible’) KOMEN 11 
voor_[…]_rekening (‘pour le compte de X’) KOMEN 11 
geïnspireerd (‘inspiré’) RAKEN 11 
beter (‘mieux’) WORDEN 11 
duidelijk (‘clair’) WORDEN 11 
groot (‘grand’) WORDEN 11 
lid (‘membre’) WORDEN 11 
dood (‘mort’) GAAN 10 
op_[…]_pad (‘en route’) GAAN 10 
op_[…]_reis (‘en voyage’) GAAN 10 
betrokken (‘concerné’) RAKEN 10 
même RESTER 10 
en_[…]_ruine TOMBER 10 
uiteen (+/- ‘séparé’) VALLEN 10 
parano(ïaque) VIRER 10 
 
D’abord, nous aborderons les deux catégories précédemment évoquées en néerlandais 
(cf. les sections 15.1.7.1 et 15.1.7.2), avant d’établir les contrastes avec le français dans la 
section 15.1.7.3.  
15.1.7.1 L’ensemble [verbe + AS prépositionnel] conventionnalisé en néerlandais 
et le concept de verbe support 
On constate que les AS néerlandais figurant en tête du classement du Tableau 160, tels 
que in_[…]_slaap (vallen) / aan_[…]_slag (gaan) / in_[…]_smaak (vallen) / op_[…]_zoek (gaan) / 
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in_[…]_aanmerking (komen), se trouvent en marge de la catégorie attributive. Ces AS 
prépositionnels s’adjoignent si fréquemment aux verbes (attributifs) en question que 
l’ensemble [verbe + AS] est sans doute plutôt perçu comme une sorte de prédicat complexe 
(en l’occurrence, une unité verbale à forte cohésion), présentant des airs de famille avec 
des constructions à verbe support typiques (cf. light verb constructions), comme par 
exemple prendre congé (de qqn)851. En cas d’un sujet agentif (cf. aan de slag gaan, ‘se mettre 
au travail’), ce type de construction (néerlandaise) correspond à la construction 
attributive à sujet agentif, exprimant une action, introduite dans la section 5.3.4 ci-dessus. 
En nous inspirant de l’aperçu récapitulatif fourni dans Schøsler 2015, nous énumérons 
ici quelques caractéristiques possibles852 des constructions à verbe support, sans aspirer 
à l’exhaustivité. Pour la clarté de l’exposé, nous maintenons le même exemple prendre 
congé (de qqn). 
1. Les verbes supports (faire, avoir etc.) sont typiquement des verbes passe-partout, 
dotés d’un sémantisme assez vague. Dans ce sens, ils ressemblent aux copules 
présumées sémantiquement vides (cf. le phénomène des zero copulas dans 
certaines langues, Pustet 2003), suite à un processus de désémantisation. 
 
2. Le verbe support forme un ensemble avec un deuxième élément (de nature 
nominale ou, éventuellement, prépositionnelle) qui endosse la principale charge 
prédicative et partant aussi le pouvoir de sélection le plus important. De même, on 
pourrait avancer que la copule et l’AS forment un ensemble, où l’AS endosse aussi 
la principale charge prédicative (par rapport à la copule désémantisée). Or, cette 
similarité à un niveau définitoire plus abstrait n’implique pas pour autant que 
verbes attributifs et verbes supports recrutent parmi les mêmes lexèmes 
prédicatifs : la plupart des compléments nominaux des verbes supports, le plus 
souvent des noms d’action (cf. aussi le point 4), se combineraient difficilement 
avec les semi-copules. 
 
3. Dans la littérature des constructions à verbe support, on met souvent en exergue 
que les verbes supports forment un paradigme où la partie verbale encode des 
valeurs (aspectuelles) opposées, p.ex. avoir peur vs faire peur (= causatif) (Schøsler 
2015). De même, les verbes du paradigme attributif encodent également des 
 
                                                     
851 Cf. aussi d’autres constructions à verbe support comportant prendre, comme prendre connaissance de qqch, 
prendre acte de qqch etc. 
852 Il n’entre pas dans notre propos ici d’explorer toutes les définitions possibles des constructions à verbe 
support qui sont proposées dans la littérature : nous aimerions juste souligner quelques ressemblances et 
différences entre les constructions à verbe support et les constructions attributives. En fonction de la définition 
qu’on adopte, on pourrait considérer les constructions attributives comme un sous-ensemble particulier des 
constructions à verbe support. 
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valeurs (aspectuelles) opposées, p. ex. : devenir (inchoatif) vs rester/demeurer 
(continuatif). En même temps, le paradigme attributif semble en général plus 
régulier que le paradigme des verbes supports. Ainsi, la plupart des AS 
(adjectivaux) peuvent se combiner assez librement avec les différents verbes 
copules (en particulier, les copules prototypiques) en fonction des besoins de la 
situation communicative, alors que le paradigme des verbes supports est plus 
limité en fonction de l’association (quasi exclusive) entre le verbe support et le 
complément en question. Cette dernière remarque introduit déjà le quatrième 
point ci-dessous, qui traite du caractère holistique de la construction à verbe 
support. 
 
4. La construction à verbe support est souvent présentée comme une unité verbale à 
forte cohésion dans la littérature scientifique. Plusieurs indices (à part la co-
occurrence récurrente de [VERBE + COMPL] dans l’usage) confirment cette 
intuition : 
➢ Les constructions à verbe support sont souvent paraphrasables par un verbe simple, 
p.ex. faire un saut – sauter (Gross 1998), cf. aussi la définition suivante :   
We consider ‘light verb constructions’ to be those structures which are collocations 
of an inflectable verb, typically of low semantic specificity, with a predicate noun 
that in many cases is an action noun. These collocations are usually paraphrasable 
by a simple verb. (Ronan et Schneider 2015, 327) 
Il en va de même pour certaines expressions à AS adjectival, cf. devenir rouge – rougir, 
mais l’étendue du phénomène semble dans leur cas moins grande. Or, la construction 
[être en X] s’y prète plus, étant donné que des noms d’action peuvent apparaître à la 
position X, cf. Ils sont en discussion avec les autres. – Ils discutent avec les autres. (Gross 
1998). 
➢ Les tests de constituance (déplacement, avec dislocation pour le COD; clivage; etc.) 
peuvent montrer que le complément est difficile à isoler, cf. p. ex. : #C’est congé qu’ils 
prennent. 
➢ Le complément, qui endosse la principale charge prédicative (cf. supra), est le 
principal sélectionneur du sujet, plus que le verbe. Une analyse similaire a également 
été proposée pour les verbes semi-copules, cf. Lamiroy et Melis 2005. 
➢ L’unité [verbe support + complément] (co-)sélectionne à son tour d’autres 
compléments. Dans notre exemple, prendre et congé co-sélectionnent le complément 
en de. 
➢ Les constructions à verbe support présentent souvent des indices d’idiomaticité, par 
exemple au niveau de la fixité de la détermination du complément nominal, ce qui 
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peut renforcer le degré de coalescence entre le verbe support et son complément853. 
P.ex. *prendre le congé de qqn, *prendre ce congé de qqn etc. : la détermination zéro est, 
de nos jours, obligatoire854. Le sens non compositionnel, p.ex. prendre congé (de qqn) 
‘faire ses adieux’, ‘partir’, est un autre signe d’idiomaticité. Comme beaucoup de 
structures dotées d’une certaine idiomaticité, les constructions à verbe support 
seraient réfractaires à certaines manipulations de la syntaxe libre, comme la 
pronominalisation. Ainsi, «  le GN noyau de la cvsup [construction à verbe support] ne 
correspond pas à un pronom – ce qui le distingue des éléments valenciels en syntaxe 
libre » (Schøsler 2015, 243), cf. prendre congé (de qqn) → *prendre cela (de qqn)855. Or, à 
la différence du complément du verbe support, l’AS se laisse pronominaliser par le, 
du moins après les verbes copules prototypiques. Les semi-copules, par contre, 
n’autorisent pas la pronominalisation par le de leur AS, ce qui les rapproche sur ce 
point des constructions à verbe support. 
 
5. En même temps, on ne peut pas nier que, dans notre exemple prendre congé (de qqn), 
« le GN [en l’occurrence, congé] sature la valence du verbe [en l’occurrence, 
prendre] qui n’admet qu’un complément direct » (Schøsler 2015, 242). Ainsi, congé 
fonctionne comme une sorte de pseudo-COD (nominal) par rapport à prendre, qui 
se construit habituellement avec un COD (nominal) dans son emploi de base 
(prendre quelque chose). Bien entendu, ce COD n’est qu’un pseudo-COD, cf. les 
déficiences décrites sous 3. La contrainte856 d’un type de complémentation 
(prépositionnel vs nominal vs adjectival) nécessairement conforme à l’emploi de 
 
                                                     
853 Cf. aussi la notion de locution verbale coalescente, introduite par Damourette & Pichon (Valli 2007). Certains 
chercheurs seraient peut-être enclins à qualifier prendre congé de locution verbale (figée), réservant le terme de 
construction à verbe support pour des expressions qui s’inscrivent plus dans la syntaxe combinatoire libre. Dans 
le domaine de l’idiomaticité, les termes foisonnent, cf. figement, locution, idiom, conventionnalisation, chunk, 
prefab, formulaic units, entrenchment, collocation, expression etc. Avec Wulff 2008, nous affirmons que les unités 
à plusieurs mots se positionnent sur un continuum d’idiomaticité, qui est une appréciation de la part du 
locuteur, conditionnée par différentes variables (compositionnalité, fixité formelle / flexibilité morphologique 
et syntaxique / possibilité de modification, fréquence de co-occurrence etc.). Ainsi, chaque construction, y 
compris les différentes micro-constructions à verbe support, est caractérisée par un certain degré 
d’idiomaticité. Il est donc parfaitement naturel de trouver des micro-constructions à verbe support de différents 
degrés d’idiomaticité. 
854 Cela n’a pas toujours été le cas par le passé, avec peut-être des différences de sens en fonction du déterminant, 
cf. Valli 2007. 
855 Or, tout dépend de la délimitation du sujet : si on souhaite considérer un cas tel que avoir de l’admiration pour 
X (cf. le correspondant simple admirer qqn) comme une construction à verbe support, il faut néanmoins constater 
que la pronominalisation par le de de l’admiration n’est pas impossible. 
856 Evidemment, cette contrainte tombe dans le cas d’une construction comportant deux objects, cf. prendre X en 
otage/compte/charge, où X remplit déjà la fonction de COD. 
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base du verbe en question est plutôt absente pour les semi-copules, qui acceptent, 
le plus souvent857, à la fois un complément prépositionnel, ce qui est, en principe, 
le type de complémentation requis dans leur emploi de mouvement, et un 
complément direct (cf. l’AS adjectival)858. Ainsi, le lien entre le type de 
complémentation dans l’emploi de base du verbe et le type de complémentation 
dans l’emploi plus grammaticalisé serait moins étroit dans le cas des semi-copules. 
En outre, cette complémentation est, dans le cas des constructions à verbe 
support, prototypiquement nominale859, alors qu’elle est prototypiquement 
adjectivale dans le cas des verbes copules, avec une zone de convergence possible 
entre les deux constructions au niveau des compléments prépositionnels et des 
noms nus. 
Ensuite, retournons aux AS prépositionnels (néerlandais) à token frequency élevée du 
Tableau 160 ci-dessus. Deux aspects semblent contribuer à l’impression qu’ils forment, 
avec leur verbe accompagnant, un prédicat complexe :  
- Des cas comme aan de slag gaan et op zoek gaan correspondent au niveau sémantique 
à des verbes d’action simples (werken ‘travailler’, zoeken ‘chercher’)860, ce qui est un 
trait définitoire possible des constructions à verbe support, cf. supra. Leurs sujets 
sont typiquement animés et, qui plus est, agentifs (cf. par exemple aussi in opstand 
komen), alors que les constructions attributives comportent prototypiquement des 
sujets non agentifs, ce qui rapproche ce cas de figure des verbes d’action simples / 
de certaines constructions à verbe support typiques861. Force est de constater, par 
contre, que les compléments prépositionnels aan de slag et op zoek fonctionnent 
aussi comme des AS dans d’autres contextes attributifs, d’où l’inclusion de ce cas 
de figure dans notre étude (cf. 5.3.4). P. ex., dans la combinaison avec zijn : 
 
                                                     
857 On pourrait avancer comme contre-argument des expressions telles que entrer en vigueur, où entrer n’admet 
pas de complémentation nominale / adjectivale, mais en vigueur peut très bien fonctionner comme un AS dans 
d’autres contextes attributifs. 
858 Dans la même veine, on constate que raken peut, dans son emploi de verbe de mouvement, se combiner avec 
des noms COD (cf. een bal raken ‘toucher un ballon’) qui n’apparaîtront jamais comme AS dans son emploi 
attributif. 
859 De plus, ces noms apparaissent sans doute peu fréquemment en position d’AS après les semi-copules (qui 
acceptent des AS nominaux). 
860 Evidemment, gaan ajoute encore une nuance d’inchoativité : commencer à travailler, commencer à chercher. 
861 Cela dit, on compte parmi les constructions à verbe support également des cas à sujet non agentif, comme p. 
ex. avoir faim (avec le pseudo-COD faim). Avoir faim est sémantiquement assez proche d’exemples attributifs 
comme être affamé. La proximité conceptuelle entre être et avoir (qui se construit prototypiquement avec (une 
sorte de) COD) se fait également remarquer à l’aide de variantes comme bang zijn (la variante standardisée) et 
bang hebben, assez répandu dans la langue parlée (cf. avoir peur en français, mais peur n’est pas un adjectif, 
contrairement à bang). En effet, ‘être qqch’ équivaut sémantiquement souvent à ‘avoir une certaine qualité’, cf. 
être admiratif vs avoir de l’admiration ; être doux vs avoir de la douceur. 
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(826) Vier diensten zijn aan de slag met de voorbereidingen. (Google) 
(827) Justin Bieber is op zoek naar liefde. (Google) 
- Les AS in aanmerking et in de smaak sont non seulement très fréquents à l’intérieur 
de leurs micro-constructions respectives, mais ils s’associent aussi relativement 
peu à d’autres verbes attributifs, en dépit du fait qu’ils expriment, du point de vue 
sémantique, un concept d’état et pourraient, a priori, se combiner librement avec 
d’autres (semi-)copules (en particulier, zijn). Ainsi, ils sont plus isolés et 
n’exploitent pas les autres possbilités combinatoires du paradigme attributif. Sur 
ce point, ce cas de figure ressemble aux constructions à verbe support, où le lien 
entre les composantes à l’intérieur du prédicat complexe de type [verbe support + 
X] est également plus exclusif (cf. les points 3 et 4 supra). Le Tableau 161 suivant 
illustre ce point : 
 
Tableau 161 Fréquence relative de [semi-copule X au présent/passé + AS Y] / [verbe lambda au 
présent/passé + AS Y] (les chiffres862 sont fournis par le Dutch TenTen web corpus 
[Sketch Engine]) 
[semi-copule X au présent/passé + 
AS Y] 
 
[verbe lambda au présent/passé + 
AS Y] 
fréq relative 
des totaux 
• komen au présent + in 
aanmerking : 7823 
• komen au passé + in 
aanmerking : 281 
• Total : 8104 
• verbe au présent + in aanmerking : 
9944 
• verbe au passé + in aanmerking : 
428 
• Total : 10372 
0.78  
(8104 / 10372) 
• vallen au présent + in de smaak : 
394 
• vallen au passé + in de smaak : 
543 
• Total : 937 
• verbe au présent + in de smaak : 
648 
• verbe au passé + in de smaak : 564 
• Total : 1212 
0.77  
(937 / 1212) 
• gaan au présent + aan de slag : 
5414 
• gaan au passé + aan de slag : 
1916 
• Total : 7330 
• verbe au présent + aan de slag : 
9939 
• verbe au passé + aan de slag : 2425 
• Total : 12364 
0.59  
(7330 / 12364) 
• vallen au présent + in slaap : 483 
• vallen au passé + in slaap : 409 
• Total : 892 
• verbe au présent + in slaap : 1209 
• verbe au passé + in slaap : 646 
• Total : 1855 
0.48  
(892 / 1855) 
• raken au présent + in paniek : 
419 
• raken au passé + in paniek : 308 
• Total : 727 
• verbe au présent + in paniek : 892 
• verbe au passé + in paniek : 670 
• Total : 1562 
0.47  
(727 / 1562) 
 
                                                     
862 Il s’agit de chiffres bruts, non nettoyés. 
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• komen au présent + in 
gevaar  222 
• komen au passé + in gevaar : 38 
• Total : 260 
• verbe au présent + in gevaar : 898 
• verbe au passé + in gevaar : 138 
• Total : 1036 
0.25  
(260 / 1036) 
• gaan au présent + op zoek : 9029 
• gaan au passé + op zoek : 3475 
• Total : 12504 
• verbe au présent + op zoek : 51331 
• verbe au passé + op zoek : 8554 
• Total : 59885 
0.21  
(12504 / 
59885) 
 
Dans ce tableau, la fréquence relative entre [semi-copule X au présent/passé + AS Y] et 
[verbe lambda au présent/passé + AS Y] est calculée pour quelques types AS à token 
frequency élevée mentionnés dans le Tableau 160 ci-dessus, ainsi que pour le cas in gevaar 
(komen), qui ne figure pas parmi les types AS à token frequency élevée dans le Tableau 160 
ci-dessus et qui sert de point de référence. En d’autres mots, on pourrait dire que nous 
examinons une sorte de relation [PARTIE-TOUT] pour certains types AS à token frequency 
élevée, à l’exemple de la relation [base (= PARTIE) - dérivé (= TOUT)] qu’on étudie en 
morphologie à l’aide du même type de fréquence relative (cf. les références à la fin de 
cette section). La PARTIE correspond alors à la combinaison d’une semi-copule donnée et 
d’un type AS donné. Le TOUT correspond à la combinaison de n’importe quel verbe et du 
même type AS.863 Ainsi, nous arrivons à une estimation très grossière du degré de co-
occurence de la semi-copule et du type AS par rapport au degré de co-occurence du type 
AS avec n’importe quel verbe (y compris la semi-copule donnée). Dans les faits, il s’agit 
donc d’une sorte de mesure d’assocation, dont le corpus de référence est limité aux seules 
combinaisons [verbe + X]. 
Nous constatons que les cas in aanmerking komen et in de smaak vallen se retrouvent en 
tête du classement des fréquences relatives, loin devant le cas de référence in gevaar 
komen. Apparemment, il y a relativement peu d’ occurrences comportant d’autres verbes 
qui se combinent avec in aanmerking et in de smaak. Cette observation constitue un indice 
en faveur de l’analyse que in aanmerking komen et in de smaak vallen fonctionnent comme 
des unités conventionnalisées864, à l’exemple de beaucoup de micro-constructions à verbe 
support. En d’autres mots, non seulement le SPrép. est conventionnalisé, mais le tout 
[semi-copule + SPrép.] est dans sa globalité conventionnalisé, cf. cette visualisation :  
 
 
                                                     
863 Une autre possibilité serait de définir la combinaison d’une semi-copule donnée et un type AS donné comme 
le TOUT et la token frequency globale du type AS donné (dans le corpus entier) comme la PARTIE. Or, il faudrait 
dans ce cas formuler une requête qui extrait à la fois l’ordre [semi-copule + type AS] et l’ordre inverse. 
864 Ceci vaut dans une moindre mesure pour aan de slag gaan (‘se mettre au travail’), in slaap vallen (‘s’endormir’) 
et in paniek raken (‘commençer à paniquer’). 
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Ainsi, in aanmerking komen et in de smaak vallen sont des constructions attributives qui 
se comportent sur le plan de l’association [verbe – lexème prédicatif] comme des 
constructions à verbe support. Notons que ce ne sont pas forcément les types AS dotés de 
la token frequency la plus élevée qui obtiennent également la fréquence relative la plus 
élevée dans le Tableau 161 ci-dessus 865. 
Toutefois, il convient de souligner que ces fréquences relatives ne sont qu’une 
estimation très approximative et cela pour plusieurs raisons :  
- Pour cet exercice exploratoire, nous nous limitons à l’ordre de mots 
[VERBEprésent/passé + AS], même si l’ordre inverse [AS + VERBEprésent/passé] est également 
possible en néerlandais. Il s’ensuit que les formes verbales de l’infinitif et du 
participe passé ne sont pas utilisées, car elles suivent l’ordre inverse [AS + VERBE]. 
Cela a pour effet positif que les constructions à AO (cf. Hij heeft haar in gevaar 
gebracht. ‘Il l’a mise en danger.’) sont exclues. 
- Un certain nombre de cas à temps composé, suivant l’ordre [AUXILIAIRE + AS + 
PARTICIPE PASSE], sont également inclus, car [AUXILIAIRE + AS] correspond 
également à [VERBE + AS]. 
- Nous faisons abstraction d’éventuelles différences parmi les cas en fonction du 
temps du verbe (présent vs passé) et utilisons tout simplement les totaux pour 
calculer les fréquences relatives.  
- L’étiquetage POS de Sketch Engine n’est pas sans défaut : certains lexèmes identifiés 
comme [VERBE] ne le sont pas. 
Ces facteurs montrent que les fréquences relatives sous-estiment probablement le poids 
de [semi-copule X au présent/passé + AS Y] par rapport à [verbe lambda au présent/passé 
+ AS Y].  
Remarquons enfin que l’utilisation de fréquences relatives est assez commune dans les 
études de productivité en morphologie. Nous pouvons citer l’article clé Hay et Baayen 
2002, qui postule que le degré de décomposition d’un mot dérivé en [base + affixe] lors du 
 
                                                     
865 En fait, nous fournissons ici séparément une dimension additionnelle, en plus de la token frequency brute, qui 
serait dès le début prise en compte par une analyse collostructionnelle, cf. supra.  
 
SPrép. 
conventionnalisé 
Conventio-
nnalisation 
de 
l’ensemble 
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parsing varie en fonction du rapport entre la fréquence du mot dérivé (dans son entièreté) 
et la fréquence de sa base. Si le tout [base + affixe] (p.ex. worth + less) est beaucoup plus 
fréquent que la base en soi (worth)866, le mécanisme cognitif de décomposition 
(morphologique) n’est plus vraiment en jeu et, corollairement, le mot dérivé en question, 
mentalement représenté de façon (quasi) holistique, contribuerait peu à la productivité 
de l’affixe, cf. :   
Not all words contribute equally to the productivity of an affix. In particular, words 
which tend to be accessed directly, and for which decomposition plays no effective 
role, do not contribute significantly to the productivity of the affixes they contain. 
(Hay et Baayen 2002, 26) 
Ou cf. :  
First, the frequency of the base relative to that of the derived word should be taken 
into account. Many complex words have a lower frequency than their base word 
(e.g., ILLIBERAL). But there are also complex words that are more frequent than 
their bases (e.g., ILLEGIBLE). The greater the frequency of the complex word 
compared to that of its base, the greater the likelihood will be that its own memory 
trace will play a role during lexical access. (Baayen 2009, 912) 
Plus récemment, Blumenthal-Dramé et al. 2017 met en évidence que la fréquence 
relative [base – mot dérivé] corrèle de façon significative avec le degré de 
décomposition867 du mot dérivé sur le plan cognitif, en accord avec les principes du 
modèle usage-based. Similairement, nous pourrions formuler l’hypothèse que la fréquence 
relative constitue aussi sur le plan syntaxique un indice important du degré de 
décompositionnalité d’une expression, une fréquence relative (telle qu’elle est définie ci-
dessus) élevée suggérant une représentation mentale plus holistique de prédicat complexe.  
15.1.7.2 Verbes à particule du néerlandais 
Aux unités conventionnalisées [verbe + SPrép.] néerlandaises, qui s’avèrent très 
présentes, s’ajoutent en néerlandais les verbes à particule (= AS adjectival), qui se 
positionnent juste après les expressions prépositionnelles néerlandaises dans le 
Tableau 160. Comme nous l’avons déjà souligné dans le chapitre 5, portant sur les critères 
d’inclusion, la construction à verbe à particule constitue une construction particulière, 
qui est à la fois compositionnelle et conventionnalisée (Los et al. 2012, 80‑81). Elle est 
compositionnelle :  
 
                                                     
866 Plus précisément, il existerait un ratio critique de fréq. de la base / fréq. du mot dérivé en dessous duquel le 
parsing du mot dérivé serait peu probable. 
867 Dans l’article, on utilise le terme chunk status. 
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- d’abord morphosyntaxiquement, car la particule peut se dissocier du reste du 
verbe dans certains contextes morphosyntaxiques (cf. losgekomen vs gestofzuigd ; 
Hij kwam los tijdens dat feestje. vs *Hij loskwam tijdens dat feestje. [phrase 
indépendante]),  
- et puis sémantiquement, car on peut, au moins pour les cas sélectionnés pour 
notre étude, encore attribuer un sens indépendant à la particule, distinct du sens 
du lexème verbal qui s’adjoint, même si ce sens ne se réalise parfois qu’au sein de 
cette expression (cf. la notion de Idiomatically Combining Expression868). 
En même temps, elle est conventionnalisée à tel point qu’on parle dans la littérature 
scientifique de quasi-incorporation de la particule (dans l’unité verbale), en raison de 
certains contextes syntaxiques où la particule et le verbe forment ensemble une unité à 
forte cohésion. Pensons au test avec aan het (Booij 2010, ‘en train de’, cf. 5.3.3) : aan het 
loskomen vs ??aan het geïrriteerd worden. En outre, des résultats neurophysiologiques 
préliminaires suggèrent que ces verbes à particule sont traités cognitivement comme une 
unité holistique, cf. : 
Initial neurophysiological findings are in line with the view that known verb–
particle combinations can be stored in a holistic fashion and suggest no significant 
differences between semantically fully transparent (rise up) and metaphorical (heat 
up) combinations (Cappelle, Shtyrov, & Pulvermuller, 2010). However, the extent to 
which semantic transparency (e.g., give up, look up, and go up) interacts with 
frequency-induced entrenchment has not been systematically explored so far and 
remains an interesting topic for further research. (Blumenthal-Dramé 2017, 141) 
En somme, la construction à verbe à particule est donc une deuxième opportunité de 
conventionnalisation du néerlandais, une opportunité qui n’existe pas en français. 
Notons que les morphèmes directionnels (indiquant le PATH) et les compléments 
résultatifs peuvent présenter la même ambiguïté contextuelle que la particule, cf. Croft 
et al. 2010 : 
- Morphème directionnel in : De fles is de grot in-gedreven. vs De fles drijft de grot in.  
- Complément résultatif dood : Ze hebben hem dood-geschoten. vs Ze schieten hem dood. 
Il est bien admis que les langues germaniques (satellite-framed) disposent en général d’une 
variété de constructions résultatives, contrairement au français (verb-framed), qui est 
beaucoup plus limité dans ce domaine (cf. aussi la section 1.3). 
 
                                                     
868 Cf. « Both parts then express metaphorical or otherwise figurative meaning that are dependent on their 
occurrence in the ICE. », mais : « they are compositional, their meaning being distributed among their parts » 
(Los et al. 2012, 81). Cependant, ce sens dépendant contribue aussi à une certaine opacité sémantique qui 
renforce également la conventionnalité de la combinaison. 
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15.1.7.3 français vs néerlandais : éclairage contrastif 
Si nous faisons la comparaison avec le français, qui semble disposer de moins de 
possibilités de conventionnalisation que le néerlandais (cf. les prédicats complexes 
prépositionnels, les verbes à particule), nous observons que les premiers types AS du 
français sont aussi et même plutôt de nature adjectivale, cf. inaperçu, amoureux, malade, 
enceinte, fou, avec toutefois des exceptions comme en tête ou en panne. Il est intéressant de 
faire remarquer que, même en l’absence du phénomène des verbes à particule en français, 
certaines combinaisons [SEMI-COPULE + type AS adjectival] françaises précèdent les 
verbes à particule néerlandais dans la liste des token frequencies, cf. le Tableau 160.  
Le tableau suivant donne un aperçu de la fréquence relative de [semi-copule X au 
présent/à l’imparfait + AS Y] / [verbe lambda au présent/à l’imparfait + AS Y] pour 
quelques combinaisons [SEMI-COPULE X + type AS prépositionnel Y] françaises à token 
frequency élevée : 
 
Tableau 162 Fréquence relative de [semi-copule X au présent/à l’imparfait + AS Y] / [verbe 
lambda au présent/à l’imparfait + AS Y] (les chiffres sont fournis par le French 
TenTen Web 2012 [Sketch Engine]) 
[semi-copule X au présent/à l’imparfait 
+ AS Y] 
 
[verbe lambda au présent/à l’imparfait 
+ AS Y] 
fréq relative 
des totaux 
• tomber au présent + en panne :  7644 
• tomber à l’imparfait + en panne : 488 
• Total : 8132 
• verbe au présent + en panne : 9944 
• verbe à l’imparfait + en panne : 2925 
• Total : 12869 
0.63  
(8132 / 12869) 
• tomber au présent + en ruine : 1462 
• tomber à l’imparfait + en ruine : 499 
• Total : 1961 
• verbe au présent + en ruine : 2981 
• verbe à l’imparfait + en ruine : 1099 
• Total : 4080 
0.48  
(1961 / 4080) 
• tomber au présent + sous [dét.] 
charme : 3517 
• tomber à l’imparfait + sous [dét.] 
charme : 198 
• Total : 3715 
• verbe au présent + sous [dét.] 
charme  : 7099 
• verbe à l’imparfait + sous [dét.] 
charme : 1424 
• Total : 8523 
0.44  
(3715 / 8523) 
• virer au présent + en tête : 554 
• virer à l’imparfait + en tête : 203 
• Total : 757 
• verbe au présent + en tête : 54782 
• verbe à l’imparfait + en tête : 17910 
• Total : 72692 
0.01  
(757 / 72692)869 
 
Clairement, les fréquences relatives des totaux les plus élevées (se limitant aux 
combinaisons qui avaient déjà une token frequency élevée dans l’échantillon) ne sont pas 
toujours aussi élevées que celles obtenues pour le néerlandais dans le Tableau 161, cf. en 
particulier virer en tête. Cette analyse exploratoire de la fréquence relative telle qu’elle a 
 
                                                     
869 Ce score très bas s’explique par la présence d’une expression comme avoir en tête, qui n’a pas vraiment sa place 
ici, et par une multitude d’expressions concurrentes comme être en tête, venir en tête, arriver en tête, finir/terminer 
en tête, caracoler en tête, passer en tête, basculer en tête etc. 
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été définie dans le Tableau 162 suggère que le français est en général moins 
conventionnalisé dans ce domaine que le néerlandais. De nouveau, il s’avère utile 
d’adopter également, à côté de la token frequency dans l’échantillon, le point de vue de la 
fréquence relative [semi-copule X + AS Y] / [verbe lambda + AS Y], afin de circonscrire la 
conventionnalisation d’une combinaison.  
Enfin, la présence de combinaisons [verbe + AS prép.] très conventionnalisées pour le 
néerlandais n’est, a posteriori, pas surprenante. C’est le résultat d’une politique d’inclusion 
maximale, visant une vue globale du phénomène attributif, y compris de ses confins. Or, 
en même temps, ce choix pourrait avoir influencé l’étude de la productivité, en particulier 
d’un point de vue comparatif. Concrètement, la politique d’inclusion maximale aurait 
conduit à l’inclusion de beaucoup de structures prépositionnelles conventionnalisées en 
néerlandais (cf. p.ex. le cas indécis in de smaak vallen), alors qu’elle a conduit à l’inclusion 
de beaucoup de types AS prépositionnels hapaxiques en français (par exemple, les verbes 
tomber et passer, qui sont surtout productifs dans le domaine prépositionnel, cf. infra). Il 
s’avère dès lors utile de limiter l’analyse aux seuls AS adjectivaux, cf. la section 15.2.2 infra, 
afin de vérifier si on observe les mêmes tendances que dans le cas de l’analyse globale. 
15.2 Semi-copules 
Comme nous l’avons annoncé dans la section 15.1.6, nous proposons ici un 
approfondissement de l’ACP, axé sur le sous-ensemble des semi-copules (sans passer et 
tourner), à l’exclusion des copules prototypiques. Dans un premier temps (cf. 15.2.1), la 
position AS (de chaque micro-construction semi-copulative) sera examinée dans son 
entièreté, sans distinctions catégorielles à l’intérieur de l’AS. Puis (cf. 15.2.2), nous 
analyserons sous toutes ses coutures l’opposition entre AS adjectival et AS 
prépositionnel870, afin de vérifier le comportement des différentes mesures de 
productivité871. En plus des clivages catégoriels, la position AS peut également être 
segmentée d’après les classes sémantiques, selon lesquelles les AS peuvent être classifiés. 
Les classes sémantiques constituent dès lors un deuxième type de catégorie à l’intérieur 
duquel la productivité peut être mesurée (cf. 15.2.3). Tout au long de cette section, nous 
 
                                                     
870 Les AS nominaux ne font pas partie de cette analyse, vu qu’ils sont (quasi) absents des données néerlandaises. 
871 Etant donné que les copules prototypiques disposent d’un nombre dérisoire d’AS prépositionnels, l’inclusion 
de ce sous-ensemble dans la comparaison [AS adjectival vs AS prépositionnel] ne servirait pas à grand-chose. De 
ce fait, nous nous concentrons uniquement sur les semi-copules pour l’analyse catégorielle.   
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maintenons une approche intégrée qui soumet à la fois les semi-copules françaises et les 
semi-copules néerlandaises à l’analyse en composantes principales.  
15.2.1 ACP « semi-copules », sans distinctions catégorielles 
A présent, nous reprenons la question susmentionnée de la corrélation entre les mesures 
liées à la token frequency et les mesures de productivité ‘classiques’ type_freq / hapax_freq, 
une question qui est surtout pertinente pour le sous-ensemble des semi-copules, dont la 
distribution fréquentielle est caractérisée par un ou plusieurs types AS à token frequency 
élevée. En revanche, la question se pose moins dans le cas des copules prototypiques, qui 
présentent une distribution fréquentielle plus égale pour la taille d’échantillon donnée. 
Nous récapitulons ici les deux cas de figures principaux qui ont émergé dans la section 
15.1.6 : 
1. Distribution fréquentielle caractérisée par une multiplicité de types AS à token 
frequency élevée 
2. Distribution fréquentielle caractérisée par un seul type AS à token frequency 
extrêmement élevée 
Nous faisons pour l’instant abstraction de la troisième catégorie intermédiaire qui 
combine des propriétés des deux cas de figure (1) et (2). Etant donné que la token frequency 
élevée est réputée exercer une influence inhibitoire sur la productivité, la problématique 
se résume alors à la question de savoir lequel des deux scénarios ci-dessus nuirait le plus 
à la productivité (en termes de type_freq et hapax_freq). En d’autres mots, trouvons-nous :  
1. une corrélation négative forte entre moyenne_sommet(5/10) et type_freq / 
hapax_freq (dans le cas du premier scénario) ? 
2. ou une corrélation négative forte entre diff_r1_r2_norm / diff_r1_r2 et type_freq / 
hapax_freq (dans le cas du deuxième scénario) ? 
Pour répondre à cette question, nous effectuons une nouvelle analyse en composantes 
principales, cette fois-ci nous limitant aux seules semi-copules. Le graphique suivant, la 
carte des variables (variables factor map), donne un aperçu des concordances (corrélation 
positive), des discordances (corrélation négative) et de l’absence de relation (pas de 
corrélation) des différentes mesures de productivité dans un espace de dimensionnalité 
réduite, pour lequel les mesures de productivité originelles contribuent de façon 
différente aux axes ‘recomposés’. 
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Figure 108 La carte des variables (ACP, semi-copules) 
 
Les deux premières dimensions de l’ACP totalisent ensemble 98,44 % (58,60 % + 39,84 
%) de la variation présente dans les données. Par rapport à la carte des variables (variables 
factor map) construite à partir de l’ensemble des données (cf. 15.1), nous observons deux 
différences importantes. Tout d’abord, la première dimension de variabilité coïncide 
surtout avec les mesures diff_r1_r2_norm et diff_r1_r2, tandis que la corrélation négative 
entre type_freq / hapax_freq et moyenne_sommet(5/10), encore prédominante pour l’ACP de 
l’ensemble des données, est reléguée à la deuxième dimension. Cela est confirmé par les 
deux tableaux suivants (cf. le Tableau 163 et le Tableau 164), qui fournissent les 
corrélations significatives des mesures de productivité originelles avec les deux 
premières dimensions de l’ACP. La première dimension corrèle surtout avec diff_r1_r2 et 
diff_r1_r2_norm, alors que moyenne_sommet(5/10) ne figure pas dans la liste des corrélations 
(significatives) avec la première dimension de l’ACP. 
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Tableau 163 Corrélations (significatives) avec la première dimension de l’ACP (semi-copules) 
mesures corrélation valeur p 
diff_r1_r2 0.99 < 0.001 
diff_r1_r2_norm 0.98 < 0.001 
moyenne_diff(r1-r5) 0.98 < 0.001 
diff_max_moyenne(10) 0.97 < 0.01 
token_freq_max 0.92 < 0.01 
hapax_type_ratio 0.83 < 0.05 
dis_type_ratio -0.92 < 0.01 
 
Tableau 164 Corrélations (significatives) avec la deuxième dimension de l’ACP (semi-copules) 
mesures corrélation valeur p 
type_freq 0.96 < 0.01 
dis_legomena_freq 0.90 < 0.05 
hapax_freq 0.84 < 0.05 
moyenne_sommet(5) -0.82 < 0.05 
moyenne_sommet(10) -0.94 < 0.01 
 
A cela s’ajoute que l’hapax_type_ratio corrèle de façon positive avec la première 
dimension, tout comme les mesures diff_r1_r2 et diff_r1_r2_norm872, alors que les mesures 
type_freq et hapax_freq corrèlent surtout avec la deuxième dimension de l’ACP. En effet, la 
corrélation positive entre l’hapax_type_ratio et la diff_r1_r2_norm ([0.88]) est plus forte que 
celle entre la type_freq / hapax_freq et la diff_r1_r2_norm (type_freq * diff_r1_r2_norm [0.43], 
hapax_freq * diff_r1_r2_norm [0.65]). En d’autres mots, si un seul type AS à token frequency 
extrêmement élevée absorbe beaucoup de tokens, on trouverait donc en général une part 
d’hapax plus élevée parmi les types AS, même si ça n’implique pas automatiquement plus 
de types / hapax de façon absolue (comme mesuré par type_freq et hapax_freq)873. Rappelons 
que nous avons déjà établi dans la section 15.1.2 que l’hapax_type_ratio est une mesure 
moins dépendante de la token frequency (et notamment de la token frequency d’un pic élevé 
prononcé) que les mesures type_freq / hapax_freq. 
Deuxièmement, les mesures diff_r1_r2_norm et diff_r1_r2 sont dans cette nouvelle carte 
des variables (variables factor map) plus regroupées (avec diff_max_moyenne(10) et 
moyenne_diff(r1-r5)) et pointent dans la même direction, ce qui est indicatif de leur 
corrélation positive (diff_r1_r2_norm * diff_r1_r2 [0.96]). L’exclusion des copules 
prototypiques a donc fait que la version normalisée de diff_r1_r2 s’accorde maintenant 
avec la mesure absolue dont elle est dérivée, indiquant qu’une grande distance entre le 
 
                                                     
872 Cf. la section 15.1.6, où la deuxième dimension de variabilité de l’ACP pour toutes les données donne la même 
image, regroupant l’hapax_type_ratio avec les mesures diff_r1_r2 et diff_r1_r2_norm. 
873 Dans la même veine, token_freq_max corrèle relativement peu avec les mesures type_freq et hapax_freq 
(type_freq * token_freq_max [-0.12], hapax_freq * token_freq_max [0.15]), et entretient même une corrélation 
positive avec l’hapax_type_ratio ([0.55]). Inversement, la moyenne_sommet(5/10) corrèle relativement peu avec 
l’hapax_type_ratio (hapax_type_ratio * moyenne_sommet(10) [-0.23]). 
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premier rang et le deuxième rang de la Type-Frequency List est en général plus grande que 
la moyenne des distances qui suivent (rang 2-10). De même, moyenne_diff(r1-r5) et 
diff_max_moyenne(10) semblent incarner plus ou moins le même concept que diff_r1_r2 et 
diff_r1_r2_norm, maintenant que les copules prototypiques ne font plus partie de l’analyse. 
La  carte des individus (individuals factor map - ACP) met clairement en évidence la 
dichotomie entre les verbes néerlandais (à gauche) et les verbes français (à droite), 
d’après la première dimension de l’ACP. Cette dichotomie contrastive émerge de façon 
bottom-up, sans avoir encodé explicitement l’opposition entre verbes néerlandais et 
verbes français. La mesure diff_r1_r2_norm (< diff_r1_r2) reflète donc une différence 
contrastive importante entre les distributions fréquentielles des types AS des semi-
copules néerlandaises et françaises.   
 
Figure 109 La carte des individus (ACP, semi-copules) 
 
Cette observation est corroborée par le Tableau 165, qui fournit les chiffres bruts pour 
les mesures moyenne_sommet(5/10), diff_r1_r2 et diff_r1_r2_norm. Diff_r1_r2 et 
diff_r1_r2_norm arrivent à diviser l’ensemble des verbes en deux sous-ensembles [français 
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vs néerlandais], à savoir les semi-copules néerlandaises gaan, komen, raken et vallen874 et 
les semi-copules françaises tomber, virer et passer. 
 
Tableau 165 Moyenne_sommet(5/10) + diff_r1_r2 et diff_r1_r2_norm875 
classement 
des verbes 
d’après (5) 
moyenne
_sommet
(5) 
classement 
des verbes 
d’après (10) 
moyenne
_sommet
(10) 
classement 
des verbes 
d’après 
diff_r1_r2 
diff_r1_r2 classement 
des verbes 
d’après 
diff_r1_r2_
norm 
diff_r1_r2
_norm 
RAKEN 12.4 RAKEN 10.3 RAKEN 2 GAAN 1.6 
KOMEN 28.4 VIRER 17.2 KOMEN 6 KOMEN 2.2 
VIRER 31.0 PASSER 17.8 GAAN 7 RAKEN 2.7 
PASSER 32.4 KOMEN 21.4 VALLEN 34 VALLEN 7.0 
GAAN 34.2 GAAN 23.7 VIRER 58 TOMBER 12.0 
VALLEN 45.6 TOMBER 27.9 TOMBER 60 VIRER 15.5 
TOMBER 46.8 VALLEN 29.1 PASSER 97 PASSER 48.5 
 
Notons que les verbes appartenant à la catégorie intermédiaire (cf. le scénario 3) se 
situent aussi sur la carte des individus (individuals factor map) à des endroits 
intermédiaires, qui font le pont entre le néerlandais et le français : 
- Tomber se situe plutôt du côté des verbes néerlandais komen, gaan et vallen d’après 
la deuxième dimension (~ moyenne_sommet(5/10)) de variabilité de l’ACP. 
- Vallen se situe le plus du côté des verbes français virer et de tomber d’après la 
première dimension (~ diff_r1_r2_norm et diff_r1_r2) de variabilité de l’ACP. 
Après ces observations préliminaires, tournons-nous maintenant vers la question 
centrale formulée au début de cette section. Dans les deux scénarios (principaux) évoqués 
dans la section 15.1.6, la token frequency élevée, de certains types AS ou d’un type AS en 
particulier, devrait nuire à la productivité (en termes de type_freq / hapax_freq) des semi-
copules, mais on pourrait se demander lequel des deux scénarios est le plus nuisible. Etant 
donné que la deuxième dimension de l’ACP semble opposer moyenne_sommet(5/10) et 
type_freq / hapax_freq, alors que diff_r1_r2 / diff_r1_r2_norm n’entrent pas dans une telle 
opposition avec type_freq / hapax_freq au sein de la première dimension de l’ACP, nous 
 
                                                     
874 Remarquons que vallen est un cas limite en tant que semi-copule néerlandaise qui dispose de la diff_r1_r2 la 
plus élevée, ainsi se rapprochant des semi-copules françaises.  
875 Attention, passer est reproduit ici, par souci de complétude, mais ne figure pas dans l’ACP. 
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pouvons en conclure que c’est la multiplicité de types AS à token frequency élevée qui nuit 
le plus à la productivité (en termes de type_freq / hapax_freq)876. 
En revanche, la relation de diff_r1_r2 / diff_r1_r2_norm avec les mesures de 
productivité ‘classiques’ type_freq / hapax_freq est moins univoque, comme le montre le 
Tableau 166 ci-dessous. Dans l’ACP, le rapport quasi orthogonal entre les flèches de 
diff_r1_r2 / diff_r1_r2_norm et celles de type_freq / hapax_freq suggère également que ces 
mesures sont assez indépendantes. Nous pouvons faire l’hypothèse que ce type AS à token 
frequency extrêmement élevée fonctionne probablement comme un îlot unique, ayant 
relativement peu d’influence sur le reste de la distribution fréquentielle. Citons à cet 
égard Barðdal 2008 :  
In such cases, it is not a given that speakers generalize at all across the instances; it 
is equally possible that the instances function as distinct item-specific islands with 
no superordinate schemas. (Barðdal 2008, 52) 
En général, une valeur élevée pour diff_r1_r2 / diff_r1_r2_norm ne semble pas être au 
détriment de la productivité, cf. p. ex. le cas de virer. Ainsi, on obtient des corrélations 
assez positives entre diff_r1_r2 / diff_r1_r2_norm et type_freq / hapax_freq (diff_r1_r2 * 
type_freq [0.20], diff_r1_r2 * hapax_freq [0.44], diff_r1_r2_norm * type_freq [0.43], 
diff_r1_r2_norm * hapax_freq [0.65]). Notons que cet effet positif est plus prononcé pour 
diff_r1_r2_norm. Si nous parlons d’effet positif ici, cela vaut bien sûr pour le sous-ensemble 
des semi-copules (ce qui constitue le sujet de cette ACP) : l’ACP toutes les données 
confondues (y compris les copules prototypiques) a déjà révélé que la token frequency 
élevée est de toute façon mauvaise pour la productivité, peu importe la configuration du 
sommet fréquentiel. 
 
 
  
 
                                                     
876 Evidemment, nous passons ici subrepticement de la simple corrélation à un rapport de causalité. 
Logiquement, une multiplicité de types AS à token frequency élevée devrait occuper une part tellement 
considérable de l’échantillon qu’il ne reste plus beaucoup d’espace pour d’autres types / hapax. 
 704 
Tableau 166 Diff_r1_r2 et diff_r1_r2_norm + type_freq et hapax_freq877 
classement 
des verbes 
d’après 
diff_r1_r2 
diff_r1
_r2 
classement 
des verbes 
d’après 
diff_r1_r2_
norm 
diff_r1_r2
_norm 
classement 
des verbes 
d’après 
type_freq 
type_freq classement 
des verbes 
d’après 
hapax_freq 
hapax_freq 
RAKEN 2 GAAN 1.6 VALLEN 60 VALLEN 30 
KOMEN 6 KOMEN 2.2 GAAN 81 GAAN 41 
GAAN 7 RAKEN 2.7 KOMEN 97 KOMEN 52 
VALLEN 34 VALLEN 7.0 TOMBER 103 TOMBER 76 
VIRER 58 TOMBER 12.0 PASSER 121 PASSER 96 
TOMBER 60 VIRER 15.5 RAKEN 183 RAKEN 110 
PASSER 97 PASSER 48.5 VIRER 214 VIRER 183 
 
Passer semble illustrer qu’une diff_r1_r2 extrêmement élevée ne mène pas d’office à une 
productivité (type_freq et hapax_freq) aussi élevée. Logiquement, un type AS à token 
frequency extrêmement élevée peut absorber tellement de tokens à tel point qu’il 
commence à étouffer le reste de la distribution fréquentielle captée par l’échantillon. Or, 
cette observation est à prendre avec un grain de sel, étant donné que l’échantillon de 
passer est incomplet, avec seulement 305 exemples. 
Si la corrélation entre diff_r1_r2 / diff_r1_r2_norm et type_freq / hapax_freq est positive, 
force est de constater que deux cas particuliers l’empêchent d’être encore plus positive, 
à savoir raken et vallen. Raken constitue un cas particulier parmi les semi-copules, vu que 
la distribution fréquentielle quasi égale de ses types AS est très semblable à celle des 
copules prototypiques. Plus haut, nous avons établi que les mesures diff_r1_r2 / 
diff_r1_r2_norm fonctionnent le mieux pour des distributions non plates, avec un sommet 
de types AS à token frequency élevée. De ce fait, raken est atypique et atténue donc la 
tendance générale observée pour les semi-copules néerlandaises. En effet, les corrélations 
entre diff_r1_r2 / diff_r1_r2_norm et type_freq / hapax_freq deviennent beaucoup plus 
positives après l’omission de raken (diff_r1_r2 * type_freq [0.55], diff_r1_r2 * hapax_freq [0.64], 
diff_r1_r2_norm * type_freq [0.73], diff_r1_r2_norm * hapax_freq [0.81]). 
Le deuxième cas qui détonne est la semi-copule vallen, qui, malgré une diff_r1_r2 assez 
élevée, se trouve en bas de l’échelle en ce qui concerne type_freq et hapax_freq. Cela 
s’explique par le fait que le sommet de sa distribution fréquentielle se trouve à un niveau 
global assez élevé. Rappelons en effet que nous avons mis ci-dessus vallen (tout comme 
tomber) dans une troisième catégorie intermédiaire, car ce verbe joint une diff_r1_r2 assez 
élevée (pour une semi-copule néerlandaise) à une moyenne_sommet(5/10) élevée. En 
 
                                                     
877 Attention, passer est reproduit ici, par souci de complétude, mais ne figure pas dans l’ACP. 
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d’autres termes, vallen est à la fois caractérisé par un grand écart entre les deux premiers 
rangs et un niveau global élevé du sommet de la distribution fréquentielle. Apparemment, 
l’effet négatif d’une moyenne_sommet(5/10) élevée pèse plus lourd que l’effet présumé 
moins négatif d’une diff_r1_r2 assez élevée, car vallen dispose de la type_freq / hapax_freq 
la plus basse de toutes les semi-copules examinées dans cette étude de corpus. La situation 
de tomber est moins claire, mais sa dernière position dans le peloton des semi-copules 
françaises en matière de type_freq / hapax_freq, malgré une diff_r1_r2 / diff_r1_r2_norm 
assez élevée, s’explique peut-être aussi par son score élevé pour la mesure 
moyenne_sommet(5/10), ce qui laisse de nouveau supposer qu’une moyenne_sommet(5/10) 
relativement élevée peut contrecarrer l’effet plus ou moins bénéfique (ou, en tout cas, 
l’absence d’un effet très négatif) d’une diff_r1_r2 / diff_r1_r2_norm relativement élevée. 
Comme nous l’avons indiqué précédemment, il importe d’interpréter 
moyenne_sommet(5/10) et diff_r1_r2 / diff_r1_r2_norm conjointement, afin d’aboutir à une 
vue d’ensemble complète. 
Reprenons maintenant le fil des deux scénarios principaux. En fait, le constat qu’une 
diff_r1_r2 élevée est moins au détriment de la productivité qu’une moyenne_sommet(5/10) 
n’est peut-être pas un constat si surprenant que ça. Si la valeur qu’on obtient pour la 
mesure diff_r1_r2 est très grande et la moyenne_sommet(10) est assez basse (cela équivaut 
alors à une baisse assez abrupte de la Type-Frequency List), tous les types AS qui suivront 
dans la Type-Frequency List auront nécessairement des token frequencies plus basses878 que 
le type AS qui occupe le deuxième rang. Plus l’écart entre le premier et le deuxième rang 
se creuse, plus de chances on a de descendre plus vite vers le niveau des hapax dans la 
Type-Frequency List, ce qui serait signe de productivité, pourvu qu’il reste encore assez de 
tokens dans l’échantillon qui ne sont pas encore accaparés par le type AS à token frequency 
extrêmement élevée. En effet, l’impact d’une diff_r1_r2 élevée semble ambigu. D’une part, 
une diff_r1_r2 élevée rend plus probable qu’on descende plus vite vers le niveau 
hapaxique. D’autre part, si la valeur diff_r1_r2 est excessivement élevée, cela implique qu’il 
y a encore peu de tokens restants dans l’échantillon où la productivité (hapaxique) peut 
s’épanouir. En même temps, force est de constater que ce cas de figure, de façon globale, 
ne se présente pas vraiment dans nos données, car diff_r1_r2 est rangée du côté de la 
productivité (mais cf. passer, qui n’est pas inclus dans l’ACP, comme exception possible). 
En conclusion, l’effet de diff_r1_r2 n’est probablement pas univoquement linéaire, mais 
(au moins) quadratique, où la tendance s’inverse à partir d’un certain seuil. 
Il est important de souligner ici que l’effet moins négatif de diff_r1_r2 sur la 
productivité peut également être mis en rapport avec la question des tokens restants au 
pied du sommet de la distribution fréquentielle. Ainsi, la part de types AS à token frequency 
élevée des verbes attributifs dotés d’une moyenne_sommet(10) élevée représente 
 
                                                     
878 A moins que ces premiers rangs de la Type-Frequency List soient à token frequency égale, évidemment. 
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généralement plus de tokens que la part de types AS à token frequency élevée des verbes 
attributifs dotés d’une diff_r1_r2 / diff_r1_r2_norm élevée. Par conséquent, il y a, en général, 
encore plus de tokens restants disponibles (= en dehors du sommet) dans le deuxième 
scénario, où la productivité est susceptible de ‘fleurir’. Or, le nombre total des tokens des 
dix premiers rangs pour, par exemple, komen (214879 ; représentant du premier scénario) 
et virer (172880 ; représentant du deuxième scénario) n’est pas extrêmement différent non 
plus, ce qui rend la comparaison des deux scénarios plus intéressante. En effet, supposons 
que les deux profils fréquentiels différents, à savoir une baisse plus abrupte de la Type-
Frequency List vs une baisse plus graduelle de la Type-Frequency List, donnent lieu à une 
quantité comparable de tokens accaparée par les types AS les plus fréquents. Dans ce cas, 
les différences de productivité ‘classique’ entre les deux scénarios ne peuvent pas être 
dues au nombre de tokens déjà pris par les types AS à token frequency élevée, mais sont 
nécessairement dues à la structure du profil fréquentiel même. En d’autres mots, si la 
token frequency représentée par les types AS les plus fréquents est plus ou moins égale pour 
les deux profils fréquentiels, ce facteur est en quelque sorte neutralisé du point de vue de 
la comparaison. Malheureusement, cette situation de comparaison idéale ne correspond 
pas tout à fait à la réalité de nos données, ce qui fait que cette hypothèse est difficilement 
vérifiable. Tout au plus, on pourrait dire que l’écart de tokens entre les sommets 
fréquentiels typiques des deux scénarios n’est pas tellement énorme que cet écart en soi 
explique entièrement la différence de productivité observée. 
En dernier lieu, il convient de se pencher un instant sur le choix méthodologique que 
nous avons fait de soumettre à la fois les semi-copules françaises et les semi-copules 
néerlandaises à l’algorithme ACP. En étudiant les deux langues ensemble dans la même 
analyse de corrélation, il est possible d’observer que les mesures diff_r1_r2 et 
moyenne_sommet(5/10) se comportent différemment, comme nous l’avons démontré tout 
au long de cette section. Cette tendance semble moins facile à établir si on analyse les 
deux langues séparément. Dans le cas d’une analyse par langue, les mesures liées à la token 
frequency s’accordent plus par rapport à l’analyse qui traite des deux langues ensemble. 
Ainsi, diff_r1_r2 apporte, à l’intérieur de chaque langue, peu de nouvelles informations par 
rapport aux mesures moyenne_sommet(5/10). En joignant les deux langues, les données 
contiennent deux distributions fréquentielles radicalement différentes, qui peuvent être 
distinguées à l’aide de diff_r1_r2 (/ diff_r1_r2_norm) : 
(1) une distribution fréquentielle qui est caractérisée par une multiplicité de types AS 
à token frequency élevée (= plutôt le cas des semi-copules néerlandaises) et  
(2) une distribution fréquentielle qui est caractérisée par un seul type AS à token 
frequency extrêmement élevée (= plutôt le cas des semi-copules françaises) 
 
                                                     
879 = 53,5 % de l’échantillon total ; 214 = moyenne_sommet(10) X 10 
880 = 43,0 % de l’échantillon total ; 172 = moyenne_sommet(10) X 10 
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Ces deux types de distributions fréquentielles correspondent également à une 
distinction contrastive, ce qui fait que diff_r1_r2 est une mesure qui permet de différencier 
le néerlandais du français (comme indiqué par la carte des individus de l’ACP). A notre 
avis, une analyse intégrée des deux langues permet donc de : 
4) mieux mettre en évidence les différences comparatives entre le néerlandais et 
le français, en vue des mesures diff_r1_r2 et diff_r1_r2_norm 
5) mieux mettre en relief l’effet différentiel de diff_r1_r2 vs moyenne_sommet(5/10) 
par rapport à la productivité 
Dans la section suivante, nous proposons une analyse séparée pour le noyau dur 
adjectival des AS, ainsi excluant l’influence des AS prépositionnels, qui est un groupe d’AS 
contenant beaucoup de cas indécis (cf. le chapitre 5). De cette façon, nous pouvons limiter 
l’impact de la problématique de la délimitation au niveau des SPrép. sur la discussion de 
la productivité. 
15.2.2 Productivité à l’intérieur des AS adjectivaux vs AS prépositionnels 
(semi-copules) 
Entamons maintenant l’examen de la productivité à un niveau de granularité plus fin. 
Cette section effectue cette fragmentation du domaine AS à l’aide du clivage catégoriel le 
plus important, à savoir celui entre AS adjectivaux881 et AS prépositionnels. Les AS 
nominaux ont été laissés de côté, étant donné que les semi-copules néerlandaises sont (en 
grande partie) dépourvues d’AS nominaux, ce qui rend un traitement unitaire du français 
et du néerlandais impossible pour cette catégorie d’AS. Rappelons que, une fois de plus, 
l’ACP (cf. 15.2.2.2 et 15.2.2.3) se limite aux semi-copules, à l’exclusion des copules 
prototypiques, qui n’ont d’ailleurs qu’une très faible représentation d’AS prépositionnels. 
Par ricochet, nous avons également limité l’ACP des AS adjectivaux aux seules semi-
copules, dans le but de rendre possible la comparaison entre les résultats de l’ACP des AS 
adjectivaux et ceux de l’ACP des AS prépositionnels.  
La fragmentation catégorielle opérée sera suivie d’une fragmentation sémantique du 
domaine AS des semi-copules dans la section suivante. Une des difficultés liées à l’étude 
de la productivité est qu’il est souvent possible d’identifier différents découpages du 
spectre des fillers, en fonction de catégories de nature différente, à l’intérieur desquelles 
les mesures de productivité peuvent être calculées. Reste ensuite à savoir quel type de 
fragmentation – morphosyntaxique ou sémantique – du domaine AS est (le plus) 
pertinent sur le plan cognitif pour la productivité (potentielle) d’une construction. 
Probablement, la distinction entre AS adjectival et AS prépositionnel est moins décisive 
 
                                                     
881 Les AS adjectivaux comportent également les particules des constructions à verbe à particule. 
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pour un verbe comme raken, où le domaine AS adjectival et le domaine AS prépositionnel 
semblent se comporter de façon assez homogène, par rapport à un verbe comme tomber, 
où on constate de grandes différences de productivité entre le domaine AS adjectival et 
le domaine AS prépositionnel.  
Dans ce qui suit, nous présenterons d’abord une analyse préliminaire des catégories 
morphosyntaxiques de l’AS (15.2.2.1), avant d’examiner les résultats de l’ACP des AS 
adjectivaux (15.2.2.2) et des AS prépositionnels (15.2.2.3). 
15.2.2.1 Analyse de productivité préliminaire, par catégorie morphosyntaxique 
de l’AS 
En guise d’introduction, présentons d’abord quelques graphiques qui donnent une 
meilleure idée de la productivité des sous-domaines de l’AS (AS adjectivaux vs AS 
prépositionnels). Nous commençons par la Type-Frequency List de chaque semi-copule (cf. 
les colonnes du graphique) par catégorie de l’AS (cf. les rangées du graphique), qui résume 
très bien à la fois le profil fréquentiel des types AS à token frequency élevée et celui des 
types AS hapaxiques (cf. la longueur de la queue de la distribution). Notons que nous 
utilisons à chaque fois l’échantillon complet ; les sous-ensembles ne sont donc pas à token 
frequency égale, comme ce sera le cas pour l’ACP.  
 
 
Figure 110 Type Frequency List, par catégorie de l’AS 
 
Ce graphique nous révèle déjà quelques points essentiels. Premièrement, on observe 
que les occurrences hapaxiques de passer et de tomber se trouvent presque exclusivement 
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dans le sous-ensemble AS prépositionnel, qui semble relativement peu sujet à la 
conventionnalisation. Ces semi-copules françaises s’avèrent donc surtout productives 
dans le domaine prépositionnel, alors que leurs types AS à token frequency élevée sont 
(surtout) de nature adjectivale. Le profil des semi-copules néerlandaises gaan, komen et 
vallen, en revanche, est différent. A la différence de passer et de tomber, tant leur domaine 
adjectival que leur domaine prépositionnel sont caractérisés par la conventionnalisation 
(cf. 15.1.7 pour une discussion qualitative plus approfondie de ce constat). En revanche, 
ces semi-copules néerlandaises ressemblent également à passer et tomber, dans la mesure 
où la plupart des occurrences hapaxiques se situent également dans le domaine 
prépositionnel. La conventionnalisation dans le domaine prépositionnel que nous avons 
observée pour le néerlandais, n’empêche donc nullement que le nombre de types AS 
hapaxiques prépositionnels soit toujours supérieur à celui dans le domaine adjectival.  
Dernièrement, les distributions fréquentielles des semi-copules raken et virer se 
ressemblent fortement. Dans les deux cas, nous trouvons, à la différence des autres semi-
copules, beaucoup d’hapax du côté adjectival, en particulier pour raken. Vu que ces verbes 
réalisent également les meilleures performances au niveau des mesures de productivité 
‘classiques’ pour l’ensemble des types AS, nous pouvons supposer qu’il est important 
d’avoir (1) une majorité de tokens adjectivaux et (2) de faire preuve de suffisamment de 
productivité dans le domaine adjectival, afin de pouvoir se rapprocher du niveau de 
productivité globale (= tous les domaines d’AS confondus) des copules prototypiques (cf. 
15.1.1, où nous développons la même idée). Le graphique suivant montre clairement que 
virer et raken accumulent le plus de types AS dans le domaine adjectival par rapport aux 
autres semi-copules : 
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Figure 111 Nombre de types par catégorie de l’AS (semi-copules) 
 
Ainsi, ces deux verbes suivent l’exemple de la plupart des copules prototypiques, dont 
la catégorie adjectivale contient le plus souvent le plus de types AS, à l’exception de devenir 
et worden, qui s’orientent plus vers les AS nominaux (cf. la section 7.1.1). Pour ces deux 
verbes, la hiérarchie habituelle (A > N > SPrép) n’est pas respectée882.  
 
                                                     
882 Notons toutefois que, contrairement à devenir, le nombre de tokens AS adjectivaux de worden est supérieur au 
nombre de tokens AS nominaux. 
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Figure 112 Nombre de types par catégorie de l’AS (copules prototypiques) 
 
La variation relativement grande au niveau des types AS adjectivaux n’empêche pas que 
raken et virer disposent également d’un nombre respectable de types AS hapaxiques dans 
le domaine prépositionnel. La principale différence entre raken et virer est que virer se 
caractérise par quelques types AS adjectivaux et prépositionnels à token frequency élevée, 
alors que ce patron est en grande partie absent pour raken (quoique l’absence d’un 
sommet plus prononcé puisse également être induite par la taille peut-être trop limitée 
de l’échantillon pour ce type de verbe, cf. 15.1.4). Toujours est-il que virer obtient des 
valeurs plus élevées que raken pour type_freq et surtout pour hapax_freq (cf. 15.1.1), tous 
domaines confondus, en dépit du fait que virer dispose de quelques types AS à token 
frequency élevée et semble donc plus soumis à la conventionnalisation que raken, tant dans 
le domaine adjectival que dans le domaine prépositionnel. Visiblement, la token frequency 
ne joue pas forcément un rôle foncièrement négatif, comme nous l’avons déjà démontré 
dans les sections précédentes. 
Enfin, prenons un peu de hauteur pour adopter un point de vue comparatif 
[néerlandais vs français] quant aux AS prépositionnels (au sein de chaque micro-
construction à semi-copule). En général, nous observons que le domaine AS 
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prépositionnel des semi-copules françaises est mieux étoffé (type_freq plus élevée, 
hapax_freq plus élevée) que celui des semi-copules néerlandaises, en dépit d’une token 
frequency (généralement) plus basse. Le tableau suivant contient les chiffres qui 
corroborent cette assertion883 : 
 
Tableau 167 Type_freq, hapax_freq et token_freq des semi-copules dans le domaine AS 
prépositionnel 
 type_freq (AS prép.) hapax_freq (AS 
prép.) 
token_freq (AS 
prép.) 
raken 60 38 115 
vallen 37 21 221 
gaan 49 24 255 
komen 81 44 321 
total semi-copules 
néerlandaises 
227 
(+/- 57 par verbe) 
127 
(+/- 32 par verbe) 
912 
(+/- 228 par verbe) 
virer 48 44 152 
tomber 91 70 181 
passer (échantillon 
incomplet) 
93 74 138 
total semi-copules 
françaises 
232 
(+/- 77 par verbe) 
188 
(+/- 63 par verbe) 
471 
(+/- 157 par verbe) 
 
Les semi-copules françaises ont en moyenne une hapax_freq plus élevée (+/- 63 par 
verbe) au sein du domaine AS prépositionnel que les semi-copules néerlandaises (+/- 32 
par verbe), et cela malgré le fait que l’échantillon de passer n’atteint pas 400 exemples. 
Dans le tableau consacré au domaine AS adjectival, nous trouvons la tendance opposée, 
avec en moyenne un score plus élevé (type_freq / hapax_freq) pour les semi-copules 
néerlandaises884, cf. le Tableau 168. La tendance que nous avons trouvée pour le domaine 
AS prépositionnel n’est donc pas une tendance générale, mais vaut spécifiquement pour 
les AS prépositionnels. 
  
 
                                                     
883 Attention, nous nous basons ici sur l’ensemble des tokens adjectivaux ou prépositionnels de l’échantillon 
complet de 400 exemples (par verbe). Les mesures type_freq / hapax_freq ne sont donc pas calculées pour des 
fractions d’échantillon égales. 
884 Evidemment, ces moyennes par langue risquent d’obnubiler un peu les écarts parmi les verbes individuels. 
Ainsi, virer est clairement supérieur par rapport aux semi-copules néerlandaises vallen, gaan et komen (en 
matière de type_freq et hapax_freq dans le domaine adjectival).  
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Tableau 168 Type_freq, hapax_freq et token_freq des semi-copules dans le domaine AS adjectival 
 type_freq (AS adj.) hapax_freq (AS adj.) token_freq (AS 
adj.) 
raken 121 70 283 
vallen 22 8 178 
gaan 29 14 142 
komen 14 7 76 
total semi-copules 
néerlandaises 
186 
(+/- 47 par verbe) 
99 
(+/- 25 par verbe) 
679 
(+/- 170 par verbe) 
virer 73 55 144 
tomber 8 2 215 
passer (échantillon 
incomplet) 
5 4 120 
total semi-copules 
françaises 
86 
(+/- 29 par verbe) 
61 
(+/- 20 par verbe) 
479 
(+/- 160 par verbe) 
 
Nous tenterons d’expliquer cette différence contrastive entre le domaine AS 
prépositionnel français (~ type_freq plus élevée, hapax_freq plus élevée) et le domaine AS 
prépositionnel néerlandais (~ type_freq plus basse, hapax_freq plus basse) à l’aide d’une 
analyse plus détaillée des prépositions individuelles recensées dans notre corpus. Ainsi, 
on pourrait s’attendre à ce qu’il y ait des prépositions qui entrent surtout dans des types 
AS prépositionnels conventionnalisés (= beaucoup de tokens, mais peu de types), alors que 
d’autres prépositions donnent surtout lieu à des créations quasi hapaxiques. 
Logiquement, le français devrait être caractérisé par le second type de préposition, 
contrairement au néerlandais, qui devrait s’orienter vers le premier type de préposition. 
Le graphique suivant montre la Type-Frequency List des types AS prépositionnels, 
regroupés par préposition (pour l’ensemble des données, y compris les copules 
prototypiques). En clair, chaque colonne dans le graphique ci-dessous rassemble tous les 
types AS comportant la préposition mentionnée dans l'en-tête de la colonne. A chaque 
fois, l’abscisse représente le rang du type AS prépositionnel et l’ordonnée représente la 
token frequency correspondante. Nous nous limitons ici aux prépositions les plus 
importantes885, à l’exclusion de au-dessus de, autour, bij, binnen, boven, buiten, comme, contre, 
de, devant, en-deçà de, entre, hors, met, onder, over, parmi, pour, sans, sur, te, ter, tot, tussen et 
zonder.  
 
                                                     
885 Important, dans la mesure où ces prépositions rassemblent relativement plus de types différents, ce qui fait 
qu’on peut plus facilement reconnaître un sommet fréquentiel et/ou une queue hapaxique.  
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Figure 113 Type Frequency List, par préposition 
 
Il s’avère que certaines prépositions donnent plus souvent lieu à des types AS 
prépositionnels hautement conventionnalisés que d’autres. En outre, on observe que : 
1. Certaines prépositions apparaissent à la fois dans des types AS conventionnalisés 
et des types AS hapaxiques (p.ex. en, in). 
2. Certaines prépositions apparaissent surtout dans des types AS conventionnalisés 
(p.ex. aan, op etc.). Conformément à notre hypothèse formulée ci-dessus, il s’agit 
surtout de prépositions néerlandaises. 
3. Certaines prépositions apparaissent surtout dans des types AS quasi hapaxiques, cf. 
dans, qui aurait donc visiblement un comportement différent par rapport à la 
préposition en. Dans le cas de dans, on se rapproche sans doute très souvent de la 
sphère des constructions indirectes (cf. 5.2.2), pour lesquelles on s’attend à plus 
d’occurrences hapaxiques. En effet, les constructions indirectes disposent d’une 
préposition fixe, après laquelle une variété de compléments peuvent s’insérer, 
conduisant ainsi à beaucoup d’occurrences hapaxiques [prép. + complément]. En 
revanche, l’unité entière [prép. + complément] se fige plus, tout en assouplissant 
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son rapport avec le slot verbal886, dans les cas qui se rapprochent plus du pôle 
attributif prototypique.887   
Les prépositions dans, en et in sont clairement prédominantes, se retrouvant dans 
beaucoup de types AS prépositionnels (in : 122 / 547, dans : 108 / 547, en : 108 / 547 ; 
ensemble : 338 sur un total de 547 types AS prépositionnels néerlandais et français). A la 
différence de la préposition néerlandaise in, la Type-Frequency list des prépositions 
françaises dans et en descend plus vite vers le niveau hapaxique, ce qui suggère plus de 
productivité. Pourtant, la Type-Frequency List de in comporte également une queue de 
types AS assez longue, tout comme dans et en, indiquant que la différence de productivité 
hapaxique entre d’une part in et d’autre part dans ou en n’est pas énorme (in : 70 
hapaxes/122 [0.57], dans : 97 hapaxes/108 [0.90], en : 78 hapaxes/108 [0.65]). En d’autres 
mots, ce n’est pas tant l’improductivité relative de la préposition néerlandaise in qui 
clarifie l’hapax_freq plus élevée des semi-copules françaises au sein du domaine AS 
prépositionnel. Il semble que ce sont les forces combinées de dans et en qui expliquent la 
suprématie du français dans le domaine prépositionnel, alors que le néerlandais dispose 
uniquement de in comme (quasi-)équivalent888.  
15.2.2.2 ACP des AS adjectivaux (semi-copules) 
Après avoir dressé un bilan plus global des AS adjectivaux et AS prépositionnels au sein 
de l’échantillon complet de 400 exemples (par semi-copule), nous nous proposons dans 
cette section de refaire l’ACP en restreignant les données aux seuls AS adjectivaux. Afin 
de rendre l’ACP possible, nous avons dû nous imposer deux restrictions: i) éliminer les 
verbes totalisant très peu de tokens adjectivaux et ii) plafonner le nombre total de tokens 
au nombre de tokens du verbe ayant le moins de tokens adjectivaux, afin d’obtenir des 
échantillons comparables.  
Concrètement, nous avons adopté la procédure suivante. D’abord, nous avons retenu 
de chaque échantillon complet uniquement les AS adjectivaux889. Les semi-copules komen 
 
                                                     
886 C’est-à-dire, le verbe ne sélectionne plus vraiment la préposition, qui appartient surtout à l’unité [prép. + 
complément]. 
887 Ce résumé est un peu une simplification, dans la mesure où on trouve parfois aussi des unités [prép. + 
complément] non conventionnalisées qui peuvent très bien fonctionner comme des AS (cf. le schéma assez 
productif [en + X]). Inversement, la conventionnalisation de [prép. + complément] n’implique pas toujours que 
cette entité s’insère volontiers dans n’importe quelle position AS, par exemple au cas où cette unité est très 
associée à un verbe particulier, comme dans le cas des constructions à verbe support (p.ex. in de smaak vallen).   
888 Il n’entre pas dans notre propos ici de mettre en perspective les différences entre dans, en et in, mais il est 
clair que ces prépositions ne sont pas interchangeables dans chaque contexte.  
889 Ces exemples sont toujours ordonnés d’après l’ordre randomisé de l’échantillon source et ne sont donc pas 
regroupés par type AS. 
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et tourner ont été éliminées de l’ACP en raison de leur nombre de tokens AS très réduit 
(respectivement 76 tokens et 13 tokens) ; la semi-copule passer ne fait pas non plus partie 
de la liste des micro-constructions examinées dans l’ACP890, parce que la mesure 
diff_r1_r2_norm donne dans ce cas lieu à une valeur infinie (à cause d’une division par 
zéro), ce qui est difficile à traiter et risque de perturber les résultats891. Remarquons que 
passer sera quand même inclus dans l’ACP examinant les micro-constructions à AS 
prépositionnel, étant donné que le domaine AS prépositionnel de passer est bien étoffé en 
matière de types AS. Ensuite, nous avons déterminé le nombre de tokens adjectivaux 
maximal qui est partagé par toutes les semi-copules (sans komen, tourner et passer, bien 
entendu). Cela revient à identifier la semi-copule dotée du nombre de tokens adjectivaux 
minimal, en l’occurrence gaan qui contient 142 tokens adjectivaux. Ainsi, nous aboutissons 
donc à un échantillon réduit de 142 tokens adjectivaux892 pour chaque semi-copule 
étudiée, qui sera soumis à l’ACP. 
Etudions d’abord de façon exploratoire les Type-Frequency Lists des types AS adjectivaux 
pour les deux langues. Globalement, on s’aperçoit vite que les deux tendances principales 
déjà décrites de façon circonstanciée dans les sections 15.1.6 et 15.2.1, à savoir :  
1. Distribution fréquentielle caractérisée par une multiplicité de types AS à token 
frequency élevée (= plutôt le cas du néerlandais) 
2. Distribution fréquentielle caractérisée par un seul type AS à token frequency 
extrêmement élevée (= plutôt le cas du français) 
s’observent également à l’aide des deux graphiques suivants, qui représentent les 
distributions fréquentielles des types AS adjectivaux pour les deux langues. De nouveau, 
on constate que les semi-copules néerlandaises vallen et gaan descendent vers le niveau 
hapaxique seulement après le rang 10 (~ scénario 1), alors que la distribution fréquentielle 
des semi-copules françaises virer et tomber est caractérisée par une baisse plus rapide, 
atteignant le niveau hapaxique déjà vers le rang 5 (~ scénario 2). En outre, les distributions 
fréquentielles des semi-copules françaises virer et tomber contiennent un type AS à token 
frequency extrêmement élevée qui devance de loin le type AS occupant le deuxième rang : 
on s’attend donc à une valeur diff_r1_r2 élevée. Comme auparavant, ce type AS à token 
frequency extrêmement élevée (en particulier dans le cas de tomber) dépasse en général 
les token frequencies les plus élevées qu’on trouve pour les semi-copules néerlandaises. 
 
                                                     
890 Comme c’était également le cas lors de l’ACP des semi-copules dans la section 15.2.1. 
891 Passer inaperçu domine largement ce domaine, qui contient peu d’autres types AS.  
892 Il s’agit à chaque fois des 142 premiers tokens adjectivaux de l’échantillon originel : les tokens adjectivaux n’ont 
pas été randomisés au préalable.  
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Figure 114 Type-frequency List – AS adjectivaux français 
 
 
Figure 115 Type-frequency List – AS adjectivaux néerlandais 
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Ensuite, nous vérifions si ces conclusions se confirment à l’aide de l’ACP. Voici la carte 
des variables (variables factor map) qui visualise les différentes mesures de productivité (/ 
d’anti-productivité). Le peu de types AS recensés pour le verbe tomber nous a amené, d’une 
part, à redéfinir la mesure diff_r1_r2_norm893 et d’autre part, à omettre les mesures 
moyenne_sommet(10) et diff_max_moyenne(10) pour cet exercice particulier.  
 
Figure 116 La carte des variables (ACP, AS adjectivaux, semi-copules) 
 
Les deux premières dimensions de l’ACP totalisent ensemble 93,47 % (68,81 % + 24,66 
%) de la variation présente dans les données. En gros, les mêmes tendances que nous 
avons détectées dans l’ACP des verbes semi-copules, toutes catégories 
morphosyntaxiques confondues (section 15.2.1), se dessinent à nouveau. Ce qui est 
essentiel, c’est que l’opposition entre moyenne_sommet(5) et les mesures de productivité 
‘classiques’ (type_freq et hapax_freq) est maintenue et est représentée dans la première 
dimension de l’ACP, tandis que les mesures diff_r1_r2 / diff_r1_r2_norm semblent de 
 
                                                     
893 Diff_r1_r2_norm tient seulement compte des cinq premiers rangs, au lieu des dix premiers rangs. 
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nouveau moins opposées aux type_freq / hapax_freq ou même en corrélation positive 
(diff_r1_r2 * type_freq [-0.29], diff_r1_r2 * hapax_freq [-0.18], diff_r1_r2_norm * type_freq [0.78], 
diff_r1_r2_norm * hapax_freq [0.85]) avec ces mêmes mesures de productivité ‘classiques’. 
Jusque-là, rien de nouveau sous le soleil.  
Or, trois changements s’opèrent en comparaison avec l’ACP sous 15.2.1 :  
1. A la différence de l’ACP précédente, les mesures OR_hapax / RR_hapax / 
hapax_type_ratio corrèlent plus avec la première dimension de cette ACP que 
type_freq et hapax_freq, même si la différence est minime. Cf. le Tableau 169 suivant, 
qui résume les corrélations (significatives) avec la première dimension de l’ACP. 
 
Tableau 169 Corrélations (significatives) avec la première dimension de l’ACP (semi-copules) 
mesures corrélation valeur p 
OR 0.98 < 0.01 
RR 0.97 < 0.01 
type_freq 0.95 < 0.05 
hapax_type_ratio 0.94 < 0.05 
hapax_freq 0.90 < 0.05 
moyenne_sommet(5) -0.99 < 0.01 
 
Les corrélations négatives entre OR_hapax / RR_hapax / hapax_type_ratio et 
moyenne_sommet(5) (respectivement -0.95, -0.93 et -0.89) sont comparables à celles 
qu’entretient cette dernière avec type_freq et hapax_freq (respectivement -0.96 et -
0.90). Rappelons que nous avons relevé précédemment que l’hapax_type_ratio est 
moins sensible à la token frequency que type_freq ou hapax_freq. L’hapax_type_ratio 
peut être relativement élevé, malgré une type_freq et une hapax_freq plus basses, 
car il lui est plus facile de faire abstraction de quelques types à token frequency 
élevée. Ainsi, l’hapax_type_ratio parvient parfois à mieuw reconnaître un domaine 
de productivité, qui serait obnubilé dans les diagnostics type_freq et hapax_freq en 
raison de la token frequency dans un autre domaine de productivité. Ici, cette 
dissonance entre hapax_type_ratio et type_freq / hapax_freq vis-à-vis de la première 
dimension de l’ACP semble absente. Vraisemblablement, l’AS adjectival de chaque 
micro-construction ne contient aucun sous-ensemble d’un degré de productivité 
radicalement différent du reste du domaine AS, comme nous l’avions trouvé pour 
tomber (AS adjectivaux vs AS prépositionnels) à l’aide du diagnostic de 
l’hapax_type_ratio. De cette façon, l’AS adjectival se présente comme étant plus 
homogène. 
 
2. Les vecteurs de diff_r1_r2 (~ token_freq_max et moyenne_diff(r1-r5)) et diff_r1_r2_norm 
se regroupent moins, vu que ces mesures entretiennent une corrélation moins 
positive dans cette ACP (diff_r1_r2 * diff_r1_r2_norm [0.36]). Les deux mesures se 
retrouvent séparées des deux côtés du premier axe [anti-productivité vs 
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productivité], indiquant une corrélation de nature différente (négatif : -0.57 vs 
positif : 0.55) avec cette première composante principale de l’ACP. Cela s’explique 
par le fait que la mesure diff_r1_r2 s’associe surtout à tomber894, qui a une type_freq 
/ hapax_freq basse (respectivement 6 et 1), tandis que diff_r1_r2_norm s’associe 
surtout à virer895, doté d’une type_freq / hapax_freq assez élevée (respectivement 72 
et 54). Toutefois, ces corrélations avec la première dimension ne sont pas 
significatives, cf. l’absence de ces deux mesures dans le Tableau 169 ci-dessus. 
Remarquons que diff_r1_r2 et diff_r1_r2_norm s’orientent dans la même direction au 
long de la deuxième dimension de l’ACP, avec laquelle elles entrent en corrélation 
positive non significative (dans les deux cas : 0.79, p = 0.11). 
 
3. Le dis_type_ratio n’entre plus en corrélation négative avec diff_r1_r2 / 
diff_r1_r2_norm (dis_type_ratio * diff_r1_r2 [0.46], dis_type_ratio * diff_r1_r2_norm 
[0.54]). Par le passé, nous avions déjà relevé que cette mesure semble extrêmement 
capricieuse, nécessitant souvent une explication ad hoc. Nous n’approfondirons 
plus la question ici. 
En somme, nous constatons que, parmi les semi-copules françaises (à l’exception de 
tourner), seul le verbe virer a une moyenne_sommet(5) relativement basse (11.6) et une 
diff_r1_r2 / diff_r1_r2_norm relativement élevée (22 / 11), par rapport à gaan et vallen. Ainsi, 
le cas de virer pourrait être rangé du côté du scénario 2. Tomber (tout comme passer, pas 
inclus dans l’ACP) semble suivre le scénario 3 : malgré une valeur diff_r1_r2 très élevée 
(42), la type_freq et l’hapax_freq de tomber AS adjectival sont les plus basses de toutes les 
semi-copules (respectivement 6 et 1). Cette contradiction apparente s’explique par la 
valeur moyenne_sommet(5) très élevée obtenue par tomber AS adjectival : ainsi, tomber joint 
une moyenne_sommet(5) élevée à une diff_r1_r2 / diff_r1_r2_norm élevée. De nouveau, il 
s’avère que la moyenne_sommet(5) peut aisément prendre le dessus sur diff_r1_r2 / 
diff_r1_r2_norm, qui est moins néfaste pour la productivité ‘classique’. Du côté des verbes 
néerlandais, vallen896 et gaan sont des représentants prototypiques du scénario 1 : ils sont 
caractérisés par des valeurs moyenne_sommet(5) élevées (respectivement 20.8 et 17.2) et 
des valeurs diff_r1_r2 / diff_r1_r2_norm basses (respectivement 2/0.4 et 2/0.7), ce qui se 
traduit par une  type_freq et une hapax_freq relativement basses (respectivement 18/7 et 
29/14). Les semi-copules néerlandaises (à part raken) sont donc toujours dotées d’une 
 
                                                     
894 Tomber obtient un score très élevé pour diff_r1_r2, à savoir 42, alors que sa valeur diff_r1_r2_norm est moins 
impressionnante (4,3). Apparemment, la différence entre le premier rang et le deuxième rang, bien que très 
grande de façon absolue, n’est pas très saillante par rapport aux différences entre les rangs qui suivent. 
895 Virer obtient un score très élevé pour diff_r1_r2_norm, à savoir 11, alors que sa valeur diff_r1_r2 est relativement 
moins élevée (22). 
896 Vallen ne fait donc plus partie du scénario 3 ‘intermédiaire’. 
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multiplicité de types AS à token frequency élevée. En conclusion, le scénario 2, caractérisé 
par un pic très élevé, est toujours plus productif que le scénario 1, mais, parmi les semi-
copules françaises, il ne reste plus que virer qui représente ce deuxième scénario. 
Ensuite, il convient de s’appesantir un instant sur raken, un verbe jugé trop semblable 
aux copules prototypiques dans l’ACP sous 15.2.1 pour qu’il puisse être décrit de façon 
efficace par les mesures de productivité liées à la token frequency. Dans le cas présent, où 
la distribution fréquentielle s’avère être moins égale, raken se caractérise par une 
moyenne_sommet(5) relativement basse (6) et des valeurs diff_r1_r2 / diff_r1_r2_norm 
relativement élevées, surtout dans le cas de  diff_r1_r2_norm (respectivement 5 et 7.5). 
Ainsi, raken et virer peuvent être regroupés ensemble en raison de leur profil similaire, 
comme il ressort aussi de la carte des individus (individuals factor map) suivant : 
 
Figure 117 La carte des individus (ACP, AS adjectivaux, semi-copules) 
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Virer et raken se trouvent sur ce graphique proches l’un de l’autre et semblent former 
un sous-ensemble distinct (~ plus ou moins scénario 2897), ainsi que vallen et gaan (~ 
scénario 1). Il s’ensuit que la frontière ‘contrastive’ entre le néerlandais et le français, 
tracée à l’aide de la mesure diff_r1_r2_norm, semble être un peu moins étanche après cette 
analyse supplémentaire : raken rejoint ici virer. Cela suggère que le clivage contrastif n’est 
plus respecté dans le domaine AS adjectival. Or, les scénarios distingués précédemment 
sont toujours d’application au niveau des verbes individuels. Enfin, tomber reste 
clairement un cas isolé (~ scénario 3). 
En conclusion, l’ACP limitée aux seuls AS adjectivaux a révélé la même opposition entre 
productivité (hapax_type_ratio, type_freq, hapax_freq) et anti-productivité 
(moyenne_sommet(5)) que nous avons déjà rencontrée dans les sections préalables. Ce 
résultat semble donc très robuste et confirme les ACP précédentes, toutes catégories 
morphosyntaxiques confondues. 
15.2.2.3 ACP des AS prépositionnels (semi-copules) 
Après l’analyse des AS adjectivaux, nous passons à l’analyse des AS prépositionnels, en 
nous limitant de nouveau aux seules semi-copules (à l’exception de tourner). Cette fois-ci, 
passer figure parmi les semi-copules analysées : dans le domaine prépositionnel, sa 
distribution fréquentielle est pourvue d’assez de types AS pour que les mesures de 
productivité liées à la token frequency puissent s’y appliquer. En ce qui concerne 
l’échantillonnage, nous adoptons la même procédure que dans le cas des AS adjectivaux. 
Ainsi, nous aboutissons pour chaque semi-copule à un échantillon réduit de 115 
tokens prépositionnels, un nombre qui équivaut au nombre de tokens prépositionnels dans 
l’échantillon complet de raken. Cette taille d’échantillon n’est pas très grande, si bien que 
les résultats présentés dans cette section sont à interpréter avec précaution.  
De façon exploratoire, nous parcourons d’abord les Type-Frequency Lists des exemples 
semi-copulatifs à AS prépositionnel néerlandais et français.  
 
 
 
                                                     
897 Même si, strictement parlant, le type AS le plus fréquent de raken n’est pas extrêmement fréquent d’un point 
de vue absolu. Cf. aussi les vecteurs de diff_r1_r2_norm et token_freq_max qui ne s’orientent pas dans la même 
direction sur la carte des variables (variables factor map), contrairement à diff_r1_r2 et token_freq_max. 
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Figure 118 Type-frequency List – AS prépositionnels français 
 
Figure 119 Type-frequency List – AS prépositionnels néerlandais 
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A première vue, la tendance se confirme de nouveau que les verbes français semblent 
en général descendre un peu plus vite vers le niveau (quasi) hapaxique, mais, cette fois-
ci, la différence entre le français et le néerlandais est plus ténue. Parmi les semi-copules 
françaises, nous trouvons un type AS à token frequency extrêmement élevée, à savoir (virer) 
en tête. Par contre, les distributions fréquentielles des autres semi-copules françaises 
passer et tomber ne contiennent pas de type AS à token frequency élevée dépassant 
largement les token frequencies les plus élevées mesurées pour les semi-copules 
néerlandaises. 
Remarquons ensuite que les semi-copules néerlandaises raken et komen se rejoignent 
en matière de token_freq_max, contrairement à leurs congénères gaan et vallen, qui ont des 
valeurs plus élevées pour cette mesure. Etant donné que nous avons considéré raken 
comme une semi-copule très proche du statut de copule prototypique, du moins en ce qui 
concerne la distribution quasi égale de sa Type-Frequency List, il est un peu surprenant de 
constater que komen adopte un profil fréquentiel comparable à celui de raken dans le 
domaine prépositionnel : on s’attendrait à plus de conventionnalisation pour komen. Une 
explication possible est que komen dispose de plus de types AS à token frequency élevée plus 
ou moins comparable, de sorte qu’une taille d’échantillon plus grande est nécessaire pour 
faire émerger au grand jour toute la conventionnalisation qui caractérise la distribution 
fréquentielle de komen (à l’instar de ce que nous avons établi pour raken dans la section 
3.1.4). Le fait que komen dispose d’énormément de tokens prépositionnels dans 
l’échantillon complet (321 tokens sur un total de 400 tokens) indique déjà que le domaine 
AS prépositionnel est très important pour komen.   
Nous entrons maintenant dans le vif du sujet à l’aide de la carte des variables (variables 
factor map), qui permet de positionner les mesures de productivité les unes vis-à-vis des 
autres.  
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Figure 120 La carte des variables (ACP, AS prépositionnels, semi-copules) 
 
Les deux premières dimensions de l’ACP totalisent ensemble 85,35 % (53,97 % + 31,38 %) 
de la variation présente dans les données, ce qui est un chiffre quelque peu moins élevé 
que celui obtenu pour les autres ACPs précédentes. Globalement, les mêmes tendances 
importantes concernant les mesures d’anti-productivité s’observent :  
1. Les mesures moyenne_sommet(5/10) entrent clairement en corrélation négative 
avec les mesures de productivité ‘classiques’, en particulier avec la type_freq 
(moyenne_sommet(10) * type_freq [-0.98], moyenne_sommet(10) * hapax_freq [-0.88]). 
Dans la même veine, nous observons sur la carte des variables (variables factor map) 
que les flèches des mesures type_freq/hapax_freq et moyenne_sommet(5/10) 
s’opposent. Or, l’hapax_type_ratio corrèle relativement peu avec les mesures 
moyenne_sommet(5/10) (hapax_type_ratio * moyenne_sommet(5) [-0.14], 
hapax_type_ratio * moyenne_sommet(10) [-0.32]) et semble de nouveau moins affecté 
par les phénomènes de conventionnalisation que type_freq / hapax_freq.  
 726 
Accessoirement, notons aussi que type_freq / hapax_freq et hapax_type_ratio ne 
convergent pas tout à fait, ce qui est sans doute dû à des cas comme virer, qui, en 
dépit d’une type_freq / hapax_freq moyenne (respectivement 39 et 36), dispose d’un 
hapax_type_ratio très élevé (0.92).898 Dans le domaine prépositionnel, il est donc 
possible de développer beaucoup de productivité au niveau de l’hapax_type_ratio, 
malgré un type AS à token frequency très élevée qui s’accapare de la plupart des 
tokens, laissant seulement un créneau de tokens restants très réduit où la 
productivité peut prospérer. Vu que type_freq/hapax_freq et hapax_type_ratio 
convergent plus dans le domaine adjectival, nous pourrions en conclure que ce 
phénomène ne se produit pas vraiment dans le cas des AS adjectivaux : il est moins 
probable pour un domaine adjectival caractérisé par une type_freq et une 
hapax_freq relativement basses de donner lieu à un hapax_type_ratio 
particulièrement élevé. 
 
2. Une fois de plus, la corrélation entre diff_r1_r2 / diff_r1_r2_norm et les mesures de 
productivité ‘classiques’ est en tout cas moins négative899 que la corrélation entre 
moyenne_sommet(5/10) et type_freq / hapax_freq (diff_r1_r2 * type_freq [-0.38],  
diff_r1_r2 * hapax_freq [-0.11], diff_r1_r2_norm * type_freq [0.34], diff_r1_r2_norm * 
hapax_freq [0.56]), ce qui semble corroborer l’hypothèse de l’influence moins 
négative d’une diff_r1_r2/diff_r1_r2_norm élevée sur les indicateurs de productivité 
principaux (type_freq et hapax_freq). Cette hypothèse ne se voit donc pas infirmée 
suite à l’ACP par catégorie de l’AS. 
Toutefois, la corrélation négative très forte entre moyenne_sommet(10) et type_freq ne 
semble pas correspondre à une dimension de variabilité primordiale, reconnue par l’ACP, 
contrairement à ce qu’on avait constaté sous 15.2.1 et 15.2.2.2. En effet, le Tableau 170 et 
le Tableau 171, contenant les corrélations (significatives) avec les deux premières 
dimensions de l’ACP, ne voient pas émerger l’opposition attendue entre 
moyenne_sommet(10) et type_freq : apparemment, d’autres axes de variation sont encore 
plus pertinents pour capter la variation présente dans nos données prépositionnelles. 
 
 
 
 
 
 
                                                     
898 Etant donné que virer dispose à la fois d’une diff_r1_r2_norm élevée et d’un hapax_type_ratio élevé, ces deux 
mesures s’orientent dans le même sens pour l’ACP. 
899 La corrélation est même positive dans le cas de diff_r1_r2_norm. 
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Tableau 170 Corrélations (significatives) avec la première dimension de l’ACP (semi-copules) 
mesures corrélation valeur p 
token_freq_max 0.99 < 0.001 
moyenne_diff(r1-r5) 0.99 < 0.001 
diff_max_moyenne(10) 0.99 < 0.001 
diff_r1_r2 0.93 < 0.01 
moyenne_sommet(5) 0.86 < 0.05 
dis_legomena_freq -0.88 < 0.01 
 
La mesure token_freq_max, qui se regroupe, comme d’habitude, avec moyenne_diff(r1-r5), 
diff_max_moyenne(10) et, finalement, diff_r1_r2, semble incarner le plus la principale 
dimension de variabilité dans ces données prépositionnelles900. En outre, la mesure 
dis_legomena_freq corrèle de façon négative avec la première dimension de l’ACP (cf. aussi 
la corrélation négative entre token_freq_max * dis_legomena_freq [-0.84]). Si un type AS à 
token frequency extrêmement élevée, qui devance de loin le deuxième rang de la Type-
Frequency List, est en jeu (dans le domaine AS prépositionnel), le taux de types AS dis 
legomena semble touché plus que celui des types AS hapaxiques901. Cf. le cas de virer, qui 
joint une type_freq/hapax_freq moyenne à une dis_legomena_freq extrêmement basse. 
Probablement, la présence d’un seul type AS extrêmement fréquent s’accapare déjà de 
tellement de tokens au sein de l’échantillon que l’espace restant réservé à la partie 
hapaxique est trop petit pour que beaucoup de types AS hapaxiques puissent accumuler 
des tokens au-delà du niveau hapaxique902. 
 
Tableau 171 Corrélations (significatives) avec la deuxième dimension de l’ACP (semi-copules) 
Mesures corrélation valeur p 
hapax_freq 0.87 < 0.05 
hapax_type_ratio 0.87 < 0.05 
diff_r1_r2_norm 0.79 < 0.05 
 
Le fait que diff_r1_r2_norm est dans ce Tableau 171 accompagné des mesures de 
productivité ‘classiques’ hapax_freq et hapax_type_ratio, également en corrélation positive 
 
                                                     
900 L’apparition de moyenne_sommet(5) dans le Tableau 170 (corrélation positive avec la première dimension de 
l’ACP), mais non pas moyenne_sommet(10), semble indiquer que l’influence d’un premier rang à token frequency 
extrêmement élevée sur la moyenne des premiers rangs s’efface déjà plus si on tient compte des dix premiers 
rangs (token_freq_max * moyenne_sommet(10) [0.73]), au lieu des cinq premiers rangs (token_freq_max * 
moyenne_sommet(5) [0.86]). 
901 Remarquons que nous avions également constaté une corrélation négative assez forte entre dis_legomena_freq 
et moyenne_sommet(10) pour l’ACP sous 15.2.1 [-0.98]. 
902 Ajoutons que komen et raken partagent le même chiffre élevé (11) pour la mesure dis_legomena_freq. En outre, 
ils obtiennent également des valeurs élevées pour la mesure dis_type_ratio (komen [0.24], raken [0.18]). Il s’agit de 
deux verbes que nous pouvons soupçonner d’avoir besoin d’une taille d’échantillon plus grande pour faire 
émerger toute la conventionnalisation contenue dans leurs distributions fréquentielles. 
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avec la deuxième dimension de l’ACP, semble suggérer que diff_r1_r2_norm est mieux 
qualifiée que diff_r1_r2 pour démontrer un effet éventuellement bénéfique d’un écart 
assez important entre le premier rang et le deuxième rang. De toute façon, diff_r1_r2 et 
diff_r1_r2_norm ne se retrouvent pas au sein du même tableau, ce qui indique clairement 
que ces deux mesures donnent lieu à des résultats divergents (malgré une corrélation 
légèrement positive entre diff_r1_r2 et diff_r1_r2_norm : [0.66]). Les différences 
importantes entre diff_r1_r2 et diff_r1_r2_norm ressortent aussi du Tableau 172 suivant : 
 
Tableau 172 Quelques mesures clés pour le domaine AS prépositionnel 
VERBE type_freq hapax_freq moyenne_som
met(10) 
diff_r1_r2 diff_r1_r2_norm 
GAAN 35 21 8.5 11 5.87 
KOMEN 45 26 7.1 2 1.60 
PASSER 81 66 3.9 10 40.00 
RAKEN 60 38 5.2 4 5.33 
TOMBER 62 48 5.9 2 1.45 
VALLEN 24 13 10 18 6.26 
VIRER 39 36 8.6 53 38.55 
 
Cf. p. ex. passer, qui est propulsé en tête du peloton pour la mesure diff_r1_r2_norm, alors 
que sa diff_r1_r2 est plutôt moyenne. Inversement, les valeurs diff_r1_r2 des verbes gaan et 
vallen pèsent moins lourd sous la forme de diff_r1_r2_norm. 
Ensuite, nous reproduisons ci-dessous la carte des individus (individuals factor map), 
dans l’ordre d’exposition entre-temps familier au lecteur.  
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Figure 121 La carte des individus (ACP, AS prépositionnels, semi-copules) 
 
Ce qui saute immédiatement aux yeux, c’est que virer constitue un outlier important sur 
le premier axe de l’ACP. En outre, virer est le seul verbe qui apparaît dans ce premier 
quadrant du graphique. Cette position isolée s’explique en grande partie par le fait que 
virer dispose à la fois d’un type AS à token frequency très élevée903 (~ token_freq_max, cf. la 
première dimension de l’ACP), ce qui va ici de pair avec une valeur diff_r1_r2 élevée, et 
d’un hapax_type_ratio très élevé (cf. la deuxième dimension de l’ACP) : cette combinaison 
s’avère donc peu usuelle dans le domaine AS prépositionnel. Passer se situe à l’opposé de 
virer sur ce graphique, principalement en raison de ses valeurs token_freq_max et diff_r1_r2 
plus basses (par rapport à virer), mais n’oublions pas que son score obtenu pour 
diff_r1_r2_norm est comparable à celui de virer. A cela s’ajoute que les scores absolus de 
passer pour type_freq / hapax_freq sont supérieurs à ceux de virer, cf. le Tableau 173 qui 
compare passer et virer en vue des mesures citées ci-dessus : 
 
 
                                                     
903 Virer en tête. 
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Tableau 173 Quelques mesures de productivité clés pour le domaine AS prépositionnel de 
passer et virer 
VERBE type_freq hapax_freq hapax_type_
ratio 
token_freq_
max 
diff_r1_r2 diff_r1_r2_
norm 
PASSER 81 66 0.81 14 10 40.00 
VIRER 39 36 0.92 65 53 38.55 
 
De l’autre côté du graphique, les verbes passer, raken, tomber et komen se positionnent 
de façon similaire par rapport au premier axe, principalement en conséquence de leurs 
scores semblables pour la mesure token_freq_max904. En même temps, ces verbes se 
distinguent par rapport au deuxième dimension de l’ACP, avec des valeurs différentes 
pour hapax_freq, hapax_type_ratio et diff_r1_r2_norm : 
 
Tableau 174 Quelques mesures de productivité clés pour le domaine AS prépositionnel de 
passer, raken, tomber et komen 
VERBE type_freq hapax_freq hapax_type_ratio diff_r1_r2_norm 
KOMEN 45 26 0.58 1.60 
PASSER 81 66 0.81 40.00 
RAKEN 60 38 0.63 5.33 
TOMBER 62 48 0.77 1.45 
 
Entre ces deux extrémités se trouvent gaan et vallen, avec des valeurs intermédiaires 
pour token_freq_max (respectivement 29 et 43)905. Ils différent également vis-à-vis de la 
deuxième dimension de l’ACP, surtout en ce qui concerne leur hapax_freq, cf. ce 
Tableau 175 : 
 
Tableau 175 Quelques mesures de productivité clés pour le domaine AS prépositionnel de gaan 
et vallen 
VERBE type_freq hapax_freq hapax_type_ratio diff_r1_r2_norm 
GAAN 35 21 0.60 5.87 
VALLEN 24 13 0.54 6.26 
 
En somme, l’examen du profil de chaque verbe par rapport à l’ACP des SPrép. nous 
amène à établir plusieurs conclusions :  
 
                                                     
904 Les types AS les plus fréquents sont ici, par verbe, (passer) en mode X, in paniek (raken), (tomber) en panne et aan 
de orde (komen). 
905 Les types AS les plus fréquents sont ici, par verbe, aan de slag (gaan) et in de smaak (vallen). 
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1) Pour une valeur token_freq_max donnée (assez basse), nous pouvons obtenir des 
résultats de productivité assez différents, cf. le groupe passer, raken, tomber et 
komen906.  
2) En outre, nous constatons que, plus la valeur token_freq_max augmente, plus les 
indicateurs de productivité (hapax_freq, hapax_type_ratio) pour le verbe en 
question semblent décroître. Cf. le groupe gaan et vallen. Cela est en accord avec 
l’hypothèse qui dit que la token frequency est au détriment de la productivité.   
3) Virer se présente comme une exception à la conclusion (2) : malgré  une valeur 
token_freq_max très élevée, virer AS prépositionnel reste relativement productif 
(cf. hapax_freq et surtout hapax_type_ratio). Ceci souligne une fois de plus le 
rapport extrêmement compliqué entre token frequency et productivité. Ce résultat 
inattendu pour virer peut être mis en rapport avec les critères d’inclusion, qui ont 
parfois mené à l’inclusion de constructions quasi indirectes. Ainsi, beaucoup 
d’exemples hapaxiques sont très proches de la construction indirecte, cf. virer 
dans le graveleux, virer dans le sentimentalisme, virer au rouge etc. A cela s’ajoutent 
les types AS en en qui y contribuent également, cf. virer en crise.  
Enfin, pouvons-nous reconnaître les mêmes trois scénarios que nous avons distingués 
dans les section précédentes, cette fois-ci pour le domaine AS prépositionnel ?  
1. Parmi les semi-copules néerlandaises, seul le verbe komen combine une 
moyenne_sommet(10) relativement élevée (7.1) avec une  diff_r1_r2 / 
diff_r1_r2_norm relativement basse (2.0 / 1.6). Comme prédit par le scénario 
1, sa productivité en termes de type_freq / hapax_freq est relativement 
mauvaise (45 / 26). 
2. Parmi les semi-copules françaises (à l’exception de tourner), seul le verbe passer 
combine une moyenne_sommet(10) relativement basse (3.9) avec une diff_r1_r2 
/ diff_r1_r2_norm relativement élevée (10 / 40). Il est le verbe le plus productif 
en termes de type_freq / hapax_freq (81 / 66). De nouveau, le scénario 2 
‘prototypique’ semble plus productif que le scénario 1 (et le scénario 3, cf. 
infra).907 
3. Vallen combine une moyenne_sommet(10) relativement élevée (10) avec une 
diff_r1_r2 / diff_r1_r2_norm relativement élevée (18 / 6.3). Comme attendu 
suivant le scénario 3, sa productivité en termes de type_freq / hapax_freq est 
(très) mauvaise (24 / 13). 
 
                                                     
906 Evidemment, la mesure token_freq_max ne nous enseigne rien à propos du reste de la distribution 
fréquentielle. 
907 La performance en termes de type_freq / hapax_freq de passer est même meilleure que celle de tomber (62 / 48) 
et de raken (60 / 38), qui ont des valeurs assez basses à la fois pour moyenne_sommet(10) (respectivement 5.9 et 
5.2) et pour diff_r1_r2 / diff_r1_r2_norm (respectivement 2 / 1.5 et 4 / 5.3). 
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Notons que gaan et virer ont des chiffres moyenne_sommet(10) assez comparables 
(respectivement 8.5 et 8.6). Cette situation est très intéressante, étant donné que la 
différence de productivité entre ces deux verbes ne peut donc pas être due à une inégalité 
au niveau des tokens déjà accaparés par les types AS à token frequency élevée en tête de la 
Type-Frequency List. Il est difficile d’identifier avec exactitude la raison principale pour 
laquelle virer se montre plus productif que gaan, surtout en matière de hapax_freq (36 vs 
21) et d’hapax_type_ratio (0.92 vs 0.60). Par exemple, il n’est pas exclu que des raisons 
contrastives [français vs néerlandais] jouent un rôle important, compte tenu du fait que 
les critères d’inclusion semblent avoir mené à l’inclusion de plus de structures 
prépositionnelles hapaxiques, se rapprochant de la construction indirecte, en français 
qu’en néerlandais. A part ces considérations comparatives, force est de constater que gaan 
et virer diffèrent radicalement quant à leurs valeurs diff_r1_r2 (11 vs 53) et diff_r1_r2_norm  
(5,87 vs 38.55). De nouveau, nous constatons que le verbe qui obtient clairement le score 
le plus élevé pour  diff_r1_r2 / diff_r1_r2_norm, à savoir virer, s’en sort avec de meilleures 
statistiques de productivité. De cette façon, nous pouvons conclure que le profil même de 
la distribution fréquentielle, c’est-à-dire l’opposition entre une multiplicité de types AS à 
token frequency élevée et un seul type AS à token frequency extrêmement élevée, est 
susceptible d’avoir une influence sur les résultats de productivité. 
15.2.3 Productivité à l’intérieur des classes sémantiques (semi-copules) 
Après avoir examiné la productivité à l’intérieur des catégories de l’AS adjectival et 
l’AS prépositionnel, nous passons au sujet de la productivité telle qu’elle se manifeste à 
l’intérieur des classes sémantiques. Rappelons que les classes sémantiques ont 
uniquement été définies pour les semi-copules et que tous les types AS n’ont pas 
nécessairement pu être rattachés à une classe sémantique plus englobante.  
Cette section s’organise de la manière suivante. Dans la première partie, nous mettons 
en évidence les chevauchements multiples entre les semi-copules quant à leurs types AS 
et classes sémantiques partagés (cf. la section 15.2.3.1). Ainsi, il s’avérera que les semi-
copules n’opèrent pas en vase clos, mais qu’il existe, au contraire, beaucoup de passerelles 
entre les domaines AS des différentes semi-copules. Le fait que les semi-copules partagent 
un nombre non négligeable de types AS constitue un argument convaincant pour la 
nécessité de classes sémantiques qui s’appliquent de façon transversale à l’ensemble des 
semi-copules. Ainsi, il devient plus clair quels verbes recrutent leur AS dans les mêmes 
domaines sémantiques et, sur un plan général, quels types de classes sémantiques se 
combinent avec les semi-copules. Si deux verbes se combinent avec la/les même(s) 
classe(s) sémantique(s), cela implique un potentiel d’extension vers de nouveaux types AS, 
où un des deux peut s’incruster dans le domaine de l’autre (et vice versa), ainsi affectant 
la productivité.   
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En outre, cette approche transversale permet de construire des classes sémantiques 
qui transcendent d’autres clivages au sein du domaine AS, par exemple la frontière entre 
AS adjectival et AS prépositionnel, ou la frontière contrastive entre AS français et AS 
néerlandais, afin de mettre à nu toutes les connexions sémantiques dans le domaine AS 
(à un niveau très généralisant). En faisant abstraction de la frontière entre AS adjectival 
et AS prépositionnel, il est possible de reconnaître en synchronie certains liens entre les 
deux domaines morphosyntaxiques qui suggèrent une voie de copularisation [AS 
prépositionnel → AS adjectival] possible du point de vue diachronique (Sassen 1978).  
Dans un deuxième temps, nous nous pencherons sur le rapport entre la token frequency 
et la diversité des différentes classes sémantiques distinguées en matière de type_freq. 
Suivant Barðdal 2008, la présence de certaines combinaisons [verbe attributif + AS] 
conventionnalisées, dotées d’une token frequency élevée, est susceptible de favoriser la 
productivité de la micro-construction en question, car ces types AS à token frequency élevée 
sont supposés fonctionner comme des modèles analogiques qui attirent d’autres types AS 
sémantiquement proches, ainsi donnant lieu à des classes sémantiques plus larges 
(construites autour d’un item central). Nous distinguerons entre la token frequency des 
types AS individuels (cf. la section 15.2.3.2) et la token frequency de la classe sémantique (= 
la somme des token frequencies de tous les types AS faisant partie de cette classe 
sémantique, cf. la section 15.2.3.3). Remarquons que nous examinerons les classes 
sémantiques à la fois au niveau des verbes individuels qu’au niveau du dataset complet 
(semi-copules néerlandaises + semi-copules françaises), cf. les classes transversales 
mentionnées ci-dessus. 
Enfin, l’interaction entre la catégorie de l’AS (AS adjectivaux et AS prépositionnels) et 
les classes sémantiques sera analysée (cf. la section 15.2.3.2). 
15.2.3.1 Chevauchement entre les semi-copules 
Dans cette section, nous étudions les chevauchements multiples entre, d’une part, les 
types AS (cf. la section 15.2.3.1.1) et, d’autre part, les classes sémantiques des différentes 
semi-copules (cf. la section 15.2.3.1.2). A chaque fois, nous étudierons également ce que 
cette zone de convergence représente en matière de token frequency (cf. les sections 
15.2.3.1.1.2 et 15.2.3.1.2.2). Enfin, nous terminerons avec une analyse de correspondances 
(AC) récapitulative, qui propose une visualisation à dimensionnalité réduite au niveau des 
types AS individuels et des classes sémantiques individuelles (cf. les sections 15.2.3.1.1.3 et 
15.2.3.1.2.3).  
15.2.3.1.1 Analyse des types AS partagés par (au moins) deux semi-copules 
Dans le but de mettre en lumière les zones de type AS - chevauchement entre les semi-
copules, nous nous limitons ici aux types AS partagés par au moins deux semi-copules. 
Ainsi, les types AS se combinant avec un seul verbe, du moins dans nos données, sont 
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exclus de cette analyse. Il va de soi que l’absence de certaines combinaisons dans nos 
données n’équivaut pas automatiquement à l’impossibilité de cette combinaison [verbe + 
AS] : l’analyse que nous développons ici se base uniquement sur les attestations de corpus, 
sans tenir compte de l’acceptabilité de certaines combinaisons non attestées. En d’autres 
mots, il y a sans doute beaucoup plus de types AS qui peuvent aspirer au statut de type AS 
partagé que ceux recensés dans notre étude.  
Enfin, remarquons encore que les types AS identifiés dans notre étude font abstraction 
de polysémie (ou d’homonymie)908. Par exemple, les types AS ne différencient pas entre op 
dans (1) et (2), signifiant ‘il n’y en a plus’, et op dans (3), indiquant une ‘localisation – état’ : 
(828) Ik heb wel een paar fijne topcoats gehad, maar die < gingen > of heel snel op, waren te 
duur, of werden helemaal stroperig. (SE) 
(829) Als de goede metalen op < raken >, kan er geen uitruil meer plaats vinden. (SE) 
(830) Ook wij zeggen: de zon < komt > op en de zon gaat onder. (SE) 
Cette problématique se pose surtout pour certaines particules (néerlandaises), les AS 
prépositionnels ne souffrent pas de ce problème. 
15.2.3.1.1.1 Convergence entre les types AS partagés 
Le graphique ci-dessous visualise le nombre de types AS différents que deux verbes ont en 
commun. Notons que le même type AS peut en principe apparaître dans l’intersection de 
plusieurs combinaisons de verbes.  
 
                                                     
908 Une problématique qui est également bien connue dans le cas d’une analyse collostructionnelle.  
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Figure 122 Nombre de types AS en commun 
 
Etant donné qu’une semi-copule compte en moyenne 124 types AS, le taux de 
chevauchement entre deux semi-copules (14 types AS, au maximum) est plutôt modeste 
d’un point de vue absolu. Nous constaterons plus loin que ces types AS représentent quand 
même une part non négligeable de la totalité des tokens AS de chaque semi-copule, cf. la 
section 15.2.3.1.1.1. Toujours est-il que nous pouvons comparer les combinaisons de 
verbes entre elles, afin de faire un bilan relatif du degré de chevauchement en matière de 
types AS.  
Il s’avère que tourner et virer figurent en tête du classement en tant que couple de 
verbes qui a le plus de types AS en commun (14). Ce lien étroit entre les deux quasi-
synonymes est assez prévisible, compte tenu de leur histoire partagée à travers les siècles, 
cf. Van Wettere et Lauwers 2017 pour une analyse diachronique détaillée. En outre, une 
étude synchronique plus exhaustive, Lauwers et Van Wettere 2018 a également mis en 
évidence les multiples correspondances entre les deux verbes. Après tourner et virer, le 
couple komen et raken partage 13 types AS et semble ainsi se distinguer, avec tourner / virer, 
du reste des combinaisons de verbes (un écart de 5 types AS sépare komen / raken du 
troisième couple gaan / komen).  
Le tableau suivant récapitule les types AS partagés par combinaison de verbes :  
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Tableau 176 Types AS partagés 
Combinaisons de 
verbes 
 
Types AS partagés 
TOURNER & VIRER 
 
SPrép. : "à_[…]_orage", "en_[…]_tête", "en_[…]_faveur",  "à_[…]_rouge", 
"à_[…]_gris"     
Adj. : "glauque", "parano(ïaque)", "bizarre", "bleu", "jaune", "fou", "rose"    
Autre : "couleur_X", "vinaigre"          
KOMEN & RAKEN 
 
SPrép. : "in_[…]_contact", "in_[…]_problemen", "in_[…]_slaap", 
"in_[…]_gesprek", "in_[…]_stroomversnelling", "in_[…]_war", 
"in_[…]_moeilijkheden", "op_[…]_achterstand"       
Quasi-adj. : "los", "uitgekeken", "op", "achter", "af" 
GAAN & KOMEN 
 
SPrép. : "in_[…]_gesprek", "aan_[…]_slag", "op_[…]_bezoek" 
Quasi-adj. : "los", "uit", "op", "af", "online" 
GAAN & VALLEN 
 
SPrép. : "uit_[…]_elkaar" 
Quasi-adj. : "dood", "open", "om", "uit", "dicht", "weg" 
GAAN & RAKEN 
 
SPrép. : "in_[…]_gesprek" 
Quasi-adj. : "los", "leeg", "op", "kapot", "af" 
RAKEN & VALLEN 
 
SPrép. : "in_[…]_staat", "buiten_[…]_bewustzijn", "uit_[…]_beeld",          
"in_[…]_slaap" 
Adj. : "bewusteloos" 
KOMEN & VALLEN 
 
SPrép. : "op_[…]_plaats", "in_[…]_slaap", "in_[…]_handen"    
Quasi-adj. : "vrij", "uit" 
TOMBER & VIRER 
 
SPrép. : "dans_[…]_pathos", "dans_[…]_facilité", "dans_[…]_ridicule", 
"en_[…]_cendre"    
PASSER & VIRER SPrép. : "en_[…]_position", "à_[…]_rouge", "en_[…]_tête",     "à_[…]_bleu" 
PASSER & TOMBER 
 
SPrép. : "sous_[…]_tutelle", "à_[…]_main", "sous_[…]_contrôle", 
"entre_[…]_main" 
PASSER & TOURNER SPrép. : "à_[…]_rouge", "en_[…]_tête" 
 
Globalement, le domaine AS du néerlandais semble plus ‘intégré’ (au total, 44 types AS 
partagés par deux semi-copules) que celui du français (au total, 22 types AS partagés par 
deux semi-copules, dont le couple tourner/virer est de loin le plus grand contributeur 
(14/22)). Peut-on en déduire que les semi-copules néerlandaises sont plus 
interchangeables entre elles que les semi-copules françaises ? A cela s’ajoute que les 
types AS partagés néerlandais comportent à la fois des AS prépositionnels et des AS (quasi) 
adjectivaux, notamment des particules, alors que les types AS partagés français se limitent 
le plus souvent aux seuls AS prépositionnels. Seul le couple français tourner et virer 
partage également des AS adjectivaux, en plus des AS prépositionnels partagés. On 
pourrait émettre l’hypothèse que la caractéristique typologique du néerlandais de 
disposer de particules AS favorise une intégration plus avancée du domaine attributif du 
néerlandais, où les semi-copules forment alors un paradigme plus inextricable. 
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L’inventaire des particules AS est assez limité et, qui plus est, cette catégorie de mots se 
combine également facilement avec d’autres verbes non désémantisés, afin de dénoter un 
état résultatif : cf. Hij vroor dood. / De vaas breekt kapot. / etc. Ces facteurs facilitent sans 
doute le partage que nous observons dans le tableau ci-dessus. 
Evidemment, les correspondances au niveau des types AS n’impliquent pas toujours 
que les verbes concernés sont dans chaque contexte tout à fait interchangeables. Dans les 
deux exemples suivants, tomber et virer semblent plus ou moins équivalents et on pourrait 
remplacer tomber par virer et vice versa :   
(831) La dernière page résume ce que je pense de l'épisode : on < tombe > dans le ridicule et 
l'ennui les plus profonds. (SE) 
(832) Même s'il est parfois de bon ton désormais de railler DIMMU BORGIR, qui opère ici un 
virage relativement marqué en appuyant sur l'accélérateur "sympho", il ne faudrait pas 
non plus < virer > dans le ridicule : "Progenies Of The Great Apocalypse" et tout est dit ! 
(SE) 
Néanmoins, certains éléments dans le co-texte, cf. l’adjectif profond pour l’exemple 
tomber909 et le substantif virage pour l’exemple virer, ont l’air d’orienter le choix du 
locuteur vers un des deux verbes. Ainsi, le choix du locuteur n’est pas entièrement 
arbitraire. De même, dans le cas des deux paires d’exemples suivantes, on constate que 
tomber constitue en quelque sorte l’alternative plus orientée vers le pôle détrimental, 
alors que virer et surtout passer semblent être plus appropriés dans des contextes plus 
neutres. 
(833) Lhôtel Les Albères repris par SGCR-Montpellier LHôtel Les Albères à Argelès-sur-Mer, 
dans les Pyrénées-Orientales, est < passé > sous le contrôle de SGCR, groupe Océanis 
Promotion. (SE) 
(834) Tous ces êtres se trouvant à l'intérieur de la zone du sort doivent réussir un test de RMys 
contre 140 sous peine de < tomber > sous le contrôle absolu du nécromancien. (SE) 
(835) Je < vire > en cendre et mes cendres vont dans la nature. Sa c'est la meilleurs mort pour 
moi, pas 6 pieds sous terre dans une cimetière avec les rats. (SE) 
(836) […], ses rêves < tombés > en cendres, […]. (SE)  
De nouveau, le choix du verbe ne semble pas se faire au hasard. Du côté du néerlandais, 
le comportement de komen nous semble parfois surprenant, vu que sa position AS autorise 
certains types AS qui nous paraissent un peu étranges d’après nos propre jugements 
d’acceptabilité. Il est probable que ces exemples de komen relèvent plutôt du néerlandais 
des Pays-Bas, car ces combinaisons [verbe + AS] apparaissent plutôt sur des sites avec 
l’extension « .nl ». De plus, il est bien connu que le flamand occidental (un des dialectes 
au sein de la Flandre) se caractérise par un emploi très étendu du verbe attributif komen, 
 
                                                     
909 La ‘profondeur’ (< profond) évoque l’idée d’un puits dans lequel on tombe. 
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ce qui influence sans doute le langage (plus) standardisé des locuteurs issus de cette 
région et fait prospérer cette semi-copule encore plus. Cf. aussi cet exemple particulier 
provenant d’un site belge :  
(837) Zo < komen > de rijken ook altijd rijker, dus waarom zou u van deze formule niet 
optimaal willen genieten ? (pensioensparenbelgie.be, SE)  
Voici deux séries d’exemples (types AS in slaap et uitgekeken), où komen se laisse assez 
facilement remplacer par les autres semi-copules qui se combinent avec le type AS en 
question. 
(838) Ik < raakte > vannacht maar niet in slaap. (SE) 
(839) < Val > je snel in slaap, dan is 20 minuten prima, als je lang doet over in slaap vallen kan 
25 minuten ook. (SE) 
(840) Het resultaat is enorm, als ze naar bed gaat kan ze welliswaar niet meteen in slaap < 
komen >, maar ze is een stuk rustiger in haar hoofd. (SE) 
 
(841) Ik < raak > niet uitgekeken ! (SE) 
(842) Er gebeurt eigenlijk niks, toch < kom > je niet uitgekeken. (SE) 
Or, cette quasi-équivalence sémantique est plus difficilement à maintenir pour le 
couple gaan et komen dans les exemples suivants (concernant les types aan de slag et in 
gesprek). Ici, gaan semble incarner la variante plus agentive (cf. aussi la section 5.3.4), 
indiquant un changement d’état initié par le sujet même, voire une action entreprise par 
le sujet, alors que les phrases comportant raken / komen présentent la situation par défaut 
comme un changement d’état affectant le sujet, sans qu’il y ait forcément question d’une 
action voulue et dirigée par le sujet910 : cet aspect reste sous-déterminé, mais peut être 
spécifié par le co-texte, ainsi ajustant l’interprétation par défaut que le sujet subit le 
changement d’état. Pour preuve, cf. l’opposition entre ??Ik ging toevallig in gesprek met 
enkele omstaanders. (Etrange, car gaan indique plutôt une action voulue de la part du sujet.) 
vs Ik raakte toevallig in gesprek met enkele omstaanders. (Ici, l’état in gesprek survient de façon 
inattendue, non préméditée.)911 
(843) VVD’er Bas Eenhoorn < gaat > op 1 januari, voor tenminste één jaar, aan de slag als 
waarnemend burgemeester in de gemeente Vlaardingen. (SE) 
 
                                                     
910 Cela ne veut évidemment pas dire que les copules non agentives seraient en général incompatibles avec une 
lecture plus agentive, provoquée par d’autres éléments dans le co-texte, cf. l’addition de willen dans l’exemple 
construit suivant : Ik wil rijk worden.  
911 Cf. de façon analogue pour komen : « Toen was ik namelijk op vakantie in Bosnië-Herzegovina (Bosnië), waar 
ik toevallig in gesprek kwam met de eerste vrouwelijke gynaecologe in Bosnië » (Google). 
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(844) SW-bedrijven ondersteunen mensen met een afstand tot de arbeidsmarkt om aan de slag 
te < komen >. (SE) 
 
(845) Zij < gaat > met deskundigen in gesprek over opleiden en vakmanschap. (SE) 
(846) Door het spel < raak > je als vanzelf met je spelpartner in gesprek over wezenlijke zaken 
en is er zoveel herkenning. (SE) 
(847) We zijn als corporatie op zoek naar nieuwe manieren om met onze bewoners in gesprek 
te < komen > over hun complex, hun buurt, hun wijk.912 (SE) 
Or, cela ne veut pas pour autant dire que komen ne peut pas être utilisé dans des 
expressions agentives, cf. p.ex. in opstand komen, là où l’alternative gaan n’existe pas (???in 
opstand gaan).  
Enfin, remarquons que l’exemple suivant, où komen semble également se substituer au 
verbe plus conventionnel (cf. l’expression plus conventionnelle zonder werk vallen, litt. 
‘tomber sans travail’), n’a pas été détecté par notre analyse automatisée, étant donné que 
la combinaison [verbe conventionnel vallen + AS] était absente de nos données. 
(848) Inwoners van de gemeente Stichtse Vecht die door de crisis zonder werk zijn < gekomen 
> kunnen hulp van de gemeente verwachten. (SE) 
En prenant en considération ces exemples, la semi-copule komen semble détenir le 
potentiel d’ élargir son nombre de types AS en s’incrustant sur les domaines attributifs des 
autres (semi-)copules, mais il faudrait pouvoir interroger les locuteurs qui utilisent komen 
pour savoir s’ils reconnaissent la variante avec komen comme la variante moins usuelle, 
en accord avec nos propres intuitions. En tout cas, ce qui est clair, c’est qu’il y a 
indéniablement des passerelles ‘lexicales’ au niveau de l’AS entre les différents verbes : 
les combinaisons [verbe + AS] sont très souvent une question de probabilités 
d’association, mais ne sont nullement absolues dans beaucoup de cas. 
15.2.3.1.1.2 Convergence entre les types AS partagés en matière de token frequency 
Après avoir passé au crible le degré de correspondance entre les semi-copules au niveau 
des types AS, regardons maintenant de plus près ce que ces types AS partagés représentent 
en matière de token frequency, afin d’avoir une meilleure idée de l’ampleur du phénomène. 
En d’autres mots, nous nous demandons si ces types AS partagés représentent un grand 
nombre de tokens au sein de chaque micro-construction à semi-copule. Le graphique ci-
dessous visualise, à chaque fois pour le sous-ensemble des types AS partagés par les deux 
verbes mentionnés (cf. l’axe Combinaison_Verbes), la proportion de  tokens que ce sous-
ensemble de types AS partagés représente au sein des tokens AS de chaque semi-copule (la 
barre à gauche correspond au premier verbe de la combinaison, la barre à droite 
 
                                                     
912 Il est possible que komen se rapproche ici plus de gaan. 
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correspond au deuxième verbe de la combinaison). Le calcul de ce pourcentage s’effectue 
donc au sein de l’échantillon de 400 tokens (ou moins, selon le cas) par verbe. Par exemple, 
en ce qui concerne les types AS partagés par gaan et komen, nous arrivons aux 
pourcentages suivants :  
• les types AS partagés par gaan et komen représentent ensemble 20 % des tokens AS de 
gaan. 
• les types AS partagés par gaan et komen représentent ensemble 6 % des tokens AS de 
komen. 
Etant donné que nous faisons ici l’amalgame des différents types AS partagés, il est clair 
qu’un seul type AS très fréquent (cf. p. ex. in slaap (vallen), (virer) en tête) est susceptible 
d’avoir un impact considérable sur l’image globale (par semi-copule). 
 
 
Figure 123 Types AS partagés par deux verbes : quel pourcentage de tokens au sein du dataset 
complet de chaque verbe ? 
 
Le graphique met en évidence que l’ensemble des types AS partagés entre deux semi-
copules peut représenter jusqu’à 40 % des tokens AS d’un verbe (cf. virer), ce qui montre 
que les correspondances entre les types AS des différents verbes sont loin d’être un 
phénomène anodin, cf. Lauwers et Van Wettere 2018. En même temps, le taux de 
tokens appartenant à des types AS partagés ne dépasse parfois même pas le seuil de 5 %, 
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montrant qu’il existe de grands écarts entre les pourcentages. Très souvent, un des deux 
verbes domine globalement (= en faisant abstraction de l’impact des types AS individuels) 
l’autre en matière de tokens, au sein du sous-ensemble des types AS partagés. La dominance 
de vallen s’explique en grande partie par le type AS in slaap, mais pas toujours, cf. gaan et 
vallen, qui n’ont pas in slaap en commun. Il en va de même pour virer en tête, qui, de par sa 
token frequency élevée du côté de virer, contribue énormément aux pourcentages élevés 
obtenus par virer (dans les combinaisons passer et virer + tourner et virer). Apparemment, 
même les combinaisons [verbe + AS] les plus fréquentes n’entravent pas pour autant la 
combinaison de cet AS avec d’autres semi-copules. 
A part les couples où un des deux domine l’autre, nous trouvons également des couples 
de verbes où les pourcentages de tokens AS sont plus ou moins en équilibre. par exemple 
gaan[6%] & raken[4%] ou komen[13%] & raken[8%] etc. Dans ce cas, les pourcentages sont 
relativement bas : si on obtenait pour ce cas de figure des pourcentages plus élevés, cela 
impliquerait qu’on a affaire à des micro-constructions quasi identiques, ce qui n’est 
évidemment pas ce que les données nous montrent. Le degré de chevauchement est assez 
élevé pour qu’on puisse parler d’un réseau de micro-constructions interconnectées, mais 
en même temps suffisamment bas pour que les micro-constructions conservent leur 
individualité. Remarquons finalement que, malgré le nombre élevé de types AS partagés 
par komen et raken, leurs pourcentages de tokens AS respectifs sont assez moyens. Il est 
difficile de dire ce qui pèse le plus lourd pour le locuteur lambda, la type frequency ou la 
token frequency, afin d’estimer la similarité entre deux micro-constructions. Il est possible 
que cette absence de types AS à token frequency élevée parmi les types AS partagés entre 
komen et raken soit en fait un avantage : si ni l’un ni l’autre s’impose au sein d’une 
combinaison conventionnalisée avec un type AS donné, les deux peuvent se rapprocher 
en égaux et commencer à alterner plus ou moins librement. Des recherches plus 
approfondies, diachroniques et psycholinguistiques, sont nécessaires pour éclaircir cette 
question. 
15.2.3.1.1.3 AC récapitulative 
Afin d’obtenir des visualisations récapitulatives de la distribution des types AS à travers 
les différents verbes, nous effectuons une analyse des correspondances simples (AC) à partir 
des deux variables [VERBE913 * ATTRIBUT_TETE], au sein du sous-ensemble des types AS 
partagés. Ce type d’analyse est également, à l’exemple de l’ACP, une technique de 
réduction aboutissant à de nouvelles dimensions synthétiques, cette fois-ci axé sur les 
données catégorielles (cf. Greenacre 2007 ; Levshina 2015, 367‑85).  
 
                                                     
913 Toutes les semi-copules font partie de l’analyse, y compris tourner. 
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Nous utiliserons dans la suite du texte un biplot symétrique914. Concrètement, les 
catégories de deux variables sont positionnées tout au long d’axes principaux, 
‘recomposés’, qui ne représentent qu’un certain pourcentage de l’association qui existe 
entre ces deux variables. A l’instar de ce que nous avons constaté pour l’ACP, les premiers 
axes représentent toujours les pourcentages les plus élevés. Les catégories des deux 
variables sont encodées dans deux couleurs différentes (bleu et rouge). Les distances 
entre les catégories de la même variable qui sont visualisées sur le graphique se basent 
essentiellement sur le khi-deux (Levshina 2015, 371). Ainsi, les catégories de la même 
variable qui sont très proches sur le graphique adoptent des proportions comparables 
pour les différentes catégories de l’autre variable. En outre, plus une catégorie se situe 
proche de l’origine de ce système d’axes, moins cette catégorie constitue une déviation 
par rapport à l’hypothèse d’indépendance (Greenacre 2007, 137). En d’autres mots, cette 
catégorie n’est guère sous- ou surreprésentée pour les différentes catégories de l’autre 
variable. Dans ce sens, on peut déduire des informations similaires de ce type de 
graphique que les informations fournies par les mosaic plots utilisés principalement dans 
la partie III. La raison pour laquelle nous employons ici l’AC, est que le nombre de 
catégories à visualiser est assez élevé : la capacité ‘synthétisante’ de l’AC donne lieu à un 
graphique plus lisible que le mosaic plot.   
Il importe de mentionner que la distance entre les catégories appartenant à deux 
variables différentes n’a (en principe) pas d’interprétation dans ce graphique. Par contre, 
il est possible d’interpréter l’opposition qui caractérise l’axe, pour ensuite interpréter le 
positionnement des catégories par rapport à cette dimension de variation (Levshina 2015, 
370‑71). Par exemple, si un axe définit clairement l’opposition entre deux verbes, car 
chacun se situe à une autre extrémité de l’axe, les catégories de l’autre variable qui 
prennent également des valeurs extrêmes pour cet axe, s’associent alors à un des deux 
verbes (selon l’extrémité où elles se positionnent). 
Pour les deux variables qui nous occupent ici, le biplot issu de cette analyse des 
correspondances simples (AC) nous permet de positionner les types AS partagés vis-à-vis 
d’axes principaux qui définissent certaines oppositions entre verbes ou groupes de 
verbes. Un type AS caractérisé par une valeur extrême pour un axe donné s’associe 
principalement à ce verbe ou à ce groupe de verbes qui obtient également une valeur 
extrême pour cet axe, malgré son statut ‘partagé’. En revanche, un type AS ayant plutôt 
une valeur non extrême pour cet axe, se situant entre deux groupes de verbes qui se 
trouvent aux extrémités de l’axe, n’est pas caractérisé par une telle association 
prononcée. Dans ce cas, on peut s’attendre à ce que les tokens de ce type se partagent de 
 
                                                     
914 Cela constitue l’option de représentation la plus répandue. Il est également possible d’utiliser un biplot 
asymétrique, où l’association entre les catégories appartenant à deux variables différentes est ‘plus directement’ 
interprétable. Etant donné que les résultats obtenus à l’aide de ce type de graphique ne sont pas très différents 
par rapport au biplot symétrique, nous ne le reproduisons pas ici. 
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façon plus équilibrée sur les verbes opposés au long de l’axe. Voici les deux biplots, le 
premier étant consacré aux types AS partagés français et le deuxième aux types AS 
partagés néerlandais : 
 
 
Figure 124 Types AS partagés français (AC) 
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Figure 125 Types AS partagés néerlandais (AC) 
 
L’AC explique respectivement 76,2 % (41,3 % + 34,9 %) et 86,5 % (54,2 % + 32,3 %) de la 
variation présente dans nos données : des modèles passables, mais pas extraordinaires 
non plus. Les différents axes de l’AC correspondent à des oppositions entre verbes : 
• biplot du néerlandais 
o première dimension = vallen vs raken et komen 
o deuxième dimension =  gaan vs vallen et komen 
• biplot du français 
o première dimension = virer vs passer et tomber 
o deuxième dimension =  tourner vs virer, tomber et passer 
A partir du ‘résumé’ fourni par l’AC, nous pouvons observer que certains types AS 
occupent un statut plutôt intermédiaire, cf. p. ex. dicht (‘fermé’), qui semble se combiner 
aussi facilement avec gaan qu’avec vallen. D’autres types AS sont distinctement associés à 
un verbe en particulier, p. ex. in slaap (‘endormi’), qui se combine avant tout avec vallen. 
Remarquons que certains de ces types AS distincts vont clairement ensemble d’un point 
de vue sémantique, cf. buiten bewustzijn – bewusteloos (‘sans connaissance’), in moeilijkheden 
– in de problemen (‘dans des difficultés’), entre les mains de X – aux mains de X, sous la tutelle 
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de X – sous le contrôle de X, les différentes couleurs etc. L’analyse en classes sémantiques 
comblera cette lacune dans la présente analyse. 
Si nous comparons l’analyse du néerlandais avec celle du français, la position plus 
isolée de tourner semble remarquable. Sur le graphique néerlandais, les différents verbes 
se positionnent plus ou moins en carré, suggérant que chaque verbe entretient des 
relations avec au moins deux autres verbes. Tourner entretient visiblement des relations 
avec virer, mais l’espace entre tourner et le couple passer – tomber est entièrement vide. 
Contrairement à tourner, le domaine AS de virer semble plus en interaction avec celui de 
passer et de tomber. La position plus intégrée de virer pourrait être liée au fait que l’emploi 
attributif de virer semble plus répandu dans l’usage que celui de tourner (Lauwers et Van 
Wettere 2018). Evidemment, l’échantillon de tourner est incomplet et est dominé par 
beaucoup d’occurrences du cas limite tourner autour de X ; un échantillon complet qui met 
le zoom sur les types AS plus prototypiques pourrait mettre en évidence plus de rapports 
entre tourner et passer / tomber. 
15.2.3.1.2 Analyse des classes sémantiques partagées par (au moins) deux semi-
copules 
A l’exemple de notre étude des correspondances entre les types AS se combinant avec les 
semi-copules, nous étudions dans cette section les combinaisons entre les semi-copules 
et les classes sémantiques attestées dans nos données, ainsi que les zones de 
chevauchement, où plusieurs semi-copules se combinent avec la même classe 
sémantique. Rappelons que tous les tokens AS n’ont pas pu être classifiés dans une classe 
sémantique plus englobante. Le Tableau 177 suivant donne un aperçu du nombre de 
tokens AS non classifiés, par semi-copule : 
 
Tableau 177 Nombre de tokens AS non classifiés, par semi-copule  
gaan komen passer raken tomber tourner vallen virer 
17 97 141 35 25 135 16 24 
 
La portion de tokens non classifiés varie parfois d’un verbe à l’autre. En particulier, 
passer, tourner et komen comptent relativement plus de tokens non classifiés que les autres 
verbes. Dans le cas de passer et de tourner, cela s’explique par deux types AS très fréquents 
qui n’ont pas pu être rattachés à d’autres types sémantiquement proches, respectivement 
passer inaperçu et [tourner autour de X]. En ce qui concerne komen, la situation est un peu 
plus complexe, avec plusieurs types AS non classables, principalement des cas 
prépositionnels comme in aanmerking komen (‘entrer en ligne de compte’) ou tot rust komen 
(‘s’apaiser’). 
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15.2.3.1.2.1 Convergence entre les classes sémantiques partagées 
Tout d’abord, nous nous penchons sur le nombre de classes sémantiques que chaque 
couple de verbes a en commun. Le graphique à barres suivant donne un aperçu des 
convergences entre les différentes semi-copules en matière de classes sémantiques 
partagées. A la différence du graphique décrivant le nombre de types AS communs, ce 
graphique compare également les verbes attributifs au-delà de la frontière linguistique 
entre le néerlandais et le français. Visiblement, les semi-copules semblent se combiner en 
partie avec les mêmes classes sémantiques, souvent orientées vers le pôle détrimental, 
même à travers les frontières linguistiques. Cela laisse supposer que la catégorie 
grammaticale des semi-copules ait une certaine validité à un niveau interlinguistique.  
 
 
Figure 126 Nombre de classes sémantiques en commun 
 
En ce qui concerne les combinaisons de verbes appartenant à la même langue, tomber 
& virer (légèrement devant tourner et virer, qui étaient le couple partageant le plus de 
types AS) et komen & raken (cf. le même résultat pour les types AS partagés) se trouvent en 
tête du classement. Du côté des couples mixtes, raken & tomber occupe la première 
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position et devance tomber & vallen, pourtant plus équivalents du point de vue 
sémantique. Voici le Tableau 178 qui fournit les classes sémantiques partagées pour les 
combinaisons de verbes les plus importantes : 
 
Tableau 178 Le top 9 des combinaisons de verbes avec le plus de classes sémantiques partagées 
Combinaisons de 
verbes 
 
Classes sémantiques partagées 
1)RAKEN & TOMBER "conversation+contact", "en_grâce", "émotion", "cassé", "état_générique", 
"en_usage", "contestation", "démodé", "grossesse", 
"situation_problématique", "émotion+attrait", "maladie", "oubli", "conviction-
idéologie", "accord", "sommeil", "avance-retard", "évanouissement", 
"mauvaise_qualité", "amour" 
2)TOMBER & VIRER "émotion", "cassé", "maladie", "faillite", "adj._nominalisé", "criminalité", 
"mauvaise_qualité", "émotion+pathos", "démodé", "type_humain", 
"absence_de_X", "ridicule+adj_nominalisé", "ridicule", "contestation", 
"situation_problématique", "type_humain_mauvais", "conviction-idéologie", 
"musique"      
3)KOMEN & RAKEN "situation_problématique", "contact", "action", "liberté", "haleine", "sommeil", 
"avance-retard", "contestation", "limites_image", "conversation+contact", 
"début_terminé", "danger", "action-borne_finale", "équilibre", 
"émotion+confusion", "floraison", "maladie"  
4)TOURNER & VIRER "(dés)avantageux", "temps", "en_tête",  "couleur", "maladie+folie", 
"émotion+peur-anxiété", "mauvaise_qualité", "étrange", "musique", "style", 
"type_humain_mauvais", "adj._nominalisé", "aboutissement_mauvais", "folie", 
"ressemblance" 
5)PASSER & VIRER "grade_supérieur", "ranking", "informatique", "couleur+faillite", 
"ressemblance", "conviction-idéologie", "en_tête", "contestation", "couleur", 
"type_humain", "criminalité", "adj._nominalisé", "émotion+peur-anxiété", 
"ridicule" 
6)GAAN & RAKEN "liberté", "conversation+contact", "début_terminé", "perdu", "accord", "sépara
tion", "sommeil", "action", "mauvaise_qualité", "vide_rempli", "cassé", "contes
tation", "prise_de_médicaments/drogue", "habitude" 
7)TOMBER & 
VALLEN 
"évanouissement", "émotion", "cassé", "maladie", "sommeil", "criminalité", "co
ntrôle", "mort", "possession", "absence_de_X", "état_générique", "situation_pr
oblématique", "en_grâce" 
8)PASSER & TOMBER "contrôle", "conviction-idéologie", "accord", "contestation", "oubli", "état_gén
érique", "possession", "type_humain", "avance-retard", "conversation+contact
", "criminalité", "adj._nominalisé", "ridicule"             
 
9)KOMEN & PASSER "médias", "ranking", "contrôle", "avec-sans_travail", "spatial", "possession", "a
vance-retard", "informatique", "contestation", "conversation+contact", "florais
on", "pouvoir", "mode" 
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Ce qui saute aux yeux, c’est que virer est présent dans les trois premières combinaisons 
françaises. En dépit de sa génèse assez tardive par rapport aux autres semi-copules 
françaises, virer semble se trouver ‘au milieu du lit’, entretenant des liens sémantiques 
assez étroits avec les autres semi-copules tomber, tourner et passer. Peut-être qu’il faudrait 
dire que c’est grâce à sa génèse plus tardive que virer a pu s’inspirer du paysage AS 
sémantique déjà existant, ce qui expliquerait ses zones de chevauchement avec toutes les 
autres semi-copules françaises.  
Examinons maintenant de plus près deux couples de verbes mixtes. En guise 
d’exemple, nous citons deux classes sémantiques auxquelles participent tomber et raken :  
 
en usage 
(849) Enfin, les distributeurs ont remis en vigueur une pratique datant de la grande dépression 
et < tombée > en désuétude avec le boom des cartes de crédit : le paiement en plusieurs 
fois ou "layaway". (SE) 
(850) De privaathuisjes < raakten > in de tachtiger jaren in onbruik en werden, om vandalisme 
te voorkomen, volgestort met aarde. (SE) 
contestation 
(851) Elke keer < raakt > u in strijd met uw medewerkers, uw baas of uw kinderen. (SE) 
(852) […] avec un monde sur le point de < tomber > dans une guerre mondiale. (SE) 
Nous formulons l’hypothèse que raken, en tant que semi-copule la plus avancée du 
néerlandais, se combine avec une grande quantité de classes sémantiques et, de ce fait, a 
plus de chances de compter parmi ses classes sémantiques des classes qui intersectent 
avec celles des autres semi-copules, même au-delà des frontières linguistiques. Ainsi, il 
n’est pas surprenant de découvrir que le couple mixte en tête du classement contient le 
verbe raken. L’autre moitié est tomber, une semi-copule se combinant peu avec les types 
humains (mauvais) (1 token) et les couleurs (0 tokens), contrairement à la seule semi-
copule française qui compte plus de classes sémantiques différentes que tomber, à savoir 
virer (dont 34 tokens « type_humain » et « type_humain_mauvais » et 50 tokens 
« couleur »), ce qui rapproche tomber sans doute plus de raken, qui refuse ce type de 
compléments (cf. *Hij raakte schurk. ; litt. ‘atteindre voyou’  / *Zijn gezicht raakte rood. ; litt. 
‘atteindre rouge’).   
 
Tableau 179 Nombre de classes sémantiques par semi-copule 
gaan komen passer raken tomber tourner vallen virer 
31 39 32 49 35 16 29 36 
 
Tournons-nous maintenant vers le couple tomber – vallen, le premier couple mixte dans 
la liste après tomber et raken. Ce résultat est beaucoup moins inattendu, vu que les deux 
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verbes expriment à la base le même type de mouvement. En guise d’illustration, voici 
deux classes sémantiques partagées par tomber et vallen : 
 
maladie 
(853) La plupart des gens qui sont < tombés > malades sont ceux des campements qui habitent 
la montagne. (SE) 
(854) […] wanneer iemand van het gezin onverwacht ziek < valt > […]. (SE) 
en_grâce 
(855) […] à peine l'entrepreneur avait il ré ouvert les chantiers de cette construction, que m 
de Lachapelle < tomba > en disgrâce et fur remplacé par M. Boucheporn (1787) , […] (SE) 
(856) De meest prominente onder de samenzweerders was de bij de raadpensionaris in 
ongenade < gevallen > admiraal Cornelis Tromp. (SE) 
A cela s’ajoutent des classes sémantiques partagées comme « cassé » et 
« évanouissement », qui sont immédiatement associées au sens de mouvement propre à 
tomber et vallen, soit comme résultat de l’action (« cassé »), soit comme origine de l’action 
(« évanouissement »), ce qui renforce évidemment les parallélismes entre les deux 
verbes. Néanmoins, certains types AS clés comme tomber enceinte (< classe sémantique 
« grossesse » ; *zwanger vallen), tomber amoureux (classe sémantique « amour » ; *verliefd 
vallen) n’ont pas de correspondant en néerlandais, suggérant que les emplois plus 
abstraits, où le lien avec le sémantisme de base est plus difficile à déchiffrer, ne se 
développent pas tout à fait de la même façon à partir du même sens de base. 
15.2.3.1.2.2 Convergence entre les classes sémantiques partagées en matière de token 
frequency 
Ensuite, nous analysons l’impact de la token frequency à l’aide du graphique suivant, qui 
répond à la question : quel est le pourcentage de tokens que les classes sémantiques 
partagées par deux verbes attributifs représentent au sein du dataset complet de chaque 
verbe ? 
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Figure 127 Classes sémantiques partagées par deux verbes : quel pourcentage de tokens au 
sein du dataset complet de chaque verbe ? 
 
Nous venons de faire le même exercice pour les types AS partagés. Maintenant que les 
classes sémantiques (= au moins deux types AS qui sont regroupés) sont prises en 
considération, les pourcentages peuvent grimper plus haut, au-delà de 40 %. Ce graphique 
montre de nouveau que les intersections entre les semi-copules au niveau des classes 
sémantiques (des types AS) représentent dans beaucoup de cas un pourcentage non 
négligeable de tokens AS au sein de chaque micro-construction. En outre, les couples de 
verbes qui occupaient les premiers rangs dans la classification des classes sémantiques 
partagées (cf. raken & tomber, tourner & virer, tomber & vallen), semblent souvent 
représenter des pourcentages élevés dans ce graphique à propos de la token frequency, ce 
qui donne plus de validité aux résultats de l’analyse précédente.   
15.2.3.1.2.3 AC récapitulative 
En dernier lieu, nous utilisons une analyse des correspondances simples (AC), afin de 
visualiser l’association entre les deux variables [VERBE915 * ATTRIBUT_SEM]. Dans le biplot 
 
                                                     
915 Toutes les semi-copules font partie de l’analyse, y compris tourner et passer, malgré leurs échantillons 
incomplets. 
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suivant, toutes les classes sémantiques sont représentées, ainsi que toutes les semi-
copules néerlandaises et françaises. Comme nous l’avons indiqué plus haut, les classes 
sémantiques ont été définies pour l’ensemble des données, ce qui rend une approche 
comparative entre le néerlandais et le français possible. 
 
 
Figure 128 Classes sémantiques partagées (CA) 
 
Cette AC explique seulement 36,8 % (19,6 % + 17,2 %) de la variation présente dans nos 
données, ce qui est un pourcentage très bas. Evidemment, le nombre de catégories est 
énorme du côté de la variable ATTRIBUT_SEM, ainsi compliquant considérablement 
l’analyse. Or, il n’empêche que nous pouvons tirer un enseignement important de ce 
graphique. D’après la première dimension, qui capte par définition le plus de variation 
parmi toutes les dimensions définies (19,6 %), le couple tourner/virer semble se distinguer 
par rapport aux autres semi-copules. La ressemblance entre tourner et virer n’a rien de 
surprenant et confirme les résultats d’études précédentes concernant tourner et virer (cf. 
Van Wettere et Lauwers 2017 ; Lauwers et Van Wettere 2018). En plus du rapprochement 
de tourner et de virer, ce graphique nous montre que cette similarité entre les deux semi-
copules, comme nous pouvons le déduire de l’analyse sémantique de leurs positions AS, 
est assez exceptionnelle : d’après le premier axe de variation, le couple tourner / virer 
s’oppose à toutes les autres semi-copules (à l’exception peut-être de passer, qui se situe un 
peu à mi-chemin) et cette opposition serait alors l’opposition la plus importante dans nos 
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données. Ceci ne fait que renforcer ce qu’on avait déjà trouvé précédemment lors de 
l’analyse des convergences entre les types AS des différents verbes. 
Le screeplot nous donne un aperçu des pourcentages de variance expliquée que 
représentent les autres dimensions : 
 
 
Figure 129 L’éboulis des valeurs propres (scree plot) 
 
Clairement, les dimensions 2-5 représentent toutes des pourcentages comparables. 
Ceci montre clairement que la complexité est telle qu’une solution multidimensionnelle 
est nécessaire afin de capter toute l’étendue des convergences et divergences au niveau 
de la sémantique de l’AS.  
Dans le but de rendre l’analyse plus simple, nous nous limitons pour la suite aux seules 
classes sémantiques partagées par deux ou plusieurs verbes, tout en proposant une 
analyse séparée pour le néerlandais et le français916. Ainsi, les pourcentages de variance 
 
                                                     
916 Remarquons que cette représentation ne permet pas d’observer si la position intermédiaire de certaines 
classes sémantiques est causée par (1) des types AS (appartenant à la classe sémantique en question) qui se 
combinent exclusivement avec un des deux verbes (= spécialisation collocationnelle, malgré la généralisation 
sémantique, cf. Zeschel 2012, 218), (2) des types AS (appartenant à la classe sémantique en question) qui se 
combinent avec les deux verbes à la fois ou (3) une combinaison de (1) et (2). 
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expliquée (des deux premiers axes) seront plus élevés, ce qui donne plus de robustesse au 
résumé ‘AC’.  
 
 
Figure 130 Classes sémantiques partagées (CA ; semi-copules néerlandaises) 
 
L’AC des semi-copules néerlandaises explique 69,4 % (35,5 % (premier axe) + 33,9 % 
(deuxième axe)) ou 66,1 % (35,5 % (premier axe) + 30,6 % (troisième axe)) de la variation 
présente dans nos données917, un pourcentage moyen, qui est néanmoins beaucoup plus 
élevé que celui obtenu pour l’AC précédente, ce qui confère plus de représentabilité à ce 
graphique. Nous affichons ici aussi la solution AC comportant la troisième dimension, 
étant donné que les pourcentages de variance expliquée de la deuxième dimension et de 
la troisième dimensions sont assez similaires. Par conséquent, nous pouvons opposer, 
dans cet ordre :  
1. komen/raken vs vallen/gaan (première dimension de l’AC) 
2. vallen/raken vs komen/gaan (deuxième dimension de l’AC) 
 
                                                     
917 Ensemble, les trois axes de l’AC représentent 100 % de la variation expliquée. 
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3. vallen/komen vs gaan/raken (troisième dimension de l’AC) 
Apparemment, il y a moyen de former toutes les oppositions deux à deux possibles, 
d’après les trois premières dimensions de l’AC, suggérant qu’il n’y a aucune opposition 
qui sort vraiment du lot. Nous pouvons en conclure que les convergences et divergences 
entre les (couples de) semi-copules néerlandaises au niveau des classes sémantiques 
partagées sont plus ou moins en équilibre, contrairement à ce qu’on trouvera pour les 
semi-copules françaises. 
Dans la même veine que l’AC des types AS partagés, nous observons aussi dans cette 
analyse que beaucoup de classes sémantiques partagées sont de façon prédominante 
associées à une micro-construction particulière (cf. par exemple la classe sémantique 
« sommeil » et vallen), alors que d’autres classes sémantiques partagées (cf. par exemple 
la classe sémantique « évanouissement ») constituent plutôt des passerelles entre les 
verbes et sont moins associées à un verbe attributif particulier. Surtout la zone entre 
komen et raken dans la première AC semble très peuplée de classes sémantiques partagées, 
tiraillées entre ces deux verbes, ce qui explique sans doute leur association assez forte, 
déjà mise en évidence dans nos analyses antérieures. 
Nous appliquons la même méthode aux classes sémantiques partagées des semi-
copules françaises. Voilà le CA factor map des données françaises :  
 
Figure 131 Classes sémantiques partagées (CA ; semi-copules néerlandaises) 
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L’AC explique 79,7 % (42,6 % + 37,1 %) de la variation présente dans nos données, ce qui 
dépasse le pourcentage maximal obtenu pour les données néerlandaises. Ici, les deux 
premières dimensions se distinguent clairement de la troisième dimension de l’AC, avec 
seulement 20,3 % de la variance expliquée. Il n’est pas surprenant de constater que la 
troisième dimension, qui est celle qui sépare tourner et virer, deux verbes dont 
l’appariement est bien établie, pèse moins lourd que les deux premières dimensions. De 
nouveau, la proximité de tourner et de virer est soulignée, par rapport aux autres 
associations possibles918.   
15.2.3.2 Rapport entre token freq des types AS et ampleur de la classe sémantique 
Dans les sections précédentes, nous avons tenté d’esquisser le degré de chevauchement 
au niveau des types AS et des classes sémantiques des AS. A partir de cette section, nous 
changeons de cap en ajoutant le concept de la token frequency à l’équation. Rappelons 
l’hypothèse défendue par Barðdal 2008 que les types AS à token frequency élevée seraient 
plus aptes à servir de modèle d’extension analogique par rapport aux types AS moins 
fréquents. Nous essaierons de vérifier cette hypothèse à partir des données 
synchroniques à notre disponibilité, mais il faudrait effectuer une étude diachronique 
pour aller au bout de ce questionnement. 
Le graphique suivant visualise tous les types AS919. L’axe des x spécifie la token frequency 
des types AS, calculée pour chaque semi-copule. Par exemple, le type AS verloren (‘perdu’), 
dans la combinaison avec le verbe gaan, apparaît 19 fois dans notre dataset. L’axe des y 
spécifie le nombre de types AS dans la classe sémantique à laquelle le type AS (défini par 
verbe) appartient, de nouveau par semi-copule. Concrètement, cela implique que si la 
même classe sémantique se combine avec deux ou plusieurs semi-copules, la type 
frequency à l’intérieur de cette classe sémantique est toujours calculée pour chaque semi-
copule individuelle. Par exemple, la classe sémantique « perdu » compte trois types AS 
dans le cas de raken (zoek, vermist, kwijt) et un seul type AS dans le cas de gaan (verloren). 
Enfin, les couleurs des points indiquent la semi-copule concernée. Surtout les verbes virer, 
passer et raken semblent avoir des classes sémantiques très diverses. Notons que les 
types AS isolés, qui n’appartiennent à aucune classe sémantique, figurent également sur 
le graphique, cf. la première rangée de points en-dessous. 
 
 
 
                                                     
918 Notons toutefois que l’échantillon de tourner est incomplet (< 400 exemples) et beaucoup de ses tokens AS (cf. 
tourner autour de X) ne sont pas classifiés dans des classes sémantiques.   
919 Notons que certains types AS se superposent parfois, s’ils partagent les mêmes coordonnées. Ceci n’est pas 
visible sur ce graphique. 
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Figure 132 Rapport entre token freq des types AS (par verbe) et ampleur de la classe sémantique 
associée (par verbe) 
 
A l’aide de ce graphique, on constate que la tendance générale est que les types AS dotés 
d’une token frequency très élevée (cf. la partie droite du graphique) ne font pas partie d’une 
classe sémantique920 très grande (= beaucoup de types AS différents). Les classes 
sémantiques les plus productives (= une grande diversité de types AS) se trouvent au 
niveau des types AS moins fréquents, en particulier des types AS (quasi) hapaxiques. Cf. les 
points tout en haut du graphique, appartenant à virer. Il s’agit des classes sémantiques 
« conviction-idéologie » (p.ex. collabo, marxiste, FN, boulangiste etc.), 
« type_humain_mauvais » (p.ex. terroriste, barbare, dictateur etc.) et « couleur » (p.ex. vert, 
rose, écarlate etc.). Ces classes sémantiques ne semblent pas vraiment être des classes qui 
contiennent un ou plusieurs noyaux durs à token frequency élevée, mais plutôt des classes 
qui s’organisent autour du même sémantisme abstrait921. Aucun des éléments de ce type 
 
                                                     
920 Les classes sémantiques sont ici calculées par verbe. Il se peut que d’autres verbes se combinent également 
avec cette même classe sémantique, mais les calculs des types se font pour chaque combinaison [Verbe – Classe 
sémantique] individuelle. 
921 Ceci nuance également la position de Bybee et Eddington 2006, qui distinguent (pour les semi-copules 
espagnoles) au sein du domaine AS plusieurs clusters sémantiques autour d’un type AS central. Il existerait donc 
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de classe ne semble revendiquer un rôle central. Il en va de même pour les classes 
sémantiques « maladie » (p.ex. besmet, verslaafd, overspannen etc.) et « émotion » (p.ex. 
verontrust, overstuur, enthousiast etc.) qui s’associent à raken (avec respectivement 19 
types AS différents et 15 types AS différents). Ceci va un peu à l’encontre de l’hypothèse 
formulée dans Barðdal 2008 que ce sont les types AS à token frequency élevée qui sont 
propices à attirer d’autres items (par extension analogique), ainsi créant des classes 
sémantiques riches en types AS. Il s’avère qu’une classe sémantique peut être très riche 
en types AS, sans qu’il y ait forcément un ou plusieurs noyaux autour desquels gravitent 
les extensions analogiques. Ce sont même (en général) les classes sémantiques les plus 
productives.  
Cependant, l’hypothèse de Barðdal 2008 ne se voit pas pour autant infirmée. D’autres 
classes sémantiques (plus ou moins) productives semblent bel et bien s’organiser autour 
d’un élément central à token frequency plus élevée. Pour l’intervalle token frequencies [15-
50], on trouve des types AS qui participent dans des classes sémantiques relativement 
productives, le plus souvent entre 1 et 5 types AS, avec quelques exceptions de 10 types AS. 
Cf. par exemple :  
- la classe sémantique « grade_supérieur » (~ passer), avec 21 types AS dans le cas de 
passer, qui a pour items centraux passer maitre (15 occurrences) et passer 
pro(fessionnel) (7 occurrences) 
- la classe sémantique « folie » (~ virer), avec 10 types AS dans le cas de virer, qui a 
pour item central virer fou (33 occurrences)  
- la classe sémantique « cassé » (~ tomber), avec 10 types AS dans le cas de tomber, qui 
a pour items centraux tomber en panne (22 occurrences) et tomber en ruine (10 
occurrences)  
- etc. 
En dépit de ces contre-exemples, la tendance générale est toujours qu’il devient, avec 
une token frequency croissante, de moins en moins probable que le type AS en question 
fasse partie d’une classe sémantique riche en types AS. Dans ce paragraphe, nous avons 
montré qu’il faut nuancer cette affirmation, dans la mesure où il y a des types AS à token 
frequency intermédiaire (à l’exclusion des token frequencies les plus élevées !) qui peuvent 
servir de modèle analogique au sein d’une classe sémantique assez productive.  
L’analyse sous 15.2.3.1 nous a appris qu’il existe beaucoup de zones de chevauchement 
entre les différentes semi-copules au niveau des types AS et des classes sémantiques de 
l’AS. Par conséquent, il est possible de concevoir les classes sémantiques comme des 
entités indépendantes, au-delà des semi-copules individuelles. Si on calcule maintenant 
 
                                                     
aussi des classes sémantiques qui sont réunies autour du même sème unificateur, sans type AS central : les deux 
options sont possibles. 
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l’ampleur des classes sémantiques (en termes de types AS différents) au niveau de 
l’échantillon complet (données néerlandaises + données françaises) et non pas par semi-
copule, on obtient le graphique suivant : 
 
 
Figure 133 Rapport entre token freq des types AS (par verbe) et ampleur de la classe sémantique 
associée (NL + FR) 
 
Le graphique résultant est légèrement différent par rapport au graphique précédent. 
A partir de cette représentation, on observe que certains points (types AS, définis par 
semi-copule) se situent maintenant plus hauts sur le graphique. P.ex. :  
• le type AS (in slaap) qui se combine avec vallen, cf. les coordonnées token_freq = 81 & 
nombre de types AS dans la classe sémantique (« sommeil ») = 8  
• le type AS (malade) qui se combine avec tomber, cf. les coordonnées token_freq = 41 & 
nombre de types AS dans la classe sémantique (« maladie ») = 32  
• le type AS (aan de slag) qui se combine avec gaan, cf. les coordonnées token_freq = 
53 & nombre de types AS dans la classe sémantique (« avec-sans_travail ») = 6  
• Etc. 
En conclusion, il existe des classes sémantiques plus riches en types AS pour ces types AS 
à token frequency élevée, à condition de construire les classes sémantiques au niveau du 
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dataset complet, et non pas au niveau des semi-copules individuelles. Probablement, ce 
niveau très généralisant (= données néerlandaises + données françaises) a seulement une 
valeur descriptive, sans correspondre à une réalité cognitive, mais force est de constater 
que l’hypothèse de Barðdal 2008 semble se confirmer plus à cette échelle. De toute façon, 
cet exercice montre que les types AS à token frequency élevée ont au moins le potentiel 
d’appartenir à des classes sémantiques plus larges au sein du domaine AS, même si ce 
potentiel n’est généralement pas réalisé au niveau des semi-copules individuelles. 
15.2.3.3 Rapport entre token_freq de la classe sémantique et ampleur de la classe 
sémantique 
Contrairement à la section antérieure, nous appréhendons dans cette section la token 
frequency maintenant comme la somme des tokens AS au sein de chaque classe sémantique, 
définie par semi-copule. Le graphique ci-dessous montre le nombre de tokens AS et 
types AS des différentes classes sémantiques (par verbe). Notons que les types AS qui 
n’appartiennent à aucune classe sémantique sont exclus de l’analyse922. La ligne bleue sur 
le graphique est la meilleure droite de régression linéaire à travers le nuage de points, 
symbolisant les différentes classes sémantiques. 
 
 
 
                                                     
922 Cela n’empêche pas d’avoir certains types AS isolés au sein d’une classe sémantique qui ne compte qu’un seul 
type AS, à condition qu’il y ait d’autres types AS appartenant à cette classe sémantique parmi les autres semi-
copules.  
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Figure 134 Rapport entre token et type freq des classes sémantiques, par verbe 
 
La régression linéaire simple met en évidence qu’il existe, globalement, une 
corrélation positive entre la type_freq et la token_freq des classes sémantiques : en général, 
le nombre de types AS augmente si le nombre de tokens AS de la classe sémantique 
augmente. Etant donné que chaque nouveau type AS implique automatiquement (au 
moins) un nouveau token AS, cette corrélation n’a rien de surprenant. Toutefois, cette 
observation générale demande quelques nuances.  
➔ Tout d’abord, la tendance positive qu’on observe est plus nette pour les verbes 
passer, raken et virer. Cette tendance est beaucoup moins évidente pour d’autres 
verbes comme tomber, vallen, komen et gaan. Ces derniers verbes sont caractérisés 
par des classes sémantiques à token frequency élevée, contenant relativement peu 
de types AS, ce qui équivaut à dire qu’il y a dans ce cas des types AS assez 
conventionnalisés au sein de ces classes sémantiques. 
➔ La droite de régression ne capte pas toujours très bien toutes les tendances qui se 
dessinent sur les différents graphiques. Par exemple, la droite de meilleure 
régression de virer est tirée vers le bas à cause d’un outlier (la classe sémantique 
« en_tête », avec token_freq = 91 & type_freq = 1) et d’une autre classe sémantique 
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(« folie », avec token_freq = 48 & type_freq = 10). Si on éliminait ces deux classes, la 
pente de la ligne de régression serait beaucoup plus raide, à travers les classes 
sémantiques « conviction-idéologie » (token_freq = 38 & type_freq = 29), « couleur » 
(token_freq = 50 & type_freq = 23) et « type_humain_mauvais » (token_freq = 24 & 
type_freq = 23). 
Inversement, nous trouvons parfois des classes sémantiques qui sont plus 
riches en types AS que prévu : par exemple, dans le cas de gaan, la classe sémantique 
« trajet » (token_freq = 44 & type_freq = 12). Il s’ensuit que les classes sémantiques à 
token frequency moyenne peuvent également comporter beaucoup de types AS, 
parfois même plus de types AS que dans le cas des classes sémantiques à token 
frequency élevée. 
Le graphique ci-dessous visualise le même rapport que ci-dessus, mais, cette fois-ci, les 
types AS et tokens AS des classes sémantiques sont calculés au niveau des langues (français 
vs néerlandais) et non pas au niveau des semi-copules. 
 
 
Figure 135 Rapport entre token et type freq des classes sémantiques, par langue 
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De nouveau, la meilleure droite de régression linéaire montre une corrélation positive 
entre la token frequency et la type frequency des classes sémantiques : globalement, les 
classes sémantiques à token frequency élevée semblent contenir plus de types AS différents 
que celles à token frequency plus basse. En même temps, il se peut qu’une seule droite de 
régression soit une approximation assez faible, vu qu’il y a, intuitivement, deux tendances 
opposées à distinguer : (1) des classes sémantiques à token frequency élevée qui 
comportent seulement quelques types AS (cf. groupe 1 dans le graphique suivant), (2) un 
nombre de types AS croissant au fur et mesure que la token frequency augmente (cf. groupe 
2 dans le graphique suivant). Ces deux tendances sont (de façon exploratoire) distinguées 
dans le graphique ci-dessous (cf. les deux groupes923) :  
 
 
Figure 136 Rapport entre token et type freq des classes sémantiques, par langue 
 
 
 
                                                     
923 Ces deux groupes ont été créés de façon assez ad hoc, à partir d’une évaluation du graphique avec une seule 
droite de régression linéaire. 
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De nouveau, il s’avère que le paradigme semi-copulatif du néerlandais semble plus 
soumis à la conventionnalisation, car :  
1. Le groupe 1 (= token frequency élevée pour relativement peu de types AS) comporte 
plus de classes sémantiques en néerlandais qu’en français. 
2. La pente de la droite de meilleure régression du groupe 2 est plus raide en français 
que celle du néerlandais : on grimpe plus vite vers des nombres de types AS élevés 
en français.   
3. En français, nous trouvons trois classes sémantiques (« conviction-idéologie », 
« couleur », « type_humain_mauvais ») extrêmement productives, dont le nombre 
de types AS est plus grand que 25. Les classes sémantiques du néerlandais ne 
dépassent pas ce seuil. 
En conclusion, les classes sémantiques bénéficient d’une token frequency élevée, 
entraînant le plus souvent une plus grande diversité de types AS, mais cet effet disparaît 
pour des token frequencies extrêmement élevées. 
15.2.3.4 Rapport entre catégorie de l’AS et ampleur de la classe sémantique 
Dans cette section, nous ajoutons encore une dernière pièce manquante à notre analyse, 
à savoir l’interaction entre la catégorie de l’AS (AS prépositionnel vs AS adjectival924) et la 
diversité de la classe sémantique en matière de types AS, afin de compléter le puzzle.   
La représentation suivante réunit le nombre de types AS prépositionnels par classe 
sémantique et le nombre de types AS adjectivaux par classe sémantique dans le même 
graphique. Notons que les classes sémantiques ont été définies ici au niveau de l’ensemble 
des données (= données néerlandaises + données françaises)925, afin d’aboutir à des classes 
maximales, ce qui facilite quelque peu la découverte de classes catégoriellement mixtes. 
Ainsi, il devient possible de jauger le nombre de classes sémantiques qui comportent à la 
fois des types AS prépositionnels et des types AS adjectivaux, ainsi que d’estimer le poids 
relatif de chaque catégorie au sein des classes sémantiques définies. Les classes 
sémantiques mono-catégorielles se trouvent sur la ligne x = 0 ou y = 0. Les points des 
classes sémantiques s’agrandissent en fonction de la token frequency de la classe 
sémantique en question (= la somme de tous les tokens AS dans cette classe), cf. la légende 
à côté du graphique. 
 
 
                                                     
924 Nous laissons de nouveau les AS nominaux de côté. 
925 Les classes sémantiques ne sont donc pas définies au niveau des semi-copules. Remarquons que passer et 
tourner sont également pris en compte, malgré leurs échantillons incomplets. 
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Figure 137 Rapport entre catégorie de l’AS et classe sémantique (NL + FR) 
 
Ce graphique met en exergue qu’il existe beaucoup de classes sémantiques qui 
dépassent le clivage entre AS adjectivaux et AS prépositionnels. Mentionnons en 
particulier les classes sémantiques « maladie » [x = 7 , y = 23], « couleur » [x = 9 , y = 18], 
« émotion » [x = 13 , y = 18] et « cassé » [x = 16 , y = 10]. En outre, nous pouvons déduire de 
ce graphique qu’il y a plus de classes sémantiques catégoriellement mixtes à domination 
adjectivale que l’inverse. Ceci constitue peut-être un indice de l’orientation dominante 
vers le pôle adjectival qui caractérise l’aboutissement du processus de copularisation. 
Après cette introduction générique, nous redéfinissons les classes sémantiques comme 
des entités construites par semi-copule. Concrètement, le nombre de tokens AS et de 
types AS par classe sémantique est de nouveau calculé à l’intérieur des sous-ensembles des 
différentes semi-copules. Ainsi, nous sommes en mesure d’examiner la diversité 
catégorielle des classes sémantiques, par verbe. Prenons en considération le graphique 
suivant, qui montre, par semi-copule, le nombre de classes sémantiques comportant des 
types AS adjectivaux et le nombre de classes sémantiques comportant des types AS 
prépositionnels. Remarquons que certaines classes sémantiques sont alors comptées deux 
fois par verbe, si elles contiennent à la fois des types AS adjectivaux et des types AS 
prépositionnels. 
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Figure 138 Nombre de classes sémantiques comportant des types AS adjectivaux / 
prépositionnels, par verbe 
 
Il s’avère que les deux fréquences (cf. la barre rouge et la barre bleue sur le graphique) 
sont, soit plus ou moins en équilibre (cf. gaan, raken, tourner et, dans une moindre mesure, 
vallen et virer), soit le nombre de classes sémantiques comportant des types AS 
prépositionnels l’emporte largement sur le nombre de classes sémantiques comportant 
des types AS adjectivaux (cf. komen, passer et tomber). Le nombre de classes sémantiques 
comportant des types AS adjectivaux ne dépasse donc jamais le nombre de classes 
sémantiques comportant des types AS prépositionnels, ce qui est assez prévisible, étant 
donné que la plupart des semi-copules ont relativement peu de tokens adjectivaux, par 
rapport aux tokens prépositionnels. En dépit de ce déséquilibre catégoriel au niveau des 
tokens AS, certains verbes (cf. en particulier gaan et vallen) parviennent donc quand même 
à obtenir des scores relativement élevés pour le nombre de classes sémantiques 
comportant des types AS adjectivaux. 
Le Tableau 180 suivant fournit des chiffres plus détaillés concernant le nombre de 
classes sémantiques par semi-copule, ainsi qu’à propos du nombre de classes sémantiques 
comportant à la fois des AS adjectivaux et prépositionnels. 
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Tableau 180 Rapport entre catégorie de l’AS et classe sémantique (par semi-copule) 
 gaan komen passer raken tomber tourner vallen virer 
Nombre de classes 
sémantiques 
31 38 30 48 32 11 29 30 
Nombre de classes 
sémantiques 
comportant à la fois 
des AS adj. et prép. 
4 4 3 9 5 1 5 6 
Pourcentage de 
classes sémantiques 
comportant à la fois 
des AS adj. et prép. 
0.13 0.11 0.10 0.19 0.16 0.09 0.17 0.20 
 
 
Nous pouvons conclure que les pourcentages de classes sémantiques comportant à la 
fois des AS adjectivaux et prépositionnels sont assez comparables pour les différentes 
semi-copules. Virer figure en tête de ce classement (20 %). De façon absolue, raken est 
champion, avec un nombre de classes sémantiques différentes élevé (48). Corollairement, 
il a le plus de classes sémantiques comportant à la fois des AS adjectivaux et 
prépositionnels (9). Le nombre de classes sémantiques différentes est peut-être un indice 
supplémentaire de la productivité d’un verbe, mais la corrélation n’est pas facile à établir, 
cf. komen, qui a plus de classes sémantiques que virer, ayant pourtant des valeurs plus 
élevées pour type_freq / token_freq que komen.  
Enfin, nous jetons un coup d’œil sur le graphique affiché ci-dessous, qui réunit le 
nombre de types AS prépositionnels par classe sémantique et le nombre de types AS 
adjectivaux par classe sémantique dans le même graphique. Les classes sémantiques 
mono-catégorielles se trouvent sur la ligne x = 0 ou y = 0. Nous venons de rencontrer ce 
type de graphique (cf. la Figure 137 ci-dessus), mais les classes sémantiques étaient 
différemment définies à ce moment. 
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Figure 139 Rapport entre catégorie de l’AS et classe sémantique (par verbe) 
 
Ici, nous obtenons une vue plus précise sur la répartition entre types AS prépositionnels 
et types AS adjectivaux à l’intérieur de chaque classe sémantique (par semi-copule). Il 
s’avère qu’il y a des différences considérables entre les verbes concernant la composition 
des classes sémantiques catégoriellement mixtes. D’une part, une semi-copule comme 
raken ou virer semble surtout disposer de classes sémantiques catégoriellement mixtes à 
domination adjectivale. Remarquons toutefois que la classe sémantique « couleur » de 
virer fait bande à part : elle contient 15 types AS adjectivaux et 15 types AS prépositionnels 
(cf. p. ex. « je sais pertinemment que j'ai < viré > pivoine » vs « le ciel < vira > dans une 
couleur rouge sang […] »). D’autre part, une semi-copule comme tomber ou passer semble 
surtout disposer de classes sémantiques catégoriellement mixtes à domination 
prépositionnelle. Entre ces deux extrémités se positionnent des semi-copules comme 
gaan, komen et vallen, qui sont plus neutres. 
En outre, ces classes sémantiques catégoriellement mixtes permettent de détecter des 
correspondances sémantiques entre AS adjectival et AS prépositionnel très pointues, cf. 
le Tableau 181 avec quelques exemples : 
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Tableau 181 Correspondances sémantiques entre AS adjectivaux et AS prépositionnels926 
AS adjectival AS prépositionnel 
« Dat < komt > op deze manier beschikbaar 
voor het vervoer van andere reizigers. » (SE) 
« Het < komt > daarna geleidelijk weer ter 
beschikking van het gewas. » (SE) 
« En wat is er nu fijner dan na een frisse 
wandeling bij te < komen > met een heerlijke 
kop warme chocolademelk of erwtensoep? » 
(SE) 
« waar ze in zullen blijven gedurende hun 
quarantaine periode, om op kracht te 
kunnen < komen > en hun verzorgers 
zullen leren te vertrouwen. » (SE) 
« Opgesloten zonder misdaad. Om vrij te < 
komen > moeten ze de Nederlandse staat 
aanklagen […] » (SE) 
« Want bijna iedere gedetineerde < komt > 
ooit weer op vrije voeten. » (SE) 
« Eigenlijk wil men zo besparen op de rug van 
mensen die het ongeluk hadden ziek of 
werkloos te < vallen >. » (SE) 
« ‘k meen eerst dat ik zonder nafte < viel 
>. » (SE) 
(cf. le patron [zonder X], ~ zonder werk 
vallen) 
« Persoonlijk ken ik een bedrijf dat bijna 
failliet < ging > omdat […] » (SE) 
« Maar als het bedrijf voor dat moment op 
de fles < gaat >, zult u vanuit uw 
privévermogen het verschil moeten 
toeleggen. » (SE) 
« […] dat dit de reden is waarom Nederland 
kapot < gaat >. » (SE) 
« Twickelstad FM wil voorkomen dat ze 
met FM Plus ten onder < gaat >. » / « […] 
dan wel op andere wijze teniet is < gegaan 
>, […] » (SE) 
« […] dat kinderen in laag inkomen gezinnen 
sociaal en maatschappelijk geïsoleerd < 
raken > omdat […] » (SE) 
« […] en de jonge Effi < raakt > in sociaal 
isolement. » (SE) 
« Hierdoor kan iemand bewusteloos < raken 
> en zelfs sterven. » (SE) 
« Terwijl ik langzaam buiten bewustzijn < 
raak > […] » (SE) 
« Luis Gonzales, 47 ans, boucher depuis 32 
ans, < passé > depuis peu maître artisan, […] 
» (SE) 
« […] d'autres commissaires sont < passés 
> au grade de commissaires Principaux. » 
(SE) 
« mon classement actuelle est de 1509 eme 
des que je < passe > 1409 eme […] » (SE) 
« L' UNSA (17,71%) < passe > en troisième 
position et progresse fortement. » (SE) 
« Je suis < tombé > amoureux de cette 
chanson. » (SE) 
« Aucun oiseau ne < tombera > en amour 
avec sa mère nourissière à long terme… » 
(SE) 
« […] comme on < tombe > d'accord sur la loi 
de la gravitation ou le rôle de l'ADN. » (SE) 
« J'apprends que lors du G20, le président 
français < tombe > en accord avec le 
président chinois pour ce qui concerne ses 
 
                                                     
926 Les exemples proviennent de notre échantillon (à partir de Sketch Engine). 
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décisions prises à l'égard du peuple 
tibétain » (SE) 
 
Il est bien connu que, ce qui sont en fait des étapes diachroniques successives, peut se 
présenter en synchronie comme des variantes co-existantes. D’un point de vue 
diachronique, nous pourrions interpréter cette co-existence synchronique d’AS 
prépositionnels et d’AS adjectivaux quasi équivalents comme une voie de copularisation 
possible : [construction indirecte / AS prépositionnel] → [AS adjectival], à l’exemple de la 
copularisation sui generis de tourner (cf. Van Wettere et Lauwers 2017). 
15.3 Bilan : la productivité de l’AS 
Avant d’entamer la réflexion concernant le lien entre productivité et copularité (cf. la 
partie VI), nous dressons dans cette section un bilan intermédiaire des conclusions les 
plus importantes à tirer de notre étude de productivité de la position AS des micro-
constructions attributives néerlandaises et françaises. Ces conclusions intermédiaires se 
concentrent sur les enseignements plus généraux / méthodologiques concernant la 
productivité.  
 
1) Interaction entre token frequency et productivité 
Alors que la plupart des études de productivité mettent surtout l’accent sur des 
mesures de productivité ‘classiques’ telles que la type frequency et l’hapax frequency, notre 
étude analyse également l’interaction entre la productivité (en matière de type_freq / 
hapax_freq) et la token frequency élevée, qui est réputée être au détriment de la 
productivité. Cette notion de token frequency a été spécifiée sous la forme de l’opposition 
entre :  
(3) une distribution fréquentielle qui est caractérisée par une multiplicité de types AS 
à token frequency élevée (= plutôt le cas des semi-copules néerlandaises) et  
(4) une distribution fréquentielle qui est caractérisée par un seul type AS à token 
frequency extrêmement élevée (= plutôt le cas des semi-copules françaises).  
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  Distribution « type 1 »    Distribution « type 2 » 
 
Figure 140 Distributions fréquentielles : deux types 
 
Afin  d’opérationnaliser cette opposition, nous avons créé une série de mesures d’anti-
productivité, axées sur la token frequency, qui tentent de capter différentes facettes du 
sommet de la distribution fréquentielle. Leur intérêt réside surtout dans le fait qu’elles 
permettent de définir avec plus d’exactitude les corrélations entre ces différents types de 
token frequency et la type_freq / l’hapax_freq, quelque chose qui n’est pas possible à partir 
d’une visualisation de la distribution fréquentielle. Dans le groupe de micro-constructions 
dotées d’un ou plusieurs types AS à token frequency élevée (français + néerlandais), il s’avère 
que le premier scénario (= une multiplicité de types AS à token frequency élevée) est plus 
nuisible à la productivité (en matière de type_freq et hapax_freq) que le deuxième scénario 
(= un seul type AS à token frequency extrêmement élevée)927. Cet effet s’observe également 
pour le sous-ensemble AS adjectival et, de façon moins prédominante, pour le sous-
ensemble AS prépositionnel928. Ces observations semblent aller à l’encontre de Barðdal 
2008 : le fait d’avoir plusieurs types à token frequency élevée (scénario 1), fortement ancrés 
cognitivement, devrait faciliter l’attirance de nouveaux types sémantiquement / 
formellement proches, ainsi favorisant la productivité de la micro-construction en 
question par rapport à un scénario où il y a uniquement un seul type extrêmement 
 
                                                     
927 Pour le sous-ensemble des semi-copules, à l’exclusion des copules prototypiques, moyenne_sommet(5/10) 
corrèle de façon negative avec type_freq / hapax_freq. La corrélation entre diff_r1_r2_norm et type_freq / hapax_freq 
est dans ce cas même légèrement positive. Notons que la combinaison d’une moyenne_sommet(5/10) relativement 
élevée avec une diff_r1_r2 / diff_r1_r2_norm relativement élevée semble également avoir un impact négatif sur la 
productivité. 
928 Par contre, l’opposition contrastive entre le néerlandais (scénario 1) et le français (scénario 2) semble moins 
pertinente pour ces sous-ensembles. 
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fréquent, mais cette prédiction ne se vérifie pas dans nos données. De façon globale, nous 
pouvons conclure que le terme token frequency élevée est fréquemment utilisée dans des 
études de productivité, sans qu’on propose toutefois une analyse plus approndie du 
phénomène, qui tient compte des différents degrés de token frequency élevée, de la façon 
dont la token frequency se répartit sur l’ensemble de la distribution fréquentielle et de la 
corrélation exacte entre token frequency et type_freq / hapax_freq. Notre étude tente de 
combler cette lacune méthodologique. 
 
2) Le rôle ambigu des dis legomena 
Nous avons pu constater que l’interprétation des dis legomena n’est pas aisée : 
contrairement aux mesures de productivité ‘classiques’ type_freq, hapax_freq et 
hapax_type_ratio, qui convergent dans une grande mesure, la signification à attribuer aux 
mesures dis_legomena_freq et dis_type_ratio est beaucoup moins claire. En général, l’hapax 
freq et la dis_legomena_freq sont plus similaires que l’hapax_type_ratio et le dis_type_ratio, 
qui sont parfois diamétralement opposés. Somme toute, il est prudent de ne pas mettre 
les dis legomena dans le même sac que les hapax, car ils ne sont pas toujours univoquement 
signe de productivité comme ces derniers. Bien au contraire, ils semblent parfois indiquer 
une sorte de conventionnalisation à retardement, qui ne se réalise que pour des tailles 
d’échantillon plus grandes. 
Ce qui est indéniable, c’est que, du point de vue dynamique de l’accumulation de 
nouveaux tokens au sein de l’échantillon (cf. le principe de la Vocabulary Growth Curve), les 
dis legomena (cf. les mesures dis_legomomena_freq / dis_type_ratio) jouent un rôle de 
transition important entre type AS hapaxique et type AS non hapaxique. Ainsi, ils sont très 
sensibles à ces flux internes à la composition de l’échantillon et, par conséquent, leur 
interprétation purement numérique est extrêmement difficile sans avoir une idée plus 
précise des tendances globales (croissance, décroissance, stabilisation) qui sous-tendent 
le dis_type_ratio. Cf. aussi à cet égard le point 3 ci-dessous à propos de l’hapax_type_ratio.  
Evidemment, ces conclusions valent pour la taille d’échantillon choisie dans notre 
étude, qui est relativement petite par verbe attributif. Il est probable que, pour des tailles 
d’échantillon plus grandes, la proportion de dis legomena devient plus stable, ce qui 
permettrait de faire des estimations plus robustes quant à leur impact. 
Vraisemblablement, on peut s’attendre à ce qu’une proportion élevée de dis legomena soit 
plus un indicateur de productivité fiable au fur et à mesure que la taille d’échantillon 
augmente. 
 
3) Hapax_type_ratio et token frequency 
A plusieurs endroits de notre étude, nous avons pu constater que l’hapax_type_ratio est 
moins sensible aux effets négatifs de la token frequency élevée que les autres mesures de 
productivité ‘classiques’ type frequency et hapax frequency. 
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4) Hapax_type_ratio, conventionnalisation et taille d’échantillon 
Lors de notre discussion de l’hapax_type_ratio, nous avons eu recours à des 
visualisations qui montrent l’évolution de cette mesure de productivité au fil de 
l’échantillon (= au fur et à mesure que les exemples de corpus s’accumulent, d’après 
l’ordre de découverte). Alors que l’hapax_type_ratio se stabilise assez vite pour certaines 
semi-copules, on constate que, dans d’autres cas, l’hapax_type_ratio baisse d’abord 
pendant un intervalle N assez large, avant d’aboutir à une constante horizontale plus ou 
moins stable. Cet intervalle N varie donc en fonction du verbe, ce qui suggère qu’il est 
dépendant de la distribution fréquentielle de la micro-construction semi-copulative en 
question. On pourrait faire l’hypothèse que l’hapax_type_ratio prend dans certains cas plus 
de temps à se stabiliser, parce qu’un  échantillon plus large est requis pour faire ressurgir 
tous les types AS à token frequency élevée qui sont dans sa portée et, corollairement, pour 
aboutir à une part d’hapax comportant une proportion majoritaire de ‘véritables’ hapax 
qui conservent plus longtemps leur statut hapaxique (c’est-à-dire, qui ne deviennent pas 
tout de suite des types AS non hapaxiques au fur et à mesure que la taille d’échantillon 
augmente). Ainsi, le nombre de tokens N à parcourir pour que l’hapax_type_ratio arrive à 
un minimum local qui se stabilise ensuite pendant un intervalle N, pourrait être un indice 
de la taille d’échantillon minimale à utiliser afin d’avoir une vue plus fiable sur l’étendue 
du sommet fréquentiel, qui rassemble toutes les combinaisons [verbe + AS] (plus ou 
moins) conventionnalisées, ainsi que sur la part de ‘véritables’ hapax. En d’autres mots, ce 
diagnostic pourrait aider à déterminer la taille d’échantillon idéale pour examiner la 
productivité d’une construction spécifique, un point qui est, jusqu’à présent, très 
litigieux, étant donné que les résultats qu’on obtient pour toutes ces mesures de 
productivité sont très dépendants de la taille d’échantillon, qui est souvent choisie de 
façon aléatoire929. Toutefois, il reste à vérifier si cette technique s’avère pertinente pour 
toutes les distributions fréquentielles, ou seulement pour certains types de distributions 
fréquentielles particulières.  
 
 
 
                                                     
929 Evidemment, la technique statistique d’extrapolation de la type_freq / hapax_freq (au-delà de la taille 
d’échantillon observée), à partir des propriétés de la distribution LNRE, constitue un outil plus radical pour se 
défaire de la dépendance de la taille d’échantillon. Néanmoins, cette technique est encore relativement peu 
employée et l’évolution de l’hapax_type_ratio à travers N serait un diagnostic plus simple à utiliser pour 
déterminer une taille d’échantillon empirique convenable. En outre, les extrapolations de type_freq et 
d’hapax_freq ne permettent pas de récupérer les lemmes des types AS pour les type_freq / hapax_freq extrapolées. 
Or, l’hapax_type_ratio minimal indique la taille d’échantillon empirique (minimale) à envisager afin d’avoir une 
vue assez complète, ce qui permettrait, après le dépouillement manuel du corpus, d’identifier les types AS 
recensés, qui peuvent alors faire l’objet d’une analyse qualitative subséquente. 
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5) Analyse unitaire et comparative du néerlandais et du français 
 
Tout au long des différentes ACPs, nous avons proposé une analyse unitaire des 
données néerlandaises et françaises. Ce choix méthodologique nous a permis de mettre 
en relief le comportement particulier des mesures diff_r1_r2 / diff_r1_r2_norm lors de l’ACP 
toutes catégories morphosyntaxiques confondues. A l’intérieur de chaque langue, 
diff_r1_r2 / diff_r1_r2_norm apportent peu de nouvelles informations par rapport aux 
mesures moyenne_sommet(5/10). Cependant, une analyse intégrée des deux langues arrive 
à mieux distinguer diff_r1_r2 / diff_r1_r2_norm (~ semi-copules françaises) et 
moyenne_sommet(5/10) (~ semi-copules néerlandaises), révélant leur rapport différent 
avec la productivité (en termes de type_freq et hapax_freq) dans nos données.  
Dans le cas de l’analyse toutes catégories morphosyntaxiques confondues, cela 
s’explique par le fait que la distribution fréquentielle prototypique du premier scénario 
(= moyenne_sommet(10) élevée et diff_r1_r2 / diff_r1_r2_norm basses → productivité assez 
basse) se réalise uniquement en néerlandais (cf. les semi-copules komen et gaan), alors que 
la distribution fréquentielle prototypique du deuxième  scénario (= moyenne_sommet(10) 
modérée et diff_r1_r2 / diff_r1_r2_norm élevées → productivité assez élevée), le contraire 
de celle du premier scénario, se réalise uniquement en français (cf. virer, et, 
éventuellement, passer, pas inclus dans l’ACP). Les autres verbes attributifs sont soit des 
cas intermédiaires qui ne permettent pas d’isoler l’effet individuel de diff_r1_r2 / 
diff_r1_r2_norm (cf. vallen et tomber : moyenne_sommet(10) élevée et diff_r1_r2 / 
diff_r1_r2_norm relativement élevées), soit des cas ayant une distribution fréquentielle 
quasi égale sans sommet à token frequency élevée (cf. raken et les copules prototypiques). 
Evidemment, il n’est pas exclu que l’effet d’une distribution à token frequency élevée 
particulière (cf. scénario 1 vs scénario 2) sur la productivité (type_freq et hapax_freq) varie 
en fonction de la langue (pourvu que le type de construction soit constant) : si le scénario 
1 prototypique se réalisait en français (ou l’inverse : si le scénario 2 prototypique se 
réalisait en néerlandais), le rapport avec la productivité (type_freq et hapax_freq) serait 
peut-être différent. Malheureusement, ces configurations ne sont pas attestées dans nos 
données (toutes catégories morphosyntaxiques confondues) et nous ne pouvons donc pas 
y fournir une réponse concluante930.  
En outre, l’analyse intégrée a montré que les copules prototypiques forment, du moins 
du point de vue des mesures de productivité, un ensemble assez homogène par rapport à 
celui des semi-copules, indépendamment de la langue. Ainsi, le facteur langue est 
 
                                                     
930 Toutefois, le regroupement de raken et virer pour l’analyse restreinte au domaine AS adjectival, comme des 
représentants du scénario 2, suggère que notre conclusion défendue sous 1 (cf. ci-dessus) vaut aussi 
indépendamment du facteur contrastif. 
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clairement d’une importance secondaire, comparé à l’opposition entre [copule 
prototypique vs semi-copule].   
A cela s’ajoutent les différences qualitatives entre le néerlandais et le français quant 
aux types AS qui constituent le sommet de leurs distributions fréquentielles respectives 
(cf. aussi le point 1 ci-dessus). Les types AS à token fréquence élevée du néerlandais sont, en 
premier lieu, des AS prépositionnels au sein d’unités conventionnalisées [verbe + SPrép.] 
qui fonctionnent comme des prédicats complexes931 et, deuxièmement, des AS 
adjectivaux faisant partie de constructions à verbe à particule. A l’inverse du néerlandais, 
les types AS les plus fréquents du français sont surtout de nature adjectivale, cf. inaperçu, 
amoureux, malade, enceinte, fou, avec toutefois quelques exceptions prépositionnelles 
comme en tête ou en panne. 
 
6) Sémantique, token frequency et productivité 
 
Enfin, nous mettons en exergue quelques observations concernant le rapport entre la 
sémantique, la token frequency et la productivité. En guise de préambule à l’analyse 
sémantique, nous avons déterminé le degré de chevauchement entre les types AS des 
différentes semi-copules, ainsi que le degré de chevauchement entre les classes 
sémantiques (distinguées au niveau de l’AS) des différentes semi-copules. La zone de 
recoupement est, dans les deux cas, assez substantielle, ce qui suggère que les semi-
copules forment, globalement, un paradigme cohésif, avec beaucoup de passerelles 
lexicales et sémantiques entre les domaines AS des différentes semi-copules.  
Contrairement à l’idée reçue, formulée entre autres dans Barðdal 2008 et Diessel et 
Hilpert 2016, que ce sont les expressions fréquentes qui se prêtent le plus à l’extension 
vers des lexèmes sémantiquement apparentés, nous observons dans nos données la 
tendance générale que les types AS dotés d’une token frequency très élevée ne font pas 
partie d’une classe sémantique qui est riche en types AS différents. Les classes sémantiques 
les plus productives, au sens d’une grande diversité de types AS, se composent uniquement 
de types AS moins fréquents, en particulier de types AS (quasi) hapaxiques. Ces classes 
sémantiques ne contiennent pas un ou plusieurs noyaux durs à token frequency élevée 
autour desquels gravitent des extensions sémantiques à token frequency plus modeste, 
mais s’organisent autour du même sémantisme abstrait, p. ex. type humain mauvais. Aucun 
des éléments de ce type de classe ne semble revendiquer le rôle central d’attracteur 
d’autres items sémantiquement/formellement proche. Dans un deuxième temps, il existe 
également des classes semi-productives qui comportent des types AS à token frequency 
intermédiaire (à l’exclusion des token frequencies les plus élevées). Pour ces classes, 
l’hypothèse que les expressions fréquentes servent de modèle analogique pour des 
 
                                                     
931 Cf. aussi le lien avec les constructions à verbe support sous 15.1.7. 
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extensions sémantiques, se voit confirmée, mais ce mécanisme semble donc loin d’être le 
mécanisme le plus efficace pour former des classes sémantiques riches en types AS au sein 
du domaine AS.  
En ce qui concerne le rapport entre la sémantique et les catégories morphosyntaxiques 
de l’AS, nous avons relevé que beaucoup de classes sémantiques comportent à la fois des 
AS prépositionnels et des AS adjectivaux, bien qu’une des deux catégories 
morphosyntaxiques domine souvent l’autre au sein de la même classe. De plus, ces classes 
sémantiques catégoriellement mixtes sont dans certains cas assez riches en nombre de 
types AS différents, ce qui souligne leur pertinence pour notre propos ici. D’un point de 
vue diachronique, nous formulons l’hypothèse que certaines correspondances 
sémantiques entre AS adjectival et AS prépositionnel très remarquables (p. ex. beschikbaar 
– ter beschikking) pourraient être le résultat synchronique de ce qui était à la base une voie 
de copularisation / host class expansion [(quasi-)AS prépositionnel → AS adjectival]932 (cf. 
aussi Sassen 1978).   
 
 
 
                                                     
932 Logiquement, la variante prépositionnelle serait la variante la plus ancienne, étant donné que les semi-
copules se combinent dans leur emploi de verbe de mouvement principalement avec des compléments 
prépositionnels, mais cela reste à confirmer.  
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Partie VI : Conclusions 
Arrivé au terme de notre étude, il convient d’établir le bilan des constats les plus 
importants faits tout au long des différentes parties de cette thèse. Soulignons que ce 
bilan ne se veut pas une récapitulation exhaustive de toutes les observations linguistiques 
que nous avons récoltées. Ainsi, nous demeurerons ici muet sur certains aspects plus 
particuliers comme, par exemple, le lien de raken attributif avec la sphère passive (cf. la 
section 7.2). Ces questionnements plus pointus ne seront pas repris ici in extenso : le 
lecteur peut se référer aux sections concernées. Au contraire, après la description 
(qualitative et quantitative) minutieuse des parties précédentes, où nous avons examiné, 
dans une approche kaléidoscopique, notre sélection de verbes attributifs sous différents 
angles de vue, cette dernière partie a pour vocation de dresser les grandes lignes.  
Dans cette dernière partie, nous renouons avec les questions de recherche formulées 
dans la première partie (cf. le chapitre 3). Concrètement, nous visons à : 
1. esquisser les contours du domaine attributif.  
2. mettre en rapport les résultats des parties IV (~ caractéristiques 
distributionnelles des verbes attributifs) et V (~ productivité de la position d’AS 
après les verbes attributifs), afin d’aboutir à une vue plus ‘intégrée’ sur la 
copularité prototypique, par opposition aux semi-copules.  
3. regrouper les constats contrastifs [français vs néerlandais] les plus importants, 
qui sont jusqu’ici restés un peu éparpillés à travers les différentes parties. 
4. faire un commentaire plus général sur le lien entre la productivité et la token 
frequency, dans le prolongement de ce que nous avons établi dans la partie V. 
5. formuler quelques pistes de recherche pour des études futures.  
 
Nous parcourons ces différentes problématiques dans ce qui suit. 
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Le domaine attributif 
Dans notre introduction, nous avons posé la question de recherche suivante par rapport 
à la délimitation de notre sujet d’étude : 
Q1 : Où s’arrête le phénomène attributif ? Comment peut-on délimiter le ‘domaine 
attributif’ par rapport aux constructions connexes dans le réseau constructionnel ? 
Dans un premier temps, nous rappelons ce que nous avons considéré dans le chapitre 
3 (cf. la Figure 3) comme les traits933 définitoires minimaux934 de la construction attributive 
[sujet + verbe attributif + AS]935 : 
1) le verbe est suivi d’un complément essentiel, non accessoire (en l’occurrence, 
l’attribut du sujet). 
2) le complément postverbal est susceptible d’apparaître dans différentes 
‘positions prédicatives’, cf. en particulier la procédure de sélection concernant 
les compléments postverbaux prépositionnels, présentée dans le chapitre 5, 
qui fait explicitement usage de ce principe. 
3) d’un point de vue sémantique, le complément postverbal prédique quelque 
chose du sujet. 
Ces traits ciblent surtout la construction attributive ‘classique’, mais ils s’appliquent 
également à la plupart936 des ‘constructions connexes’ qui font partie du domaine attributif 
 
                                                     
933 Remarquons que les traits de la ‘copularité prototypique’ seront discutés infra. Ici, il s’agit de la construction 
et non pas des catégories de verbes qu’on pourrait distinguer à l’intérieur du slot verbal de la construction 
attributive (cf. l’opposition [copules prototypiques vs semi-copules]).  
934 Ces traits sont ‘minimaux’, car on pourrait y ajouter encore d’autres traits définitoires de la construction. Par 
exemple, la définition de la construction attributive avancée dans Petré 2012, 30 parle explicitement d’un sujet 
non agentif. Or, comme nous distinguons également une construction attributive à sujet agentif (cf. infra), nous 
ne le considérons pas comme un ‘trait minimal’, même si le patron ‘prototypique’ de la construction attributive 
contient un sujet non agentif.  
935 La catégorie morphosyntaxique de l’AS ne figure pas parmi les critères minimaux. Même si l’AS adjectival 
semble, globalement, le socle commun entre copules prototypiques et semi-copules (cf. infra), force est de 
constater qu’il existe des semi-copules qui, par exemple, se combinent uniquement avec des AS prépositionnels, 
cf. le chapitre 1. Pour cette raison, il n’est pas opportun d’inclure l’AS adjectival parmi les traits définitoires 
minimaux. 
936 Il va de soi que la construction spécificationnelle ne satisfait pas aux critères (2) et (3), de par sa nature même 
(qui n’est pas prédicationnelle, justement). Rappelons que cette construction a été incluse afin d’enregistrer une 
différence importante entre les copules prototypiques (compatibles avec la spécificationnelle) et les semi-
copules (non compatibles avec la spécificationnelle). En outre, la construction directionnelle abstraite à AS 
nominal et adjectival ne remplit pas le critère (2), étant donné qu’on ne peut obtenir l’effet directionnel 
(/inclination) qu’avec un ensemble de verbes attributifs limité. Le nombre de ‘positions prédicatives’ qu’on 
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937tel que nous le définirons ci-dessous (cf. aussi le chapitre 5). Ainsi, ils sont aussi utiles à 
cerner le ‘phénomène attributif’ dans une perspective plus large. 
Les trois traits susmentionnés pourraient encore être complétés par une série de ‘tests’ 
qui visent surtout à distinguer l’AS d’autres fonctions comme le COD (cf. aussi le Tableau 1 
dans la section 1.1) : 
4) L’AS de type ‘SN’ auprès du verbe attributif ne peut guère faire l’objet du test 
de clivage (contrairement au COD de type ‘SN’). 
5) La passivation du verbe attributif est bloquée (contrairement à la plupart des 
verbes transitifs à COD). 
6) La reprise anaphorique par un pronom démonstratif ou personnel du 
complément postverbal du verbe attributif est impossible, car l’AS est non 
référentiel (contrairement au COD). 
Comme nous l’avons déjà expliqué de façon approfondie dans le chapitre 5, notre étude 
ne se limite pas à ce qu’on pourrait nommer la construction attributive ‘classique’, mais 
tient également compte d’une série de ‘constructions connexes’. Certaines de ces 
‘constructions connexes’ ont été jugées suffisamment proches de la construction 
attributive pour être incluses dans l’échantillon que nous avons examiné (p. ex. la 
construction spécificationnelle), cf. la section 5.3 pour une motivation de ces inclusions, 
au cas par cas. Ces motivations sont d’une nature diverse, avec à la fois des critères 
linguistiques (par exemple, nous excluons les constructions comptant plus que trois 
positions ‘obligatoires’, comme la construction à OO) et des considérations plus 
pragmatiques (par exemple, l’inclusion de la spécificationnelle permet de mettre en 
évidence une différence essentielle entre copules prototypiques et semi-copules)938. 
D’autres ‘constructions connexes’ (p. ex. la construction passive, la construction à OO 
etc.) ont été exclues de notre échantillon définitif, cf. la section 5.2 pour une motivation 
de ces exclusions, au cas par cas. Généralement, ces constructions exclues entrent en 
conflit avec un des traits minimaux définis ci-dessus, tant sur le plan sémantique (cf. par 
exemple le passif, doté d’un sens ‘processuel’) que sur le plan formel (cf. la construction 
à OO, qui contient un deuxième complément obligatoire à côté de l’AS, l’ ‘objet causal’)939. 
 
                                                     
pourrait tester, est donc restreint. Notons toutefois que la copule prototypique ‘par excellence’ être se prête 
aussi à la construction directionnelle abstraite, plus particulièrement dans la construction de type Il n’est pas 
très théâtre (‘orienté théâtre’). 
937 En clair, le domaine attributif concerne donc tout d’abord le réseau constructionnel, même si on ne peut pas 
aborder cette question indépendamment de la délimitation de la fonction d’AS. 
938 Ce que nous n’avons donc pas fait, c’est de mesurer le nombre de traits convergents et divergents avec la 
construction attributive pour les différentes constructions. Notons que cette approche plus ‘quantitative’ ne 
résoudrait pas le problème de l’arbitrarité de la délimitation (cf. infra), car à partir de quel nombre de traits 
divergents la construction ‘connexe’ serait-elle à situer en dehors du domaine attributif ?  
939 Signalons que toutes les constructions ‘connexes’ au sein de notre domaine attributif ne disposent pas non plus 
de tous ces traits minimaux, cf. supra. 
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En somme, nous désignons par le terme domaine attributif l’ensemble de la construction 
attributive ‘classique’ et des ‘constructions connexes’ incluses dans notre échantillon 
définitif. 
Pour une visualisation du réseau constructionnel entourant la construction attributive 
‘classique’, nous renvoyons à la section 5.4. Concrètement, en plus de la construction 
attributive, nous avons inclus dans le domaine attributif (= les constructions à inclure 
dans l’échantillon) les constructions suivantes : 
 
Domaine attributif : 
- cx attributive à particule, par exemple vrijkomen. 
- cx impersonnelle (attr.) à extraposition, par exemple [Il est nécessaire de X]. 
- cx attributive à sujet agentif, exprimant une action, par exemple in opstand komen. 
- cx spécificationnelle, par exemple [Le but est de X]. 
- cx résultative à AS (pour notre sélection de verbes attributifs), par exemple Zijn 
ogen vallen dicht. 
- cx directionnelle abstraite à AS nominal et adjectival, par exemple On a viré 
délinquance. 
- attribution nominale indirecte, par exemple Ce livre est à moi. 
 
Dans le chapitre 5, nous avons proposé plusieurs ‘tests’ linguistiques qui aident à 
identifier les (instanciations des) constructions exclues de ce domaine attributif940. En 
particulier, faisons référence à notre procédure de sélection dans le champ des 
compléments postverbaux prépositionnels (cf. la section 5.5.2). Essentiellement, cette 
procédure teste surtout941 la mobilité syntaxique du SPrép. postverbal à travers 
différentes positions prédicatives. Nous avons fait l’hypothèse cognitive que cette 
mobilité syntaxique contribue au statut d’AS du SPrép. tel qu’il est perçu par le locuteur 
lambda, même dans la combinaison avec les semi-copules, qui sont moins désémantisées 
que les copules prototypiques et qui sont, de ce fait, plus susceptibles d’activer encore 
une image spatiale métaphorique (cf. la construction indirecte). 
En même temps, nous avons reconnu qu’il y a une part d’arbitraire dans cette 
délimitation, dans la mesure où certains chercheurs pourraient préférer une délimitation 
moins ou plus restrictive de ce domaine attributif : 
 
                                                     
940 Notons que ces tests ne s’appuyent pas seulement sur les caractéristiques de la construction attributive, mais 
également sur les caractéristiques des constructions exclues. Pensons par exemple aux tests énumérés dans le 
Tableau 7, qui ciblent la construction adverbiale. 
941 A cela s’ajoutent aussi les tests qui visent à exclure le paradigme locatif/spatial. 
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- Le domaine attributif pourrait être élargi. Par exemple, nous avons exclu pour 
plusieurs raisons942 la construction à OO (par exemple, iets beu raken, ‘avoir marre 
de quelque chose’), mais il n’empêche qu’on pourrait éventuellement l’inclure 
dans le domaine attributif si on estime que les similitudes avec la construction 
attributive sont encore assez importantes par rapport aux divergences (formelles). 
Pour notre part, la présence d’un quatrième slot (obligatoire) dans la construction 
(en l’occurrence, l’OO) a été un élément décisif pour conclure à l’exclusion de la 
construction en question (la construction attributive compte trois positions), mais 
on peut évidemment avoir des opinions divergentes quant à la ‘pondération’ des 
divergences prises en compte. 
- On pourrait également défendre un domaine attributif plus restrictif si on refuse 
d’accepter une divergence quelconque par rapport à la construction attributive 
‘classique’. Or, pour notre part, nous estimons que la similarité entre les 
constructions incluses dans notre échantillon est encore suffisante pour pouvoir 
parler d’un domaine attributif plus ou moins homogène, tant du point de vue du 
sens que du point de vue de la forme. A l’appui de cette hypothèse, nous donnons 
dans la section 15.1 quelques arguments pour le traitement ‘unitaire’ de la position 
d’AS dans nos données. 
En fin de compte, afin de délimiter le domaine attributif, la question est de savoir à partir 
de quel seuil les divergences par rapport à la construction ‘classique’ deviennent 
‘cognitivement’ plus importantes que les convergences. Cela reste à confirmer de façon 
plus définitive par une expérience qui, par exemple, élicite des jugements de similarité 
émis par des locuteurs lambdas, afin de tester la réalité cognitive de notre analyse 
linguistique. 
A ce niveau d’abstraction des constructions schématiques que nous venons d’esquisser, 
notre modélisation propose que la distinction entre les différentes constructions 
identifiées soit nette. Evidemment, il n’empêche que différents types de liens (links, cf. 
Goldberg 1995) sont susceptibles de les rapprocher en fonction de certaines 
convergences, mais chaque construction conserve sa propre ‘identité’, délimitée des 
autres. 
Il n’en va pas toujours de même pour le niveau des ‘exemplaires’ (exemplars) concrets. 
Là, il semblerait qu’un même exemple puisse être l’instanciation de deux constructions 
bien distinctes. En particulier, nous avons donné l’exemple du continuum (au niveau des 
exemplaires) entre la construction attributive et les constructions suivantes, qui ont été 
exclues du domaine attributif au niveau schématique :  
- la cx passive  
 
                                                     
942 Il s’agit principalement de la position argumentale supplémentaire (l’OO) qui s’ajoute par rapport à la 
construction attributive.  
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- la cx adverbiale ‘une manière de V’, par exemple Alles gaat goed. ou De schoenen vallen 
ruim. 
- la cx indirecte, par exemple Cela vire au cauchemar. 
Pour cette raison, nous avons ajouté à notre réseau un type de lien qui signale 
(spécifiquement) un continuum au niveau des exemplaires943. Ainsi, certains exemples 
concrets qui ont à la fois trait à la construction attributive et aux constructions 
susmentionnées, ont été incorporés dans notre échantillon à étudier (cf. le chapitre 5 
pour des exemples). 
Afin de préciser ce que nous venons de dire, il importe de distinguer pour les exemples 
‘à double appartenance constructionnelle’ les deux cas de figure suivants : 
1. Le cas où l’exemplaire peut être une ‘élaboration lexicalement spécifiée’ de deux 
constructions distinctes à la fois. Nous pensons en particulier au continuum passif-
attributif, où, selon le contexte, la distinction entre passif et attributif peut être 
plus ou moins sous-déterminée (Raineri 2010), car peu pertinente. En même 
temps, le degré d’appartenance de l’exemple à une des deux constructions peut 
également pencher en faveur de l’une ou de l’autre construction, selon le contexte 
(processuel ou attributif). 
2. Le cas où l’exemplaire n’est que partiellement compatible avec le sens et/ou la 
forme de la construction attributive à proprement parler, à cause du fait qu’il 
instancie simultanément une autre construction. Ici, on pourrait parler de partial 
sanction944 (Langacker 1987, 69) par la construction attributive945, dans la mesure 
où un exemplaire peut être ‘subsumé’ par la construction attributive seulement 
pour quelques traits, alors qu’il s’avère incompatible avec d’autres spécifications 
du schéma946. Les exemples se rapprochant encore du pôle ‘construction indirecte’ 
inclus dans l’échantillon en sont un bon exemple. 
En résumé, on peut observer, au niveau des ‘exemplaires’ concrets dans notre 
échantillon, des effets de prototypicité qui peuvent dans notre modélisation s’expliquer 
de trois façons différentes : 
1. L’exemplaire peut être l’instanciation d’une construction appartenant au 
domaine attributif entourant la construction attributive ‘classique’. Cette 
 
                                                     
943 Rappelons que ce continuum au niveau des exemplaires peut également exister entre la construction 
attributive et les constructions contenues dans le domaine attributif. Or, cela n’a pas été explicitement indiqué 
dans le réseau. 
944 ‘Approbation partielle’, d’après Gréa 2001. 
945 Evidemment, il importe de souligner que le partial sanction ne donne pas lieu ici à une expression jugée moins 
acceptable par le locuteur lambda. Contrairement à ce qui est fait souvent, nous n’utilisons pas cette notion 
dans le contexte de l’innovation. 
946 En revanche, si on postule pour chaque cas individuel déviant une construction schématique qui le subsume, 
on peut évidemment contourner le problème de l’ « approbation partielle ». De nouveau, la problématique du 
degré d’abstraction qui est ‘réel’ pour un locuteur lambda est pertinente. 
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construction n’est alors pas la construction attributive à proprement parler, qui 
est le centre ‘prototypique’ du domaine attributif (au niveau schématique). 
2. L’exemplaire peut se situer ‘au milieu’ d’un continuum d’exemplaires allant 
d’une construction à une autre, alors que ces deux constructions sont, à un 
niveau schématique, assez éloignées l’une de l’autre du point de vue de leur 
instanciations ‘prototypiques’. Dans notre réseau, c’est en particulier le cas 
pour le continuum d’exemplaires entre la construction attributive et la 
construction passive / adverbiale / indirecte. 
3. Enfin, il y a évidemment aussi des effets de prototypicité à détecter au sein de 
chaque construction (cf. copules prototypiques vs semi-copules), mais cela ne 
constitue pas le focus de cette section, qui se concentre sur le réseau 
constructionnel, reliant les différentes constructions. 
La structure de la famille des verbes attributifs et la copularité 
prototypique 
En deuxième lieu, nous nous penchons sur la structure de la famille des verbes attributifs 
que nous examinons : 
Q2 : Comment cette famille de verbes attributifs est-elle structurée ? 
En particulier, on peut se demander si la famille est principalement structurée d’après le 
clivage [copules prototypiques vs semi-copules], la copularité étant une des lignes de 
fracture importantes qui traversent notre sélection de verbes. A cette fin, nous tentons 
d’intégrer les observations de la partie IV (~ caractéristiques distributionnelles des verbes 
attributifs) et de la partie V (~ productivité de la position d’AS après les verbes attributifs) 
dans une conclusion globale. 
Il s’est avéré que cette structure est assez complexe. L’analyse de type Behavioral Profile 
(cf. le chapitre 11), c’est-à-dire des regroupements de verbes attributifs qui se basent sur 
une série de caractéristiques distributionnelles variables947, a montré que les verbes 
attributifs (en particulier, les semi-copules) peuvent former des alliances assez ad hoc, en 
fonction des propriétés distributionnelles qui s’imposent comme ‘agglomératives’ / 
‘distinctives’ dans une analyse de groupe donnée. Rappelons également que, pour chaque 
analyse de groupe que nous avons effectuée, la statistique Hopkins a toujours indiqué que 
 
                                                     
947 Rappelons que les variables prises en considération varient d’une analyse à une autre. 
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la structure sous-jacente mise à nu par l’analyse de groupe n’était pas très nette. En 
somme, il n’est donc pas possible de dégager de nos analyses une structure ‘univoque’ qui 
émerge systématiquement. Nous ne parcourons plus ici les différentes structurations 
possibles : le lecteur peut se reporter au chapitre en question pour les détails de l’analyse. 
En revanche, notre analyse de type Behavioral Profile a abouti à la généralisation selon 
laquelle les copules prototypiques et les semi-copules ne se retrouvent jamais dans le 
même groupe, ce qui pointe dans la direction d’une opposition relativement robuste entre 
copules prototypiques et semi-copules948. Ce qui est crucial ici, c’est que deux des trois 
structurations opérées (cf. les sections 11.3.2 et 11.3.3) ne se fondent pas sur ce que nous 
avons considéré comme étant les critères de copularité a priori dichotomisants. En 
d’autres mots, même en l’absence de certaines caractéristiques distributionnelles dont la 
littérature existante a déjà indiqué leur capacité de différencier les copules prototypiques 
des semi-copules (comme par exemple la possibilité de pronominalisation de l’AS par 
le/het/dat), l’opposition entre copules prototypiques et semi-copules reste en vigueur. Qui 
plus est, la troisième structuration effectuée, celle qui prend en compte les variables 
explicatives soumises à l’analyse de régression (cf. la section 11.3.3) donne même lieu à 
une quasi-bipartition entre copules prototypiques et semi-copules, qui constituent alors 
deux groupes opposés relativement ‘monolithiques’. Dans le prolongement de cette 
troisième structuration, une analyse de régression logistique binaire a ensuite permis de 
confirmer de façon plus formelle949 cette opposition entre copules prototypiques et semi-
copules : un modèle s’appuyant sur la catégorie de l’AS et l’animéité du sujet s’avère 
capable de différencier assez efficacement entre les exemples à copule prototypique et 
les exemples à semi-copule (l’indice de concordance C : 0,84). 
La robustesse de l’opposition [copules prototypiques vs semi-copules] ressort aussi de 
l’examen de la productivité de la position AS après les verbes attributifs. Rappelons que, 
pour cette analyse de productivité, nous avons fait usage d’une analyse en composantes 
principales (ACP), qui permet d’identifier les axes de variabilité principaux susceptibles 
d’être ‘extraits’ de l’ensemble des mesures de productivité prises en compte dans notre 
étude. Il s’avère que l’axe captant la plupart de la variabilité représente une sorte de 
‘synthèse’ (recomposée) de l’opposition entre les mesures de productivité ‘classiques’ (en 
particulier, type_freq et hapax_freq) et les mesures d’anti-productivité (en particulier, 
moyenne_sommet(5/10)). Ainsi, ces deux types de mesures, qui sont en corrélation négative, 
émergent comme la dimension de variabilité primordiale dans les données950 de 
productivité. 
 
                                                     
948 D’ailleurs, les copules prototypiques se regroupent en général ensemble ou, du moins, dans des groupes qui 
sont très proches l’un de l’autre, comparé aux groupes de semi-copules. Nous y reviendrons infra. 
949 Contrairement à l’analyse de régression, une analyse de groupe est une technique exploratoire. 
950 En clair, il s’agit de l’analyse qui examine les copules prototypiques et les semi-copules, toutes les catégories 
morphosyntaxiques de l’AS confondues. 
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Corollairement, l’ACP révèle aussi la structure de la famille de verbes attributifs sur la 
base de leurs scores obtenus pour les axes de variabilité principaux de l’ACP. A l’instar de 
ce que nous avons trouvé ci-dessus pour l’analyse de groupe, l’axe de variabilité le plus 
important, dont nous venons de parler, oppose les copules prototypiques, avec des 
valeurs relativement élevées pour les mesures de productivité, aux semi-copules, avec 
des valeurs relativement basses pour les mesures de productivité. Il est intéressant de 
noter qu’un groupe de deux semi-copules, à savoir virer et raken, est assez proche des 
copules prototypiques pour ce qui est la type frequency et l’hapax frequency de leur position 
AS et font donc exception parmi les semi-copules. 
En somme, sur l’échelle de la copularité, copularité élevée corrèle avec productivité élevée 
(de l’AS), alors que semi-copularité correspondrait à semi-productivité, c’est-à-dire une 
productivité inférieure (de l’AS). Ainsi, il est communément admis que le slot AS des 
copules prototypiques (être, zijn et, dans une moindre mesure, devenir, worden, rester, 
demeurer, blijven) est, de par la vacuité sémantique du verbe copule (cf. leur présumée 
‘transparence’ sur le plan de la syntaxe), ouvert à tout un éventail de types AS différents, 
alors que le slot AS des semi-copules serait doté d’une ouverture inférieure, étant donné 
que la position attributive est dans le cas des semi-copules soumise à toutes sortes de 
contraintes syntaxiques, sémantiques et lexicales (en cas de ‘contrainte lexicale’, on tend 
vers des structures conventionnalisées, idiomatiques). En clair, la semi-productivité n’est 
qu’un des traits définitoires (parmi d’autres) de la classe des semi-copules. Ainsi, les 
termes copularité et productivité ne sont pas équivalents : la productivité est seulement une 
dimension parmi d’autres dimensions associées qui co-évoluent et qui co-déterminent 
ensemble la copularité d’un verbe.  
Pour conclure, tant l’analyse de type Behavioral Profil que l’analyse de productivité 
indiquent que la ligne de fracture la plus importante et la plus robuste dans nos données 
est celle qui sépare les copules prototypiques des semi-copules. Ce qui est essentiel, c’est 
que cette ligne de fracture a émergé de façon bottom-up de nos données, ce qui fait que 
d’autres lignes de fracture, par exemple celle de la langue [verbes français vs verbes 
néerlandais], auraient pu s’imposer comme le clivage principal, mais ne l’ont donc pas 
fait et ne sont que, tout au plus, secondaires. Remarquons toutefois que ce clivage entre 
copules prototypiques et semi-copules n’est qu’un ‘antagonisme global’. En effet, il se 
peut très bien que certaines semi-copules se rapprochent sur certains points des copules 
prototypiques. Or, globalement, la tendance la plus nette est celle qui oppose les semi-
copules aux copules prototypiques. 
Après avoir constaté que la structure de notre famille de verbes attributifs s’organise 
surtout autour de l’opposition entre la catégorie des semi-copules et la catégorie des 
copules prototypiques, il convient d’aborder notre troisième question de recherche, qui 
en est en quelque sorte le prolongement logique :  
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Q3 : En quoi consiste la copularité (prototypique) ? Autrement dit, en quoi un verbe semi-
copule se distingue-t-il encore d’un verbe copule prototypique ? 
En d’autres termes, nous nous concentrons ici sur les caractéristiques qui contribuent le 
plus à la distinctivité de la catégorie des copules prototypiques vis-à-vis de la catégorie 
des semi-copules (et vice versa)951. Cette approche correspond à une vision de la 
prototypicité qui s’appuie sur le concept de cue validity (‘validité de repère’) : le prototype 
d’une première catégorie se définit en opposition avec le prototype d’une deuxième 
catégorie avec laquelle la première catégorie entre en contraste. Comme le remarque 
Kleiber 1990 dans le domaine de la sémantique, cette conception de la prototypicité 
présente une similitude frappante avec les convictions des sémanticiens structuralistes, 
qui mettaient déjà en valeur la perspective contrastive, afin de caractériser une entité 
linguistique dans sa relation avec d’autres entités linguistiques. Ce type de 
questionnement est donc aux avant-postes de la linguistique depuis un bon moment. 
Avant de nous pencher sur ce qui distingue concrètement la copule prototypique de la 
semi-copule, nous mettons en avant quelques commentaires sur 
l’homogénéité/l’hétérogénéité des deux catégories. Dans nos analyses, il s’est avéré que 
la catégorie des copules prototypiques est relativement plus homogène que la catégorie 
des semi-copules, ce qui laisse supposer que la copule prototypique est un point de 
convergence relativement stable sur lequel le processus de copularisation aboutit en fin 
de compte. Ainsi, la copularité prototypique est assez stable, même d’un point de vue 
translinguistique, car la convergence vaut pour les copules prototypiques des deux 
langues examinées. En revanche, les semi-copules présentent plus de variabilité entre 
elles. 
Ainsi, dans nos analyses de groupe, on a vu que : 
- les copules prototypiques se retrouvent généralement dans le même groupe ou 
dans deux groupes relativement proches (copules mutatives vs copules non 
mutatives), alors que les semi-copules sont plus souvent dispersées dans plusieurs 
groupes distincts (à l’exception de la troisième structuration). 
- la valeur average silhouette width, qui évalue la qualité de l’assignation d’un verbe à 
un groupe particulier, est toujours la plus élevée pour le groupe des copules 
prototypiques (non mutatives). Cela est notable, car le groupe des copules 
prototypique comporte (en général) le plus de verbes et devrait donc, a priori, avoir 
plus de difficultés à se stabiliser en comparaison avec les groupes plus dispersés des 
semi-copules, qui ne contiennent que deux ou trois verbes. 
 
                                                     
951 Il s’ensuit également que le ‘degré minimal’ de la copularité, partagé par les copules prototypiques et les semi-
copules, est moins pris en considération ici. 
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D’où notre conclusion que, lorsqu’on les compare aux semi-copules, les ‘copules 
prototypiques’ constituent un ensemble au comportement relativement homogène. 
Dans la même veine, l’analyse de productivité portant sur l’ensemble des données (tous 
les verbes attributifs, toutes catégories morphosyntaxiques confondues) a également 
révélé un ‘éclatement’ plus poussé du côté des semi-copules que du côté des copules 
prototypiques. Nous référons à la carte des individus (individuals factor map – ACP ; 
Figure 104) dans la section 15.1.6, où le lecteur a pu constater cette différence entre un 
ensemble de copules prototypiques plus dense et un ensemble de semi-copules qui sont 
plus éparpillées au long des deux premières dimensions de l’ACP. En clair, cette dispersion 
des semi-copules s’observe à la fois pour :  
- le premier axe, représentant les mesures de productivité classiques (type frequency, 
hapax frequency) et le ‘contrepoids’ à cette productivité sous la forme de la token 
frequency accumulée des types les plus fréquents. 
- le deuxième axe, qui décrit surtout les détails de la forme du sommet fréquentiel 
de la Type-Frequency List. Etant donné que les copules prototypiques n’ont pas de 
sommet fréquentiel prononcé, il va de soi qu’elles ne peuvent pas différer beaucoup 
entre elles sur ce point, contrairement aux semi-copules. 
En résumé, l’analyse de productivité confirme la convergence relative des copules 
prototypiques sur le même profil, en comparaison avec la divergence relative qu’on 
observe pour les semi-copules. Soulignons toutefois que, comme nous le verrons dans un 
instant, les semi-copules présentent également des traits convergents, ce qui permet, 
malgré tout, d’identifier une catégorie de semi-copules ‘monolithique’, certes moins 
compacte. A l’appui de cette convergence entre semi-copules, rappelons par exemple que 
l’ensemble des types AS partagés entre deux semi-copules peut représenter jusqu’à 40 % 
des tokens AS d’un verbe. 
Nous pensons que la variabilité qu’on observe pour les semi-copules est en partie un 
reflet du fait que chaque semi-copule se spécialise dans des secteurs spécifiques, parfois 
différents d’une semi-copule à l’autre952, éventuellement ceux qui ne sont pas couverts 
par les copules prototypiques, afin de combler une lacune. Il est important de reconnaître 
que les semi-copules permettent de subvenir à des besoins communicatifs réels, malgré 
leurs ‘déficiences’ vis-à-vis de la copularité prototypique.  
Ainsi, d’un point de vue sémantique, les semi-copules se caractérisent par des nuances 
évidentielles et aspectuelles inédites qui émergent à travers le processus de 
grammaticalisation (cf. par exemple Lauwers et Duée 2011 à propos de se faire). Notons 
toutefois que, comme le suggèrent Bybee et Eddington 2006, ces nuances sont sans doute 
d’une moindre importance pour les combinaisons très conventionnalisées [semi-copule + 
 
                                                     
952 Cf. par exemple la différence entre [virer + nom nu] et [passer + nom nu], qui engendre également des 
différences au niveau de la modification (cf. la section 7.5.3). 
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AS], où l’AS n’a guère d’autres options combinatoires que la semi-copule en question. En 
d’autres mots, sans contexte désambiguïsant, un locuteur aura plus de difficultés à 
exploiter les nuances sémantiques apportées par une semi-copule donnée si, pour un item 
AS particulier, elles ne peuvent guère être mises en contraste avec la valeur ‘neutre’ de la 
copule prototypique ou les nuances sémantiques fournies par une autre semi-copule.  
Par exemple, la valeur ‘contre-attente’ de raken est sans doute plus pertinente pour ziek 
raken (litt. ‘atteindre malade’), où ziek (‘malade’) pourrait tout aussi bien se combiner avec 
le verbe attributif plus ‘neutre’ worden, que pour gefrustreerd raken (litt. ‘atteindre 
frustré’), où raken est le choix par défaut dans le domaine du changement d’état 
(#gefrustreerd worden). Dans la même veine, on constate parfois que komen et gaan entrent 
en alternance pour un AS donné, où komen exprime plutôt quelque chose qu’on subit, 
alors que gaan exprime plutôt la variante plus agentive (~ ‘une action opérée de façon 
ciblée par le sujet’). Par exemple : in gesprek komen (litt. ‘venir en discussion’) vs in gesprek 
gaan (litt. ‘aller en discussion’). Or, en l’absence d’une alternance productive [komen / gaan 
+ AS] pour un item lexical AS donné, komen peut très bien figurer dans la construction 
attributive à sujet agentif, tout comme gaan, par exemple : in opstand komen (litt. ‘venir en 
révolte’) vs *in opstand gaan (litt. ‘aller en révolte’). En somme, la ‘pertinence’ et la nature 
du profil pragmatico-sémantique d’une semi-copule particulière dépendent aussi des 
contrastes qui sont susceptibles de s’établir avec les autres membres du paradigme 
attributif. Ces contrastes ‘plus systématiques’ sont évidemment moins d’application au 
fur et à mesure que la combinaison [semi-copule + AS] est plus conventionnalisée (= à 
l’exclusion d’autres verbes attributifs possibles). 
En outre, pensons aussi à certaines caractéristiques distributionnelles ‘plus abstraites’ 
qui constituent l’apanage des semi-copules. En premier lieu, nous pouvons mettre en 
avant la compatibilité plus réduite de devenir/worden avec les AS prép. contrairement aux 
semi-copules. Un deuxième exemple est la combinabilité de raken avec les AS adjectivaux 
‘participiaux’, impossible pour le prototype worden dans un contexte attributif. Il s’en 
dégage que les semi-copules occupent certains ‘territoires’ étrangers aux copules 
prototypiques et remplissent ainsi leur propre rôle fonctionnel et idiomatique (l’inverse 
étant également vrai, bien sûr, mais ce constat est sans doute moins controversé953). Par 
conséquent, leur description ne devrait pas se résumer à l’étiquette de copule déficiente, 
produit d’une copularisation pas encore aboutie : les semi-copules ont, à côté de certaines 
convergences qu’elles partagent avec les copules prototypiques, aussi leur propre raison 
d’être. 
Puis, il est incontestable que certaines différences entre les semi-copules sont dues au 
facteur contrastif. Nous pouvons référer à la première structuration de l’analyse 
Behavioral Profile (cf. la section 11.3.1), où, en gros, les semi-copules françaises et les semi-
 
                                                     
953 Pensons par exemple aux constructions impersonnelles, spécificationnelles etc. 
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copules néerlandaises se retrouvent dans des groupes séparés. Par exemple, les semi-
copules néerlandaises ne se combinent pas (ou guère) avec les AS de type ‘nom nu’, 
contrairement aux semi-copules françaises. Comme nous l’avons déjà indiqué ci-dessus, 
ce facteur contrastif semble donc beaucoup moins important pour les copules 
prototypiques, plus homogènes, y compris du point de vue translinguistique. 
A cela s’ajoute aussi que les semi-copules, coexistant en synchronie avec leur emploi 
comme verbe de mouvement, sont sujettes à des contraintes qui peuvent varier en 
fonction de leur verbe spatial ‘source’, cf. persistance lexicale (Hopper 1991). Pensons par 
exemple à tomber qui ne se combine guère avec les AS comparatifs. Comme décrit dans la 
section 7.3, nous y décelons une conséquence du profil aspectuel particulier de tomber, 
contraint par son emploi comme verbe spatial. La même contrainte ne s’observe pas dans 
d’autres cas, cf. par exemple passer {plus / de plus en plus} inaperçu. 
De plus, comme nous venons de le voir, le ‘patron’ de conventionnalisation constitue 
aussi un facteur de différenciation entre les semi-copules (cf. la partie V). En effet, soit la 
part du lion de la token frequency dans l’échantillon se concentre sur une ou quelques 
combinaisons [semi-copule + item lexical AS] spécifiques seulement, soit elle se départage 
sur un ensemble plus large de combinaisons [semi-copule + AS], qui forment alors un 
sommet fréquentiel plus étendu dans la liste des type frequencies. 
Enfin, on pourrait également interpréter la variabilité entre les semi-copules comme 
des symptômes d’une copularisation moins ou plus avancée de la semi-copule en 
question. Par exemple, raken et virer, ayant obtenu de meilleures valeurs pour les mesures 
de productivité, seraient à un stade de copularisation plus avancée que les autres semi-
copules. Or, cette inférence diachronique à partir des données synchroniques n’est pas 
sans problèmes. En effet, elle part d’une conception très téléologique, comme si toutes les 
semi-copules sont ‘en attente’ d’une copularisation accomplie ultérieure, sans autre 
utilité immédiate (ce que nous avons réfuté ci-dessus). Ainsi, elles avanceraient 
(progressivement ?) vers ce but, sur différents traits. Or, d’après nous, le stade de semi-
copule est en soi un point d’aboutissement valable, sans qu’il y ait nécessairement à un 
moment donné une évolution subséquente vers la copularité prototypique (possibilité de 
pronominalisation de l’AS par le/het/dat, compatibilité avec la spécificationnelle etc.)954. 
 
                                                     
954 La diachronie semble confirmer cette hypothèse. D’une part, certaines semi-copules ont disparu avant de se 
développer en copules prototypiques. A témoin, nous pouvons fournir l’exemple de l’emploi attributif du verbe 
croistre (‘croître’), par exemple [croistre + adj. désignant le terme de la croissance ‘grand et gros’] : « Et le enffe 
cressoit touttefoys grant et gros » (Jean D’Outremeuse, DMF 2015). Contrairement à l’anglais, où le verbe 
correspondant to grow a de nos jours un emploi attributif établi (Its spirit soon grows weak ; Google), croistre n’a pas 
connu le même développement. D’autre part, certaines semi-copules existent déjà depuis des siècles sans avoir 
franchi le seuil de la copularité prototypique. Si ces verbes étaient seulement en attente d’une copularisation 
ultérieure, sans autre fonctionnalité plus immédiate, on ne s’attend pas à ce qu’ils survivent aussi longtemps. 
Pensons par exemple à tomber, cf. : « […] il tomba malade et bien tost après mourut, […] » (1489-1491, DMF 2015). 
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Pour cette raison, nous nous contentons de constater en synchronie des différences de 
‘copularité’ entre les verbes attributifs, sans forcément en déduire une copularisation 
incomplète (à des degrés variables). Nous reprendrons la question diachronique infra, au 
moment où nous aborderons les perspectives de recherche. 
La plus grande variété interne de la classe des semi-copules étant désormais avérée, 
revenons maintenant à nos moutons : qu’est-ce qui distingue une copule prototypique 
d’une semi-copule, les deux types de verbes attributifs étant conçus comme des 
catégories opposées. Dans un premier temps, nous pouvons mettre en avant une série de 
critères de copularité a priori dichotomisants. Ces critères ont déjà été remarqués dans la 
littérature et dénotent des propriétés distributionnelles qui sont en mesure d’opérer une 
distinction absolue entre copules prototypiques et semi-copules (françaises et 
néerlandaises). En d’autres mots, la scission est ‘catégorique’ et non pas une affaire 
d’association préférentielle. Parmi les critères de copularité a priori dichotomisants (en 
synchronie), nous comptons955 : 
(6) la possibilité de pronominalisation de l’AS par le/dat/het 
(7) la possibilité d’entrer dans des constructions non prédicationnelles, telles 
que notamment les spécificationnelles 
(8) la possibilité de se combiner avec des AS de type SN956 
Les copules prototypiques sont caractérisées par les traits (1), (2) et (3), alors que les semi-
copules ne le sont pas. Ainsi, il est possible de dire d’un verbe attributif qu’il est une 
‘copule prototypique’ ou non : l’appartenance soit à la catégorie des copules 
prototypiques, soit à la catégorie des semi-copules, peut donc être établie avec netteté. Il 
y a un seuil que les semi-copules ne sont pas prêtes à franchir. 
Comme nous le développerons ci-dessous, il n’empêche que certaines semi-copules 
peuvent sur certains traits plus ‘probabilistes’ s’approcher davantage du prototype des 
‘copules prototypiques’. Afin de formaliser à la fois le seuil qui sépare les deux catégories, 
ainsi que le continuum ‘gradient’ qui relie les prototypes des deux catégories (cf. « strict 
categorial cut-off points within the gradient » ; Aarts 2007, 224), nous adoptons le modèle 
suivant : 
 
 
                                                     
Evidemment, en ce moment, il n’est pas à exclure que le franchissement du seuil de la copularité prototypique 
se produira encore dans les siècles à venir.  
955 Nous ne mentionnons pas la possibilité d’entrer dans la construction impersonnelle à extraposition (sujet 
grammatical = il/het/dat), car raken peut (exceptionnellement) figurer dans cette construction.  
956 Nous pouvons y ajouter des catégories minoritaires comme l’AS infinitival. 
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Figure 141 Le continuum ‘gradient’, opposant deux catégories distinctes 
 
De cette façon, les catégories copule prototypique et semi-copule peuvent être distinctes, tout 
en acceptant que certaines semi-copules s’approchent plus des copules prototypiques et 
inversement. 
A partir de l’analyse de groupe et de l’analyse de régression, nous avons également pu 
opposer les copules prototypiques aux semi-copules en fonction de critères de copularité 
a priori non dichotomisants, qui indiquent seulement une association préférentielle à une 
des deux catégories. Dans ce cas, le critère ne met pas en avant une caractéristique 
distributionnelle qui permet d’opérer une distinction absolue, étant donné que tant les 
semi-copules que les copules prototypiques présentent, dans une certaine mesure, cette 
caractéristique. Néanmoins, il apparaît que cette caractéristique distributionnelle est 
proportionnellement mieux représentée pour une des deux catégories, tandis qu’elle est 
moins proéminente pour l’autre. Rappelons que ce sont donc ces critères qui permettent 
d’instaurer le continuum ‘gradient’ dans le modèle d’Aarts 2007, quelque chose qui n’est 
pas possible à l’aide des critères a priori dichotomisants.     
Ainsi, nous avons montré que, dans les deux langues, les AS prépositionnels s’associent 
plutôt aux semi-copules qu’aux copules prototypiques (indépendamment de l’animéité 
du sujet). Autrement dit, l’AS prépositionnel a une cue validity élevée pour la catégorie des 
copules prototypiques semi-copules 
construction 
attributive 
Frontière entre les deux catégories :  
(1) possibilité de pronominalisation de l’AS par le/dat/het 
(2) possibilité d’entrer dans des constructions non prédicationnelles 
(3) la possibilité de se combiner avec des AS de type SN 
continuum 
‘gradient’ 
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semi-copules, la distinguant efficacement de la catégorie des copules prototypiques957. 
Cette propension des semi-copules pour l’AS prépositionnel est sans doute à mettre en 
rapport avec leur lien (encore ?) plus fort avec leur origine comme verbe de mouvement, 
souvent par l’intermédiaire de la construction indirecte (par exemple [virer à + X] : virer 
au cauchemar, et [tomber dans + X] : tomber dans une dépression). Il est important de 
remarquer que les semi-copules occupent de cette façon un secteur où le prototype dans 
le domaine du changement d’état, devenir/worden, est peu performant, cf. *Il devient au 
courant (exemple construit) (cf. Leeman et Guehria 2013). Toutefois, certaines semi-
copules s’éloignent plus du prototype de la catégorie des semi-copules et ont, comme par 
exemple raken, une association moins forte aux AS prépositionnels. Sur le continuum 
‘gradient’, ces semi-copules sont donc à situer plus près de la frontière avec la catégorie 
des copules prototypiques. 
Outre le patron [sujet (in)animé + AS prépositionnel] qui caractérise la catégorie des 
semi-copules, on a observé que les AS nominaux ont une cue validity élevée pour la 
catégorie des copules prototypiques, par opposition à la catégorie des semi-copules. En 
français, c’est surtout le patron [sujet inanimé + AS nominal] qui donne lieu à une 
distinctivité maximale par rapport à la catégorie des semi-copules, là où l’animéité du 
sujet ne joue pas en néerlandais.  
Entre les deux polarités opposant la catégorie des copules prototypiques et la catégorie 
des semi-copules se trouve le socle commun des AS adjectivaux, partagé par les deux 
catégories. En d’autres termes, l’AS adjectival semble être ce qui caractérise la 
construction attributive dans son ensemble, copules prototypiques et semi-copules 
confondues. Ainsi, l’AS adjectival est la caractéristique qui distingue le plus la 
construction attributive d’autres types de constructions, comme la construction 
transitive (à COD). Par contre, il importe d’apporter une nuance contrastive : il s’avère 
que le patron [sujet inanimé + AS adjectival] s’associe en français plutôt à la catégorie des 
copules prototypiques, tandis qu’en néerlandais, l’animéité du sujet n’a pas d’impact dans 
le domaine adjectival. En français, c’est donc surtout le patron [sujet animé + AS 
adjectival] qui fait le lien entre la catégorie des copules prototypiques et la catégorie des 
semi-copules.  
En néerlandais, l’AS adjectival remplit donc sa fonction de catégorie unificatrice 
indépendamment de l’animéité du sujet. Nous avons suggéré que cette indépendance par 
rapport à l’animéité du sujet est surtout due à la construction à particule néerlandaise, 
qui s’ouvre volontiers aux sujets inanimés. Le français ne disposant pas d’une 
construction similaire dans laquelle les semi-copules peuvent s’insérer, la combinaison 
[semi-copule française + AS adjectival] est plutôt rétive aux sujets inanimés.    
 
                                                     
957 Evidemment, cela ne veut aucunement dire que les copules prototypiques n’acceptent pas les AS 
prépositionnels. 
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Voici deux figures qui visualisent ce que nous venons de conclure par langue, avec 
chaque patron [animéité du sujet + catégorie morphosyntaxique de l’AS] situé sur le 
continuum ‘gradient’ entre la catégorie des copules prototypiques et celle des semi-
copules. Il va de soi que les critères a priori dichotomisants qui définissent la frontière 
entre la catégorie des copules prototypiques et celle des semi-copules (cf. la Figure 141 ci-
dessus) sont toujours d’application : nous ne les répétons plus dans les deux figures ci-
dessous.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 142 Catégorie des copules prototypiques vs catégorie des semi-copules (français) 
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Figure 143 Catégorie des copules prototypiques vs catégorie des semi-copules (néerlandais) 
 
Dans la même veine, nous pouvons ajouter aux critères a priori non dichotomisants 
susceptibles d’opposer l’ensemble des copules prototypiques à l’ensemble des semi-
copules la productivité de l’AS (cf. en particulier les mesures type_freq et hapax_freq). 
Comme nous l’avons déjà mis en avant ci-dessus, la position d’AS après les copules 
prototypiques a en général une type frequency et une hapax frequency plus élevées que la 
position d’AS après les semi-copules. 
En même temps, certaines semi-copules comme raken et virer, dont la position AS est 
dotée d’une productivité relativement élevée, se situent près de la frontière avec la 
catégorie des copules prototypiques958. Nous avons vu dans la partie V que cette 
productivité plus élevée de raken et de virer semble surtout alimentée par leur part 
importante d’AS adjectivaux. Ainsi, afin de réaliser un taux de productivité relativement 
élevé, il semble important d’avoir (1) une majorité de tokens adjectivaux et (2) de faire 
preuve de suffisamment de productivité dans le domaine adjectival, afin de pouvoir se 
rapprocher du niveau de productivité (tous les domaines d’AS confondus) des copules 
prototypiques. Ce constat rejoint aussi l’observation faite ci-dessus que l’AS adjectival 
forme le socle commun où la catégorie des copules prototypiques et celle des semi-
 
                                                     
958 Notons qu’elles ne sont pas pour autant prêtes à franchir cette frontière. 
copules prototypiques semi-copules 
sujet (in)animé + 
AS nominal  
sujet (in)animé + 
AS prép.  
sujet (in)animé + 
AS adjectival 
construction attributive néerlandaise 
Frontière entre les deux catégories 
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copules peuvent se rencontrer. Ce n’est alors pas une surprise de constater que les semi-
copules qui s’épanouissent le plus dans ce secteur adjectival du point de vue de 
l’ouverture de leur position AS et du nombre d’occurrences hapaxiques, atteignent 
globalement un niveau de productivité pouvant rivaliser avec celui des copules 
prototypiques.    
Enfin, nous mentionnons encore les ‘contrastes partiels’ que nous avons également 
identifiés dans le cadre de nos analyses de groupe. Dans le cas d’un contraste partiel, les 
semi-copules ou un sous-ensemble des semi-copules s’opposent, sur un certain trait 
distributionnel, aux copules prototypiques ou à un sous-ensemble des copules 
prototypiques. En d’autres mots, le contraste n’est que partiel, car on n’oppose pas 
l’ensemble des copules prototypiques à l’ensemble des semi-copules. Rappelons que les 
contrastes sont établis en fonction des regroupements proposés par l’analyse de groupe. 
Chaque opposition [groupe ‘copules prototypiques’ vs groupe semi-copulatif] se fonde (en 
partie) sur d’autres traits distributionnels. Le Tableau 182 suivant reproduit ces 
contrastes partiels déjà présentés dans la section 11.4 : 
 
Tableau 182 Contrastes partiels entre copules prototypiques et semi-copules en termes de 
traits distributionnels (ID tag levels) (2) 
trait distributionnel GROUPE A GROUPE B description 
ATTR_ADJ_GRAD 
.gradable 
copules prototypiques komen et gaan Le groupe A se caractérise par les 
AS adjectivaux gradables, 
contrairement au groupe B. 
ATTR_ADJ_GRAD 
.non_gradable 
copules prototypiques passer, raken et 
vallen 
Le groupe A se caractérise par les 
AS adjectivaux non gradables, 
contrairement au groupe B. 
ATTR_ADJ_ 
PARTICIPIALITE.participial 
copules prototypiques raken et passer Le groupe B se caractérise par les 
AS adjectivaux participiaux, 
contrairement au groupe A. 
PERSONNEL.1er_ 
personne_sing 
copules prototypiques tomber et virer Le groupe B se caractérise par la 
première personne du singulier, 
contrairement au groupe A. 
    
ATTRIBUT_ADJ_ 
MODIFICATION.mod_adv 
copules prototypiques 
mutatives 
gaan, raken, 
tomber, virer, 
passer 
Le groupe A se caractérise par les 
AS adjectivaux modifiés 
adverbialement, contrairement 
au groupe B. 
ATTRIBUT_ADJ_ 
MODIFICATION.mod_prep 
-fixe 
copules prototypiques 
mutatives 
raken, gaan, 
komen, vallen 
Le groupe B se caractérise par les 
AS adjectivaux modifiés par un 
Sprép à prép. fixe, 
contrairement au groupe A. 
COMPARATIF.comparatif copules prototypiques 
mutatives 
semi-copules Le groupe A se caractérise par les 
AS comparatifs, contrairement 
au groupe B. 
 796 
TEMPS_COMPOSE. 
oui_composé 
copules prototypiques 
mutatives 
komen, gaan et 
vallen 
Le groupe A se caractérise par les 
temps composés, contrairement 
au groupe B. 
    
ATTR_ADJ_ 
PARTICIPIALITE.participial 
copules prototypiques 
non mutatives 
semi-copules 
sauf raken & passer 
Le groupe A se caractérise par les 
AS adjectivaux participiaux, 
contrairement au groupe B. 
 
Les contrastes partiels pourraient être vus comme un deuxième type de critères de 
copularité a priori non dichotomisants, en plus de ceux déjà mentionnés supra. 
Contrairement aux critères basés sur l’animéité du sujet et sur la catégorie 
morphosyntaxique de l’AS, ces contrastes partiels ne permettent pas vraiment de 
concevoir les copules prototypiques et les semi-copules comme deux catégories 
‘monolithiques’ et ‘antagonistes’. Par conséquent, ils ne sont pas non plus retenus dans 
notre modèle de régression qui vise à opérer une distinction binaire entre copules 
prototypiques et semi-copules.   
En revanche, ils servent quand même à détecter certains traits distributionnels qui 
marquent un contraste assez net entre les copules prototypiques (mutatives / non 
mutatives) et un sous-ensemble de semi-copules. A chaque fois, un groupe spécifique de 
semi-copules présente un comportement qui dévie du ‘dosage idéal’ réalisé par les 
copules prototypiques (mutatives / non mutatives). En somme, ces critères indiquent des 
traits pour lesquels les semi-copules sont susceptibles de se distinguer des copules 
prototypiques, mais pas nécessairement. Dans ce sens, ils constituent des propriétés plus 
périphériques du prototype de la catégorie des semi-copules. 
En résumé, nous pouvons proposer la visualisation suivante, qui capte à la fois : 
- L’opposition entre deux catégories ‘monolithiques’ [copules prototypiques vs semi-
copules]. 
- La variabilité à l’intérieur des deux catégories, qui est plus grande pour les semi-
copules. Cette variabilité donne lieu à toutes sortes de ‘contrastes partiels’, que 
nous avons listés dans le Tableau 182 ci-dessus. 
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Figure 144 Catégorie des copules prototypiques vs catégorie des semi-copules 
La productivité et la token frequency 
Puis, nous faisons le bilan pour la quatrième question de recherche formulée dans notre 
introduction, à savoir :  
Q4 : Qu’est-ce que l’étude de la productivité de l’AS peut nous enseigner à propos de la 
productivité à un niveau plus abstrait / théorique ? 
Ci-dessus, nous avons déjà parlé du rapport entre les mesures de productivité et d’anti-
productivité, à la lumière de l’opposition entre semi-copules et copules prototypiques. 
Nous ne le répétons plus ici. 
Plus particulièrement, dans la partie V, nous avons mis en avant l’hypothèse, défendue 
dans Barðdal 2008, que certaines combinaisons [verbe attributif + AS] conventionnalisées, 
dotées d’une token frequency élevée, sont, en tant que ‘modèle analogique’, plus aptes à 
attirer d’autres types AS sémantiquement ou formellement proches, ce qui est susceptible 
de promouvoir la productivité de la micro-construction attributive en question. Or, nos 
données ont tendance à infirmer cette hypothèse. Nous avançons deux arguments pour 
lesquels les types AS à token frequency élevée ne fonctionnent pas forcément comme des 
copules prototypiques semi-copules 
construction 
attributive 
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‘attracteurs’ de nouveaux types. Le premier argument concerne le rapport entre la forme 
du sommet fréquentiel et la productivité, tandis que le deuxième argument a trait au 
rapport entre la token frequency et la productivité au sein d’une classe sémantique. 
Nous présentons le premier argument. Rappelons que nous avons distingué deux types 
de distributions fréquentielles (cf. la Type-Frequency List), à savoir : 
3. Distribution fréquentielle caractérisée par une multiplicité de types AS à token 
frequency élevée 
4. Distribution fréquentielle caractérisée par un seul type AS à token frequency 
extrêmement élevée 
Dans le premier cas, on a affaire à un sommet fréquentiel élevé et étendu, avec un dénivelé 
modéré, alors que dans le deuxième cas, il s’agit d’un pic élevé, suivi d’une baisse assez 
abrupte. Ce qui est essentiel, c’est que le poids total de la token frequency qui est totalisé 
dans les deux types de distribution fréquentielles est relativement comparable, ce qui fait 
qu’on peut penser que d’éventuelles différences de productivité peuvent être attribuées 
à la forme même de la distribution fréquentielle. 
 D’après l’hypothèse formulée ci-dessus, une distribution fréquentielle caractérisée 
par plusieurs types à token frequency élevée (scénario 1), fortement ancrés cognitivement, 
devrait faciliter l’attirance de nouveaux types sémantiquement / formellement proches, 
ainsi favorisant la productivité de la micro-construction en question. En revanche, un 
scénario où il y a un seul type extrêmement fréquent devrait être désavantagé, car le 
nombre de types ‘attracteurs’ est clairement inférieur par rapport au scénario précédent. 
Nous avons pu montrer dans notre étude de productivité que cette prédiction ne se vérifie 
pas pour nos données. Au contraire, c’est la multiplicité de types AS à token frequency 
élevée qui (en général) nuit le plus à la productivité. 
Secondement, penchons-nous sur le deuxième argument. Selon l’hypothèse de Barðdal 
2008, on s’attendrait à ce que les classes sémantiques les plus ‘productives’ s’organisent 
autour de noyaux à token frequency élevée. Or, nous observons dans nos données la 
tendance générale selon laquelle les types AS dotés d’une token frequency très élevée ne 
font pas partie d’une classe sémantique riche en types AS différents. Les classes 
sémantiques les plus productives, au sens d’une grande diversité de types AS, contiennent 
uniquement des types AS moins fréquents, voire hapaxiques. Ces classes sémantiques ne 
comportent pas un ou plusieurs ‘noyaux durs’ à token frequency élevée autour desquels 
gravitent des extensions sémantiques à token frequency plus modeste, mais s’organisent 
autour du même sémantisme abstrait, par exemple type humain mauvais. Aucun des types 
AS de ce type de classe ne semble revendiquer le rôle central d’attracteur d’autres items 
sémantiquement/formellement proches. Ensuite, il faut reconnaître qu’il existe 
également des classes semi-productives comportant des types AS à token frequency 
intermédiaire. Ici, la token frequency ne semble pas forcément nuisible à la productivité 
interne à la classe sémantique. Or, il n’empêche que cette structure d’un noyau à 
fréquence semi-élevée autour duquel des types AS moins fréquents gravitent est toujours 
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moins ‘performante’ sur le plan de la productivité que la structure basée sur un 
sémantisme abstrait partagé par une série d’occurrences quasi hapaxiques, ce qui reste le 
mode d’organisation le plus propice à la productivité de la classe sémantique. 
L’analyse contrastive 
Puis, nous passons à notre cinquième question de recherche : 
Q5 : Y a-t-il des différences importantes entre les systèmes attributifs néerlandais et 
français ? 
Dans cette partie, nous rassemblons une série d’observations contrastives [français vs 
néerlandais] qui ont été faites tout au long de notre étude, mais qui sont restées jusqu’à 
présent assez éparpillées. Notre but est de réunir ici les constats contrastifs les plus 
importants, afin que le lecteur puisse se référer à cette partie pour avoir un aperçu 
synthétique de notre analyse contrastive959. Evidemment, nous avons déjà présenté 
quelques faits contrastifs dans nos conclusions supra : nous y reviendrons brièvement 
dans la suite de cette partie. 
 
1) Le néerlandais est plus limité que le français en ce qui concerne l’AS nom nu 
 
En accord avec la littérature existante sur le sujet, nous avons pu constater que, de nos 
jours, les semi-copules néerlandaises ne se combinent guère avec l’AS de type ‘nom nu’, 
contrairement aux semi-copules françaises, qui s’y prêtent davantage, surtout en cas de 
sujet animé. Cela pourrait avoir quelque chose à voir avec le statut différent de l’absence 
du déterminant dans les deux langues. Nous avons fait l’hypothèse que l’absence du 
déterminant est en français de façon plus univoque un indice qui signale la prédication, 
ce qui favorise l’AS de type ‘nom nu’, tandis qu’en néerlandais, l’absence d’un déterminant 
‘matériel’ peut également indiquer le massif (cf. We eten kip vandaag. ; exemple construit) 
 
                                                     
959 Remarquons que nous ne consacrons pas d’attention ici à certains phénomènes typologiques qui dépassent 
le sujet de la construction attributive. Pensons par exemple à la réalisation de la définitude dans les deux langues 
ou la façon dont le système des temps verbaux s’organise dans les deux langues. Cela nous mènerait trop loin.  
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ou le pluriel comptable (cf. We eten appels. ; exemple construit)960. Cette hypothèse peut 
être examinée de plus près dans des études futures. 
A cela s’ajoute qu’on peut trouver d’autres contextes prédicatifs où on observe 
également que le français utilise volontiers l’AS de type ‘nom nu’, tandis que le 
néerlandais s’y montre plus rétif, ayant plutôt recours à un marqueur prépositionnel de 
la prédication afin d’introduire l’AS nominal. En guise d’illustration, comparons les deux 
exemples suivants : 
(857) Enfant, il regardait toujours le foot avec son père. (exemple construit) 
(858) Als kind keek hij altijd met zijn vader naar het voetbal. (traduction) 
L’apposition attributive nominale enfant/kind auprès du sujet il/hij a besoin d’un 
marqueur prédicatif (cf. Lauwers et Tobback 2018) en néerlandais (als ‘comme’), ce qui 
n’est pas nécessaire en français. 
Il en va de même pour la construction à AO, où l’AS nominal semble en français plus 
facilement pouvoir se passer d’une ‘béquille’ prépositionnelle, là où le néerlandais préfère 
la construction indirecte, pour laquelle la combinaison [verbe + préposition] est 
complétée par un complément nominal (nom nu / SN) :  
 
[bombarder X Y] vs [bombarderen X tot Y]  
(859) A ce moment-là, non seulement ces desperados politiques ont publiquement fait cause 
commune avec Logan, mais ils l’ont bombardé dirigeant principal de leur nouvelle « 
Tendance bolchévique internationale ». (Google) 
(860) De voortrekkers van de Werkliedenpartij bombardeerden hem tot voorbeeld voor hun 
strijd om sociaal recht. (Google) 
[estampiller X Y] vs [bestempelen X als Y]  
(861) Les plumitifs qui font l'opinion l'ont estampillé génie littéraire ! (Google) 
(862) Zijn collega's bestempelen hem als een achtbaar journalist die nooit enig persoonlijk 
voordeel uit zijn beroep heeft gehaald. (Google) 
En somme, à l’instar de la construction attributive française à semi-copule, la position AO 
de la construction à AO française (dont le slot verbal est occupé par un verbe peu 
désémantisé) accepte les AS de type ‘nom nu’, à l’opposé du néerlandais. Ce parallélisme 
entre l’AS et l’AO peut encore être creusé dans des recherches futures. 
 
                                                     
960 Rappelons que nous avons utilisé dans ces deux cas la catégorie « article_indéfini_covert » en néerlandais, 
afin de faciliter la comparaison avec le français, qui utilise bel et bien un déterminant ‘matériel’ (article partitif 
/ article indéfini pluriel). 
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Qui plus est, cette divergence entre le néerlandais et le français semble également se 
manifester dans le domaine des copules prototypiques. Ainsi, parmi les copules 
prototypiques, tant devenir que worden sont particulièrement associés aux AS nominaux, 
une tendance qui se vérifie aussi si on se limite aux seuls AS de type ‘nom nu’. Or, en tête 
du peloton, devenir devance worden sur ce point, ce qui suggère que le français se montre 
ici également plus ouvert envers l’AS de type ‘nom nu’. Ce qui corrobore ce constat, c’est 
que nos données suggèrent que devenir s’ouvre davantage aux noms nus modifiés, en 
comparaison avec worden. Rappelons que l’AS de type ‘nom nu’ est en général plus 
contraint du point de vue de ses possibilités de modification. Si ces contraintes semblent 
moins sévères en français, cela plaide également en faveur d’une position plus ferme de 
l’AS de type ‘nom nu’ en français qu’en néerlandais. Une étude de corpus plus 
approfondie, qui se concentre uniquement sur les AS de type ‘nom nu’, peut mettre en 
carte ces différences avec plus de netteté que notre échantillon plus ‘générique’ peut le 
faire.  
 
2) La construction à particule néerlandaise et son biais inanimé 
 
Une deuxième différence notable entre le français et le néerlandais est la construction 
à particule, par exemple [komen + AS vrij]. Cette construction à particule, présente en 
néerlandais et absente en français, semble entraîner quelques différences intéressantes 
entre les deux langues. 
Comme nous l’avons déjà remarqué ci-dessus, notre modélisation de l’opposition 
[copule prototypique vs semi-copule], à l’aide d’un modèle de régression, a révélé qu’en 
français, le patron adjectival [sujet inanimé + AS adjectival] s’oriente surtout vers les 
copules prototypiques. Par conséquent, on peut dire que l’AS adjectival français combiné 
avec un sujet inanimé est un patron plutôt typique des copules prototypiques, si on 
oppose les deux catégories [copule prototypique vs semi-copule]. Or, cela ne vaut pas 
pour le néerlandais, où l’AS adjectival se situe de toute façon à mi-chemin entre les deux 
catégories [copule prototypique vs semi-copule], indépendamment de l’animéité du sujet. 
Cela s’explique en grande partie par le fait que la construction à particule, où on peut 
considérer la particule comme un type d’AS adjectival, se montre ouverte envers les sujets 
inanimés, plus que les autres exemples néerlandais à AS adjectival. 
Ensuite, un deuxième constat intéressant, que nous avons fait dans la partie V, c’est 
que les semi-copules néerlandaises comptent (en général) plus de types AS partagés par 
deux semi-copules que les semi-copules françaises. Nous avons émis l’hypothèse selon 
laquelle ce sont surtout les particules qui creusent la différence entre les deux langues. 
En d’autres termes, les particules contribuent beaucoup aux chevauchements entre les 
semi-copules néerlandaises au niveau de leur position AS (cf. par exemple la particule los, 
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litt. ‘séparé’, dans losgaan, loskomen et losraken). Il s’ensuit que, grâce aux particules, les 
semi-copules forment un paradigme plus ‘inextricable’ en néerlandais qu’en français961.  
En résumé, la construction à particule entraîne quelques différences remarquables 
entre les semi-copules françaises et les semi-copules néerlandaises. 
 
 
3) Deux ‘sources’ de conventionnalisation additionnelles pour les semi-copules 
néerlandaises 
 
Dans la section 15.1.7, nous avons identifié deux ‘sources’ de conventionnalisation pour 
les semi-copules néerlandaises, qui semblent (dans une grande mesure) absentes pour le 
français. Il s’agit : 
I. de combinaisons [verbe + AS prépositionnel] qui sont (sans doute) plutôt perçues 
comme une sorte de prédicats complexes (unités verbales à forte cohésion), 
présentant des airs de famille avec les constructions à verbe support. Par exemple : 
in de smaak vallen, in aanmerking komen etc., ou des instanciations de la construction 
à sujet agentif (exprimant une action) comme aan de slag gaan, op zoek gaan etc.  
A titre de comparaison, les combinaisons [verbe + AS prépositionnel] françaises 
à token frequency élevée, comme virer en tête et tomber en panne, semblent être d’une 
autre nature. D’une part, le SPrép. est plus susceptible d’apparaître dans la 
combinaison avec d’autres verbes qu’en néerlandais, cf. en tête dans virer en tête 
(voir le Tableau 162 qui comporte les fréquences relatives). D’autre part, le SPrép. 
ne fait pas partie d’une construction à sujet agentif, cf. tomber en panne, où le sujet 
subit clairement le changement d’état. Ainsi, tomber en panne semble s’aligner plus 
sur le modèle ‘plus compositionnel’ de la construction attributive [verbe + AS] que 
sur le modèle d’un verbe d’action complexe (comme aan de slag gaan). 
II. de combinaisons [verbe + AS ‘particule’], déjà mentionnées ci-dessus. Rappelons 
que la construction à verbe à particule constitue une construction particulière, qui 
est à la fois compositionnelle et conventionnalisée (Los et al. 2012, 80‑81). 
 
Ces ‘sources’ de conventionnalisation s’appliquent moins aux semi-copules françaises. 
Cela peut également expliquer pourquoi nous avons observé (pour l’ensemble des 
données, toutes catégories de l’AS confondues) que ce sont surtout les semi-copules 
néerlandaises qui disposent d’une distribution fréquentielle avec une multiplicité de types 
AS à token frequency élevée. Si le nombre de ‘sources de conventionnalisation’ est plus 
divers, on pourrait s’attendre à ce que plus de types AS différents soient affectés par la 
 
                                                     
961 Reste à savoir si cela pointe dans la direction d’une origine commune des semi-copules néerlandaises, 
s’appuyant sur le même type de copularisation, par exemple [particule directionnelle → particule attributive]. 
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conventionnalisation, d’une façon ou d’une autre, ce qui donne lieu à un sommet 
fréquentiel plus étendu.  
Enfin, remarquons que cette alimentation plus diverse du stock des items 
conventionnalisés des semi-copules néerlandaises, en particulier komen, gaan et vallen, 
donne sans doute lieu à un comportement assez déviant de ces verbes sur d’autres traits 
distributionnels. Pensons par exemple à l’observation que les semi-copules komen, gaan et 
vallen ne s’orientent pas vers les temps composés, contrairement aux autres semi-copules 
(cf. la section 7.4.2). Vraisemblablement, s’il y a plus de combinaisons [verbe + AS] qui sont 
affectées par la conventionnalisation, ces idiosyncrasies risquent de rendre l’image 
globale, tous les types AS confondus, plus floue. 
 
 
4) Comparaison de binômes interlinguistiques 
 
Dans notre étude, nous avons mis l’accent sur les constats généraux relatifs à l’ensemble 
des verbes attributifs sélectionnés, plutôt que de nous concentrer sur une comparaison 
contrastive de binômes interlinguistiques, par exemple tomber vs vallen etc. Il n’empêche 
que quelques observations contrastives de ce type peuvent être glanées tout au long de 
notre étude. En général, ces observations tendent à montrer que, même pour des binômes 
attributifs, leur comportement n’est pas identique d’une langue à une autre, en dépit de 
certaines similitudes. Par exemple :  
− Dans le prolongement de ce que nous avons déjà relevé ci-dessus pour devenir vs 
worden dans le domaine des AS nominaux, il s’avère que devenir et worden diffèrent 
encore à propos d’autres caractéristiques. En particulier, nous pensons à l’aptitude 
(relative) de worden de figurer dans la construction spécificationnelle, tandis que 
devenir semble s’y prêter beaucoup moins (cf. la section 8.1). 
− L’analyse de classes sémantiques au niveau de l’AS a mis en évidence des 
convergences et des divergences entre tomber et vallen. D’une part, il y a les classes 
sémantiques partagées comme « cassé » et « évanouissement », qui sont 
immédiatement associées au sens de mouvement propre à tomber et vallen, soit 
comme résultat de l’action (« cassé »), soit comme origine de l’action 
(« évanouissement »). D’autre part, il y a certains types AS clés comme tomber 
enceinte (< classe sémantique « grossesse » ; *zwanger vallen), tomber amoureux 
(classe sémantique « amour » ; *verliefd vallen) qui n’ont pas de correspondant en 
néerlandais. Cela suggère que les cas pour lesquels le lien avec le sémantisme 
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spatial du verbe est déjà moins évident à établir, ne se développent pas tout à fait 
de la même façon selon la langue962. 
Perspectives de recherche : de la synchronie à la diachronie 
Au terme de notre étude, nous proposons encore quelques pistes de recherche futures. 
Nous ne répétons plus ici de façon exhaustive toutes les pistes de recherche futures 
possibles que nous avons évoqués tout au long de cette étude (y compris ceux déjà cités 
dans cette dernière partie). Souvent, ces pistes concernent des approfondissements de 
tendances que nous constatons pour un sous-ensemble (parfois assez petit) de nos 
données, mais qui peuvent être passées au crible de façon beaucoup plus détaillée dans 
des études ultérieures à l’aide d’échantillons plus ‘spécialisés’.  
Plutôt, nous préférons nous concentrer ici sur le côté diachronique du phénomène des 
verbes copules, à savoir la question de leur copularisation (Van Wettere et Lauwers 2017). 
En d’autres termes, comment ces verbes se sont-ils copularisés ? Même si nous avons 
effleuré la question de la diachronie de temps en temps, en formulant quelques 
hypothèses, une étude de corpus empirique à grande échelle est nécessaire pour 
documenter le processus de copularisation de ces verbes attributifs français et 
néerlandais, ainsi que leur évolution ultérieure comme verbe attributif, une fois qu’ils ont 
acquis leur emploi attributif, c’est-à-dire pendant la phase de post-
constructionnalisation. Cette question de recherche (très vaste) est à situer dans le champ 
d’étude de la grammaticalisation (Hopper et Traugott 2003) et de la (post-
)constructionnalisation (Traugott et Trousdale 2013). Il va de soi que cet 
approfondissement diachronique contribuerait beaucoup à une meilleure 
compréhension de la situation contemporaine, qui est toujours le ‘produit’ d’une 
évolution diachronique antérieure. 
Plus spécifiquement, nous pouvons, par exemple, formuler les questions de recherche 
suivantes : 
− Quel est le rôle des correspondances sémantiques entre certains AS 
prépositionnels et AS adjectivaux963, que nous avons pu constater dans la 
 
                                                     
962 Ziek vallen (sous-standard) est souvent considéré comme un galicisme (Geerts 1995, 143 ; par contre, cf. aussi 
to fall ill en anglais, qui peut également exercer une influence indépendante de nos jours). Dans ce cas, on peut 
conclure que, sur ce point, vallen ne s’est pas développé à tel point qu’il peut rivaliser avec sa source française 
(cf. *verliefd vallen, ‘litt. tomber amoureux’).  
963 Par exemple, le SPrép. buiten bewustzijn vs le Sadj. bewusteloos (‘sans connaissance’). 
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section 15.2.3.4 (cf. le Tableau 181), dans le processus de copularisation ? Cette 
question est sans doute à mettre en rapport avec le rôle de la construction 
indirecte comme ‘construction source’ de la construction attributive. 
− Quel est le rôle de la construction (attributive) à particule dans la copularisation 
des semi-copules néerlandaises ? Rappelons que nous avons vu que c’est cette 
construction qui semble faciliter la compatibilité des semi-copules 
néerlandaises avec les sujets inanimés, à l’opposé de ce que nous observons 
pour les semi-copules françaises. 
− La copularité prototypique telle que nous l’avons définie en synchronie, par 
opposition avec la catégorie des semi-copules, reste-t-elle stable à travers les 
siècles ? Par exemple, l’attestation suivante suggère que la semi-copule vallen 
pouvait par le passé se combiner avec des AS de type ‘SN’, ce qui ouvre le débat 
sur les traits définitoires de la copularité prototypique à ce moment-là dans 
l’histoire : 
(863) Jan, waer ick toch een Boeck gevallen, sei Cathrijn, Soo moght ghy nacht en dagh met 
my soo besigh zijn, Als met uw Boecken nu. (GTB, 1649) [semi-copule vallen + AS de type 
SN een boek ‘un livre’] 
  
- Comment le verbe en voie de la copularité prototypique acquiert-il les 
caractéristiques qui font le propre de la copule prototypique ? 
- Dans quelle mesure les traits de copularité, que nous avons déterminés en 
synchronie, sont-ils des traits copularisants ? En d’autres mots, y a-t-il des traits 
distributionnels synchroniques de la copularité prototypique qui se révèlent, en 
diachronie, comme des prérequis nécessaires pour pouvoir franchir le seuil de la 
copularité prototypique (ou, du moins, pour pouvoir s’y rapprocher, par exemple 
en matière de productivité de l’AS) ? 
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SUMMARY 
The dissertation examines a set of French and Dutch prototypical copula verbs (être / zijn ‘to 
be’, devenir / worden ‘to become’, and rester / demeurer / blijven ‘to remain’) and change-of-
state semi-copulas out of motion verbs (verbs that signify ‘to become’, e.g. tomber ‘to fall’, 
raken ‘to attain’ etc.). The following examples illustrate the semi-copular use of these motion 
verbs: 
(864) tomber (‘to fall’, French): Il tombe amoureux. (‘He falls in love.’) 
(865) virer (‘to turn’, French): Elle a viré intellectuelle. (lit. ‘She has turned intellectual.’) 
(866) (ge)raken (‘to attain’, Dutch): Ze (ge)raakte zwanger. (lit. ‘She attained/reached pregnant.’)  
(867) komen (‘to come’, Dutch): Ik kom helemaal zot. (lit. ‘I come completely crazy.’) 
Semi-copulas are verbs which share only part of the properties of semantically empty, full-
fledged copular verbs, such as to be. In comparison to prototypical copulas, they are more 
subject to several types of constraints on the subject slot and subject complement slot of 
their respective micro-constructions. 
In this study, I adopt a usage-based, construction grammar framework, which draws on 
extensive corpus data. Both the French and Dutch data were collected from Sketch Engine 
(TenTen Corpus), which guarantees a valid cross-linguistic comparison within the same type 
of (web) data. Concretely, a lexical search for each verb was performed, after which the data 
were cleaned up to 400 relevant attestations per verb (if possible). This yielded a final dataset 
of 5689 observations for a total of 15 different verbs. In order to reveal the most important 
patterns in the gathered data, several advanced statistical techniques (cluster analysis, 
logistic regression, PCA, CA etc.) were applied, in accordance with the ‘quantitative focus’ in 
usage-based linguistics. As such, the data is approached from different angles, with each 
angle contributing to the global characterization of the ‘copular domain’. 
This fine-grained quantitative and qualitative approach enables me to answer several 
research questions with regard to: 
1) the ‘broader’ constructional network surrounding the core copular construction 
[subject + copula verb + subject complement]; 
2) the structure of this family of 15 (semi-)copular verbs according to a series of 
distributional characteristics, such as animacy of the subject etc.; 
3) the ways in which a semi-copula continues to be different from a prototypical copula, 
in order to define the concept of copularity more precisely; 
4) the degree of productivity of the subject complement slot, also taking into account 
possible categorical (i.e. adjectival vs. nominal vs. prepositional subject 
complements) and semantic differences. Additionally, an in-depth study of the role 
of high token frequency, which can be considered a sign of anti-productivity, was 
conducted; 
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5) the contrastive differences between the French and Dutch copular systems. 
 
Moreover, due to the kaleidoscopic nature of our study, several ‘micro-results’ with regard 
to the profiles of the individual (semi-)copular verbs were obtained. For instance, I find that 
devenir and worden have a propensity for nominal subject complements (in particular, bare 
nouns) and comparative subject complements (i.e. beter worden, ‘to become better’).  
First, the composition of our corpus (i.e. which examples are to be included or discarded) 
gives rise to a thorough reflection on the make-up of the broader constructional network 
surrounding the core copular construction. As such, I distinguish several constructions that 
are in multiple ways and degrees related to the core copular construction, as specified by 
means of different types of links between these constructions. These constructions include 
the specificational construction, the resultative construction etc., and further removed from 
the copular core, the passive construction, the adverbial construction etc. 
From a general point of view, our study yields a much deeper and data-driven insight into 
the phenomenon of copularity. The most robust divide in our data is the opposition between 
prototypical copulas and semi-copulas. This opposition emerges in a strictly bottom-up 
fashion from our statistical analysis of the productivity data and the ‘abstract’ distributional 
characteristics associated with the verbs. I find that the category of prototypical copulas is 
relatively homogeneous, whereas the category of semi-copulas is more heterogeneous. 
Notably, this opposition supersedes the cross-linguistic distinction between French and 
Dutch (semi-)copulas in our statistical analysis. In other words, the categories ‘prototypical 
copula’ and ‘semi-copula’ arguably have a certain cross-linguistic validity. 
Next to the criteria of copularity already established in previous studies (cf. Lauwers 
2008), such as the possibility of pronominalization of the subject complement by le/het/dat 
(‘it’), I discovered additional criteria of copularity that distinguish between prototypical 
copulas and semi-copulas. Contrary to the a priori dichotomic criteria, which operate a 
« strict categorial cut-off point within the gradient » (Aarts 2007, 224), these additional 
criteria are more probabilistic in nature, indicating a preference rather than a strict 
(im)possibility:  
• The subject complement of prototypical copulas tends to be characterized by high 
productivity (~ type frequency, hapax frequency), while the subject complement 
of semi-copulas is in general less productive. Of course, these are tendencies: some 
semi-copulas such as virer and raken occupy a middle-ground position, in between 
the low productivity typically associated with semi-copulas and the high 
productivity associated with prototypical copulas. 
• Our analysis shows that, in both languages, the pattern [inanimate subject + 
nominal subject complement] has the highest cue validity for the category of 
prototypical copulas, whereas the pattern [(in)animate subject + prepositional 
subject complement] is primarily associated with the category of semi-copulas. 
Conversely, the adjectival subject complement constitutes a common ground 
between prototypical copulas and semi-copulas, especially in Dutch. Note that, 
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additionally, a certain number of ‘partial contrasts’ were identified, opposing 
subgroups of prototypical copulas and semi-copulas. 
The diachronic implications of these findings with respect to processes of copularization 
remain to be established in further research.  
Moreover, our productivity analysis highlights two important observations about the 
relation between high token frequency and productivity:  
• The shape of the top of the frequency distribution for a given subject complement 
slot plays a role in the productivity of said slot. I argue that multiple types with 
high token frequency are more detrimental to productivity than a frequency 
distribution characterized by one type with extremely high token frequency. 
Crucially, the total sum of high token frequencies is fairly comparable in both 
conditions, which suggests that it is the shape of the frequency distribution that 
causes this difference. 
• Contrary to what is often assumed (cf. Barðdal 2008), I find that the most 
productive semantic classes within the subject complement slot are not centered 
around a high token frequency exemplar, which supposedly functions as a model 
for analogical extensions. Instead, the most productive semantic classes lack such 
a central high token frequency exemplar: rather, the subject complement types 
that belong to this type of productive semantic class share a common ‘semantic 
core idea’, e.g. ‘ideological conviction’ (cf. virer communiste ‘become a communist’ 
etc.).    
 
Finally, several contrastive differences between the French and Dutch copular systems 
were identified. Most notably, it is revealed that the Dutch ‘particle’ construction is 
responsible for a firmer position of the pattern [inanimate subject + semi-copula + adjectival 
subject complement] in Dutch, whereas French semi-copulas seem more reluctant to occur 
in this pattern.   
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SAMENVATTING 
In deze thesis wordt een groep van Franse en Nederlandse prototypische 
koppelwerkwoorden (être / zijn, devenir / worden en rester / demeurer / blijven) en semi-
koppelwerkwoorden ontstaan uit bewegingswerkwoorden (bv. tomber ‘vallen’, raken etc.) 
onder de loep genomen. Die semi-koppelwerkwoorden drukken doorgaans een verandering 
van toestand uit. De onderstaande voorbeelden illustreren dat semi-
koppelwerkwoordgebruik voor enkele bewegingswerkwoorden: 
(1) tomber (‘vallen’, Frans) : Il tombe amoureux. (letterlijk ‘Hij valt verliefd.’) 
(2) virer (‘draaien’, Frans) : Elle a viré intellectuelle. (letterlijk ‘Ze is intellectueel gedraaid.’) 
(3) (ge)raken (Nederlands) : Ze (ge)raakte zwanger. 
(4) komen (Nederlands) : Ik kom helemaal zot. 
Semikoppelwerkwoorden zijn werkwoorden die slechts een aantal van hun eigenschappen 
delen met semantisch ledige, ‘voldragen’ koppelwerkwoorden zoals zijn. In vergelijking met 
prototypische koppelwerkwoorden zijn zij meer onderworpen aan verschillende soorten 
van beperkingen op de subjectpositie en de gezegdepositie van hun respectievelijke micro-
constructies. 
We gaan uit van een usage-based aanpak, gericht op grote hoeveelheden authentieke 
taaldata, binnen het theoretische kader van de constructiegrammatica. Zowel de Franse als 
de Nederlandse data zijn afkomstig van Sketch Engine (TenTen Corpus), wat een valide cross-
linguïstische vergelijking binnen hetzelfde type van (web)data mogelijk maakt. Concreet 
werd er een lexicale zoekopdracht uitgevoerd voor elk werkwoord, waarna de data 
opgeschoond werden tot 400 relevante attesteringen per werkwoord (indien mogelijk). Dat 
komt uiteindelijk neer op een finale dataset van 5689 voorbeelden voor een totaal van 15 
verschillende werkwoorden. Om de belangrijkste patronen in onze data bloot te leggen, 
pasten we verschillende geavanceerde statistische technieken toe (clusteranalyse, 
logistische regressie, PCA, CA etc.), in overeenstemming met de ‘kwantitatieve focus’ in de 
usage-based taalkunde. Op die manier benaderen we de data vanuit verschillende 
invalshoeken, waarbij elke invalshoek bijdraagt tot een globale karakterisering van het 
‘koppelwerkwoorddomein’. 
Die fijnmazige kwantitatieve en kwalitatieve aanpak stelt ons in staat om een aantal 
onderzoeksvragen te beantwoorden met betrekking tot: 
1) het ‘bredere’ constructionele netwerk dat de centrale copulatieve constructie 
[onderwerp + koppelwerkwoord + gezegde] omspant;  
2) de structuur van deze familie van 15 (semi-)koppelwerkwoorden volgens een serie 
van distributionele kenmerken, zoals animaatheid van het onderwerp etc.; 
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3) de manieren waarop een semi-koppelwerkwoord nog steeds verschillend is van een 
prototypisch koppelwerkwoord, om zo het concept van copulariteit op een preciezere 
wijze te definiëren; 
4) de graad van productiviteit van de gezegdepositie in de verschillende (semi-
)copulatieve micro-constructies. Hiervoor brengen we eveneens mogelijke 
categoriale (adjectivale vs nominale vs prepositionele gezegdes) en semantische 
verschillen in rekening. Omgekeerd wordt ook de rol van een hoge tokenfrequentie 
bestudeerd, die we kunnen beschouwen als een teken van anti-productiviteit; 
5) de contrastieve verschillen tussen het Franse en het Nederlandse 
koppelwerkwoordsysteem. 
Bovendien werden door de caleidoscopische aard van onze studie ook verscheidene ‘micro-
resultaten’ bereikt met betrekking tot de profielen van individuele (semi-
)koppelwerkwoorden. We stellen bijvoorbeeld vast dat devenir en worden opmerkelijk 
compatibel zijn met nominale gezegdes (kale nomina in het bijzonder) en met comparatieve 
gezegdes (bv. beter worden). 
Eerst en vooral geeft de samenstelling van ons corpus (i.e. welke voorbeelden zijn op te 
nemen of uit te sluiten) aanleiding tot een diepgaande reflectie over het bredere 
constructionele netwerk dat de centrale copulatieve constructie omgeeft. Meer bepaald 
onderscheiden we verschillende constructies die op vele manieren en in verschillende 
graden verwant zijn met de centrale copulatieve constructie, zoals gespecifieerd aan de 
hand van de verschillende types van links tussen die constructies. Het gaat onder andere om 
de specificationele constructie, de resultatieve constructie etc., en, verder verwijderd van 
de copulatieve kern, de passiefconstructie, de adverbiale constructie etc. 
Op een algemener niveau kunnen we stellen dat onze studie een veel dieper en ‘data-
driven’ inzicht biedt in het fenomeen van copulariteit. De meest robuuste tegenstelling in 
onze data is de oppositie tussen prototypische koppelwerkwoorden en semi-
koppelwerkwoorden. Die tegenstelling komt op een strikte bottom-up manier bovendrijven 
aan de hand van een statistische analyse van de productiviteitsdata en de ‘abstracte’ 
distributionele kenmerken geassocieerd met de werkwoorden. We observeren dat de 
categorie van de prototypische koppelwerkwoorden relatief homogeen is, terwijl de 
categorie van de semi-koppelwerkwoorden veeleer heterogeen is. Het is opmerkelijk dat in 
onze statistische analyse deze tegenstelling zwaarder doorweegt dan het cross-linguïstische 
onderscheid tussen Franse en Nederlandse (semi-)koppelwerkwoorden, een andere 
mogelijke breuklijn in onze data. Met andere woorden, de categorieën ‘prototypisch 
koppelwerkwoord’ en ‘semi-koppelwerkwoord’ lijken een zekere cross-linguïstische 
validiteit te hebben.  
Bovenop de copulariteitscriteria die reeds in voorgaande studies naar voren gebracht zijn 
(cf. Lauwers 2008), zoals de mogelijkheid tot pronominalisering van het gezegde door 
le/het/dat, ontdekten we bijkomende copulariteitscriteria die een onderscheid maken tussen 
prototypische koppelwerkwoorden en semi-koppelwerkwoorden. In tegenstelling tot de a 
priori dichotomische criteria, die “een strikt categorieel breekpunt in het continuum” (Aarts 
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2007, 224) identificeren, zijn deze extra criteria meer probabilistisch van aard, aangezien ze 
veeleer een voorkeur dan een strikte (on)mogelijkheid aangeven: 
• Het gezegde van prototypische koppelwerkwoorden wordt veeleer gekenmerkt 
door een hoge productiviteit (~ type frequency, hapax frequency), terwijl het gezegde 
van semi-koppelwerkwoorden doorgaans minder productief is. Dit zijn uiteraard 
tendensen: sommige semi-koppelwerkwoorden zoals virer en raken situeren zich 
tussen de lage productiviteit typisch geassocieerd met semi-koppelwerkwoorden 
en de hoge productiviteit geassocieerd met prototypische koppelwerkwoorden. 
• Onze analyse toont aan dat, in beide talen, het patroon [inanimaat onderwerp + 
nominaal gezegde] de hoogste ‘validiteitsaanwijzing’ (cue validity) voor de 
categorie van prototypische koppelwerkwoorden heeft, terwijl het patroon 
[(in)animaat onderwerp + prepositioneel gezegde] voornamelijk geassocieerd 
wordt met de categorie van semi-koppelwerkwoorden. Daarnaast vormt het 
adjectivale gezegde een  raakvlak tussen prototypische koppelwerkwoorden en 
semi-koppelwerkwoorden, voornamelijk in het Nederlands. Merk ook op dat we 
een aantal ‘partiële contrasten’ identificeerden, die subgroepen van prototypische 
koppelwerkwoorden en semi-koppelwerkwoorden met elkaar contrasteren. 
De diachrone implicaties van deze resultaten, vooral in het licht van 
copulariseringsprocessen, kunnen het voorwerp vormen van toekomstig onderzoek. 
Vervolgens heeft onze productiviteitsanalyse twee belangrijke observaties over de relatie 
tussen hoge tokenfrequentie en productiviteit voor het voetlicht gebracht:  
• De vorm van de top van de frequentie-distributie voor een bepaalde 
gezegdepositie speelt een rol in de productiviteit van die positie. We tonen aan dat 
meerdere types met een hoge tokenfrequentie nadeliger zijn voor de productiviteit 
dan een frequentiedistributie gekenmerkt door één type met zeer hoge 
tokenfrequentie. Cruciaal is dat de totale som van de hoge tokenfrequenties vrij 
vergelijkbaar is in beide omstandigheden, wat erop wijst dat het de vorm van de 
frequentiedistributie is die het verschil veroorzaakt. 
• In tegenstelling tot wat vaak aangenomen wordt (cf. Barðdal 2008) observeren we 
dat de productiefste semantische klassen in de gezegdepositie zich niet 
organiseren rond een centraal exemplaar (exemplar) van hoge tokenfrequentie, dat 
functioneert als een model voor analogische extensies. In de plaats daarvan 
constateren we dat een dergelijk centraal exemplaar (exemplar) van hoge 
tokenfrequentie ontbreekt bij de productiefste semantische klassen: de gezegde-
types die tot een dergelijke productieve semantische klasse behoren delen veeleer 
een gemeenschappelijk ‘semantisch kernidee‘, bijvoorbeeld ‘ideologische 
overtuiging’ (cf. virer communiste ‘een communist worden’ etc.). 
Tot slot werden verscheidene contrastieve verschillen tussen de Franse en Nederlandse 
koppelwerkwoordsystemen blootgelegd. Een van de belangrijkste resultaten is dat de 
Nederlandse partikelconstructie verantwoordelijk is voor een stevigere positie van het 
patroon [inanimaat onderwerp + semi-koppelwerkwoord + adjectivaal gezegde] in het 
 831 
 
Nederlands, terwijl Franse semi-koppelwerkwoorden veel minder geneigd blijken om in dat 
patroon voor te komen. 
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Annotation externe : consignes 
Dans ce qui suit, vous trouvez les consignes appliquées par les annotateurs externes (cf. le 
chapitre 5 pour plus de détails). 
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Corpus français 
 
• Le but de cette tâche est d’effectuer pour chaque exemple de corpus dans le fichier Excel plusieurs tests 
linguistiques dans l’ordre proposé ci-dessous, cf. la numérotation 1.1, 1.2, 1.3 etc. en rouge. Il s’agit d’un 
modèle en cascade : vous vous arrêtez au moment où l’algorithme donne la conclusion finale « inclus » ou 
« exclu » pour un exemple de corpus spécifique, sinon vous continuez avec le test suivant. 
• Il est impératif de conserver pour chaque test le même sujet964 qu’on trouve dans le contexte originel de 
l’exemple de corpus. 
• N’oubliez pas d’indiquer le numéro du critère qui est responsable de l’inclusion (« inclus ») / de l’exclusion 
(« exclu ») dans la colonne appropriée du fichier Excel.  
 
Terminologie 
- exemples de corpus = les exemples textuels que vous trouvez dans le fichier Excel (le terme contexte originel 
renvoie au contexte de l’exemple de corpus). 
→ test = les tests linguistiques décrits sous 1.1, 1.2 etc. infra 
- acceptable/inacceptable = votre jugement par rapport au résultat linguistique qu’on obtient après 
l’application de chaque test 
→  inclus/exclu = la conclusion finale à laquelle vous arrivez après avoir parcouru les différents 
tests du modèle en cascade ; vous notez cette conclusion finale dans la colonne appropriée du 
fichier Excel (à côté de l’exemple de corpus en question)  
- complément prépositionnel : le syntagme prépositionnel non suppressible qui dépend directement du verbe 
entouré par <  > dans le fichier Excel. P.ex. : Pierre tombe en larmes. 
 
 
Phrase exemple à examiner : Sato lui, < reste > en colère. (Google) 
 
Pour les verbes être et devenir, il faut seulement effectuer les tests de l’étape 1 et non pas ceux de l’étape 2. 
 
1. Etape 1 : substitution avec le même verbe et le même sujet qu’on trouve dans le contexte originel 
Remplacez tout le complément prépositionnel dépendant directement du verbe tomber/passer/tourner/etc. (ce 
verbe est entouré par <  > dans le corpus) par les éléments énumérés ci-dessous. Toutes les options par test doivent 
être testées, mais seulement une de ces options doit être acceptable afin d’obtenir globalement un résultat 
acceptable pour ce test. 
Il est possible d’opérer la substitution dans un contexte « question – réponse » (cf. exemple 1.1) ou dans un contexte 
contrastif (cf. exemple 1.3), afin de créer un contexte plus « naturel ». Idéalement, tout le contexte originel est 
repris dans le test, dans la mesure du possible, mais au moins le verbe et le sujet du contexte originel doivent être 
identiques. 
 
                                                     
964 Remarquons que le sujet peut également être un “sujet sémantique”. 
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En cas d’un résultat inacceptable ou très peu acceptable (= jugement d’acceptabilité), continuez avec le test suivant 
(et après 1.6, avec l’étape 2). En cas d’un résultat acceptable, l’exemple en question est exclu : vous mettez « exclu » 
dans la colonne appropriée du fichier Excel et vous continuez avec l’exemple de corpus suivant. 
1.1. où 
Ex. : *Où reste-t-il ? – Il reste en colère. 
1.2. y 
Ex. : Il reste en colère. – *Il y reste. 
1.3. dedans – dessous - dessus 
Ex. : *Il reste en colère, mais l’autre ne reste pas dedans. 
1.4. (préposition +) quand 
Ex. : *Quand reste-t-il ? - Il reste en colère. 
1.5. (préposition +) combien  
Ex. : *(De/A) combien reste-t-il ? – Il reste en colère. 
 
2. Etape 2 : substitution avec un autre verbe, mais le même sujet 
Dans cette deuxième étape, le verbe entre < > est omis et remplacé par le verbe ou le contexte indiqué ci-dessous. 
Si le verbe dans le contexte originel est identique au verbe proposé dans le test, vous passez au test suivant (ou vous 
passez au verbe suivant au sein du même test). Toutes les options par test doivent être testées, mais seulement une 
de ces options doit être acceptable afin d’obtenir globalement un résultat acceptable pour ce test. 
 
Idéalement, tout le contexte originel (sauf le verbe entre < >) est repris dans le test, dans la mesure du possible, mais 
au moins le sujet du contexte originel doit être identique. 
 
Il est important de vérifier si le complément prépositionnel, avec conservation du même sens, peut être 
prédiqué du même sujet qu’on trouve dans le contexte originel, p.ex. : 
La douleur se transforme en panique. → être en panique est en principe possible, mais n’a pas de sens 
par rapport au sujet (*la douleur est en panique) 
 
En cas d’un résultat inacceptable ou très peu acceptable, continuez avec le test suivant ; si le dernier test 2.4 donne 
finalement un résultat inacceptable ou très peu acceptable, l’exemple en question est exclu : vous mettez « exclu » 
dans la colonne appropriée du fichier Excel et vous continuez avec l’exemple de corpus suivant. En cas d’un résultat 
acceptable, l’exemple en question est inclus : vous mettez « inclus » dans la colonne appropriée du fichier Excel et 
vous continuez avec l’exemple de corpus suivant.  
 
2.1. dans la combinaison avec être 
Ex. : Il est en colère.  (= ok, donc l’algorithme s’arrête ici, en principe, avec la conclusion finale 
« inclus ») 
 
2.2. dans la combinaison avec sembler – paraître – demeurer - rester 
Ex. : Il semble/paraît/demeure en colère.   (rester n’est pas utilisable ici, étant donné que le 
contexte originel contient déjà rester)  
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2.3. dans la combinaison avec mettre – avoir - prendre - garder 
Sato/il = sujet du contexte originel qui devient COD dans le test (avec un autre sujet inventé) :  
[sujet + verbe + COD (= sujet dans le contexte originel) + complément prépositionnel] ; Ex. : elle a 
mis Sato en colère / *elle a Sato en colère / *elle a pris Sato en colère 
 
2.4. le complément prépositionnel en position d’apposition, une apposition qui est directement postposée à 
la tête (= sujet du contexte originel) dont l’apposition dépend 
• l’apposition peut être ‘enrichie’ (p.ex. en ajoutant des compléments adverbiaux) pour rendre 
l’énoncé plus naturel, à l’exclusion des small clauses (p.ex. Pierre, les mains dans les poches, […]) 
• il sera parfois nécessaire de remplacer la tête pronominale atone par un substantif (ou 
éventuellement un pronom tonique), afin d’aboutir à une phrase plus naturelle 
 
Ex. : Sato, en colère après la dispute, [a tout détruit]. 
 
Si vous rencontrez un problème particulier, notez-le dans la colonne “remarques” 
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Modèle en cascade (à appliquer à chaque exemple de corpus dans le fichier Excel) 
 
Etape 1 (résultat acceptable = exemple de corpus exclu & l’algorithme s’arrête / résultat inacceptable = continuer avec le test suivant)
 
où
y
dedans-dessous-
dessus
(préposition +) 
quand
(préposition +) 
combien
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Etape 2 (résultat acceptable = exemple de corpus inclus & l’algorithme s’arrête / résultat inacceptable = continuer avec le test suivant / résultat inacceptable pour le test de 
l’apposition = exemple de corpus exclu & l’algorithme s’arrête) 
Acceptable/inacceptable a donc une autre conséquence que dans l’étape précédente ! 
 
être
sembler - paraître -
demeurer - rester
mettre - avoir- prendre -garder
apposition
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Nederlands corpus 
 
• De doelstelling van deze opdracht is om voor elk corpusvoorbeeld in het Excel-bestand verschillende 
taalkundige tests toe te passen in de volgorde aangeduid hieronder, cf. de nummering 1.1, 1.2, 1.3 etc. 
in het rood. Het gaat om een cascade-model : het algoritme loopt ten einde op het moment dat de 
eindconclusie “aanvaard” of “uitgesloten” is bereikt voor een bepaald corpusvoorbeeld, zoniet wordt 
er verdergegaan met de volgende test in de rij. 
• Het is belangrijk om bij elke test hetzelfde onderwerp965 als in de oorspronkelijke context van het 
corpusvoorbeeld te behouden. 
• Vergeet niet om het nummer van het criterium dat verantwoordelijk is voor de eindconclusie 
“aanvaard” en “uitgesloten” van het voorbeeld te noteren in de daarvoor voorziene kolom in het Excel-
bestand. 
 
Terminologie 
- corpusvoorbeelden = tekstvoorbeelden die je in het Excel-bestand vindt (met oorspronkelijke context wordt 
de context van het corpusvoorbeeld bedoeld) 
→ test = de taalkundige tests die onder 1.1, 1.2 etc. infra worden beschreven 
- acceptabel/inacceptabel = het oordeel dat je geeft over het talige resultaat dat je bekomt na de toepassing 
van elke test 
→  aanvaard/uitgesloten = de eindconclusie die je bekomt na het doorlopen van het cascade-
model met de verschillende tests en die je in het Excel-bestand in de daarvoor voorziene kolom 
noteert naast het corpusvoorbeeld in kwestie 
- voorzetselcomplement : de niet-weglaatbare voorzetselconstituent die direct afhangt van het werkwoord 
omgeven door <  > in het Excel-bestand. Bv. : De wagen viel in panne. 
 
 
Voorbeeldzin om te onderzoeken : “Ik < raakte > in paniek, want ik moest mijn laatste trein naar Aberdeen nog 
halen". (Google) 
 
Voor de werkwoorden zijn en worden moet enkel de eerste fase doorlopen worden, niet de tweede. 
 
Fase 1 : substitutie met hetzelfde werkwoord en hetzelfde onderwerp als in de oorspronkelijke context 
Vervang het volledige voorzetselcomplement966 dat afhangt van het werkwoord raken/vallen/gaan etc. (dit 
werkwoord is omgeven door <  > in het corpus) door de elementen die hieronder opgesomd worden. Alle opties 
per test moeten uitgeprobeerd worden, maar slechts één ervan hoeft acceptabel te zijn om tot een globaal 
acceptabel resultaat voor die test te komen. 
 
                                                     
965 Het onderwerp kan ook een semantisch onderwerp zijn. 
966 Met de nadruk op volledig, bv. in het volgende voorbeeld moet het hele voorzetselcomplement vervangen worden, niet 
een deel ervan zoals in dit voorbeeld : « Ik raakte er in de ban van toen ik de meester van het derde studiejaar over hen 
hoorde vertellen. » → het hele voorzetselcomplement in de ban van X moet dus vervangen worden ! 
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Het is mogelijk om de substitutie uit te voeren in een “vraag-antwoord”-context (cf. voorbeeld 1.1) of in een 
contrastieve context (cf. voorbeeld 1.2), om een meer natuurlijke context te creëren. Idealiter wordt de hele 
oorspronkelijke context hernomen in de test, in de mate van het mogelijke, maar ten minste het werkwoord en 
het onderwerp van de oorspronkelijke context moeten identiek zijn. 
In geval van een inacceptabel of weinig acceptabel resultaat (= acceptabiliteitsoordeel), ga verder met de 
volgende test (en na 1.5, met fase 2). In geval van een acceptabel resultaat wordt het voorbeeld in kwestie 
uitgesloten, noteer je « uitgesloten » in de daarvoor voorziene kolom in het Excel-bestand en ga je verder met 
het volgende corpusvoorbeeld. 
 
1.1. waar - er - daar - hier 
Bv. : *Waar raakte ik ? – Je raakte in paniek. 
1.2. waar - er - daar - hier + voorzetsel van het voorzetselcomplement (bv. waarin, erin, daarin, hierin) 
Bv. : *Jij raakte in paniek, maar ik raakte daar niet in. 
1.3. (voorzetsel +) wanneer 
Bv. : *Wanneer raakte ik ? – Je raakte in paniek. 
1.4. (voorzetsel967 +) hoeveel 
Bv. : *(In/…) hoeveel raakte ik ? – Je raakte in paniek. 
1.5. Eventueel andere adverbiale parafrasering (die het voorzetsel van het voorzetselcomplement bevat), 
in functie van het voorbeeld, zoals : Het komt zover. → Tot hoever komt het ?  (= aan te duiden in de kolom 
« opmerking ») 
 
2. Fase 2 : substitutie met een ander werkwoord, maar met hetzelfde onderwerp 
In deze tweede fase wordt het werkwoord tussen < > weggelaten en vervangen door het werkwoord of de context 
hieronder aangegeven. Als het werkwoord in de oorspronkelijke context identiek is aan het werkwoord in de 
test, ga dan naar de volgende test (of naar het volgende werkwoord in dezelfde test). Alle opties per test moeten 
uitgeprobeerd worden, maar slechts één ervan hoeft acceptabel te zijn om tot een globaal acceptabel resultaat 
voor die test te komen. 
 
Idealiter wordt de hele oorspronkelijke context (behalve het werkwoord tussen < >) hernomen in de test, in de 
mate van het mogelijke, maar ten minste het onderwerp van de oorspronkelijke context moet identiek zijn. 
 
Het is belangrijk om na te gaan of het voorzetselcomplement, met dezelfde betekenis, kan geprediceerd 
worden over hetzelfde onderwerp als in de oorspronkelijke context, bv. : 
De pijn transformeerde zich in paniek.  → in paniek zijn is in principe mogelijk, maar heeft geen 
betekenis ten opzichte van het onderwerp (*de pijn is in paniek) 
 
 
                                                     
967 = meestal het voorzetsel van het voorzetselcomplement 
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In geval van een inacceptabel of weinig acceptabel resultaat, ga verder met de volgende test ; indien de laatste 
test 2.5 uiteindelijk een inacceptabel of weinig acceptabel resultaat geeft, wordt het voorbeeld in kwestie 
uitgesloten, noteer je “uitgesloten” in de daarvoor voorziene kolom in het Excel-bestand en ga je verder met 
het volgende corpusvoorbeeld. In geval van een acceptabel resultaat wordt het voorbeeld in kwestie aanvaard, 
noteer je “aanvaard” in de daarvoor voorziene kolom in het Excel-bestand en ga je verder met het volgende 
corpusvoorbeeld. 
2.1. in combinatie met zijn 
Bv. : Ik was in paniek.  (= ok, dus het algoritme stopt hier in principe, met de eindconclusie 
“aanvaard”) 
 
2.2. in combinatie met blijken – lijken – schijnen - blijven (voeg niet te zijn toe !) 
Bv. : Ik bleek/leek/scheen/bleef in paniek.    
 
2.3. in combinatie met zitten – staan - liggen (het voorzetselcomplement moet wel niet-weglaatbaar 
blijven) 
Bv. *Ik zat/stond/lag in paniek. 
 
2.4. in combinatie met hebben – houden - nemen 
ik = onderwerp van de oorspronkelijke context dat direct object wordt in de test (met een ander 
uitgevonden onderwerp) :  
[onderwerp + werkwoord + direct object (= onderwerp in de oorspronkelijke context) + 
voorzetselcomplement] ; Bv. : *ze heeft me in paniek. / *ze houdt me in paniek / *hij neemt 
me in paniek 
 
2.5. het voorzetselcomplement wordt in appositie-positie geplaatst, een appositie die direct na het 
“hoofd” (= het onderwerp van de oorspronkelijke context) waarvan de appositie afhangt wordt 
gepositioneerd  
• de appositie kan ‘verrijkt’ worden (bv. door adverbiale complementen toe te voegen) om 
het geheel natuurlijker te maken, met uitzondering van small clauses (bv. Jan, de handen in 
zijn zakken, […]) 
• soms kan het noodzakelijk zijn om een niet beklemtoond pronominaal hoofd te vervangen 
door een substantief (of eventueel een beklemtoond pronomen), om een meer natuurlijke 
zin te bekomen 
 
Bv. : Piet, in paniek na het accident, [liep tegen een deur]. 
 
Als je een specifiek probleem tegenkomt, noteer dat dan kort in de kolom 
“opmerkingen” 
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Cascade-model (toe te passen op elk corpusvoorbeeld in het Excel-bestand) 
 
Fase 1 (acceptabel resultaat = uitgesloten corpusvoorbeeld & algoritme stopt / inacceptabel resultaat = doorgaan naar de volgende test) 
 
waar - er - daar -
hier
waar - er - daar - hier + voorzetsel van 
het voorzetselcomplement
wanneer
(voorzetsel +)
hoeveel
Eventueel andere 
adverbiale 
parafrasering 
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Fase 2 (acceptabel resultaat = aanvaard corpusvoorbeeld & algoritme stopt / inacceptabel resultaat = doorgaan naar de volgende test / inacceptabel resultaat bij appositie 
= uitgesloten corpusvoorbeeld & algoritme stopt)    
Acceptabel/inacceptabel heeft dus een ander gevolg dan in de vorige fase ! 
 
zijn
blijken - lijken 
- schijnen -
blijven
zitten - staan 
- liggen
hebben -
houden -
nemen
appositie
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Manuel d’annotation 
 1 Variables relatives au sujet 
1.1 SUJET_ANIM  
L’animéité du sujet. 
 
animé Le sujet est animé, y compris des collectifs humains (cf. 
population, peloton, team, équipe, groep, humanité). 
 
inanimé Le sujet est inanimé, y compris :  
- les pensées / les souvenirs 
- les émotions 
- l'apparence/le teint 
- les pays(/communes/villes) employés de façon 
inanimée 
- les infinitifs/les sujets phrastiques  
- etc. 
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intermédiaire Catégorie intermédiaire entre animé et inanimé ; un ensemble 
assez hétérogène qui comporte :  
- les parties du corps (hoofd, voetje, métabolisme, lichaam, 
bekken, slokdarm, mond ...) 
- les entreprises / organisations / institutions impliquant 
un ensemble d'humains (vereniging, stichting, bank, 
brandweer, redactie, gouvernement, la Haute autorité...) 
- les noms d'équipes de foot (p.ex. Chievo ; par contre, si 
on fait référence aux personnes individuelles, p.ex. les 
Challandais, le sujet a été catégorisé comme "animé") 
- les noms de groupes de musique 
- les pays/communes/villes : "Heel Ecuador komt naar Baños 
en < gaat > de hele nacht los!" 
- les partis politiques 
- les médias 
- l’armée 
- 'autre' (convoi, planète) 
 
 
 
1.2 PERSONNEL 
La première personne du singulier vs les autres personnes. 
 
personne_autre Le sujet n'est pas ik/je.  
 
Attention, les adjectifs, infinitifs etc. sont 
également regroupés sous cette étiquette.  
1er_personne_sing Le sujet est ik/je.  
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1.3 SUJET_CAT_1 
La catégorie du sujet. Version 'détaillée' de cette variable. Attention, il s'agit du "sujet 
sémantique" (réalisé formellement au sein de la même phrase) et non pas du sujet 
grammatical au sens strict. 
 
 
adjectif Y compris le superlatif (het moeilijkst, le plus important).  
Pas de cas d'ellipse (c'est-à-dire avec un nom ellipsé : ces cas 
se trouvent sous « nominal »). 
autre - Kale nomina dans les spécificationnelles, p. ex. [Probleem 
is X].  
- Emploi autonymique, p.ex. « Looistoffen is een 
verzamelnaam ».  
- Sujets avec coordination, qui provoque l'absence d'un 
déterminant, p. ex. : « Smaak en voedingswaarde < 
blijven > ongewijzigd. » (*Smaak blijft ongewijzigd.)   
- D'autres cas particuliers où le déterminant semble être 
tout simplement omis, y compris les titres de journaux. 
infinitif Les infinitifs. 
infinitif_substantivé Un infinitif précédé d'un article défini. 
nom_propre Les noms propres. 
phrastique Le groupe de mots contient un sujet et un verbe conjugué. 
pronom_impersonnel 
(cf. aussi les variables 
IMPERSONNEL_1 et 
IMPERSONNEL_2) 
- ce 
- il 
- het 
- er  
Il s’agit d’un er remplaçable par het, un seul exemple : 
Er < raakte > bekend dat Willem Frederik Hermans zich in 
1942 als twintigjarige aanmeldde voor de Kulturkammer […]. 
Les autres er (p. ex. Er raakten vier mensen gewond.) ne 
sont pas encodés comme sujet.  
pronom_indéfini numéro (p. ex. 800 d'entre elles), alles, andere, certain, 
certain(_de_X), chacun, d'autres, één, één(_van_X), 
geen(_van_X), eentje, heel_wat, ieder, iedereen, iemand, 
iemand(_van_X), iets, men, menigeen, niemand, niets, on, 
personne, quelqu'un, quiconque, rien, sommige, tout, 
tout_le_monde, un(_de_X), veel, veel(_van_X) 
pronom_interrogatif wie, qui 
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pronom_personnel 
/démonstratif 
beide, ça, ce, ceci, cela, celle, celle-ci, celui-ci, celui-là, ceux-ci, 
dat, deze, die, dit, elle, elles, het, hij, ie, ik, il, ils, je, je/jij, jullie, 
nous, on, tu, u, vous, we/wij, ze/zij_pluriel, ze/zij_sing 
pronom_relatif Les pronoms relatifs eux-mêmes, et non pas leurs 
antécédents, ont été encodés pour cette variable. 
SN_défini SN introduit par : un article défini, un déterminant 
démonstratif, un déterminant possessif + al die/deze, tout 
le/toute la/tous les/toutes les/tout ce/toute cette/tous 
ces/toutes ces, beide + construction possessive comme Gods 
belofte 
SN_indéfini SN introduit par : un article indéfini ‘covert’ en néerlandais, 
un numéro (y compris un numéro + %, cf. 20% van de stellen, à 
l'exception de les 5% de X --> SN_défini), alle, andere, allerlei, 
aucun, beaucoup de, iedere, certain, chaque, d'autres, de 
meeste, de(s), de tels, différent, diverse, een X-tal, een aantal, 
een, één, elk, enkele, veel, (heel/nogal )wat, ieder, la plupart 
de, l'un de X, minder/meer dan, minder/meer, meerdere, 
moult, plusieurs, sommige, tal van, tout, un, verschillende, 
weinig, zo'n, geen X  
SN_interrogatif SN introduit par :  combien de / quel / welke etc. 
Sprép un seul exemple : au cœur du monde 
NA - les verbes sans sujet correspondant  
- participe employé comme épithète (p.ex. de bewaard 
gebleven sleutelstukken, diverses circonstances demeurées 
mystérieuses)  
- impératif  
- construction substantivée (p.ex. het verloren gaan van X)  
- construction passive (p.ex. er werd op zoek gegaan naar 
X)  
- tout_en[gérondif] (p.ex. tout en demeurant X) 
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1.4 SUJET_CAT_2  
Version simplifiée de SUJET_CAT_1, cf. ci-dessus. 
 
nominal SN_défini, SN_indéfini, SN_interrogatif, nom_propre, 
infinitif_substantivé 
pronominal pronom_impersonnel, pronom_indéfini, 
pronom_interrogatif, pronom_personnel 
/démonstratif, pronom_relatif 
adjectival adjectif 
infinitival infinitif 
phrastique phrastique 
autre autre, Sprép 
NA NA 
 
 
1.5 SUJET_DEFINITUDE  
Cette variable se définit par rapport à la variable SUJET_CAT_1, cf. le tableau suivant : 
 
défini SN_défini, pronom_personnel/démonstratif, nom_propre, 
infinitif_substantivé 
indéfini SN_indéfini, SN_interrogatif, pronom_interrogatif, pronom_indéfini, 
SN_négation, pronom_numéral, pronom_négation 
NA pronom_impersonnel, pronom_relatif, adjectif, infinitif, phrastique, Sprép, 
autre, NA 
 
Il est important de spécifier que cette classification est une version 'simplifiée' de celle 
sous SUJET_CAT_1 et n’évalue donc pas la définitude en contexte. 
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1.6 IMPERSONNEL_1 
 
oui construction impersonnelle 
non pas de construction impersonnelle 
er « presentatief er », p. ex. Er raakten vier mensen 
gewond. Dans ce cas, er n'est pas remplaçable par het 
: *Het raakten vier mensen gewond. 
 
1.7 IMPERSONNEL_2 
Variable plus ‘synthétique’ que IMPERSONNEL_1. 
 
oui construction impersonnelle, y compris 
« presentatief er » 
non pas de construction impersonnelle 
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 2 Variables relatives au verbe 
2.1 COPULARITE 
Distinction binaire entre copules prototypiques et semi-copules, d’après le critère de la 
possibilité de pronominalisation de l’AS par le/het/dat. 
 
copule_prototypique les copules prototypiques comme être, devenir... 
semi_copule les semi-copules 
2.2 MUTATIVITE 
Nous nous appuyons sur :  
- le test de commutation (être/devenir)  
- l’intuition sémantique : transformation entre état initial et état final ou pas ? 
- la grammaire traditionnelle, cf. Het valt me zwaar. = Het is me zwaar.  
 
Nous avons emprunté le terme mutatieve koppelwerkwoorden à la Grammatica van de 
Nederlandse zin (Vandeweghe, Devos, et De Meersman 2013). 
 
non_mutatif Le verbe attributif est, en contexte, plutôt 
synonyme de être/rester ou est être / zijn & 
rester / demeurer / blijven. 
oui_mutatif Le verbe attributif est, en contexte, plutôt 
synonyme de devenir ou est devenir/worden. 
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2.3 VERBE_TYPE 
Les temps verbaux, ainsi que d'autres emplois du verbe, cf. les italiques.  
 
Notons que le subjonctif a été annoté comme s’il s’agissait d’un indicatif (car peu de cas 
de ce type + cela permet d'éviter les valeurs NA), même si le subjonctif a seulement une 
valeur de concordance. 
 
 
passé_composé 
 
présent 
 
imparfait Attention, l'OVT du néerlandais a été encodé comme 
« imparfait », afin d'augmenter la comparabilité entre les 
deux langues (malgré la non-équivalence entre le 
néerlandais et le français). 
infinitif Un infinitif, isolé ou auprès d’un auxiliaire (p. ex. pouvoir, 
devoir etc.). 
impératif 
 
futur_simple 
 
participe 
 
plus_que_parfait 
 
infinitif_nom L’infinitif nominalisé. 
conditionnel_présent 
 
passif 
 
futur_proche 
 
passé_simple Attention, cette étiquette ne s'applique pas au néerlandais. 
gérondif 
 
conditionnel_passé 
 
passé_récent 
 
futur_antérieur 
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2.4 TEMPS_COMPOSE 
Variable dérivée de la variable VERBE_TYPE ci-dessus. 
 
oui_composé passé composé, plus-que-parfait, futur antérieur, 
conditionnel passé 
non_composé présent, passé simple, imparfait, futur simple, 
conditionnel présent 
NA les autres cas, cf. la variable VERBE_TYPE ci-dessus 
 3 Variables relatives à l’AS 
3.1 ATTRIBUT_TETE 
Les différents types AS : les lexèmes AS distincts. 
 
En ce qui concerne les attributs prépositionnels tels que « in_[…]_duigen » : la préposition 
et le nom ‘tête’ à l'intérieur du SPrép. constituent ensemble le type AS. Attention, certaines 
expressions ont été ‘régularisées’, cf. : 
- in de tegenaanval = in_[…]_aanval  
- celle = celui 
Ainsi, nous regroupons maximalement les types AS. 
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3.2 ATTRIBUT_CAT 
La catégorie de l'attribut du sujet. 
 
 
adjectival attribut adjectival 
  
Attention, d'accord est catégorisé sous AS 
adjectival. Cette catégorie contient également 
les superlatifs comme het ergst. 
autre les chiffres (p.ex. 17) + nul ; les adverbiaux boven, 
achter, overeind, overstag, assez, trop, devant, 
derrière, debout, ensemble ; het eens 
infinitival attribut infinitival 
nom-adj attribut qui se situe entre nominal et adjectival 
(catégorie qui s’applique uniquement aux 
exemples à sujet animé) 
nominal attribut nominal 
phrastique attribut qui contient un sujet et un verbe 
conjugué 
prépositionnel attribut prépositionnel  
 
Attention, les infinitifs introduits par une 
‘préposition’ ne sont pas considérés comme des 
attributs prépositionnels. 
proforme attribut proforme (p. ex. le, ainsi, comme, celle 
etc.). Y compris « één(_van_X) » / 
« un(_de_X) ». 
 
Attention, les attributs < pronoms relatifs > dont 
la phrase canonique n'est pas aisément 
reconstituable, font également partie de cette 
catégorie, p. ex. : « du fauve qu'était < devenu > 
Dumbledore » (*Dumbledore était devenu le 
fauve.). En revanche, l’exemple suivant n'a pas 
été encodé comme « proforme », car la phrase 
canonique est aisément reconstituable :  
« l'impunité dans laquelle < demeure > ce 
massacre » (Ce massacre demeure dans l'impunité.). 
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3.3 ATTRIBUT_CAT_2 
La catégorie de l'attribut du sujet. Cette variable distingue une catégorie supplémentaire 
par rapport à la variable ATTRIBUT_CAT, à savoir la catégorie des particules (< 
néerlandais). 
 
particule La catégorie « particule », qui est une sous-catégorie de la 
catégorie « adjectival » dans la variable ATTRIBUT_CAT. 
 
La combinaison [verbe attributif + particule] peut s'écrire en 
un seul mot + le test [aan het + X] (Booij).  
 
Cette catégorie ne s’applique qu’aux données du néerlandais 
(ainsi, tomber derrière n'est pas encodé comme particule, 
malgré sa similitude avec achteropraken). 
Attention, cette étiquette s'attribue aussi en fonction du 
verbe, cf. stilvallen (stil = « particule ») vs stil worden (stil = 
« adjectival »).                                                                         
 
Les particules sont : aan, achterop, af, af_van, bij, dicht, dood, 
droog, gereed, goed, hard, kapot, kwijt, los, om, onderuit, op, open, 
over, stil, stuk, toe, uit, uiteen, voorbij, vrij, weg, zoek. 
 
 
3.4 ATTRIBUT_SEM 
 
La catégorie sémantique de l'attribut. Cette variable ne s'applique qu'aux semi-copules. 
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3.5 LE_PRONOMINALISATION 
 
Les semi-copules ont toutes reçu l'étiquette « le_non », car le test a été appliqué dans le 
contexte originel, = sans passer par le test de commutation être/zijn. 
 
 
le_oui pronominalisation par le/het/dat est possible  
 
A cette fin, l'annotateur peut construire un contexte 
contrastif, ce qui facilite quelque peu la 
pronominalisation.  
 
Cf. aussi le contexte contrastif dans Nowakowska 2004 : 
« les contextes contrastifs lèvent la contrainte qui exclut 
les AR (‘adjectifs relationnels’) de la position attribut » 
(Nowakowska 2004, 188). Le contexte contrastif donne 
donc lieu à un test moins sévère. 
le_non pronominalisation par le/het/dat est impossible 
le_intermédiaire catégorie intermédiaire, entre « le_oui » et « le_non » 
NA proformes autres que le/dat/het et un(de_X) / een(van_X)  
 
Motivation : si l'exemple utilise déjà une autre proforme, 
le calcul mental (en deux étapes : d'abord remplacement 
par la valeur coréférentielle et ensuite substitution par 
le) devient très difficile pour l’annotateur (externe). 
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3.6 ATTR_ADJ_GRAD 
La gradabilité des attributs adjectivaux, à l’exclusion des particules. 
 
Cette variable a été introduite à la place d'une variable qui oppose adjectifs qualificatifs 
et adjectifs relationnels, car la gradabilité est plus facile à annoter que des notions plus 
théoriques, à facettes multiples (la non-gradabilité étant seulement un des traits 
définitoires classiques des adjectifs relationnels). A cela s’ajoute que les adjectifs non 
gradables semblent constituer une catégorie moins marginale que celle des adjectifs 
relationnels, ce qui facilite le traitement statistique. 
 
 
gradable Tous les adjectifs gradables, prototypiquement 
combinables avec les adverbes gradatifs 
'classiques' comme très et un peu.  
 
Notons que, pour tester la gradabilité, nous 
n’avons pas utilisé les approximatifs comme plus 
ou moins et les comparatifs comme plus X que.  
 
Attention, nous avons également tenu compte du 
contexte : si un élément gradatif (y compris 
helemaal, complètement, bijna etc.) est 
explicitement présent dans le contexte, 
l'annotation se fait en fonction de cet indice, 
même si cela contredit l'analyse 'prototypique'. 
non_gradable les adjectifs (prototypiquement) non gradables 
NA Les attributs non adjectivaux. 
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3.7 ATTR_PART_GRAD 
Même variable que ATTR_ADJ_GRAD, mais elle s’applique aux attributs ‘particules’. 
 
 
gradable 
 
non_gradable 
 
NA Les attributs non ‘particules’. 
 
3.8 ATTR_ADJ_PARTICIPIALITE 
Cette variable se limite aux attributs adjectivaux. 
 
 
adjectif l’attribut adjectival non participial ; l'option ‘par 
défaut’ si les autres options ne s'appliquent pas 
participial participe passé adjectival  
 
Attention, inaperçu, incompris, impayé etc. sont 
également considérés comme « participial », en dépit 
de la préfixation in-, qui confirme son statut adjectival 
(cf. p. ex. aussi onopgemerkt en néerlandais). 
participial_2 participe présent adjectival 
pseudo-participial L'attribut présente les caractéristiques formelles d'un 
participe, mais le lien avec un verbe correspondant est 
inexistant (en synchronie, du moins) ou en tout cas très 
‘flou’ (par exemple, parce que le verbe a, généralement, 
un autre sens ou parce que le verbe correspondant ne 
s'utilise guère). 
  
Concrètement, les formes françaises se terminant par -
ant, -é, -i, -it, -is (à l'exception de gris, en tant que 
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couleur), -u, -us, -ait sont considérées comme des 
pseudo-participes.  
 
Cette catégorie est peut-être moins pertinente pour le 
français, mais garantit la comparaison avec le 
néerlandais. 
NA les attributs non adjectivaux 
 
3.9 ATTRIBUT_PREP 
Cette variable se limite aux attributs prépositionnels : elle encode la préposition à 
l’intérieur de l’attribut prépositionnel. 
3.10 ATTR_SYNT_NOM_TYPE 
Cette variable se limite aux attributs nominaux et encode l'opposition entre SN et nom 
nu. 
 
nom_nu nom sans déterminant qui précède (« déterminant 
zéro ») 
SN Notons que :  
- les noms propres ont été encodés comme des 
SN.  
Exceptions : le cas « un peu George Clooney »  
+ les cas où le nom propre est normalement 
précédé d'un déterminant, cf. « le FN »  
- les cas « article_indéfini_covert » (en 
néerlandais) sont également encodés comme 
des SN. 
NA les attributs non nominaux 
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3.11 DETERMINATION_ATTR_NOM 
Cette variable se limite aux attributs nominaux : les différents types de déterminants qui 
précèdent le nom. 
 
article_défini 
 
article_indéfini 
 
article_indéfini_covert Cette étiquette regroupe (en néerlandais) :  
- les noms pluriels comptables, y compris les 
cas où le pluriel pourrait également être 
interprété comme une sorte d'accord (cf. Ze 
bleven Nederlanders.).     
- les noms ‘massifs’, qui peuvent apparaître 
en position de COD sans déterminant. 
autre un(e) de X + une espèce de + une sorte de + du tout X + 
noms propres qui sont dépourvus de déterminant 
dét._démon. déterminant démonstratif 
dét._poss. déterminant possessif 
négation catégorie à part entière, car deux structures 
affirmatives correspondantes sont possibles :  
- “Helaas zijn wij gister geen kampioen < 
geworden >" --> kampioen worden  
- "het moet geen opgelegd verhaal < worden 
>" --> een opgelegd verhaal worden 
numéral p. ex. 200 meter, deux choses différentes etc.  
zéro pas de déterminant, à l'exception des cas regroupés 
sous l'étiquette « article_indéfini_covert » 
 
Y compris quelques cas figés comme tourner chèvre, 
virer vinaigre. 
NA les attributs non nominaux 
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3.12 DETERMINATION_ATTR_NOM_2 
Cette variable se limite aux attributs nominaux : les différents types de déterminants qui 
précèdent le nom. Il s'agit d'une variante plus ‘synthétique’ de la variable 
DETERMINATION_ATTR_NOM. 
 
dét._déf. article_défini, dét._démon., dét._poss. 
dét._indéf. article_indéfini, article_indéfini_covert, numéral + une 
espèce de / une sorte de 
autre 
 
négation 
 
zéro 
 
NA  
 
3.13 MODIFICATION_ATTRIBUT 
Variable générale, qui s’appuie sur les variables ‘plus détaillées’ : 
- ATTRIBUT_ADJ_MODIFICATION 
- ATTRIBUT_PARTICULE_MODIFICATION 
- ATTRIBUT_NOM_MODIFICATION 
- ATTRIBUT_PREP_MODIFICATION 
 
 
non_modifié pas de modification au sein de l’AS 
modifié modification au sein de l’AS 
NA les attributs non adjectivaux, non 
particules, non nominaux et non 
prépositionnels 
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3.14 ATTRIBUT_ADJ_MODIFICATION 
Seule la modification par rapport à la tête de l'attribut adjectival est prise en compte (à 
l’exclusion des particules). 
 
 
mod_adv adverbe/syntagme adverbial/adjectif utilisé 
adverbialement qui dépend de la tête adjectivale, p. ex. : 
ongemeen spannend 
mod_comparatif structure comparative, p. ex. : plus X que (seulement si le 
comparant est aussi explicité, sinon : mod_adv) 
mod_superlatif structure superlative, p. ex. : het meest belangrijk 
mod_SP_inf sous-phrase infinitivale qui dépend de la tête adjectivale, 
p. ex. : erg leuk om te horen 
mod_SP_complétive sous-phrase complétive qui dépend de la tête adjectivale, 
p. ex. : bewuster dat er meer is tussen hemel en aarde 
mod_SP_autre autre sous-phrase qui dépend de la tête adjectivale, p. ex. 
: d'accord pour que la gestion soit confiée pour les cinquante 
prochaines années à un établissement public 
mod_nom-adv (S)N utilisé adverbialement qui dépend de la tête 
adjectivale, p. ex. : ruim 0,4 °C warmer 
mod_nom-autre autre type de (S)N qui dépend de la tête adjectivale, un 
seul exemple : fourrée lapin 
mod_prep-adv SPrép. utilisé adverbialement, avec une préposition non 
imposée par la tête adjectivale, p. ex. :  
onder je spullen en bezigheden verstopt, door het huis heen 
verspreid, ouvert pendant les travaux, caché derrière les arbres 
mod_prep-
voor/pour 
SPrép. en voor/pour (datif), avec une préposition non 
imposée par la tête adjectivale, p. ex. : 
lourds pour le patient 
mod_prep-fixe SPrép dont la préposition semble être imposée 
(syntaxiquement/sémantiquement) par la tête 
adjectivale, p. ex. : fidèle à ses promesses, incompatibles avec 
l'histoire d'Arte 
mod_autre autre type de modification ('ce qui reste'), p. ex. : zo X 
mogelijk, si X que, hoe X, hoe X, X oud, X geleden. 
non_modifié pas de modification 
NA les attributs non adjectivaux 
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3.15 ATTRIBUT_PARTICULE_MODIFICATION 
Cette variable s'applique aux particules. La variable contient les mêmes niveaux qui ont 
également été utilisés pour la variable ATTRIBUT_ADJ_MODIFICATION. 
3.16 ATTRIBUT_NOM_MODIFICATION 
Seule la modification par rapport à la tête de l'attribut nominal est prise en compte. 
 
mod_adj (S)A qui dépend de la tête nominale, p. ex. : het 
onvergelijkbare zitcomfort. 
mod_prep-adv SPrép. qui dépend de la tête nominale et qui est utilisé 
adverbialement, avec une préposition non imposée par la 
tête, catégorie assez hétérogène, p. ex. :  
een kleine beek in het duin, een aria uit Le nozze di Figaro  
mod_prep-fixe (S)Prép. qui dépend de la tête nominale et dont la 
préposition semble être plus ou moins imposée par la tête 
nominale (en particulier en cas d'un nom déverbal), p. ex. 
: la première protection contre ces cas extrêmes de salmonellose 
mod_prep-gen SPrép. en de/van qui dépend de la tête ('génitif'), p. ex. : lid 
van deze voetbalclub etc. + un(_de_X) est toujours encodé 
comme « mod_prep-gen ». 
mod_prep-adj un SPrép. qui dépend de la tête nominale et qui a une 
syntaxe quasi-adjectivale, avec un sens qualifiant ou 
indiquant un sous-type, p. ex. : (een aanrader) buiten 
categorie, (un secteur) à fort potentiel 
mod_prep-voor/pour SPrép. en voor/pour (datif), avec une préposition non 
imposée par la tête : un état de droit < devenu > cause 
commune pour tous les Syriens sans distinction 
mod_relative sous-phrase relative qui dépend de la tête nominale, p. ex. 
: een gloeibrand die uren kan smeulen. 
mod_adv adverbe (non SPrép.) qui dépend de la tête nominale, p. 
ex. : helemaal jouw gerechtje, gemiddeld 2 kilometer, presqu'un 
dieu 
mod_comparatif p. ex. : le même que 
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mod_SP_inf sous-phrase infinitivale qui dépend de la tête nominale, p. 
ex. : een leuke en gezellige manier om Den Haag beter te leren 
kennen. 
mod_nom (S)N qui dépend de la tête nominale, p. ex. : Gaïa la terre, 
een Toyota Hilux (of Nissan) 4x4 double cab met 1 of 2 
daktenten, l'appareil santé-beauté 
mod_nom-adj (S)N qui dépend de la tête nominale et qui a (+/-) un 
emploi adjectival, p. ex. : une base plutôt lumière, scénario 
catastrophe 
mod_autre autre type de modification : honderd achtentachtig meter 
hoog, 100% Galsen 
non_modifié pas de modification 
NA les attributs non nominaux 
3.17 ATTRIBUT_PREP_MODIFICATION 
Seuls les cas avec une 'co-tête' nominale sont annotés, à l'exclusion de p. ex. sans quoi dire 
(= co-tête verbale, en plus de la ‘tête’ prépositionnelle). 
 
 
mod_adj la modification adjectivale de la tête nominale au sein 
de l'attribut prépositionnel, p. ex. in sociaal isolement, in 
een lastig parket 
mod_adv la modification adverbiale, qui se rapporte le plus 
souvent à l'attribut prépositionnel entier (cf. lekker op 
temperatuur, flink in de problemen), mais pas toujours, cf. 
(exceptionnellement) dans le très cher. 
mod_neg la modification 'négation' de la tête nominale au sein 
de l'attribut prépositionnel, p. ex. : van geen belang 
mod_nom la modification nominale de la tête nominale au sein de 
l'attribut prépositionnel, p. ex. : (en) mode + rage / à 
l'étape + "Cœur des hommes 2'' 
mod_num la modification ‘numérale’ de la tête nominale au sein 
de l'attribut prépositionnel, p. ex. : (en) version + 4, op 
een 1-2 voorsprong  
Attention, les ordinaux sont catégorisés sous 
modification adjectivale. 
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mod_phrase la modification phrastique de la tête nominale au sein 
de l'attribut prépositionnel, p. ex. : la question + 
"Comment survivre dans la jungle ?" 
mod_prep-gen SPrép. en de/van qui dépend de la tête nominale au sein 
de l'attribut prépositionnel ('génitif'), p. ex. : dans la 
démesure + du foot 
mod_prep-
voor/pour 
SPrép. en voor/pour (datif), avec une préposition non 
imposée par la tête nominale au sein de l'attribut 
prépositionnel, p. ex. : autour de la nécessité pour les 
acteurs du théâtre de s'unir davantage 
mod_prep-adj la modification prépositionnelle – le SPrép. s’emploie  
quasi adjectivalement, indiquant un sous-type - de la 
tête nominale au sein de l'attribut prépositionnel, p. 
ex. : d'un noir + d'encre, en hôpital + de jour, en mode + à 
fond 
mod_prep-fixe modification prépositionnelle qui semble être imposée 
(syntaxiquement/sémantiquement) par la 
combinaison [tête prépositionnelle + tête nominale], p. 
ex. : op de hoogte + van X, aan de slag + met X, ten goede + 
aan X 
mod_prep-adv la modification prépositionnelle : ce qui reste par 
rapport aux autres catégories « mod_prep », dans un 
rapport plus 'accessoire' par rapport à l'attribut, p. ex. : 
in een diepe rustige slaap + met een regelmatige, diepe 
ademhaling / en isolement + dans le centre (= pourraient 
également être analysés en dehors de l'attribut) 
mod_relative sous-phrase relative qui dépend de la tête nominale au 
sein de l'attribut prépositionnel 
mod_SP_complétive sous-phrase complétive qui dépend de la tête nominale 
au sein de l'attribut prépositionnel 
mod_SP_inf sous-phrase infinitivale qui dépend de la tête nominale 
au sein de l'attribut prépositionnel 
mod_superlatif une structure superlative, p. ex. : het meest in de buurt 
van X 
mod_terecht la présence de terecht 
mod_autre autre type de modification ('ce qui reste'), p. ex. : 
zodanig … dat … / si … que … / d'autant plus … que ... 
non_modifié pas de modification 
NA les attributs non prépositionnels 
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3.18 ATTRIBUT_MOT_UNIQUE 
 
mot_unique l'attribut ne compte qu'un seul mot 
plusieurs_mots l'attribut compte au moins deux mots 
3.19 COMPARATIF 
Il s'agit de comparatifs synthétiques (X-er & variantes + mieux/pire) et analytiques 
(meer/extra/minder/even/plus/moins/aussi + X & variantes), parfois suivis de dan / que. 
 
Certains comparatifs sont également repris dans la variable CONTEXTE_SCALAIRE (p. ex. 
de plus en plus X), mais pas tous. 
 
 
comparatif l'attribut est un comparatif : X-er (p.ex. koeler), wat X-er 
(p.ex. wat warmer), iets X-er (p.ex. iets duurder), nog X-er 
(p.ex. nog leuker), aanzienlijk X-er (p.ex. aanzienlijk kleiner), 
steeds X-er (p.ex. steeds mooier), steeds meer X (p.ex. steeds 
meer het centrum), langzaam maar zeker X-er (p.ex. langzaam 
maar zeker sterker), alleen nog maar X-er (p.ex. alleen nog maar 
sterker), (nog) veel X-er (p.ex. veel sterker), beter X (p.ex. beter 
beschermd), (nog/wat) meer X (p.ex. meer verweven), (nog/wat) 
minder X (p.ex. minder ondergedompeld), meer dan X, minder 
dan X, maar weinig X-er (p.ex. maar weinig groter), des te X-er 
(p.ex. des te natter), hoe X-er hoe Y-er (p.ex. hoe langer, hoe 
natter), almaar X-er, extra X, even X                                                                            
// (bien/beaucoup/encore) plus X (p.ex. plus élevé), plus X 
encore (p.ex. plus nécessaire encore), un peu plus X (p.ex. un peu 
plus encombrant), plus que X (p.ex. plus que solide), de plus en 
plus X (p.ex. de plus en plus réduit), de encore plus en encore plus 
X (p.ex. de encore plus en encore plus pressant), d'autant plus X, 
de moins en moins X (p.ex. de moins en moins dupes), moins X, 
mieux/pire, aussi X, plus X plus Y 
comparatif_non l'attribut n'est pas un comparatif (= tout le reste) 
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NA Les catégories AS suivantes n'entrent pas en ligne de 
compte : phrastique, proforme, infinitival. 
3.20 CONTEXTE_SCALAIRE_1 
Scalaire est entendu ici au sens de ‘à gradations multiples’, toujours 
intensifiant/diminuant en parcourant de façon 'dynamique' plusieurs degrés gradatifs. 
 
 
neutre pas de contexte scalaire 
nog_Xer Attention, X-er (cf. COMPARATIF) ne fait pas 
partie de cette liste, car une seule gradation. 
Nog implique d'autres gradations antérieures. 
steeds_meer_X 
 
hoe_langer_hoe_meer 
 
in_toenemende_mate 
 
steeds_Xer 
 
hoe_hoe 
 
almaar_Xer 
 
alleen_maar_Xer 
 
altijd_Xer 
 
Xer_en_Xer 
 
encore_plus_X / plus_X_encore Attention, plus X (cf. COMPARATIF) ne fait pas 
partie de cette liste, car une seule gradation. 
Encore implique d'autres gradations 
antérieures. 
d'autant_plus_X 
 
de_plus_en_plus 
 
de_moins_en_moins 
 
un_cran_supplémentaire 
 
plus_plus 
 
NA Les catégories AS suivantes n'entrent pas en 
ligne de compte : phrastique, proforme, 
infinitival. 
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3.21 CONTEXTE_SCALAIRE_2 
La variable ci-dessus est recodée comme une opposition binaire (présence/absence de 
contexte scalaire). 
 
neutre pas de contexte scalaire : neutre 
scalaire il y a un contexte scalaire 
NA Les catégories AS suivantes n'entrent pas en ligne de compte : 
phrastique, proforme, infinitival. 
 
3.22 GRADATIF_NORME 
Il s'agit d'adverbes de degré / ‘gradatifs’ indiquant une gradation par rapport à une 
certaine norme. Conceptuellement très proche de la variable COMPARATIF, mais 
concernant d'autres formes (les comparatifs sont donc exclus ici). 
 
 
gradatif_norme_oui trop_X, assez_X, très_X, plus_ou_moins_X,  
essentiellement_X, absolument_X, plutôt_X, 
extrêmement_X, complètement_X, carrément_X, 
parfaitement_X, totalement_X, X_total (p.ex. virer 
pluriculturel total), terriblement_X, quasi(ment)_X, 
pratiquement_X, folle(ment)/fou_X, raide_dingue_X, 
éperdument_X, gravement_X, relativement_X, 
un_peu_X, peu_X, vraiment_X, suffisamment_X, 
rudement_X, franchement_X (p.ex. franchement 
dommage), hardiment_X, résolument_X, tout_X, 
bien_X, à_peu_près_X, un_minimum_X (p.ex. un 
minimum compréhensible), le_moindrement_X (p.ex. le 
moindrement familier), intimement_X (p.ex. intimement 
persuadé que), inséparablement_X (p.ex. inséparablement 
associé à), largement_X (p.ex. largement incompris), 
presque_X, profondément_X (p.ex. profondément 
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imprégné de), limite_X (p.ex. limite nationaliste), mal_X 
(p.ex. mal à l'aise), si_X, tant_X, tellement_X, 
le_peu_de_X, relativement_X, vivement_X                                                                                                                                                                                                                                           
// te_X, erg_X, zeer_X, min_of_meer_X, aardig_X 
(p.ex. aardig gevuld), ongemeen_X, helemaal_X, wat_X, 
wat_X_2 (p.ex. wat een fijn product !), vrij_X (p.ex. vrij 
eenvoudig), licht_X, lichtelijk_X, compleet_X, 
volstrekt_X, volledig_X, geheel_X, echt_X, ernstig_X, 
flink_X (p.ex. flink in de problemen), fors_X (p.ex. fors 
onder de indruk), relatief_X, bijna_X, hopeloos_X (p.ex. 
hopeloos verliefd), voldoende_X, nagenoeg_X, vrijwel_X 
(p.ex. vrijwel gelijk), lekker_X (p.ex. lekker warm), 
heerlijk_X (p.ex. heerlijk warm), onaanvaardbaar_X 
(p.ex. onaanvaardbaar laag), reddeloos_X (p.ex. reddeloos 
verloren), onherstelbaar_X (p.ex. onherstelbaar 
beschadigd), gepassioneerd_X (p.ex. gepassioneerd 
betrokken bij), onverminderd_X (p.ex. onverminderd van 
toepassing), wereldwijd_X (p.ex. wereldwijd bekend), 
uitgebreid (p.ex. uitgebreid aan bod), intensief_X (p.ex. 
intensief in aanraking), totaal_X, vol_X (p.ex. vol in de 
aanval), stevig_X (p.ex. stevig bij jezelf), enorm_X, 
X_genoeg (p.ex. concreet genoeg), goed_X, optimaal_X 
(p.ex. optimaal behouden), uitstekend_X, best_wel_X, 
hoe_X (p.ex. hoe dankbaar), hard_X (p.ex. hard nodig), 
druk_X (p.ex. druk op zoek), een_beetje_X, 
een_stukje_X, enigszins X, deels_X (p.ex. deels in 
gebruik), voor_een_deel_X (p.ex. voor een deel te wijten 
aan), teveel_X (p.ex. teveel uit elkaar), dodelijk_X (p.ex. 
dodelijk gewond), zo_X, zodanig_X, perfect_X, 
vreselijk_X (p.ex. vreselijk jaloers), ongelofelijk_X (p.ex. 
ongelofelijk vrolijk), iets_X (p.ex. iets boven mijn 
marketingpet).                                                                                                                                                                   
// Le gradatif (trop, erg etc.) se trouve toujours au 
début de la séquence (donc : à l'exclusion d'AS comme 
« un homme trop manipulatif »). Remarquons que les 
cas comme wat X-er (déjà identifiés sous la variable 
COMPARATIF) ne sont pas repris ici, même si wat 
indique aussi une appréciation. 
gradatif_norme_non les cas restants ; attention, les cas comme oververhit 
n'ont pas non plus été encodés comme gradatifs ! 
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NA Les catégories AS suivantes n'entrent pas en ligne de 
compte : phrastique, proforme, infinitival. 
 4 Variables restantes 
4.1 TYPES_DE_PHRASE 
Type de phrase copulative. Cette variable s'applique uniquement aux copules 
prototypiques. 
 
prédicationnel 
 
spécificationnel Attention, les emplois spécificationnels de 
devenir/worden se trouvent également dans cette 
catégorie, p.ex. : De grote ster van haar castingbureau 
< wordt > haar grote rode kater Jaap die zich helemaal 
thuis voelde op het toneel. 
identificationnel P. ex. : Dit < is > de website van Salvator Boekhandel, Wij 
< zijn > Elsbeth en Susan, wie dat toch wel < zijn > en 
waar die vandaan komen   
Prédicationnel 
_quantificationnel 
L'AS est un chiffre et le sujet n'est pas un shell noun 
indiquant une quantité (dans ce cas, la phrase est 
catégorisée sous « spécificationnel », p. ex. : 
L'augmentation est de X). P. ex. : Marijke < werd > 
minstens 54 jaar, 7 maanden en 10 dagen. 
phrase_d'identité Symétrie extrême entre le sujet et l'AS 
(éventuellement avec tautologie, = sous-type). Cf. 
Laat daarom zien dat jij je onderneming < bent >, Je 
pense qu'un bon nettoyage/désinfection, < reste > un bon 
nettoyage suivi d'une bonne désinfection, Partir, c' <est > 
mourir un peu moins, Terence Tao ne < serait > pas 
Terence Tao, porteur de la Médaille Fields 2006 (sorte de 
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prix Nobel pour mathématiciens), si l'idée de sa preuve 
était entièrement fausse !  
autre L'AS est zo, ainsi et comme ça. 
 
4.2 TYPE_DE_PHRASE_worden_devenir 
Cette variable s'applique uniquement aux verbes devenir/worden et constitue un 
approfondissement de la variable ci-dessus pour ces verbes. 
 
transformationnel Cette étiquette s'applique à devenir/worden employé 
comme verbe de changement d'état.                                                                                                                              
transformationnel_fictif L'aspect transformationnel se projete sur un plan 
temporel (phénomène uniquement néerlandais), p. ex. : 
Het < wordt > morgenavond helemaal jouw gerechtje - met de 
gegrilde groentjes erbij!  
transformationnel_identité Le sujet et l'AS sont tout à fait symétriques, p. ex. : 
Publieksprijs Gouden Kalveren NFF < wordt > UPC Publieksprijs, 
Swaggy Dogs Lite < devient > Swaggy Dogs Free, etc. --> il s'agit 
toujours de dénominations 
NA les verbes autres que devenir/worden + l'emploi 
spécificationnel de devenir/worden 
4.3 ER_PASSIVATION 
En néerlandais : passivation impersonnelle, par exemple er wordt gelachen. 
 
pass_non er_passivation n'est pas possible 
pass_oui er_passivation est possible 
pass_intermédiaire er_passivation est très marginalement possible 
NA les exemples français : cette variable ne s'applique qu'au 
néerlandais 
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4.4 ANNOTATION_EXTERNE 
Annotation externe pour les cas prépositionnels indécis. 
 
oui_ann l'exemple provient du corpus annoté par les annotateurs 
externes  (cas prépositionnels indécis) 
non_ann l'exemple ne provient pas du corpus annoté par les 
annotateurs externes 
 
 
 
 
 
 
 
   
 
