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SAMPLING INSPECTION WHERE A CONTINUING 
RELATIONSHIP EXISTS BETWEEN 
CONSUMER AND PRODUCER , 
.. , 
' 
- -- .. - ... -,J---·-
/ 
Introduction 
··Because of . such things as destructive testing, ~ 
... 
.,, 
. inspection fatigue'· ina.dequacy of mechanical and photo-
,. 
electric gaging, prohibitive cost of 100% inspection, 
/~ 
( 
and so on, sampling inspection for accepta·nce purposes· 
.,, has come into widespread use. There are many types of 
. . 
acceptance sampling plans available, and the deterrnina-
. ' tion of the quality protection given by the various 
~Plans can be accomplished by probability mathemat}cs. 
In order to simplify the arguments and proofs in 
# 
this thesis, lot-by-Lot acceptance using single sampling 
by attributes will be considered. In single sampling, 





. the acceptance or rejection of a lot is based on the 
ev:1-dence of one sample.· taken from that lot. 
J • 
. ···· .. Qua.1·1ty :ch.arac'teristics which are -specified ., 
\ 
without r,~gard to the measurement of any quantity or . ' :~ ' 
'\,'. 
' . • 
"J;t) me,9';~urable· variables which.· are inspecteq as conforming v ·, :f}... . ' 
?;: . ::.. ' 
or ho,nconforming, such as ·gaging with go ··arid no:.;·go gages, 
are considered attributes. 
I 
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. ·t 
r . ! . 
' ~ o. ~C. -Curves 
UJC 
J The operating characteristic curve of· an .acceptance 
. .. 
··· sampling .plan shows graphically the ability of the plan to "· 
disti:,;iguish- between 11 good" and "bad" .lots. - The proba-
bili-€y of acceptance is ·the ordinate ~and the assumed per 
. 
"' ' . 
t.. - =····.·.:-·'·.. I 
~ ... - . . r . .,,_. 
;:. cent .defective, • the range.of p6ssible_quality levels 
/' .. 
/ ' 
J.. e. , 
"' 
of submitted product, is the abscissa of the graph. It 
is, therefore, possible to· re.ad_ directly from the oc 
curve, for any well-defined random sampling plan, the 
~~~~j 
long-run percentage ·of acceptance as a function of the 
quality of product submitted. Operating characteristic 
' curves for sample sizes of. 150, 30, an_d 10 with acceptance 
·numbers of 4, 2, and O respectively are given in Fig. 1. 
-Ii 
\ 
Deviations in Sampling Practices 
Even where a well-defined plan has been used, 
I 
.. it is conunon for an inspector, where a continuing rela-
tionship between consumer and producer exists, to 
-initiate informal rules regarding the.size and frequency 
of samples and the maximum number of allowable defective 
i~ems per sample. 
I 
. 
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"-·-,. 















-----~·-----·---·-·-·---·-.. ·~-,~-~---:;----··------·--·:·· irrfl~enced by his knowledge of--~the quality_ histo-ry of- · .. L. i 
. ~ 




r :. . ·. J· 







-~.-........ ___ -_. .. -~ .... 
• j 
.J 
. ----·· - -~--c___ -~- ------~· ~-----,·--·--·-- - -~ 
I 
. ··:'· -. :_. '" .... '1 . 




;··._ ·.. ,. 
',,:, , •••• ~.·01, .. -_ . .,.,.'c< ........ .,.,..~·~;,o,l,,:,U;......,.· ___ .... _ · ---·-··--· ·-· 
i -· 
~-, ~- -·----;c----; . 
.. f 
l. 
.. i . -- .... f ..... -f . 
____ ___,_-_L~_1:,_-~---_-_:,:r_i_: ____ .. f!- i/ ; f,.' 
I, -; 1 
·{ •' i . ~ . . : . . ·, 
•: . 
'.' . !··· 
. l 
. ! 
'; ', I "' • • 
1 
•· . . .. ··--







Purpos·e of Thesis 
"-
\· !, : . > 
' • ;i.-
.\: ·, 
It is my int_ent to show theoretically and : 
empirical).Y, ~ the feasibi.lity of ,determining a minimum I.' 
· .- size of acceptance sample where, a history of s'ampling 
data • available • 1S 
To do this, it will be to establ··ish 1 necessary ' p 
the actua~~variation from lot-to-lot of the product 
from a known manufacturer, determine the probability 
that the man,ufactuier will submi""f' quality of a gi~en \ 
. ) 
level, and from thisii~:;il).:1iormation, to generate a new ,., . . ' 
. . 
. · type< of oc curve. 
:~· . 
Military Standard 105 
One of the most widel~ used collection of attri-
butes sampling plans is known as Mil·~-- ·std.· 105B. See 
Reference No. 16. These plans are classified accord,ing 
.. 
to their Acceptable Quality Levels (A. Q. t.'s), i.e., 
according to the maximum per cent de.fecti ve· or maxirnwn 
r.:! 
._. defects per hundred units for which the probability of 
_ acceptance is very high (usually . 95) . The data used in l" 
\ 
···- ....... --- --- . - -·--· ----- \ 
this thesis have specified A. Q. L. 's of .·01s, 1.0, and 
2. 5. The -s~pl-ing of ~he pbpulc1.tion f;rom which_ this data 
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' • I""' '• 
" 
' . 
... '1,'. 4 
. 
came conformed to the procedures of Mil. Std. 105B, 
' except as noted l~ter~ 
..) 
The A. o.· L. can also be defined as the percentage 
of defective items or defects per hundred items in a lot 
that we are willing to tolerate most of the time, or as 
the maximum per cent defective which the consumer considers I'" 
I . 
·I 
satisfactory as a process aver1age.. This latter def.inition 
was initiated with Army Ordnance acceptance procedures 
,'.I l,-7' 
in 1942. 
Distributions Commonly Used to Cal~ulate the Probability 
, 
of Acceptance 
The hypergeometric, binomial, and Poisson equa-
tions ha~e all be~n used in the pa~t to calculate the 
probabil.~ ty of acceptance for attributes sampling plans. 
Mil. Std. 105 is based on the Po;i.sson Probability Law. 
J The data in Tables· 1, 2, and 3 have been appr.oximated by 
the binomial distribution in· Table 7, hypergeometric 
distributitin in Table 8, and Poissbn distribution in 
Table 9 by using the observed mean and variance of these 
data. 
;-·., 
..... ,. .. -
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c·alculated values, . these three distributions .. give very ·1 
'i 
• l 
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mathematical· development which appears" lat·er in this 
thesis results in. a distribution _which more near·1·y 
l. 
approximates the~e same observed values. It· sho-uld be· 
" ... ,. ., .. ,; 
obvious that the more nearly you can predict the 
observed frequencies the more the sample size can be 
\. diminished. If you can predict that the quali~y of 
·product is either real good or very bad, ,.., . ~ i.e., not 
.. 
marginal, you can drastically ·reduce the size of sample. -
required. However, if you predict that the quality is 
•,•' 
marginal, i.e., near the A. Q. L., then large samples 
will be required to distinguish between an acceptable 
and unacceptable lo·t of material. 
Reducing the SamEle Size in Military Standard 105 
In Milo Std. 105B, the sample size can be 
reduced if the production process i:s stable and the 
estimated process average is less than three \standard 
deviations below the A. Q. L., i.e., if there are less 
than three chances in one, thousa.nd that the improved 
' I .'a 
! . 
quality indicated by the estimated process ~verage is 
, 
really the lesser quality specified by'the A. Q. L. 
.. ·1.r 
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, .. 
. · .:.-'.~. --·! 
\ . ~ Reduced inspection may· be, instit"t1ted provided 
. . ~ 
that all of the following conditions are sat·isfied: 
. (a) the preceding ten lots o or such other number of 
lots designated by the Government, have been under 
normal in,~pection and none has been. rejected: (b) 
the estimated process average is less than the 
J 
·. applicable lot1t1er limit • · ·: • . ·: and· {c) production 
is at a steady rate. ~ 
Normal inspection shall be reinstated if any 
one of· the fol-lo\ving conditions occurs under 
reduced. inspection~ (a) a lot is·· rej·ected: 
(b) the estimated process average is gr~ater than 
the Ao Oo Lo O . (c) production 'becomes irregular or 
delayed: and (d) . other c·ondition.s ttJhich the Govern-
ment considers to warrant that normal inspection 
\ 
should be reinstated. 
/ 
Mil. Std. 105B al·so specifies .that the acceptance 
and rejection numbers will be reduced in the event that 
-r •tJ 
.. \ 
·the estimated process average is greater than three 
standard deviations above the A. 'iP· L.. This is called 
tightened inspection and does not effect the sample size. 
Normal inspection_ is reinstated if the estimated proce.$,S. ... 
average of lots u.L1der tightened inspect~on is equal to 
· or less than the A. Q. L. 
Complete sets of data on major, critical, and 
minor defects are given in Tables 1, 2, and 3, respectively. 
... ,...! 
As defined by Mil. Std. 105B: 
A minor defect is~ one that does riot materially .. 
_:red.~c~ the usabilit._y -~~ th~ unit of product for its 
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standards having no significant bearing 
effective us·e or operation of the unit. 





A major defect is a defect, other tha~ 
critical, that could result in fai·lure, or 
materially reduce the usability of the unit of· product for its intended purpose o J 
:r·· 
oT ,- --
A critical defect is one that judgement and 
experience indicate could result in hazardous or unsafe conditions for ir1di viduals using or 
maintaining the producto oru for major end item 
units of product, such as ships, aircraft, or. tanks, a defect that could prevent p~rformap.ce .. 
of·their tactical function. 
The data in Tab~es 1, 2, and 3 consists of lots 
of 2016 units from which samples of 150 ;or 300 randomly 
selected units were drawn. The lots are listed. in, the 
chronological order in which they were inspected. The '' 
first column is the lot number; the second is the 
summed sample size; the third • the number of defectives 1S .;,, 
... .. ~-~i·•·- . . \ 
... 
f.{ 
cfound • each sample; the fourth • the summed number of in 1S 
defectives; the fifth is the lowe~ limit of the.process 
\ 
average for normal inspection, which is calculated at 
three standard deviations below the A. Q. L.; the sixth 
is the estimated process ave~age; and.the seventh is the 
upper limit of the process average for normal inspection,· 
---- . ·- ·-·-··---·--:·-·- -·-· .. · ,-.,--·,··---·------·w1fich· is caicl.iiated ·at three standard deviations above 
II 
_.: -··-···-.···----···· __ ····--- _ : . the ... A •. "-.0-. -It-.- ···· 
. QI" 
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~-: ,J -.. 
' .; ... :· . 
I Mil. Std. 105B specifies a. ·,ample size of 150 
' I 
. I, 11· 
for normal inspection at level II ~hen the A. Q. L., 
which is designated, falls within the range of • 70·0 to 
-. 
·1.090 and the lot size falls within the range of 1,301 
.to 3,200. This is the case for the data on.major defects 
in Table 1. Mil. ·std. 105B states that "normai inspec-
·tion shall be used at the start of . .t~spection unless 
,, I· 
;_ 
otherwise designated by the Government;" and that "unless 
'• 
otherwise -specified,·, level II wi11·· be used for ordinary 
inspection." 
• !'tJ . ·~· 
" 
-
As can·be seen·from~Table 1, reduced inspection 
I could have been initiated with· the eleventh sample. Had ~ 
J 
this been the case, the sample size would have been 
reduced to 30 units per lot with an acceptance number of 
,. . 
. t 2 and a rejection number of 3. Under normal 1inspection 
with its larger sample size,. the acceptance number was 4 
and the rejection number was-5. 
·,~ As can also be seen from Tables · 2 and . 3, reduced 
\D inspection was not initiated at any time during the 






,' because production ~as not at a .steady tate or ~t could 
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f t •• (> JI' ' At no time during the. inspection of the lots in 
• 
Tables 1, 2 , _ and. 3 was tigh~ened inspe9tion indicated. 
' 
J· Most lot-by-lot tn·spection sampling plans provide 
.. for· tightened inspection to minimize the· consumer's 
risk (the probability of accep.ting unsatisfactory. 
material) when marginal or substandard material is 




The combination o·f normal, tightened, and· reduced 
inspections allows for a change in the process average, 
i.e., it is not assumed that the process average is a 
constant. However, it is quite limited in its effect 
on sample size in that no change in the sample size 
takes place under tightened inspection and the only 
time a change in the sample size occurs under the 
redq.ced inspection concept is when, under normal' inspec-.. , . . -~ _.,./,, ...... __ . ··--.-- . 




deviations below the A. Q. L. 
, ..... , 
It is the· contention of this paper that more c.an 
,r,, be done to reduce the size of samples than is presently 
.allowed for in inspection sampling plans ··of the type··· ' 
---.. ~•••H...,.,._ ' ' 
9 
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As mentioned earlier, it is common to assume 
that the number of defectives, X, in a sample of n is 
.. ' 
either distributed according to the binomial, hyper-
geometric, or Poisson distributions. · In all these 
·distributions, the parameter/p is given. 
.. 
The parameter.pis the true fraction defective, 
and the·re- seems to be no justification to assume that 
it remains constant from lot to lot. 
It is assumed in this thesis that p varies from 
. . ..... 
lot to lot and that its probability density function 
is a beta distribution. .i, It is also assumed that the 
number of defectives, X, is a random variable and that 
its probability density function is· a binomial distri-
bution. 
In mathematical notation~it is astumed that: 
and g(p) - rca+p) 
X = O, l, ... ,n 
p~-1 _ (1-p) f3-l 
o~p~l 
• 1S: 
. -·---·~ . - --- ···--·- ·. 




h~(x,p) =. f (x/p)- •. g(p) . . --- .... -·----- .• - f'' -' . - " ·- .· .. - - ... 
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The distribution of X then should be: 
l ' f(x) = f h(x,p)dp 
= -rca+f3) rcn+l) l p ' 
·-P· . ( rv) ··r·····( A)-·· -P-.. -(-x--+·l· ---):. , .. p'.-(·n-x+··l-·)------ --·- -~--~.~ . ·.:.·----. - · .... - . ·-· .-... -',-'- .. __ ,, __ . ~-:--~----------· ·····--·-,·· .. -·· '. '\.II" p f a+x-1 ~+n-x-1 -··-·· -········-·-·- -·- ·-···· ··- ·--· ·· -----f1·-p:t·- - - -.- ·· -··-ap ·~---------.--- ... ----- -..... _____ · 
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_ (a+{3-l) ! n ! (a+x-1) ! (f3+n-x-l) ! 
- (a-1) ! ( (3-1) !_ x ! (n-x) ! (a+t,+n-1) ! 
- (a+x-1) (t3+~=x-l) -X .. .,. .1u.X 
-
. ..;._ .. :· ... _· ·-n. 
L = .1, 
X = 0 
and ~ (a+:-1)(t3+:=:-1) = (a+~:n-1) 
X = 0 
To prove the above· .. ,we can use identi tY 12 .16 in 
reference 5, p. 62. 
I f , : 




• X = J 
n = k 
a= b. 
f.3 = a 
. 2 (b+~-1) 
J = 0 . J . 
l 
f 
1a+k-j -1 \ =(a+b+k-1) 
\ k:-j ' k 
w~ch is identity 12.16. 
b 
-···- -··-·-
....... , .. , .. ,. 
y_. -i 
l ii_ .' I: 
"· ,· r: 
I. '-
., • ' ._4, 
. . ......... . 
.'..«·"' 
-.·. : - '• - - . ·,· . ' - ;, ... , 
.. - ··. 
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X = 0 
n 
~ 











EX = 2 x P(X=x) 
X = 0 
\ . 
. Where EX is the expected value of X 
I 
x (a+x-1) ! , (t3+n-x-1) ! n ! (a+f:3-1) ! 
x! (a-1) ! (n-x) ! · (t,-1) ! (a+t3+n-l) ! 
{a+x-1) ! (f?+n-x-1) ! n ! (a+t3-l) ! 
: t 
(x-1) ! (a-1) ! (n-x) ! ('3-1) ! (a+t3+n-l) ! 
. ;'.'. . ·.,:>) 
Let x~l = h .or x = h+l 
Then: 
. \. 
(a+h) ! (t3+n-h-2) ! I ( a+l3-l) ! n • 
h! (a-1) ! (n-h-1) ! (f3-l) ! (a+f3+n-l) ! 
-.,.....-~------- --
Multiply numerator and denominator by a 






(a+h) ! (p+n-h-2) ! n ! (a+t3-l) ! 




• '' • _,,.., -~·'l•'c'":- •l": ,-,··~··· • a • !' • .'""· •. • • '• • •·- ' -
Let n* - n-1 
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. --.- - -.-- ._ ' . . . . 
. ...(a*+h-1 
q h!. ·· (a*·-1) ! (n*-h) ! ~(f3-l) ! (a t3+n*-l) ! 
·• 
••• •" «-• •••-•«• ••••.,,, .. a,, ••••••~·-"-a,• -·•~•-._,.:C., .,"",• '., •.. .,., ,., •••~ --·••'"" "•·•• ·'~.~·-···••• • ~-......, . ." •• , ,. ,,,.._~.,,••,•,._, •••••, •••-••• ••·, a;~•••••-· 
.{a*+h-1} I f3+n*-h-l) 
\ h / \. · n*-h 
(a*+(3+n*-l) ! 




(n*+l) n*! (a*+f3-l) ! 
n* 
\_ 
(a*~h-1) (~+n*-h-1) h . n *--11 2 
h=o 
However, as proved before: 
;;_! 
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.,: ••• 1 (.,, •• 
i_ .. 
an 
EX = a+f3 
n. 
EX(X-.1) = 2 
x=O 
- .- .. _..: 
x (x-1) P (~=x) , 
l 
( t3+n-x-l) 
-x (x-1) (a+x-1) ! . _n-x 
-, 
(a+x-1) ! ( ~+~=~-1) 
(a-1)! (x-2)! 
r· 
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-- ... -·········-··-~····''-'-+'"··-- ,~-·--·-··--:::___ .. Ml!l tJply 11 lfil!f? :r: §!1:c:> :i:: . ~ Ilc:1 ci~Il ()mi n~·t<:) x: .... l?Y a ( a+ 1 ) 
·'\ -·- --··-·-·····-·----...................... , , ... ,,._,,~-·,·····"-·"·~·-·"'- . -~---·---.-··---·-,·---:~- ····-····• .... ,-... , .. ,:., .. _ .... /,,, ............ , 
..... 
Then: 
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... ------ -- ~ --- ---·Ex (X~l-) .-= ··a (a+l)-- --- ·--~ .. -'·. fa-FJcT-1l-: C{3-+n::.1f::·3J·!- ri ! C a+f3~1) ! 
L (a+l} ! k! (n-k-2) ! (/3-1) ! (a+/3+n-l) ! 
._,. 
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n! (a+t3-l) ! i 
11: -
-• ··--- ., . .-
. ... •, . -
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(a+e) (a+~+l) (a+@+n-1)! 
.. n (n-_l) (n-2) ! (a+t3+1) ! 
-
-













( ( a+ l)+t3+ (n -2 )). n-2 . 
.. 
--- - - 4--- .. :__ .. 
_ .. ,.,~:· .. -·· 
.. 
.. ,,, __ _, . .-•. ,,..., ... -~··•.-,hr·,- . · ······ 
EX(X-1) =n(n-1) a (a+l) 
(a+p) (a+t3+1) 
- --·-·-·---------------~ ··_.· ···,·--···-····----·--··-·"· .... ,. 
~~ - -
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k n **-k 
k=o 
:-'.-·';· 
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16 
B·ut as we proved earlie·r, ·· what· is under the summa-
tion ~ign ·1s equal to 1. 
· There fore·: 
EX (X-1) = .n (n-1) a (a+ll (a+f3) (a+t3+1) 
Now the variance of X, V(X), is equal to EX:2-(EX) 2 : 
···--~--- ,.-.---······:··---·- "':--~~-- ---· - ·····-·· . ---·--- --
. . ._;.,; 
~·.,. .. 
and we have·· EX (X-1) = EX2-Ex. ,-,-· .... _ ~-, t . 
, .• • - -·~·· ::· ,,, . ;•"!••"" . 
A 
Therefore: 
V(X) = EX(X-1) +EX~ (EX) 2 
}. 2 n {n-1} a {a+ll + an -E W1 -- ( aff:3) ( a+f3+ 1) a+t3 a+t3 .... 
-
an (n-1) {a.+l) + 1 ·D an --





,~tl) (a+tl) - an (a+t3+1) 





(a+~+l) (a+~)+(n-1) (a+l) (a+~)~an(a+~+l) 
(a+f3+1) (a+f:3) 
2 2 . . 
· a2 +2a{3+t3 +a+@+na +naf3+na+nt3 an 
.. :=; 
a+t3 . (a+t3+1) (a+f,) 
_, 
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.a+t3 ( a+'3+ 1) (a+f3) 
Eq. 2: V(X) = a{?n 




.,... . ' 
~;~: .. :·:~ ._,:·-, 
n 
( a+f3+ l) ( a+f,) 




It is now possible to solve foe a and~ by putting 
the observed mean and variance of our d~ta equal to 
equations l a·na 2. 
Eq. 3: 
Let V = V(X) and E = E. (X) 
Then: 
E -= na 
a+t3 
' .f;:, 
t3 = a (n-E.l 
E 
•, ' ·. ' ·. ~:' 
Substituting th"is value of t3 in the equation for 






r ,a+t?+n L a+t:i 
' ) .. •.. . 
,_ -<· 
+a+ 
f'. ---······-··---··•·----•·•..-•••v ... ,_,,._..,,., •• ::..::, ~. :_:.,_,.,_,:,.,_.~: .• ,.,., • 
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In areas other than sampling inspection, the principle 
/ 
of using prior experience as a basis for current judgment is 
~ 
well-established, e.g., the use of statistics in setting 
insurance rate.s. As can be seen by referring to Tables 7A 
through lOC",, f (X) gives an exc'ellent fit to our empirical 
data while the usual functions do not. It seems only re~son-
able to utilize product history when such a mathematica.l 
1, 
mode-l- exists for its representation. 
The-- following attempts at using this mathematical 
model to justify a reduction in· sample size calls for one 
. ( value of p, p', to d1ivide the range of p into "good" and · 
.. ' 
\ I· 
. . . 
. . -, ' 
. ,. 
:;;,- ~-
-'~~. 1,/ \ . 
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19 
·; '"bad" quality--as opposed to th·e two values of p which are 
"' 
de~ermined by th~ AOL and LTPD in Mil. Std~ 105. 
f.. •• 
The following cr~teria were thought to be reasonable: 
r -~ ' 
p' 
I. J L (p) g (p) dp 
0 > _.95· ... ,., 
'' '' ,. .. .,. 
". -·-·- ·--· •-• I 
\ 














where the integral of g(p) is the area under the upper curve 
in Figures 2 and 3B; the integral of L(p)g(p) is the 'area 
under the lower curve: and the integral of 1-L(p) g(p) is 
' 
- the area between the upper and lower curves in these same 
C 






' f '' I'> /r 
1 Computations on the LGP-30 computer showed tra.t the 
criterion for I is rnet with c = o and n =.10, but that the 
ratio in II is approximately .30. For c = 1, condition I is 
,, 
') 
sti'll satisfied when n = 59 ... and,the. ratio in II has increased .. - - ... ~·---· .. -··· -- - ------, -··· -·-·· . -----------·--·· -- . --- --
. to approximately .• 65. B·y :tt1aking the acceptance number large 
enough, both condit_t9ns I and II can be met. However, the 
sample size is incre'asing as the acceptance number gets 
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,;, ' . >··:. - · .. ':\1 ..,, 
are cal;led for under educed sampling_ in Mil. Std. 1105, and, 
as can be seen .... above, our sample size -has increased beyond 
this point ·without satisfying our criteria--the reason for 
this bei.ng that our. requirements· are more discriminating. 
· Further development of a sampling pl~~ based on 
\ 
,?:r 
conditfons I and II ceased at this point. since, as can be -
:· ! . 
s.een_ from Figure 2, condition II is concerned with an 
..._· 
infinitesimal proportion of product; and, .consequently, it 
should not be given the same consideration as.condition I 
j·. 
in ~etting up the basis of a sampli~g plan. 




L(p)g(p)dp+f [1-L(pu g(p)dp >-90 
0 ', p· 
Eq. 5: 
which is the expected probability of making the right 
decisi.on. g (p) is based upon past sampling records. An n, 
. / --·-.• ,_/,If~, 
."T-·- c, and L(p) can be found, using g(p), whiclt.~~yvill ·meet the 
above requirements. Of course, we would want _to minimize n 
subject to our criterion. T'nis ·will automatically minimize c. 
A crude sampling plan can be utilized which could 
start by using normal inspection as .-designated in Mil. Std. 





l' __ ·:_ . 
r 
I· 
• 1 more than 1/5 - the·· normal· sample size-·;· "----go·weve·r;- -·we. -w,,u-1-a-···1.ise ---·"···-····------s..c.--_---.. ----·- ~ 
' 
, -- - -- - - - ---
,, ' 
,:·'"'' 
the computed value of n, not an n which is 1/5 the normal 
sample size. 
If. th~'· number of rejected lots,, K, gets to be consi-
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\ __ _ 
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·.21 · 
. ·-rejection, p , and the. number of lots submitted, N, "?~. \-'I 
. . l. 
·' . 
would g (p). In mathematical notation: · · .. 
if 
\, 
Then r~compute g(p) 
Note: Pr = .t [1.;.L (p)J 9' cP> dp] 
Pr -is constant as long as g (p) is constant and the same n and 
care used. 
-' A rough approximation of the sample size, given the 
acceptance number, is given by: 
proportion defective which gives \ 
"\ 
n = c+ 112 where p I is the 
. p 5 
a -50% probability ···of accep-
. , 
·.·.,) 
__;· tance under Mil. Std. 10 5. Note that p I for the data on 
-,,-··-~-·,-- -· "·-···-~-
major defects is .03. We-would start looking for a value of 
n to satisfy the-criterion in Eq. 5 by letting c = o. If this 
value of n does not satisfy our criterion, we would try 
. successively higher· values o·f c ·in the above approximation 
of n. 
All that-"is required to solve Equations 3 and 4 is 
some knowledge about the mean,. variance, and size of past 
samples from the same product, manufactured by the same 
stable process. There is, of course, no requirement that 




--------------- ·-··-·-The ·--pr oce-ss-·-a-ve rage ----era-ta~----s ·rm i1.a-r--to --ebat-------snown in 
,P 
Tables 1, 2 a~d 3, will _provide an estimate of the quali,ty 
. I . 
that it is reasonable~to expect a supplier to submit under 
existing conditions of manufacture. Mil. Std. 105 requires 
,, 
:- ...... ,: 
..... 
J· • 
-. . -~.:: - ·~---· -
. 
. . 
,·;,,•·.:i:_,::.::-•.L~.,,..,~-.. :-·· ;;..···--;-.-----~-- ----.-:-:---··,-.-~~~~~~-'-,•., -
'"'), ...... , .... " 






that this type of data be kept: and it --is an easy matter to 
~ 
'i 
L. calculate the mean and variance /of sampling data when it is 
iri th.is or a similar format. All other calculations are 
.. 
.. 
horrendous as they now stand in this thesis. However, in 1.,-~::...,. ........... 
this age of high-speed digita;l,computers, this inconvenience 
should no longer be, a barrier to applying sound techniques · 
in the.solution of .~veryday decision problems. Also, there 
is no reason to doubt that a .. sampling p~an can be devised, 
. based on the preceding reasoning, ·which will be easy to 
administrate. 
In this era of destructive testing and high 
reliability requirements, it is obviousl:r'" advantage~us,, .. 
0 
t9 
spend time and money in developing a sound basis for 
reducing the size of samples and in determining, with 
confidence, the actual protection afforded by sampling 
i·nspection • 
.. 
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Calculations of mean and variance" for N = 2016 and n = 150 
~J 
t2 t 2 £ · X £0 ·xf t tf0 0 0 0 68 00 
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-36.Q 64 2880 2 24 48 
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-J.68 49 1176 3 ·, 2·0· 60 
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-5 40 25 2·0·0 -5 7 35 
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.0 100 0 20 1 20 11 11 121 121 .... 21 0 00 12 0 144 0 22 1 22 13 13 169 169 
205 535 46 
-1310 11252 
-
E(x) = 9 _ 1310 = 
205 
9 - 6.3902439 = 2 •. 609.7561. 
V (x) = 1'1252 - (6. 390243 9) 2 = 54 .. 8878048 - 40. 8352171 205 
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TABLE 7A·· . 
,.. 
,., l 
BINOMIAL APPROXIMATION TO. THE '\EMPIRICAL DATA · 
ON MAJOR DEFECTS 
n = 150 p = • 0050654 ;., q· = .99493 
X .. Pfx = xJ fc fo. 
.Q 
.46653~\ 95.17212 . 113 
1 .35628 72. 68112 56 
- 2 
.13514 - 27056856 19 
·~ 
-
.03394 6.92376 8 
4 .00635 ·. 
-1.29540 3 
~ 




-~2448 ~00012 0 
7 .00001 
• ~04 0 
8 .00000 .o 00 0 
.r 
~ ' 278.259'76 73.42022 57.19231 x2 !) 317.83331 - + + + 95.17212 72.68112 27. 56856 8.43744 
= 3.33956 + 3.82850 + 2.66319 + 6.77840 = 16.60965 
x2 .os~ 2 = 5.9.91 
Therefore,, reject the hypothesis that the 
distribution is binomial. 
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TABLE 7B .:·-,,.~ 
BINOMIAL APPROXIMATION TO THE EMPIRICAL DATA 
·ON CRITICAL DEFECTS 
n = 300 p = .0017742 
I 
(_,,.-, .. 
X p(x = x> 
-f 
. ·c > C 0 .58'700 109.18200 
1 • 31299 sa~ 21614 
·2 • 08317 15.46962 





_:· .... :\·' .. .03720 
'6 • 00002 
.00372 ' \, 
7 
.00000 .00000 
x2 =. _219.57312 + 408.69232 + 29.13992 
109.18200 58.21614 18.60186 




.05,1 = 3.841 ,· 
Therefore, ~eject the hypothesis that the 
distribution is b·inomial. 
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--TABLE ·7C 
. BINO~IAL APPROXIMATION· TO THE EMPIRICAL DATA. 
~ 
ON MiijOR DEFECTS 
n = 150 
_ p = .017398 q = .• 98260 
·, 
X 
. Pfx = xi .. £ . f C 0 
0 
.07186 .. 14.73130 68 
1 .19087 " 39.12835 45 
2 .25177 51.6128.5 24 
3 
.21992 45008360 20 
4 
.14310 2 9. 33550· -a 
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. ' TABLE ,r7 c-·----·-···continued 
~: 
2 2837.55440 34.47627 762.46949 629. l.869'9 . 
X - -+ 39.12835. + 51.61285 + 14.73130 45.08360 
"'"' 
+ 455.20356 + 
66.71541 + 534.67775 \( ' 
29.33550 15.16795 9.87690 
= 192.62077 + .88111 + 14.77286 + 13.95601 + 15.51716 
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TABLE SA 
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HYPERGEOMETRIC APPROXIMATI·ON TO THE EMPIRICAL DATA 
ON MAJOR DEFECTS ,: 
,. Np= 10 Nq = 2006 ""'I n = 150 I 
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·;.; ;1' 
p(x = x> ' ·, X fc fo 
' ( ) O' ,. 
0 
.46071 93.98484 113 
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...... 2 .13430 27.39720 19 J 
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·8 
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x2 = 361 .• 57631 + 396.66936 + 70.51297 + 86.50190 
93.98484 75.91656 27.39720 6.69936 
= 3.84718 + 5.22507 + 2.57373 + 12.91196 
' 
= 24·. 55794 
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· -HYPERGEOMETRIC APPROXIMATION TO THE E!1PIRICAL, DATA 
ON CRITICAL DEFECTS • I 
Np - 4 Nq = 20·12 ~-: 
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P (x = x> fc X ( ) 
0 ~.524663400. 98.1120558 
l .367540035 68. 7299865 
2. • 096173691 17. 9844802 
3 • 01 140820 2. 0833333 





x2 = 670.1856549 + 944.3321010 + 14.7612883 
98.1120558 68.7299865 20.1579578 








Therefore, reject·-the hypothesis that th·e 
distribution is hypergeomet~ic. 
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tc £· ' 0 
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2984.64996 + 44. 77818 + 837 .47730. + 728. 57616 X - 13.36805 38.30835 52. 93920 46.99215 -
+ 489.14178 + 61.59346 +.603.70456 
30.11655 14.84815 8.42960 
= 223.26741 + 1.16889 + 15.81961 + 15.50421 + 16.24163 
+ 4.14822 '+ 71. 61:7~22 . J. - . 
= 347.76719 
( 
x2 = 11.01 
.os,s 
""-
Therefore, reje'ct the hypothesis that the 
distribution is hypergeometric-. 
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TABLE 9A: 
. ' ... 
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· POISSON APPROXIMATION TO .THE EMPIRICAL DATA ON. 
MAJOR DEFECTS 
-~ 
m = .760 . ·: '-· •' •{ 
X t>fx = xJ fc fo 
0 .46766643 95.4039517 113 
1 .35542648 72.5070019 56 
2 .13506206 27.5526602 19 
3 .03421572 6.9800069 8 
4 .00650099 -1. 3262020 3 
. ~ .. ,-• . 
5 .00098815 .2015826 5 
6 .00012517 .0255347 0 
7 • 0.0001359 ·• 0027724 0 
8 .00000129 • 0002632 0 / . ·-~ 
9 .00000011 .0000224 0 
10 · .00000001 .0000020 0 
-·--- ---··--- .. :_, -----~·.: : ;.,,. " -- -· -
. .,, ' ' . - -. .- -
. -. -·--· --· 
l"-,.' ... ; 
·, ·-·· 
" - - ·...... .. 
__ 2 _ 309.62098 + 272.48105 73.14799 55. 70547 ~ - 95.40395 72.50700 + 27.55266 + 8.53639 
= 3.24537 + 3.75800 + 2.65484 + 6.52565 
= 16.18386 . -;--.-··. !':1."°·· •• ' - ·. <Y-" 
,.. ~- ,·· .. 
x.2 · , = 5=991 
.05;2 
Therefore, reject,the hypothesis that the 
distribution is Poisson. 
. I' 
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POISSON APPROXIMATION TO THE EMPIRICAL DATA· 
• • I , 
. ON CRITICAL DEFECTS 
m = .532 
















J ! ~ 
4 
.00196061 





.00020861 \~ 0388015 










I ! ' 
x2 = 217.21513 ·+ 405.10700 + 29.04186 
109.26178 58.12727 18.61095 




x2 / - 3·.a41 ( 
.05,l 
Therefore, reject the hypothesis that the 






·-·--·-------·- -------··--·-- -·--·-- ---·-···-
.--
·-· -··,_····-··- _ _:_· ____ · ... ----:..~-.; ___ .. ,.:......_ _____ ... - . ·-·- - . . . . -· .. --·····-~--- ~~---- ---- ----~· , ____ . ____ - ~·---------··--__:.-· .._. _ .. -·--··--·-·--·--· 
'. -~ 
·-..:. .. 





























··. ,,~ :· ij' .' ·, ··:··} . ' ' r..: \' ·, . 
f ~ ·, . ' 
-···· .. -· ...• :...._:,.,-----·-····--··-·-·-·- ··-~-··- . ----- . _, . .,._,._,- .... ---~ . "' ... ,~ .. ·· ___ , __ . ·, ... ---·~--~. ·- -··· 
.. 
-~ 
' ___ l 
• 1 r ... 
.. ,._ ... 
..... 
i' 
. . . 55 , ... _..,;_, ~ I •'.1 
•·-".' 
.. { TABLE 9C - --------- ---
,. "'1 Q r,'. (f 1, 
L 
EMPIRICAL DA'l'l" 1 - -POISSON APPROXIMATION TO THE 
"" . 
·' 
"'k' - ~ ,,. .. ON MINOR DEFECTS ~ 
C'" 
-·- . ' 
... 
. -•Q, 
m - 2.61 -) 
= xJ X Pfx fc f . 0 
. 0 .07353454 15.0745807 68 
l .19192516 39.3446518 4_5 1,: 
2 .25046233 5],.3447777 · 24 ,-
3 .21790223 44.669.9572 20 
4 .14218120 29.1471460 8 
,, 
5 .07421859 l5e2l4811Q 7 
6 ·. 
.03228509 6.6184435 8 
7 .01203773 2.4677347 10 
8 ,,. .00392731 .8050986 3 
',,9 
.00113892 (: ... .·2334786 - 2 
-~·I 
.. 10 .00029726 .0609383 l 
\_. ·-
11 .00007053 .0144587 0 
12 .00001534 .0031447 l 
13 .00000308 .0006314 l 
14 > .00000057 .0001169 0 
15 .00000010 .0000205 4 
-~ 16 .00000002 .0000041 0 
17 .00000000 .0000000 0 
18 .00000000· .000000·0 1. 
19 .00000000 .0000000 .o 
20 .00000000 .0000000 l 
21 .00000000 .0000000 0 
-·: 22 .00000000 , • 0000000 1 • 
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TABLE·- ·gc -- Continued 
)l 
- ---- --· ·-----·---•,--- - -- .. 
-----------·~· -- ·-- -~- - .. .. ---·-····--- . 
.. ~- ~-
, ... - .. -· -:·. .·,. - . . . 
x2 = 2801.09998 + 31.98289 + 747.73688 + 608.60678 I 
15.07458 39.34466 51.34478 44.66996 
. + 447.20178 + 67.48312 r,+ 519.65442 
29.14715 15.21481~ 10.20407 
= 185.81612 + .81289 + 14.56306 + 13.62452 
~ ,+ 1s.·-·34290 +.4.435_36 + so.92619-
= -205.52104 
x2 = 11 •. 07 
... 05.,s 
Therefore, reject the hypothesis that the 
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~ TABLE lOA • I 
·•1 "' '" ,,, ·h• 
' APPROXIMATION TO THE EMPIRICAL DATA ON MAJOR 
DEFECTS USING THE DERIVED DISTRIBUTION 
-------- -
•• 
a= 1.1033. f3 = 216.7026 
X ~) Pfx = x~ fc_ ·f ~ 0. 
0 .5598835 114.216234 113 
l .2533616 51.685766 56 
2 .1088559 22 .• 206604 19 
3 ··p: .0458211 9.347504 8 
c.4 .0185708 3.788443 3 
5 .0076509 ~ 1.560784 5 
x2 _ 1.479225 + 18.612615 + 10.28.2309 + 1.815767 + 1~026597 
I14.216234 51.685766 22.206604 9.347504 s.349221 
= .012951 + .360111+ .463029 + .194252 + 1.313572 
= 2.343915 
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Therefore, accept the hypothesis that the 
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APPROXIMATION TO THE EMPIRICAL DATA· ON CRITICAL 
DEFECTS USING THE DERIVED DISTRIBUTION 
i " 
a= .7527 
· f3 = 42 3 • 5146 





















= .000 + .020 + 1.056 + .764 
= 1.840 
-2· X = 3.841 
• 05 I l -
_,,,,. 
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APPROXIMATION TO THE EMPIRICAL DATA ON MINOR 
DEFECTS USING THE DERIVED DISTRIBUTION 
~-
fl:; .5613 t3)= 31. 6978 
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--~·-·- • -s .·--·· --·--··-~ -------- -~ •• - - -· - - - • • - _._ • • 
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-x - + 77.9()0 36.285 . 23.575 16.605 
18.490000 4.950625 1.060900 19.936225 + + + \,,..,,. , ... +_ 12.300 9.~25 6.970 5.535 
. - ... - ·•······ ......... , .. 
+ 6.682225 + 18.966025 + _6~07622~ 
7.585 6.355 · 5.535 
.,.- f - . 
= 1.258 +. 2.093 + .008 + .694.+ 1.503 + .537 + .152 
~--· 
·."-
+ 3.602 + .881 ~ 2.984 + 1.098 
= 14.810 
2 . 
X ~ · . · = 15. 51 
.05,8 .· 
Therefore, accept the hypothesis that the 
distribution is the one derived. 
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TABLE 11 
PROBABILITIES OF ACCEPTANCE 
·1 
n = 150 































































n - 30 -






















• 99933812 : 
.99915023 
·--f-' • 99893157 
/ , • 99:868032 
-.,99839481 
B ' • 99!~7 343 
• 9977'1468 
.99731713·· · 
. ' .... '• - .. - -- - -- __ ._ . .,.,., ... ~:-J., .• ·-- •· - .• -~·-" . . 
,. 
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.2600 
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TABLE 11 - Continued i . 
n = 150 
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: n = 30 
Ac:c. # =, 2-· 
Pr (Acc.) __ 
.99668 
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n = 30 

















N.ote: The probabilities of acceptance opposite entries in· the "m" columns are 
calculated, from the Poisson distribution. Where nq entry appears in the 
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PROBABILITIES OF ACCEPTANCE 
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TABLE 12 - continued 
:.,.· 
0 
n = 10 
.. ' 
Acc. # = 0 
.Pr fAcc. J. ·. 
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The probabilities of acceptance opposite entries 
in the "m" column are calculated from the Poisson 
distributiono Where no entry appears in the "m" 
colut:nn, the probability of acceptance is 
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VALµES OF g{p) AND L{p)g(p) 
·,,:• ;, 
Acceptance Number= ·O 
. . . ~-~ple Size = 10 
·(I= lol03265156 
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.OPERATING CHARACTERISTIC CURVES 
(See Tables 11 and 12 for Data) 
I 
\ 
- . I ~














No. - 4 
150 





































































I Fig. -2 
I ,-
\/' 
CURVES f[i'OR a 













Acc. No.= Oi n = 10 




.od1 .002 .003 .004 .dos .do6 .607 .dos .dog oi 
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