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Sauf certains cas particuliers, Ia classe des for~ts algdbrique n'est pas fermde 
par homomorphisme lin~aire inverse. 
INTRODUCTION 
Les grammaires alg6briques d'arbres et les for&s alg6briques d6finies par 
Rounds en 1970 (Rounds, 1970a, b) g6n6ralisent au cas des alg~bres g~n~rales 
libres les notions de grammaires et langages alg6briques ur le monoide libre. 
Nivat (1973) et d'autres auteurs ont mis en 6vidence l'int~r~t de la notion de 
for~t alg6brique pour l'~tude des sch6mas de programme r~cursifs. 
En 1974, Maibaum (1974) remarque que la propri6tfi de fermeture de la classe 
des for6ts alg6briques par homomorphisme inverse n'est pas encore d~montr~e 
et que si elle 6tait vraie--ce qu'il estime vraisemblable-- alors cette classe de 
for~ts aurait des propri6t6s de fermeture analogues h celles d6finissant les familles 
abstraites de langages introduites par Ginsburg et Greibaeh (1969). 
Nous montrons qu'il n'en est rien en construisant une for& alg~brique F 
et un homomorphisme lin6aire ~ tels que q~-l(F) n'est pas une for~t alg~brique. 
La classe des for6ts alg6briques ne peut donc passe d~finir comme une "famille 
abstraite de for~ts," par analogie avec les families abstraites de langages. 
Dans le contre-exemple utilis~, l'homomorphisme ~ st d6fini sur un alphabet 
gradu6 contenant un symbole de degr6 3. Nous d~montrons ensuite que si on 
ne consid~re que des homomorphismes lin~aires d~finis sur des alphabets ne 
contenant que des symboles de degrfi au plus 6gal h 2, leurs inverses conservent 
l'alg6bricitC I1 enest de mdme pour les homomorphismes lin~aires alphab&iques; 
mais nous montrons que dans ces deux cas la condition de lin~arit6 est indis- 
pensable. 
En d~finissant Alg~ comme la classe des for~ts alg6briques dont les arbres 
ne contiennent pas de symboles de degr6 strictement sup~rieur h n (Alg 1 peut 
alors s'identifier ~ la classe des langages alg~briques), nous avons montr~ par 
ailleurs (Arnold et Dauchet, 1975) que pour tout n, Alg~ est l'ensemble des 
images par transduction linfiaire compl&e (ascendante ou descendante) d'une 
seule for~t alg6brique D~, mais seules les classes Alg 1 et Alg a sont ferm~es par 
homomorphismes lin~aires inverses. La classe Algz nous semble donc devoir 
182 
0019-9958178/0372--0182502.00[0 
Copyright © 1978 by Academic Press, Inc. 
All rJg1~ts of reproduction i any form reserved. 
FORETS ALGEBRIQUES 183 
avoir des proprift4s qui l 'apparentent plus ~ celle des langages qu'aux autres 
classes Alg, .  
Cet article comprend 5 parties. La premi6re pattie rappelle quelques 
propri6t6s 616mentaires des grammaires alg6briques et des d6rivations dans 
cos grammaires. Dans la seconde on d4finit la for4t alg6brique F, l 'homo- 
morphisme ~ et on donne quelques propri6t6s de ~-I(F). La troisi6me pattie est 
consacr6e h la d6monstration de la non-alg6bricit6 de ~-l(F). La quatri4me partie 
6tudie des homomorphismes inverses particuliers et dans la cinqui6me partie 
nous tirons quelques conclusions des r6sultats obtenus. 
La lecture de cet article suppose une connaissance pr6alable des notions 
616mentaires de la th6orie des langages d'arbres. L'expos6 complet de ces notions 
tiendrait une place ~ notre avis disproportionn6e. Nour pr6ffrons renvoyer le 
lecteur aux articles de Rounds, au cours polycopi6 d'Engelfriet (1975) et ~ la 
th~se de Dauchet (1975) pour les notions g6n6rales. En ce qui concerne plus 
particuli~rement les grammaires et for4ts algfbriques les notions fondamentales 
se trouvent dans Engelfriet et Schmidt (1975), Maibaum (1974), Rounds 
(1970a, b). 
1. PR~:LIMINAIRES 
Un alphabet gradud est un couple (Z, d) of~ Zest  un ensemble fini et dune  
application de 2J dans IN appelfe le degr6. Un alphabet gradu6 sera le plus souvent 
not6 simplement Z. Si Z est un alphabet gradu6, pour tout entier n, on note 
Z~ l'ensemble {a ~ Z l d(a) = n} des symboles de degr6 n. 
L'ensemble des arbres sur un alphabet gradu6 Z, not6 Tz ,  est d6fini induc- 
tivement par: 
&cry ,  
si a e Z~ , t 1 ..... t~ e Tz  alors a(t 1 ..... t,~) e Tz  . 
Si E est un ensemble quelconque, l'ensemble des arbres indexgspar E, not6 Tz(E) 
est l'ensemble des arbres sur l'alphabet Z '  d6fini par Z '  0 = Z 0 ~d E et Vi > 0, 
Z'~ = &.  
On dira qu'un arbre est indexd s'il est index6 par l'ensemble de variables X = 
{x 1 .... , x . . . . .  }. En particulier, tout arbre de Tz est un arbre index6. 
On dira que le symbolef  de Zest  la racine de t s i t  = f ( t  1 ,..., t~). 
On fera apparaitre tout les variables figurant dans un arbre t de Tz(X)  en 
l'6crivant (xil ,..., xi, ). L'arbre not6 t(t 1 ,..., t~) sera alors obtenu en remplagant 
dans t(xq ...... x~) la i6me occurrence d'une variable par l'arbrc (index6) ti: 
Laprofondeur d'un arbre t, not6e ] t 1, est la longueur de sa plus grande branche, 
d6finie inductivement par 
s i t  = x ieX  , t l = O, 
s i t  =f~Zo,  t I = 1, 
s i t  =f ( t  1,..., t~), t l = 1 q- sup( 1 t 1 [ ..... [ t,~ i). 
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Un arbre ~quilibrg est un arbre dont toutes les branches ont mSme longueur. 
Soit A un nouvel alphabet gradu& A toute application ~o de Z dans Tz(X) qui 
v6rifie: 
Vn >~ O, Vf ~ 27,~ , 4 ( f  ) ~ Ta({xa ,..., x~}), on associe une application not6e 
6galement % de Tz(X) dans Tz(X) appel6e homomorphisme d'arbre, d6finie par 
Vx~ ~ X, ~(x3 = x~, 
Vn >/O, Vf ~ 22~ , Vtl ,... , t,  ~ Tz(X), 
4(f(ta ,..., t,)) est l'arbre index6 obtenu en remplagant chaque variable par 4(t~) 
dans ~( f ) .  
Remarquons que cette d6finition est coh6rente avec l'identification classique 
du symbole f  de degr6 n h l'arbre index~ f (x  1 ..... x,~). 
EXeMPLE 1. 
A=22.  
Soit 4 d6fini par 
Alors 
et 
Soient 27 = {c, a, #} avec a(c) = 3, a(a) = 1, et d(#) -~ O, 
~(c) = c(a(xl) , xl , #) ,  
4(a) -= c(xl , #,  #),  
4(#) = a(#). 
4(a(#)) ~--- b(a(#), #,  #)  
4(c(a(#), Xl, #))  = c(a(b(a(#), #,  #)), b(a(#), #,  #) ,  #) .  
Un homorphisme ~ sera dit liniaire (resp.: complet) si Vn > 0, Vf ~ 27,, toute 
variable xi de {Xl ,..., x,} figure au plus une fois (resp.: au moins une fois) dans 
4 ( f ) .  I1 sera dit strict si Vf ~ 22, ~b(f ) n'est pas un arbre r6duit h une variable. 
Ainsi l 'homomorphisme d~fini dans l'exemple pr6c~dent n'est ni lin6aire ni 
eomplet mais il est strict. L 'homomorphisme d6fini ci-dessous, et qu'on 
retrouvera par la suite est lin6aire, complet et strict. 
]~XEMPLE 2. Soient 27 = {c, b, a, #} et Z '  = {b, bl ,  b2, a, #} avec d(c) = 3, 
d(b) = a(bl) = ,(b~) = 2, a(a) = 1, et d (#)  = O. 
Soit 4 dffini par 
4(c) = b~(b~(x~ , x~), x~)), 
4@ = b(xl , ~) ,  
4(,0 = a(xO, 
4 (#)  = #.  
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Alors 
0"5 
6(c(ai(#), at(#),  an(#)))  -~ bi(b2(ai(#)), ai(#)),  an(#))  
#(#)  est une abbr6viation pour a(a(a ... a(#). . . ) ) ) .  
i fois 
On appelle grammaire alg~brique (ou "context-free") tout quadruplet (V, 27, 
So, ~)  o`5 V (ensemble des symboles non terminaux) et Z' (ensemble des 
symboles terminaux) sont des alphabets gradu6s; S o , l'axiome, est un symbole 
de V de degr6 0 et :~ est un ensemble fini de r~gles. 
Une r~gle est un couple (A (x  1 .... , x~), t(xq ,..., x i ) )  &tit A(x  i ,..., x~) -+ 
t(xq ,..., xi~) o`5 A est un symbole non terminal de degr6 net  out  est un arbre de 
T~,,({xl , . . . ,  x~}) .  
Soit G une grammaire alg6brique (V, Z, S O , ~) .  On dira que l'arbre indexd t' 
de Trwv(X  ) se ddr~e immddiatement en I'arbre indexd t" par application de la r~gle 
r = A(x  i .... , x~) --~ t(xq ,..., x i ) ,  ce qui se notera t' ~ t", si 
t' -~ to(t 1 ..... t~ , A(u  i .... , u,), tj+ 1 ,..., tk), 
et 
t" = to(t i ,..., t j ,  t(uii ..... ui~), tj+ i .... , tk). 
On appelle dirivation de longueur n toute s6quence t o ~.  t i =>% t~ ' "  ~% t~ 
telle que pour tout i ~ {1,..., n} t i - i  ~r~ ti est une d6rivation imm6diate. 
On dira que t' se d&ive en t", ce qu'on notera t' *~c t", s'il existe une d6rivation 
t o ~% t i "'" ~% t~, telle que t o = t' et t~ = t". 
On appelle forgt engendr& par la grammaire G, not6e F(G)  l'ensemble 
On sait (Engelfriet et Schmidt, 1975; Rounds, 1969) que si t' ~c  t", alors t' 
se d6rive en t" par une d&ivation descendante ("OI-d&ivation" dans Engelfriet 
et Schmidt), i.e., on ne d6rive que des symboles non terminaux qui ne sont pas 
"pr6c6d~s" d'un autre symbole non terminal. Aussi h partir de maintenant, on ne 
consid~re plus que des d6rivations descendantes. 
Soit G = (If,  27, S O ,~)  une grammaire algfbrique. On dira que cette 
grammaire st sous forme normale (Maibaum, 1974) si toutes ses r~gles sont de 
la forme: 
(1) A(x  i .... , x~) ---* A ' (A i (x  i ,..., x~) ..... A~(x i ..... x~)) (r+gles croissantes); 
(2) A(x  i ..... x~) --+ xi (r+gles effagantes); 
(3) A(x i  ..... x,~) -~- f (xq  ..... xq,) o`sfE 2~ (r~gles terminales). 
On dira qu'une grammaire alg6brique st totale si Vn, VA ~ V de degr6 n, 
3t ~ Tz(x  1 .... , x~) tel que A(x  i ,..., x~) *~ t; autrement dit tout symbole non 
terminal peut se d6river en un arbre index~ sur l'alphabet terminal. 
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LE~M~ 1.1. Quelle que soit la for~t algdbrique F, il existe une grammaire G 
totale sous forme normaIe qui engendre F. 
L'existence d'une grammaire sous forme normale st connue (Maibaum, 1974). 
Le fait qu'on peut la supposer totale est d6montr6 dans Arnold et Dauchet (1976). 
LEMME 1.2. Quelle que soit la grammaire algdbrique G ~- fV ,  27, S O ,~) ,  
il existe un entier p tel que Vn, VA ~ If de degr3 n, si il existe un arbre t de 
Tz({xa ,..., x,~}) de profondeur strictement supgrieure g~ p tel que A(x 1 .... , x,~) *~ t, 
alors l' ensemble {t e T~(x 1 ,..., x,) ] A(x 1 ,..., x,) *~ t} est un ensemble infini. 
Preuve. A chaque symbole non terminal A de If on associe l 'ensemble 
F(G, A) = {t E Tz(x~ ,..., x,) I A(xl .... , x,) ~ t. On pose If' = {A ~ If l 
Card(F(G, A)) < + oo}. L'ensemble F o = OA~v' F(G, A) est alors un ensemble 
fini. II suffit de prendrep = max{] t I t ~F0}. II est immbdiat que si (A(Xl ,..., x,) 
t avee ] t l > P alors A 6 If' et F(G, A) est un ensemble infini. C.Q.F.D. 
Soit G = (V, 27, S O ,~)  une grammaire algbbrique et soit 3: S o =~ v 1 =~ 
vz "" ~ %,  off vn ~ Tz ,  une dbrivation de v~ dans G. La sous-dbrivation 
~': S O ~ v 1 "" ~ v~ avec i < n sera dite initiale si la racine de ehacun des v~. 
pour j < i est 6tiquetbe par un symbole non terminal, et dans ee cas vj+ 1 est 
obtenu en dbrivant ce symbole non terminal. 
LEMME 1.3. QueUe que soit la grammaire algdbrique totale G sous forme 
normale, il existe une grammaire G' totale sous forme normale qui engendre la 
m~me for~t F que G et telle que Vt ~F, il existe dam G' une ddrivation 3: S O 
v~ "" ~ t telle que dans toute sous ddrivation initiale 3'i: So ~ vl "'" ~ vi on 
passe de v~ ~ vs+ 1 en appliquant gz la racine de vj une rkgle croissante (i.e., de la forme 
A(x~ ,..., x,) --~ A'(AI(xl  ,..., x,),..., A~(xl ,..., x,)). 
Preuve. Nous avons d@t montr6 (Arnold et Dauchet, 1976) qu'on pouvait 
ne pas utiliser de r~gles effagantes dans une dbrivation initiale h condition de 
rajouter h la grammaire G des r~gles de la forme A(x 1 ,..., xn) ~ A'(x I ,..., x,~). 
Par un procbd6 analogue on montre qu'on peut toujours se passer de telles rbgles 
h condition d'ajouter k G de nouvelles r~gles croissantes, effa~antes ou finales. 
Comme cetter transformation ' introduit pas de nouveaux symboles non 
terminaux, la grammaire ainsi obtenue reste totale. C.Q.F.D. 
LEMME 1.4. Soit G une grammaire algdbrique qui engendre la for~t F. Quel 
que soit t ~F, il existe une dgrivation 8: S O ~ v 1 ~ ve ... ~ t telle que pour route 
sous-ddrivation i itiale 3': S O ~ v 1 "" ~ v~ de longueur n, %, est un arbre dquilibrd 
de profondeur n + 1. 
Ce rbsultat est une consbquence immbdiate du Lemme 1.3. 
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Soit 6: S O ~ v 1 "'" ~ t une d6rivation. On appelle sous-d4rivation initiale 
maximale la sous-d4rivation i itiale S~: S o ~ v 1 --. ~ v,~ de 3 telle que v~+ I 
est obtenue n d&ivant la racine de %n par une r6gle finale (i.e., A(Xx ,..., x~) -+ 
f (xq  ..... xG). I1 est clair que la sous-d6rivation i itiale maximale d 'une d6rivation 
cxiste et est unique (elle peut 4tre 4ventuel lement de longueur 0 si 3: S 0 =~ 
t ~ Tz) (voir Arnold et Dauchet, 1976). 
De plus toute sous-d6rivation i itiale de 3 est une sous-d6rivation i itiale de 
cette sous-d6rivation i itiale maximale. 
LEMME 1.5. Soit 8,~: S o ~ v 1 ~ v~ la sous-ddrivation initiale maximale 
de la d&ivation 3: S o ~ v 1 "" ~ v~ ~ t, ou 3 vdrifie les conclusions duLemme 1.3. 
Alors h tout entier k < m on peut associer un arbre indexd t~ = t~(xq .... , xy~) qui 
v&ifie: 
- - i l  existe des arbres indexds t'~ ,..., t'~ tels que t = tT~(t' z ,..., t'~), 
- -Ak(x l  ,..., x~) *~ tl~(xq ,..., x~) oi~ A k est la racine de vl~ . 
De plus si k' < k alors il existe t"~ ,..., t"~ tels que t~. = tl~(t" 1 ,..., t",). 
Preuve. On d6montre ais4ment par r6currence sur la longueur des d6riva- 
t ions que si u(u 1,.. . ,u~) G t, alors t = to(t 1 .... , tm) avec u(x 1 .... , x~) *~ 
*~ tj I1 suffit alors d'appl iquer ce r6sultat h la t0(G ,..., x,)  et Vj ~< m, % 
d&ivation consid6r4e. 
Pour d4montrer la seconde partie du lemme on tient 6galement compte du 
fait que la d6rivation S ~ v z => "'- ~ v~ . . . .  => v~ est initiale. C.Q.F.D.  
2. D~:FINITION 915 CONTRE-EXEMPLE 
On consid&e l 'alphabet Z'  ~ (b, 31 , b 2 , a, #} de l 'exemple 2 et la grammaire 
alg6brique G = (V ' ,  X', S'o,  ~} off V' = (S'o,  S, A,  D} et dont les r6gles sont 
S'o ~ A0~(#, #), a(#)); 
A(x ,y )  --,- A (S (x ,y ) ,  a(y));  A(x ,y )  --,. D(bj(x,y)); 
O(x) - .  D(b(x, x)); D(x) -+ b(x, x); 
s(x, y) ~ x; S(x, y) ~ b2( y, y). 
Pour m > 1, on notera B~,, Bm(x 1 , x 2 ..... x2~ ) l 'arbre 4quilibr4 de profon- 
deur m de Tb(X ) dont les 2 m feuilles sont &iquet6es de gauche h droite par x 1 .... , 
X•m • 
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Pour n > 1 on note E',~ l'ensemble d'arbres {b,(b2(ai/c, aS#), an/c) l i < n} 
et pour n >/ 1, m >~ 1 on note F '~. ,  l'ensemble d'arbres {B~(q,...,  t2~)] 
Vj e {1,..., 2~}, t~. e E',~}. 
I1 est facile de v6rifier que la for6t engendr~e par G est F '  = U~>I,,~>IF'~,,~. 
On consid6re maintenant l'alphabet X = {c, b, a,/C} de l'exemple 2 et 
l 'homomorphisme ~, lin6aire, complet et striet, de Tz(X)  dans Tz,(X) d~fini 
dans ce m6me exemple. 
En posant E~ = {c(a~/c,a~/c, an/c) I i < n} pour n >1- 1 et F~,~ = 
{Bin(t1 .... , t2~ ) ] Vj ~ {1,..., 2~}, t je  E~} pour m >/1 et n >/1,  il est clair que 
,~-*(F') ----- F = U F~, , .  
~n>l 
n>~l 
La for~t F ainsi d~finie v6rifie les deux propri6t6s uivantes: 
PROPOSITION 2.1. Soient t cF, tl(x ) e Tz(X),  qui ne contient qu'une seule 
occurrence de x, et k un entier positif ou nul tels que tl(a~/c) = t. Alors 
{t' l h(t') ~S} = {a~#}. 
Preuve. Puisque t~(a~#) ~F alors t~(x) s'6crit 
(1) t'l(c(a~/c, aS/C, dU(x)) avee k + k' = n ou 
(2) t'a(c(at'(x), aS/c, am/c)) avee i' -+- k = i ou 
(3) t'l(c(a~#, a~'(x), a"(#)) avec i' -5 k = i. 
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Si ta(d~"#) ~F  alors dans les cas 2 et 3 on a n6cessairement i' + k" : i et donc 
k = h", et dans le cas 1, k' fi- k" = net  donc encore k = k". C.Q.F.D. 
PROPOSITION 2.2. Soient t ~F, tl(x ) ~ Tz(X  ) non rdduit & la variable x et ne 
contenant qu' une seule occurrence de x et tz ~ Tz  tels que t = tt(t~). Alors l'ensemble 
{t' l t~(t') ~}  e, t fini. 
Preuve. Si tz ~ a*# on est ramen6 7t la proposition pr4c4dente. Sinon il existe 
met  n tels que t ~F~,~, et il existe m' < m tel que t2 eFm'~ • D'apr~s la d6fini- 
tion de/r, si ta(t') ~F  alors t' ~ J~,,,~ etF~(,~ est bien un ensemble fini. C.Q.F.D. 
3. LA ForeST F ~'EST PAS ALGI~BRIQUE 
Supposons que F soit une for4t alg6brique. 
Soit G : :  (U, Z, So, ~} une grammaire algfbrique totale sous forme normale 
qui v4rifie la conclusion du Lemme 1.3 et qui engendre F. Soit p l'entier d6fini 
dans le Lemme 1.1, soit m = Card(V) le hombre de symboles non-terminaux de 
Get  soit d le degr4 maximum de V (i.e., max{d(//) I A ~ V}). 
PROPOSITION 3.1. Soit  t eF~:,~ C F et soit 8: S O ~ v 1 ~ v 2 "" ~ t une 
ddrivation de t dam G. So i t  ~' : S o => ~i "'" ~ v% = A(v ' l  ..... v',~) une sous- 
ddrivation initiale de 8 de longueur io telle que: 
(i) t = to(t 1 .... , te), 
(ii) Vj ~ {1,..., q}, t~ c a*# et v'~ *~ to., 
(iii) A(x~ .... , x , )  *~ to(X i .... , x~), 
alors Vj  ~ {1,..., q} 
(oz) {t 'e  Tz[ v'i~ ~ t'} -= {to.}, 
(~) to. i <-~ p × io . 
Preuve. Comme ~' est une sous-d6rivation i itiale de S, So ~ A(v ' l  .... , v',~) 
( ' ' ) *~to( t  1 .... , t~)=t .  
Soit je{1,. . . ,  q}. Alors v'~j *~ to-. Si v'i, ~ t' alors S O *=> to(t 1 ..... to._1, t', 
to.+1 ,..., tq). Cet arbre appartient 5 F et en appliquant la proposition 2.1 
to(t 1 ,..., to._ 1 , x ,  t3+ ~ , . . . ,  tq) ,  t '  = to.. 
Si { tj I > P × io, comme d'apr6s le Lemme 1.4 v' i est un arbre 6quilibr6 de 
profondeur i o la d6rivation v'- *~ tj s'6crit n6cessairement 
v'i~ *~ a~(A(v"l  ,..., v"~n)) ~ aT*(d~'(v"i)) ~ t j ,  
avec A(x  1 ,..., x~) *~ d~'(x~), et k' > p. D'apr~s le Lemme 1.2 on peut d6river 
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une infinit6 d'arbres 5 partir de A(x l  ,..., x~) et on peut donc d6river de v'~. 
une infinit6 d'arbres, puisque la grammaire G est totale, ce qui contredit a). 
C.Q.F.D. 
Soit maintenant un entier k tel que 2 ~ > p.m.d, et posons r = 2 k. On con- 
sid6re l'arbre t = Bk(fl ,-.., t,) off pour tout j  ~ {1,..., r} ~ ~- c(a~-~#, a~-~#, at#) .  
Cet arbre appartient bien h F~., _C F. 
(A) Soit 8: S o~v 1~%' ' '  ~ tune  d6rivation de t dans Get  soit 
8': S o ~ % " '  => vi0 la sous-d6rivation initiale maximale de 8; en vertu du 
Lemme 1.5 on associe h chaque i ~ i o un arbre index6 ti. D'apr6s le Lemme 1.5 
et comme t% = b(xix, x~), il existe donc un plus grand enfier j inf6rieur h i o 
tel que t~ est de la forme 
B~(c(t'~(xq), t'~(x~), t'~(xq)), c(t',(x,,), t'~(x%), t's(x%)), 
..., ~(t'~_~(%,_), t'~,_~(%_), t'~,(x~))). 
On pose l(t~) -= inf~<~<, I t '~ [. 
PROPOSITION 3.2. 
1(tj) < p. 
_Preuve. Si v~ = A(ul  ,..., u~) alors la d6rivation 8s'6crit S o ~ A(u~ .... , u~) 
D(D~(u~ ,..., u~),..., D~(u~ ,..., u~)) ~ t avec A(Xl ,..., x , )  * D(D~(x~ ,..., x~),..., 
Dm(x 1 ,..., x~)) *~ t~ et off D(x 1 .... , x~) *~ t~.+l; 'arbre tj+x n'ayant pas la forme 
indiqu6e ci dessus. 
I1 existe donc t" ~- t'(c(t'ai+l(xq), t'a~+2(xs), t'a~+a(xs)) et k ~ {1,..., m} et tel 
que Dk(xl ,..., x.~) *~ t". 
Mais ] t" I > I t'ai+a ] >/ l(tj). Si l(tj) >/p,  alors de D0 on peut d6river une 
infinit6 d'arbres, et comme la grammaire G est totale on pourra aussi en d6river 
une infinit6 h partir de De(u 1 ..... us); ce qui est impossible d'apr~s la proposition 
2.2 appliqu& h f(x) tel que ~(t") -~ t. C.Q.F.D. 
(B) Supposoiis que la sous-d6rivation initiale 8": S o ~ % ~ % ""~ 
vj = A(u 1 ,..., un) extraite de ~', off 8' et j  sont d6finis daiis la partie A ci-dessus, 
soit de longueur sup6rieure hm. 
I1 existe donc ie t  i' tels que les racines de v~ et vi' soient 6tiquet6es par le 
m6me symbole non terminal D. La d6rivation 8" s'6crit donc S o ~ D(v' 1 ..... %') 
D(v" 1 ,..., v"s) *~ A(u 1 ,..., u~). 
Comme cette d6rivation est initiale, il existe donc une d6rivation initiale 
D(xl,... , xs) *~ A(U'l,... , u'~) de m6me longueur que la d6rivation D(v"l,..., v"s) *~ 
A(ul  .... , un), telle que u~ est obtenu en remplaqaiit daiis u'e chaque variable xl 
par l'arbre v" i . On peut alors obtenir une dfrivation initiale, encore de m6me 
loiigueur, D(v'  1 ..... v'~) ~ A(u" 1 .... , u"~), off u"~ est obtenu en rempla~ant dans 
u' k la variable x i par v'~. 
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La dgrivation S O *~ D(v' 1 ,..., v',) *~ A(u" 1 ,..., u"~) est encore une d&ivation 
initiale, de longueur strictement inf6rieure ~ celle de 3". 
En r6it6rant ce proc6d6, on peut fabriquer une d6rivation S o *~ A(w,  ..... w,) 
de longueur strietement inf6rieure ~ m. Mais alors, d'apr&s la d6finition de t~, 
S o *~ A(w~, . . . ,w~)~ t~(wi,,..., w%) et, comme la grammaire est totale, 
gq ~ {1,..., 3r}, il existe t"~ tel que w~ *~ t"q. I1 s'ensuit que t~(t" 1,..., t"a,. ) ~F. 
Done pour un 616ment qquelconque de {1,..., 3r}, t"~ ~ a*#. De plus la d&ivation 
So *=> A(w~ .... , w,~) 6tant de longueur strietement inf&ieure ~ m, wi~ est un arbre 
6quilibr6 de profondeur strietement inf6rieure 5 m. D'apr+s la Proposition 3.1. 
]t"q I <~ (m -- 1)p. 
(C) Comme 
' ' ~ X t r tj = Bk(c(t ,(xiO , t'=(xi~), t a(xia)),... , c(t ar-2( ia~-=), ar-l(X~a~-,), t'ar(X'a,)))' 
' " ' " ' " t '  " t '  i t "  ~ ' " B~(~(t ~(t ~), t ~(t ~), t ~(t ~)),..., c( ~_~(t ~_~), .~_~,~_. ,  t ~(t  ~))) 
est un 616ment de .F. 
D'apr~s la d6finition de F on a done 
] t'a(t"a) [ ~ [(a ] + I t"a ] = ] t'6(t"6) 1--  I t '  8 ] -}- ]t" 6 ] = ... 
= }t'ar(t"zr)] = ]t'sr ] @ ]t"zr l" 
On posera cette quantit6 6gale h n'. Or l(tj) < pet  d'apr~s la d6finition de l(Q) 
il existe q~{1,.. . ,r} tel que l(t~) ~- I t'zq I. Comme I t"aa I ~< (m --  1)p, on en 
d6duit que n' = I t 'aq l+ I t "aq]  <~(m- -1)p@l ( t j )  <rap.  Par ailleurs et 
toujours d'apr&s la d6finition de F, pour tout q e {1,..., 3r}, I t'q(t"q)] = n' <mp 
ce qui entraine que ] t'q [ < rap. On en d6duit que l'ensemble {[t'~ [ [ 1 ~< q ~< 3r}a 
au plus mp 616ments. 
(D) Rappelons que la d&ivation 8 de t = Bk(i~ .... , tr) s'6crit S O *~ v~ 
t~(uj, ..., u%) ~ t avec vj =- A(u 1 ,..., u,). 
Pour tout q ~ {1,..., 3r} il existe done iq tel que ui~ ~ tq et t  = t~-(i 1 .... , iz,.). 
Comme ~q~a*#, d'apr&s la proposition 3.1, on ne peut dfriver qu'un seul 
~16ment de Tz h partir de ui~ d'ofi {~a l 1 ~< q ~ 3r} est un ensemble h au plus n 
616merits. Mais 
t = t;(t~ ,..., g . )  
t - t ,  - = B,~(c(C~q~), t'~(~), t ~(t~)),..., 4C~_~(t~_~), ~,.-~(t~_O, t '~(~))) 
aYec  
t ' , (&) = t '~(~) . . .  = t',~(&~) = ~#,  
t ' , ( i , )  = t'~.(~) = #,  
t '4(f~ ) = t '5( fs)  = a#,  
t 'ar_2(t -sr_2 ) - -  ( t 'a r_ l )  = a~-l# 
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c'est-f-dire que Card{[ t/(f/)[ [ I ~ i ~ 3r} = r. Or, comme I t'~(le){ = 
I t '~ l+ lh l ,  
r = Card{I t'di~)[ I 1 ~< i ~< 3r} ~< Card{l t'~ {I 1 ~< i ~< 3r} 
X Card{[ hl[ 1 ~< i ~< 3r} ~< mp x n. 
Mais n &ant le degr~ du symbole non terminal A, par d6finition n ~< dce qui 
implique r <~ m.p.d. Or on ajustement choisi r > m.p.d, d'ofl une contradiction. 
La for~t F n'est donc pas alg6brique; d'ofl le tMor+me: 
TH~OR~M~ 3.1. La classe &s for~ts alggbriques n' est pas ferm& par homomor- 
phisme line'aire inverse. 
On remarquera qu'on a en fait d6montr6 le th6or+me pour la classe la plus 
restreinte des homomorphismes lin6aires complets stricts dont les propri&6s 
particuli6res ont &udi6es dans la th~se de Dauchet (1975). 
4. LE CAS D'HoMOMORPHISMES PARTICULIERS 
On appelle ddmarquage propre tout homorphisme rr de Tz(X) dans TA(X) 
d6fini par Vn, Va ~ Z~, rr(a(xl ,... , x~)) = 8(x 1 .... , x,z) off 8 e d~.  
On appelle d~marquage tout homomorphisme ~ de T~(X) dans T~(X) d6fini par 
w,  w ~ ~, ,  ~(~(xl ,..., x,)) = ~(x~ 1 ,..., %)  o~ a ~ ~ ou ~(~(x~ ,..., ~,)) = ~.  
On remarque clue les d6marquages propres sont des cas particuliers de 
d6marquages linfaires complets tricts. 
On appelIe homomorphisme arqud tout homomorphisme lin~aire complet 
strict q~ de Tx(X) dans T~(N) qui v6rifie: 
(1) I1 existe une partition {Ao}~z deA telle que Vn, V(r ~ Z~, ~(~(x~,...,x~)) 
T~({~, ..., x~}). 
(2) Vn, ga e Z~, tousles noeuds de ~(~(xl ,..., x,)) qui ne sont pas &iquet6s 
par des variables ont des 6tiquettes diff6rentes. 
LEMME 4.1. Tout homomorphisme (lindaire) est le composd 'un d~marquage 
(lin6aire), d'un homomorphisme arqud et d'un ddmarquage propre. 
Preuve. Soit ~ un homomorphisme de Tz(X) dans TA(X). On d6finit c~, 
~ et lr par Vn, VG~Z~ 
si qS(a(x 1,..., x,)) = xi alors a(a(xl ,..., x,)) = x, ,  
si6(~(x 1.... ,x,))  = t(xq .... ,x , )  alors 
- -~(~(x~ .... , x , ) )  = a (xq  ,.. . ,  %), 
- -k  chaque noeud de t non 6tiquet6 par une variable on assoeie un num6ro 
diff6rent et on forme f en remplagant l'6tiquette 3 du noeud de num6ro i par 
l'6tiquette 3~,~ dans t et on pose~(6(x 1 ,..., x~)) = f(x 1 .... , x~) 
-~(ao . , (~,  . . . .  , ~) )  = ~(~ ,..., ~). 
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I1 est imm6diat par construction que c~ est un d6marquage (tinfiaire si ~ est 
linfiaire), que ?~ est un homomorphisme marqu4 et ~r un d4marquage propre 
et que ~ = 7r oq~ o ~. C.Q.F.D. 
'rtt~OP,~ME 4.1. La classe des for~ts alggbriques est fermde par ddraarquage 
lindaire inverse. 
Preuve. Soit ¢ un d4marquage linfaire de Tx(X)  dans T~(X). Soit G = 
(V ,A ,  S o ,~)  une grammaire alg6brique, qu'on peut supposer sous forme 
normale, qui engendre la for& alg6brique F de Ta. 
Soit G'= (V ' ,  Z, Zo ,~ '  ) une grammaire rfguli6re engcndrant la for& 
reconnaissable Tx .  On consid6re la grammaire alg4brique G" = (V",  Z, Yo, 
~")  d6finie par 
V" = V w V' u {E} off E est un symbole de degr4 1 n'appartenant pas h V w V', 
N" = ~ L) ~ '  k3 ~ off ~e est l'ensemble des r~gles croissantes de .~ et off .~ est 
d6fini de la fa~on suivante: 
(1) Si A(xa .... , x,~) --+ x¢ est une r6gle de ~e C ~,  alors d(xz  ,..., x~) --~ 
E(xi) est une r6gle de ~.  
(2) E(x) -+ x et E(x) -+ E(E(x)) sont des r~gles de ~.  
(3) Si d(x  1,..., x~)--,-8(xq .... , xG) est une rhgle de -~f C:~, alors 
d(x  1 .... , x~) --~ E(a(u 1 .... , u,~)) est une rhgle de ~ h condition que 
(1) Si ~(a(yl  .... , y~)) = 3(yq ,..., y~) alors uq .... , u~. sont des variables 
et les autres uk sont 4gaux 5 Z o . 
(2) ~(a(u 1 .... ,um)) = 3(xq .... , x¢). Ces deux conditions sont compa- 
tibles h cause de la linfarit4 de ¢. 
EXEMPLE. Si r: A(x,  y, z) -+ 3(x, x, z) est une r6gle deaf  et si ¢(~(xl, x2, x~, x~)) = 
3(x 2 , x3, x~) alors la r6gle A(x, y, z) --+ a(Zo, x, x, z) est une r~gle de ~.  
(4) E(x) --+ a(u 1 ,..., um) est une r~gle de -~ ~ condition que 
(1) 4(~(~ ,..., ~) )  = %,  
(2) pour j ~ {1,..., m}, 
u; = lzo si j= io ,  
sinon. 
La for& engendr6e par cette grammaire st bien ¢-1(F) car on d6montre 
ais6ment que si d(x  1 ,..., x=) *~e t(x~ 1.... , xG) alors gt'  e Tx(X¢l ..... x~) tel que 
¢(t') = t, A (x  1 ..... x,)  *~a" t'. C.Q.F.D. 
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On dira qu'un alphabet gradu6 27 est dyadique s ign > 2, 27n = ~.  On dira 
qu'un homomorphisme de T~(X) dans Ta(X) est semi-dyadique (resp. dyadique) 
si 27 (resp. 27 et A) sont des alphabets dyadiques. 
LEMME 4.2. S i¢  est un homomorphisme s mi-dyadique marqu3 de Tx(X) 
dam T~(X), il existe un homomorphisme lin&ire 4' de Tx(X) dam T~(X) tel que 
Vte  T~,  ¢ ' (4 ( t ) )  = t. 
Preuve. Comme ¢ est marqu6, ifexiste une partition {A ,}~ de A. I1 suffit de 
d6finir ¢o' sur A~ pour chaque ~ de telle sorte que q~j(¢(a(x, y))) = o(x, y). 
¢' sera alors la "somme disjointe" des ¢~' et on aura bien ¢'(¢(t)) = t. 
(I) Soit ~ ~ 27o; soit S l'6tiquette de la racine de ¢(e); on pose 
¢ ' (a (~ .... , x~)) = ~. 
(2) Soit a e 2:1; alors ¢(a(x)) = t(x). Comme t n'est pas r6duit ~ une 
variable, t(x) peut s'6crire de favon unique sous la forme: to(t~(". (t,~(x)) ..')), 
n pouvant &re nul, off pour tout j E{0,..., n}, t~(x) -~ ~jt~l~ o),..., t(j~j_,, x, 
tO) t(~]) avec 3~ E A~, 
/~ j+ l  ~ """ ~ • " 
De plus les symboles 3 0 ,..., 8~ sont tous diff6rents puisque ~ est marqu6. 
On pose alors 
¢' (~0(x l  ,... ,  x~o)) = ~(X~o), 
et pour tout j  e {1, . ,  n} ¢(3j(x 1 ,..., x~)) = xk .  
On a bien ¢'(¢(~(x)) = o(x). 
(3) Soit a E 27~. Alors ¢(a(x,y)) = t(x,y) ou t(y, x). L'arbre t(xl, xz) 
s'6crit de faqon unique sous la forme tl(t2(ta(xa)), t4(x2))) off les arbres t,(x), 
ta(x ) et t4(x ) peuvent &re r~duits h des variables et off t2(xl, x2) a la forme 
8((1 .... , t'i-1, xl , t'i+l ,..., t'j-1, x2, t'j+a ,..., t'~) avec 8 eA~.  
On dfmontre l'existence t l'unicit6 de eette d6composition par induction sur 
la profondeur de t(x,, x2) en remarquant que t(xl,  x2) ne peut avoir que l'une 
des deux formes: 8o(u 1 .... , ui(xl , x2),... , Uq) ou 30(u 1 ,..., u~(xl),..., u~(x2),..., uq). 
En remarquant une nouvelle fois que tousles noeuds de tont  des 6tiquettes 
diff4rentes, on peut ddfinir¢' de fafon 5 ee que ¢'(tl(x)) = ¢'(te(x)) = 6'(ta(x)) = 
x et on pose 
t~(x,, x;) si ¢(~(x, y)) = t(x, y), 
6'(8(x 1 .... , x~)) = Icr(xj , xi) si ¢(cr(x, y)) ----- t(y, x). 
On aura donc encore¢'(¢(a(x, y)) = a(x, y). C.Q.F.D. 
TH~OR~ME 4.2. La classe des for~ts alggbriques est ferm& par homomorphisme 
semi-dyadique lindaire inverse. 
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Preuve. Soit ¢un  homomorphisme s mi-dyadique linfaire de Tx(X) dans 
T2(X). D'apr6s le Lemme 4.1, il existe deux alphabets 2' et D, un d6marquage 
lin4aire ~ de Tx(X) dans Tv(X), un homomorphisme arqu4 q~ de Tv dan s To et 
un d6marquage propre ~r de Ta(X) dans T~(X) tels que ¢ = rr o ~ o ~. Par 
construction de a dans le Lemme 4.1, si Z' est un alphabet dyadique,/~ est aussi 
un alphabet dyadique. Comme la classe des for4ts alg4briques est ferm6e par 
d6marquage lin6aire inverse, il suffit de montrer que si F est une for4t alg6brique 
de Ta, ~-~(F) est une for& alg6brique. D'apr6s te Lemme 4.2, il existe un 
homomorphisme lin6aire ~' tel clue Vt ~ Tr, ~'@(t)) = t. On en d6duit que 
~-I(F) =¢ ' (Fn~(Tv) ) .  En effet si /~ff~-l(F) alors ~(t) e fcs~(Tv)  et t= 
6'(~(t)) ~ ¢'(F r~ ~(Tv)). R6ciproquement, s i t  s ¢'(F (~ q~(Tr)), c'est qu'il existe 
t' e T v tel que q~(t') eF  e t t  = 6'(r~(t')) = t', d'oh q~(t) = ~(t') est un 616ment 
de F et t a ~-*(F). 
Comme la elasse des forfts alg6briques est ferm6e par homomorphisme 
linfaire et par intersection avec une for4t reconnaissable (Rounds, 1970a), et 
que comme ~ est lin6aire, q~(Tr) est une for4t reconnaissable, q~-~(F)= 
¢'(F ~ q~(Tr)) est bien une for~t alg4brique. C.Q.F.D. 
Nous allons montrer maintenant que dans les hypothhses des th4or~mes 4.1 
et 4.2 la condition de lin4arit6 est indispensable. 
Consid4rons les deux alphabets gradu4s X et A avec 27o = Ao = {#}, Z, = 
{a, b, c, d}, A 1 = {a, b, c}, et A2 = {f}. 
Soit le d6marquage dyadique non lin6aire ¢ de Tx(X) dans Ta(X) d4fini par: 
¢(d(x)) =f(x ,  x); ¢(a(x)--  a(x); ¢(b(x)) = b(x); ¢(c(x)) = c(x); ~b(#) = #. 
Soit la for~t alg6brique F = {f(a%'~c'#, a~'b~'cq#) I m, n, p, q > 1}. Alors 
comme ¢(da~,b~cm#) = f(d"ab,'~c,~@, a'~,b~',=cm#), il est immfidiat que 
dP-l(F) = {da%~c~# In > 1} qui n'est manifestement pas alg6brique. 
5. CONCLUSIONS 
On dira qu'un alphabet gradu6 27 est n-adique si gp >/n, X~ = ;~. On dira 
qu'un homomorphisme ¢ de Tx(X) dans T,~(X) est n-adique si 27 et A sont des 
alphabets n-adiques. On appelle Alg~ la elasse des for4ts alg6briques ur des 
alphabets n-adiques. 
II est 6vident que les classes Alg~ sont ferm6es par homomorphismes n-adiques 
1in,aires, d'apr~s Rounds (1970b) (mais pas par homomorphismes n-adiques 
non lin6aires (Arnold et Dauchet, 1976; Engelfriet et Schmidt, 1975). 
Les r6sultats obtenus dans cet article permettent d'ajouter les pr6cisions 
suivantes 
(1) Alg~ est ferm6e par homomorphisme monadique lin6aire inverse, 
(2) Alg 2 est ferm6e par homomorphisme dyadique lin~aire inverse, 
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(3) pour n ~> 3, Alg~ n'est pas ferm6e par homomorphisme n-adique 
lin6aire inverse. 
Comme la classes Alg 1 est pratiquement identique h celle des langages alg6- 
briques, le r6sultat (1) n'est cit6 que pour des raisons esth6tiques, car il n'a 
absolument rien d'6tonnant. Par contre la diff6rence ntre les r6sultats (2) et (3) 
amine ~ penser que la sous-classe Alg 2 de la classe des for6ts alg6briques dolt 
poss6der des propri6t6s particuli6res qui l 'apparentent ~ celle des langages 
alg6briques, et dolt en cons6quence 6tre plus agr6able ~t manipuler que la classe 
Alg toute enti~re. 
Par ailleurs le r6sultat (3) nous a amen6 ~ consid6rer la plus petite famille 
de for6ts contenant Alg et ferm6e par homomorphisme lin6aire, homomorphisme 
lin6aire inverse et intersection avec une forSt reconnaissable. Nous montrons 
(Arnold, 1977) que cette classe est une extension parfaitement naturelle de la 
elasse AIg et clue ses for6ts peuvent 6tre engendr6es par des grammaires alg6- 
briques off un symbole non terminal peut 8tre r66crit par un n-uple d'arbres. 
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