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As practical realization of Software Defined Networking (SDN) technology, the OpenFlow-
based networks are becoming widespread as a replacement solution for traditional network
not only in data centers but also in enterprise networks and wide area networks or so-called
SD-WAN. By decoupling the control-plane and data-plane, SDN in general and OpenFlow
in particular become more flexible and simpler to design, configure, operate, and monitor.
On the control-plane, centralized controllers deploy services and features in the network by
programming. On a data-plane, switches forward packets based on rules from controllers.
The prevalence of cloud computing and contents delivery networking has led to demand for
OpenFlow-based centrally-managed networks with dynamic and flexible traffic engineering.
To maintain a high level of network service quality, it is essential for network operators to
detect and locate degenerate links.
This research presents a network-assisted measurement framework for resilient Open-
Flow networks to monitor all links in both directions to promptly and efficiently detect and
locate degenerate links, with minimizing the load on both the data-plane and control-plane
incurred by measurement. In contrast to existing works, our framework combines an ac-
tive measurement by probing multicast packets from a measurement host to switches in the
network along a designed route and a passive measurement by collecting the statistic infor-
mation of probing flows (flow-stats) at required switch ports in an appropriate sequential
order to access switches that is determined dynamically.
i
We propose two kinds of route schemes for probe packets. The first one is the shortest
path tree-based route schemes including a route with minimum length paths, called Model
1, and a variant from it, Model 2, with a fewer number of measurement paths. Both models
use Dijkstra’s shortest path algorithm first to build a tree on an undirected graph from the
measurement host (MH). These routes keep probing paths as short as possible to overcome
the loss of probe packets along the long route. However, their complex route tree needs more
loads on the control-plane (the number of accesses to switches until locating all degenerate
links). Therefore, as a second route scheme, we propose a completely new route scheme,
called the backbone-and-branch tree (BBT), that can intentionally control the number of
probing paths and their lengths.
After creating a route for probe packets, by collecting the number of successful probe
packets of the flow-stats, we can calculate the packet loss rate of a link or a segment of links
and then locate high-loss links. An appropriate sequential order of accesses is proposed in
this research to minimize the loads for the location process. In addition, an estimation of
packet delay variance on each link (note both up and down directions of each full-duplex
link are distinguished) in an OpenFlow network is presented in the dissertation. A notable
feature is that packet delay variance is estimated based on monitoring arrival time intervals
of probe packets instead of directly measuring packet delay time over a link.
All evaluated results are done on a large-scale network topology based on the real net-
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Software Defined Networking (SDN) technology in general and OpenFlow in specific have
attracted attention over the years [1] and are becoming widespread as a replacement solution
for traditional network not only in data centers but also in enterprise networks and wide area
networks or so-called SD-WAN. In particular, the ongoing prevalence of cloud computing
and contents delivery networking requires flexible traffic engineering on a network connect-
ing globally-distributed datacenters, which is often centrally managed by OpenFlow [2, 3].
By decoupling the control-plane (control layer) and data-plane (infrastructure/forwarding
layer), SDN lets network operators configure, manage, monitor, secure, and optimize net-
work resources very quickly via dynamic, automated SDN programs. The deployment of
services and features in the network is executed by programming on controllers. On a data-
plane, switches forward packets based on rules from controllers. The SDN architecture is
illustrated in Fig 1.1.
The OpenFlow protocol, which is standardized by the Open Networking Foundation [4],
is used for communication between OpenFlow switches and controllers of an SDN architec-







Figure 1.1: Architecture of SDN
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and offers a standardized way of delivering a centralized, programmable network that can
quickly adapt to changing network requirements. Many commercial switches from famous
vendors, such as HP, NEC, and Alcatel, support the OpenFlow API [5]-[7].
An OpenFlow switch can only function with the collaborate work of three essential ele-
ments: flow tables installed on switches, a controller and a proprietary OpenFlow protocol
for the controller to communicate securely with switches. An OpenFlow switch contains a
flow table with a logical data structure where packets are processed based on a list of pri-
oritizing entries. A flow table can store a set of flow entries. Each flow table entry, which
represents an individual flow, contains main components: match fields, action, statistical
counter, priority, and timeout [8]. Match fields are used to match packet information, such
as the ingress switch port, medium access control (MAC) source and destination address,
ethernet type, internet protocol (IP) source and destination address, TCP/UDP port number.
When incoming packets will be looked up in the flow table, if the packet matches either
exact-match or wildcard flow, the corresponding action will be taken. The statistical counter
will be incremented for all successful matches of flow entry with the arriving packet. Time-
out determines the maximum amount of time or idle time before a flow is expired by the
switch.
OpenFlow controllers communicate with the switches via the OpenFlow protocol and ex-
ecute policies on flows. Statistics collection can be achieved by querying to switches. From
the collected data, calculations for monitoring purposes can be made. From that, the con-
troller could set up routing paths through the network optimized for specific characteristics,
such as speed, resilience, or reduced latency.
1.2 Related Work
Monitoring is an essential task in network management and operations. Operators need to
know the network status/performance information in a real-time manner to make decisions
about trouble-shooting, dynamic routing, load balancing, Service Level Agreement manage-
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ment and so on. In general, there are two kinds of measurement approaches: passive and
active. The passive approach is used to monitor link traffic state by analyzing the collected
statistical information (e.g., flow-stats) from switch ports (through the OpenFlow monitor-
ing messages or SNMP) or by monitoring the OpenFlow-standard operating messages them-
selves [9]-[14]. While passive measurement approaches have fewer traffic overheads on the
data-plane (between switches), there is a trade-off between the measurement accuracy and
the load caused by frequent polling on the control-plane (between controllers and switches)
[10]. Polling at a high frequency can increase the timeliness and accuracy but also imposes a
greater load on switches and the control network. Studies have been made on how to reduce
this load. For example, in OpenTM [11], each flow is measured by a periodical query to one
switch. However, the switch decision can affect accuracy. By only using FlowRemoved and
PacketIn messages of OpenFlow standard, FlowSense [12] can calculate the network utiliza-
tion status with no additional cost, but it cannot trace quickly changed links. In PayLess [13],
a dynamic algorithm to balance the request frequency and the accuracy was introduced. Sim-
ilarly, in OpenNetMon [14], an adaptive polling rate to access edge switches was designed
to reduce network and switch CPU overhead while optimizing the accuracy in throughput,
delay and packet loss measurements.
On the other hand, the active approach sends and receives probe packets to estimate the
packet loss, delay, round-trip-time (RTT), and so on. With the prevalence of the edge-cloud
computing for emerging IoT technologies, the development of reliable networks among a
large number of heterogeneous sites is required over wider geographic locations. In such
networks, a “link” between two nodes is not always physical but sometimes virtual (e.g.,
tunneling) one that traverses inaccessible intermediate switches prohibited from being mon-
itored by passive measurements. Therefore, an active measurement by probing packets is
essential for monitoring entire network information. Furthermore, to realize a highly flexible
and dynamic traffic engineering in OpenFlow networks, the status of all links should always
be monitored and performance degenerate links should be located in a real-time manner.
4
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However, probing at a high sending rate for a long duration can impose a greater load on the
switches and the data network. Therefore, studies have been made on how to reduce the load
while still retaining reliability and precision. A mechanism to measure link latency from
an OpenFlow controller using probe packets with a small size is proposed in [15]. Using
the controller to send probe packets is applied in other works [16, 17]. This will lead to an
increase in the intensity of load and will frequently cause a bottleneck on the control path
between the switches and their associated controllers. Therefore, in [18], authors presented
a measurement scheme from a “beacon” (a measurement host that sends probe packets) that
can cover all links in both directions while minimizing flow entries on switches. Or in [19],
an infrastructure to monitor RTT that focuses on reducing the flow entries and the number of
probe packets is proposed. In [20], authors proposed an infrastructure that identifies round-
trip link metrics in SDN networks with low measurement overheads (monitors, flow rules,
and bandwidth). Focusing on datacenter networks, in [21], a controller designs the probing
routes and the multiple probing servers send probe packets along the designed routes, which
are bounced by some switches back to the servers. A processor then collects the resulting
data by accessing the servers. Such arbitrary (effective) probing routes are realized by IP-
in-IP technique. In [22], a real-time failure location is achieved by devising the design of
effective probe matrix and using source routing of probe packets. However, because they all
use unicast probing in an end-to-end (among servers or beacons) manner, some links may
suffer from many overlapped probing paths traversing them. Adding an active measurement
function (i.e., agent that sends and receives probe packets) on some or all switches that are
globally controlled by a manager is a straightforward approach and was implemented in
some dedicated switches such as Cisco’s Service Assurance Agent (SAA)/Internetwork Per-
formance Monitor (IPM) [23]. However, this approach requires a special function beyond
the OpenFlow standard on each switch and it is outside the scope of this dissertation.
Boolean network-tomographic approaches have been studied that only monitor performance-
level correlations among measurement paths to deduce the location of bad internal links.
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Seminal works such as [24] have attracted much attention and been followed by a number of
studies because of their practicality (e.g., [25]). However, network-tomographic approaches
always work with a considerable inference error. The impact of the capability of routing
of probe packets has also been studied in localizing failed nodes based on Boolean network
tomography [26]. Several recent works challenged to investigate the optimality of network-
topographic approaches to identify link performance metrics from end-to-end measurements
of probe packets among measurement hosts. In [27], a problem of placing measurement
hosts and selecting measurement paths to identify link metrics from end-to-end measure-
ments is considered to minimize the number of measurement hosts. The proposed method
can robustly identify all link metrics under an existence of disruption of measurement paths
due to predictable and unpredictable link failures. In [28], a problem of identifying fail-
ure nodes from end-to-end measurements, and upper bounds on the maximum number of
identifiable nodes are analytically provided given the number of measurement paths and
different constraints on the network topology, the routing scheme, and the maximum path
length. Note that it can be applied to not only failure nodes but failure links by modeling it
as logical nodes. However, although such theoretical results on capabilities and limitations
on network-topographic approaches give useful insights generally, they cannot be directly
applicable to our hybrid approach explained in this dissertation, in which packet probing
on multicast measurement paths traversing every link only once are combined with probed
packet monitoring on selected switches.
1.3 Research Objectives
The prevalence of cloud computing and contents delivery networking has led to the demand
for OpenFlow-based centrally-managed networks with dynamic and flexible traffic engineer-
ing. To maintain a high level of network service quality in such networks, it is essential for
network operators to detect and locate degenerate links promptly and efficiently as a key
component for resilient OpenFlow networks. In this dissertation, therefore, we present a
6
1.3. RESEARCH OBJECTIVES
network-assisted measurement framework for OpenFlow networks to monitor all bidirec-
tional full-duplex links which are technically based on and motivated by those existing work
mentioned in the previous section. The framework can promptly and efficiently locate per-
formance degenerate links with a minimum load on both the data-plane and control-plane
incurred by measurement. In contrast to existing works, our framework combines an active
measurement by probing multicast packets from a measurement host along a designed route
and a passive measurement by collecting flow-stats of the probing flow at selected switch
ports in an appropriate sequential order to access switches that is determined dynamically.
A flexible multicast route tree is used on which each probe packet starts from a mea-
surement host (MH) and traverses every link once and only once, in order to minimize un-
necessary loads on the data-plane between switches. The multicast route tree can avoid the
concentration of probe packets at a link near the MH, especially in large networks. In addi-
tion, the robustness and accuracy of measurement are strongly affected by the measurement
route tree. If probe packets flow along a long measurement route (path), the number of probe
packets may be reduced on the way due to packet loss. Moreover, the deviation from an ideal
model of those packets’ behavior may increase due to an accumulation of uncertainness or
errors. Therefore, an effective route tree is an essential component of our framework.
An appropriate sequential order reduces unnecessary loads on the control-plane incurred
by switch accesses from controllers until all performance degenerate links are located. High-
loss links are determined by their packet loss rate, which is calculated from the number of
probe packets. Besides, packet delay variation related to congestion or an unstable state of a
link is also considered in this dissertation. Here, by measuring arrival time intervals of probe
packets, we can estimate the packet delay variance (the variance of packet delays) of a link.
Note that a simple Boolean network-tomographic inference of a high performance degener-
ate range (a sequence of links) is used to dynamically determine a sequential access order
to collect flow-stats. In contrast to typical network-tomographic approaches, a tomographic
approach in the proposed framework is not used for finally identifying of the high-loss links;
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it is used as a hint for narrowing the search space and for optimizing the search order.
We also show the feasibility of our framework through a proto-type implementation in
the Ryu OpenFlow controller framework by testing on Mininet emulation environment.
1.4 Dissertation Outline
The monitoring framework is presented in the next chapter. In this chapter, a route scheme
with minimum length paths and a variant from it with longer paths are introduced. Both
models use Dijkstra’s shortest path algorithm first to build a tree on an undirected graph
from an MH, which corresponds to a downstream part of the entire multicast route. Then,
how to dynamically determine a sequential access order to collect flow-stats to efficiently
locate/identify the high-loss links is presented.
In Chapter 3, we propose a completely new route scheme that significantly outperforms
the route scheme based on the shortest path tree in terms of fewer number of accesses to
switches to reduce the unnecessary load on the control-plane. The new route scheme can
balance the number of terminal paths and their lengths and which is evaluated through sim-
ulation later in this chapter.
Chapter 4 presents a method to estimate the packet delay variance from the arrival time
interval of packets at each switch and locate high packet delay variance links. The variance
of the packet delays on a link or on an end-to-end path can be clearly defined as a statis-
tical value and can represent a degree of the packet delay variations or fluctuations. Since
links with a high packet delay variance are likely congested or physically unstable, it is of
importance to monitor and locate such links in network performance management.
Chapter 5 are discussions on the design of route scheme, the framework implementation
and related issues.






In this chapter, we present a framework for OpenFlow networks to monitor all links in both
directions distinguishably to promptly and efficiently locate high-loss (i.e., performance de-
generate) links. Note that in this dissertation, a “link” donates a direction of a full-duplex link
and such a link is used as a basic unit of performance analysis. It assumes the standard func-
tions of OpenFlow-based networks comprising OpenFlow controller (OFC) and OpenFlow
switches (OFS) to leverage per-flow flexible routing/multicasting and per-flow monitoring of
network statistics in a centralized manner; and is implemented on the OFC. To minimize the
traffic load on the data-plane, we propose a shortest path-based tree route scheme for probe
packets which can cover all links and minimize the length of measurement flows. Based on




Figure 2.1: Measurement process to locate performance degenerate links
2.2 Measurement Process
Our framework is for OpenFlow-based full-duplex networks consisting of the OpenFlow
controller (OFC) and OpenFlow switches (OFS), with a measurement host (MH) that sends
a series of probe packets traversing all links in the network. An MH is directly connected to
an OFS (called “measurement node”). The input port of the measurement node connecting
the MH is called “root port”.
The measurement process is illustrated in Fig. 2.1. The process begins when the MH
sends a measurement request to the OFC. Then, the OFC obtains network topology, calcu-
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lates probe packet routes, and installs them into OFSs. Following the above events, the MH
starts actively sending probe packets to the network. Each probe packet (or a copy of it as
multicasting) starting from the root port passes through each link once and only once (in
each direction of a full-duplex link separately) and is discarded at a “leaf port” (an input port
of the last OFS of the measurement flow). A measurement path from the root port to a leaf
port is called “terminal path”. A sequence of adjacent directed links along a path is called
“segment” as a part of a terminal path. The number of directed links on a terminal path is the
terminal path length. The information of probe packets arriving at an individual input port
on each OFS is passively recorded as flow-stats at each OFS and then, if needed, is collected
by the OFC. Finally, the OFC calculates designed network parameters on a link or a segment
between two ports in an appropriated order. These values are compared with a threshold to
detect a performance degenerate link or a performance degenerate segment.
Two important features that are strongly correlated are (i) flexible design of multicast
measurement on a route tree with an MH location (i.e., the root of the tree) to cover all links
in the active probing and (ii) dynamic optimization of the sequential access order to switches
for collecting the flow-stats of the measurement flow at some switch ports that are passively
monitored to locate performance degenerate links. To avoid a concentration of probe packets
at links near the MH, especially in large networks, each probe packet should traverse each
link one and only once. Two possible options are a unicursal-based unicast route and a tree-
based multicast route. On the other hand, to reduce the number of accesses to OFSs, the order
of accesses should be dynamically decided so as to narrow the segments which likely include
performance degenerate links to finally locate the performance degenerate links quickly.
On designing the measurement route in (i), the terminal path length affects the efficiency
in locating performance degenerate links as well as the accuracy (reliability) of measurement
results when a number of probe packets are lost at links located in upstream of a terminal
path. As a good aspect, long terminal paths allow a small number of terminal paths, i.e., a
small number of leaf ports needed to initially access, resulting in a small number of accesses
11
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to OFSs to locate all performance degenerate links. On the other hand, in a long terminal
path, when a number of links on a path are not actually performance degenerate but with
a light loss rate, an accumulated loss rate over those links will cause a wrong decision to
narrow a segment that likely includes actual performance degenerate links, resulting in an
unnecessary increase of accesses to OFSs. Furthermore, also as a bad aspect, a long terminal
path requires a large number of probe packets to operate accurately because an incidental
reduction of probe packets in upstream, e.g., due to heavy packet losses at a failure link, will
degrade the reliability of measurement results for links in its downstream.
To reduce the time required and an unnecessary load on the control-plane in the OFC
and OFSs for locating all performance degenerate links, a sequential access order for the
necessary flow-stats on the required OFSs is determined dynamically. In contrast to the
typical existing network-tomographic approaches, a tomographic approach in the proposed
framework is not used for finally identifying the performance degenerate links; it is used as
only a hint for narrowing the search space and for optimizing the search order.
2.3 Shortest Path Tree Route Scheme for Probe Packets
The route tree with a location of MH strongly impacts on the search performance, i.e., how to
locate all performance degenerate links as quickly with a smallest load as possible. Although
some analytical results on the relationship among the network topology, the measurement
paths, and the capability of localizing node failures have been provided in literature (e.g.,
[26]), it is computationally hard to find an “optimal” measurement path tree in terms of
minimizing the average number of accesses (queries) to OFSs necessary to locate all perfor-
mance degenerate links in a given network. Therefore, we develop and examine two models;
one is a base-line model (Model 1) which minimizes the length of each terminal path, and
the other is a proposed model (Model 2) which is a heuristic variant based on Model 1. Both
models can compute a multicast measurement tree that covers all links in both directions in
a computationally-lightweight way.
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Step 1: Generate the shortest path tree
Step 2: Complement unused links
Step 3: Add return links
































Figure 2.2: Shortest path tree route scheme design 13
2.3. SHORTEST PATH TREE ROUTE SCHEME FOR PROBE PACKETS
One extreme design choice is a single unicursal terminal path that traverses all links in
both directions. In that case, a possible way to efficiently locate performance degenerate
links is the simple binary-search along the single path. Although the binary-search is effi-
cient if the number of performance degenerate links is one (i.e., the number of necessary
access to locate the link is around log2 n where n is the number of links), this choice can-
not leverage a network-tomographic narrowing scheme explained in the next section, and
thus is not efficient if the number of performance degenerate links increases in a large net-
work. More importantly, as mentioned in the above section, the length of a single unicursal
terminal path becomes very long in a large network, which strongly degrades the robust-
ness and accuracy of measurement. Therefore, we need to use multiple terminal paths. To
minimize the length of each terminal path, as another extreme design choice, we develop a
computationally-lightweight algorithm to find a multicast measurement tree to cover all links
by minimal-length terminal paths. We call it “Model 1”.
However, a multicast tree consisting of minimal-length terminal paths may not be suitable
for our goal, i.e., minimizing the number of necessary accesses to OFSs until locating all
performance degenerate links. This is because minimizing the length of each terminal paths
tends to increase the number of terminal paths, and the number of necessary accesses to OFSs
is lower-bounded by the number of terminal paths. Therefore, we also propose a modified
version from Model 1, in which the length of each terminal path tends to be longer than its
minimum while avoiding too long terminal paths. We call it “Model 2”.
There are three steps in our proposed routing design, shown in Fig. 2.2. The difference
between Model 1 and Model 2 is in Step 2 and Step 3 as explained in the following.
• Generate a shortest path tree in the downward direction from the root (blue dashed
lines in Fig. 2.2).
• Complement unused links not on the shortest path tree (green dotted lines in Fig. 2.2).
• Add return links in the upward direction bound for the root (red lines in Fig. 2.2).
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2.3.1 Generate the shortest path tree (Step 1)
We use the Dijkstra’s shortest path algorithm to construct a route tree from the MH to all
OFSs. Here, Models 1 and 2 are the same.
2.3.2 Complement unused links (Step 2)
We build the route on links not included in the shortest path tree in Step 1 by extending the
tree. There are two cases. If two OFSs connected by an unused link, e.g., OFSs B and D in
Fig. 2.2, are positioned at equal distance from the root (Case 1), the probe packets are routed
to each other. The flows of the probe packets stop here in Model 1 while they continue
in Step 3 in Model 2. If those two OFSs, e.g., OFSs D and E in Fig. 2.2, are at different
distances from the root (Case 2), the probe packets are routed from the OFS nearer the root
to the other one and back. Note that the flow stops here in both Models 1 and 2.
2.3.3 Add return links (Step 3)
In Model 1, each OFS on the shortest path tree in Step 1 forwards the probe packets back to
its parent OFS to cover the upward link and the flow stops, which minimizes the length of
each terminal path traversing the upward direction.
Model 2 is more complicated. Unless an upward link is already covered by another flow,
the OFS at the downward side of the link should extend a flow to its parent to cover the
upward direction according to the following three conditions. If an OFS is positioned at the
tail of a flow complemented in Case 1 of Step 2, e.g., OFS B in Fig. 2.2, it extends the flow
to its parent on the shortest path in Step 1. Otherwise, if an OFS is positioned at the tail of a
flow on the shortest path, e.g., OFS G in Fig. 2.2, it extends the flow to its parent. Otherwise,
an OFS (that must have some children) extends one of the upward flows (a shortest one in
terms of terminal path length) coming from its children to its parent.
Fig. 2.3 shows an expansion of the measurement routes in Fig. 2.2. While Model 1 keeps
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each terminal path as the shortest path, Model 2 reduces the number of paths by increas-
ing and homogenizing the length of each terminal path. After computing the measurement
routes, the OFC installs them to OFSs and sends a notification message to the MH. Then
the MH begin to send probe packets to the network. Probe packets travel through all OFSs
and each OFS records the number of arrivals as flow statistics information. Then, the MH
notifies the OFC when probing is complete.
2.4 Sequential Order of Access
After receiving the probing complete notification from the MH, the OFC begins the next
process to locate performance degenerate links by querying and collecting flow statistics
information from selected OFSs in an appropriate access order. In this section, we detect
and locate high-loss links by finding the difference between the numbers of arriving probe
packets at two switch ports of a link. Note that a link is considered as high-loss if and only if
its loss rate exceeds threshold value h. Here, h is a design parameter that represents the target
link quality to be maintained which depends on the target applications. The packet loss rate
(PLR) of a range (a sequence of links) from ports i to j, PLR = 1 − r jri , where ri and r j are
the numbers of probe packets arriving at switch ports i and j , respectively.
First, the OFC calculates the PLR of each terminal path with the information at the root
port and leaf ports. If the PLR of a terminal path is less than h, this terminal path must not
include a high-loss link. If the PLR of a terminal path exceeds h, this terminal path is likely
to include one or more high-loss links. Then, by considering the correlation among terminal
paths in terms of the degree of packet loss, we can narrow the search scope, i.e., the expected
locations of high-loss links. If a terminal path is high-loss and there are no other high-loss
terminal paths, the high-loss links are located within a range between the leaf port and the
nearest branch port on the considered high-loss terminal path. The dashed line on Model 1
in Fig. 2.3a shows an example of this case. The ports along this segment should be queried
in a binary-search manner to locate the high-loss links.
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Figure 2.3: Example of the accesses to switches in locating high-loss links
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If there are multiple terminal paths whose PLRs exceed the threshold h, the port most-
commonly shared by those paths is queried first, to collect the number of probe packets
arrived, which produces separated sub-trees, and the same procedure is performed recur-
sively. The dashed lines on Model 2 in Fig. 2.3b show an example of this case. This is a
kind of Boolean tomography but is used for narrowing the search space and for optimizing
the search order. The actual packet loss rate of each high-loss link is exactly measured based
on the difference between the numbers of arriving probe packets at upper and lower ports of
the link.
2.5 Simulation Results
To evaluate the performance in the large-scale network, we consider a network topology
based on the real network in a topology database [29], illustrated in Fig. 2.4. The number of
links in this topology is 54 (108 in both directions). In this simulation, the number of high-
loss links is changed from 1 to 6, with the loss rate is from 0.04 to 0.06. Other links have a
random light loss value from a range of [0, 0.01]. We assume the threshold of high-loss link
is 0.03. All resulting values in this section are averaged over 10, 000 measurement instances.
Both models of the shortest path-based tree route schemes are compared with the unicursal
route. The information of terminal paths of route schemes is in Table 2.1.
Fig. 2.5 shows the number of the required accesses from OFC to OFSs until the high-loss
link location process ends in case of high-loss links from 1 to 6, with 300 probe packets. In
each column, the lower part is the number of accesses of the first request process, on which
the OFC accesses to all leaf ports. It equals the number of terminal paths. The higher part
presents the more required accesses to locate high-loss links. There is a strong relationship
between the number of terminal paths and the accesses. We see that a route scheme with more
terminal paths needs a more number of accesses to locate all high-loss links. By combining
unused and reverse links to lengthen terminal paths, Model 2 reduces the number of terminal
paths and needs fewer required accesses to locate high-loss links in comparison with Model
18
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Table 2.1: Number of terminal paths and path lengths of the shortest path-based
route schemes
Paths Average Min Max
Unicursal 1 108 108 108
Model 1 62 4.0 2 8
Model 2 26 5.5 3 12
Paths: Number of terminal paths
Average: Average length of terminal paths.













































































Number of high-loss links
Probe packets: 300 Unicursal Model 1 Model 2
Figure 2.5: Number of accesses to locate all high-loss links
1. Although the unicursal route scheme requires fewer accesses than Model 2, it needs a
large number of probe packets to operate accurately, especially in a network with failure
links.
We assume that there are 2 “failure links” in the defined high-loss links with the loss
rate is 0.5. Fig. 2.6 shows the measurement accuracy depending on the number of probe
packets. The measurement accuracy is the ratio of the number of measurements in which
all high-loss links are correctly located to the total number of measurements (10, 000 in our
setting). We see that a route scheme with longer terminal paths needs a larger number of
probe packets to operate accurately. This is because the losses at upstream links of the long
path can degrade the loss measurement at downstream links. If a small number of probe
packets arrives at the upper port of a normal link, its measured PLR can exceed the threshold
even by a very small number of losses accidentally happening. On the other hand, a small






















































































Number of probe packets
Model 1 with 2 high-loss links
Model 1 with 5 high-loss links
Model 2 with 2 high-loss links
Model 2 with 5 high-loss links
Unicursal with 2 high-loss links
Unicursal with 5 high-loss links
Figure 2.6: Accuracy rate of the measurement with failure links
threshold. Therefore, the unicursal route with single very long route is not a good choice for
monitoring high-loss links.
Fig. 2.7 shows the number of the required accesses from OFC to OFSs to locate all 2
high-loss links, depending on the number of probe packets. Note that the results of the
location process are not always correct in case that the number of probe packets is small
as shown in Fig. 2.6. A small number of probe packets needs a more number of accesses
probably due to inaccurately measured PLRs.
In conclusion, the simulation results show the effectiveness of the shortest path-based
route schemes, Model 1 and Model 2. They can keep the terminal paths as short as possible
to avoid errors in loss rate estimation compared to the unicursal route. Therefore, the number
of probe packets of the measurement to operate accurately is significantly reduced. The
comparison between Model 1 and Model 2 suggests that the required accesses can be reduced
by a route tree with fewer terminal paths. In general, Model 2 with fewer terminal paths




































Number of probe packets
2 high-loss links Unicursal Model 1 Model 2
Figure 2.7: Number of accesses to locate two failure links
on a control-plane (the required accesses) and the load on a data-plane (the number of probe
packets) in the route tree consideration.
2.6 Summary
Our contribution is as follows. First, we have proposed a practical framework of monitoring
both directions of all full-duplex links of an entire OpenFlow-based network to locate per-
formance degenerate links. The framework introduces a combination of actively probing a
number of packets that are discarded at some OFSs and collecting the statistics on the arrival
of those packets passively recorded at each OFS (each input port of each OFS, more accu-
rately), which is a kind of network-assisted active measurement. Second, to promptly locate
high-loss links with a minimized load on both data-plane and control-plane incurred by the
measurement, we have considered two strongly related features; an appropriate multicast
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route tree designed to flow the probe packets covering an entire network, and an appropriate
sequential order of accessing the flow-entries dynamically determined to selectively collect
the necessary flow statistics information in a simple network-tomographic approach. Note
that our framework was implemented in the Ryu OpenFlow framework [30] and tested on a
Mininet environment [31] and is scheduled for testing on a nation-wide OpenFlow testbed.
Simulation results suggest that there are a strong relationship between the measurement
overhead and the route scheme properties. In particular, the number and the lengths of ter-
minal paths affect the number of required accesses and probe packets to accurately locate
high-loss links. However, both unicursal and shortest path tree-based route schemes cannot
intentionally control the number and the lengths of terminal paths. Therefore, a route scheme






The measurement route traversed by probe packets has a strong impact on search perfor-
mance, i.e., how it can locate all high-loss links with a small load. To minimize the load on
the data-plane, probe packets have to travel every link only once. To fulfill this requirement,
a simplest measurement route is a unicast trail. Since a link is full-duplex, each undirected
link between OFSs is considered as two oppositely directed edges and OFSs are considered
as vertices. In such a directed graph, from any vertex, the Eulerian cycle (circuit) algorithm
can find a trail that passes every edge exactly once because each vertex has an even number
of edges (i.e., it has an even degree). We call this trail a unicursal path. Its length is double
the number of full-duplex links. In this case, the route scheme has only one terminal path
with a maximum length.
However, as above discussed, a long terminal path is not a good choice. Therefore, we
proposed a route scheme with minimum length paths, called Model 1, and a variant from it,
Model 2, with fewer terminal paths [32]. In general, with short terminal paths, both models
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3.2. FLOWCHART OF THE BACKBONE-AND-BRANCH TREE ROUTE SCHEME
operate robustly and accurately. However, Model 2 with fewer number of terminal paths has
better performance compared with Model 1.
Both unicursal and our previously proposed route schemes have shortcomings because of
their extremes. The unicursal route with maximum path length requires a smaller number of
accesses to OFSs to locate all high-loss links but needs a larger number of probe packets to
operate accurately. Our previous shortest path tree-based route scheme with shorter-length
paths requires a smaller number of probe packets to maintain accuracy under loss conditions
but needs a larger number of accesses to OFSs to locate all high-loss links. In both extremes,
the number of and the lengths of terminal paths cannot be intentionally controlled. In this
chapter, we propose a new route scheme that can balance the number of terminal paths and
their lengths.
In our group, extensions aim to adaptively improve the measurement routes and the order
of accesses in a repeated monitoring scenario [33, 34]. A Bayesian-based network tomog-
raphy is complementarily used in [33] in order to refine candidates for high-loss links to
optimize the retrieval order of accesses to switches. In [34], the results of past measurements
are used in order to place high-loss-prone/failure-prone links at the end parts of route tree to
increase the measurement accuracy and also decrease the necessary number of accesses to
switches. Both extensions are still based on the baseline route scheme in [32], it should be
improved by our new scheme.
3.2 Flowchart of the Backbone-and-Branch Tree Route Scheme
The newly proposed route scheme is called the backbone-and-branch tree route scheme
(BBT) and its flowchart is illustrated in Fig. 3.1. In BBT scheme, the Eulerian cycle al-
gorithm is applied to the original undirected graph (network). Since a Eulerian cycle only
exists in the graph such that every vertex has an even degree, first we need to process all odd
degree vertices (nodes) by temporarily omitting some links in general. Then we generate the
backbone paths by using the Eulerian cycle algorithm to efficiently cover all remained links
25
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Figure 3.1: Backbone-and-Branch tree route scheme flowchart
26
3.3. OMIT LINKS INCIDENT TO ODD-DEGREE NODES
and also by considering how to avoid excessively long terminal paths. After generating the
backbones, the reverse direction segments of route (i.e., toward the measurement node) on
the backbone paths are added to the route tree at some branch nodes. Note that a segment is
a sequence of adjacent directed links to form a part of route. Finally, we integrate paths of
omitted links (called omitted paths) into the route tree.
3.3 Omit Links Incident to Odd-degree Nodes
The general idea of processing odd degree nodes is to omit the links between their couples.
In this way, the degrees of these nodes become zero or even. Note that the number of odd
degree nodes is always even. Omitting links is based on the following criteria with the
priority of: (1) try to keep the network connected and (2) minimize the number of omitted
links.
If the network obtained by omitting links incident to nodes with odd degrees is still
connected, a simple backbone path can be generated. Otherwise, if several omitted links
become a cut set in the network (the network becomes disconnected if this path is removed),
the backbone path is fragmented and there is an impact on the performance. In this case, the
cut omitted path is replaced by a combined node in the network, see Fig. 3.2a. The omitted
path between Node A and Node B is combined into node C, the dotted node in Fig. 3.2b.
From that point, the network is still connected, and all nodes have an even degree. Fig. 3.2c is
the backbone path from the combined network. However, the final backbone path in Fig. 3.2d
is fragmented. So, maintaining the network connection is the highest priority when omitting
odd degree nodes.
To minimize the omitted links, it takes many computations for searching all combinations
of each odd degree couple. Therefore, we propose an approach to reduce the computation
and the time by omitting in the following sequence. Firstly, we omit links of the unique
path between a 1-degree node and another odd degree node. Secondly, the link between
two neighbor odd degree nodes is omitted. Finally, from the remaining odd degree nodes,
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Figure 3.2: Example of a cut path
we calculate the shortest paths from each node to the others and then select the optimal
combination. The selected combination is the case that the number of the omitted links
is minimized and the network is still connected. Each series of omitted links is called an
omitted group. Note that if two omitted groups have a common node, they are combined
into one omitted group.
3.4 Construct Route Scheme
3.4.1 Generate Backbone Paths
After the omitting step, each node in the network has an even degree. We can generate the
backbone paths of probe packets. Then, for each segment of the backbone path, its reverse
path is added as the branches of the route tree. A reverse path or reverse segment is the
reverse direction segment of the route toward the measurement node on the backbone path.
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Figure 3.3: Illustration of the backbone paths and the reverse branches
29
3.4. CONSTRUCT ROUTE SCHEME
This process is illustrated in Fig. 3.3. Fig. 3.3c is an artificial Eulerian cycle-based network
topology without odd degree nodes. The numbers on links in the figure indicate the link
distance between two nodes. In other words, there are other unnamed nodes/links between
those two nodes that are counted in the length of paths and segments, while they are not
explicitly illustrated in the figure. From node A as the measurement node, the node that
connects to the measurement host, the backbone path of the route tree is generated based on
the Eulerian cycle algorithm. Here, there are two options: 1 backbone path case (BBT T1)
or 2 backbone paths case (BBT T2). BBT T1 has a full Eulerian cycle as the backbone path,
the bold line as in Fig. 3.3a. The path starts from node A, travels through nodes B, C, D, F,
E, B, D, and ends at node A (also the start node). BBT T2 has two backbone paths that are
two reversed halves of the Eulerian cycle, see Fig. 3.3b. These are the A-B-C-D-F path and
the A-D-B-E-F path, which meet at node F in the middle of the Eulerian cycle. This option
can halve the length of the backbone path.
Note that, the number of backbone paths directly affects the number of and the lengths of
terminal paths of measurement route, essentially related with the trade-off between the toler-
ance to heavy loss of measurement packets and the efficiency in high-loss link detection by
measurement packets. We should properly choose the number of backbone paths depending
on the expected loss rates on links, that is the degree of lossiness of links. In the proposed
scheme, the number of backbone paths is limited by the degree of measurement node. If the
degree of measurement node is two, we can construct two backbone paths at maximum. This
is the situation utilized as an example in this paper. If the degree of measurement node is
more than two, although it was not quantitatively evaluated, we can construct more than two
backbone paths. For example, in Fig. 3.3c, if the measurement node is Node B then three
backbone paths can be constructed. These are the B-A-D, B-C-D, and B-D-F-E paths. How-
ever, it is desirable to more flexibly decide the number of backbone paths in order to control
the above trade-off in response to the network topology and link conditions. A possible
option to increase such flexibility is to consider multiple MHs which is discussed later.
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Figure 3.4: Example of integrating omitted paths
3.4.2 Add Branch Paths
To build reverse paths, first, we divide a backbone path into multiple backbone segments.
The length of each backbone segment decides the number of backbone segments (it is also
the number of terminal paths). The segmentation should take this point into consideration.
Then, at the end node of each segment called branch node, the reverse path is added, like
dashed lines in Fig. 3.3. Each reverse path has the same length but opposite direction of its
backbone segment. For example, in Fig. 3.3a, there are four segments: A-B-C, C-D-F-E,
E-B-D, and D-A on the backbone. So, 4 reverse paths (segments: C-B-A, E-F-D-C, D-B-E,
and A-D) are added to the route tree and generate 4 terminal paths.
After adding reverse paths, the omitted paths are integrated into the route tree. From
the common node of the generated route tree and an omitted group, a unicursal path (a
single route visits all links of the omitted group in both directions) is generated. This path is
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integrated into the reverse path or added to the backbone path as an individual branch path.
For an example in Fig. 3.4, the route tree before integrating omitted paths is in Fig. 3.4b.
In the omitted group B-G, the common node is Node B, in the middle of the reverse path.
So, the omitted path B-G-B is integrated into the reverse path C-B-A and this reverse path
becomes the integrated reverse path C-B-G-B-A, see the left branch in Fig. 3.4c. To prevent
a path from becoming too long, the omitted path can be added to the backbone path as an
individual branch path if the common node is the branch node, see the right branch path
C-H-C in Fig. 3.4c. In the complete route scheme, all paths from branch nodes (including
reverse paths, integrated reverse paths, and individual branch paths) are called branch paths
or branch segments. If there is only one branch path from the final branch node (the end node
of the final backbone segment), this branch path is included in the final backbone segment.
3.5 Route Tree with Multiple Measurement Hosts (BBT-
mMH)
As shown in the BBT scheme, we can build one or two backbone paths from a measurement
node with the degree of two. If there are multiple measurement nodes in the Eulerian cycle,
we can build at least two backbone paths from each of them [40]. Two backbone paths from
two measurement nodes neighboring on the Eulerian cycle meet together at the middle. By
using more than one measurement nodes, a long Eulerian cycle can be divided into multiple
short backbone paths. To reduce the maximum length of backbone paths, the measurement
nodes will be located uniformly (with an equal distance) on the Eulerian cycle.
A possible option to reduce the length of backbone paths is to place a measurement node
at a node with a higher degree. In general, the degree of measurement node determines the
maximum number of backbone paths from this node. Therefore, by selecting measurement
nodes with a degree more than two, we can construct more backbone paths. For example,
in a network as Fig. 3.5a, we have its Eulerian cycle in Fig. 3.5b. If the MH is connected to
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a 2-degree node, we only construct two backbone paths from this node, as in Fig. 3.5d. On
the other hand, from 4-degree measurement node D, we can build four backbone paths, see
Fig. 3.5e. If an MH can be placed at a high-degree node, we can get the benefit equivalent
to using multiple MHs connecting to a low-degree node, i.e., we can reduce the number of
MHs while keeping the number and length of terminal paths, see Fig. 3.5e, f and Fig. 3.5g,
h.
Another factor giving an impact on the route scheme is the relationship between an MH
and omitted links’ locations. Each omitted link is added into the route tree as an individual
terminal path. The length of this terminal path includes the backbone segment from the
MH to the omitted link and the omitted links’ length. Therefore, MHs should be selected at
nodes that are closed to omitted links to reduce the lengths of terminal paths including those
omitted links as well as the average length of terminal paths of the route tree. For example,
in Fig. 3.5, two extreme locations of the omitted link are examined, i.e., at the beginning
(Fig. 3.5d, h) and at the end (Fig. 3.5c, g) of backbone paths in a measurement route tree.
The number of terminal paths and the path length of route schemes is shown in Table 3.1.
Note that the implicit link distance is 4 in this topology; that is, in Fig. 3.5a, each displayed
link between two named nodes includes 4 hidden undirected links connecting 3 unnamed
intermediate nodes, thus the total number of links is 52 (104 in both directions).
By using multiple MHs, we can reduce the length of terminal paths and overcome the
shortcomings of a long path. Moreover, the degree and location of measurement nodes can
be considered to reduce the number of MHs and the maximum and average lengths of the
terminal paths. In conclusion, the proposed route scheme can control the lengths of terminal
paths, which will affect the measurement accuracy depending on an average loss rate of links
along a terminal path and a desired threshold value of link loss rate in the target network.
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Figure 3.5: Example of the MH selection
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3.6. SIMULATION RESULTS
Table 3.1: Number of terminal paths and path lengths of route schemes with multiple
MHs
MHs Paths Average Min Max
BBT T2 Fig. 4c 1 13 19.08 8 32
BBT T2 Fig. 4d 1 13 17.23 8 28
BBT T4 Fig. 4e 1 13 12.62 8 20
BBT T4 Fig. 4f 2 13 12.00 8 16
BBT T6 Fig. 4g 2 13 10.46 8 16
BBT T6 Fig. 4h 3 13 9.85 8 12
MHs: Number of MHs
Paths: Number of terminal paths
Average: Average length of terminal paths.
Min: The minimum length. Max: The maximum length.
3.6 Simulation Results
3.6.1 Performance of BBT Route Schemes
We consider a network topology, namely RENATER, based on the real network illustrated
in Fig. 3.6. In this simulation, the BBT T1 is used with 1 backbone paths and the BBT T2
is used 2 backbone paths. The segment length is 8 in both cases. Dotted lines show omitted
paths. In each measurement, some high-loss links including 2 “failure links” are set at some
link positions randomly. The loss rate of a high-loss (but not failure) link is set in the range
of [0.04 - 0.06] randomly and that of a failure link is 0.5. Other normal links have a light loss
rate in the range of [0 - 0.01]. The threshold of high-loss link is 0.03. All resulting values in
this section are averaged over 10, 000 measurement instances.
Table 2.1 shows the information of terminal paths of the BBT route schemes. In com-











































Figure 3.6: Renater network topology in BBT route schemes
Table 3.2: Number of terminal paths and path lengths of the BBT route schemes
Paths Average Min Max
Unicursal 1 108 108 108
Model 2 26 5.5 3 12
BBT T1 7 27 8 52




























































Number of probe packets
Model 2 with 2 high-loss links
Model 2 with 5 high-loss links
Unicursal with 2 high-loss links
Unicursal with 5 high-loss links
BBT T1 with 2 high-loss links
BBT T1 with 5 high-loss links
BBT T2 with 2 high-loss links
BBT T2 with 5 high-loss links
Figure 3.7: Accuracy rate of the BBT route schemes
the BBT T1 and 25% in the BBT T2. Both BBT schemes have similar number of terminal
paths but by dividing into two backbone paths, BBT T2 reduces the maximum as well as
the average length of terminal paths. From that, BBT T2 can overcome the drawback of a
long path better than BBT T1 route scheme. These are shown in Fig. 3.7. In this simulation,
the accuracy rate belong the number of probe packets of BBT T2 scheme is similar to the
heuristic variant of shortest path tree-based model (Model 2). It shows the effectiveness of
our proposal in reducing the loads on the data-plane.
On the data-plane, with fewer terminal paths, our proposed route schemes can signifi-
cantly reduce the number of necessary accesses to locate high-loss links, shown in Fig. 3.8.
Note that the results of the location process are not always correct as shown in Fig. 3.7. In
general, the results of both BBT schemes are similar and close to the unicursal route with
optimal binary search. Specially, with 300 probe packets, all schemes can accurately locate





























Number of probe packets
Unicursal Model 2 BBT T1 BBT T2
Figure 3.8: Number of accesses to locate two high-loss links using the BBT route
schemes
from inaccurately measured PLRs. Then, by considering a route with multiple MHs, we can
more reduce the path length as well as the performance of the measurement.
3.6.2 Performance of BBT Route Schemes with multiple MHs
To evaluate the performance of the proposed route schemes with multiple MHs, we use the
topology in Fig. 3.5a, and compare six route schemes as Fig. 3.5c-h. We assume the thresh-
old of high-loss link is 0.03. In each measurement, 4 high-loss links including 2 “failure
links” are set at some link positions randomly. The loss rate of a high-loss (but not failure)
link is set in the range of [0.04 - 0.06] randomly and that of a failure link is 0.5. Other normal
links have a light loss rate in the range of [0 - 0.01]. All resulting values in Fig. 3.9 and 3.10






























Figure 3.9: Accuracy rate of the BBT route schemes with multiple MHs
Fig. 3.9 shows the measurement accuracy depending on the number of probe packets.
The measurement accuracy is the ratio of the number of measurements in which all 4 high-
loss links are correctly located to the total number of measurements (10, 000 in our setting).
We see that a route scheme with longer terminal paths needs a larger number of probe packets
to operate accurately.
Fig. 3.10 shows the number of the required accesses from OFC to OFSs until the high-
loss link location process ends in case of 4 high-loss links, depending on the number of probe
packets. Note that the results of the location process are not always correct in case that the
number of probe packets is less than about 220 for all schemes as shown in Fig. 3.9. A small
number of probe packets needs a more number of accesses probably due to inaccurately
measured PLRs. Furthermore, a route scheme with longer terminal paths likely needs more
accesses. This is because an accumulated loss rate over multiple links in a long segment will
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T2 Fig. 4c T2 Fig. 4d
T4 Fig. 4e T4 Fig. 4f
T6 Fig. 4g T6 Fig. 4h
Figure 3.10: Number of accesses to locate high-loss links using the BBT route
schemes with multiple MHs
which leads OFC to mistakenly and unnecessarily seek high-loss links in a wrong segment.
Hence our proposed BBT-mMH scheme with shorter terminal paths can reduce the required
accesses.
The comparison between single MH cases (c,d,e) and multiple MH cases (f,g,h) in Figs. 3.9
and 3.10 suggests that the use of multiple MHs with consideration on the locations and their
node degrees benefits to realize an acceptably-high measurement accuracy with less number
of probe packets and required accesses to OFSs. This is because the use of multiple MHs
can control the length of terminal paths more flexibly compared with the use of only a single




In the proposed framework of monitoring and locating performance degenerate links, an ef-
fective route scheme for probe packets is the essential task. An effective probing route can
reduce the measurement overhead on both control-plane and data-plane. Therefore, in this
chapter, we proposed the BBT route scheme which can control the number and lengths of ter-
minal paths. Through simulation-based evaluations on a real-world large network topology,
the BBT route schemes show the effectiveness on reducing loads incurred by the measure-
ment. Furthermore, an extension of the BBT route scheme with multiple MHs (BBT-mMH),
which reduces the lengths of terminal paths while keeping the number of terminal paths,
was presented and its benefit was shown through simulation. However, in real networks, the
possible locations of MHs may be limited and an additional cost should also be considered.
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Chapter 4
Locating High Delay Variance Links by
Packet Arrival Intervals
4.1 Introduction
Following our previous study that actively monitors packet loss rate to find high-loss links,
in this chapter, we actively estimate packet delay variance on each link (note both up and
down directions of each full-duplex link are distinguished) in an OpenFlow network. The
term “packet delay variation” on a link or on a end-to-end path is one of important metrics of
the network performance, which is sometimes related with jitter [35] and sometimes defined
by slightly different ways [36]. We focus on the packet delay variance (the variance of the
packet delays). Links with a high packet delay variance are likely congested or physically
unstable. Note that instead of directly measuring link delays and calculating delay variance,
our method estimates the packet delay variance on a directional link or a directional segment
between two ports (e.g., upper and lower ports of a link) based on the variances of packet
arrival intervals monitored at each of those two ports.
In the proposed scheme, a series of probe packets is launched from a measurement host
and traverses each direction of each link once and only once by multicasting, while arrival
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time intervals of those packets at each input port of OpenFlow switches are monitored. Then
the OpenFlow controller collects the arrival time interval statistics from those switches to
locate high packet delay variance links. Differently from [37], an essential extension on a
better route scheme [38] is used to evaluate the measurement performance to reduce the load
on the control-plane [39]. Additionally, the impacts of packet losses and correlated delays
over links are investigated. By comparing our proposal with the shortest path tree-based and
the unicursal route schemes through numerical simulations, we evaluate the advantage of our
proposal.
4.2 Estimate Packet Delay Variance from Arrival Intervals
To estimate the packet delay variance, a simple and direct method is measuring packet delay
times of samples (i.e., probe packets in our case) and computing their unbiased variance.
However, the packet delay time measurement requires matching and subtracting the arrival
times of a same packet monitored at two different OFSs. Thus, the list of arrival times of
all probe packets should be moved from a place to another, which induces a considerable
load on the control and/or data planes. In our method, instead of direct measurement of per-
packet delay times, each OFS monitors the arrival time intervals of two adjacent packets in
a series of probe packets and computes their statistics to record locally and incrementally,
which can be performed within each OFS independently and does neither require to store a
long list of per-packet information nor to exchange it between OFSs or the OFC. After the
above measurement of probe packets is finished, the OFC collects the arrival time interval
statistics at each input port of OFSs and estimates the packet delay variance between two
ports using the collected statistics by using an estimation method explained below.
The sequence diagram of probe packets is shown in Fig. 4.1. Let Q jk and D
j
k+1 be the
queuing delay at the kth OFS of the jth probe packet and the transmission delay (including the
propagation delay) of the jth probe packet from the kth OFS to the (k+1)th OFS, respectively.
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Figure 4.1: Sequence diagram of probing packets
44
4.2. ESTIMATE PACKET DELAY VARIANCE FROM ARRIVAL INTERVALS
The arrival time interval S jk+1 of the ( j − 1)
th and jth probe packets at the (k + 1)th OFS is











where S jk is the arrival time interval of the ( j− 1)
th and jth probe packets at the kth OFS. Note
that, the arrival time interval S j1 of j
th packet at the first OFS is equal to the initial sending
time interval at the MH because we can assume no queuing delay between the MH and the
first OFS.
Since we assume the bandwidth of each link and the probe packet size do not change in
time, we have D jk+1 = D
j−1
k+1, and thus the arrival time intervals of packets only depend on
the queuing delays of OFSs (mainly at egress/output ports of OFSs) and the initial sending
interval S j1.







The following ideal preconditions are defined to estimate the delay variance from the
arrival time intervals. We will discuss the impact of a deviation from those conditions (i.e.,
correlated delays) later.
• Queuing delays of a packet at different links (different output ports) along the measure-






• Queuing delays of succeeding packets at a link over time are independent and identi-




Therefore, the variance of the arrival intervals is expressed as follows
V[S k+1]  V[S k] + 2V[Qk] (4.3)
From Eq. 4.3, the queuing delay variance at the kth OFS is
V[Qk] 
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This means that, in general, the delay variance of a specific link or segment between two
OFSs can be estimated from the difference of the arrival interval variances of those OFSs.
Note that the arrival interval variance at each OFS is simply computed by
V[S k] = E[(S k)2] − (E[S k])2 (4.5)
where E[(S k)2] and (E[S k])2 can be computed using the sample mean incrementally, that is,
we do not need to store a long list of {S jk| j = 1, 2, . . .}.
One problem to consider is the packet loss. Possible holes in a series of probe packets due
to packet losses should be considered and removed in the process of monitoring the arrival
time intervals. If the jth probe packet is lost somewhere and an OFS receives the ( j − 1)th
and ( j+1)th packets but not receive the jth packet, then OFS discards the arrival time interval
between ( j − 1)th and ( j + 1)th packets and does not count it in the statistics. To detect such
holes by lost packets at OFS, the MH embeds a sequence number into ID field of IP header
of each probe packet.
Another problem is called the “narrow interval”; meaning that the jth packet arrives at
the kth OFS before the ( j − 1)th packet departs from the OFS, i.e., two succeeding packets
stay in the same queue. If two adjacent packets arrive at an OFS closely and meet similar
congestion levels, Q j−1k and Q
j
k are similar and thus have a positive correlation. This problem
will decrease our estimation’s accuracy on delay variance V[Qk]. A simple solution is to
enlarge the initial sending time interval at the MH, although it will prolong the measurement
duration. In our simulation, we adopt this approach.
4.3 Locating High Delay Variance Links
The high delay variance link identification method is based on the idea that if the delay
variance at a special OFS port is less than a threshold value h, the segment from the MH
to it does not include any high delay variance link. Otherwise, there may be one or more
high delay variance links in this segment. Here, h is a design parameter that represents the
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Figure 4.2: Example of the order of accesses in locating high delay variance links
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target delay variance quality of links to maintain, which depends on the target applications.
Fig. 4.2 shows examples in which S Xi represents the arrival time intervals of probe packets
received at the port i of the OFS X.
First, the OFC queries OFSs that have leaf ports to collect the information on arrival
time intervals at those ports and estimates the delay variance of each terminal path using the
information at the leaf ports and the root port by (4.4). If the delay variances of all terminal
paths are less than h, that means the network do not include any high delay variance link. If
the delay variance of a terminal path exceeds h, this terminal path is likely to include one or
more high delay variance links. Then, by considering the correlation among terminal paths
in terms of delay variance, OFC can narrow the search scope, i.e., the expected locations of
high delay variance links. For example, if a terminal path is high delay variance and there are
no other high delay variance terminal paths, the high delay variance links are located within
a segment between the leaf port and the nearest branch port on the considered terminal path.
The dashed line on the left part in Fig. 4.2 shows an example of this case. Here, to high
delay variance links, the ports along this segment should be queried by OFC in a binary-
search manner. Eventually, the delay variance of each high delay variance link is measured
based on the difference between the delay variance at the link’s upper and lower ports.
If there are multiple terminal paths whose delay variance values exceed threshold h, the
port that is most commonly shared by those paths and nearest to the root among them is
queried first to collect the arrival time interval of probe packets at that port. By considering
the sub-trees separated by that port, the same procedure can be performed on each sub-tree
recursively. An example of this case is shown in the right part of Fig. 4.2. Here, the next





We evaluate the search performance of our proposal by numerical simulation on a real-world
network topology in a topology database [29], illustrated in Fig. 3.6. In the simulation, we
compare the newly proposed route BBT T2 with the previous shortest path tree-based route
(Model 2) and the unicursal route (the route has only one terminal path with a maximum
length). Their information of terminal paths is in Table 3.2.
In the simulation, the parameters relating with packet delay times are set on each link
as follows. A baseline static delay time of a link is set to a randomly selected fixed value
from a range of [10.0, 20.0] (ms). An additional dynamic delay (queuing delay) of each
output port of OFS is a random variable with an exponential distribution that is independent
of each other. The mean value (the expectation) of this random variable of dynamic delay is
randomly selected from a range of
• [5.0, 10.0] (ms) for each of a specific number of high delay variance links,
• [2.0, 4.0] (ms) for each of 10% moderate delay variance links,
• [0.2, 1.0] (ms) for each of other little delay variance links.
We assume a random light loss rate in range of [0, 0.01] on every link. The threshold h
of high delay variance is 25. The initial sending interval of probe packets is 150 (ms) to
avoid correlated delays among the adjacent packets and the narrow interval problem. The
number of probe packets varies from 100 to 900. All resulting values are averaged over
1, 000 measurement instances.
4.4.2 Simulation Results
Fig. 4.3 shows the measurement accuracy depending on the number of probe packets. The























Number of probe packets
Unicursal with loss
Unicursal without loss
Model 2 with loss
Model 2 without loss
BBT T2 with loss
BBT T2 without loss
Figure 4.3: Accuracy rate for locating 2 high-delay variance links with packet loss
high-delay variance links are correctly located to the total number of measurements (1, 000
in our setting). We compare the results in two scenarios: with and without the packet loss.
The estimation accuracy of delay variance relies on the number of probe packets. There-
fore, the packet loss has a strong impact on the measurement accuracy. We see that a route
scheme with longer terminal paths needs many probe packets to operate accurately. This
is because each packet loss on an upstream link of measurement paths will make a hole of
recorded arrival time interval on all remaining links, making the estimated value smaller or
larger than the true value; these are “underestimation” or “overestimation”, respectively. The
underestimation leads OFC to skip over high delay variance links. On the other hand, the
overestimation leads OFC to unnecessarily and mistakenly seek high delay variance links.
Additionally, accumulated errors over multiple links in a long segment will also create the
underestimation or overestimation and result in a decrease of accuracy. The unicursal route



























Number of probe packets
Unicursal with loss Unicursal without loss
Model 2 with loss Model 2 without loss
BBT T2 with loss BBT T2 without loss
Figure 4.4: Number of accesses for locating 2 high-delay variance links with packet
loss
Fig. 4.4 shows the number of the required accesses from OFC to OFSs until the high
delay variance link location process ends in case of 2 high delay variance links, depending
on the number of probe packets. Since the location process does not know the number of
high delay variance links, the process lasts until it judges there is no other high delay variance
links. Note that the results of the location process are not always correct because of errors
in estimation. The shortest path tree-based route (Model 2) suffers from a larger number
accesses due to a large number of terminal paths.
From results in Figs. 4.3 and 4.4, there is a trade-off between the load on the data-plane
(the number of required probe packets for a certain estimation accuracy) and the load on the
control-plane (required accesses). However, our proposed BBT T2 route can clearly balance
the trade-off.
Although we assume the queuing delays on different ports along a terminal path are























Number of probe packets
Unicursal with loss
Unicursal loss & corr
Model 2 with loss
Model 2 loss & corr
BBT T2 with loss
BBT T2 loss & corr
Figure 4.5: Accuracy rate for locating 2 correlated high-delay variance links
We examine this situation in case that 2 high delay variance links are positively correlated
on the packet delays with the correlation coefficient ρ = 0.5 with the existence of packet
losses. Figures 4.5 and 4.6 compare the performance with and without the correlation of
delays between 2 high delay variance links.
From Fig. 4.5, the accuracy of the unicursal route (with a very long terminal path) is
improved in the correlated case. This is because the positive delay correlation between ports
within a segment makes the estimated value of the delay variance of the segment larger
than the true value. This overestimation may introduce a fail-safe checking and increase
the accuracy rate while increasing unnecessary accesses as shown in Fig. 4.6. Whereas,
in Model 2 and BBT T2 with shorter terminal paths, the probability that these 2 corrected
high delay variance links are positioned on the same terminal path is small. Therefore,
the overestimation is small, and the results are similar both in the correlated case and the
uncorrelated (independent) case as shown in Figs. 4.5 and 4.6. This suggests the resiliency
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Unicursal with loss Unicursal loss & corr
Model 2 with loss Model 2 loss & corr
BBT T2 with loss BBT T2 loss & corr
Figure 4.6: Number of accesses for locating 2 correlated high-delay variance links
simulation scenario with packet losses and correlated delays, BBT T2 scheme can locate 2
high delay variance links at an accuracy rate 0.9 with a small number (580) of the probe
packets on the data-plane and a small number (20) of the switch accesses on the control-
plane.
To have a detail view about the impact of packet losses and correlated delays, we inves-
tigate the locating process of the unicursal route with a long single terminal path and the
proposed BBT route scheme. In a real network, if a link is congested or unstable (i.e., its
delay variance is high), its following links of a flow have a high probability of congestion,
and their delays are correlated. Therefore, in this simulation, we assume delays of 2 high
delay variance links are positively correlated. As above discussed, errors in estimation lead
to the underestimation and overestimation. In the underestimation, the OFC may skip out
high delay variance links because estimated values are smaller than true delay variances. On
the other words, high delay variance links could be undetected. In the simulation, we count
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Figure 4.7: Impact of the packet loss and delay correlation in the unicursal route
the other hand, “mis-rate” is the ratio of cases in which the OFC mistakenly detects a normal
link into a high delay variance link to total measurements.
Fig. 4.7 compares the error rates (un-rate and mis-rate) in four cases (with and without
the packet loss and the positive delay correlation) in the unicursal route. With the packet
loss, both mis-rate and un-rate are significantly increased, resulting in a low accuracy of
measurement. About the impact of correlation, since correlated delays happen in 2 high
delay variance links, the mis-rates are not changed with and without the correlation and
enough small in case of no packet loss. On the other hand, because of overestimation on
the delay variances, the un-rate is accidentally but significantly decreased in the correlation
case regardless of the packet loss. Here, since delays of the second high delay variance link
(the following link) are correlated with the first one, the second high delay variance link’s
estimated value is significantly larger than the true value and the threshold. Therefore, the









100 180 260 340 420 500 580 660 740 820 900
BBT T2 with 2 high delay var links
Mis-rate no_loss
Un-rate no_loss
Mis-rate no_loss & corr
Un-rate no_loss & corr
Mis-rate loss
Un-rate loss
Mis-rate loss & corr
Un-rate loss & corr
Figure 4.8: Impact of the packet loss and delay correlation in the BBT route scheme
Fig. 4.8 shows the impact of the packet loss and delay correlation in the BBT T2 route
scheme. There is always an error between the estimated delay variance and the real delay
variance of a link. This error becomes small when the number of probe packets increases.
Therefore, in Fig. 4.8, we can see that both mis-rate and un-rate are small in the large number
of probe packets, and error rates in cases without packet losses are lower than in packet-loss
cases. Furthermore, the threshold also affects the error rates. If the threshold is close to the
real value of high delay variance links, the un-rate easily happens. This is because if the
distance between the threshold and the real delay variance of a link is small and less than
the error in estimating a high delay variance link, and this estimated value is less than the
real value, then the un-rate happens. On the other hand, if the threshold is close to the real
value of normal links, the mis-rate easily happens. In this simulation, the selected threshold
value (h = 25) equals the lower bound of high delay variance links, and it is far from normal
links (moderate and little delay variance links). Therefore, mis-rates become small enough
as the number of probe packets is large, and these mis-rates are smaller than un-rates. In
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correlation cases, the second high delay variance link’s estimated value is almost larger than
the real value because of the correlation with the first one. This leads to an un-detection
in the location of this link being rarely seen, and the total un-rate is decreased. Therefore,
the un-rate in the case with correlation and without packet loss is the smallest in Fig. 4.8.
Note that, in general, the overestimation due to (positive) correlation increases the mis-rate.
However, in our case of Fig. 4.8, this impact is negligible because the threshold is large
enough for normal links.
In summary, the inaccuracy in locating high delay variance links happens because of the
error in estimation and the selected threshold. By increasing the number of probe packets,
we can reduce the estimated error. Besides, depending on how large delay variances we want
to detect (as bad links) and how small delay variances we can ignore (as normal links), an
appropriate threshold should be selected in practical use, which can adjust the mis-rate and
un-rate.
4.5 Summary
Based on our previously proposed framework for monitoring and locating degenerate links
in an OpenFlow network, in this chapter, we presented a method to estimate and locate high
packet delay variance links from arrival time intervals of probe packets. Compared with the
shortest path tree-based route in [37], the new proposal applied an Eulerian cycle-based route
scheme can reduce the number of accesses to switches by reducing the number of terminal
paths while keeping a high accuracy rate by limiting the lengths of terminal paths. The
Eulerian cycle-based route scheme has been shown to be resilient with impacts of the packet




5.1 The Backbone Path Construction of BBT Route
In the BBT route scheme (including BBT-mMH), backbone paths are constructed by using
the Eulerian cycle algorithm after omitting some links if necessary to make the network
consisting of even-degree nodes only. However, we also can construct backbone paths by
using the Eulerian trail algorithm after omitting some links if necessary to make the network
consisting of two odd-degree nodes and other even-degree nodes. An Eulerian trail starts at
an odd-degree node and ends at another odd-degree node.
One possible advantage of the Eulerian cycle-based BBT scheme is a more flexibility
of MH locations for starting backbone paths on a cycle than on a line due to the perfect
symmetricity of cycle. For example, an MH placed at any node on a cycle can have two
equal-length measurement paths covering the cycle (starting the MH node and ending the
opposite node) while an MH placed only at the center node on a line can have two equal-
length measurement paths. On the other hand, despite such a limitation, the Eulerian trail-
based BBT scheme actually reduces the number of omitted links and can be an alternative
way. In particular, for a network with two odd-degree nodes, the Eulerian cycle-based BBT
needs to omit several links among those two nodes while the Eulerian trail-based BBT does
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Figure 5.1: Example of disadvantage in omitting links
not omit any link. For example, in Fig. 5.1, with omitted links as dashed lines connecting
two odd-degree nodes A and L, the remaining network will be disconnected and the process
of building the measurement route becomes more complex, e.g., replacing the omitted links
by a virtual combined node to construct an Eulerian cycle, and recovering the combined
node into real nodes and links to complete the measurement route. Moreover, a number
of tandemly adjacent omitted links may lead to a long terminal path (the path includes the
omitted links). In this example, therefore, it may be reasonable to construct two backbone
paths on an Eulerian trail between nodes A and L.
However, in many cases, similar measurement routes can be finally constructed from the
cycle-based and trail-based ones, and the performance difference is not large. Therefore, in
this dissertation, we focus only on the Eulerian cycle-based BBT scheme. A better combi-
nation or selection of the Eulerian cycle-based and the Eulerian trail-based ones remains as
future work.
5.2 The Backbone Segmentation of BBT Route
In this section, we will discuss issues when designing the route scheme that affect the mea-
surement performance. These are the length of segments and related problems such as the
difference in length of segments, impacts of omitted paths and cut paths on the route scheme.
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Assuming that there is only a high-loss link in a given segment, the average number of
required accesses of a segment is as follows. If the length s of the segment is 2k, k = 1, 2, 3, ...
Fseg = 2 + k. (5.1)
Otherwise,
Fseg ≈ 2 + log2 s. (5.2)
The OFC requests the first and the last ports of this segment. The binary search algorithm is
then used to locate the high-loss link.
Let S be the number of segments. We number (as index) all the segments from 1 to S
so that the index of the first common segment is 1 and the indexes of the branch segments
are S − B + 1, . . . , S − 1, S , respectively. B is also the number of terminal paths. Let si be
the length of the ith segment, and n be the number of links. If the single high-loss link is
randomly located at any link with the same probability 1/n, the average number of accesses
to locate the high-loss link is
FT1 ≈ 1 + B +
s1
n










(1 + log2 si). (5.3)
The number of accesses is the sum of accesses of one root port, B leaf ports, the average
accesses of the segment which has the high-loss link. Since the OFC requested the root port
and all leaf ports when searching on the first common segment and branch segments, only
one port is needed to request.
The length of the segment also decides the number of terminal paths. The shorter seg-
ment length is, the more terminal paths are generated, see Table 5.1. In the table, T1 segx is
the BBT T1 route scheme with the segment length is x, and T2 segx is similar to T1 segx.
An acceptable (maximum) length of terminal paths is determined by the degree of lossiness
of links on the network. In addition, if the length of a segment is long and/or the loss rates
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Table 5.1: Information of terminal paths of BBT route schemes of the topology in
Fig. 3.3c
Paths Average Min Max
Unicursal 1 56 56 56
T1 seg8 4 26 16 32
T2 seg8 4 18 16 20
T1 seg4 7 20 8 32
T2 seg4 8 13 8 16
Paths: Number of terminal paths.
Average: Average length of terminal paths.
Min: The minimum length.
Max: The maximum length.
of lightly lossy links on the segment are not extremely low, the measured loss rate of the
segment may exceed a threshold of high-loss link, which results in more number of accesses
due to a decision error when narrowing high-loss ranges and finally locating high-loss links.
Since the length of a segment is preferably similar among all segments [38], the length of a
segment on the backbone path is a parameter of our route design. However, an appropriate
length of each segment depends on the lossiness of the links, which may be predicted (esti-
mated) based on the past information by constantly monitoring the network. However, this
issue remains a topic for our future work. In general, for massive loss networks, the length
of each segment should be short and vice versa.
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5.3 Implementation Feasibility and Efficiency for Locating
High Delay Variance Links
On implementation feasibility and efficiency, since our scheme needs a new flow entry and
Flowstats function to monitor the statistics of packet arrival time intervals on a specific
flow, we design an extension of OpenFlow both on switch and controller as illustrated in
Fig. 5.2 and Fig. 5.3, where mean squared interval is the average of squared arrival time in-
tervals, mean interval is the average of arrival time intervals, interval counts is the number
of counted intervals, pre seq is a sequence number of the last arrived packet, which is used
to detect packet losses, pre time is a arrival time of the last arrived packet, which is used to
compute an arrival time interval. The additional field is small, and the additional computa-
tion is light-weight. This is because the variance of arrival time interval at an input port is
estimated from two sample means for E[S 2] and E[S ], and they can be computed in an in-
cremental manner by a current sample mean and a new S , i.e., we do not record a sequence
of past S values. The proposed extension was already implemented on Lagopus software
switch [41] and Ryu controller [30] for OpenFlow version 1.3, and tested on Mininet emula-
tor [31].
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Figure 5.2: Extension of FlowStats Reply message
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Figure 5.3: FlowStats in FlowEntry in Lagopus OFS
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Chapter 6
Conclusions and Future Work
6.1 Conclusions
We propose a practical framework for monitoring both directions of all full-duplex links of
an entire OpenFlow-based network to promptly locate degenerate links with a minimized
load on both data-plane and control-plane incurred by the measurement. The framework
introduces a combination of an active measurement by probing multicast packets along a
designed route and a passive measurement by collecting flow-stats of the probing flow at
selected switch ports in an appropriate sequential order to access switches.
In particular, we propose the general framework for monitoring and locating degenerate
links in Chapter 2. Two strongly related features in the monitoring framework are an ap-
propriate multicast route tree designed to flow the probe packets covering an entire network
and an appropriate sequential order of accessing the flow-entries dynamically determined to
selectively collect the necessary flow statistics information in a simple network-tomographic
approach. On the measurement route, we propose and evaluate the shortest path tree-based
route using the Dijkstra’s shortest path algorithm. It includes Model 1 with minimum length
paths, and a variant, Model 2, with fewer terminal paths. Simulation results in locating high-
loss links suggest that the measurement overhead and the route scheme properties have a
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strong relationship. In particular, the number and the lengths of terminal paths affect the
number of required accesses and probe packets to accurately locate high-loss links. How-
ever, both unicursal and shortest path tree-based route schemes cannot intentionally control
the number and the lengths of terminal paths. Therefore, a route scheme with the ability to
change flexibility should be considered.
In Chapter 3, we propose a new route scheme called backbone-and-branch tree route
(BBT) that can adjust the number and lengths of terminal paths on reducing the number of
accesses to switches until locating all degenerate links while keeping a high measurement
accuracy with a small number of probe packets. This route scheme is based on the Eulerian
cycle algorithm to generate backbone paths and reverse branch paths that can cover all links
in both directions. Besides, with the flexibility and symmetricity of the cycle, BBT route
can be constructed from multiple MHs to significantly reduce the length while keeping the
number of terminal paths. From simulation results, our newly proposed route scheme shows
its effectiveness on the high-loss link location.
The BBT route scheme is used in locating not only high-loss links but also high packet
delay variance links. An actively estimation of packet delay variance on each link in an
OpenFlow network is presented in Chapter 4 of this dissertation. A notable feature is that
packet delay variance is estimated based on monitoring arrival time intervals of probe packets
without directly measuring packet delay time over a link. We provide an in-depth evaluation
on how to reduce the load on the control-plane (i.e., the number of accesses to OFSs) while
maintaining an acceptable measurement accuracy with a light load on the data-plane.
Through this dissertation, we showed the effectiveness of the design and the feasibility of
implementation in OpenFlow networks. Although there still remain some issues to be refined
for real-world practical deployment, we believe that our proposed network-assisted frame-





In Chapter 5, some related extensions are discussed. The first one is the backbone path con-
struction. Besides the Eulerian cycle algorithm, the BBT route scheme can use the Eulerian
trail algorithm to generate backbone paths in some special cases. In general, the difference
in the route tree and performance of both algorithms is not large because of the flexibility of
the MH selection. However, in a real network with the limitation of MH location, we should
consider a better combination or selection of the Eulerian cycle-based and the Eulerian trail-
based routes with an optimal set of MHs.
Another discussion is the backbone segmentation in the BBT design. The length of the
segment decides the number of terminal paths and their length. Based on the degree of
lossiness of links, we can determine an acceptable length of path. In general, for massive
loss network, the length of terminal paths should be short and vice versa. Therefore, as a
topic of our future work, we will strive to adaptively optimize schemes for the multicast
probe packet route for flowing on every link and the access order to switches for collecting
flow-stats by reflecting the past measurement results in continuous monitoring scenarios,
e.g., by leveraging machine learning techniques.
The framework was implemented in the Ryu OpenFlow framework and tested on a
Mininet environment. In locating high-loss links, only the minimum standard functions of
OpenFlow is used. To monitor the statistics of packet arrival time intervals on a special
flow, we designed and implemented an extension of OpenFlow both on switch and con-
troller which is not included in the standard functions of OpenFlow. As the next step, our
framework with high loss link monitoring is scheduled for testing on an existing nation-wide
OpenFlow testbed. However, on high delay-variance link monitoring, it cannot be tested on
the real testbed at this moment. When our simple extension of flow-stats gets deployed, the
full potential of our framework can be achieved in real-world OpenFlow networks.
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