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Abstract
The 3D incompressible Euler equation is an important research topic in the mathematical
study of fluid dynamics. Not only is the global regularity for smooth initial data an open issue,
but the behaviour may also depend on the presence or absence of boundaries.
For a good understanding, it is crucial to carry out, besides mathematical studies, high-
accuracy and well-resolved numerical exploration. Such studies can be very demanding in com-
putational resources, but recently it has been shown that very substantial gains can be achieved
first, by using Cauchy’s Lagrangian formulation of the Euler equations and second, by taking
advantages of analyticity results of the Lagrangian trajectories for flows whose initial vorticity is
Ho¨lder-continuous. The latter has been known for about twenty years (Serfati, J. Math. Pures
Appl. 74: 95-104, 1995), but the combination of the two, which makes use of recursion relations
among time-Taylor coefficients to obtain constructively the time-Taylor series of the Lagrangian
map, has been achieved only recently (Frisch and Zheligovsky, Commun. Math. Phys. 326:
499–505, 2014; Podvigina et al., J. Comput. Phys. 306: 320-342, 2016 and references therein).
Here we extend this methodology to incompressible Euler flow in an impermeable bounded
domain whose boundary may be either analytic or have a regularity between indefinite differen-
tiability and analyticity. Non-constructive regularity results for these cases have already been
obtained by Glass et al. (Ann. Scient. E´c. Norm. Sup. 4e se´rie 45: 1-51, 2012). Using the in-
variance of the boundary under the Lagrangian flow, we establish novel recursion relations that
include contributions from the boundary. This leads to a constructive proof of time-analyticity
of the Lagrangian trajectories with analytic boundaries, which can then be used subsequently
for the design of a very high-order Cauchy–Lagrangian method.
Keywords: 3D incompressible Euler equation; ideal fluids in bounded domains; Cauchy
Lagrangian formulation; smoothness of particle trajectories; time-Taylor series; recursion
relations; ultradifferentiable function spaces; Ho¨lder spaces.
AMS: to be completed
1 Introduction
The Cauchy problem for the 3D incompressible Euler equation is known to be well posed in time
when the initial velocity is in Ho¨lder or Sobolev spaces with suitable indexes of regularity. This
was established in the seminal work of Lichtenstein [47, 48] and Gyunter [31, 32] for the case of
the whole space and, of Ebin and Marsden [22] for the case of bounded domains. In other words,
limited initial spatial smoothness is preserved in time, at least for a finite duration. Here is a typical
†Laboratoire J.-L. Lagrange, UCA, OCA, CNRS, CS 34229, 06304 Nice Cedex 4 France (Nicolas.Besse@oca.eu)
‡Laboratoire J.-L. Lagrange, UCA, OCA, CNRS, CS 34229, 06304 Nice Cedex 4 France (uriel@oca.eu)
1
result: Suppose the initial velocity v0 ∈ C
m,γ , with m ∈ N − {0} and 0 < γ < 1 (see, e.g., [1] for
the definition of such Ho¨lder spaces). It needs to be just a little better than C 1 for the existence
of a unique solution v(t, ·) ∈ C m,γ for |t| < T (‖v0‖C m,γ ). Moreover, the solution v(t, ·) has exactly
the same spatial regularity as the initial velocity v0, i.e. if v(t, ·) ∈ C
n,η with n > m and η > γ
for some t > 0, then v0 ∈ C
n,η. Nevertheless, the issue of loss of regularity after a finite time
(blow-up) of solutions for the 3D incompressible Euler equation still remains an open problem.
In Eulerian coordinates, lack of regularity in space also translates into a lack of regularity in
time. For instance, in Ref. [10] are constructed periodic weak solutions of the 3D incompressible
Euler equation, which dissipate the total energy and which belong to the Ho¨lder space of exponent
γ < 1/5 (m = 0), in both space and time. By contrast in Lagrangian coordinates, where one
is focusing on particle trajectories, an initial velocity field with limited smoothness (typically in
Ho¨lder classes with suitable indexes of regularity) launches characteristic curves whose temporal
smoothness (typically in some indefinitely differentiable function classes) widely exceeds the limited
spatial smoothness. These are the kinds of typical statements that we will prove here.
Actually, it was already pointed out in Ref. [22] that the Lagrangian structure can be nicer
than the Eulerian one. For this, it is convenient to use the geometric interpretation [2] of the Euler
equations in Lagrangian coordinates to show that “no loss of derivative occurs”. From a technical
point of view, the simplest way of proving a “no loss of derivative” result is to start from Cauchy’s
Lagrangian formulation of the Euler equation [13, 26]. This leads to a very simple and constructive
proof of time-analyticity of the Lagrangian trajectories [25, 67]. Another recent related work [17],
uses a Lagrangian formulation of the Euler equation to revisit some known results concerning the
decay of the Eulerian analyticity radius in space variables [6, 4, 46, 42, 43, 44, 68] and to show the
persistence of the spatial Lagrangian analyticity radius.
It is of interest to recall how the issue of Lagrangian regularity was tackled so far. The temporal
smoothness of Lagrangian particle paths, was first studied by Chemin ([14]; see also [15]) in Eulerian
coordinates, using a paradifferential approach. He showed that Lagrangian trajectories are C∞–
regular when initial conditions are in the Ho¨lder classes C m,γ (m ∈ N−{0}). Chemin’s proof relies
on the estimate of the repeated action of the material derivative ∂t + v · ∇ on the pressure, which
is expressed via a nonlinear pseudodifferential operator. In Refs. [62, 63, 64], Serfati extended
Chemin’s results to the case of temporal analyticity and spatial Ho¨lder regularity (C m,γ with m ∈
N−{0}). In the spirit of Refs., [9] for an Euclidean space, or [22] for Riemannian manifolds, Serfati
suggested to attack the problem as an abstract ordinary differential equation (ODE) in a complex
Banach space, holomorphic in time. The right-hand side of the ODE is obtained by using the Biot–
Savart-type singular integral representation of the pressure, extended to an analytic functional
on a complex Banach space. This requires a careful analytic extension of the Newtonian potential
singularity on a sector of the n-dimensional complex plane. Serfati proved Banach–space analyticity
of such a functional, and thus its Lipschitz property, by using the Cauchy integral formula and
showing boundedness of the functional in a complex Banach space. More recently, Shnirelman
[65] obtained another analytic abstract ODE formulation in complex Banach spaces, which makes
use of Arnold’s geometric interpretation of the Euler equation [2]. The latter formulation uses the
Biot–Savart-type singular integral representation of the stream-function, and takes advantage of
Cauchy’s vorticity formula in Lagrangian coordinates [13] to obtain a divergence-free representation
of the velocity field and discard the pressure. Serfati [64] and Shnirelman [65] constructed a
time-analytic Lagrangian solution to the ODE by using Picard successive approximations and a
Banach fixed-point argument, like in the proof of the Cauchy–Lipschitz–Picard theorem. Another
temporal analyticity result, which follows the spirit of Chemin’s approach, is found in Ref. [27]. Yet
another approach, applicable to a class of hydrodynamic-like equations with nonlinear and nonlocal
(collective) interactions uses singular integral operators (SIO); its proof makes crucial use of the
Faa` di Bruno formula [23, 33, 18, 38] to deal with successive time derivatives of the composition of
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the SIO kernel function with the flow map [16].
All the previous regularity results were established for fluids without boundaries: either filling
the whole space or with periodic boundary conditions. In the presence of a boundary, using
Eulerian coordinates, Kato [35] showed C∞–regularity in time of the Lagrangian trajectories for
Ho¨lderian classical solutions of the n-dimensional Euler equation in a smooth bounded domain with
a boundary of C∞–regularity. Kato’s approach involved commutators of the material derivative and
of the differential operators arising from the Helmholtz–Hodge decomposition of the vector-valued
Euler equation. For these commutators, Kato obtained key estimates in both the interior of the
domain and — even more important — its boundary. Of course these commutator estimates involve
a representation of the boundary. Specifically the author used successive derivatives of the smooth
function measuring the distance between an interior point to the boundary. Nonlocal features, due
to the pressure term, were tackled by using classical elliptic regularity estimates. Refinements of
Kato’s estimates have recently led to a proof of analyticity in time of the Lagrangian trajectories
for Ho¨lderian classical solution of the 3D Euler equation in the presence of an analytic boundary
[30].
The various methods we have briefly reviewed above are not constructive in the following sense:
they cannot be used to construct a high-order numerical scheme for integrating the Euler equation
in either Eulerian or Lagrangian coordinates. A constructive approach follows from Cauchy’s [13]
Lagrangian formulation. As shown in Refs. [13] this formulation leads to simple recursion relations
among the time-Taylor coefficients of the Lagrangian flow application mapping initial fluid particle
positions to current ones. It is then possible not only to prove time-analyticity, but also to construct
efficiently very accurate solutions to the Euler equation [56]. Here, we note that the terminology
“recursion relation” is borrowed from the perturbation theory, as used in cosmology for over twenty
years (see, e.g., [7] and references therein).
It is our main goal to show that such a constructive method can be extended to Euler flow
with a boundary. The outline of the paper is as follows. In Sec. 2, we introduce our notation and
define our functional framework (Sec. 2.1). Then, in Sec. 2.2 we state our main result, namely
Theorem 2, a corollary of which is time-analyticity. In Sec. 3, we present the proof of Theorem 2
in two steps. First, in Sec. 3.1 we construct the time-Taylor coefficients by solving a sequence of
non-homogeneous Dirichlet and Neumann boundary value problems. The boundary conditions on
these are given by boundary recursion relations stemming from the preservation of the boundary
by the Euler flow (impenetrability). Then, in Sec. 3.2, we deal with convergence issues and obtain
bounds (e.g. in Ho¨lder spaces) for time-Taylor coefficients, from which the proof of Theorem 2
follows. Sec. 4 is devoted to concluding remarks and to discussing open problems.
2 Smoothness of trajectories for an incompressible ideal fluid in
a bounded domain
In this section, we first define some notation and functional spaces. Then, we state our main
theorem. Actually, our functional framework consists of different classes of indefinitely differentiable
functions, that encompass analytic, quasi-analytic, and non-quasi-analytic classes. We will perform
our study in a general ultradifferentiable class [8, 60, 50, 37] that we call the “log-superlinear
Faa`-di-Bruno” class.
2.1 Notation and functional framework
LetN∗ be the positive numbers of the set of natural integers N. For a multi-index α = (α1, . . . , αd) ∈
N
d and x = (x1, . . . , xd) ∈ R
d, we use the standard notation α! := α1! . . . αd!, |α| := α1 + . . .+ αd
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and xα := xα11 . . . x
αd
d . We use ∂i := ∂/∂xi, ∂
α := ∂α11 . . . ∂
αd
d , and we write D
sf for the s-th
Fre´chet (functional) derivative of f .
We start with some definitions for ultradifferentiable classes, a generalization of Gevrey classes
[52, 50]. Let U be a domain in Rd and let B be a Banach space endowed with the norm ‖ · ‖B.
Let f : U −→ B be an infinitely Fre´chet-differentiable map. Then the s-th Fre´chet derivative of f ,
Dsf : U −→ Ls(U × . . . × U,B), is an element of Ls(U × . . . × U,B), the set of s-linear bounded
or continuous maps from U × . . . × U to B. The space Ls(U × . . . × U,B) is endowed with the
standard operator norm 9 · 9 := ‖ · ‖Ls(U×...×U,B).
LetM := {Ms}s≥0 be a sequence of positive numbers. The ultradifferentiable class C{M}(U ;B)
is defined as the set of infinitely Fre´chet-differentiable functions f : U −→ B such that for any
compact set K ⊂ U there exist constants (depending on f) Rf , Cf such that for all s ∈ N,
sup
x∈K
9Dsf(x)9 ≤ CfR
−s
f Ms. (1)
The class C{M} is invariant under multiplication by a constant, i.e. C{λM}(U ;B) = C{M}(U ;B)
for λ > 0. There exists a fairly large set of ultradifferentiables functions [52, 60, 37]. Here we choose
a class that we call the “log-superlinear Faa`-di-Bruno” (LSL–FdB in short) class. It involves a
sequence of weights M := {Ms/s!}s≥0 (and M0 =M0), in terms of which we have the following
Definition 1 The log-superlinear Faa`-di-Bruno class is the set of functions satisfying (1) with the
following restriction on the weights:
i) differentiation stability:
∃ Cd > 0 : Mk+1 ≤ C
k
dMk, ∀k ∈ N. (2)
ii) log-superlinearity:
MkMℓ ≤M0Mk+ℓ, ∀k, ℓ ∈ N. (3)
iii) (FdB)-stability:
∃ 0 < CFdB ≤ 1 | ∀αi ∈ N
∗, α1 + . . .+ αℓ = k : MℓMα1 . . .Mαℓ ≤ C
k
FdBMk. (4)
A few remarks are now in order.
Remark 1 Using the Leibniz differentiation rules, log-superlinearity implies that the class C{M}(U ;B)
is an algebra with respect to pointwise multiplication. Using the Faa` di Bruno formula [23, 33, 18,
38], (FdB)-stability implies stability under composition in the class C{M}(U ;B) (see the proof of
Proposition 3.1 of Ref. [57]). Finally, the differentiability stability property implies closure under
differentiation in C{M}(U ;B) [60, 50, 37].
Remark 2 Let us observe that this class is slightly larger than the log-convex class used in Ref.
[30], in which the weights satisfy the following equivalent properties:
1. k 7−→ logMk is convex.
2. M2k ≤Mk−1Mk+1, ∀k ∈ N.
3. The sequence {Ms+1/Ms}s≥0 is nondecreasing.
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It is straightforward to show that log-convexity implies log-superlinearity (3) but the converse does
not hold. Moreover, it is shown in Lemma 2.2 of Ref. [57] (see also [58, 39]) that log-convexity
implies (FdB)-stability with an (FdB)-stability constant CFdB = max{1, M1}. Since the class
C{M} is invariant under multiplication by a constant, we can normalize the sequenceM = {Mk}k≥0
by an arbitrary positive constant. Therefore, dividing M by M1 implies CFdB = max{1, M1} = 1.
In other words log-convexity implies (FdB)-stability (4). Let us note that usually in the literature
[8, 60, 50, 37, 66, 39, 40, 41, 57, 58], ultradifferentiable classes assume log-convexity in order to
achieve stability under composition. We refer the reader to [57, 58] and references therein for a
discussion of the role of log-convexity in achieving stability under composition.
Remark 3 Some well-known classes of functions belong to the LSL–FdB class. The first one
is the analytic functions class which corresponds to Mk = 1 (e.g. [52, 12]). The second one
is the Gevrey class (see, e.g., [52, 50] and references therein) which corresponds to Mk = (k!)
r
with r > 0. In the usual technical sense, the former is also quasi-analytic and the latter is not
[61, 8, 34, 66, 39, 40] (see also [41]). Recall that ultradifferentiable classes are divided into quasi-
analytic and non-quasi-analytic classes, depending on whether the map to infinite Taylor expansions
is injective on the class or not (see, e.g., [66, 39, 40]). Denjoy [20] and Carleman [11] have given
some criteria for distinguishing quasi-analytic classes from non-quasi-analytic ones. Typically, the
Denjoy–Carleman theorem [20, 11] states that C{M}(U ;B) lacks quasi-analyticity if and only if∑
k≥0Mk/Mk+1 < ∞ (see, e.g., [61, 34, 37, 66, 39, 40] for contemporary proofs). We refer the
reader to [8, 60, 37, 34, 61, 66, 39, 40, 41] and references therein for establishing various equivalent
Denjoy–Carleman-type criteria.
The ultradifferentiable framework will be used here for studying the regularity in time. It
remains to choose a functional space to measure the regularity in space of the initial data, i.e.
the regularity with respect to the Lagrangian spatial variable. Two requirements are needed for
this functional space. First, as we shall see, it must be an algebra with respect to the pointwise
multiplication. Second, it must be compatible with local-in-time well-posedness results of the 3D
incompressible Euler equation (see Theorem 1 below). For convenience, we choose Ho¨lder spaces,
but our proof can be extended, for instance, to Sobolev and Besov spaces (with suitable indexes of
regularity), or ultradifferentiable spaces (e.g., analytic functions). We recall the definition of the
Ho¨lder spaces C m,γ used here and an associated basic property. Let Ω be a bounded domain in Rd
with d ≥ 1. Let C m(Ω) be the space of m times continuously differential functions on the closure
Ω, equipped with the norm
‖f‖m ≡ ‖f‖C m(Ω) := max
0≤|α|≤m
sup
x∈Ω
|∂αf(x)|.
For 0 < γ < 1 andm ∈ N, the Ho¨lder space C m,γ(Ω) is defined as the subspace of C m(Ω) consisting
of those functions f for which, for 0 < |α| ≤ m, ∂αf satisfies in Ω a Ho¨lder condition of exponent
γ. The space C m,γ(Ω) is endowed with the norm
‖f‖m,γ ≡ ‖f‖C m,γ(Ω) := ‖f‖m + max
0≤|α|≤m
sup
x,y∈Ω
x 6=y
|∂αf(x)− ∂αf(y)|
|x− y|γ
.
The space C m,γ(Ω) is an algebra with respect to the pointwise multiplication (see, e.g., Chapter 4
of [51], or Chapter 4 of [28]), i.e. there exists a constant Ca := Ca(m), which depends on m, but is
independent of γ, such that
‖fg‖m,γ ≤ Ca‖f‖m,γ‖g‖m,γ , ∀f, g ∈ C
m,γ(Ω). (5)
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Finally we introduce the notation D′(Ω) for the space of (Schwartz) distribution on Ω. The space
D′(Ω) is defined in a standard way as the topological dual of the space of indefinitely differentiable
functions with compact support on Ω.
2.2 Main theorem
Before tackling issues of Lagrangian time analyticity and variants thereof, we state a key result of
Kato about the initial-value Euler problem in the presence of a boundary [35]. Kato’s result applies
in particular to an incompressible ideal fluid filling a bounded simply connected regular domain
Ω ⊂ R3, as we shall assume throughout this paper. The relevant equations (so far in Eulerian
coordinates) are:
∂tv + (v · ∇)v +∇p = 0, x ∈ Ω, t ∈]− T, T [ (6)
∇ · u = 0, x ∈ Ω, t ∈]− T, T [ (7)
v|t=0 = v0, x ∈ Ω (8)
v · ν = 0, x ∈ ∂Ω, t ∈]− T, T [. (9)
Here v is the velocity, p the pressure and ν the outer normal at the impermeable boundary ∂Ω.
We then have the following
Theorem 1 (Kato [35]). Suppose that (v, p) is a solution of (6)–(9), where v ∈ C
(
]0, T [;C 1,γ(Ω)
)
with γ ∈ (0, 1), and p ∈ D′(]0, T [×Ω). Then we have, for all s ∈ N∗,
(∂t + v · ∇)
sv ∈ C
(
]0, T [;C 1,γ(Ω)
)
, ∇(∂t + v · ∇)
s−1p ∈ C
(
]0, T [;C 0,γ(Ω)
)
, (10)
and
‖(∂t + v · ∇)
sv(t)‖1,γ + ‖∇(∂t + v · ∇)
s−1p(t)‖0,γ ≤ Cs‖v(t)‖
s+1
1,γ , ∀t ∈]0, T [, (11)
where Cs are constants depending on γ, s and Ω.
Remark 4 We choose here the Ho¨lder space C 1,γ(Ω) but, of course, Kato’s theorem also holds
for Ho¨lder spaces C m,γ(Ω) with m ≥ 1 (see [35]). Theorem 1 relies on existence, uniqueness
and regularity properties of the local-in-time classical solution of the Euler equations (6)–(9) in
Ho¨lder spaces (see, e.g., Theorem I of [36]) with initial condition v0 ∈ C
1,γ(Ω) and such that
T = C∗(Ω)/‖v0‖C 1,γ(Ω). Moreover, Theorem 1 can be extended for, say, initial conditions in any
Sobolev space Hs(Ω) with s > 5/2 and any inhomogeneous Besov space Bsp,q(Ω), with 1 ≤ p, q ≤ ∞
and with s > 3/p + 1 or s ≥ 3/p + 1 if q = 1, so that Bsp,q(Ω) is continuously embedded in the
Lipschitz space Lip(Ω) (see [21]). Let us recall that it is still not known whether the classical
solutions of Theorem 1 remain smooth for all times or “blow-up” in finite time. Let us also point
out the recent work by Bardos and Titi [5] showing that the 3D Euler equations are not well-posed
in the Ho¨lder spaces C 0,γ(Ω) for γ ∈ (0, 1).
For the statement of our main theorem we need to introduce the Lagrangian map X defined on
]− T, T [×Ω by
∂tX(t, a) = v(t,X(t, a)) and X(0, a) = a. (12)
The Lagrangian map X(t, ·) : Ω −→ Ω can been seen as a continuous one-parameter group of
volume and orientation preserving diffeomorphisms defined on Ω [2]. Fields expressed in terms of
the Lagrangian label a and time t are said to be given in Lagrangian coordinates. The Lagrangian
gradient, with respect to a, is denoted ∇L and its components ∂Li .
The main result of this paper states roughly that the smoothness of the Lagrangian characteristic
curves is only limited by the smoothness of the domain boundary. More precisely, we have
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Theorem 2 Assume that the hypotheses of Theorem 1 hold, and in addition that the boundary
∂Ω belongs to C{M}, where M := {s!Ms}s≥0, with the sequence {Ms}s≥0 satisfying Definition 1
(log-superlinear Faa`-di-Bruno class). Then there exists a time T = C∗(Ω)/‖v0‖C 1,γ(Ω) such that
the Lagrangian map X satisfies
X ∈ C{M}
(
]− T, T [;C 1,γ(Ω)
)
.
From Theorem 2 we infer, by specializing to M = {s!}s≥0 or, equivalently to Ms = 1, ∀s ≥ 0,
the following analyticity
Corollary 1 Assume that the hypotheses of Theorem 2 hold. If the boundary ∂Ω is analytic (resp.
Gevrey of order r > 0), then Lagrangian map X is analytic (resp. Gevrey of order r > 0) from
]−T, T [ to C 1,γ(Ω). For the analytic case, the Lagrangian map X admits a convergent time-Taylor
expansion around time t = 0.
3 Proof of Theorem 2
Here, we give a proof of Theorem 2, divided into two steps. Sec. 3.1 is devoted to a recursive
construction of a solution, for the Lagrangian map, as a formal time-Taylor expansion, without
specifying any functional setting. The second step (Sec. 3.2) is dedicated to convergence issues of
such formal time-expansions within the functional framework defined in Sec. 2.1.
3.1 Construction of a solution as a formal time series
Our starting point is not the usual Eulerian formulation of the Euler equations (6)–(9) for incom-
pressible ideal fluid, but a little-known Lagrangian formulation due to Cauchy [13], together with
the incompressibility condition and the preservation by the Lagrangian flow of a prescribed rigid
boundary ∂Ω, represented by the equation S(x) = 0 (S : R3 → R being a map of appropriate
regularity). The relevant equations are:
3∑
k=1
∇LX˙k(t, a)×∇
LXk(t, a) = ω0(a), ∀a ∈ Ω, (13)
det(∇LX(t, a)) = 1, ∀a ∈ Ω, (14)
S(X(t, a)) = 0, ∀a ∈ ∂Ω. (15)
Here, the Lagrangian variable X (resp. a) stands for the current (resp. initial) Lagrangian position
of fluid particules. The initial vorticity ω0 is defined as usual, i.e. ω0 = ∇
L × v0, where ∇
L
denotes the gradient in the Lagrangian variables. The dot denotes the Lagrangian time derivative,
while ∇LX stands for the Jacobian matrix with entries ∂Li Xj . The left-hand-side of (13), which is
obviously time-invariant, is usually referred to as the “Cauchy invariants.”
Now, we observe that the assumptions of our Theorem 2 are always stronger than those of
Kato’s Theorem 1, given in Section 2.2. Thus, the initial velocity is at least C 1,γ and the boundary
∂Ω has at least C∞ regularity, from which follows that the Lagrangian map is C∞ in time. The
recursion relations among time-Taylor coefficients derived below could be obtained from the basic
Lagrangian equation (13)–(15) by successive time-differentiations and use of standard relations such
as the Faa` di Bruno formula for differentiation of compositions. This procedure can be somewhat
algebraized by using formal time-Taylor series without worrying about convergence issues. Indeed,
as we shall see, the relations we will obtain always involve a finite number of terms. Of course,
once we address issues such as analyticity, studying the convergence of such formal series becomes
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important. This will however be postponed to Sec. 3.2, where we will derive various functional
estimates.
For the implementation, it is convenient, following Refs. [25, 67], to introduce the displacement
field ξ = ξ(t, a) = X − a, in terms of which, (13)–(14) become
∇L × ξ˙ +
∑
1≤k≤3
∇Lξ˙k ×∇
Lξk = ω0, (16)
∇L · ξ +
∑
1≤i<j≤3
(
∂Li ξi∂
L
j ξj − ∂
L
i ξj∂
L
j ξi
)
+ det(∇Lξ) = 0. (17)
We now use the formal Taylor series for the displacement
ξ(t, a) =
∑
s>0
ξ(s)(a)ts. (18)
Substituting (18) into (16)–(17) and collecting terms of the same power s > 0, we obtain, after a
symmetrization of the sums
∇L × ξ(s) = ω0δ1s −
1
2
∑
1≤k≤3
0<m<s
2m− s
s
∇Lξ
(m)
k ×∇
Lξ
(s−m)
k (19)
∇L · ξ(s) =
∑
1≤i<j≤3
0<m<s
(
∂Li ξ
(m)
j ∂
L
j ξ
(s−m)
i − ∂
L
i ξ
(m)
i ∂
L
j ξ
(s−m)
j
)
−
1
6
∑
l+m+n=s
εijkεabc∂
L
i ξ
(l)
a ∂
L
j ξ
(m)
b ∂
L
k ξ
(n)
c . (20)
Here, εijk stands for the unit antisymmetric tensor and δij is the Kronecker symbol. In (20),
repeated indices are implicity summed over.
We observe that (19)–(20), which prescribe the Lagrangian curl and divergence of ξ(s), constitute
a Helmholtz–Hodge problem (see, e.g., [24, 29, 3]). This is the point where it is essential to handle
the boundary conditions, stemming from (15). Indeed, the 3D Helmholtz–Hodge decomposition of
the vector field ξ(s) consists in expressing it as follows:
ξ(s) = ∇Lϕ(s) + ∇L × Φ(s), in Ω, (21)
where ϕ(s) (resp. Φ(s)) is the scalar (resp. vector) potential (see, e.g., [24, 29, 3]). Without loss of
generality one can assume the gauge condition
∇L · Φ(s) = 0, in Ω. (22)
By taking the divergence and the curl of (21) and using (22), it is found that the scalar potential ϕ(s)
and the vector potential Φ(s) satisfy, in the interior of Ω, the following non-homogeneous Poisson
equations
∆Lϕ(s) = ∇L · ξ(s), ∆LΦ(s) = −∇L × ξ(s), in Ω, (23)
where ∆L is the Lagrangian Laplacian. An important observation is that the boundary traces of the
scalar potential ϕ(s) and of the vector potential Φ(s) on ∂Ω are obtainable from the flow-invariance
of the boundary, expressed by the constraint (15). Indeed, for a given a ∈ ∂Ω, let us define
f(t) = S(X(t, a)), (24)
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which has to vanish, since X(t, a) remains on ∂Ω. We now expand (24) in a (possibly formal)
time-Taylor series,
f(t) =
∑
s≥0
f (s)(0)
ts
s!
, ∀a ∈ ∂Ω, (25)
where the s-th derivative f (s)(0) can be expressed by using the Faa` di Bruno formula [23, 33, 18]:
f (s)(0) = s!
∑
1≤|β|≤s
∂βS(a)
s∑
i=1
∑
Pi(s,β)
i∏
j=1
(ξ
(ℓj)
1 )
kj1
kj1!
(ξ
(ℓj)
2 )
kj2
kj2!
(ξ
(ℓj)
3 )
kj3
kj3!
, (26)
for s > 0 and f(0) = S(a) = 0. In (26) the set Pi(s, β) is given by
Pi(s, β) =
{
(ℓ1, . . . , ℓi), (k1, . . . , ki); 0 < ℓ1 < . . . < ℓi;
|kj | > 0, j ∈ [1, i];
i∑
j=1
kj = β,
i∑
j=1
|kj |ℓj = s
}
. (27)
From (25)–(26) we infer the relations
ξ(s)(a) · ∇S(a) = −
∑
1<|β|≤s
∂βS(a)
s∑
i=1
∑
Pi(s,β)
i∏
j=1
(ξ
(ℓj)
1 )
kj1
kj1!
(ξ
(ℓj)
2 )
kj2
kj2!
(ξ
(ℓj)
3 )
kj3
kj3!
, ∀q ∈ ∂Ω, (28)
which play a key role in obtaining recursion relations for the Taylor coefficients ξ(s). Let us already
observe that the right-hand side of (28) involves only Taylor coefficients of order less than s. This
follows from the definition (27) of the multi-index set Pi(s, β).
Using (28) and the Helmholtz–Hodge decomposition (21)–(23), we shall now show that the
determination of the Taylor coefficient ξ(s), knowing all those of lower order, reduces to a vector-
valued non-homogeneous Dirichlet problem and to a non-homogeneous Neumann problem. Let
us first note that ν, the normal vector to the boundary ∂Ω, may be expressed in terms of the
defining-boundary map S as
ν =
∇S
|∇S|2
, (29)
where | · |2 is the Euclidean norm and |∇S|2 > 0. Thus the left-hand side of (28) is expressed in
terms of the normal component of the Taylor coefficient of order s. Upon using (21), we obtain a
surface condition involving both the scalar potential ϕ(s) and the vector potential Φ(s). We choose
to impose the vanishing of the vector potential Φ(s) on ∂Ω; this implies the vanishing of ν ·∇L×Φ(s).
In this way the equations for the two potential decouple and take the following form. The scalar
potential ϕ(s) satisfies the non-homogeneous Neumann boundary value problem{
∆Lϕ(s) = ∇L · ξ(s) in Ω
∂Lν ϕ
(s) = ξ(s) · ν on ∂Ω,
(30)
where it is understood that the right-hand sides of (30) are taken from (20) and (28)–(29), and
thus involve only Taylor coefficients {ξ(s)}0≤s≤s−1. As to the vector potential Φ
(s), it satisfies the
non-homogeneous Dirichlet boundary value problem{
∆LΦ(s) = −∇L × ξ(s) in Ω
Φ(s) = 0 on ∂Ω,
(31)
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where the right-hand side of (31) is given by (19).
It is straightforward to solve the Helmholtz–Hodge decomposition (21) at the order s = 1.
Indeed, from (19) we obtain that ∇L × (ξ(1) − v0) = 0, which implies that there exists a function
f such that ∇Lf = ξ(1) − v0. Then, from (20) we obtain that ∇
L · ξ(1) = 0, which together with
the initial incompressibility condition ∇ · v0 = 0 implies ∆
Lf = ∇L · (ξ(1) − v0) = 0. Adding
the consistent homogeneous Neumann condition ν · ∇Lf = 0 on ∂Ω, to the homogeneous Laplace
equation ∆Lf = 0 in Ω, we obtain f = 0 in Ω, i.e.
ξ(1) = v0. (32)
This is the starting point of the recursive procedure for the Taylor coefficients.
A few remarks are now in order.
Remark 5 It is standard to prove existence and uniqueness (sometimes up to an additive constant)
of the non-homogeneous Dirichlet and Neumann boundary value problems, when the right-hand side
and the boundary terms are in suitable functional spaces. Such issues are postponed to Sec. 3.2,
where we use such spaces for obtaining a priori estimates.
Remark 6 We have assumed, for convenience that Φ(s) = 0 at the boundary. There are other
possible choices (see, e.g., [29, 3]), but it is not difficult to show from (19)–(20) and (28) that all
lead to the same solution ξs.
Remark 7 We have used a representation of the boundary ∂Ω by the vanishing of some map S.
This is definitely not unique. Furthermore the map S may be defined either only on the neighborhood
of ∂Ω or more globaly [9, 35]. Will these choices lead to the same time-Taylor coefficients ? This
can be proved indirectly using Kato’s Eulerian classical solution [36], but it would be useful to have
a direct Lagrangian proof.
3.2 Convergence analysis of the formal time series
Here, we prove that the Lagrangian map X is time-ultradifferentiable in the log-superlinear Faa`
di Bruno class C{M}
(
]− T, T [;C 1,γ(Ω)
)
, defined in Sec. 2.1. As a by-product, we obtain the
convergence of the time-Taylor expansion (18) of the Lagrangian map X, which was explicitly
constructed in Sec. 3.1.
Let us introduce the generating function
ζ(t) =
∑
s>0
‖ξ(s)‖1,γ M
−1
s t
s. (33)
Then, showing that X ∈ C{M}
(
]− T, T [;C 1,γ(Ω)
)
for some T > 0 is equivalent to proving that
ζ(t) is uniformly bounded on ] − T, T [, or that the right-hand side of (33) converges uniformly on
]−T, T [. To simplify the exposition, we first prove Theorem 2 for initial data that are analytic in the
space variable but, nevertheless, as we shall see, we will obtain a priori estimates that depend only
on ‖v0‖1,γ . This is in fact enough for obtaining the general result, since by standard approximation
methods, we can regularize v0 to render the initial data analytic in space. Then, from results of
Refs. [6, 4, 19], we obtain a unique solution that is analytic in time and space for some time. In
particular, the displacement ξ is analytic both in time and space and thus the time-Taylor series
(33) converges in a non-empty disk. Then, it will be clear from the proof below that the estimates
are uniform for the regularized solution. We thus can pass to the limit, keeping the desired a priori
estimates by standard arguments, eventually being able to handle initial data v0 ∈ C
1,γ(Ω).
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Let us now derive the a priori estimates. For this we will use Schauder’s regularity estimates in
Ho¨lder spaces for the non-homogeneous Neumann and Dirichlet boundary value problems, needed
to solve the Helmholtz–Hodge decomposition problems that appear in the previous section. Specif-
ically, for the Dirichlet problem we shall use the Ho¨lder estimates found in Refs. [45, 53, 28]. As to
the more delicate Neumann problem, there are results using Sobolev spaces in Refs. [45, 49, 28],
but for the Ho¨lder case we shall use the recent result of Nardi [54].
We now wish to estimate, in the space C1,γ , the Taylor coefficient ξ(s) of order s, given by the
Helmholtz–Hodge decomposition (21). For this, we need C2,γ estimates on the potentials ϕ(s) and
Φ(s), solutions of the Neumann problem (30) and the Dirichlet problem (31). The aforementioned
estimates imply that there exist two constants CD = CD(Ω, γ) and CN = CN(Ω, γ) such that
‖ξ(s)‖1,γ ≤
∥∥∥∇Lϕ(s)∥∥∥
1,γ
+
∥∥∥∇L × Φ(s)∥∥∥
1,γ
≤ Cnum
(∥∥∥ϕ(s)∥∥∥
2,γ
+
∥∥∥Φ(s)∥∥∥
2,γ
)
≤ CDN
(∥∥∥∇L · ξ(s)∥∥∥
0,γ
+
∥∥∥∇L × ξ(s)∥∥∥
0,γ
+
∥∥∥ξ(s) · ν∥∥∥
1,γ
)
, (34)
where CDN := Cnummax{CD, CN} and Cnum is a pure numerical constant. Let us note that the
operators ∂Li ∂
L
j ∆
−1
L and εikℓ∂
L
j ∂
L
k∆
−1
L (·)ℓ are Caldero´n-Zygmund operators of degre zero, which
are continuous endomorphisms in the homogeneous Ho¨lder space C0,γ(Ω), with a γ-depending
continuity constant varying as 1/γ (see, e.g., Chapter 4 of [51], or Chapter 4 of [28]). Therefore,
the constants CD and CN, and consequently CDN vary in γ as 1/γ. We then must estimate the
right-hand side of (34). Using the algebra property (5) and the superlinearity property (3), we find
that the divergence of ξ(s), given by the right-hand side of (20), has the following bound∥∥∇L · ξ(s)∥∥
0,γ
Ms
≤ 6CaM0
∑
0<m<s
‖ξ(m)‖1,γ
Mm
‖ξ(s−m)‖1,γ
Ms−m
+6C2aM
2
0
∑
l+m+n=s
‖ξ(l)‖1,γ
Ml
‖ξ(m)‖1,γ
Mm
‖ξ(n)‖1,γ
Mn
,
where Ca is appearing in the algebra bound (5). It follows that∑
s>0
∥∥∥∇L · ξ(s)∥∥∥
0,γ
M−1s t
s ≤ 6CaM0
(
ζ2 +CaM0ζ
3
)
. (35)
In an exactly similar way we can bound the curl of ξ(s), given by the right-hand side of (19):∥∥∇L × ξ(s)∥∥
0,γ
Ms
≤
1
M1
‖ω0‖0,γδ1s +
3
2
CaM0
∑
0<m<s
‖ξ(m)‖1,γ
Mm
‖ξ(s−m)‖1,γ
Ms−m
,
so that ∑
s>0
∥∥∥∇L × ξ(s)∥∥∥
0,γ
M−1s t
s ≤
1
M1
‖ω0‖0,γt+
3
2
CaM0ζ
2. (36)
Multiplying (34) by M−1s t
s, summing the result over the index s, and using (35)–(36), we then
obtain
ζ(t) ≤ CDN
(
15
2
CaM0ζ
2(t) + 6C2aM
2
0 ζ
3(t) +
1
M1
‖ω0‖0,γt+
∑
s>0
‖ξ(s) · ν‖1,γ M
−1
s t
s
)
. (37)
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It remains to control the boundary term in the left-hand side of (37). Since we assumed S ∈
C{M}(∂Ω;R), there exist two constants CS and RS such that∥∥∥∂βS∥∥∥
L∞
≤ CSR
−|β|
S |β|!M|β|. (38)
Let us define
C∇S :=
∥∥|∇S(q)|−12 ∥∥1,γ .
Then, using (28)–(29), (5) and (38), we obtain
‖ξ(s) · ν‖1,γ
Ms
≤ CaC∇S‖ξ
(s) · ∇S‖1,γM
−1
s
≤ C∇S
∑
1≤|β|≤s
(
Ca
RS
)|β|+1 CS
RS
(|β| + 2)!
M|β|+2
Ms
s∑
i=1
∑
Pi(s,β)
i∏
j=1
‖ξ(ℓj)‖
|kj |
1,γ
kj !
≤ C∇S
CS
RS
∑
1≤|β|≤s
(
Ca
RS
)|β|+1
(|β| + 2)(|β| + 1)|β|!
M|β|+2
M|β|+1
M|β|+1
M|β|
s∑
i=1
∑
Pi(s,β)
M|β|M
|k1|
ℓ1
. . .M
|ki|
ℓi
Ms
i∏
j=1
(
‖ξ(ℓj )‖1,γ
Mℓj
)|kj |
1
kj !
. (39)
It is now convenient to use the notation
α1 := ℓ1, . . . , α|k1| := ℓ1, α|k1|+1 := ℓ2, . . . , α|k1|+|k2| := ℓ2, . . . , α|k1|+...+|ki| := ℓi,
in terms of which we have
M
|k1|
ℓ1
. . . M
|ki|
ℓi
= Mα1 . . . Mα|k1|Mα|k1|+1 . . . Mα|k1|+|k2| . . . Mα|k1|+...+|ki|
= Mα1 . . . Mα|β| . (40)
Using (40) and (33), equation (39) becomes
‖ξ(s) · ν‖1,γ
Ms
≤ Ca
CS
RS
C∇S
RS
∑
1≤|β|≤s
(|β|+ 2)(|β| + 1)
(
Ca
RS
)|β|
|β|!
M|β|+2
M|β|+1
M|β|+1
M|β|
s∑
i=1
∑
Pi(s,β)
M|β|Mα1 . . .Mα|β|
Ms
i∏
j=1
(
∂ℓjζ(0)
)|kj |
kj !(ℓj !)|kj |
. (41)
On the one hand, the differentiability property (2) leads to
M|β|+2
M|β|+1
M|β|+1
M|β|
≤ C
2|β|+1
d . (42)
On the other hand, the FdB-stability property (3) leads to
M|β|Mα1 . . .Mα|β|
Ms
≤
Mα1+...+α|β|
Ms
≤ 1. (43)
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From (42)–(43), estimate (41) becomes
‖ξ(s) · ν‖1,γ
Ms
≤ CaCd
CS
RS
C∇S
RS
(s+ 2)(s + 1)
s!
s!
∑
1≤|β|≤s
(
CaCd
RS
)|β|
|β|!
s∑
i=1
∑
Pi(s,β)
i∏
j=1
(
∂ℓjζ(0)
)|kj |
kj !(ℓj !)|kj |
≤ CaC
2
d
CS
RS
C∇S
RS
(s+ 2)(s + 1)
s!
s!
∑
1≤|β|≤s
(∂βG)(0, 0, 0)
s∑
i=1
∑
Pi(s,β)
i∏
j=1
(
∂ℓjζ(0)
)|kj|
kj !(ℓj !)|kj |
, (44)
where the map G : R3 → R is defined by
G(x1, x2, x3) =
3∏
i=1
(
1−
CaC
2
d
RS
xi
)−1/3
,
and satisfies
(∂βG)(0, 0, 0) = ∂|β|z G(z, z, z)|z=0 = |β|!
(
CaC
2
d
RS
)|β|
.
Setting
g(s)(0) := s!
∑
1≤|β|≤s
(∂βG)(0, 0, 0)
s∑
i=1
∑
Pi(s,β)
i∏
j=1
(
∂ℓjζ(0)
)|kj |
kj !(ℓj !)|kj |
,
CdaS := CaC
2
d
CS
RS
C∇S
RS
, C−1Sad :=
CaC
2
d
RS
, (45)
and using the Faa` di Bruno formula, we can rewrite (44) as
∑
s>0
‖ξ(s) · ν‖1,γM
−1
s t
s ≤ CdaS
∑
s>0
(s+ 2)(s + 1)
g(s)(0)
s!
ts
≤ CdaS
d2
dt2
(
t2g(t)
)
≤ CdaS
d2
dt2
(
t2G (ζ(t), ζ(t), ζ(t))
)
≤ CdaS
d2
dt2
(
t2
1− C−1Sad ζ(t)
)
. (46)
Combining (37) and (46), we obtain the final a priori estimate
ζ(t) ≤ CDN
(
15
2
CaM0ζ
2(t) + 6C2aM
2
0 ζ
3(t) +
1
M1
‖ω0‖0,γt+ CdaS
d2
dt2
(
t2
1− C−1Sad ζ(t)
))
,
which we rewrite as
d2
dt2
(
t2
C−1Sad ζ(t)− 1
)
≤ h(t), (47)
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where
h(t) := C−1daS
(
6C2aM
2
0 ζ
3(t) +
15
2
CaM0ζ
2(t)− C−1DNζ(t) +
1
M1
‖ω0‖0,γt
)
=
d2
dt2
(∫ t
0
(t− τ)h(τ)dτ
)
.
Twice integrating the differential inequality (47), and assuming that 1− C−1Sad ζ(t) ≥ 0, for the time
being, we obtain
−1 ≤
(
1− C−1Sad ζ(t)
) 1
t2
∫ t
0
h(τ)dτ.
A sufficient condition for this differential inequality to hold is to have simultaneously
1− C−1Sad ζ(t) ≥ 0, and Q(ζ) := 6C
2
aM
2
0 ζ
3(t) +
15
2
CaM0ζ
2(t)−C−1DNζ(t) + Γ(t) ≥ 0, (48)
where we have set Γ(t) := (‖ω0‖0,γ/M1) t. The discriminant of the cubic polynomial Q(ζ),
∆ :=
1
54C6aM
6
0
(
25
8
+
1
CDN
)3
−
9
C4aM
4
0
(
5
72
1
CaM0
(
25
12
+
1
CDN
)
+
Γ
6
)2
,
is positive at small times, when Γ is sufficiently small, whereby Q(ζ) has three real roots ζi. The
polynomial has two local extrema at points of different signs, hence it has roots of both signs. Since
by Vie`te’s theorem the product of the roots is negative, two roots are positive and one is negative.
The second inequality of (48) implies
ζ ≤ ζ2(Γ), (49)
where ζ2 is the intermediate root, i.e. the smaller of the two positive roots.
We determine now the largest time tc, for which bound (49) holds. Differentiating the equation
for the roots of polynomial (48) with respect to Γ, we find
∂ζi
∂Γ
= −

∂Q
∂ζ
∣∣∣∣∣
ζ=ζi


−1
.
Consequently, on increasing Γ from zero, the root ζ2 monotonically increases from zero and ζ3
monotonically decreases till the two roots collide (i.e. ζ2 = ζ3) at the critical value Γ = Γc,
determined by the equation ∆ = 0. This corresponds to the critical time tc = ΓcM1/‖ω0‖0,γ .
Setting tSad = Q(CSad)M1/‖ω0‖0,γ , an upper bound of the radius of convergence T of the generating
function ζ is given by the smaller of tSad and tc. Therefore, we obtain
ζ(t) ≤ min{CSad, ζ2(Γc)}, t ∈]− T, T [, T = min{tSad, tc},
and the sufficient condition (48) is indeed satisfied. We observe, from the definition of tSad and tc
that the maximum time for which the Lagrangian map is time-ultradifferentiable is controlled by
the Ho¨lder continuity of the initial vorticity ‖ω0‖0,γ and the “radius of ultradifferentiability” RS of
the boundary.
Finally, we note that our solution was constructed from a Taylor expansion around t = 0.
However, we can restart the process from any time t∗ > 0, at which the vorticity has C
0,η-regularity
for some η > 0 (which may be less than γ). Then, ultradifferentiability in time persists on the
interval [t∗, t∗ + T∗[ for some positive T∗. This process can be continued until the vorticity ceases
to have any C0,η-regularity. Clearly the Lagrangian map remains time-ultradifferentiable as long
as the vorticity is Ho¨lder continuous. This completes our proof.
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4 Concluding remarks
For 3D incompressible Euler flow with an initial vorticity that is Ho¨lder continuous, we have
extended the results of Refs. [25, 67] on time-analyticity of the Lagrangian map to the case of
wall-bounded flow with a a fixed impermeable boundary that is analytic in its shape. We have also
obtained similar regularity results when the boundary is in a suitable class of ultradifferentiability.
An important feature that singles out our proof is that it is constructive, in the sense that it
leads to explicit recursion relations for the time-Taylor coefficients of the Lagrangian map. This
feature was crucial in allowing the development of an efficient Cauchy-Lagrangian numerical scheme
for the case without boundary [56]. Such a scheme can in principle be carrried over to the case with
a boundary; this will, of course, require the numerical solution of the elliptic (Poisson) equations
with both Dirichlet and Neumann boundary conditions involved in the Helmholtz–Hodge decom-
positions. For the case of a boundary that is not analytic, but in a suitable ultradifferential class,
the time-Taylor series will generally be divergent for any t > 0, so that some resummation method
(e.g., by a Borel transformation [55]) must also be used for the numerical implementation.
Once a variant of the Cauchy-Lagrangian scheme, adapted to solid boundaries has been devel-
opped, it will be of interest to revisit the issue of finite time blow-up via state-of-the-art simulations.
So far, we have only considered the case of flow within a bounded simply connected domain. The
extension of our results to outer flow (e.g. flow in an infinite domain around a bounded obstacle)
and to multiply connected domains will be considered later.
It is also of interest to handle the extension of our results to other flow equations. One obvious
case is the Euler–Poisson equation for which a Lagrangian time-analyticity result was obtained
[67, 59]. This was done in the absence of boundary and in a cosmological context of attractive
gravitational forces. Boundaries are usually not considered in cosmology. However, they play an
important part in plasma physics because, for example, fusion facilities are always enclosed. Of
particular interest for plasmas is the Euler–Poisson equation with a repulsive electrostatic force,
which will be considered in subsequent work.
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