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Resumen
La computacio´n se ha vuelto indispensable en cual-
quier a´mbito de la vida moderna: ciencias, arte, educa-
cio´n, finanzas, diversio´n, etc., por lo que se hizo priori-
tario el desarrollo de aplicaciones capaces de manipular
casi cualquier tipo de datos. Para lograr un alcance ma-
sivo, muchas de estas aplicaciones son cada vez ma´s in-
tuitivas; por ejemplo, es comu´n ingresar una imagen o un
trozo de cancio´n a un buscador y esperar que e´ste muestre
ima´genes o canciones parecidas a la provista.
Claramente, para lograr la manipulacio´n eficiente de
datos como ima´genes, audio, video, secuencias de ADN,
texto, huellas digitales, etc., es necesario utilizar depo´si-
tos especializados y te´cnicas de bu´squedas no exactas so-
bre ellos, ya que las soluciones tradicionales no permiten
hacer frente a tales requerimientos. Las Bases de Datos
Me´tricas son uno de los modelos generales en los cuales
se pueden utilizar estructuras de datos especializadas que
contemplen estos aspectos. Adema´s de proveer una res-
puesta ra´pida y adecuada, sera´ necesario un eficiente uso
del espacio disponible, y si se consideran bases de datos
masivas, dichas estructuras en particular sera´n estructu-
ras de datos con I/O eficiente.
Otro aspecto importante son los lenguajes de consul-
ta, necesarios para la manipulacio´n de una base de datos,
que no siempre poseen el poder expresivo necesario para
reflejar las consultas consideradas de intere´s en este mo-
delo. Ası´, nuestra investigacio´n pretende contribuir a la
consolidacio´n de este nuevo modelo de bases de datos.
Palabras Claves: bases de datos no convencionales, len-
guajes de consulta, ı´ndices, expresividad.
Contexto
El Proyecto Consolidado 330314 (Co´digo
22/F414 en el Programa de Incentivos a la Investi-
gacio´n), Tecnologı´as Avanzadas de Bases de Datos
de la Universidad Nacional de San Luis, y en par-
ticular la lı´nea Bases de Datos no Convencionales,
constituyen el marco en el cual se desarrolla el
presente trabajo. E´ste se centra en la investigacio´n
de aspectos relacionados con la administracio´n
de bases de datos capaces de manipular todo
tipo de datos. Esto incluye la expresividad de los
lenguajes de consulta, los operadores necesarios
para responder preguntas de intere´s, y el ana´lisis
de aspectos teo´ricos, empı´ricos y aplicativos de
los mismos; contribuyendo ası´ a distintos campos
de aplicacio´n: sistemas de informacio´n geogra´fica,
computacio´n mo´vil, robo´tica, visio´n artificial,
motores de bu´squeda en internet, disen˜o asistido por
computadora, etc.
La colaboracio´n de nuestros integrantes en inves-
tigaciones nacionales e internacionales permite con-
templar nuevas perspectivas en nuestros estudios. Se
mantiene cooperacio´n con: Universidad de Chile,
Universidad de Talca (Chile), Universidad Michoa-
cana de San Nicola´s de Hidalgo (Me´xico), Centro de
Investigacio´n Cientı´fica y de Educacio´n Superior de
Ensenada (Me´xico), Universidad de Massey (Nueva
Zelanda) y Universidad Nacional de La Matanza.
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Introduccio´n
En la actualidad la computacio´n ha alcanzado to-
dos los a´mbitos de la vida moderna, esto ha provoca-
do el desarrollo de aplicaciones capaces de adaptar-
se tanto a estos nuevos entornos como a los diversos
usuarios de las mismas. Esto implica el desarrollo
de bases de datos capaces de administrar todo tipo de
datos y responder consultas sobre los mismos de una
manera totalmente diferente a la tradicional, muchas
veces ma´s intuitiva. Algunos ejemplos de aplicacio-
nes: comparacio´n de huellas digitales, bases de da-
tos me´dicas, reconocimiento de voz, reconocimien-
to facial, reconocimiento de ima´genes, recuperacio´n
de texto, biologı´a computacional, minerı´a de datos,
clasificacio´n y aprendizaje automa´tico, etc.
Todas estas aplicaciones tienen caracterı´sticas co-
munes, que pueden englobarse en el modelo de es-
pacios me´tricos. Formalmente un espacio me´trico
consiste de un universo de objetos U y una funcio´n
de distancia definida entre ellos d : U × U 7−→ R+
que mide la disimilitud entre los objetos. En este es-
cenario las bu´squedas exactas carecen de sentido, si
se introduce un trozo de melodı´a en un buscador, se
espera obtener aquellas que sean similares a e´sta.
Entonces es importante la eleccio´n de este modelo
por las bu´squedas por similitud, ma´s naturales sobre
estos tipos de datos.
Para evitar la examinacio´n secuencial de los datos
al responder a este tipo de bu´squedas, se utilizan los
Me´todos de Acceso Me´tricos (MAMs). La mayorı´a
de estos me´todos no admiten dinamismo, no esta´n
disen˜ados para operaciones de bu´squeda complejas,
ni para soportar conjuntos masivos de datos, esto
permite analizar distintas maneras de optimizarlos.
El trabajo con bases de datos masivas, o con aque-
llas que almacenan objetos muy grandes, da lugar
tambie´n a lı´neas de investigacio´n que, consideran-
do el cambio del modelo de costo utilizado, disen˜an
MAMs ma´s eficientes (en espacio, en I/O, etc.) para
memorias jera´rquicas. Otra a´rea de investigacio´n ex-
plorada es la expresividad de los lenguajes de con-
sulta utilizados, tratando de incrementar la misma
para expresar consultas ma´s precisas y caracterizar
la clase de consultas computables.
Lı´neas de Investigacio´n y Desarrollo
Bases de Datos Me´tricas
Los espacios me´tricos generales sirven como mo-
delo para las bases de datos que manipulan datos
no convencionales (ima´genes, videos, texto libre, se-
cuencias de ADN, audio, etc.). En este modelo la
complejidad se mide como el nu´mero de ca´lculos
de distancias realizados al crear el ı´ndice, o al reali-
zar bu´squedas, dado el costo que implica su ca´lculo.
Por ello, y dado que los MAMs son necesarios al
momento de responder las diversas consultas a una
base de datos, se analizan aquellos que han mostrado
buen desempen˜o en las bu´squedas. El objetivo es lo-
grar optimizarlos reduciendo su complejidad y con-
siderando, cuando sea necesario, la jerarquı´a de me-
morias. En general, dada una base de datos X ⊆ U
y una consulta q ∈ U las consultas son de dos ti-
pos: por rango o de k-vecinos ma´s cercanos, aunque
existen otras operaciones de intere´s [15].
Me´todos de Acceso Me´tricos
A partir del A´rbol de Aproximacio´n Espacial [9],
un ı´ndice que mostro´ un muy buen desempen˜o en
espacios de mediana a alta dimensio´n, pero total-
mente esta´tico, se desarrollo´ uno de los pocos ı´ndi-
ces completamente dina´micos: el A´rbol de Aproxi-
macio´n Espacial Dina´mico (DSAT) [10] que permi-
te realizar inserciones y eliminaciones, conservando
su buen desempen˜o en las bu´squedas.
Si en una base de datos me´trica, ya sea por ser ma-
siva o porque sus objetos son muy grandes, el ı´ndice
no cabe en memoria principal, entonces surge la ne-
cesidad de hacer uso de la memoria secundaria. Es-
to requiere disen˜ar ı´ndices especialmente para me-
moria secundaria. Ası´, en [11] se presentaron ver-
siones preliminares del DSAT (DSAT+ y DSAT*),
que so´lo admiten inserciones y bu´squedas eficien-
tes. Sin embargo, numerosas aplicaciones necesitan
total dinamismo; es decir, que tambie´n puedan reali-
zarse eliminaciones. Ası´, se ha disen˜ado un nuevo
ı´ndice dina´mico para memoria secundaria, basado
en la Lista de Clusters [3], que tiene buen desem-
pen˜o en espacios de alta dimensio´n, es completa-
mente dina´mico, con buena ocupacio´n de pa´gina y
sus operaciones son eficientes tanto en ca´lculos de
distancia como en operaciones de I/O [12]. Sin em-
bargo, las bu´squedas en este ı´ndice deben recorrer
completamente la lista de centros de los clusters, lo
cual produce costos significativos. Ası´, combinando
esta nueva estructura con lo bueno del DSAT, se ha
disen˜ado un nuevo ı´ndice que mantiene los centros
de los clusters en un DSAT y los clusters mismos en
memoria secundaria. De esta manera, se han mejora-
do los costos de las operaciones en cuanto a ca´lculos
de distancia, manteniendo los bajos costos de acceso
a disco que se tenı´an.
Sin embargo, existen otras maneras posibles de
lograr un ı´ndice totalmente dina´mico a partir de la
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Lista de Clusters. Por ello, se ha disen˜ando otro ı´ndi-
ce que, combinando algoritmos de pivotes [3] con
“clusters” cuyo taman˜o depende del taman˜o de pa´gi-
na de disco, logra operaciones eficientes.
En algunos casos, aunque la estructura sea efi-
ciente, con el fin de lograr una respuesta ma´s ra´pi-
da, se intercambia precisio´n por velocidad en la res-
puesta. Es decir, se admite que ante una consulta se
devuelvan so´lo algunos objetos relevantes, siempre
que dicha respuesta se encuentre disponible mucho
ma´s ra´pido. Estos tipos de bu´squedas se denominan
aproximadas. Un algoritmo muy eficiente para este
tipo de consultas es el llamado algoritmo basado en
permutaciones [2]. Por lo tanto, se esta´ disen˜ando
un nuevo ı´ndice que combine las ideas de [12], pero
que agrupe por distancia entre las permutaciones de
los objetos, en lugar de por distancia entre objetos.
Esto permitirı´a obtener un ı´ndice al que se le pueda
indicar el nu´mero ma´ximo de ca´lculos de distancia
y/o el nu´mero ma´ximo de operaciones de I/O, que se
esta´ dispuesto a utilizar, para obtener una respuesta
ra´pida, aunque menos precisa.
Para analizar cua´n buenos son los agrupamientos
que logran estas estructuras, se pueden utilizar estra-
tegias de optimizacio´n basadas en heurı´sticas bioins-
piradas, que sirven para deteccio´n de clusters.
Bu´squeda Aproximada de los All-k-NN
Algunas de las aplicaciones incluı´das en el mode-
lo de espacios me´tricos son la clasificacio´n y apren-
dizaje automa´tico: un nuevo elemento debe ser cla-
sificado de acuerdo a sus vecinos ma´s cercanos; la
cuantificacio´n y compresio´n de ima´genes: so´lo al-
gunos vectores pueden ser representados y aquellos
que no pueden serlo, deben ser codificados como su
punto representable ma´s cercano; la prediccio´n de
funciones: se desea buscar el comportamiento ma´s
similar de una funcio´n en el pasado para predecir su
comportamiento futuro probable, entre otras.
Como se ha mencionado, el ca´lculo de la funcio´n
de distancia d es muy costoso en la mayorı´a de los
casos y por ello se la utiliza como medida de com-
plejidad en ese modelo. Entonces, para tratar de re-
ducir estos costos han surgido varias te´cnicas para
resolver el problema de consultas por similitud en un
nu´mero sublineal de ca´lculos de distancia, general-
mente basadas en el preprocesamiento de los datos.
Entre las primitivas ba´sicas de las bu´squedas
por similitud, se encuentra la recuperacio´n de los
k-vecinos ma´s cercanos a un elemento dado (k-
NN(u)). Esta puede definirse como: sea X un con-
junto de elementos y d la funcio´n de distancia defi-
nida entre ellos, los k-NN(u) son los k elementos en
X-{u} que tengan la menor distancia a u de acuer-
do con la funcio´n d. Una variante menos estudiada
de este problema, es la bu´squeda de los k-vecinos
ma´s cercanos de todos los elementos de X, All-k-
NN. Es decir, si |X| = n, obtener los All-k-NN es
calcular los k-NN(ui) para cada ui en X; por su-
puesto realizando menos de n2 ca´lculos de distan-
cia. Algunas soluciones a este problema fueron pro-
puestas y desarrolladas para espacios me´tricos gene-
rales [14, 13], basadas en la construccio´n del Grafo
de los k-vecinos ma´s cercanos (kNNG). E´ste es un
grafo dirigido ponderado que conecta cada elemen-
to del espacio me´trico mediante un conjunto de ar-
cos cuyos pesos se calculan de acuerdo a la me´trica
del espacio en cuestio´n. El kNNG indexa un espacio
me´trico, requiriendo una cantidad moderada de me-
moria, y luego se utiliza en la resolucio´n de las con-
sultas por similitud. El desempen˜o en las bu´squedas
por similitud de dicha propuesta supera al obtenido
utilizando las te´cnicas cla´sicas basadas en pivotes.
Por otro lado, teniendo en la mira la reduccio´n de
la cantidad de ca´lculos de distancias posibles duran-
te una bu´squeda, se ha planteado el estudio de un en-
foque aproximado eficiente para resolver estas con-
sultas por similitud. Este enfoque consiste en permi-
tir una relajacio´n en la precisio´n de la respuesta a
fin de obtener una mejora en la complejidad de la de
consulta [16, 3, 17]. El objetivo de la bu´squeda por
similitud aproximada es reducir significativamente
los tiempos de bu´squeda al permitir algunos erro-
res en el resultado de la consulta. Para ello se pro-
vee, adema´s de la consulta, un para´metro de preci-
sio´n ε que controla cua´n lejos queremos el resultado
de esta consulta del resultado correcto. Un compor-
tamiento razonable para este tipo de algoritmos es
acercarse asinto´ticamente a la respuesta correcta co-
mo ε se acerca a cero. Por lo tanto, el e´xito de una
te´cnica de aproximacio´n se basa en la resolucio´n del
compromiso calidad/tiempo [4]. Esta alternativa a la
bu´squeda por similitud “exacta” abarca algoritmos
aproximados y probabilı´sticos.
Lenguajes de Consulta
Si se piensa en una base de datos simplemente co-
mo una estructura finita, se pueden utilizar las lo´gi-
cas para expresar consultas sobre e´stas. El empleo
de lo´gicas para expresar consultas (o problemas) da
origen a la complejidad descriptiva, que no clasifica
a los problemas por la utilizacio´n de recursos co-
mo el tiempo y el espacio, sino que lo hace segu´n el
uso de recursos lo´gicos tales como el nu´mero de va-
315
riables, cuantificadores, operadores, etc. Existe una
relacio´n estrecha entre estos dos tipos de compleji-
dades para clases que se identifican con la compu-
tacio´n factible, pero se requiere que el dominio de
las estructuras sea ordenado. En ese caso la clase de
complejidad P es capturada por FO (First-Order Lo-
gic) extendida con un operador de punto fijo. Au´n
ası´, estas lo´gicas todavı´a resultan incompletas, ya
que ninguna caracterizacio´n lo´gica de computacio´n
factible es conocida para estructuras cuyo dominio
no esta´ ordenado. En [6] A. Dawar demuestra que
ninguna extensio´n de la lo´gica de punto fijo, con un
nu´mero finito de cuantificadores generalizados, cap-
tura la clase de complejidad P; ası´ es importante uti-
lizar diferentes lo´gicas para separar problemas que,
en complejidad cla´sica son vistos como similares.
A. Dawar [5] tambie´n demuestra que ciertos
problemas NP completos sobre inequivalencia de
auto´matas finitos son expresables en el fragmento
existencial de la lo´gica SOω mientras que el pro-
blema NP completo 3-coloreablidad no lo es. No-
sotros definimos la lo´gica SOF [8], una restriccio´n
sema´ntica de la SO que exige que las variables de
segundo orden se interpreten con relaciones cerradas
bajo FO tipos. Demostramos que SOω esta´ incluida
estrictamente en SOF , y tambie´n que en el fragmen-
to existencial de SOF podemos expresar con sim-
pleza la propiedad de rigidez que no es posible ex-
presar en SOω, es decir, rigidez es la propiedad que
separa SOF de SOω. Adema´s, ası´ como el fragmen-
to existencial Σ1,ω1 de la lo´gica SOω captura la clase
de complejidad NPr, contenida en la clase NP, no-
sotros, con el fragmento existencial Σ1,F1 de SOF ,
capturamos la clase de complejidad NPF que po-
see un problema perteneciente a co-NP. Con lo que
conjeturamos que la clase de complejidad NPF no
esta´ incluida en la clase de complejidad NP.
Adema´s definimos una variante del juego de
Ehrenfeutch-Fraı¨sse´ para la lo´gica SOF mona´di-
co [7] y demostramos que dicho juego captura
la sema´ntica de SOF mona´dico. En base a esto
se mostro´ que 2-coloreabilildad no es expresable
en SOF mona´dico, lo que es curioso ya que 2-
coloreabilidad pertenece a la clase de complejidad P
y sin embargo no es posible expresarlo en una lo´gi-
ca capaz de discernir si dos elementos en una es-
tructura satisfacen las mismas propiedades de FO.
Esto implica que hay un automorfismo que conmuta
dichos elementos. Como no se sabe que el proble-
ma de establecer automorfismos en una estructura
este´ en P (la solucio´n por fuerza bruta es exponen-
cial), deberı´amos concluir que conocer este tipo de
propiedades no basta para resolver 2-coloreabilidad
eficientemente.
Por otro lado, tambie´n mostramos que un proble-
ma de SOF mona´dico como “una estructura posee
un u´nico FO tipo para elementos” no es expresa-
ble en SO mona´dico existencial, donde si se pue-
de expresar 3-coloreabilidad que se sabe que NP-
completo. Es decir, en una lo´gica donde se pueden
expresar problemas que se presumen que no tienen
una solucio´n eficiente, no es posible expresar que
dados dos elementos cualesquiera hay un automor-
fismo que los conmuta.
En otra lı´nea de investigacio´n que continu´a con
la lı´nea estudiada por Dawar en SOω, la cual plan-
tea una restriccio´n sema´ntica a la SO, donde la va-
luacio´n de las variables relacionales para los cuan-
tificadores de segundo orden son cerrados bajo ≡k,
definimos una nueva lo´gica de tercer orden (TO), la
cual hemos llamado TOω. E´sta intenta caracterizar
y estudiar clases de complejidad relacionales (tem-
porales) de lo´gicas de orden superior. Una relacio´n
se dice cerrada bajo ≡k si todas las tuplas del do-
minio sobre el que trabaja, que tienen el mismo tipo
(satisfacen las mismas formulas de FOk), esta´n en
la relacio´n. Se definio´ una variacio´n de una ma´quina
relacional no deterministica, que denotamos como
3-NRM, donde permitimos relaciones de tercer or-
den en el relational store; e´sta nos permitio´ asociar
TOω a una clase de complejidad temporal. Esa clase
de complejidad fue llamada NEXPTIME3,r, como
la clase de ma´quinas 3-NRM que trabajan en tiempo
exponencial de acuerdo al taman˜o de la entrada. La
clase NEXPTIME3,r es exactamente caracterizada
por el fragmento existencial de TOω [1].
Resultados y Objetivos
Estos estudios, sobre espacios me´tricos y sobre al-
gunas estructuras de datos particulares, permitira´n
no so´lo mejorar el desempen˜o de las mismas sino
tambie´n aplicar, eventualmente, muchos de los re-
sultados que se obtengan a otros MAMs. Nos plan-
teamos considerar los distintos aspectos relaciona-
dos al disen˜o de estructuras de datos que, conscien-
tes de la jerarquı´a de memorias y de las caracterı´sti-
cas particulares de los datos a ser indexados, logren
ser eficientes en espacio y en tiempo. Por ello, se
busca que los ı´ndices se adapten mejor al nivel de
la jerarquı´a de memorias donde se almacenara´n. Se
espera que nuestras propuestas brinden herramien-
tas de administracio´n eficiente al modelo de bases
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de datos me´tricas y ası´ permitan que el desarrollo de
dicho modelo se acerque al que tienen los modelos
tradicionales de base de datos.
Respecto de los lenguajes de consulta se conti-
nuara´ analizando la expresividad de distintas exten-
siones y posibles restricciones de SO y TO, para
lograr caracterizar la clase de las consultas compu-
tables sobre bases de datos no convencionales.
Actividades de Formacio´n
Dentro de esta lı´nea de investigacio´n se forman
alumnos y docentes-investigadores en:
Doctorado en Cs. de la Computacio´n: un investi-
gador finalizo´ su tesis sobre bases de datos me´tricas.
Otro integrante esta´ realizando su tesis sobre la ex-
presividad de la lo´gica como lenguaje de consulta.
Maestrı´a en Cs. de la Computacio´n: un investiga-
dor de la lı´nea desarrolla su tesis sobre bu´squeda por
similitud aproximada, a finalizar este an˜o.
Maestrı´a en Informa´tica: un alumno de la Univer-
sidad Nacional de San Juan esta´ desarrollando su te-
sis sobre un ı´ndice dina´mico para bu´squedas por si-
militud aproximadas en memoria secundaria.
Trabajo Final de Ingenierı´a Civil en Compu-
tacio´n: un alumno de la Universidad de Talca fina-
lizo´ su trabajo de fin de carrera sobre el disen˜o de
un nuevo ı´ndice dina´mico para memoria secundaria,
basado en combinar pivotes con Lista de Clusters.
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