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Abstract
It is frequently of interest to jointly analyze two paired sequences of multiple tests.
This paper studies the problem of detecting whether there are more pairs of tests that
are significant in both sequences than would be expected by chance. The asymptotic
detection boundary is derived in terms of parameters such as the sparsity of non-
null cases in each sequence, the effect sizes of the signals, and the magnitude of the
dependence between the two sequences. A new test for detecting weak dependence is
also proposed, shown to be asymptotically adaptively optimal, studied in simulations,
and applied to study genetic pleiotropy in 10 pediatric autoimmune diseases.
1 Introduction
1.1 Overview
Joint analysis of two paired sequences of multiple tests, each arising from a separate inde-
pendent study, arises in many applications. It has been particularly motivated by genomics
research, where it is natural to investigate similarities in how genomic features, such as
genes or genetic markers, behave across studies. For example, recent interest has focused
on features that may be significant in both of two sequences of multiple tests. In differ-
ential gene expression experiments, enrichment analysis [30] is often used to test whether
two experiments share more significantly differentially expressed genes than would be ex-
pected by chance. In the integration of an expression quantitative trait loci study and a
genome-wide association study, the goal is frequently to detect and identify genetic variants
that are associated with both gene expression and disease [24, 43]. Replicability analysis
[25, 26, 27] aims to discover significant findings that have been replicated across genomic
studies. Finally, studies of genetic pleiotropy investigate whether the same genetic variants
may be simultaneously associated with different traits [7, 10, 11, 12, 20, 37].
1
ar
X
iv
:1
41
2.
21
49
v3
  [
sta
t.M
E]
  2
3 J
un
 20
17
These examples broadly fall into two categories of questions: the detection of whether
there exist features that are significant in both of two studies, and the identification of
those simultaneously significant features. This paper focuses on the detection problem; the
identification problem is studied elsewhere [10, 27, 44, 56]. Specifically, let Ikj be unobserved
latent indicators of whether the jth test, j = 1, . . . , p, is truly non-null in the kth study,
k = 1, 2. Let Tkj be the corresponding test statistic such that
Tkj | Ikj = 0 ∼ F 0k , Tkj | Ikj = 1 ∼ F 1k , Ikj ∼ Ber(pik), k = 1, 2, (1)
where the pik quantify the proportion of non-null tests in each study. The F
0
k and F
1
k can be
viewed as mixtures of possibly different null and non-null distributions for different j. For
each k, model (1) corresponds to a two-group mixture model for Tkj, which is common in
the literature [14, 15, 19, 50, 51]. It will be assumed that the Tkj are two-tailed test statistics
and are thus stochastically larger when Ikj = 1. Because the two sequences of tests arise
from different studies, which typically are conducted on independent samples, it is assumed
that T1j and T2j are independent conditional on the latent indicators I1j and I2j.
The goal of this paper is to test whether there are more features j that are significant in
both studies than would be expected by chance. Formally, if Pr(I1j = 1, I2j = 1) = , the
goal is to test
H0 :  = pi1pi2 vs. HA :  > pi1pi2. (2)
This is motivated by a study of genetic pleiotropy in 10 pediatric autoimmune diseases
conducted by Hakonarson and colleagues at the Children’s Hospital of Pennsylvania [40,
41]. More details about the data can be found in Section 4.6. Testing (2) using genome-
wide association study summary statistics from a pair of diseases can assess whether the
two conditions have some degree of shared genetic architecture, which can lead to a better
understanding of their etiologies.
Several features make testing (2) difficult for existing methods. First, the Ikj are not
directly observed. Second, in genomics applications, non-null features are typically rare
and have weak effect sizes. For example, only a relatively small proportion of the human
genome is expected to be associated with a given phenotype, and then only weakly so.
Finally, positive dependence between I1j and I2j can be very weak when it exists, because
cross-study heterogeneity makes it unlikely that more than a handful of features will be
simultaneously non-null in both of two independently conducted genomics studies, even if
the studies are closely related.
This paper proposes a new test for (2) under these challenging conditions. The proposed
test statistic is shown to be asymptotically adaptively optimal, so that it performs as well
as the optimal likelihood ratio test statistic but without needing to specify parameter values
under H0 and HA. In fact the proposed test is entirely nonparametric, so neither F
0
k nor F
1
k
needs to be known. It is also computationally efficient to implement and can be computed
for 10 million pairs of tests in under one minute. It is available in the R package ssa.
1.2 Related work
Because model (1) assumes that T1j and T2j are independent conditional on I1j and I2j,
testing (2) is equivalent to testing for independence between T1j and T2j. Classical methods
2
are based on goodness-of-fit tests comparing the empirical bivariate distribution of (T1j, T2j)
to the product of the marginal empirical distributions. Variations include Cramer-von-Mises-
, Anderson-Darling-, and Kolmogorov-Smirnov-type tests [29, 48, 53]. A number of methods
for detecting positive quadrant dependence have also been studied in the actuarial sciences
[36]. Independence testing has seen renewed interest in the statistical literature, where the
focus is on detecting arbitrary types of dependence [46, 52]; see in particular Heller et al.
[28]. In contrast, this paper is concerned with detecting a particular form of dependence
between T1j and T2j, induced by the weak positive latent dependence between I1j and I2j. It
appears that this type of dependence has not yet been specifically considered, and existing
methods may be suboptimal. Furthermore, the fundamental limits of detection have not
been studied.
Testing (2) can also be seen as an extension of the single-sequence signal detection prob-
lem. There, given test statistics Tkj from a single study k, the goal is to determine whether
there are any non-null signals: H0 : Pr(Ikj = 1) = 0 vs. HA : Pr(Ikj = 1) > 0. The funda-
mental limits of detection for this problem have been derived, and asymptotically adaptively
optimal tests have also been developed [1, 9, 8, 13, 14, 31, 32, 33, 35]. Special attention
has been paid to the setting where pik is very close to zero and F
1
k is not too different from
F 0k . As previously noted, this rare and weak signal setting is also the focus of this paper.
However, results for the single sequence problem do not apply to testing (2).
Several additional methods for testing (2) have been developed in the genomics litera-
ture. A popular approach is to estimate the Ikj, by thresholding the Tkj, and then to test
for dependence using the estimated Ikj [30, 47]. However, it is unclear how the thresholds on
Tkj should be chosen. Alternatively, the GPA method [10] fits the (T1j, T2j) to a four-group
mixture model, each group corresponding to one of the four possible values of the tuple
(I1j, I2j), and uses a generalized likelihood ratio test for (2). However, GPA imposes para-
metric assumptions on F 0k and F
1
k . In addition, theoretical results from the single-sequence
detection problem suggests that generalized likelihood ratio tests will have poor asymptotic
properties when non-null Tkj are rare and weak [23]. Recently, Zhao et al. [57] proposed a
simple test for (2) and studied its asymptotic properties. However, their theoretical results
require distributional assumptions on the Tkj, and their test is only asymptotically optimal
under specialized conditions.
The rest of the paper is organized as follows. Section 2 introduces the proposed test
statistic and Section 3 studies its asymptotic adaptive optimality. Section 4 presents the
results of simulation studies and the pediatric autoimmune disease analysis. The paper
concludes with a discussion in Section 5. Additional simulation and data analysis results,
and all proofs, can be found in the Appendix.
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Figure 1: The 2 × 2 table induced in (T1j, T2j), j = 1, . . . , 100, generated according to (5),
by the tuple (t1, t2) = (2, 2). The cell counts are denoted by Olm, l,m = 0, 1.
2 Proposed method
2.1 Test statistic
Because testing (2) is equivalent to detecting dependence between T1j and T2j, let Sˆ12(t1, t2)
and Sˆk(tk) denote the empirical bivariate and marginal survival functions, respectively:
Sˆ12(t1, t2) = p
−1
p∑
j=1
I(T1j ≥ t1, T2j ≥ t2), Sˆk(tk) = p−1
p∑
j=1
I(Tkj ≥ tk), k = 1, 2.
The proposed test statistic is
D̂ = sup
(t1,t2)∈S
p1/2
|Sˆ12(t1, t2)− Sˆ1(t1)Sˆ2(t2)|
{Sˆ1(t1)Sˆ2(t2)− Sˆ21(t1)Sˆ22(t2)}1/2
, (3)
where the set S is defined as
S = [T1(1), T1(p)]× [T2(1), T2(p)] \ {(T1(1), T2(1))}, (4)
and Tk(j) is the jth order statistics of the Tkj. This is the supremum version of an Anderson-
Darling-type goodness-of-fit test for independence between T1j and T2j, and is motivated by
the higher criticism statistic of Donoho and Jin [14] for signal detection in a single sequence
of multiple tests. Properties of an oracle version of the statistic D̂, where the Sˆk are replaced
by the true marginal survival functions, have been previously studied [17, 18], but not in the
present context of weak latent dependency detection. One advantage of D̂ is that it makes
no assumptions about the distributions F 0k and F
1
k .
To better understand its properties, first consider the numerator Sˆ12 − Sˆ1Sˆ2. This is a
natural way to test for dependence between T1j and T2j and thus (2), but there is a useful
alternative interpretation. Figure 1 is a scatterplot of 100 realizations from the following
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Figure 2: Plot of the weight function {S1(t1)S2(t2)− S21(t1)S22(t2)}−1/2 for Sk(x) = 1− x.
data-generating mechanism:
Tkj | Ikj = 0 ∼ N (0, 1), Tkj | Ikj = 1 ∼ N (3, 1), k = 1, 2,
Pr(I1j = 1, I2j = 1) = 0.1, Pr(I1j = 1, I2j = 0) = 0.05, Pr(I1j = 0, I2j = 1) = 0.05,
Pr(I1j = 0, I2j = 0) = 0.8.
(5)
The figure illustrates that any tuple (t1, t2) divides the observed data into a 2 × 2 contin-
gency table. Blum et al. [6] recognized that the numerator is closely related to testing for
independence using the cell counts of the 2 × 2 table induced by (t1, t2). Later, Thas and
Ottoy [53] and most recently Heller et al. [28] extended this idea to m×m tables for m ≥ 2,
which Heller et al. [28] showed can have greater power.
Next consider the supremum in D̂. It is difficult to know a priori which tuple (t1, t2) will
induce the 2 × 2 table that gives the largest test statistic. The optimal (t1, t2) depends on
the distributions F 0k and F
1
k , the proportions pik, and the degree of dependence . Thus D̂
takes the supremum over all possible (t1, t2), allowing it to adapt to any combination of these
unknown parameters. Instead of the supremum, Thas and Ottoy [53] proposed a statistic
that integrates over all tuples; their statistic turns out to be closely related to to summing
the Pearson chi-square test statistics calculated from each 2 × 2 table induced by each of
the observed tuples (T1j, T2j). Heller et al. [28] proposed several procedures that either sum
or take the maximum over statistics arising from all possible m ×m tables, then combines
these statistics across multiple choices for m.
Finally, consider the denominator of D̂. It is a natural standardizing weight in that it
is the variance of Sˆ12 under the independence null hypothesis of (2). Furthermore, it is
the reason why D̂ can have power for detecting even weak dependence. Figure 2 plots the
inverse of the denominator when the marginal survival functions are known and equal to
Sk(x) = 1 − x. It is largest for large t1 and t2, which corresponds to the upper right-hand
quadrant of Figure 1. This implies that D̂ can be large even when only a few points are
observed in this quadrant, which will be the case when the Tkj are stochastically larger when
Ikj = 1 but only weakly dependent. Other denominators are also possible but may not be
optimal for detecting weak positive latent dependence; see Section 4.4.
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2.2 Inference
When the test statistics Tkj are independent across j, Einmahl [17] showed that the oracle
statistic
D = sup
−∞<t1,t2<∞
p1/2
|Sˆ12(t1, t2)− S1(t1)S2(t2)|
{S1(t1)S2(t2)− S21(t1)S22(t2)}1/2
, (6)
where the marginal survival functions are known, satisfies
Pr
H0
{(ln p)−1/2D > x} → 1− exp(−x2)
under the null hypothesis H0 of independence between I1j and I2j. However, this oracle
result may not be applicable to the proposed D̂ (3). Furthermore, the convergence rates of
these types of extreme values statistics are usually too slow to be useful [4, 9, 14].
Instead, this paper considers a simple permutation procedure to provide p-values. Fixing
the indices of T2j, randomly permute the indices of T1j to induce independence between
the two sequences of tests. Let D̂(l) be the proposed statistic (3) calculated after the lth
permutation. Then the p-value after B permutations is {1+∑Bl=1 I(D̂(l) ≥ D̂)}/(B+1) [38].
Even large numbers of permutations are feasible because D̂ can be computed very quickly,
as described below in Section 2.3.
In many genomic applications, the Tkj are likely to be dependent across j. For example,
if each Tkj is the test statistic for association between genetic variant j and phenotype k,
the Tkj will be correlated across j due to linkage disequilibrium. Interestingly, simulations
with real genotype data in Section 4.3 indicate that using the random permutation p-value
is still able to maintain type I error.
2.3 Implementation
A simple algorithm for calculating D̂ requires O(p2) operations: the T1j and T2j are first
sorted using quicksort, which on average requires O(p ln p) operations and at most requires
O(p2). Next, the algorithm iterates from the largest to the smallest order statistics T1(l),
where for each l it iterates from the largest to the smallest T2(m) in order to calculate
Dlm = p
1/2 |Sˆ12(T1(l), T2(m))− Sˆ1(T1(l))Sˆ2(T2(m))|
{Sˆ1(T1(l))Sˆ2(T2(m))− Sˆ1(T1(l))2Sˆ2(T(m))2}1/2
for all l,m = 1, . . . , p. Finally, D̂ = maxlmDlm. This algorithm has been implemented in C
in the R package ssa.
An additional computational shortcut can be implemented. Because the Tkj are stochasti-
cally larger when Ikj = 1, the largest Dlm is likely to be found when l and m are large. There-
fore the algorithm only needs to iterate over T1(p−m1+1), . . . , T1(p) and T2(p−m2+1), . . . , T2(p),
where m1 and m2 can be close to p. Even if the true maximum Dlm is not attained for these
test statistics, the largest Dij in this restricted region may still be large enough to reject the
null hypothesis. This truncated calculation should at worst provide a conservative test, and
m1 and m2 can be set as large as computationally feasible. As an example, this algorithm
can calculate D̂ for p = 107 and m1 = m2 = 104 in 29 seconds on a laptop with a 2.5 GHz
Intel Core i5 processor with 8 GB RAM.
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3 Theoretical justification
3.1 Assumptions
As introduced in Section 1, for any feature j the observed T1j and T2j are assumed to follow
model (1). Because they are derived from two different studies, they will be independent
conditional on the Ikj. They are also assumed to be two-tailed test statistics and thus
stochastically larger when Ikj = 1 than when Ikj = 0.
Assumption 1 For k = 1, 2, F 1k (t) ≤ F 0k (t) for all t.
The dependency detection problem (2) and the proposed test statistic D̂ (3) will be
studied under the asymptotic testing framework [38], where the asymptotics apply to the
total number of tests p. This is meaningful because in practice p can be very large, such
as in applications to genome-wide association studies. If the parameters , pik, F
0
k , and F
1
k ,
k = 1, 2 were fixed with p, any reasonable test would be able to distinguish H0 from HA.
Instead, the parameters will calibrated to vary with p. This allows for a more meaningful
comparison between possible testing procedures, and in addition formalizes the setting of
weak positive latent dependence and rare and weak signals, described in Section 1.
Specifically,  and pik will be calibrated to approach 0, which models weak dependence
and rare signals:
pik = p
−βk , 1/2 ≤ βk ≤ 1, k = 1, 2,
 = pi1pi2 + p
−β, 1/2 < β < 1, (β1 ∨ β2) ≤ β. (7)
In genomics problems, typically very few of the Tkj are non-null, which is reflected in the
regime 1/2 ≤ βk [14, 9, 8]. Analogously, this paper models weak dependence by letting
β > 1/2. The additional restriction β ≥ βk ensures that  ≤ (pi1 ∧ pi2).
Given (7), F 1k must be calibrated to separate from F
0
k , otherwise testing (2) would be very
difficult. This divergence will be expressed in terms of the likelihood ratio between the two
distributions. Because no parametric assumptions are made on F 1k and F
0
k , the exact form
of this calibration is fairly abstract. Let f 1k and f
0
k be the corresponding density functions
and let x ∨ y denote max(x, y).
Assumption 2 There exist measurable functions α−k , α
+
k : R→ R such that αk(a) = α−k (a)∨
α+k (a) > 0 on a set of positive Lebesgue measure and that for k = 1, 2, the log-likelihood ratios
`k = ln(f
1
k/f
0
k ) satisfy
lim
p→∞
`k{(F 0k )−1(p−a)}
ln p
= α−k (a), limp→∞
`k{(F 0k )−1(1− p−a)}
ln p
= α+k (a),
uniformly in a ≥ logp 2.
Assumption 2 guarantees the existence of limiting functions α−k and α
+
k that characterize
the likelihood ratios at small and large values, specifically p−a and 1− p−a. The assumption
essentially calibrates the likelihood ratios to grow only polynomially in p, which models weak
signals. Restricting a ≥ logp 2 is necessary because otherwise the α functions would simply
be reparametrizations of each other. Since p− logp 2 = 1 − p− logp 2 = 0.5, p−a and 1 − p−a
7
correspond to numbers smaller and larger than the median of F 0k , respectively. The value of
separately characterizing the likelihood ratios on the left and right sides of the null median
will become clear in the theoretical results in Section 3.2.
Assumption 2 was used in Cai and Wu [8] in their study of the single-sequence detec-
tion problem and generalizes similar assumptions made in previous work. For example,
suppose F 0k ≡ N (0, 1). Then Φ{−(2a ln p)1/2} ≈ p−a as long as 2a ln p is sufficiently large,
which is guaranteed by the condition a ≥ logp 2. Therefore the (p−a)th quantile of F 0k is
−(2a ln p)−1/2, and by similar reasoning the (1−p−a)th quantile is (2a ln p)1/2. The setting of
F 1k ≡ N{(2rk ln p)1/2, 1}, a popular model for weak signals [9, 14, 31, 32, 33], can be shown
to correspond to
α−k (a) = −2(ark)1/2 − rk, α+k (a) = 2(ark)1/2 − rk (8)
in the notation of Assumption 2.
Finally, for the purpose of studying the asymptotic properties of D̂, it will be assumed
that in each sequence of tests, the test statistics are mutually independent. This is a simpli-
fication, but for dependent tests the asymptotic theory of these types of detection problems
is still under development for arbitrary correlation structures [2, 3, 22, 42]. In contrast, the
theoretical properties when tests are independent are well understood, at least for single-
sequence problems [9, 8, 14]. To facilitate comparison with these established results, this
paper assumes that Tkj and Tkj′ are independent for j 6= j′, and leaves consideration of
dependent tests for future work.
3.2 Asymptotic properties
For the proposed D̂ (3), consider the test
reject H0 of (2) if D̂ > ln p(ln ln p)2 + 3(ln ln p)2. (9)
The critical value ln p(ln ln p)2 + 3(ln ln p)2 is chosen such that test (9) can achieve type I
and type II errors that sum to zero as p→∞; this will be shown below. Furthermore, it will
also be shown that test (9) is in a certain sense asymptotically optimal among all possible
tests. These results support the use of the proposed Dˆ for detecting weak positive latent
dependence.
Theorem 1 characterizes a region of the parameter space where test (9) will be successful.
This region can be expressed in terms of βk and β from calibration (7) and α
−
k and α
+
k from
Assumption 2.
Theorem 1 Suppose F 0k 6= F 1k , k = 1, 2 and define
v−k (x) = ess sup
a≥x
{α−k (a)− a}, v+k (x) = ess sup
a≥x
{α+k (a)− a}.
Under calibration (7) and Assumption 2, the sum of the type I and II errors of (9) goes to
8
0 if one of the following is true:
sup
x1,x2>0,
x1+x2<1
(
1
2
− β +
2∑
k=1
{
(−xk) ∨ v+k (xk) +
xk ∧ {βk − v+k (xk)}
2
])
> 0, or (10)
sup
x1,x2>0,
x2<1
[
1
2
− β + (−x1) ∨ v−1 (x1) + (−x2) ∨ v+2 (x2) +
x2 ∧ {β2 − v+2 (x2)}
2
]
> 0, or (11)
sup
x1,x2>0,
x1<1
[
1
2
− β + (−x1) ∨ v+1 (x1) + (−x2) ∨ v−2 (x2) +
x1 ∧ {β1 − v+1 (x1)}
2
]
> 0, or (12)
sup
x1,x2>0
{
1
2
− β + (−x1) ∨ v−1 + (−x2) ∨ v−2 +
x1 ∧ β1 ∧ x2 ∧ β2
2
}
> 0. (13)
It is also possible to derive the fundamental limits of detecting weak positive latent
dependence (2). Theorem 2 characterizes a region of the parameter space where successful
detection is impossible, in the sense that the sum of the type I and II errors of any hypothesis
test of (2) goes to at least 1 as p → ∞. It involves the essential supremum, which for a
measurable function f and a measure µ is defined as
ess sup
x
f(x) = inf[a ∈ R : µ{f(x) > a} = 0].
Here, essential suprema are taken with respect to the Lebesgue measure.
Theorem 2 Suppose F 0k 6= F 1k , k = 1, 2. Under calibration (7) and Assumption 2, the sum
of the type I and II errors of any test goes to at least 1 if each of the following holds:
1− 2β + ess sup
a>0
{αk(a) + αk(a) ∧ βk − a} < 0, k = 1, 2, and (14)
1 + ess sup
a1,a2>0
[{−β + α1(a1) + α2(a2)}∧
{−2β + α1(a1) + α2(a2) + α1(a1) ∧ β1 + α2(a2) ∧ β2} − a1 − a2] < 0, (15)
where αk(a) = α
−
k (a) ∨ α+k (a) as defined in Assumption 2.
When the Tkj are stochastically ordered according to Assumption 1, it turns out that
the union of the two regions defined in Theorems 1 and 2, and the boundary that separates
them, constitutes the entire parameter space. In other words, this boundary, called the
detection boundary, partitions the parameter space into two regions. In the undetectable
region, successful detection is impossible for any test, while in the detectable region, there
exists a test, namely (9), that can perfectly separate H0 and HA.
Theorem 3 Under Assumption 1, the region described by Theorem 2 is the interior of the
complement of the region described by Theorem 1. In particular, the detectable region is
entirely described by inequality (10).
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The asymptotic optimality of the proposed D̂ is encapsulated in Theorem 3. It implies
that whenever detection of weak positive latent dependence is possible, (9) already achieves
asymptotically zero error. In other words, it can perform as well as the the optimal likelihood
ratio test, but has the added benefit that it is entirely data-driven and automatically adapts
to the unknown values of β, βk, F
0
k , and F
1
k under both H0 and HA.
For a concrete example of the detection boundary, suppose that
F 0k ∼ N (0, 1), F 1k ∼ N{(2rk ln p)1/2, 1} (16)
for some positive constants rk, k = 1, 2, which satisfies Assumptions 1 and 2. The cor-
responding α functions, which appear in the inequalities from Theorem 2, were presented
above in (8). Then the detection boundary can be illustrated by plotting the boundary of
the undetectable region. This is shown in Figure 3 for various values of β, βk, and rk. It is
interesting to compare these results to the boundary for detecting sparse mixtures in a single
sequence of tests, e.g., testing H0 : pi1 = 0, which was computed under (16) by Donoho and
Jin [14] and is plotted in Figure 3.
3.3 Implications
Theorems 1–3 and Figure 3 reveal a number of interesting features that decide the difficulty
of testing weak positive latent dependence (2). Most obviously, detection is easier for smaller
β, corresponding to stronger dependence. It is also in general easier for larger αk(a) and
vk(x), which correspond to larger differences between the null and alternative distributions.
To illustrate this, for normally distributed signals (16) it can be shown that v+k (x) = −(x1/2−
r
1/2
k )
2
+. For large signal strengths rk ≥ 1, v+k (x) = 0 on x ∈ (0, 1), so by Theorem 3 and
inequality (10) the detectable region is
0 < sup
x1,x2>0,
x1+x2<1
(
1
2
− β +
2∑
k=1
xk ∧ βk
2
)
=
1
2
− β + 1 ∧ (β1 + β2)
2
.
This implies that for strong signals, and when the individual latent indicator sequences Ikj
are sufficiently sparse such that β1 +β2 > 1, any  = pi1pi2 +p
−β is detectable. In this setting
it would be more interesting to calibrate  to approach pi1pi2 at faster than a polynomial rate.
Another implication is that for fixed β and αk(a), dependency detection is more difficult
for smaller βk. Even when rk ≥ 1, the previous inequality shows that dependence may be
undetectable if β > (1 + β1 + β2)/2. When there are many non-null signals in the two
sequences of test statistics, many features with both I1j = 1 and I2j = 1 are necessary to
provide significant evidence for dependence, even if the Ikj were directly observed.
Finally, Figure 3 reveals an interesting connection to the single-sequence sparse mixture
detection problem. First, since signals must exist in both sequences of test statistics for there
to exist dependence, a test for weak dependence such as (9) can also be used as a method
to detect sparse mixtures in a single sequence of test statistics. Second, panels B and C of
Figure 3 show that a portion of the undetectable region of the single-sequence problem lies
within the detectable region of dependency detection. This means that the proposed test (9)
using T1j and T2j can actually detect signal in one of the sequences even when detection
10
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Figure 3: Detection boundary for normally distributed Tkj following (16). Dotted line corre-
sponds to the detection boundary for the single sequence of test statistics T1j when β1 > 1/2.
Panel A fixes r1 = r2 and β1 = β2. Panel B shows how the boundary varies with β2, and
panel C shows how it varies with r2. The region below each colored line is the undetectable
region.
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is theoretically impossible using that sequence alone. Intuitively, this can occur when the
non-null signals of one sequence, say the T2j, are strong enough to be easily identified. Then
dependency could be detected simply by checking only the T1j paired with the non-null T2j
to see if they are also non-null. This greatly reduces the dimensionality of the problem, and
so could succeed even if the non-null signals in the T1j are so weak that they cannot be
detected by single-sequence methods.
4 Numerical results
4.1 Methods studied
The proposed statistic D̂ (3) was compared to several other existing procedures for test-
ing (2). Spearman’s correlation is the most straightforward naive approach. Brownian
distance covariance [52] is a recently developed nonparametric method designed for om-
nibus power. The GPA method [10] was specifically developed for test statistics following
model (1), though it was designed for strong rather than weak dependence and makes para-
metric assumptions on the Tkj, namely F
0
k ∼ U(0, 1) and F 1k ∼ B(α1, α2). The MDDPm×m test
of Heller et al. [28] generalize several classical tests for independence. It calculates the Pear-
son chi-square test statistics for independence across all possible m×m contingency tables
induced by the observed (T1j, T2j), as illustrated in Figure 1, and aggregates them by taking
their maximum. It then combines this max statistic across all m = 2, . . . ,M . For compu-
tational reasons, in these simulations M was set to equal 3. Finally, the method of Zhao
et al. [57], referred to here as the max test, tests (2) using maxj{min(T1j, T2j)} and provides
a closed-formed expression for the permutation p-value. Two hundred permutations were
used to calculate p-values for the D̂, Brownian distance covariance, and MDDPm×m tests.
All simulations were conducted under a “fixed-effect” sampling scheme, where the non-
null indicators Ikj were generated once and then fixed across replications. This was done
because in many applications, for example in statistical genomics, whether or not a genomic
feature exhibits a non-null effect does not change across repeated sampling. To generate
the Ikj, under H0, ppik of the Ikj were randomly set to 1, independently for k = 1 and
k = 2. Under HA, p of the features were randomly chosen to be simultaneously non-null
in both sequences, with I1j = I2j = 1, while maintaining a total of ppik non-null signals in
each sequence. Finally, conditional on the Ikj, Tkj were generated according to the mixture
model (1). All simulations were conducted under the rare and weak signal setting, as de-
scribed in Section 1, where the number of non-null signals, as well as their effect sizes, are
small.
4.2 Independent tests
These simulations consider test statistics Tkj that are independent across j. Null and non-
null signals were generated according to Tkj ∼ |N (0, 1)| and Tkj ∼ |N (µkj, σ2kj)|, respectively.
To set the parameters of the non-null distribution, the µkj were generated from N (2.5, 1)
and the σ2kj were generated from a Gamma distribution with shape equal to 2 and scale equal
to 1. These parameters, like the Ikj, were generated once and then fixed across all replica-
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Table 1: Empirical type I errors for p = 103 independent tests at nominal significance
level α = 0.05 over 400 replications. dcov = Brownian distance covariance; MDDPm×m = max
aggregation method of Heller et al. [28]; GPA = method of Chung et al. [10]; Max = method
of Zhao et al. [57]; D̂ = proposed method.
Number of signals in sequences 1 and 2
(5,5) (10,5) (15,5) (10,10) (15,10) (15,15)
Spearman 0.04 0.04 0.06 0.05 0.06 0.06
dcov 0.05 0.05 0.07 0.05 0.06 0.05
MDDPm×m 0.06 0.05 0.09 0.05 0.09 0.07
GPA 0.02 0.01 0.01 0.01 0.01 0.01
Max 0.07 0.04 0.02 0.04 0.03 0.03
D̂ 0.04 0.03 0.04 0.03 0.02 0.02
tions. The total number of features, p = 103, was relatively small in order to accommodate
the computationally intensive nature of the distance covariance and MDDPm×m methods. The
proposed statistic D̂ (3) could therefore be calculated without using the truncated version
described in Section 2.3. To implement GPA, which requires p-values as input, the Tkj were
transformed according to 2Φ(−Tkj).
Table 1 reports the empirical type I errors for simulation settings with different numbers
of non-null tests in each sequence of test statistics. The proposed method was able to
control the type I error at the nominal α = 0.05 level. Figure 4 reports the empirical powers
under various simulation settings. Detecting dependence was easier for all methods when
there were more simultaneous signals, corresponding to smaller β from calibration (7). The
proposed D̂ had the highest power in almost all settings. Figure 8 in the Appendix plots
the powers versus the number of simultaneous signals when there were 15 non-null signals
in each sequence. GPA had the highest power under strong dependence, when there were
many simultaneous signals, but D̂ was the most powerful method under weak dependence.
The proposed method was closely matched by the max test of Zhao et al. [57] under weak
dependence but outperformed the max test when there were more than 10 simultaneous
signals.
4.3 Dependent tests
These simulations generate Tkj that are dependent across j. The total number of features
was again p = 103. Realistic correlation structures were generated using real genotype data
from a randomly chosen set of p adjacent genetic variants on human chromosome 1, obtained
from the pediatric autoimmune disease data discussed in Section 4.6.
In each replication, n = 200 subjects from these data were selected at random to serve
as data from hypothetical study k = 1, and another n = 200 were independently selected
to serve as data from hypothetical study k = 2. To generate test statistics Tkj from these
studies, simulated outcomes Yk were first generated according to linear models Yk = Skθk+εk,
where the Sk were n × p matrices of additively coded genotypes of all variants, the θk =
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Figure 4: Empirical powers for p = 103 independent tests at nominal significance level α =
0.05 over 400 replications. dcov = Brownian distance covariance; MDDPm×m = max aggregation
method of Heller et al. [28]; GPA = method of Chung et al. [10]; Max = method of Zhao
et al. [57]; D̂ = proposed method.
(θk1, . . . , θkp)
> were p × 1 coefficient vectors, and the εk were n × 1 vectors of independent
standard normal errors. The θkj corresponding to variants with Ikj = 0 were set to zero.
The remaining non-zero θkj, corresponding to variants with Ikj = 1, were generated from
N (0.5, 0.2) and then randomly multiplied by either 1 or −1. All θkj were generated once
and then fixed across all replications. Finally, the Tkj were taken to be the absolute values
of the Z-statistics for the marginal regressions of Yk on the jth variant.
Table 2 reports the empirical type I errors under different simulation settings for depen-
dent test statistics. It is interesting that the proposed D̂, which uses the simple permutation
procedure described in Section 2.2, was still able to control the type I error in this setting.
The only other method able to achieve this was the max test of Zhao et al. [57]. Figure 5
reports the empirical powers and power curves of only those methods with proper type I
error control. The proposed D̂ was consistently more powerful than the max test. Figure 9
in the Appendix plots the power curves as a function of the number of simultaneous signals,
and D̂ was the most powerful at all levels of dependence.
4.4 Alternative dependency detection procedures
Several variants of the compared dependency detection procedures were also explored. First,
truncated versions of the proposed D̂, described in Section 2.3, can be calculated with
different truncation parameters m1 and m2. Next, instead of taking the maximum of the
Pearson test statistics from all induced m × m tables, Heller et al. [28] also proposed the
sum aggregation test SDDPm×m, which adds them. Finally, define the test statistic
D˜ = sup
(t1,t2)∈S
p1/2
|Sˆ12(t1, t2)− Sˆ1(t1)Sˆ2(t2)|
[Sˆ1(t1){1− Sˆ1(t2)}Sˆ2(t2){1− Sˆ2(t2)}]1/2
. (17)
14
Table 2: Empirical type I errors for p = 103 dependent tests at nominal significance level α =
0.05 over 400 replications. dcov = Brownian distance covariance; MDDPm×m = max aggregation
method of Heller et al. [28]; GPA = method of Chung et al. [10]; Max = method of Zhao
et al. [57]; D̂ = proposed method.
Number of signals in sequences 1 and 2
(5,5) (10,5) (15,5) (10,10) (15,10) (15,15)
Spearman 0.23 0.26 0.21 0.24 0.22 0.26
dcov 0.35 0.41 0.46 0.45 0.41 0.49
MDDPm×m 0.46 0.51 0.60 0.56 0.54 0.64
GPA 0.06 0.21 0.24 0.33 0.25 0.34
Max 0.01 0.01 0.00 0.00 0.01 0.00
D̂ 0.04 0.05 0.03 0.01 0.03 0.04
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Figure 5: Empirical powers for p = 103 dependent tests at nominal significance level α = 0.05
over 400 replications. Max = method of Zhao et al. [57]; D̂ = proposed method.
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Table 3: Empirical type I errors for p = 103 independent tests at nominal significance level
α = 0.05 over 400 replications for variations of the procedures. MDDPm×m = max aggregation
method of Heller et al. [28]; SDDPm×m = sum aggregation method of Heller et al. [28]; D˜ =
statistic (17); D̂x = truncated version of the proposed method with m1 = m2 = x; D̂ =
proposed method without truncation.
Number of signals in sequences 1 and 2
(5,5) (10,5) (15,5) (10,10) (15,10) (15,15)
MDDPm×m 0.06 0.05 0.09 0.05 0.09 0.07
SDDPm×m 0.05 0.04 0.05 0.04 0.05 0.04
D˜ 0.03 0.05 0.04 0.04 0.02 0.05
D̂10 0.04 0.05 0.03 0.03 0.01 0.03
D̂100 0.04 0.03 0.04 0.03 0.02 0.02
D̂ 0.04 0.03 0.04 0.03 0.02 0.02
Unlike the denominator D̂, which as discussed in Section 2.1 favors tuples (t1, t2) where both
t1 and t2 are large, the denominator of D˜ gives higher weights whenever both t1 and t2
are both extreme, regardless of whether they are extremely large or extremely small. This
denominator also makes D˜ closely related to the maximum of the square roots of Pearson
chi-square test statistics [53]. Two hundred permutations were used to calculate p-values for
each of these methods.
These variations were applied to the independent test statistic simulations from Sec-
tion 4.2. Table 3 indicates that most were able to maintain the nominal type I error rate.
From Figure 6, and the power curves in Figure 10 in the Appendix, D̂ was the best per-
former and had the same power as the truncated D̂100, which had truncation parameters
m1 = m2 = 100. The more heavily truncated D̂10, with m1 = m2 = 10, was slightly less
powerful, especially in the presence of a large number of simultaneous signals, but was still
the best of the remaining procedures. This suggests that significant computational speedup
can be achieved without sacrificing much power. The modified statistic D˜ was the next best
performer. Max aggregation MDDPm×m always outperformed sum aggregation S
DDP
m×m and had
more power than D˜ under strong dependence.
4.5 Detection of single-sequence sparse mixture
As discussed in Section 3.3 and illustrated in Figure 3, one implication of the detection
boundary results is that dependency detection is sometimes possible when single-sequence
signal detection is not. This section studies this phenomenon in simulations using p = 105
pairs of test statistics.
The number of non-null signals in the first sequence of test statistics was either 282,
100 or 32. This corresponds to β1 from (7) equal to either 0.51, 0.6, or 0.7. The T1j were
generated following
T1j | I1j = 0 ∼ |N (0, 1)|, T1j | I1j = 1 ∼ |N [{(2β1 − 1) ln p}1/2, 1]|.
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Figure 6: Empirical powers for p = 103 independent tests at nominal significance level
α = 0.05 over 400 replications for variations of the procedures. MDDPm×m = max aggregation
method of Heller et al. [28]; SDDPm×m = sum aggregation method of Heller et al. [28]; D˜ =
statistic (17); D̂x = truncated version of the proposed method with m1 = m2 = x; D̂ =
proposed method without truncation.
Existing results for the single-sequence detection problem imply that for these T1j, it is
impossible to detect the presence of non-null signals using single-sequence detection methods
[9, 8, 14, 31]. The second sequence of test statistics was generated with 316 non-null signals,
corresponding to β2 = 0.5. The T2j followed
T2j | I2j = 0 ∼ |N (0, 1)|, T2j | I2j = 1 ∼ |N{(2 ln p)1/2, 1}|,
so that the non-null signals were very strong. Finally, under HA, the dependency parameter
β was set to β1 ∨ β2 + 0.01, corresponding to either 251, 89, or 28 signals that were non-null
in both sequences.
The distance covariance method of Sze´kely et al. [52] and the MDDPm×m test of Heller et al.
[28] were not implemented for computational reasons, as p is quite large in these simulations.
The remaining dependency detection procedures were applied for the purpose of testing
H0 : pi1 = 0. For comparison, the higher criticism method was also applied to the T1j.
Donoho and Jin [14] showed that for these simulation settings, the higher criticism statistic
is asymptotically adaptively optimal among all single-sequence detection methods. Its null
distribution was approximated using 200 simulated realizations of p standard normals, and
this distribution was used to provide p-values.
Table 4 reports the empirical type I errors and powers for different values of β1. The
type I error refers to the null hypothesis of independence between T1j and T2j, so it does not
apply to higher criticism because it does not test independence. The proposed D̂ and the
max test of Zhao et al. [57] both had substantial power to detect dependence, and thus to
detect signal in T1j, even when higher criticism did not.
17
Table 4: Empirical type I errors and powers for single-sequence signal detection for p = 105
tests at nominal significance level α = 0.05 over 400 replications. HC = higher criticism
method of Donoho and Jin [14]; GPA = method of Chung et al. [10]; Max = method of Zhao
et al. [57]; D̂ = proposed method.
Type I errors Powers
β1: 0.51 0.6 0.7 0.51 0.6 0.7
HC — — — 0.04 0.07 0.14
Spearman 0.04 0.04 0.06 0.04 0.07 0.07
GPA 0.00 0.00 0.00 0.00 0.46 0.20
Max 0.06 0.05 0.05 0.13 0.63 0.80
D̂ 0.06 0.06 0.05 0.14 0.61 0.72
4.6 Application to pediatric autoimmune disease
Different autoimmune diseases can be genetically related, meaning that there are genetic
variants which are associated with more than one disease. The proposed D̂ can be used to
rigorously test the degree to which a pair of conditions are genetically related. Let Pkj be
the p-value for association between the jth variant and the kth disease, k = 1, 2. Testing for
weak positive latent dependence (2) between the Pkj is equivalent to testing whether there
are more markers that affect both diseases than expected by chance.
Hakonsarson and colleagues at the Children’s Hospital of Pennsylvania conducted sepa-
rate genome-wide association studies in 10,718 shared controls and over 5,000 cases across
ten different diseases: ankylosing spondylitis, Celiac’s disease, common variable immunodefi-
ciency, Crohn’s disease, juvenile idiopathic arthritis, psoriasis, systemic lupus erythematosus,
thyroiditis, type I diabetes, and ulcerative colitis [40, 41]. Subjects were genotyped on Illu-
mina Infinium HumanHap550 and Human610 BeadChip array platforms, and only variants
common to both arrays and surviving quality control were used for analysis.
Only autosomal chromosomes were considered, and variants in the major histocompati-
bility complex region, defined as the 25,500,000 to 34,000,000 base pair region of chromosome
6, were not considered because they are known to be highly associated with all autoimmune
diseases. This resulted in roughly 450,000 typed variants for each disorder. Genome-wide
association p-values Pkj were calculated for each variant. The correlation between test statis-
tics from different studies due to the shared controls was found, using the method of Zaykin
and Kozbur [55], to be at most only 0.019.
The proposed D̂ (3) was implemented with m1 = m2 = 1000, with the truncation pa-
rameters mk defined in Section 2.3. The results were compared to those of Spearman’s
correlation, the GPA method of Chung et al. [10], and the max test of Zhao et al. [57]. For
computational reasons, the distance covariance method of Sze´kely et al. [52] and the MDDPm×m
test of Heller et al. [28] were omitted. For D̂ and the max test, the Pkj were converted to
− log10 Pkj in order to satisfy the stochastic ordering condition of Assumption 1.
These methods were applied to test for weak positive latent dependence (2) between
all 45 unique pairs of the 10 disorders. Permutation p-values for D̂ were calculated using
10,000 random permutations; this procedure still maintain type I error in the presence of
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Table 5: Pairs of pediatric autoimmune diseases for which at least one testing method was
significant at the 0.05 level after Bonferroni or Benjamini-Hochberg (BH) correction. Bold
p-values are less than 0.05/45, and bold BH-corrected p-values are less than 0.05. Disorders:
AS = ankylosing spondylitis; CEL = Celiac’s disease; CD = Crohn’s disease; CVID =
common variable immunodeficiency; JIA = juvenile idiopathic arthritis; SLE = systematic
lupus erythematosus; T1D = type I diabetes; THY = thyroiditis; UC = ulcerative colitis.
Methods: GPA = method of Chung et al. [10]; Max = method of Zhao et al. [57]; D̂ =
proposed method.
p-values BH-corrected p-values
Disorders Spearman GPA Max D̂ Spearman GPA Max D̂
UC-CD 0.0000 0.0000 0.0000 0.0001 0.0000 0.0000 0.0004 0.0015
CVID-JIA 0.0137 0.0000 0.0000 0.0001 0.0883 0.0000 0.0002 0.0015
UC-JIA 0.8101 0.0004 0.0000 0.0001 0.8867 0.0033 0.0002 0.0015
UC-T1D 0.0007 0.0000 0.0002 0.0002 0.0080 0.0000 0.0022 0.0022
T1D-JIA 0.0519 0.0060 0.0006 0.0003 0.1826 0.0386 0.0042 0.0027
JIA-CD 0.0568 0.0014 0.0001 0.0004 0.1826 0.0102 0.0008 0.0030
T1D-CD 0.0000 0.0000 0.0033 0.0013 0.0000 0.0000 0.0211 0.0079
THY-T1D 0.6735 0.9232 0.0618 0.0014 0.8022 1.0000 0.1987 0.0079
AS-CVID 0.1494 1.0000 0.2023 0.0046 0.3169 1.0000 0.4791 0.0225
AS-JIA 0.0477 0.9631 0.2369 0.0050 0.1826 1.0000 0.5330 0.0225
THY-SLE 0.2059 0.9864 0.0155 0.0087 0.4028 1.0000 0.0871 0.0356
THY-JIA 0.0036 1.0000 0.6666 0.5730 0.0273 1.0000 0.8228 0.8318
CVID-CD 0.0000 1.0000 0.9905 0.7264 0.0006 1.0000 0.9905 0.8795
CEL-CD 0.0026 0.9005 0.9330 0.7965 0.0230 1.0000 0.9905 0.8795
linkage disequilibrium, as shown in simulations in Section 4.3. A Bonferroni correction can
be applied to adjust for multiple comparisons, but this may be overly conservative because
the pairwise nature of the 45 tests makes them highly dependent. As an alternative, it has
been found that in this pairwise testing setting, the Benjamini-Hochberg procedure [5] can
still maintain false discovery rate control in practice [54].
Table 5 presents disease pairs for which at least one dependency detection method was
significant at an error rate of 0.05 after either Bonferroni or Benjamini-Hochberg correction.
The proposed D̂ and the max test of Zhao et al. [57] identified the most disease pairs
after Bonferroni correction, while D̂ alone gave the most findings after Benjamini-Hochberg
correction. These results suggest that for detecting weak dependence, the test proposed in
this paper is a valuable alternative to existing methods.
Figure 7 illustrates some selected results. For each disorder pair, it depicts different QQ-
plots of the − log10 p-values of one of the disorders, for those variants that have − log10 p-
values of at least certain sizes in the other disorder. Panel A illustrates the ulcerative
colitis–Crohn’s disease pair. As both are inflammatory bowel diseases, it is no surprise that
these were found by all methods to exhibit genetic sharing. Panel A indeed shows that
genetic variants that are more significant in the ulcerative colitis genome-wide association
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Figure 7: Stratified QQ-plots of selected pairs of diseases. Diseases: CD = Crohn’s disease;
CVID = common variable immunodeficiency; PS = psoriasis; T1D = type I diabetes; THY
= thyroiditis; UC = ulcerative colitis.
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study also tend to be more significant in the Crohn’s disease study.
In contrast, panel B illustrates the psoriasis–Crohn’s disease pair, which was one of
the pairs not found to be significant by any method. The QQ-plots reflect the fact that
variants more significant in one study are not always more significant in the other. Panel C
illustrates the common variable immunodeficiency–Crohn’s disease pair, which was found to
be significant only by Spearman’s test. The QQ-plots show a negative dependence, which is
not of interest here.
Finally, panel D illustrates the juvenile idiopathic arthritis–Crohn’s disease pair, which
was detected only by the max test of Zhao et al. [57] and the proposed D̂ after Bonferroni
correction. Panel E illustrates the thyroiditis–type I diabetes pair, which was detected only
by D̂ after Benjamini-Hochberg correction. Both pairs of QQ-plots show the presence of
positive dependence, but in contrast to the type of strong positive dependence present in
panel A, the dependence here appears to be heavily driven by small number of variants that
are significant in both disorders. This is exactly the type of weak dependence that is difficult
for existing methods to detect, and exactly the motivation behind the method proposed in
this paper.
5 Discussion
The simulations in Section 4 considered only the particular type of dependence described in
equations (1) and (2). The proposed method and the competing procedures have different
properties otherwise. For example, when the (T1j, T2j) are dependent in such a way so as to
form a circle when plotted in R2, a small scale simulation study with 100 replications showed
that both MDDPm×m and S
DDP
m×m had 100% power, D˜ (17) had 76% power, and the proposed D̂
had only 6% power. Thus while D̂ was the best performer under the dependence alternative
considered in this paper, it is not an omnibus test for independence. Interestingly, its
generalization D˜ had good all-around performance, making it a potentially good candidate
for detecting general dependence alternatives.
The asymptotic properties of the proposed method were derived in Section 3 under the
assumption that the test statistics Tkj are independent across j. When the Tkj are correlated,
D̂ (3) will likely no longer be asymptotically optimal, though the simulations in Section 4.3
indicate that it can still have good power. Hall and Jin [21] studied the asymptotic properties
of the higher criticism procedure for single-sequence signal detection with correlated tests,
and Hall and Jin [22] proposed the innovated higher criticism method that can achieve opti-
mality for certain correlation structures. However, their results do not immediately extend
to testing for dependence (2), and further work is necessary to determine the fundamental
limits of detection as well as to develop optimal methods.
Some alternatives to the proposed D̂ may have better finite-sample performance. Re-
cently, Li and Siegmund [39] showed that for the single-sequence detection problem, a test
based on the Berk-Jones goodness-of-fit statistic can be dramatically more powerful than the
higher criticism statistic, on which D̂ is based. Previously, Jager and Wellner [35] showed
that the Berk-Jones-based test has the same asymptotic optimality properties as higher
criticism. A similar statistic for testing (2) would be a useful alternative to D̂.
This paper assumes that the Tkj are two-tailed test statistics, and as such ignores the
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directions of effect of the non-null signals. However, it may be desirable to require variants to
exhibit the same directions of effect in order to be considered as evidence for genetic sharing.
There exist methods that can test for this more stringent condition [27], and it would be
interesting to study their asymptotic properties.
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Figure 8: Power curves for p = 103 independent tests at nominal significance level α = 0.05
over 400 replications. dcov = Brownian distance covariance; MDDPm×m = max aggregation
method of Heller et al. [28]; GPA = method of Chung et al. [10]; Max = method of Zhao
et al. [57]; D̂ = proposed method.
A Appendix
A.1 Additional simulation results
Figures 4–6 in the main text report the power of the proposed D̂, competing methods, and
several variations of these procedures for either 2 or 5 simultaneous signals. Below, Figures 8–
10 explore how the powers are affected by the number of simultaneous signals when there
were 15 non-null signals in each sequence.
Figure 8 considers the independent test statistics studied in Figure 4 of Section 4.2 in
the main text. It shows that GPA was the best performer under strong dependence, when
a large proportion of the 15 non-null signals were simultaneous signals. On the other hand,
in the weak dependence regime of interest in this paper, D̂ had the highest power of all
methods. Its performance was similar to that of the max test of Zhao et al. [57] under weak
dependence but was superior under strong dependence.
Figure 9 considers the dependent test statistics studied in Figure 5 of Section 4.3 in the
main text. These power curves were not as smooth as those in Figure 8 for the independent
tests, in part because with dependent test statistics the power is a function of not just the
number of simultaneous signals, but also specifically where those signals are located relative
to the covariance structure. The proposed D̂ dominated the max test of Zhao et al. [57] in
terms of power.
Figure 10 considers variants of the dependency detection procedures applied to the in-
dependent test statistics, as in Figure 6 in Section 4.4 in the main text. As expected, the
non-truncated D̂ had the best performance. Somewhat surprisingly, the heavily truncated
D̂10 had very good performance as well. The MDDPm×m test of Heller et al. [28] outperformed
the max test of Zhao et al. [57] under strong dependence, but otherwise it and the SDDPm×m
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Figure 9: Power curves for p = 103 dependent tests at nominal significance level α = 0.05
over 400 replications. Max = method of Zhao et al. [57]; D̂ = proposed method.
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Figure 10: Power curves for p = 103 independent tests at nominal significance level α = 0.05
over 400 replications for variations of the procedures. MDDPm×m = max aggregation method of
Heller et al. [28]; SDDPm×m = sum aggregation method of Heller et al. [28]; D˜ = statistic (17);
D̂x = truncated version of the proposed method with m1 = m2 = x; D̂ = proposed method
without truncation.
28
test of Heller et al. [28] had the lowest powers.
A.2 Lemmas
Some useful results from Einmahl and Mason [18] and Cai and Wu [8] are reproduced here
for completeness.
Lemma 1 (Einmahl and Mason [18] Corollary 2) Let D be defined as in (6). Under
H0 of (2),
lim sup
p→∞
lnD
ln ln p
a.s.
= 1.
Lemma 2 (Cai and Wu [8] Lemma 3) Let (X,F , ν) be a measure space. Let F : X ×
R+ → R+ be measurable. Assume that
lim
M→∞
lnF (x,M)
M
= f(x)
holds uniformly in x ∈ X for some measurable f : X → R. If∫
X
exp(M0f)dν <∞
for some M0 > 0, then
lim
M→∞
1
M
ln
∫
X
F (x,M)dν = ess sup
x∈X
f(x).
The following lemmas are used to prove the results in this paper.
Lemma 3 Under Assumption 2, for x ≥ logp 2,
F 1k {(F 0k )−1(p−x)} = pv
−
k (x)+o(1),
F 1k {(F 0k )−1(1− p−x)} = 1− pv
+
k (x)+o(1),
where
v−k (x) = ess sup
a≥x
{α−k (a)− a}, v+k (x) = ess sup
a≥x
{α+k (a)− a}.
Proof. When x ≥ logp 2, making the change of variables u 7→ (F 0k )−1(p−a) implies
du = −F
0
k {(F 0k )−1(p−a)} ln p
f 0k{(F 0k )−1(p−a)}
da = − p
−a ln p
f 0k{(F 0k )−1(p−a)}
da.
Therefore
F 1k {(F 0k )−1(p−x)} =
∫ (F 0k )−1(p−x)
−∞
f 1k (u)du = − ln p
∫ x
∞
exp[`k{(F 0k )−1(p−a)}]p−ada
= po(1)
∫ ∞
x
exp[`k{(F 0k )−1(p−a)} − a ln p]da,
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where `k is the log-likelihood ratio ln(f
1
k/f
0
k ). Defining
F (x,M) = exp[`k{(F 0k )−1(p−a)} − aM ]
and M = ln p, Assumption 2 and Lemma 2 imply that
(ln p)−1 ln
∫ ∞
x
F (x, ln p)da = ess sup
x≤a
{α−k (a)− a}+ o(1),
Therefore
F 1k {(F 0k )−1(p−x)} = pess supx≤a{α
−
k (a)−a}+o(1).
Similarly, making the change of variables u 7→ (F 0k )−1(1− p−a) implies
du =
p−a ln p
f 0k{(F 0k )−1(p−a)}
da.
Therefore
F 1k {(F 0k )−1(1− p−x)} =
∫ (F 0k )−1(1−p−x)
−∞
f 1k (u)du = 1−
∫ ∞
(F 0k )
−1(1−p−x)
f 0k (u)du
= 1− ln p
∫ ∞
x
exp[`k{(F 0k )−1(1− p−a)}]p−ada
= 1− pess supx≤a{α+k (a)−a}+o(1).
Lemma 4 Under Assumption 2,
ess sup
a≥logp 2
{α−k (a)− a} ≤ 0, ess sup
a≥logp 2
{α+k (a)− a} ≤ 0.
Proof. The changes of variables u 7→ (F 0k )−1(p−a) and v 7→ (F 0k )−1(1− p−a) imply that
1 =
∫ (F 0k )−1(0.5)
−∞
f 1k (u)du+
∫ ∞
(F 0k )
−1(0.5)
f 1k (v)dv
= ln p
∫ ∞
logp 2
exp[`k{(F 0k )−1(p−a)} − a ln p]da+
ln p
∫ ∞
logp 2
exp[`k{(F 0k )−1(1− p−a)} − a ln p]da,
which means that
F−(x,M) = exp[`k{(F 0k )−1(p−a)} − aM ] <∞,
F+(x,M) = exp[`k{(F 0k )−1(1− p−a)} − aM ] <∞
for all a ∈ [logp 2,∞), with M = ln p. Applying Lemma 2 to F−(x,M) and F+(x,M) leads
to the desired conclusion.
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Lemma 5 For any function f(x) and constants c1 and c2,
{sup
x
f(x)} ∧ [sup
x
{c1f(x) + c2}] = sup
x
[f(x) ∧ {c1f(x) + c2}].
Proof. First it is clear that
{sup
x
f(x)} ∧ [sup
x
{c1f(x) + c2}] ≥ sup
x
[f(x) ∧ {c1f(x) + c2}].
Now fix  > 0. By the definition of the supremum, there exist x1 and x2 such that
f(x1) > sup
x
f(x)− , c1f(x2) + c2 > c1 sup
x
f(x) + c2 − .
Complete the proof by defining x? equal either x1 or x2 such that f(x
?) ≥ f(x1) ∨ f(x2).
Then
f(x?) ∧ {c1f(x?) + c2} ≥ f(x1) ∧ {c2f(x2) + c2} ≥ {sup
x
f(x)− } ∧ {c1 sup
x
f(x) + c2 − }.
Lemma 6 Let
W˜ (t1, t2) = p
1/2 Sˆ12(t1, t2)− S1(t1)S2(t2)
{Sˆ1(t1)Sˆ2(t2)− Sˆ21(t1)Sˆ22(t2)}1/2
, (18)
where the marginal survival functions Sk are known in the numerator and estimated in the
denominator of W˜ . Then the proposed D̂ (3) obeys
R ≡
∣∣∣∣D̂ − supS |W˜ |
∣∣∣∣ ≤ 3(ln ln p)2
with probability approaching 1 under both H0 and HA of (2), where the set S is defined
in (4).
Proof. First upper-bound R by
R ≤ sup
S
∣∣∣∣∣ p1/2Sˆ12(t1, t2)− Sˆ1(t1)Sˆ2(t2){Sˆ1(t1)Sˆ2(t2)− Sˆ21(t1)Sˆ22(t2)}1/2 − W˜
∣∣∣∣∣
≤ sup
S
p1/2Sˆ1|Sˆ2 − S2|
(Sˆ1Sˆ2 − Sˆ21 Sˆ22)1/2
+ sup
S
p1/2S2|Sˆ1 − S1|
(Sˆ1Sˆ2 − Sˆ21 Sˆ22)1/2
≡ A+B.
But
A = sup
S
p1/2|Sˆ2 − S2|
(Sˆ2/Sˆ1 − Sˆ22)1/2
≤ sup
S
p1/2|Sˆ2 − S2|
(Sˆ2 − Sˆ22)1/2
= OP{(2 ln ln p)1/2},
which follows from the behavior of the studentized uniform empirical process [16, 34]. Sim-
ilarly,
B ≤ sup
S
p1/2Sˆ2|Sˆ1 − S1|
(Sˆ1Sˆ2 − Sˆ21 Sˆ22)1/2
sup
S
S2
Sˆ2
≤ Op{(2 ln ln p)1/2} sup
T2(1)≤t2≤T2(p)
∣∣∣∣S2Sˆ2
∣∣∣∣ ,
where Tk(j) is the jth order statistic of the Tkj. Corollary 10.5.2 of Shorack and Wellner [49]
implies that
Pr( sup
∞<t2≤T2(p)
|S2/Sˆ2| ≤ ln ln p)→ 1.
Therefore Pr{R > 3(ln ln p)2} ≤ Pr{A+B > 3(ln ln p)2} → 0 under both H0 and HA.
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Lemma 7 Consider the test
reject H0 of (2) if D > ln p (19)
based on the oracle statistic D (6). Suppose F 0k 6= F 1k , k = 1, 2 and define
v−k (x) = ess sup
a≥x
{α−k (a)− a}, v+k (x) = ess sup
a≥x
{α+k (a)− a}.
Under calibration (7) and Assumption 2, the sum of the type I and II errors of test (19) goes
to 0 if any of the inequalities (10)–(13) from Theorem 1 are true.
Proof. Since PH0(D > ln p) = o(1) by Lemma 1, it remains to show that PrHA(D ≤ ln p) is
also o(1). For tk ∈ (0, 1), define
W (t1, t2) = p
1/2 Sˆ12(t1, t2)− S1(t1)S2(t2)
{S1(t1)S2(t2)− S21(t1)S22(t2)}1/2
. (20)
Then for any (t1, t2),
Pr
HA
(D ≤ ln p) ≤ Pr
HA
{|W (t1, t2)| ≤ ln p}.
By the triangle inequality and Chebyshev’s inequality,
Pr
HA
{|W (t1, t2)| ≤ ln p} ≤ Pr
HA
{|W (t1, t2)− EHAW | ≥ |EHAW (t1, t2)| − ln p}
≤ varHAW (t1, t2){|EHAW (t1, t2)| − ln p}2
.
Under model (1) the true bivariate survival function is
S12(t1, t2) =pi00S
0
1(t1)S
0
2(t2) + pi01S
0
1(t1)S
1
2(t2) + pi11S
1
1(t1)S
0
2(t2) + pi11S
1
1(t1)S
1
2(t2)
=S1(t1)S2(t2) + p
−β(S11 − S01)(S12 − S02),
where S0k = 1− F 0k , S1k = 1− F 1k , and piab = Pr(I1j = a, I2j = b). Then the expectation and
variance of W obey
EHAW =
p1/2−β(S11 − S01)(S12 − S02)
(S1S2 − S21S22)1/2
, (21)
varHAW =
S12 − S212
S1S2 − S21S22
= (EHAW )
2 S12(1− S12)
{p1/2−β(S11 − S01)(S12 − S02)}2
. (22)
The desired result follows if there exists a (t1, t2) such that
ln p/|EHAW (t1, t2)| → 0, (23)
varHAW (t1, t2)/|EHAW (t1, t2)|2 → 0. (24)
Divide R2 into four regions
Q1 = {t1, t2 : t1 ≥ (F 01 )−1(0.5), t2 ≥ (F 02 )−1(0.5)},
Q2 = {t1, t2 : t1 < (F 01 )−1(0.5), t2 ≥ (F 02 )−1(0.5)},
Q3 = {t1, t2 : t1 ≥ (F 01 )−1(0.5), t2 < (F 02 )−1(0.5)},
Q4 = {t1, t2 : t1 < (F 01 )−1(0.5), t2 < (F 02 )−1(0.5)};
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the result follows if there exists a (t1, t2) in any of these regions that satisfies (23) and (24).
In quadrantQ1, define x1 such that t1 = (F 01 )−1(1−p−x1) and x2 such that t2 = (F 02 )−1(1−
p−x2). Then xk ≥ logp 2, k = 1, 2 and by Lemma 3, for p sufficiently large and some generic
constant Cp that may contain factors of ln p,
|(S11 − S01)(S12 − S02)|
= |[1− F 11 {(F 01 )−1(1− p−x1)} − p−x1 ][1− F 12 {(F 02 )−1(1− p−x2)} − p−x2 ]|
= |{pv+1 (x1)+o(1) − p−x1}{pv+2 (x2)+o(1) − p−x2}|
=Cpp
v+1 (x1)∨(−x1)+v+2 (x2)∨(−x2).
In addition,
Sk = (1− p−βk)p−xk + p−βkpv+k (xk)+o(1) = Cpp(−xk)∨{−βk+v+k (xk)}, k = 1, 2,
and since Lemma 4 implies that v+k (xk) ≤ 0 for all xk ≥ logp 2, S1S2 = o(1) and therefore
S12 = o(1) in Q1. Therefore (21) and (22) become
|EHAW | =Cp
p1/2−β+(−x1)∨v
+
1 (x1)+(−x2)∨v+2 (x2)
p[(−x1)∨{−β1+v
+
1 (x1)}+(−x2)∨{−β2+v+2 (x2)}]/2
,
varHAW
|EHAW |2
=
S12{1− o(1)}
{p1/2−β(S11 − S01)(S12 − S02)}2
=Cp
S1S2
{p1/2−β(S11 − S01)(S12 − S02)}2
+ Cp
p−β(S11 − S01)(S12 − S02)
{p1/2−β(S11 − S01)(S12 − S02)}2
=
Cp
|EHAW |2
+
Cp
p1−β+(−x1)∨v
+
1 (x1)+(−x2)∨v+2 (x2)
.
Thus (10) is a sufficient condition for there to exist a (t1, t2) ∈ Q1 such that (23) and (24)
hold, because when x1 + x2 < 1,
1− β + (−x1) ∨ v+1 + (−x2) ∨ v+2 (x2)
>
1
2
− β + (−x1) ∨ v+1 + (−x2) ∨ v+2 (x2) +
x+ y
2
≥ 1
2
− β + (−x1) ∨ v+1 (x1) + (−x2) ∨ v+2 (x2) +
x1 ∧ {β1 − v+1 (x1)}
2
+
x2 ∧ {β2 − v+2 (x2)}
2
.
In quadrant Q2, define x1 such that t1 = (F 01 )−1(p−x1) and x2 such that t2 = (F 02 )−1(1−
p−x2). Then again xk ≥ logp 2, k = 1, 2,
|(S11 − S01)(S12 − S02)| = |{1− pv
−
1 (x1)+o(1) − 1 + p−x1}{pv+2 (x2)+o(1) − p−x2}|
=Cpp
(−x1)∨v−1 (x1)p(−x2)∨v
+
2 (x2),
and
S1 = (1− p−β1)(1− p−x1) + p−β1(1− pv−1 (x1)+o(1)) = O(1),
S2 =Cpp
v+2 (x2)∨(−x2) = o(1).
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Again S1S2 = o(1) and S12 = o(1), so (21) and (22) become
|EHAW | =Cp
p1/2−β+(−x1)∨v
−
1 (x1)+(−x2)∨v+2 (x2)
p{(−x2)∨(−β2+v
+
2 (x2))}/2
,
varHAW
|EHAW |2
=
Cp
|EHAW |2
+
Cp
p1−β+(−x1)∨v
−
1 (x1)+(−x2)∨v+2 (x2)
.
Thus (11) is a sufficient condition for there to exist a (t1, t2) ∈ Q2 such that (23) and (24)
hold, because when x2 < 1,
1− β + (−x1) ∨ v−1 (x1) + (−x2) ∨ v+2 (x2)
>
1
2
− β + (−x1) ∨ v−1 (x1) + (−x2) ∨ v+2 (x2) +
x2
2
≥ 1
2
− β + (−x1) ∨ v−1 (x1) + (−x2) ∨ v+2 (x2) +
x2 ∧ {β2 − v+2 (x2)}
2
.
It can be similarly be shown that (12) is a sufficient condition for (23) and (24) hold for
some (t1, t2) ∈ Q3.
Finally, in quadrant Q4 define x1 such that t1 = (F 01 )−1(p−x1) and x2 such that t2 =
(F 02 )
−1(p−x2), so that xk ≥ logp 2, k = 1, 2,
|(S11 − S01)(S12 − S02)|
= |{1− pv−1 (x1)+o(1) − 1 + p−x1}{1− pv−2 (x2)+o(1) − 1 + p−x2}
=Cpp
(−x1)∨v−1 (x1)+(−x2)∨v−2 (x2),
and Sk = O(1− p−xk − p−βk . Now S1S2 = 1− o(1) and thus S12 = 1− o(1), so (21) and (22)
become
|EHAW | =Cp
p1/2−β+(−x1)∨v
−
1 (x1)+(−x2)∨v−2 (x2)
p{(−x1)∨(−β1)∨(−x2)∨(−β2)}/2
,
varHAW
|EHAW |2
=
{1− o(1)}{1− S12(t1, t2)}
{p1/2−β(S11 − S01)(S12 − S02)}2
=
Cp
|EHAW |2
+
Cp
p1−β+(−x1)∨v
−
1 (x1)+(−x2)∨v−2 (x2)
.
Since βk ≤ 1,
1− β + (−x1) ∨ v−1 (x1) + (−x2) ∨ v−2 (x2)
≥ 1
2
− β + (−x) ∨ p−U + (−y) ∨ p−V +
1
2
≥ 1
2
− β + (−x) ∨ p−U + (−y) ∨ p+V +
x ∧ βU ∧ y ∧ βV
2
,
Therefore (13) is a sufficient condition for there to exist a (t1, t2) ∈ Q4 such that (23) and
(24) hold.
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A.3 Proofs of main results
A.4 Proof of Theorem 1
It must be shown that the type I error of test (9) goes to zero, and that the type II error
goes to zero if any of inequalities (10)–(13) are true.
To show that the type I error goes to zero, by Lemma 6,
Pr
H0
{(D̂ > ln p(ln ln p)2 + 3(ln ln p)2} ≤ Pr
H0
{sup
S
|W˜ | > ln p(ln ln p)2}+ o(1),
where W˜ is defined in (18) of Lemma 6. Next,
1− S1S2
1− Sˆ1Sˆ2
=
1− S2
1− Sˆ1Sˆ2
+
S2(1− S1)
1− Sˆ1Sˆ2
≤ 1− S2
1− Sˆ2
+
1− S1
1− Sˆ1
S2
Sˆ2
,
which implies that
sup
S
∣∣∣∣∣S1S2(1− S1S2)Sˆ1Sˆ2(1− Sˆ1Sˆ2)
∣∣∣∣∣ ≤ supS
∣∣∣∣S1Sˆ1
∣∣∣∣ supS
∣∣∣∣S2Sˆ2
∣∣∣∣ {supS
∣∣∣∣1− S21− Sˆ2
∣∣∣∣+ supS
∣∣∣∣1− S11− Sˆ1
∣∣∣∣ supS
∣∣∣∣S2Sˆ2
∣∣∣∣} .
Corollary 10.5.2 of Shorack and Wellner [49] implies that
Pr( sup
∞<t1≤T1(p)
|S1/Sˆ1| ≤ ln ln p)→ 1,
Pr( sup
T1(1)≤t1<∞
|(1− S1)/(1− Sˆ1)| ≤ ln ln p)→ 1,
so
Pr
{
sup
S
∣∣∣∣∣S1S2(1− S1S2)Sˆ1Sˆ2(1− Sˆ1Sˆ2)
∣∣∣∣∣ ≤ (ln ln p)4
}
→ 1.
Then
Pr
H0
{sup
S
|W˜ | > ln p(ln ln p)2} ≤ Pr
H0
D supS
∣∣∣∣∣S1S2(1− S1S2)Sˆ1Sˆ2(1− Sˆ1Sˆ2)
∣∣∣∣∣
1/2
> ln p(ln ln p)2

≤ Pr
H0
(D > ln p) + o(1) = o(1),
where the last inequality uses Lemma 1.
To identify conditions under which the type II error of test (9) goes to zero, by Lemma 6,
it suffices to identify conditions such that
Pr
HA
{sup
S
|W˜ | ≤ ln p(ln ln p)2 + 6(ln ln p)2}+ o(1),
where W˜ is defined in Lemma 6. Next, similar to above,
1− Sˆ1Sˆ2
1− S1S2 =
1− Sˆ2
1− S1S2 +
Sˆ2(1− Sˆ1)
1− S1S2 ≤
1− Sˆ2
1− S2 +
1− Sˆ1
1− S1
Sˆ2
S2
,
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and Corollary 10.5.1 of Shorack and Wellner [49] implies that
Pr(sup
t1
|Sˆ1/S1| ≤ ln p)→ 1,
Pr(sup
t1
|(1− Sˆ1)/(1− S1)| ≤ ln p)→ 1,
so
Pr
HA
{
sup
t1,t2
∣∣∣∣∣ Sˆ1Sˆ2(1− Sˆ1Sˆ2)S1S2(1− S1S2)
∣∣∣∣∣ ≤ ln4 p
}
→ 1.
Therefore,
Pr
HA
{
sup
S
|W˜ | ≤ ln p(ln ln p)2 + 6(ln ln p)2
}
≤ Pr
HA
supS |W˜ | supt1,t2
∣∣∣∣∣ Sˆ1Sˆ2(1− Sˆ1Sˆ2)S1S2(1− S1S2)
∣∣∣∣∣
1/2
≤ ln3 p(ln ln p)2 + 6 ln2 p(ln ln p)2
+ o(1)
≤ Pr
HA
{
sup
S
|W | ≤ ln3 p(ln ln p)2 + 6 ln2 p(ln ln p)2
}
+ o(1),
where W (t1, t2) is defined in (20) such that D = supt1,t2 |W (t1, t2)|.
It will be shown below that
Pr(D ≤ ln p ∨ sup
S
|W |)→ 1. (25)
This implies that
Pr
HA
{
sup
S
|W˜ | ≤ ln p(ln ln p)2 + 6(ln ln p)2
}
≤ Pr
HA
{
ln p ∨ sup
S
|W | ≤ ln3 p(ln ln p)2 + 6 ln2 p(ln ln p)2
}
+ o(1)
≤ Pr
HA
{D ≤ ln3 p(ln ln p)2 + 6 ln2 p(ln ln p)2}+ o(1).
In the proof of Lemma 7, it was shown that when one of (10)–(13) is true, (24) holds and
|EHAW | grows polynomially in p. This means that {ln3 p(ln ln p)2+6 ln2 p(ln ln p)2}/|EHAW | →
0. Therefore following the same reasoning as in Lemma 7, that the above probability goes
to zero, which gives the desired conclusion.
It remains to show (25). First,
D = max
(
sup
T1(p)<t1<∞,
T2(p)<t2<∞
∣∣∣∣ −p1/2S1S2(S1S2 − S21S22)1/2
∣∣∣∣ , sup−∞<t1<T1(1),
T2(p)<t2<∞
∣∣∣∣ −p1/2S1S2(S1S2 − S21S22)1/2
∣∣∣∣ ,
sup
T1(p)<t1<∞,
−∞<t2<T2(1)
∣∣∣∣ −p1/2S1S2(S1S2 − S21S22)1/2
∣∣∣∣ , sup−∞<t1<T1(1),
−∞<t2<T2(1)
∣∣∣∣ p1/2(1− S1S2)(S1S2 − S21S22)1/2
∣∣∣∣ , supS |W |
)
.
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Next, since the function x/(1− x) is increasing in x,
sup
T1(p)<t1<∞,
T2(p)<t2<∞
∣∣∣∣ −p1/2S1S2(S1S2 − S21S22)1/2
∣∣∣∣ = { pS1(T1(p))S2(T2(p))1− S1(T1(p))S2(T2(p))
}1/2
.
Since the Sk(Tkj) is uniformly distributed, Sk(Tk(p)) is distributed like the minimum of p
independent uniforms. By Exercise 2 on p. 408 of Shorack and Wellner [49], Pr(U(1) ≤
p−1 ln ln p)→ 1, where U(j) is the jth order statistic of p uniforms. Therefore
P
 supT1(p)<t1<∞,
T2(p)<t2<∞
∣∣∣∣ −p1/2S1S2(S1S2 − S21S22)1/2
∣∣∣∣ > ln p

=P
{
pS1(T1(p))S2(T2(p))
1− S1(T1(p))S2(T2(p)) > ln
2 p ∩ Sk(Tk(p)) ≤ ln ln p
p
, k = 1, 2
}
+ o(1)
=P
{
p(ln ln p)2
p2 − (ln ln p)2 > ln
2 p
}
+ o(1)→ 0.
By similar reasoning, it can be shown that
Pr
 sup−∞<t1<T1(1),
T2(p)<t2<∞
∣∣∣∣ −p1/2S1S2(S1S2 − S21S22)1/2
∣∣∣∣ ∨ sup
T1(p)<t1<∞,
−∞<t2<T2(1)
∣∣∣∣ −p1/2S1S2(S1S2 − S21S22)1/2
∣∣∣∣ ≤ ln p
→ 1.
Finally, because (1−x)2/(x−x2) is decreasing in x, S(Tk(1)) is distributed like the maximum
of p uniforms, and Pr(U(p) > 1− p−1 ln ln p)→ 1,
Pr
 sup−∞<t1<T1(1),
−∞<t2<T2(1)
∣∣∣∣ p1/2(1− S1S2)(S1S2 − S21S22)1/2
∣∣∣∣ ,≤ ln p
→ 1.
Together these imply (25).
A.5 Proof of Theorem 2
The squared Hellinger distance between two distributions P0 and P1, with densities p0 and
p1 with respect to the Lebesgue measure µ, is defined as
H2(P0, P1) =
1
2
∫
(p
1/2
0 − p1/21 )2dµ.
If P0 and P1 are the distributions of (T1j, T2j) under H0 and HA of (2), respectively, then by
Theorem 13.1.3 of Lehmann and Romano [38], the sum of the type I and II errors of any test
goes to at least one if pH2(P0, P1) → 0. It remains to show that conditions (14) and (15)
imply H2(P0, P1) = o(p
−1).
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For compactness of notation define the function
q(t1, t2) =
{
1−
(
1 +
p−β{L1(t1)− 1}{L2(t2)− 1}
[1 + p−β1{L1(t1)− 1}][1 + p−β2{L2(t2)− 1}]
)1/2}2
,
where Lk(tk) = f
1
k (tk)/f
0
k (tk), k = 1, 2 are likelihood ratios. Also define the sets
I1 = {t1, t2 : L1(t1) < 1, L2(t2) < 1},
I2 = {t1, t2 : 1 ≤ L1(t1), L2(t2) < 1},
I3 = {t1, t2 : L1(t1) < 1, 1 ≤ L2(t2)},
I4 = {t1, t2 : 1 ≤ L1(t1), 1 ≤ L2(t2)}.
By definition the Lk are always positive. Then the squared Hellinger distance satisfies
2H2(P0, P1) =
4∑
r=1
∫
Ir
qf1f2dt1dt2,
where fk = (1− pik)f 0k + pikf 1k is the marginal densities of Tkj. Each integral in this sum will
be shown to be o(p−1) under (14) and (15).
First, on I1 the term inside the square root in q(t1, t2) is maximized when Lk = 0, k = 1, 2
and is always larger than one for p > 1. Using this Lemma 4.2 of Cai and Wu [8], which
states that {1− (1 + t)1/2}2 ≤ t ∧ t2 for t ≥ 0,∫
I1
qf1f2dt1dt2 ≤
∫
I1
(
1−
[
1 +
p−β
(1− p−β1)(1− p−β2)
]1/2)2
f1f2dt1dt2
≤ p
−β
(1− p−β1)(1− p−β2) ∧
p−2β
(1− p−β1)2(1− p−β2)2
= o(p−1),
where the last line follows because β > 1/2 under weak latent dependence.
To upper-bound q(t1, t2) on I2, it is easy to show that ∂q/∂L2 ≤ 0, which implies that q
is maximized when L2 = 0. Therefore∫
I2
qf1f2dt1dt2 ≤
∫
I2
[
1−
{
1− p
−β
1− p−β2
L1 − 1
1 + p−β1(L1 − 1)
}1/2]2
f1f2dt1dt2
≤ p
−2β
(1− p−β2)2
∫
I2
(L1 − 1)2
{1 + p−β1(L1 − 1)}2f1f2dt1dt2
=
p−2β
(1− p−β2)2
∫
I2
(L1 − 1)2
1 + p−β1(L1 − 1)f
0
1 f2dt1dt2,
where the second inequality follows the facts that {1− (1− x)1/2}2 < x2 for x ∈ [0, 1].
Next divide I2 into disjoint subsets
I21 = {t1, t2 : 1 ≤ L1(t1), t1 ≤ (F 01 )−1(0.5), L2(t2) < 1},
I22 = {t1, t2 : 1 ≤ L1(t1), t1 > (F 01 )−1(0.5), L2(t2) < 1}.
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On I21 make the change of variables t1 7→ (F 01 )−1(p−a), a ≥ logp 2, such that
dt1 = − ln pF
0
1 (t1)
f 01 (t1)
da = − p
−a ln p
f 01{(F 01 )−1(p−a)}
da.
Similarly, on I22 use t1 7→ (F 01 )−1(1− p−a), a > logp 2, which implies
dt1 =
p−a ln p
f 01{(F 01 )−1(p−a)}
da.
Finally, Assumption 2 implies that for p sufficiently large, there is a small δ > 0 such that
on a ≥ logp 2, L1{(F 01 )−1(p−a)} ≤ pα
−
1 (a)+δ and L1{(F 01 )−1(1 − p−a)} ≤ pα
+
1 (a)+δ. Therefore
for p large enough and a generic constant Cp that contains a ln p factor,∫
I2
qf1f2dt1dt2 ≤Cpp−2β
∫
I21
[L1{(F 01 )−1(p−a)} − 1]2
1 + p−β1 [L1{(F 01 )−1(p−a)} − 1]
p−af2dadt2+
Cpp
−2β
∫
I22
[L1{(F 01 )−1(1− p−a)} − 1]2
1 + p−β1 [L1{(F 01 )−1(1− p−a)} − 1]
p−af2dadt2
≤Cpp−2β
∫
{
0≤α−1 (a)+δ,
a≥logp 2
} (pα
−
1 +δ − 1)2
1 + p−β1(pα
−
1 +δ − 1)p
−ada+
Cpp
−2β
∫
{
0≤α+1 (a)+δ,
a>logp 2
} (pα
+
1 +δ − 1)2
1 + p−β1(pα
+
1 +δ − 1)p
−ada.
Since by Assumption 2 the function α1(a) = α
−
1 (a) ∨ α+1 (a) is positive on a set of non-zero
Lebesgue measure,∫
I2
qf1f2dt1dt2 ≤Cpp−2β
∫
logp 2
{
p2(α
−
1 +δ)
1 + p−β1+α
−
1 +δ
p−a +
p2(α
+
U+δ)
1 + p−β1+α
+
1 +δ
p−a
}
da
≤Cpp−2β
∫
logp 2
p(α1+δ)+{(α1+δ)∧β1}−ada.
Thus by Lemma 2 and (14),∫
I2
qf1f2dt1dt2 ≤ Cpp−2β+ess supa≥logp 2[(α1+δ)+{(α1+δ)∧β1}−a] = o(p−1).
Similar reasoning shows that the integral over I3 is o(p−1) as well.
To complete the proof, divide the fourth region I4 into disjoint subsets
I41 = {t1, t2 : 1 ≤ L1(t1), t1 ≤ (F 01 )−1(0.5), 1 ≤ L2(t2), t2 ≤ (F 02 )−1(0.5)},
I42 = {t1, t2 : 1 ≤ L1(t1), t1 > (F 01 )−1(0.5), 1 ≤ L2(t2), t2 ≤ (F 02 )−1(0.5)},
I43 = {t1, t2 : 1 ≤ L1(t1), t1 ≤ (F 01 )−1(0.5), 1 ≤ L2(t2), t2 > (F 02 )−1(0.5)},
I44 = {t1, t2 : 1 ≤ L1(t1), t1 > (F 01 )−1(0.5), 1 ≤ L2(t2), t2 > (F 02 )−1(0.5)}.
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On I41 let t1 7→ (F 01 )−1(p−a1) and t2 7→ (F 02 )−1(p−a2). Since by Assumption 2 the function
α2(a) = α
−
2 (a) ∨ α+2 (a) is positive on a set of non-zero Lebesgue measure,
∫
I41
qf1f2dt1dt2 ≤ Cp
∫
{a1,a2≥logp 2}
1−{1 + p−β+α−1 +α−2 +2δ
(1 + p−β1+α
−
1 +δ)(1 + p−β2+α
−
2 +δ)
}1/22
(1 + p−β1+α
−
1 +δ)(1 + p−β2+α
−
1 +δ)p−a1−a2da1da2
≤ Cp
∫
{a1,a2≥logp 2}
{
p−β+α
−
1 +α
−
2 +2δ ∧ p
−2β+2α−1 +2α−2 +4δ
(1 + p−β1+α
−
1 +δ)(1 + p−β2+α
−
2 +δ)
}
p−a1−a2daada2,
because {1− (1 + t)1/2}2 ≤ t∧ t2 by Lemma 4.2 of Cai and Wu [8]. This in turn is bounded
by
Cp
∫
{a1,a2≥logp 2}
[p−β+α
−
1 +α
−
2 +2δ ∧ p−2β+α−1 +α−2 +2δ+{(α−1 +δ)∧β1}+{(α−2 +δ)∧β2}]p−a1−a2da1da2.
Corresponding calculations over the other three subsets of I4 imply that the integral of q
over this region is at most
Cpp
ess supa1,a2≥logp 2({−β+α1+α2+2δ}∧[−2β+α1+α2+2δ+{(α1+δ)∧β2}+{(α2+δ)∧β2}]−a1−a2),
which is o(p−1) when (15) holds.
A.6 Proof of Theorem 3
By Assumption 1, F 1k {(F 0k )−1(p−x)} ≤ p−x and F 1k {(F 0k )−1(1− p−x)} ≤ 1− p−x. Combining
this with Lemma 3 implies
pv
−
k (x)+o(1) ≤ p−x = 1− (1− p−x) ≤ 1− {1− pv+k (x)+o(1)}.
These inequalities lead to several useful facts when x ≥ logp 2: for k = 1, 2,
v+k (x) ≥ − x ≥ v−k (x), (26)
v+k (x) = v
+
k (x) ∨ v−k (x) = ess sup
a≥x
{α+k (a)− a} ∨ ess sup
a≥x
{α−k (a)− a}
= ess sup
a≥x
{αk(a)− a}, (27)
with αk(a) = α
+
k (a) ∨ α−k (a) as defined as in Assumption 2.
It must be shown that the interior of the complement of the undetectable region, defined
by Theorem (14), equals the detectable region, defined by Theorem 1. No test can have a sum
of type I and II errors less than one in the undetectable region, which implies that the interior
of its complement contains the detectable region. It remains to show that this interior is also
a subset of the detectable region, in other words, that at least one of the detectable region
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inequalities (10)–(13) is implied when one of the undetectable region inequalities (14)–(15)
is false.
It helps to re-express (10)–(13) when the stochastic ordering of Assumption 1 holds.
First, by Proposition 3.5 of Phu and Hoffmann [45], the supremum and essential supremum
with respect to the Lebesgue measure are equal for lower semi-continuous functions. Next,
by (26) and (27), (10) becomes
0 <
1
2
− β + ess sup
x1,x2>0,
x1+x2<1
[
2∑
k=1
ess sup
a≥xk
{
αk(a)− a+ xk
2
}
∧ ess sup
a≥xk
{
αk(ak)− ak + βk
2
}]
.
Using Lemma 5, the essential supremum above equals
ess sup
x1,x2>0,x1+x2<1,
a1≥x1,a2≥x2
([
2∑
k=1
{
αk(ak)− ak + xk
2
}]
∧
{
α1(a1)− a1 + x1
2
+
α2(a2)− a2 + β2
2
}
∧
{
α1(a1)− a1 + β1
2
+ α2(a2)− a2 + x2
2
}
∧
{
2∑
k=1
αk(ak)− ak + βk
2
})
,
so using Lemma 5 again and taking the suprema with respect to the xk means that (10) is
equivalent to
0 <
1
2
− β + ess sup
a1,a2>0
[{
α1(a1)− a1 + α2(a2)− a2 + (a1 + a2) ∧ 1
2
}
∧{
α1(a1)− a1 + a1 ∧ 1
2
+
α2(a2)− a2 + β2
2
}
∧{
α1(a1)− a1 + β2
2
+ α2(a2)− a2 + a2 ∧ 1
2
}
∧{
α1(a1)− a1 + β1
2
+
α2(a2)− a2 + β2
2
}]
.
(28)
By similar reasoning, (11) and (12) are equivalent to
0 <
1
2
− β + ess sup
a>0
[{
αk(a)− a+ a ∧ 1
2
}
∧
{
αk(a)− a+ βk
2
}]
, k = 1, 2. (29)
Finally, by (26) inequality (13) becomes
0 < ess sup
x1,x2>0
(
1
2
− β − x1 − x2 + x1 ∧ β1 ∧ x2 ∧ β2
2
)
=
1
2
− β.
Since by assumption β > 1/2 from calibration (7), it must only be shown that either (28)
or (29) holds when either (14) or (15) are false.
Now suppose (14) is false. Then there exists an a? > 0 such that
0 < 1− 2β + αk(a?) + αk(a?) ∧ βk − a?.
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For simplicity let α?k denote αk(a
?
k). Then the previous inequality implies
0 <
1
2
− β +
(
α?k −
a?
2
)
∧ α
?
k + βk − a?
2
,
0 < 1− β + α?k − a?k + (βk − β) <
1
2
− β + α?k − a?k +
1
2
.
since β > β1 ∨ β2 from (7). Therefore (29) holds when (14) is false.
Now suppose (15) is false. Then there exists a?1, a
?
2 > 0 such that
0 < 1− β + α1(a?1) + α2(a?2)− a?1 − a?2,
0 < 1− 2β + α1(a?1) + α2(a?2) + α1(a?1) ∧ β1 + α2(a?2) ∧ β2 − a?1 − a?2.
(30)
These inequalities imply
0 < 1− β + α?1 + α?2 − a?1 − a?2 =
1
2
− β + α?1 + α?2 +
1
2
,
0 < 1− 2β + 2α?1 + 2α?2 − a?1 − a?2,
0 < 1− 2β + α?1 + α?2 + β1 + β2 − a?1 − a?2,
which correspond to the first and fourth terms inside the essential supremum of (28). They
also imply
0 < 1− 2β + 2α?1 − a?1 + α?2 + β2 − a?2,
0 < 1− β + α?1 − a?1 + α?2 − a?2 <
1
2
− β + α?1 − a?1 +
1
2
+
α?2 − a?2 + β2
2
,
which correspond to the second term inside the essential supremum of (28). The last in-
equality above follows because
α?2 − a?2 −
α?2 − a?2 + β2
2
=
α?2 − a?2 − β2
2
≤ 0
by Lemma 4. It can be similarly shown that (30) imply the third term inside the essential
supremum of (28) as well. Therefore (28) holds when (15) is false.
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