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Abstract
This article develops duality principles applicable to non-convex models in the calculus of
variations. The results here developed are applied to Ginzburg-Landau type equations. For
the first and second duality principles, through an optimality criterion developed for the dual
formulations, we qualitatively classify the critical points of the primal and dual functionals in
question. We formally prove there is no duality gap between the primal and dual formulations
in a local extremal context.
Finally, in the last sections, we present a global existence result, a duality principle and
respective optimality conditions for the complex Ginzburg-Landau system in superconductivity
in the presence of a magnetic field and concerning magnetic potential.
1 Introduction
In this work we present three theorems which represent duality principles suitable for a large
class of non-convex variational problems.
At this point we refer to the exceptionally important article ”A contribution to contact
problems for a class of solids and structures” by W.R. Bielski and J.J. Telega, [3], published
in 1985, as the first one to successfully apply and generalize the convex analysis approach to a
model in non-convex and non-linear mechanics.
The present work is, in some sense, a kind of extension of this previous work [3] and others
such as [2], which greatly influenced and inspired my work and recent book [5].
We extend and generalize the approaches in [3] and [11] and develop two multi-duality
principles through which we classify qualitatively the critical points.
Thus, we emphasize the first multi-duality principle generalizes some Toland results found
in [11] and in some appropriate sense, such a work complements the results presented in [3],
now applied to a Ginzburg-Landau type model context.
1
On the other hand, the conclusions of the second multi-duality principle may be qualitatively
found in similar form in the triality approach found in [7] and other references therein, even
though the construction of the present result and the respective proofs be substantially different.
About the model in physics involved, we recall that about the year 1950 Ginzburg and
Landau introduced a theory to model the super-conducting behavior of some types of materials
below a critical temperature Tc, which depends on the material in question. They postulated
the free density energy may be written close to Tc as
Fs(T ) = Fn(T ) +
~
4m
∫
Ω
|∇ψ|22 dx+
α(T )
4
∫
Ω
|ψ|4 dx−
β(T )
2
∫
Ω
|ψ|2 dx,
where ψ is a complex parameter, Fn(T ) and Fs(T ) are the normal and super-conducting free
energy densities, respectively (see [4, 9] for details). Here Ω ⊂ R3 denotes the super-conducting
sample with a boundary denoted by ∂Ω = Γ. The complex function ψ ∈W 1,2(Ω;C) is intended
to minimize Fs(T ) for a fixed temperature T .
Denoting α(T ) and β(T ) simply by α and β, the corresponding Euler-Lagrange equations
are given by: 

− ~2m∇
2ψ + α|ψ|2ψ − βψ = 0, in Ω
∂ψ
∂n
= 0, on ∂Ω.
(1)
This last system of equations is well known as the Ginzburg-Landau (G-L) one in the absence
of a magnetic field and respective potential.
Remark 1.1. About the notation, for an open bounded subset Ω ⊂ R3, we denote the L2(Ω)
norm by ‖ · ‖L2(Ω) or simply by ‖ · ‖2. Similar remark is valid for the L
2(Ω;R3) norm, which is
denoted by ‖ · ‖L2(Ω;R3) or simply by ‖ · ‖2, when its meaning is clear.On the other hand, by | · |2
we denote the standard Euclidean norm in R3 or C3.
Moreover derivatives are always understood in the distributional sense. Also, by a regular
Lipschitzian boundary ∂Ω = Γ of Ω, we mean regularity enough so that the standard Sobolev
Imbedding theorems, the trace theorem and Gauss-Green formulas of integration by parts to hold.
Details about such results may be found in [1].
Finally, in general δF (u, v) will denote the Fre´chet derivative of the functional F (u, v) at
(u, v),
δuF (u, v) or
∂F (u, v)
∂u
denotes the first Fre´chet derivative of F relating the variable u and
δ2Fu,v(u, v) or
∂2F (u, v)
∂u∂v
denotes the second one relating the variables u and v, always at (u, v).
At some point of our analysis, we shall assume a finite-dimensional approximate model
version. In such a context, we remark that generically in a matrix sense the notation
1
K + γ∇2
will indicate the inverse
(KId + γ∇
2)−1,
2
where Id denotes the identity matrix and ∇
2 is the matrix originated by a discretized version of
the Laplace operator. We also emphasize that, as the meaning is clear, other similar notations
may be used to indicate the inverse of matrices or operators.
Remark 1.2. For an appropriate set Ω ⊂ R3 and a space U , our primal functional J : U → R
is specified by
J(u) =
γ
2
∫
Ω
∇u · ∇u dx+
α
2
∫
Ω
(u2 − β)2 dx− 〈u, f〉L2
∀u ∈ U, where α, β, γ > 0, f ∈ L2(Ω).
We define,
F (u) = −
γ
2
∫
Ω
∇u · ∇u dx+
K
2
∫
Ω
u2 dx,
where in a finite dimensional discretized model version, in a finite elements or finite differences
context, K > 0 is such that
F (u) > 0, ∀u ∈ U such that u 6= 0,
and
G(u, v) =
α
2
∫
Ω
(u2 − β + v)2 dx+
K
2
∫
Ω
u2 dx− 〈u, f〉L2 ,
so that
J(u) = G(u, 0) − F (u), ∀u ∈ U.
Let F ∗ : Y ∗ → R denote the polar functional related to F , that is,
F ∗(v∗1) = sup
u∈U
{〈u, v∗1〉L2 − F (u)}.
Since the optimization in question is quadratic, we have
F ∗(v∗1) = 〈u˜, v
∗
1〉L2 − F (u˜), (2)
where u˜ ∈ U is such that
v∗1 =
∂F (u˜)
∂u
,
that is,
v∗1 = γ∇
2u˜+Ku˜,
so that
u˜ =
v∗1
K + γ∇2
.
Replacing such a u˜ into (2), we obtain
F ∗(v∗1) =
1
2
∫
Ω
v∗1[(K + γ∇
2)−1v∗1] dx.
Similarly for G : U × Y → R, for v∗0 ∈ Y
∗ such that
2v∗0 +K > 0, in Ω,
we also define
3
G∗(v∗1 , v
∗
0) = sup
(u,v)∈U×Y
{〈u, v∗1〉L2 + 〈v, v
∗
0〉L2 −G(u, v)},
where, as above indicated
G(u, v) =
α
2
∫
Ω
(u2 − β + v)2 dx+
K
2
∫
Ω
u2 dx− 〈u, f〉L2 .
Defining w = u2 − β + v, so that
v = w − u2 + β,
we may write
G∗(v∗1 , v
∗
0) = sup
(u,w)∈U×Y
{〈u, v∗1〉L2 + 〈w − u
2 + β, v∗0〉L2
−
α
2
∫
Ω
w2 dx−
K
2
∫
Ω
u2 dx+ 〈u, f〉L2}. (3)
Since, the optimization in question is quadratic, we have
G∗(v∗1 , v
∗
0) = 〈u˜, v
∗
1〉L2 + 〈w˜ − u˜
2 + β, v∗0〉L2
−
α
2
∫
Ω
w˜2 dx−
K
2
∫
Ω
u˜2 dx+ 〈u˜, f〉L2}. (4)
where u˜ ∈ U and w˜ ∈ Y are such that
v∗1 = 2u˜v
∗
0 +Ku˜− f,
and
v∗0 = αw˜,
so that
u˜ =
v∗1 + f
2v∗0 +K
,
and
w˜ =
v∗0
α
.
Replacing such results into (4), we get
G∗(v∗1 , v
∗
0) =
1
2
∫
Ω
(v∗1 + f)
2
2v∗0 +K
dx+
1
2α
∫
Ω
(v∗0)
2 dx
+β
∫
Ω
v∗0 dx. (5)
4
2 The main result
In this section we develop a first multi-duality principle for a Ginzburg-Landau type system
in a simpler real context.
About these models in physics, we refer again to [4, 9].
In the next lines we develop the main result. At this point we highlight the global optimality
condition −γ∇2 + 2vˆ∗0 > 0 at a critical point was presented in [7].
Theorem 2.1. Let Ω ⊂ R3 be an open, bounded, connected set with a regular (Lipschitzian)
boundary denoted by ∂Ω. Suppose J : U → R is a functional defined by
J(u) =
γ
2
∫
Ω
∇u · ∇u dx+
α
2
∫
Ω
(u2 − β)2 dx− 〈u, f〉L2
∀u ∈ U, where α, β, γ > 0, f ∈ L2(Ω) and U =W 1,20 (Ω).
At this point, we assume a discretized finite dimensional model version (in a finite elements
or finite differences context, so that from now on, the not relabeled spaces, functions and oper-
ators refer to such a finite dimensional approximation) and suppose
δJ(u0) = 0
0 where in an appropriate matrices sense, we have
δ2J(u0) = −γ∇
2 + 6α {u0(i)
2} − 2αβId.
Here {u0(i)
2} denotes the diagonal matrix which the diagonal is given by the vector [u0(i)
2].
Also, from now on, as the meaning is clear, we shall denote such a second Fre´chet derivative
simply by
δ2J(u0) = −γ∇
2 + 6αu20 − 2αβ.
Define,
F (u) = −
γ
2
∫
Ω
∇u · ∇u dx+
K
2
∫
Ω
u2 dx,
where K > 0 is such that
F (u) > 0, ∀u ∈ U such that u 6= 0,
and
G(u, v) =
α
2
∫
Ω
(u2 − β + v)2 dx+
K
2
∫
Ω
u2 dx− 〈u, f〉L2 ,
so that
J(u) = G(u, 0) − F (u), ∀u ∈ U.
Define also Y = Y ∗ = L2(Ω), F ∗ : Y ∗ → R by
F ∗(v∗1) = sup
u∈U
{〈u, v∗1〉L2 − F (u)}
=
1
2
∫
Ω
v∗1 [(K + γ∇
2)−1v∗1 ] dx, (6)
5
and G∗ : Y ∗ × Y ∗ → R = R ∪ {+∞} by
G∗(v∗1 , v
∗
0) = sup
(v1,v)∈Y ×Y
{〈v, v∗0〉Y + 〈v1, v
∗
1〉Y −G(v1, v)}
=
1
2
∫
Ω
(v∗1 + f)
2
2v∗0 +K
dx+
1
2α
∫
Ω
(v∗0)
2 dx
+β
∫
Ω
v∗0 dx, (7)
if v∗0 ∈ A
∗ = {v∗0 ∈ Y
∗ : 2v∗0 +K > 0, in Ω}.
Let J∗ : Y ∗ × Y ∗ → R ∪ {−∞} be such that
J∗(v∗1 , v
∗
0) = −G
∗(v∗1 , v
∗
0) + F
∗(v∗1),
so that J˜∗ : Y ∗ → R is expressed by
J˜∗(v∗1) = sup
v∗
0
∈A∗
J∗(v∗1 , v
∗
0).
Define
vˆ∗0 = α(u
2
0 − β),
and
vˆ∗1 = (2vˆ
∗
0 +K)u0 − f.
Suppose vˆ∗0 ∈ A
∗.
Under such hypotheses,
δJ˜∗(vˆ∗1) = 0,
and
J˜∗(vˆ∗1) = J(u0).
Moreover,
1. if δ2J(u0) > 0, then
δ2J˜∗(vˆ∗1) > 0,
so that there exist r > 0 and r1 > 0 such that
J(u0) = min
u∈Br(u0)
J(u)
= min
v∗
1
∈Br1 (vˆ
∗
1
)
J˜∗(v∗1)
= J˜∗(vˆ∗1)
= J∗(vˆ∗1 , vˆ
∗
0). (8)
2. If −γ∇2 + 2vˆ∗0 > 0 so that δ
2J(u0) > 0, then defining
B∗ = {v∗0 ∈ Y
∗ : −γ∇2 + 2v∗0 > 0},
we have
δJ∗2 (vˆ
∗
1) = 0,
6
δ2J∗2 (vˆ
∗
1) > 0
and
J(u0) = min
u∈U
J(u)
= min
v∗
1
∈Y ∗
J∗2 (v
∗
1)
= J∗2 (vˆ
∗
1)
= J∗(vˆ∗1 , vˆ
∗
0), (9)
where
J∗2 (v
∗
1) = sup
v∗
0
∈A∗∩B∗
J∗(v∗1 , v
∗
0).
3. If δ2J(u0) < 0, then
δ2J˜∗(vˆ∗1) < 0,
so that there exist r > 0 and r1 > 0 such that
J(u0) = max
u∈Br(u0)
J(u)
= max
v∗
1
∈Br1 (vˆ
∗
1
)
J˜∗(v∗1)
= J˜∗(vˆ∗1)
= J∗(vˆ∗1 , vˆ
∗
0). (10)
Proof. From δJ(u0) = 0 we have
−γ∇2u0 + α(u
2
0 − β)2u0 − f = 0, in Ω
so that
γ∇2u0 +Ku0 = α(u
2
0 − β)2u0 +Ku0 − f
= (2vˆ∗0 +K)u0 − f
= vˆ∗1 . (11)
From this, we obtain
vˆ∗1
K + γ∇2
−
vˆ∗1 + f
2vˆ∗0 +K
= u0 − u0 = 0, in Ω.
On the other hand,
vˆ∗0 = α(u
2
0 − β) = α(u
2
0 − β + 0),
so that
−
vˆ∗0
α
+
(vˆ∗1 + f)
2
(2vˆ∗0 +K)
2
− β = 0,
and thus
∂J∗(vˆ∗1 , vˆ
∗
0)
∂v∗0
= 0.
7
From this, (11), from the definition of vˆ∗0 and the concavity of J
∗(vˆ∗1 , v
∗
0) in v
∗
0 , we obtain
J˜∗(vˆ∗1) = sup
v∗
0
∈A∗
J∗(vˆ∗1 , v
∗
0)
= J∗(vˆ∗1 , vˆ
∗
0)
= −G∗(vˆ∗1 , vˆ
∗
0) + F
∗(vˆ∗1)
= −〈u0, vˆ
∗
1〉L2 − 〈0, vˆ
∗
0〉L2 +G(u0, 0)
+〈u0, vˆ
∗
1〉L2 − F (u0)
= G(u0, 0) − F (u0)
= J(u0). (12)
Also, for v∗1 in a neighborhood of vˆ
∗
1 we have that
J∗(v∗1) = sup
v∗
0
∈A∗
J∗(v∗1 , v
∗
0) = J
∗(v∗1 , v˜
∗
0),
where such a supremum is attained through the equation,
∂J∗(v∗1 , v˜
∗
0)
∂v∗0
= 0,
so that from the implicit function theorem we have
∂J˜∗(v∗1)
∂v∗1
=
∂J∗(v∗1 , v˜
∗
0)
∂v∗1
+
∂J∗(v∗1 , v˜
∗
0)
∂v∗0
∂v˜∗0
∂v∗1
=
∂J∗(v∗1 , v˜
∗
0)
∂v∗1
. (13)
Moreover, from this, joining the pieces, we get
∂J˜∗(vˆ∗1)
∂v∗1
=
∂J∗(vˆ∗1 , vˆ
∗
0)
∂v∗1
+
∂J∗(vˆ∗1 , vˆ
∗
0)
∂v∗0
∂vˆ∗0
∂v∗1
=
∂J∗(vˆ∗1 , vˆ
∗
0)
∂v∗1
=
vˆ∗1
K + γ∇2
−
vˆ∗1 + f
2vˆ∗0 +K
= u0 − u0 = 0, in Ω. (14)
Hence, from this and (13), we obtain
∂2J˜∗(vˆ∗1)
∂(v∗1)
2
=
∂2J∗(vˆ∗1 , vˆ
∗
0)
∂v∗0∂v
∗
1
∂vˆ∗0
∂v∗1
+
∂2J∗(vˆ∗1 , vˆ
∗
0)
∂(v∗1)
2
=
2(vˆ∗1 + f)
(2vˆ∗0 +K)
2
∂vˆ∗0
∂v∗1
+
1
K + γ∇2
−
1
2vˆ∗0 +K
. (15)
8
At this point we may observe that
(vˆ∗1 + f)
2
(2vˆ∗0 +K)
2
−
vˆ∗0
α
− β = 0,
so that taking the variation in v∗1 of this equation in both sides, we obtain
2(vˆ∗1 + f)
(2vˆ∗0 +K)
2
−
4(vˆ∗1 + f)
2
(2vˆ∗0 +K)
3
∂vˆ∗0
∂v∗1
−
1
α
∂vˆ∗0
∂v∗1
= 0, (16)
and thus,
∂vˆ∗0
∂v∗1
=
2(vˆ∗
1
+f)
(2vˆ∗
0
+K)2
1
α
+
4(vˆ∗
1
+f)2
(2vˆ∗
0
+K)3
, (17)
Replacing (17) into (15), we obtain
∂2J˜∗(vˆ∗1)
∂(v∗1)
2
=
∂2J∗(vˆ∗1 , vˆ
∗
0)
∂v∗0∂v
∗
1
∂vˆ∗0
∂v∗1
+
∂2J∗(vˆ∗1 , vˆ
∗
0)
∂(v∗1)
2
=
2(vˆ∗1 + f)
(2vˆ∗0 +K)
2
∂vˆ∗0
∂v∗1
+
1
K + γ∇2
−
1
2vˆ∗0 +K
=
4α(vˆ∗
1
+f)2
(2vˆ∗
0
+K)4
1 + α
4(vˆ∗
1
+f)2
(2vˆ∗
0
+K)3
+
1
K + γ∇2
−
1
2vˆ∗0 +K
, (18)
Therefore, denoting
H = 1 + α
4(vˆ∗1 + f)
2
(2vˆ∗0 +K)
3
= 1 +
4αu20
2vˆ∗0 +K
,
we have
∂2J˜∗(vˆ∗1)
∂(v∗1)
2
=
[(
1 + α
4(vˆ∗1 + f)
2
(2vˆ∗0 +K)
3
)
1
K + γ∇2
−
1
2vˆ∗0 +K
]
/H
=
[(
1 +
4αu20
2vˆ∗0 +K
)
1
K + γ∇2
−
1
2vˆ∗0 +K
]
/H
= (2vˆ∗0 +K + 4αu
2
0 −K − γ∇
2)/[(K + γ∇2)(vˆ∗0 +K)H]
= [−γ∇2 + 6αu20 − 2αβ]/[(K + γ∇
2)(vˆ∗0 +K)H]
=
δ2J(u0)
[(K + γ∇2)(vˆ∗0 +K)H]
. (19)
9
Summarizing, assuming δ2J(u0) > 0, we obtain
∂2J˜∗(vˆ∗1)
∂(v∗1)
2
> 0,
so that u0 ∈ U is a point of local minimum for J and vˆ
∗
1 is a point of local minimum for J˜
∗.
Hence, there exist r > 0 and r1 > 0 such that
J(u0) = min
u∈Br(u0)
J(u)
= min
v∗
1
∈Br1 (vˆ
∗
1
)
J˜∗(v∗1)
= J˜∗(vˆ∗1)
= J∗(vˆ∗1 , vˆ
∗
0). (20)
Assume now −γ∇2 + 2vˆ∗0 > 0, so that δ
2J(u0) > 0.
Observe that if v∗0 ∈ A
∗ and −γ∇2 + 2v∗0 > 0, then
∂2J∗(v1, v
∗
0)
∂(v∗1)
2
=
1
K + γ∇2
−
1
2v∗0 +K
> 0,
so that J∗(v∗1 , v
∗
0) is convex in v
∗
1 , ∀v
∗
0 ∈ A
∗ ∩B∗.
Hence
J∗2 (v
∗
1) = sup
v∗
0
∈A∗∩B∗
J∗(v∗1 , v
∗
0),
is convex, as the point-wise supremum of a family of convex functionals.
As above, from δJ(u0) = 0, we may obtain δJ
∗
2 (vˆ
∗
1) = 0, so that, since J
∗
2 is convex, we may
infer that
J(u0) = J
∗
2 (vˆ
∗
1) = min
v∗
1
∈Y ∗
J∗2 (v
∗
1).
10
Moreover,
J∗2 (vˆ
∗
1) = min
v∗
1
∈Y ∗
J∗2 (v
∗
1)
≤ J∗2 (v
∗
1)
= sup
v∗
0
∈A∗∩B∗
J∗(v∗1 , v
∗
0)
= sup
v∗
0
∈A∗∩B∗
{
1
2
∫
Ω
(v∗1)
2
(K + γ∇2)
dx
−
1
2
∫
Ω
(v∗1 + f)
2
2v∗0 +K
dx−
1
2
∫
Ω
(v∗0)
2
α
dx− β
∫
Ω
v∗0 dx
}
≤ sup
v∗
0
∈A∗∩B∗
{
1
2
∫
Ω
(v∗1)
2
(K + γ∇2)
dx
−〈u, v∗1 + f〉L2 +
∫
Ω
(2v∗0 +K)
u2
2
dx−
1
2
∫
Ω
(v∗0)
2
α
dx− β
∫
Ω
v∗0 dx
}
≤ sup
v∗
0
∈Y ∗
{
1
2
∫
Ω
(v∗1)
2
(K + γ∇2)
dx
−〈u, v∗1 + f〉L2 +
∫
Ω
(2v∗0 +K)
u2
2
dx−
1
2
∫
Ω
(v∗0)
2
α
dx− β
∫
Ω
v∗0 dx
}
=
1
2
∫
Ω
(v∗1)
2
(K + γ∇2)
dx
−〈u, v∗1〉L2 +
α
2
∫
Ω
(u2 − β)2 dx+
K
2
∫
Ω
u2 dx
−〈u, f〉L2 , ∀u ∈ U, v
∗
1 ∈ Y
∗. (21)
Hence
J∗2 (vˆ
∗
1) ≤ inf
v∗
1
∈Y ∗
{
1
2
∫
Ω
(v∗1)
2
(K + γ∇2)
dx
−〈u, v∗1〉L2 +
α
2
∫
Ω
(u2 − β)2 dx+
K
2
∫
Ω
u2 dx− 〈u, f〉L2
}
=
γ
2
∫
Ω
∇u · ∇u dx−
K
2
∫
Ω
u2 dx+
α
2
∫
Ω
(u2 − β)2 dx+
K
2
∫
Ω
u2 dx− 〈u, f〉L2
= J(u), ∀u ∈ U. (22)
From this and
J(u0) = J
∗
2 (vˆ
∗
1),
we obtain
J(u0) = min
u∈U
J(u)
= min
v∗
1
∈Y ∗
J∗2 (v
∗
1)
= J∗2 (vˆ
∗
1)
= J∗(vˆ∗1 , vˆ
∗
0). (23)
11
The third item may be proven similarly as the first one.
This completes the proof.
3 A Second multi-duality principle
In this section, in a similar context, we present a second multi-duality principle. This
principle is significantly different from the previous one, since we invert the order of variables
as evaluating the extremals.
Indeed the first part of this proof is similar to the one of the previous theorem. Important
differences appears along the proof. For the sake of completeness, we present such a proof in
details.
Finally, we emphasize the conclusions of this second multi-duality principle may be qualita-
tively found in similar form in the triality approach found in [7] and other references therein.
Theorem 3.1. Let Ω ⊂ R3 be an open, bounded, connected set with a regular (Lipschitzian)
boundary denoted by ∂Ω. Suppose J : U → R is a functional defined by
J(u) =
γ
2
∫
Ω
∇u · ∇u dx+
α
2
∫
Ω
(u2 − β)2 dx− 〈u, f〉L2
∀u ∈ U, where α, β, γ > 0, f ∈ L2(Ω) and U =W 1,20 (Ω).
At this point, we assume a discretized finite dimensional model version (in a finite elements
or finite differences context, so that from now on, the not relabeled spaces, functions and oper-
ators refer to such a finite dimensional approximation) and suppose
δJ(u0) = 0
where in an appropriate matrices sense, we have
δ2J(u0) = −γ∇
2 + 6α u20 − 2αβ.
Define,
F (u) = −
γ
2
∫
Ω
∇u · ∇u dx+
K
2
∫
Ω
u2 dx,
where K > 0 is such that
F (u) > 0, ∀u ∈ U such that u 6= 0,
and
G(u, v) =
α
2
∫
Ω
(u2 − β + v)2 dx+
K
2
∫
Ω
u2 dx− 〈u, f〉L2 ,
so that
J(u) = G(u, 0) − F (u), ∀u ∈ U.
Define also Y = Y ∗ = L2(Ω), F ∗ : Y ∗ → R by
F ∗(v∗1) = sup
u∈U
{〈u, v∗1〉L2 − F (u)}
=
1
2
∫
Ω
v∗1 [(K + γ∇
2)−1v∗1 ] dx, (24)
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and G∗ : Y ∗ × Y ∗ → R = R ∪ {+∞} by
G∗(v∗1 , v
∗
0) = sup
(v1,v)∈Y ×Y
{〈v, v∗0〉Y + 〈v1, v
∗
1〉Y −G(v1, v)}
=
1
2
∫
Ω
(v∗1 + f)
2
2v∗0 +K
dx+
1
2α
∫
Ω
(v∗0)
2 dx
+β
∫
Ω
v∗0 dx, (25)
if v∗0 ∈ A
∗ = {v∗0 ∈ Y
∗ : v∗0 +K > 0, in Ω}.
Let J∗ : Y ∗ × Y ∗ → R ∪ {−∞} be such that
J∗(v∗1 , v
∗
0) = −G
∗(v∗1 , v
∗
0) + F
∗(v∗1).
Define
vˆ∗0 = α(u
2
0 − β),
and
vˆ∗1 = (2vˆ
∗
0 +K)u0 − f.
Suppose vˆ∗0 ∈ A
∗.
Under such hypotheses,
1. If δ2J(u0) > 0 and −γ∇
2 + 2vˆ∗0 > 0, then
δJ∗1 (vˆ
∗
0) = 0
and
δ2J∗1 (vˆ
∗
0) = −
δ2J(u0)
α(−γ∇2 + 2vˆ∗0)
< 0,
so that there exist r, r1 > 0 such that
J(u0) = inf
u∈Br(u0)
J(u)
= sup
v∗
0
∈Br1 (vˆ
∗
0
)
{
inf
v∗
1
∈Y ∗
J∗(v∗1 , v
∗
0)
}
= sup
v∗
0
∈Br1 (vˆ
∗
0
)
J∗1 (v
∗
0)
= J∗1 (vˆ
∗
0)
= J∗(vˆ∗1 , vˆ
∗
0), (26)
where
J∗1 (v
∗
0) = inf
v∗
1
∈Y ∗
J∗(v∗1 , v
∗
0).
2. If δ2J(u0) > 0 and −γ∇
2 + 2vˆ∗0 < 0, then
δJ∗2 (vˆ
∗
0) = 0
and
δ2J∗2 (vˆ
∗
0) = −
δ2J(u0)
α(−γ∇2 + 2vˆ∗0)
> 0,
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so that there exist r, r1 > 0 such that
J(u0) = inf
u∈Br(u0)
J(u)
= inf
v∗
0
∈Br1 (vˆ
∗
0
)
{
sup
v∗
1
∈Y ∗
J∗(v∗1 , v
∗
0)
}
= inf
v∗
0
∈Br1 (vˆ
∗
0
)
J∗2 (v
∗
0)
= J∗2 (vˆ
∗
0)
= J∗(vˆ∗1 , vˆ
∗
0), (27)
where
J∗2 (v
∗
0) = sup
v∗
1
∈Y ∗
J∗(v∗1 , v
∗
0).
3. If δ2J(u0) < 0 so that −γ∇
2 + 2vˆ∗0 < 0, then
δJ∗2 (vˆ
∗
1) = 0
and
δ2J∗2 (vˆ
∗
0) = −
δ2J(u0)
α(−γ∇2 + 2vˆ∗0)
< 0,
so that there exist r, r1 > 0 such that
J(u0) = sup
u∈Br(u0)
J(u)
= sup
v∗
0
∈Br1 (vˆ
∗
0
)
{
sup
v∗
1
∈Y ∗
J∗(v∗1 , v
∗
0)
}
= sup
v∗
0
∈Br1 (vˆ
∗
0
)
J∗2 (v
∗
0)
= J∗2 (vˆ
∗
0)
= J∗(vˆ∗1 , vˆ
∗
0), (28)
where
J∗2 (v
∗
0) = sup
v∗
1
∈Y ∗
J∗(v∗1 , v
∗
0).
Proof. From δJ(u0) = 0 we have
−γ∇2u0 + α(u
2
0 − β)2u0 − f = 0, in Ω
so that
γ∇2u0 +Ku0 = α(u
2
0 − β)2u0 +Ku0 − f
= (2vˆ∗0 +K)u0 − f
= vˆ∗1 . (29)
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From this, we obtain
vˆ∗1
K + γ∇2
−
vˆ∗1 + f
2vˆ∗0 +K
= u0 − u0 = 0, in Ω.
Thus,
∂J∗(vˆ∗1 , vˆ
∗
0)
∂v∗1
= 0.
Define
J˜(v∗0) = J
∗(v˜∗1 , v
∗
0),
where v˜∗1 ∈ Y
∗ is such that
∂J∗(v˜∗1 , v
∗
0)
∂v∗1
= 0.
Observe that, from
∂2J∗(v∗1 , v
∗
0)
∂(v∗1)
2
=
1
K + γ∇2
−
1
2v∗0 +K
,
we have that, if
−γ∇2 + 2v∗0 > 0,
then
J˜(v∗0) = J
∗(v˜∗1 , v
∗
0) = inf
v∗
1
∈Y ∗
J∗(v∗1 , v
∗
0),
whereas if
−γ∇2 + 2v∗0 < 0,
then
J˜(v∗0) = J
∗(v˜∗1 , v
∗
0) = sup
v∗
1
∈Y ∗
J∗(v∗1 , v
∗
0).
From (29) and from the definition of vˆ∗0, we obtain
J˜∗(vˆ∗0) = J
∗(vˆ∗1 , vˆ
∗
0)
= −G∗(vˆ∗1 , vˆ
∗
0) + F
∗(vˆ∗1)
= −〈u0, vˆ
∗
1〉L2 − 〈0, vˆ
∗
0〉L2 +G(u0, 0)
+〈u0, vˆ
∗
1〉L2 − F (u0)
= G(u0, 0) − F (u0)
= J(u0). (30)
From the implicit function theorem we have
∂J˜∗(v∗0)
∂v∗0
=
∂J∗(v˜∗1 , v
∗
0)
∂v∗0
+
∂J∗(v˜∗1 , v
∗
0)
∂v∗1
∂v˜∗1
∂v∗0
=
∂J∗(v˜∗1 , v
∗
0)
∂v∗0
. (31)
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Moreover, from this, joining the pieces, we get
∂J˜∗(vˆ∗0)
∂v∗0
=
∂J∗(vˆ∗1 , vˆ
∗
0)
∂v∗0
+
∂J∗(vˆ∗1 , vˆ
∗
0)
∂v∗1
∂vˆ∗1
∂v∗0
=
∂J∗(vˆ∗1 , vˆ
∗
0)
∂v∗0
=
(vˆ∗1 + f)
2
(2vˆ∗0 +K)
2
−
vˆ∗0
α
− β
= u20 −
vˆ∗0
α
− β
= 0, in Ω, (32)
since vˆ∗0 = α(u
2
0 − β), in Ω.
Hence, from this and (31), we obtain
∂2J˜∗(vˆ∗0)
∂(v∗0)
2
=
∂2J∗(vˆ∗1 , vˆ
∗
0)
∂v∗0∂v
∗
1
∂vˆ∗1
∂v∗0
+
∂2J∗(vˆ∗1 , vˆ
∗
0)
∂(v∗0)
2
=
2(vˆ∗1 + f)
(2vˆ∗0 +K)
2
∂vˆ∗1
∂v∗0
−4
(vˆ∗1 + f)
2
(2vˆ∗0 +K)
3
−
1
α
. (33)
At this point we may observe that
vˆ∗1
K + γ∇2
−
(vˆ∗1 + f)
(2vˆ∗0 +K)
= 0,
so that taking the variation in v∗0 of this equation in both sides, we obtain
∂vˆ∗
1
∂v∗
0
(K + γ∇2)
−
∂vˆ∗
1
∂v∗
0
(2vˆ∗0 +K)
+
2(vˆ∗1 + f)
(2vˆ∗0 +K)
2
= 0, (34)
and thus, recalling that
u0 =
(vˆ∗1 + f)
(2vˆ∗0 +K)
,
we get
∂vˆ∗1
∂v∗0
= −
(K+γ∇2)(2u0)
(2vˆ∗
0
+K)
1− K+γ∇
2
2vˆ∗
0
+K
, (35)
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Replacing (35) into (33), we obtain
∂2J˜∗(vˆ∗0)
∂(v∗0)
2
=
∂2J∗(vˆ∗1 , vˆ
∗
0)
∂v∗0∂v
∗
1
∂vˆ∗1
∂v∗0
+
∂2J∗(vˆ∗1 , vˆ
∗
0)
∂(v∗0)
2
=
2(vˆ∗1 + f)
(2vˆ∗0 +K)
2
∂vˆ∗1
∂v∗0
−
4(vˆ∗1 + f)
2
(2vˆ∗0 +K)
3
−
1
α
= −
K+γ∇2
(2vˆ∗
0
+K)2
(4u20)
1− K+γ∇
2
2vˆ∗
0
+K
−
1
α
−
4u20
2vˆ∗0 +K
. (36)
Therefore,
∂2J˜∗(vˆ∗0)
∂(v∗0)
2
= −
1
α
−
4u20
2vˆ∗0 +K
−
K + γ∇2
2v∗0 +K
4u20
(2vˆ∗0 − γ∇
2)
= −
1
α
−
4u20
(2vˆ0 +K)
(
1 +
K + γ∇2
2vˆ∗0 − γ∇
2
)
= −
1
α
−
4u20
(2vˆ∗0 − γ∇
2)
=
γ∇2 − 2vˆ∗0 − 4αu
2
0
α(−γ∇2 + 2vˆ∗0)
=
γ∇2 − 6αu20 + 2αβ
α(−γ∇2 + 2vˆ∗0)
= −
δ2J(u0)
α(−γ∇2 + 2vˆ∗0)
. (37)
Assume now δ2J(u0) > 0 and −γ∇
2 + 2vˆ∗0 > 0.
From (37), we obtain
δ2J∗1 (vˆ
∗
0) =
∂2J˜∗(vˆ∗0)
∂(v∗0)
2
= −
δ2J(u0)
α(−γ∇2 + 2vˆ∗0)
< 0.
Summarizing,
δ2J∗1 (vˆ
∗
0) < 0,
so that u0 ∈ U is a point of local minimum for J and vˆ
∗
0 is a point of local maximum for J
∗
1 .
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Hence, there exist r > 0 and r1 > 0 such that
J(u0) = min
u∈Br(u0)
J(u)
= max
v∗
0
∈Br1 (vˆ
∗
0
)
J∗1 (v
∗
0)
= J∗1 (vˆ
∗
0)
= J∗(vˆ∗1 , vˆ
∗
0). (38)
The remaining items may be proven similarly from (37).
This completes the proof.
4 Another duality principle for global optimization
Our next result is another duality principle suitable for global optimization. The optimality
criterion here presented may be found in [7].
Theorem 4.1. Let Ω ⊂ R3 be an open, bounded, connected set with a Lipschitzian boundary
denoted by ∂Ω. Consider the Ginzburg-Landau energy given by J : U → R, where
J(u) =
γ
2
∫
Ω
∇u · ∇u dx
+
α
2
∫
Ω
(u2 − 1)2 dx− 〈u, f〉L2 , (39)
where α, γ > 0, f ∈ L2(Ω) and
U =W 1,20 (Ω) = {u ∈W
1,2(Ω) : u = 0, on ∂Ω}.
We also denote, for a finite dimensional discretized version of this problem, in a finite
elements or finite differences context,
J(u) = −F (u) +G1(u, 0),
where
F (u) = −
γ
2
∫
Ω
∇u · ∇u dx+
K
2
∫
Ω
u2 dx,
and
G1(u, v) =
α
2
∫
Ω
(u2 − 1 + v)2 dx+
K
2
∫
Ω
u2 dx− 〈u, f〉L2 ,
where K > 0 is such that F (u) > 0, ∀u ∈ U, such that u 6= 0.
And where generically,
〈h, g〉L2 =
∫
Ω
hg dx, ∀h, g ∈ L2(Ω).
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We define,
F ∗(z∗) = sup
u∈U
{〈z∗, u〉L2 − F (u)}
= sup
u∈U
{〈z∗, u〉L2 +
γ
2
∫
Ω
∇u · ∇u dx
−
K
2
∫
Ω
u2 dx}
=
1
2
∫
Ω
z∗((KId + γ∇
2)−1z∗) dx, (40)
where Id denotes the identity matrix.
Also,
G∗1(z
∗, v∗1) = sup
(u,v)∈U×L2
{〈z∗, u〉L2 + 〈v
∗
1 , v〉L2
+〈u, f〉L2 −
α
2
∫
Ω
(u2 − 1 + v)2 dx−
K
2
∫
Ω
u2 dx}
=
1
2
∫
Ω
(z∗ + f)2
2v∗1 +K
dx+
1
2α
∫
Ω
(v∗1)
2 dx
+
∫
Ω
v∗1 dx
≡ G∗1L(z
∗, v∗1), (41)
if v∗1 ∈ B1, where
B1 = {v
∗
1 ∈ Y
∗ : 2v∗1 +K > 0, in Ω}
and G∗1L stands for the Legendre transform of G1.
We also denote,
B2 = {v
∗
1 ∈ Y
∗ :
γ
2
∫
Ω
∇u · ∇u dx+
∫
Ω
v∗1u
2 dx > 0,
∀u ∈ U such that u 6= 0}, (42)
C∗ = B1 ∩B2,
where
Y = Y ∗ = L2(Ω).
Under such hypotheses,
inf
u∈U
J(u) ≥ sup
v∗
1
∈C∗
{ inf
z∗∈Y ∗
{J∗(z∗, v∗1)}}
= sup
v∗
1
∈C∗
J˜(v∗1), (43)
where,
J∗(z∗, v∗1) = F
∗(z∗)−G∗1(z
∗, v∗1)
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and
J˜(v∗1) = inf
z∗∈Y ∗
J∗(z∗, v∗1).
Moreover, if there exists a critical point (z∗0 , (v
∗
0)1) ∈ C
∗ × Y ∗, so that
δJ∗(z∗0 , (v
∗
0)1) = 0,
then, denoting
u0 =
z∗0 + f
2(v∗0)1 +K
we have that
J(u0) = min
u∈U
J(u)
= max
v∗
1
∈C∗
J˜∗(v∗1)
= J˜∗((v∗0)1)
= J∗(z∗0 , (v
∗
0)1). (44)
Proof. Observe that
G∗1(z
∗, v∗1)
≥ 〈z∗, u〉L2 + 〈v
∗
1 , v〉L2 −G1(u, v), (45)
∀v∗1 ∈ C
∗, u ∈ U, v ∈ Y, z∗ ∈ Y ∗.
Thus,
−〈z∗, u〉L2 +G1(u, 0)
≥ −G∗1(z
∗, v∗1), (46)
∀u ∈ U, v∗1 ∈ C
∗, z∗ ∈ Y ∗, so that
F ∗(z∗)− 〈z∗, u〉L2 +G1(u, 0)
≥ F ∗(z∗)−G∗1(z
∗, v∗1), (47)
∀u ∈ U, v∗1 ∈ C
∗, z∗ ∈ Y ∗.
Hence,
J(u) = −F (u) +G1(u, 0)
= inf
z∗∈Y ∗
{F ∗(z∗)− 〈z∗, u〉L2}+G1(u, 0)
≥ inf
z∗∈Y ∗
{F ∗(z∗)−G∗1(z
∗, v∗1)}
= inf
z∗∈Y ∗
J∗(z∗, v∗1)
= J˜∗(v∗1), (48)
∀u ∈ U, v∗1 ∈ C
∗.
Thus,
inf
u∈U
J(u) ≥ sup
v∗
1
∈C∗
J˜∗(v∗1). (49)
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Now suppose (z∗0 , (v
∗
0)1) ∈ Y
∗ × C∗ is such that
δJ∗(z∗0 , (v
∗
0)1) = 0.
From the variation in z∗ we obtain,
(KId + γ∇
2)−1(z∗0) =
z∗0 + f
2(v∗0)1 +K
= u0,
so that
z∗0 = (KId + γ∇
2)u0,
and
z∗0 + f = (2(v
∗
0)1 +K)u0. (50)
Thus,
F ∗(z∗0) = 〈z
∗
0 , u0〉L2 − F (u0). (51)
On the other hand, from the variation in v∗1 , we have,
[z∗0 + f ]
2
[2(v∗0)1 +K]
2
−
(v∗0)1
α
− 1 = 0,
so that
(v∗0)1 = α(u
2
0 − 1),
and hence, from this and (50) we have,
z∗0 + f = α(u
2
0 − 1)2u0 +Ku0,
and
G∗1(z
∗
0 , (v
∗
0)1) = 〈z
∗
0 , u0〉L2 −G1(u0, 0). (52)
From (51) and (52), we obtain
J(u0) = −F (u0) +G1(u0, 0)
= F ∗(z∗0)−G
∗
1(z
∗
0 , (v
∗
0)1)
= J∗(z∗0 , (v
∗
0)1). (53)
Now, let
v∗1 ∈ C
∗.
Observe that, in such a case,
γ
2
∫
Ω
∇u · ∇u dx+
∫
Ω
v∗1u
2 dx > 0,
∀u ∈ U, such that u 6= 0.
Denoting
α1 = inf
u∈U
{
γ
2
∫
Ω
∇u · ∇u dx+
∫
Ω
v∗1u
2 dx− 〈u, f〉L2
}
, (54)
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we have ∫
Ω
v∗1u
2 dx+
K
2
∫
Ω
u2 dx− 〈u, f〉L2 − 〈z
∗, u〉L2
≥ −
γ
2
∫
Ω
∇u · ∇u dx+
K
2
∫
Ω
u2 dx− 〈z∗, u〉L2 + α1, (55)
∀u ∈ U, so that,
inf
u∈U
{∫
Ω
v∗1u
2 dx+
K
2
∫
Ω
u2 dx− 〈u, f〉L2 − 〈z
∗, u〉L2
}
≥ inf
u∈U
{
−
γ
2
∫
Ω
∇u · ∇u dx+
K
2
∫
Ω
u2 dx− 〈z∗, u〉L2
}
+ α1, (56)
and hence,
−
1
2
∫
Ω
(z∗ + f)2
2v∗1 +K
≥ −F ∗(z∗) + α1,
so that, for v∗1 ∈ C
∗ fixed, we have,
F ∗(z∗)−
1
2
∫
Ω
(z∗ + f)2
2v∗1 +K
dx ≥ α1,
∀z∗ ∈ Y ∗.
And indeed, from the general result in [11], we have
inf
z∗∈Y ∗
{
F ∗(z∗)−
1
2
∫
Ω
(z∗ + f)2
2v∗1 +K
dx
}
= α1 ∈ R.
From this, since (v∗0)1 ∈ C
∗ and the optimization in z∗ in question is quadratic, we may infer
that,
J˜∗((v∗0)1) = inf
z∗∈Y ∗
J∗(z∗, (v∗0)1) = J
∗(z∗0 , (v
∗
0)1).
From this, (49) and (53), we finally obtain,
J(u0) = min
u∈U
J(u)
= max
v∗
1
∈C∗
J˜∗(v∗1)
= J˜∗((v∗0)1)
= J∗(z∗0 , (v
∗
0)1). (57)
This completes the proof.
5 The Existence of a Global Solution for the Ginzburg-
Landau System in the Presence of a Magnetic Field
In this section we develop a proof of existence of solution for the Ginzburg-Landau system
in the presence of a magnetic field and concerning potential. We emphasize again that similar
models, which are closely relating those of last sections, are addressed in [4, 9].
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We highlight this existence result and the next duality principle have been presented in
similar form in my book, ”A Classical Description of Variational Quantum Mechanics and
Related Models”, [6]. For the sake of completeness, we present both the results in details.
Finally, as a previous related existence result we would cite [8].
Theorem 5.1. Consider the functional J : U → R where
J(φ,A) =
γ
2
∫
Ω
|∇φ− imρAφ|
2
2 dx
+
α
4
∫
Ω
|φ|4 dx−
β
2
∫
Ω
|φ|2 dx
+
1
8π
∫
Ω1
| curl(A)−B0|
2
2 dx, (58)
where Ω,Ω1 are open bounded, simply connected sets such that
Ω ⊂ Ω1.
We assume the boundaries ∂Ω and ∂Ω1 to be regular (Lipschitzian). Here, again im denotes
the imaginary unit and γ, α, β and ρ are positive constants. Also,
U =W 1,2(Ω;C)× L2(Ω1;R
3).
Suppose there exists a minimizing sequence (φn,An) ⊂ U for J such that
‖φn‖∞ ≤ K, ∀n ∈ N
for some K > 0.
Under such hypotheses, there exists (φ0,A0) ∈ U such that
J(φ0,A0) = min
(φ,A)∈U
{J(φ,A)}.
Proof. Define
α1 = inf
(φ,A)∈U
{J(φ,A)} ∈ R.
From the hypotheses,
lim
n→∞
J(φn,An) = α1.
From the expression of J , there exists K1 > 0 such that
‖curl(An)‖
2
2 ≤ K1, ∀n ∈ N.
Given (φ,A) ∈ U, define (φ′,A′) ∈ U by
φ′ = φeimρϕ,
and
A
′ = A+∇ϕ,
where ϕ will be specified in the next lines.
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Observe that,
|∇φ′ − imρA
′φ′|2 = |∇(φe
imρϕ)− imρ(A+∇ϕ)φe
imρϕ|2
= |∇φeimρϕ + φimρe
imρϕ∇ϕ− imρAφe
imρϕ − imρφ∇ϕe
imρϕ|2
= |(∇φ− imρAφ)e
imρϕ|2
= |∇φ− imρAφ)|2. (59)
Moreover
curl(A′) = curl(A) + curl(∇ϕ) = curl(A).
Also
|φ′| = |φeimρϕ| = |φ|.
From these last calculations, we may infer the system gauge invariance, that is,
J(φ,A) = J(φ′,A′).
In particular, we shall choose ϕ ∈W 1,2(Ω1) such that
div(A′) = div(A) +∇2ϕ = 0,
and, denoting by n the outward normal to ∂Ω1,
A
′ · n = A · n+∇ϕ · n = 0, on ∂Ω1
that is,
∇2ϕ = −div(A), in Ω1,
∇ϕ · n = −A · n, on ∂Ω1.
Observe that at first we would have,
inf
(φ,A)∈U
J(φ,A) ≤ inf
(φ′,A′)∈U
J(φ′,A′).
However
J(φ′n,A
′
n) = J(φn,An)→ α1, as n→∞,
so that
inf
(φ,A)∈U
J(φ,A) = inf
(φ′,A′)∈U
J(φ′,A′).
From Friedrichs’ inequality, we have,
K21 ≥ ‖curl(An)‖
2
2
= ‖ curl(A′n)‖
2
2 + ‖div(A
′
n)‖
2
2 ≥ K2‖A
′
n‖
2
2, ∀n ∈ N, (60)
for some K2 > 0.
Hence,
‖A′n‖2 ≤ K3,∀n ∈ N
for some K3 > 0.
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We recall that,
‖φ′n‖∞ = ‖φn‖∞ ≤ K,∀n ∈ N.
Hence,
J(φ′n,A
′
n) =
γ
2
∫
Ω
|∇φ′n − imρA
′
nφ
′
n|
2
2 dx
+
α
4
∫
Ω
|φ′n|
4 dx−
β
2
∫
Ω
|φ′n|
2 dx
+
1
8π
∫
Ω1
|curl(A′n)−B0|
2
2 dx
≥
γ
2
∫
Ω
|∇φ′n|
2 dx− γ|ρ|‖φ′n‖∞‖A
′
n‖2‖∇φ
′
n‖2
+
γ
2
|ρ|2‖A′nφ
′
n‖
2
2
+
α
4
∫
Ω
|φ′n|
4 dx−
β
2
∫
Ω
|φ′n|
2 dx
+
1
8π
∫
Ω1
|curl(A′n)−B0|
2
2 dx
≥
γ
2
‖∇φ′n‖
2
2 dx− γKK3|ρ|‖∇φ
′
n‖2
+
γ
2
|ρ|2‖A′nφ
′
n‖
2
2
+
α
4
∫
Ω
|φ′n|
4 dx−
β
2
∫
Ω
|φ′n|
2 dx
+
1
8π
∫
Ω1
| curl(A′n)−B0|
2
2 dx. (61)
Suppose, to obtain contradiction, there exists a subsequence {nk} such that
‖∇φ′nk‖2 → +∞, as k →∞.
From this and (61) we obtain,
J(φ′nk ,A
′
nk
)→ +∞, as k → +∞,
which contradicts
J(φ′n,A
′
n)→ α1, as n→ +∞.
Therefore, there exists K4 > 0 such that
‖∇φ′n‖2 ≤ K4 ∈ R
+, ∀n ∈ N.
Hence, from the Rellich- Krondrachov Theorem, there exists φ0 ∈W
1,2(Ω;C) such that, up
to a not relabeled subsequence,
∇φ′n ⇀ ∇φ0, weakly in L
2,
and
φ′n → φ0, strongly in L
2.
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Also, since
‖curl(A′n)‖2 ≤ K1, ∀n ∈ N,
there exists v0 ∈ L
2(Ω1;R
3) such that
curl(A′n)⇀ v0, weakly in L
2(Ω1;R
3).
Also, since
‖A′n‖2 ≤ K4,∀n ∈ N,
there exists
A0 ∈ L
2(Ω1;R
3),
such that, up to a not relabeled subsequence,
A
′
n ⇀ A0, weakly in L
2(Ω1;R
3).
Now fix
φˆ ∈ C∞c (Ω1;R
3).
Thus, we have,
〈A0, curl
∗(φˆ)〉L2 = lim
n→∞
〈A′n, curl
∗(φˆ)〉L2
= lim
n→∞
〈curl(A′n), φˆ〉L2
= 〈v0, φˆ〉L2 . (62)
Since φˆ ∈ C∞c (Ω1;R
3) is arbitrary, we may infer that
v0 = curl(A0),
in distributional sense.
At this point we shall prove that, up to a not relabeled subsequence, we have,
A
′
nφ
′
n ⇀ A0φ0, weakly in L
2(Ω;C3).
Fix v ∈ L2(Ω;C3). Therefore, up to a not relabeled subsequence, we have that
|φ′nv − φ0v|
2
2 → 0, a.e. in Ω.
Observe that
‖φ′n‖∞ < K, ∀n ∈ N,
so that
|φ′nv − φ0v|
2
2 ≤ 2K
2|v|22 ∈ L
1(Ω;R).
Thus, from the Lebesgue dominated convergence theorem, we obtain
‖φ′nv − φ0v‖
2
2 → 0, as n→∞.
Hence, since
A
′
n ⇀ A0, weakly in L
2(Ω1;R
3),
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we have, ∣∣∣∣
∫
Ω
(A′n · φ
′
nv−A0 · φ0v) dx
∣∣∣∣
=
∣∣∣∣
∫
Ω
(A′n · φ
′
nv−A
′
n · φ0v+A
′
n · φ0v−A0 · φ0v) dx
∣∣∣∣
≤ ‖A′n‖2‖φ
′
nv − φ0v‖2 +
∣∣∣∣
∫
Ω
A
′
n · φ0v −A0 · φ0v) dx
∣∣∣∣
→ 0, as n→∞. (63)
Since v ∈ L2(Ω;C3) is arbitrary, we may infer that
A
′
nφ
′
n ⇀ A0φ0, weakly in L
2(Ω;C3).
From this we obtain
∇φ′n − imρA
′
nφ
′
n ⇀ ∇φ0 − imρA0φ0, weakly in L
2(Ω;C3),
so that
lim inf
n→∞
{∫
Ω
|∇φ′n − imρA
′
nφ
′
n|
2
2 dx
}
≥
∫
Ω
|∇φ0 − iρA0φ0|
2
2 dx, (64)
Also, from
φ′n ⇀ φ0, weakly in W
1,2(Ω;C)
and
curl(A′n)⇀ curl(A0), weakly in L
2(Ω1,R
3),
from the convexity of the functional involved, we obtain,
lim inf
n→∞
{
1
8π
∫
Ω1
|curl(A′n)−B0|
2
2 dx+
α
4
∫
Ω
|φ′n|
4 dx
}
≥
1
8π
∫
Ω1
|curl(A0)−B0|
2
2 dx+
α
4
∫
Ω
|φ0|
4 dx, (65)
so that, from these last results and from
φ′n → φ0, strongly in L
2(Ω;C),
we get,
inf
(φ,A)∈U
J(φ,A) = α1
= lim inf
n→∞
J(φ′n,A
′
n)
≥ J(φ0,A0). (66)
The proof is complete.
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6 Duality for the Complex Ginzburg-Landau System
In this subsection we present a duality principle and relating sufficient optimality criterion for
the full complex Ginzburg-Landau system.
The basic results on convex analysis here developed may be found in [10, 5]. Our results are
summarized by the following theorem.
Theorem 6.1. Let Ω,Ω1 ⊂ R
3 be open, bounded, connected sets with regular (Lipischtzian)
boundaries denoted by ∂Ω and ∂Ω1 respectively, where Ω ⊂ Ω1 and Ω corresponds to a super
conducting sample. Consider the Ginzburg-Landau energy given by J : V1 × V2 → R where,
J(φ,A) =
γ
2
∫
Ω
|∇φ− imρAφ|
2
2 dx
+
α
2
∫
Ω
(|φ|2 − β)2 dx− 〈φ, f〉L2
+
1
8π
∫
Ω1
|curl(A)−B0|
2
2 dx, (67)
and where α, γ, ρ > 0, f ∈ L2(Ω;C).
In particular, from the Ginzburg-Landau theory for the dimensionless case we have, γ = 1,
α = 1
2(1+t2)2
and β = 1− t4, where t = T/Tc, Tc is the critical temperature and T is the super-
conducting sample actual one. A typical value for t is t = 0.95. Finally the value 1/(8π) may
also vary according to type of material or type of superconductor.
Moreover,
V1 =W
1,2(Ω;C),
V2 =W
1,2(Ω1;R
3).
Here, we generically denote
〈g, h〉L2 =
∫
Ω
Re[g]Re[h] dx+
∫
Ω
Im[g]Im[h] dx,
∀h, g ∈ L2(Ω;C), where Re[a], Im[a] denote the real and imaginary parts of a, ∀a ∈ C, respec-
tively.
We also denote,
J(φ,A) = G0(φ,∇φ,A) +G1(φ, 0) +G2(A),
G0(φ,∇φ,A) =
γ
2
∫
Ω
|∇φ− imρAφ|
2
2 dx,
G1(φ, v3) =
α
2
∫
Ω
(|φ|2 − β + v3)
2 dx− 〈φ, f〉L2 ,
and,
G2(A) =
1
8π
∫
Ω1
| curl(A)−B0|
2
2 dx.
Moreover, we define,
G∗0(v
∗
1) = sup
(φ,v1)∈V1×Y
{〈v∗1 , v1 − imρAφ〉L2 −G0(φ, v1,A)}
=
1
2γ
∫
Ω
|v∗1 |
2
2 dx, (68)
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G∗1(v
∗
1 , v
∗
3 ,A) = sup
(φ,v3)∈V1×Y1
{〈v∗1 ,∇φ− imρAφ〉L2 + 〈v
∗
3 , v3〉L2 −G1(φ, v3)}
=
1
2
∫
Ω
|div(v∗1) + imρA · v
∗
1 − f |
2
2v∗3
dx+
1
2α
∫
Ω
(v∗3)
2 dx
+
∫
Ω
β(v∗3) dx, (69)
if v∗ ∈ B1, where
B1 = {v
∗ ∈ Y ∗ × Y ∗1 : v
∗
3 > 0 in Ω}.
We also denote
B2 = {v
∗ ∈ Y ∗ :
1
8π
∫
Ω1
|curlA|22 dx−
1
2
∫
Ω
|ρv∗1 ·A|
2
2 v∗3
dx > 0,
∀A ∈ D∗, such that A 6= 0}, (70)
D∗ = {A ∈ V2 : div(A) = 0, in Ω1, and A · n = 0 on ∂Ω1},
C∗ = B1 ∩B2,
and
Y = Y ∗ = L2(Ω;C3) and Y1 = Y
∗
1 = L
2(Ω).
Under such assumptions, we have,
inf
(φ,A)∈V1×D∗
J(φ,A) ≥ sup
v∗∈C∗
{ inf
A∈D∗
{J∗(v∗,A) +G2(A)}}
= sup
v∗∈C∗
J˜∗(v∗), (71)
where
J∗(v∗,A) = −G∗0(v
∗
1)−G
∗
1(v
∗
1 , v
∗
3 ,A).
and
J˜∗(v∗) = inf
A∈D∗
{J∗(v∗,A) +G2(A)}.
Moreover, assume there exists a critical point (v∗0 ,A0) ∈ C
∗ ×D∗ such that
δ{J∗(v∗0 ,A0) +G2(A0)} = 0.
Under such hypotheses, defining
φ0 =
div((v∗0)1) + imρA0 · (v
∗
0)1 − f
2(v∗0)3
,
we have,
J(φ0,A0) = min
(φ,A)∈V1×D∗
J(φ,A)
= sup
v∗∈C∗
{ inf
A∈D∗
{J∗(v∗,A) +G2(A)}}
= max
v∗∈C∗
J˜∗(v∗)
= J˜∗(v∗0)
= J∗(v∗0 ,A0) +G2(A0). (72)
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Proof. Observe that
−J∗(v∗,A)−G2(A) = G
∗
0(v
∗
1) +G
∗
1(v
∗
1 , v
∗
3 ,A)−G2(A)
≥ 〈v∗1 ,∇φ− imρAφ〉L2 −G0(φ,∇φ,A)
−〈v∗1 ,∇φ− imρAφ〉L2 + 〈v
∗
3 , 0〉L2
−G1(φ, 0)−G2(A), (73)
∀φ ∈ V1, A ∈ D
∗, that is,
G0(φ,∇φ,A) +G1(φ, 0) +G2(A)
≥ −G∗0(v
∗
1)−G
∗
1(v
∗
1 , v
∗
3 ,A) +G2(A), (74)
so that
J(φ,A) ≥ inf
A∈D∗
{−G∗0(v
∗
1)−G
∗
1(v
∗
1 , v
∗
3 ,A) +G2(A)}
= inf
A∈D∗
{J∗(v∗,A) +G2(A)}
= J˜(v∗), ∀(φ,A) ∈ V1 ×D
∗, v∗ ∈ C∗. (75)
Thus,
inf
(φ,A)∈V1×D∗
J(φ,A) ≥ sup
v∗∈C∗
J˜∗(v∗). (76)
Now, suppose (v∗0 ,A0) ∈ C
∗ ×D∗ is such that
δ{J∗(v∗0 ,A0) +G2(A0)} = 0. (77)
From the variation in v∗1 we obtain,
(v∗0)1 = γ(∇− iρA0)
(
div((v∗0)1) + imρA0 · (v
∗
0)1 − f
2(v∗0)3
)
= γ(∇− imρA0)φ0, (78)
so that,
G∗0((v
∗
0)1) = 〈(v
∗
0)1,∇φ0 − imρA0φ0〉L2 −G0(φ0,∇φ0,A0). (79)
From the variation in v∗3 we obtain
(div((v∗0)1) + imρA0 · (v
∗
0)1 − f)
2
(2(v∗0)3)
2
−
(v∗0)3
α
− β = 0,
that is,
(v∗0)3 = α(|φ0|
2 − β),
so that
G∗1((v
∗
0)1, (v
∗
0)3,A0) = −〈(v
∗
0)1,∇φ0 − imρA0φ0〉L2 −G1(φ0, 0). (80)
From (79) and (80), we obtain
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J∗(v∗0 ,A0) +G2(A0)
= −G∗0((v
∗
0)1)−G
∗
1((v
∗
0)1, (v
∗
0)3,A0) +G2(A0)
= G0(φ0,∇φ0,A0) +G1(φ0, 0) +G2(A0)
= J(φ0,A0) (81)
From v∗0 ∈ C
∗ and (77) we have,
J∗(v∗0 ,A0) +G2(A0) = J˜
∗(v∗0).
From this, (76) and (81) we obtain,
J(φ0,A0) = min
(φ,A)∈V1×D∗
J(φ,A)
= sup
v∗∈C∗
{ inf
A∈D∗
{J∗(v∗,A) +G2(A)}}
= max
v∗∈C∗
J˜∗(v∗)
= J˜∗(v∗0)
= J∗(v∗0 ,A0) +G2(A0). (82)
The proof is complete.
7 Conclusion
In the present work, we have developed duality principles applicable to a large class of
variational non-convex models.
In a second step we have applied such results to a Ginzburg-Landau type equation. We
emphasize the main theorems here developed are a kind of generalization of the main results
found in Toland [11], published in 1979 and [3, 2].
Following the approach presented in [3], we also highlight the duality principles obtained
may be applied to non-linear and non-convex models of plates, shells and elasticity.
Finally, as above mentioned, in the last sections we present a global existence result, a
duality principle and respective optimality conditions for the complex Ginzburg-Landau system
in superconductivity in the presence of a magnetic field and concerned magnetic potential.
References
[1] R.A. Adams and J.F. Fournier, Sobolev Spaces, 2nd edn. (Elsevier, New York, 2003).
[2] W.R. Bielski, A. Galka, J.J. Telega, The Complementary Energy Principle and Duality for
Geometrically Nonlinear Elastic Shells. I. Simple case of moderate rotations around a tangent
to the middle surface. Bulletin of the Polish Academy of Sciences, Technical Sciences, Vol.
38, No. 7-9, 1988.
[3] W.R. Bielski and J.J. Telega, A Contribution to Contact Problems for a Class of Solids and
Structures, Arch. Mech., 37, 4-5, pp. 303-320, Warszawa 1985.
31
[4] J.F. Annet, Superconductivity, Superfluids and Condensates, 2nd edn. ( Oxford Master
Series in Condensed Matter Physics, Oxford University Press, Reprint, 2010)
[5] F. Botelho, Functional Analysis and Applied Optimization in Banach Spaces, (Springer
Switzerland, 2014).
[6] F. Botelho, A Classical Description of Variational Quantum Mechanics and Related Models,
Nova Science Publishing, New York, 2017.
[7] D.Y. Gao and H.F. Yu, Multi-scale modelling and canonical dual finite element method in
phase transition in solids. Int. J. Solids Struct., 45, 3660-3673 (2008).
[8] T. Giorgi and R.T. Smits, Remarks on the existence of global minimizers for the Ginzburg-
Landau energy functional Nonlinear Analysis, Theory Methods and Applications, Vol. 53 ,
147: 155 (2003).
[9] L.D. Landau and E.M. Lifschits, Course of Theoretical Physics, Vol. 5- Statistical Physics,
part 1. (Butterworth-Heinemann, Elsevier, reprint 2008).
[10] R.T. Rockafellar, Convex Analysis, Princeton Univ. Press, (1970).
[11] J.F. Toland, A duality principle for non-convex optimisation and the calculus of variations,
Arch. Rat. Mech. Anal., 71, No. 1 (1979), 41-61.
32
