Introduction
Throughout this paper k is a commutative ring, and all categories and functors are assumed to be k-linear. Further F : C → C ′ is a functor between categories C and C ′ , and G is a group acting on C. We always assume that G-actions are faithful, i.e., G-actions are given by monomorphisms G Aut(C), which we usually regard as the inclusion, where Aut(C) is the group of automorphisms of C (not the group of auto-equivalences of C modulo natural isomorphisms).
The classical setting of covering technique required the following conditions:
(1) C is basic (i.e., x = y ⇒ x ∼ = y); (2) C is semiperfect (i.e., C(x, x) is a local algebra, ∀x ∈ C); (3) G-action is free (i.e.,1 = ∀α ∈ G, ∀x ∈ C, αx = x); and (4) G-action is locally bounded (i.e., ∀x, y ∈ C, {α ∈ G | C(αx, y) = 0} is finite).
But these assumptions made it very inconvenient to apply the covering technique to usual additive categories such as the bounded homotopy category K b (prj R) of finitely generated projective modules over a ring R or even the module category Mod R of R because these categories do not satisfy the condition (2) and hence we have to construct the full subcategory of indecomposable objects, which distroys additional structures like a structure of a triangulated category; and to satisfy the condition (1) we have to choose a complete set of representatives of isoclasses of objects that should be stable under the G-action, which is not so easy in practice; and also the condition (3) is difficult to check in many cases, e.g., when we use G-actions on the two categories above induced from that on R. These made the proof of the main theorem of a covering technique for derived equivalences in [1] complicated and prevented wider applications. In this paper we generalize the covering technique to remove all these assumptions. Cibils and Marcos [4] and Keller [9] gave a similar generalization, in fact the construction of C/G (1) in this paper is the same as the skew category construction in [4] , and the construction of C/G (2) in this paper is the same as orbit category in [9] . We note that Cibils and Marcos [4] also gave a nice construction of covering categories, a smash product, the direction of which is not treated in this paper. Our construction of orbit categories is a "central" one, which is a direct imitation of Gabriel's construction in [5] . As in Proposition 2.8 there are explicit isomorphisms between three orbit categories. The main difference of this paper from theirs is in the axiomatic (not only constructive) treatment of covering functors F : C → C ′ with respect to a group G of automorphisms of C, which combines a universality among functors F with F ∼ = F α for all α ∈ G and an explicit form of F as the canonical functor C → C/G up to equivalences (Theorem 2.6). Also a slightly weaker concept of precovering functor that is relatively easily verified is useful to induce covering functors by taking subfunctors. The most useful property would be to induce precovering functors from covering functors by taking categories of finitely generated modules (Theorem 4.3) or by taking homotopy categories of bounded complexes of finitely generated projective modules (Theorem 4.4), the procedure of which is originated in Gabriel's argument in [5] . This property will be used to show derived equivalences.
In section 1 generalizing the classical covering functors we give a definition of covering functors as right G-invariant functors with some isomorphism conditions.
In section 2 we construct orbit categories and canonical functors. Using their universality we prove Theorem 2.6, which will be used to prove the fundamental theorem of a covering technique for derived equivalence (Theorem 4.7) in section 4.
In section 3 we introduce skew group categories in a general setting as done by Reiten and Riedtmann [10] for finite groups.
In section 4 we develop a covering technique for derived equivalence in our general setting.
In section 5 we give a way to compute skew monoid categories to apply theorems in section 4. We generalized to monoid case to include a computation of preprojective algebras, and with a hope to have wider applications.
In section 6 we give some examples to illustrate the contents in previous sections. In the sequel, the notation δ α,β stands for the Kronecker delta, namely it has the value 1 if α = β, the value 0 otherwise.
Covering functors
is said to be admissible if (1) φ 1,x = 1l F x for each x ∈ C; (in fact, this is superfluous, see Remark 1.2) and (2) The following diagram is commutative for each α, β ∈ G and each x ∈ C:
5 5 r r r r r r r r r F αx
A right G-invariant functor is a pair (F, φ) of a functor F and an admissible family
′ such that for each α ∈ G the following diagram commutes:
Remark 1.2. Assume that φ := (φ α ) α∈G in the definition satisfies the condition (2), and let x ∈ C and α ∈ G. Then since φ 1,x is an isomorphism, the equalities φ 1,x φ 1,x = φ 1,x and φ α,x φ α −1 ,αx = φ 1,x show the following:
(1) φ 1,x = 1l F x , and φ −1
α,x = φ α −1 ,αx . Namely, the condition (1) automatically follows from (2). Notation 1.3. Let F = (F, φ) be a right G-invariant functor, and let x, y ∈ C. Then we define homomorphisms F (1) x,y and F (2)
x,y of k-modules as follows:
Proposition 1.4. Let F = (F, φ) be a right G-invariant functor, and let x, y ∈ C. Then F
x,y is an isomorphism if and only if F
x,y is. Proof. This follows from the following commutative diagram α∈G C(αx, y)
where t is defined by t((f α ) α∈G ) := (f α −1 ) α∈G , which is clearly an isomorphism.
is an isomorphism (equivalently, if F
x,y is an isomorphism). (2) F = (F, φ) is called a G-covering if F is a G-precovering and F is dense, in the sense that for any x ′ ∈ C ′ there exists an x ∈ C such that x ′ is isomorphic to F x in C ′ .
Orbit categories
Definition 2.1. The orbit category C/G of C by G is defined as follows.
(1) The class of objects of C/G is equal to that of C.
(2) For each x, y ∈ C/G we set
C(αx, βy) | f is row finite and column finite}, and (-) G stands for the set of G-invariant elements, namely
In the above, f is said to be row finite (resp. column finite) if for any α ∈ G the set {β ∈ G | f α,β = 0} (resp. {β ∈ G | f β,α = 0}) is finite.
Proof. For each x ∈ G the identity 1l x in C/G is given by
The rest is easy to verify and is left to the reader.
Definition 2.3. The canonical functor π : C → C/G is defined by π(x) := x, and π(f ) := (δ α,β αf ) (α,β) for all x, y ∈ C and all f ∈ C(x, y).
Definition 2.4. For each µ ∈ G and each x ∈ C define φ µ,x := (δ α,βµ 1l αx ) (α,β) ∈ (C/G)(πx, πµx). Then φ := (φ µ ) µ∈G is an admissible family of natural isomorphisms
Proposition 2.5. π = (π, φ) : C → C/G has the following properties.
(1) π = (π, φ) is a G-covering functor; and
Proof. (1) By definition π is dense. Let x, y ∈ C. We have only to show that
is an isomorphism of k-modules. By definitions of π and φ a direct calculation shows that π
x,y ((f β,α ) (α,β) ) := (f 1,α ) α , which is easily seen to be the inverse of π
x,y by using the equality (2-2), and hence π (1) x,y is an isomorphism.
(2) Let E = (E, ψ) : C → C ′ be a right G-invariant functor. Define a functor H : C/G → C ′ as follows. For each x, y ∈ C/G and each f = (f β,α ) (α,β) ∈ (C/G)(x, y),
We show that H is a functor. First for each x ∈ C/G, using (2-1) and the definition of H, a direct calculation shows that H(1l x ) = E(1l x ). Next, let x f −→ y g −→ z be composable morphisms in C/G. Then using the naturality of ψ β (β ∈ G) and the admissibility of ψ we have H(g)H(f ) = α,β∈G E(g 1,β )E(f β,βα )ψ βα,x , the right hand side of which is easily seen to be equal to H(gf ). Therefore H(gf ) = H(g)H(f ). Further, the k-linearity of H is clear from definition, and hence H is a functor.
Next let σ : C(x, y) → α∈G C(αx, y) be the inclusion (more precisely, it is definied by σ(f ) := (δ 1,α f ) α for all f ∈ C(x, y)). Then as easily seen π = π (1) x,y σ and E = E (1) x,y σ.
Thus the commutative diagram above shows that E = Hπ (the equality on objects is clear from definitions). Further the definitions of H and φ also show that Hφ = ψ. Hence (E, ψ) = (Hπ, Hφ).
Finally, we show the uniqueness of H. Assume that there is a functor
Then there is a natural isomorphism η : E → H ′ π such that for each α ∈ G the following diagram commutes:
We have to show that there is a natural isomorphism between H and H ′ . Now for each x ∈ C we have an isomorphism η x : Hx = Ex → H ′ πx = H ′ x. Using this define a family ζ of isomorphisms by ζ := (η x ) x . Then this gives a desired natural isomorphism
It is enough to show the commutativity of the following diagram:
First, for each α ∈ G the naturality of η gives us the following:
Next, (2-3) shows the following.
Using these equalities in this order we have
which shows the commutativity of (2-4).
G-covering functors are characterized as follows (cf. the definition of Galois covering in [5] .) Theorem 2.6. Let F = (F, ψ) be a right G-invariant functor. Then the following are equivalent.
(
Proof. This trivially follows from the statement (4). Hence to show the equivalence of (1) and (4), it is enough to show that F is a G-covering if and only if H is an equivalence in the setting of ( * ). More precisely we show that (a) F is dense if and only if so is H; and (b) F is a G-precovering if and only if H is fully faithful. Let x ∈ C ′ . For each y ∈ obj(C) = obj(C/G) we have an isomorphism η y : F y → Hπy = Hy in C ′ . Hence x ∼ = F y if and only if x ∼ = Hy. This shows the statement (a). Now let x, y ∈ C and (f α ) α ∈ α∈G C(αx, y). Then we have a commutative diagram
Hπy, which yields the following commutative diagram:
where H x,y is the restriction of H to C/G(x, y). Since the horizontal maps are isomorphisms the commutativity of this diagram shows that F
(1)
x,y is an isomorphism if and only if H x,y is. Hence (b) holds.
(2) ⇔ (4) Note that π = (π, φ) is also a G-precovering. Since all G-precoverings from C are right G-invariant functors from C, π has the universal property also among G-precoverings from C, by which this equivalence is obvious.
(3) ⇔ (4). Since π = (π, φ) is also universal among right G-invariant functors from C, this equivalence is obvious.
The author learned the following construction from Keller [9] .
Definition 2.7 (Cibils-Marcos, Keller). Other orbit categories C/G (1) and C/G (2) are defined as follows.
•
(1) (x, y) := α∈G C(αx, y); and
Proposition 2.8. We have isomorphisms of categories
Proof. The isomorphisms are given by identities on objects, and on morphisms by
for all x, y ∈ C, where σ
x,y are definied by
As in the proof of Proposition 2.5(1), σ
x,y has the inverse π (i)
x,y for i = 1 and 2. Example 2.9. Let A be a ring, and G ≤ Aut(A). Regard A as a category with only one object. Then
Remark 2.10. Cibils and Marcos [4] call C/G
(1) the skew category and denote it by C[G], and they have the same opinion that this (or its basic category, see Definition 3.5) can be considered as a substitute for the orbit category in the case that G-action on C is not free. (Cf. Remark 3.7.)
Skew group categories
The following construction is well-known (see [6] for instance).
Definition 3.1. The split idempotent completion of a category C is the category sic(C) defined as follows. Objects of sic(C) are the pairs (x, e) with x ∈ C and e 2 = e ∈ C(x, x). For two objects (x, e), (x ′ , e ′ ) of sic(C), the set of morphisms from (x, e) to (
, and the composition is given by that of C.
Remark 3.2.
It is obvious that all idempotents in sic(C) split, and that the canonical embedding σ C : C → sic(C) sending each morphism f : x → y in C to f : (x, 1l x ) → (y, 1l y ) is universal among functors from C to a category with all idempotents split. Proof. A quasi-inverse τ : Mod C → Mod sic(C) of σ is given as follows. Let λ : M → M ′ be in Mod C. For each (x, e) ∈ sic(C) with x ∈ C and e = e 2 ∈ C(x, x), (τ M)(x, e) := Im M(e) (≤ M(x)); and (τ λ) (x,e) := λ x | Im M (e) , the restriction of λ x . It is easy to see that these are well-defined and that τ is a quasi-inverse of σ. Definition 3.5. A full subcategory C ′ of a category C is called a basic category of C if the objects of C ′ form a complete set of representatives of isoclasses of objects of C. In this case it is obvious that the canonical embedding C ′ → C is an equivalence, and hence basic categories of C are pairwise isomorphic. We take one of them and denote it by bas(C). We also choose a quasi-inverse of the canonical embedding ι bas(C) : bas(C) → C and denote it by ρ C : C → bas(C). Definition 3.6. Assume that a group G acts on a category C. Then the category C * G := bas(sic(C/G)) is called a skew group category of C by G. We denote the composite of the functors
− −−−− → C * G also by π. Note that C/G and C * G are Morita equivalent by Proposition 3.4.
Remark 3.7. The name "skew group category" came from the fact described in Example 2.9. When G is a finite group the definition above coincides with that given in Reiten-Riedtmann [10] . (Cf. Remark 2.10.) Remark 3.8. We make the following remark on auto-equivalences. Consider the case that the G-action on C is given by auto-equivalences of C modulo natural isomorphisms:
An important example is given by the construction of cluster categories, where G is cyclic. When G is cyclic, say G = F withF ∈ Aeq(C)/ ∼ = and F ∈F , the orbit category C/F := C/ F of C by F can be defined by setting C/F := bas(C)/ F ′ , where
is an isomorphism of bas(C) (see Definition 3.5 for notations). But if G is not cyclic, then this standard construction does not work in general.
Pushdown functors and derived equivalences
Definition 4.1. Let R be a category.
(1) The full subcategory of Mod R consisting of projective objects is denoted by Prj R. Note that an R-module X is projective if and only if X is isomorphic to a direct sum of representable functors R(-, x) (x ∈ R). (2) An R-module X ∈ Mod R is called finitely generated if there exists an epimorphism from a finite direct sum of representable functors to X. Note that X is a finitely generated projective R-module if and only if X is isomorphic to a finite direct sum of representable functors. The full subcategory of Prj R cosisting of finitely generated projective R-modules is denoted by prj R. The full subcategory of Mod R consisting of finitely generated R-modules is denoted by mod R. (3) The homotopy category of Prj R is denoted by K(Prj R) and the full subcategory of K(Prj R) consisitng of bounded complexes of finitely generated projectives is denoted by K b (prj R).
Definition 4.2. Let G be a group acting on a category R, and π : R → R/G the canonical functor.
The pullup functor π has a left adjoint π : Mod R → Mod R/G, which is called the pushdown of π. Note that we have π R(-, x) ∼ = R/G(-, πx) for all x ∈ R. This together with the right exactness of π shows that π induces a functor π : mod R → mod R/G. (2) The pullup π and the pushdown π induce functors π :
and π : K(Prj R) → K(Prj R/G), respectively, which also form an adjoint pair π 1 π . Note that π also induces a functor π :
The G-action on Mod R canonically induces that on K(Prj R) and on K b (prj R). Namely, for each complex
Theorem 4.3. Let R be a category, G a group acting on R, and π : R → R/G the canonical G-covering. Then the pushdown functor π : mod R → mod R/G is a Gprecovering.
Proof. First of all we give the precise form of the pushdown π = (π , φ ) as a right G-invariant functor. Definition of π : On objects: For each X ∈ Mod R the module π X ∈ Mod R/G is defined as follows:
On morphisms: For each morphism u : X → X ′ in Mod R, the morphism π u : π X → π X ′ is defined as follows:
Then for each f : x → y in R/G as above we have a commutative diagram β∈G X(βy)
which shows that π u is a morphism in Mod R/G. This defines a functor π : Mod R → Mod R/G. Then π is a left adjoint to the pullup π : Mod R/G → Mod R. Indeed, for each X ∈ Mod R and Y ∈ Mod R/G the adjunction
for each x ∈ obj(R) = obj(R/G) and t ∈ Hom R/G (π X, Y ) with t = (t x ) x∈R/G and t x = (t x,α ) α∈G : α∈G X(αx) → Y (x); and its inverse
Here, note that by construction (π π X)(x) = α∈G X(αx) = ( α∈G α −1 X)(x) ∼ = ( α∈G α X)(x) for all X ∈ Mod R and x ∈ R, which yields the canonical isomorphism:
Definition of φ : For each µ ∈ G define a morphism φ µ : π → π • α (-) by φ µ := (φ µ,X ) X∈Mod R , where for each X ∈ Mod R, the morphism φ µ,X is given by φ µ,X := (φ µ,X,x ) x∈R and by the commutative diagram
for each x ∈ R. Then φ µ turns out to be a natural isomorphism for each µ ∈ G, and the family φ := (φ µ ) µ∈G is easily verified to be admissible. Thus the pair π = (π , φ ) is a right G-invariant functor.
For each X, Y ∈ mod R using the description of (π , φ ) above, it is not hard to check the commutativity of the following diagram with canonical maps:
Theorem 4.4. Let R be a category, G a group acting on R, and π : R → R/G the canonical G-covering. Then the pushdown functor π :
Then since X is compact, the canonical homomorphism
The description of π = (π , φ ) above canonically yields that of the pushdown functor between homotopy categories. Then the commutativity of the diagram
with canonical maps follows from that of the diagram in the proof of the previous theorem, and the thorem is proved.
To state the next result we need some terminologies.
Definition 4.5. Let R be a category and G a group.
(1) A full subcategory E of K b (prj R) is called a tilting subcategory for R if it has the following properties: (a) K b (prj R)(U, V [i]) = 0 for all U, V ∈ E and for all i = 0; (b) R(-, x) ∈ thick E for all x ∈ R, where thick E is the thick subcategory generated by E, i.e., the smallest full triangulated subcategory of K b (prj R
To apply the following theorem we need an assumption that the categories R in consideration are small and k-flat, in the sense that R(x, y) is a flat k-module for each x, y ∈ R by [8] . For security throughout the rest of this section we assume that all categories are small and that k is a field.
By Rickard [11] and Keller [8, 9.2, Corollary] the following is known.
Theorem 4.6. Two categories R and S are derived equivalent if and only if there exists a tilting subcategory E for R such that E is equivalent to S.
The following is a fundamental theorem of covering technique for derived equivalence.
Theorem 4.7. Let G be a group and R a category with a G-action (not necessarily a free action). Assume that there exists a G-stable tilting subcategory E for R. Then R/G and E/G are derived equivalent.
Proof. Set E ′ to be the full subcategory of K b (prj R/G) consisting of the objects π U with U ∈ E. By Theorem 4.6 we have only to show that E ′ is a tilting subcategory for R/G and that E ′ is equivalent to E/G. Now for each U, V ∈ E and for each integer i = 0 Theorem 4.4 shows that
Therefore E ′ is a tilting subcategory for R/G. Finally, since the restriction of π :
Definition 4.8. Let E and S be categories with G-actions. Then a functor ψ : E → S is called G-equivariant if there exists a family λ = (λ α ) α∈G of natural isomorphisms λ α : αψ → ψα (α ∈ G) such that for each α, β ∈ G and each x ∈ E the diagram 
Remark 4.9. In the setting of Definition 4.8 let π = (π, φ) : S → S/G be the canonical G-covering functor. For each α ∈ G define a nutural isomorphism φ 
for all α, β ∈ G and x ∈ E. Lemma 4.10. Let E and S be categories with G-actions, and ψ : E → S a Gequivariant equivalence. Then E/G and S/G are equivalent.
Proof. Let π = (π, φ) : S → S/G be the canonical G-covering functor. Define a family
as in Remark 4.9 above. Then as stated there φ ′ is admissible and the pair πψ = (πψ, φ ′ ) becomes a right G-invariant functor E → S/G. We show that it is a G-covering. First, since ψ is an equivalence, πψ is dense. Next, by the definition of φ ′ we have the following commutative diagram:
where the vertical morphisms and the bottom morphism are isomorphisms by assumptions, which shows that πψ = (πψ, φ ′ ) is a G-precovering. Thus πψ = (πψ, φ ′ ) turns out to be a G-covering. Hence E/G and S/G are equivalent by Theorem 2.6.
In application we usually deal with the case that E and S are basic categories and ψ is a strongly G-invariant isomorphism between them. Theorem 4.11. Let G be a group and R, S categories with G-actions (not necessarily free actions). Assume that there exists a G-stable tilting subcategory E for R and a G-equivariant equivalence E → S. Then R/G and S/G are derived equivalent.
Proof. This follows from Theorem 4.7 and Lemma 4.10.
This together with the remark in Definition 3.6 shows the following. Corollary 4.12. Let G be a group and R, S categories with G-actions (not necessarily free actions). Assume that there exists a G-stable tilting subcategory E for R and a G-equivariant equivalence E → S. Then R * G and S * G are derived equivalent.
Quiver presentations of skew monoid categories
Theorem 5.1. Let Q := (Q 0 , Q 1 , t, h) be a locally finite quiver, k a field, ρ ⊆ kQ +2 . Set A := k(Q, ρ) := kQ/ ρ , where ρ := (kQ)ρ(kQ). For each µ ∈ kQ, we setμ := µ + ρ ∈ A, andQ 0 := {ẽ x | x ∈ Q 0 }. We denote by End(A) the set {f | f is an algebra endomorphism of A with f (Q 0 ) ⊆Q 0 ∪ {0}} , i.e., the set of endofunctors of A. Furher let G be a monoid with a monoid presentation G = S | R . For each g ∈ S * we setḡ := R # g ∈ G. For simplicity we assume thatḡ =h if g = h for all g, h ∈ S. Assume G acts on A by an injective homomorphism G End(A) (thus S * acts on A by S * can
) is presented by a quiver with relations as follows.
to Q. Namely, Q ′ is defined as follows.
where ⊔ denotes the disjoint union. (2) Define an ideal I of kQ ′ by
where in the second term g(α) is well-defined because ρ ⊆ I implies that we may regard α ∈ A; and for each g ∈ S * and x ∈ Q 0 we set π(g, x) := e x if g = 1, otherwise if g = g t · · · g 1 with g 1 , . . . , g t ∈ S and t ≥ 1, then
where µ := µ + I for all µ ∈ kQ ′ . Then Φ turns out to be an isomorphism.
In the statement (2) above note that π(g, x) is a path in Q ′ from x to gx. Namely, this is obvious for g = 1; and for g = g t · · · g 1 ∈ S * with t ≥ 1, π(g, x) is a path in Q ′ of the form gx
Proof. First define a k-algebra homomorphism Ψ :
Then since kQ ′ is isomorphisc to the quotient of the free associative algebra k Q
modulo the ideal generated by the set {e x e y −δ x,y e x , e y αe x −α, e gx (g, x)e x −(g, x) | x, y ∈ Q 0 , α :
and since in A * G we have relations e xẽy = δ x,yẽx ,ẽ yαẽx =α,ẽ gx (ẽ gx * ḡ)ẽ x =ẽ gx * ḡ for all x, y ∈ Q 0 , α : x → y in Q 1 , and (g, x) ∈ (S × Q 0 ) ′ , we see that Ψ is well-defined.
Indeed, first Ψ(ρ) = 0 shows Ψ((kQ ′ )ρ(kQ ′ )) = 0. Second, for each α : x → y in Q 1 and g ∈ S, we have Ψ((g, y)α − g(α)(g, x)) = (ẽ gy * ḡ)α − g(α)(ẽ gx * ḡ) = e gy g(α) * ḡ − g(α) * ḡ = 0. Finally, for each (g, h) ∈ R and x ∈ Q 0 we have
. . . , x) ) =ẽ x =ẽ gx * ḡ if g = 1. Thus in any case we have Ψ(π(g, x)) =ẽ gx * ḡ.
(5-1) Similarly, Ψ(π(h, x)) =ẽ hxh . Since (g, h) ∈ R, we haveḡ =h, andẽ gxḡ =ẽ hxh . Hence Ψ(π(g, x) − π(h, x)) = 0. As a consequence, we have Ψ(I) = 0.
By Claim 1 the homomorphism Ψ induces a k-algebra homomorphism kQ ′ /I → A * G, which cooincides with Φ, and Φ is well-defined.
Next we fix a k-basis of (A * G) ′ . Since A = µ∈PQ kλ, there exists a k-basis M of A that is contained in PQ. Thus {μ * ḡ | µ ∈ M,ḡ ∈ G} forms a k-basis of A * G.
Indeed, for each µ ∈ M,ḡ ∈ G and for each x, y ∈ Q 0 we have
Therefore (ẽ y * 1 G )(μ * ḡ)(ẽ x * 1 G ) = 0 if and only if t(µ) = gx ∈ g(Q 0 ) and h(µ) = y; and in this case, we have (ẽ y * 1 G )(μ * ḡ)(ẽ x * 1 G ) =μ * ḡ. This proves the claim.
Indeed, the fact thatḡ =h in G is equivalent to saying that (g, h) ∈ R # . If g = h in S * , then the assertion is obvious. Otherwise, there is a sequence of elementary Rtransitions connecting g and h. Therefore we may assume that there exist (a, b) ∈ R and c, d ∈ S * such that g = cad, h = cbd. Note that we have adx :=ādx =bdx =: bdx becauseā =b. Then
This proves the claim. For eachḡ ∈ G with g ∈ S * , we define
which is well-defined by Claim 3.
Hence for each y ∈ g(Q 0 ) the inverse image of y underḡ has exactly one element, which we denote byḡ −1 (y).
Indeed, gx = y = gx ′ showsẽ gx =ẽ y =ẽ gx ′ ∈ A. Assume that x = x ′ . Theñ e y =ẽ yẽy =ẽ gxẽgx ′ = g(ẽ xẽx ′ ) = g(0) = 0. But since A = kQ/ ρ and ρ ⊆ kQ +2 , we haveẽ y = 0, a contradiction. Hence we must have x = x ′ .
Claim 5. Let η ∈ PQ ′ . Then η is a linear combination of elements of kQ ′ /I of the form λπ(ḡ,ḡ −1 (tλ)) for someḡ ∈ G and λ ∈ M with tλ ∈ g(Q 0 ). (Note that the elementḡ −1 (tλ) ∈ Q 0 is well-defined by Claim 4.)
Indeed, for each arrow α : x → y in Q 1 we have
be definition of I. In the path η by using (5-3) we can move factors of the form (g, y) (with (g, y) ∈ (S × Q 0 ) ′ ) to the right, and finally we have
for some α i ∈ Q 1 , g i ∈ S, x i , y ∈ Q 0 , t y,αs,... ∈ k, where the paths in the right hand side is composable. Set g := g t · · · g 1 ∈ S * and λ := e y α s · · · α 1 . Then the composability of the right hand side of (5-4) implies that π(g, x 1 ) = (g t , x t ) · · · (g 1 , x 1 ), λ ∈ PQ, and t(λ) = gx 1 ∈ g(Q 0 ).
Here t(λ) = gx 1 implies that x 1 =ḡ −1 t(λ) by Claim 4. Hence
and η is a linear combination of the elements of kQ ′ /I of the form λπ(ḡ,ḡ −1 t(λ)). Now since M is a k-basis of A, λ is expressed as a linear combination of paths in M with the same tail as λ and with the same head as λ. By replacing λ by this linear combination, we obtain the required expression of η.
Indeed, this is clear from Claim 5. For each µ ∈ M, eachḡ ∈ G, we have Φ(µπ(ḡ,ḡ −1 t(µ))) =μẽ t(µ) * ḡ =μ * ḡ by (5-1). Hence the restriction Φ | S : S → M is surjective, and hence so is Φ : kQ
Indeed, it is enough to show that S is linearly independent. Assume
in kQ ′ /I with tḡ ,µ ∈ k. Then by applying Φ to this equality we have
By Claim 2, we have all coefficients tḡ ,µ are zero. By Claim 7 we see that Φ : kQ ′ /I → (A * G) ′ is a bijection, i.e., an isomorphism.
Examples
Throughout this section k is a field.
6.a. Classical example. We begin with the following classical example in [10] .
Example 6.1. Let G := g | g 2 = 1 be the cyclic group of order 2, Q the following quiver:
and assume that char k =: p = 2. Define an action of g on Q by the permutation 1 2 2 ′ 3 3
of vertices of Q, and define an action of g on kQ by the linealization of this. We compute the algebras kQ/G and kQ * G by using Theorem 5.1. First kQ/G is given by the following quiver
with the following relations:
From skew group relations:
Then the algebra bas(kQ/G) is given by the following quiver with relations:
Since p = 2, we have bas(kQ/G)(1, 1) = kε 1 × kε 2 , where
(e 1 − (g, 1)) by Chinese Remainder Theorem. Hence the algebra kQ * G is given by the following quiver with no relations:
As well known [10] if we define an action of g to this algebra by exchanging (1, ε 1 ) and (1, ε 2 ), then the skew group algebra (kQ * G) * G is isomorphic to the original algebra kQ, which can be checked by the same way as above. Further let g be the automorphism of A defined by g(1) := 1 and g(α) := α + α 2 , and set G to be the cyclic group generated by g. Then G has the presentation
Then by Theorem 5.1, A * G is given by the following quivers with relations:
, xx
where we put x := (g, 1) − 1 in the first case, and x := (g, 1) in the second case.
6.c. Broué's conjecture for SL(2, 4). We can deal with the same example as in [1, Example 6 .2] by using a finite group instead of the infinite cyclic group.
Example 6.3. Let A and B be the algebras given by the following quivers with zero relations:
and let G := g | g 2 = 1 be the cyclic group of order 2. Define an action of g by g(x) := x + 3 (mod 6) both on T (A) and T (B), where for an algebra Λ, T (Λ) denotes the trivial extension algebra Λ ⋉ DΛ of Λ by DΛ := Hom k (Λ, k). Then Λ := T (A) * G and Π := T (B) * G is computed as follows:
It is known that Λ is Morita equivalent to the principal block of the group algebra kSL(2, 4) and Π is its Brauer correspondence. Broué's conjecture claims that Λ and Π are derived equivalent. This is shown as follows. Define a full subcategory E of K b (prj A) by the following six objects: −→ e 4 A), where the underline stands for the place of degree zero. Then E is a tilting subcategory and an isomorphism ψ : E → B is defined by sending T i to i for all vertices i = 1, . . . , 6 of the quiver of B. This canonically induces a tilting subcategory E ′ of K b (prj T (A)) and an isomorphism ψ ′ : E ′ → T (B) as in Rickard [12] . As easily seen ψ ′ can be taken to be G-equivariant, and hence we see that Λ and Π are derived equivalent by Theorem 4.12. Since the G-actions are free in this example, T (A) and T (B) is reconstructed from Λ and Π, respectively, by taking smash products by [4] . If char k = 2, the same thing can be done also by taking skew group algebras. Indeed, define actions of g on Λ and on Π as follows.
g fixes all vertices, and g(α) := −α for α ∈ I and g(α) := α otherwise, where I = {α 1 , β 1 } for Λ, and I = {β 1 , β 2 } for Π. Then Λ * G ∼ = T (A) and Π * G ∼ = T (B).
6.d. Derived equivalence.
Example 6.4. Here assume that char k = 0. Let G = g, g −1 | gg −1 = 1 = g −1 g be the infinite cyclic group. Define algebras A and B as follows:
a a a a a a a , α 7 = 0 (paths of length 7 = 0).
Then A and B are derived equivalent by a tilting subcategory E of K b (prj A) defined as follows.
(e 2 A α 2
−→ e 1 A) (1 l,0) x x r r r r r r r r r r r
We have an obvious isomorphism ψ : E → B. Now define a G-action on A and on B as follows.
On A: g fixes all vertices and all α i , and g(β i ) := β i + β i β i+1 β i for all i. On B: g fixes all vertices and α 1 , and g(α i ) := α i + α i α i+2 α i+1 α i (mod 3) for i = 1. Then as easily seen ψ is G-equivariant, and hence A * G and B * G are derived equivalent. Here A * G and B * G are presented as follows.
6.e. Preprojective algebra, monoid case.
Example 6.5. Let Q be the following quiver of type A 4 :
and let A := kQ. Then the Auslander-Reiten quiver Γ A is as follows.
2 2 e e e e e e e e a 1
2 2 e e e e e e e
• c c
Then mod A is equivalent to the additive hull add k(Γ A ) of the mesh category k(Γ A ) of Γ A . Let G := τ −1 | τ −3 = 0 , which is a monoid with zero. By definition the preprojective algebra P(Q) of Q is given by
A is given by
2 2 e e e e e e e o o
• and I is generated by mesh relations and commutativity relations xa = τ ax, where x are composable new arrows and τ a is the Auslander-Reiten translation of an arrow a for each old arrow a such that τ a exists. By computing the endomorphism algebra of A inside this category we get
6.f. Nakayama permutation. K. Oshiro asked the following problem to the author in March, 2008. We give an answer to it using the classical covering technique.
Problem. For each permutation σ ∈ S n of the set {1, . . . , n}, construct a self-injective algebra A whose Nakayama permutation is σ, and if possible give such an example by an algebra with radical cube zero.
First decompose the σ into a product of cyclic permutations: σ = (x 11 x 12 · · · x 1,t(1) ) · · · (x m1 x 12 · · · x m,t(m) ) such that {1, . . . , n} = {x 11 x 12 · · · x 1,t(1) } ∪ {x m1 x 12 ∪ x m,t(m) } is a disjoin union (we allow t(i) = 1 here). Then t(1) + · · · + t(m) = n. Further we set x i,t(i)+1 := x i1 (for all i) and consider j in x ij modulo t(i). Example 6.6. For instance, for σ := 1 2 3 4 1 2 4 3 = (1)(2)(3 4) ∈ S 4 , we have σ = (x 11 )(x 21 )(x 31 x 32 ) with t(1) = 1, t(2) = 1, t(3) = 2; x 11 = 1, x 21 = 2, x 31 = 3, x 32 = 4.
Next define a quiver Q := (Q 0 , Q 1 ) as follows. Then σ can be regarded as a permutation of Q 0 and it is uniquely extended to an automorphism of the quiver Q. By identifying σ with the linearlization of this, we can regard σ as an automorpism of the path-algebra kQ. Further σ is canonically extended to an automorphismσ of the repetitionkQ. where for i = 1 delete the left side part x i−1,1 , . . . , x i−1,t(i−1) and for i = m delete the right side part x i+1,1 , . . . , x i+1,t(i+1) . Therefore A has the redical cube zero and soc P (x ij ) ∼ = top P (x i,j+1 ), and hence A is a self-injective algebra with Nakayama permutation σ.
For instance in the example above Q A has the form 
