Initial and boundary conditions  by unknown
CHAPTER 4 
INITIAL AND BOUNDARY CONDITIONS 
Because we are solving an initial boundary value problem, it is necessary to specify the field over 
a depth grid at some initial range to start the computational procedure. Surface and bottom 
boundary conditions need to be specified as well. Potentially, a number of propagation models uch 
as ray tracing, normal mode theory or the fast field program can be used to generate the starting 
field. However, for many applications, it is sufficient o approximate the initial field by a Gaussian 
function [I]. This latter procedure is discussed in this chapter. 
Since, in most applications to low-frequency sound propagation, the surface may be treated as 
a pressure-release boundary, the field will be assumed to vanish on the surface. Specifying the 
bottom boundary condition is considerably more difficult, especially when limited environmental 
data are available. We present wo different reatments of the bottom boundary condition. First, 
a special treatment of bottom boundary conditions of the rigid type is presented. This boundary 
condition will permit us to later make comparisons between predictions of the implicit finite 
difference (IFD) model and the exact solution for propagation i  a wedge-shaped ocean. We then 
develop the major contribution of this chapter: a direct incorporation of the interface conditions 
between media of differing sound speeds and densities into the IFD computational scheme. 
4.1. THE INITIAL FIELD 
In this section, we describe how the initial field is specified using a Gaussian function, and refer 
the reader to Tappert [1] for a detailed erivation of this procedure. To generate the initial field, 
the Gaussian function must asymptotically match the solution to the reduced wave equation for 
a point source. Let us hence consider a Gaussian beam, where 
G, = the beam width, measured from 3 dB downward on the main lobe, 
IV, = average wavenumber 
and 
Go = amplitude of the Gaussian beam function. 
Then, the above parameters can be related by 
Also, let 
and 
=1 2 
Az = mesh point in the depth direction 
z,--source depth relative to the surface boundary. 
Our matching criterion requires 
(4.1) 
k G,, ,/ J  
(4.2) 
The imaginary part Im(uo) is set to zero. 
C.A.M.WA. 1415--C 327 
328 D. L~ and S. T. McDA~rmL 
4.2. A NEUMANN BOTTOM BOUNDARY CONDIT ION 
A treatment of a homogeneous Neumann bottom boundary condition is discussed here. In 
general, the existence of an irregular bottom boundary profile, as shown in Fig. 4. I, is assumed. 
Given such a boundary, a piecewise linear line segmentation is then applied to describe the bottom 
profile. 
This linearization process permits automatic handling of the bottom boundary, and also provides 
a systematic way of treating a sloping bottom. Assume the sloping boundary makes an angle O 
with the horizontal, then, the outward normal derivative operator is expressed by 
cos  O - ~r sin 8. 
For the wave field of the reduced wave equation p(r, z), the homogeneous Neumann bottom 
boundary condition requires that Ps -- 0 on the boundary. Applying the normal derivative operator 
to the wave field p(r, z), we obtain 
at, ap .  
dz cos 0 - ~r sm 0 = O. (4.3) 
Since 
p(r, z) = H[i)(kor )u(r, z) = v(ko 7)u(r, z), (4.4) 
subStituting this expression into equation (4.3) gives 
H~U(k°r) ~zz cos 0 - (H~l)(kor)), sin 0 u - H~l)(ko r) sin O u, ffi 0. (4.5) 
Since u, satisfies the parabolic wave equation u, ffi a(ko, r, z)u + b(k0, r, z)u=, equation (4.5) can be 
written as 
H~)(kor)~zz cos O - (H[U(kor)),sin 0 u - H~)(ko r) sin O(a(ko, r, z)u + b(ko, r, z)u=) ffi 0. (4.6) 
Upon rearranging the coefficients, equation (4.6) can be expressed in the form 
u,, + Pt u, + p2u = O. (4.7) 
Equation (4.7) is a second order ordinary differential equation which can be treated as an initial 
value problem with 
Pt = -cot  O /b(ko, r, z), 
and initial values for u(r, Zs) and Ou/Oz[,,. 
~ r 
tP  t)]ltlllkll 
. mg/  
Fig. 4.1. Interface boundary. 
(4.8) 
(4.9) 
Initial and boundary conditions 329 
Since the far-field approximation is valid, equation (4.9) can be further simplified. Recall that 
H~"(kor)= ~orexp[ i (kor - -~/1 ,  
then 
Therefore, 
(H[~)(kor)), = [iko-l l H[~)(kor). 
This special treatment is incorporated into the IFD model for application to rigid boundaries. Note 
that, for a horizontal Neumann boundary condition, the slope angle O is zero. A shaUow-to-deep 
water case (Fig. 4.2) is used to illustrate the present treatment. 
Our objective is to find u~, + ' and then determine u~,+lt to proceed with the matching scheme. Once 
u'+s is found, we can proceed if we use proper care. Note that if the distance between u~, +t , 1
and ,.,+j..'+t is not = 2(Az), we cannot proceed with the present method because the depth partition 
at this range level is not uniform. A special treatment is needed at some specific advanced range 
levels. To handle this, we label ..,+m ..,+t and define - ,+t -=+ i as -,+e ,  i as the midpoint between u~, +m and 
"+' in such a way that the distance between "+t and "+t is 2(Az). This -,+2."'+' We determine u, , u, u, 2 
treatment ensures a uniform partition in the depth direction. The ..'+' +~ can be found in the same 
way by solving equation (4.6). 
A question arises: how far can we proceed in determining u,+'+~. To ease the programming 
requirements and to maintain accuracy, we determine Ar by 
Az 
= tan • -~ Ar = Az • cot a. 
Ar 
When we have proceeded Ar distance in range, it is time to determine u~,+m~. For the deep-to-shallow 
case, as shown by Fig. 4.3, the treatment is the same as the shallow-to-deep water case. The only 
differences are a and Az. 
I k I n+l  
fl 
gm+l  
Fig. 4.2. Shallow-to-deep water case. 
I k I n+l  
| / >  
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U m + I r~'e'-- - J , - '~ 
Fig. 4.3. Deep-to-shallow water propagation. 
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4.3. INTERFACE TREATMENT 
In the ocean, temperature, salinity and pressure affect the sound-speed and density structure of 
the water mass creating a layered medium. The sediments that compose the ocean floor are also 
layered ue to the periodic deposition of sedimentary material. These phenomena stratify the ocean 
environment into a layered medium, thus, forming interfaces. At each interface, "continuity 
conditions" hold; the pressure and normal component of particle velocity are continuous at the 
interface. 
Many mathematical models exist to solve the wave equation in a uniformly stratified medium 
[2]. These models have been applied to demonstrate he sensitivity of acoustic propagation to the 
sound speed and density stratification of the seabed. In range-dependent environments, the 
propagated acoustic field may also be strongly dependent on bottom interaction, necessitating an 
accurate treatment-of the field at the water sediment interface and at deeper interfaces within the 
seabed. In this section, a mathematical model of wave propagation in a range-dependent 
environment is developed that fully models the wave field at interfaces between media of differing 
sound speeds and densities. 
Interface conditions applicable to the parabolic wave equation are derived that preserve both 
continuity of pressure and continuity of the component of particle velocity normal to the interface. 
These conditions, hence fulfill the necessary physical requirements. The case of an irregular 
interface is treated in general, results for the horizontal interface are hence included as a special 
case. 
To obtain representations of the wave field on the interface, we use a method developed by 
Carnahan, et al. [3] to handle horizontal interface conditions (continuity of conductivity and 
diffusitivity) for the heat-transfer p oblem. Carnaham et ai.'s basic approach is extended to treat 
irregular interface conditions for the parabolic wave equation. Specifically, a finite difference 
technique is used to match interface conditions at an irregular boundary between two different 
media. This procedure results in a finite difference approximation to the parabolic wave equation 
that holds on the interface. Moreover, this finite difference interface quation is compatible with 
an IFD solution [4] of the parabolic wave equation. To complete the formulation of our wave 
propagation model, the interface wave field representation is embedded in the IFD model. The 
validity of this mathematical model is then analyzed: the local truncation error is computed to 
establish that the model provides consistent parabolic equation (PE) solutions. Predictions are 
further compared with the results of other models to verify that the model provides an accurate 
treatment of the interface wave field. 
We will obtain interface conditions for the standard parabolic wave equation 
iko(n 2 -  1) i 
u,-- 2 u + uz+' (4.11) 
This equation describes the transmitted field for wave propagation at small angles with respect o 
the horizontal, and is hence applicable to underwater sound propagation in many ocean 
environments. In the following sections, we develop a mathematical solution to the PE that 
accurately computes the wave field at interfaces. 
4.3.I. Interface conditions 
We treat the general case in which interfaces between physically distinct media in the ocean are 
irregular as shown in Fig. 4.4. 
In Fig. 4.4, Zs indicates the interface depth, the density p of each medium is assumed constant, 
and the sound speed in each medium is a function of both range and depth. To develop systematic 
procedures for handling the irregular interface and to reduce mathematical difficulties in deriving 
the interface conditions, a piecewise linear segmentation is used to approximate the interface as 
shown in Fig. 4.5. We will, thus, obtain results for segments of the interface having a constant slope; 
the horizontal interface is then contained as a special case. 
The pressure field in the ocean satisfies two conditions at an interface between two media. The 
first of these two conditions is the requirement that the pressure field be continuous at the interface 
Pl (r, Zs) ffi P2 (r, ZB). (4.12) 
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Fig. 4.4. An irregular interface. Fig. 4.5. Linear approximation f irregular interfaces. 
The second interface condition is that the normal component of particle velocity be continuous 
at the interface, or that 
0p, ~, 0p21 (4.13) p2 ~n ="  ~', .:.' 
where O/On indicates the outward normal derivative operator. For the sloping interface, as shown 
in Fig. 4.6, the normal derivative operator is given by 
0 O_0_  0 
~n =c°s Oz sinO~r. (4.14) 
If we now substitute equation (4.4) into equation (4.12), we obtain the first interface condition for 
the parabolic wave equation 
ul(r, Zs) = u2(r, ze). (4.15) 
To obtain the second interface condition, we substitute quation (4.4) into equation (4.13) and 
make use of equations (4.4) and (4.14). The result is 
r0u, 0u, ],, 0o j p2L~V coso --'~-r v s ine  --P2Ul~rSine ~. 
=p, Lo z cosO-~-~vsinO ,s-P'U2~rSin° ,s" (4.16) 
m r 
MEDIUM 1 
PI' Cl 
/t~.DIUM 2 
Pz' c2 
Fig. 4.6. A sloping interface and outward normal derivative. 
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The two conditions given by equations (4.15) and (4.16) hold for an interface of arbitrary slope. 
For the special case of a horizontal interface, O ffi 0, equation (4.15) remains unchanged, equation 
(4.16), however, simplifies considerably reducing to 
=O,-~; P2 ~ z, =. (4.17) 
4.3.2. Mathematical formulation of the wave field on the interface 
To formulate finite difference quations for the wave field on the interface, we will use a mesh 
having a uniform partition in the z direction with Az = h. The range is partitioned in increments 
Ar = k, as is shown in Fig. 4.7. At each mesh point, superscripts are used to indicate the range 
level; subscripts indicate the depth level. The wave field at the point (nk, mh) is written as u~, which 
also denotes the field on the interface. For economy in writing, we use the convention that if both 
the superscript and subscript are dropped, the field u means u~. 
We assume that u~ is known, and proceed to determine u~ +~ for every i and j such that the 
interface conditions (4.15) and (4.16) are satisfied. Let us first write the parabolic wave equation 
in a general form 
u, = a(ko, r, z)u + b(k o, r, z)u:~, (4.18) 
where 
and 
a(k o, r, z) = ½/k0[n2(r, z) - 11 
b(ko, r, z) = i/(2 ko). 
From here on in this chapter, if we deal with a flat interface, for economy in writing we omit the 
subscript; otherwise the subscript will be used properly to indicate the appropriate medium where 
(m - 1) indicates medium !, (m + 1) indicates medium 2. 
Medium 1 
In medium 1, the wave field must satisfy equation (4.18), i.e. 
(u,), = a, (/q, r, z)u, + b,(ko, r, z)(u,).. (4.19) 
I r 
.( 
r+Ar  
n+l  
m 
Z 8 
Fill. 4.7. The downward sloping interface between two media. 
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Using the first three terms of a Taylor series expansion for u,_ i upon u,, and solving for (u~)::, 
we find 
2 2 
(uj):: = - ~ (u, - (u,):,_ i) + ~ (ul):. (4.20) 
Substituting equation (4.20) into equation (4.19) and simplifying, we obtain 
(u l )~ = h (u j ) ,  - h 1 
-~'~ alul + ~ (u, - (ui~_i). (4.21) 
Medium 2 
Similarly, in medium 2, the wave field must satisfy equation (4.18), i.e. 
(u2), -- a2(ko, r, z )u2 + b2(k0, r, z )(u2):,. (4.22) 
Using the first three terms of a Taylor series expansion for u,,+, upon u,, and solving for (u2)=, 
we find 
2 2 
(u2)zz = + ~ ((u2):, + I - u2) - ~ (u2):. (4.23) 
Substituting equation (4.23) into equation (4.22) and simplifying, we obtain 
h 1 
(u2)= = - 2---b (u2)' + a2u2 + h ((u2)~'+ i - u2). (4.24) 
In matching the conditions on the interface, it should be noted that whereas the wave field u 
is defined and continuous on the interface, the first derivative and all high order derivatives of u 
with respect o z are discontinuous at the interface. Thus, in imposing the interface conditions, the 
limit of the derivatives as they approach the interface from above, or from below, is used. 
In view of the first interface condition, equation (4.15), we require that ul -- u2 -- u in equation 
(4.21) and (4.24). Substituting the resulting expressions into the second interface condition, 
equation (4.16), then yields 
p2(Ut),(COS --~ sinOl+p1(u2),(cosO q-~ sin 19) 
2 b cos 19 
=(alp2+a2pl)ucos19 ~ h 2 [Pi(u2)k+1-(P1+p2)u+p2(u1~',,_1] 
2b u . 
+-'F  (02 -o , )  v (v), sm o. (4.25) 
For a horizontal interface, (ul), = (u2),, however, for the general case of an irregular interface, 
a second relationship between (u,), and (u2), is needed. To establish the required relationship, we 
use a Taylor series expansion of-,+m"'+~ on u," in medium 1: 
(u1~+'l = (Ul + h(ul ), + k(ul), + ½ h2(ul),, + ½ k2(ul),, +... Y'.++~I. (4.26) 
Similarly, for medium 2, we obtain 
(u,)'.%', = (u2 + h(u2)z + k(u,), + l 2 i 2 2 h (u2)z, + 2 k (u2),, +""  ~+11. (4.27) 
For an arbitrary k, we take 
h = k tan  8 .  (4 .28)  
The first interface condition, equation (4.15), implies (u I ~+1 __ (u2~+~1. We, thus, equate the r.h.s. 
of  equations (4.26) and (4.27), and again make use of equation (4.15) to obtain 
(ul), + (u,): tan O -- (u2), + (u2), tan 0.  (4.29) 
Substituting equation (4.21) and (4.24) into equation (4.29), then yields the second relationship 
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between (ul), and (u2),, i.e. 
( h sin(9)-(u2),(cos(9 ~h (9) (u,), \cos (9 + - sin 
sin (9 
= ~ (am + a,)u sin (9 + ~ [(Ue)~,+ l - 2 u + (urn):,_ i]. 
2b 
Equations (4.25) and (4.30) may be solved simultaneously, yielding 
(u~), = =, um + {/~m (u2 g, +, - ~, + ~,)um + 7, (ul)~,_ m )
and 
(U2)r = 0{2 142 "~ {~2(I/2)~ + I -- (J~2 "4" ~2)~2 "~" ~2 (f,/l)~ -I }" 
The coefficients in equation (4.31) are given by 
( h 
=m = A- m Om a2 + a,~m sin ~ O + 02 cos2 (9) + ~-~ al sin O cos (9 (P, -- P2) 
-(cos(9-2-~sin(9)~(P,-P2)v-~sin(9}, 
/~m =A-m2b ~-P,, 
= A-m f 2b 2 ! ~-  [(P2 COS (9 + Pl sins (9) + ~ (Pl -- P2) sin (9 7m 
% 
Similarly, in equation (4.32) the coefficients are 
where 
cos e]}. 
h 
=2 --A-I p2at +a2(P, sin20 +p2COS2 O)'1-~a2 sinO cosO(p! --P2) 
- cos (9 - ~-~ sin (9 (Pro - P~) v sin O , 
/~2 = A_m {2 b[ 1 ]}  .~- (plcos2(9 +p2sin20)+~(pm --p2)sin(9 cosO , 
(4.30) 
(4.31) 
(4.32) 
(4.33) 
(4.34) 
(4.35) 
(4.36) 
(4.37) 
and 
=\ar +k~p-: +~.,-~p-: +- . . .  (4.40) 
A=[(p,+p2)+(p,,-P2)l~---'~+2~'~ldnO cosO 1 • 
We now proceed to incorporate the interface quations given by equations (4.31) and (4.32) into 
an IFD solution of the PE. As shown in Fig. 4.7, u~, and ,.,."n* t,satisfy irregular interface conditions. 
In expressing range partial derivatives at these two interface points, the points, u',+m and u~, *t below 
and above the interface are needed to derive a finite difference representation. I  doing so, we 
consider the following. 
In medium 1 
[ ]: (ul)k* ' = u= + k(u,), + ~.. (um),, +""  (4.39) 
72 = A-  ' 2 b (4.38) 
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Then, neglecting terms of third order and higher in equation (4.40), we have 
kd(ut~'.,+t=[kdu, k2d2utT 
"2 ~r L'2"~-r + 2 dr" _],," (4.41) 
Solving for d2(ut)'m/dr 2 in equation (4.41) and substituting the result into equation (4.39) yields 
k_ F a (u,)~. 
(u,)"..+ ' = (u, ~,. + 2 [ dr + 
Similarly, in medium 2, we obtain 
e (u,)",.÷ t 1 
ar J " (4.42) 
k e(uy=', l 
(u~.++ t, = (us)".+, + ~ k Tr + Or J" (4.43) 
Equations (4.31) and (4.32) supply the finite difference quations for d(u, )~/Or and d(U2)m+,/drn+, 
that are needed in equations (4.42) and (4.43), respectively. In addition, we require a finite difference 
representation for the range derivative of the field away from the interface. We use a second order 
central difference operator for u,,. In medium 1, (u,)~+~ satisfies the parabolic wave equation, 
O(ut)~, + '  .+t  .+ ,  b +t 
dr =(a,) ,  (ut), +~((Ul)~+I--2(Uj)~+'+(Ut)~,,+.)t). (4.44) 
Similarly, in medium 2, (u2)Z,+t satisfies the PE, 
a(u2~'. .+, . b . 
dr =(a2)nm+i(U2)m+t"l'~ ((u2)rn+2-2(u2)nm+t']-(u2)nm)" (4.45) 
We Use equation (4.31) for d (u,)~,,/dr, and equation (4.44) for d (ut)~+ '/dr in equation (4.42), to 
obtain our IFD representation in medium 1: 
{ k /  n+t _hT)~(ut) m 2 ~.~ ((Ul),_ t ..l_ (ut)~+, ) 1 -- ~ ~(at)m 2 b \  ) . +, 1 kb . + I 
k } I k = 1 + '~(~t -~t -Y , )  (ut)~,+~ (yt(u,),-t+/~t(u2)~,+t). (4.46) 
~+l r Substituting equation (4.32) for d(u2),  t /a,  and equation (4.45) for a(u2)',,+ ,/Or in (4.43) we obtain 
for medium 2 
} , . 1 - ~ (~2 - ~2 -v~)  (u2Y'.~ t, - ~ k(v,(u,) .  + #2(u,)~++'). 
k , 2 b~ 1 kb , 
= 1 +~(a2),,+t-~-j-(u2y'm+, +~-~((u2).,+(u2)~,+2). (4.47) 
4.3.3. Local truncation error 
To estimate the local truncation error, we will compare an exact solution of equation (4.11), 
subject o the interface conditions (4.15) and (4.16), to the finite difference solutions described by 
equations (4.46) and (4.47). The exact solution for (u,)~+ t can be represented by the Taylor series. 
(ut)Z, + l = (ut + k(u,), + ½ k2(ut),, + (k3/3!)(ut),.,, +... ~. (4.48) 
It is easily seen that the Taylor series expansion of ((ut),Y',+' is 
((ul),)~,+ t .,_ ((u,), + k(u, ),, + ½ k2(u, ),,, +... y',,. (4.49) 
Solving equation (4.49) for (u,),, and substituting the result into equation (4.48) yields 
n k n (u,)'.+, = (u,) .  + ~ [((u, ) ,) .  + ((u,), ~+ ' ] - (k 3 / 12) ((u, %., y'. + . . . .  (4.50) 
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A similar result may he obtained for (u2)".,+tt, 
I I n+l O(u~).,+ t-] 
(u2~+tt = (u2)~,+t-.F~k ((u2),)"m+t-~ ~r j - (kS/12)((u2),.,.,)",,+t + ' " .  (4.51) 
Comparing equations (4.50) and (4.51) against equations (4.42) and (4.43) reveals two sources of 
error: the first is due to the truncation of the Taylor series in the range variable r, the second is 
due to the finite difference approximations [(4.3 I), (4.32) and (4.46), (4.47)] used for the derivatives 
of the field with respect to range variable r. The latter error is the more difficult one to estimate. 
We return to equations (4.21) and (4.24), and retain additional terms in the Taylor series to 
obtain 
u ) h h 1 h 2 h 3 O4ut 
( t = ffi ~-~ (ut), - ~ at ut + ~ (u, - (ut ~_ t) - -~. (ut)== +~. ~ +""  (4.52) 
and 
h h I h z h 3 04u2 
(u2), = -- 2b (u2),---~a2u2+-~ ((u2)",,+ t - u2)-- -~. (u2),=.. + ~. Oz 4 +" ' .  (4.53) 
Substituting equations (4.52) and (4.53) into equation (4.16) and applying the first interface 
condition, equation (4.15), we obtain 
p2(ut),(cosO -? sin O)+ pt(u2),(cosO +~ s inO) 
{ hi o. o4, } =Rt+~cosO P,(Ut)=,--p,(u2)==-~ p2-'~a4a4+pt'~z4z4J + ' " ,  (4.54) 
where R, is the r.h.s, of equation (4.25). Substituting equations (4.52) and (4.53) into equation 
(4.30) yields a second relationship between (ut), and (u~),, 
h s inÙ)  (u,), (cos O +2"~ sin ~9)-(u,),(cos ~9-~--~ 
h 0- 0-.l } 
=R2+ (u,)=, - ( , , )=  - ~| -~- :  +-N~- :  / + • • • , (4.55) 
where R= is the r.h.s, of equation (4.30). If we solve equations (4.54) and (4.55) for (ut), aM ("2), 
and compare the results with those given by equations (4.31) and (4.32), we find that the le,~ting 
error terms in the finite difference approximations for the range derivatives of the field are given 
by 
and 
E[(u,) , ]  = : , - t  T .  (ut) = (p, + p=) + (p~ _ p~) 
x sin 20  -cos  20+~s inOcosO -A -  -~(u~)~pt (4.56) 
bh A- I bh { E[(u2),lft:'T(ut),.o2- ~ (u,)= (p~+pO+(ot-pO 
h 
x [cosZ 0 -  sin20 +,  sin O~-os O]} .  (4.57) 
From equations (4.56) and (4.57), we see that for points on the interface, the leading error term 
for the range derivative of the field is of first order in the deI~th increment h. For all other points, 
the error in the derivatives of the field is second order in h. Using equations (4.56) and (4.57) in 
equations (4.50) and (4.51), it may be readily determined that the leading terms in the truncation 
error are" given by 
E[u~+l .+'  ] = E[u,,,+ t] = O(kh + k~), (4.58) 
for points on or adjacent to the interface. 
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It is seen that from the truncation error estimate that limh.k_0k-rE(u)-. O, thus establishing the 
consistency. Since this formulation is incorporated into the IFD model used to solve the PE (4.11), 
the stability relies on the stability of the IFD model which was addressed by Lee et al. [4]. 
4.4. DISCUSSION 
The validity of this model is examined in two ways. First, the interface wave field representation 
as expressed by equations (4.46) and (4.47) is shown to reduce to results previously obtained for 
a continuous medium, thus, confirming consistency with the original IFD model. Second, the model 
is shown to yield numerical results to a selected test problem that are in agreement with the known 
solution. 
The interface model developed in this chapter is based on the PE, equation (4.11). For a 
continuous ocean medium (having a constant density and continuous sound velocity) the wave field 
u is assumed to satisfy equation (4.11) everywhere. Hence, the finite difference representation for 
u, on the interface must reduce to a finite difference form of equation (4.11) for a continuous 
medium. 
Consider a horizontally stratified ocean as shown in Fig. 4.8. In medium 1, u t must satisfy 
equation (4.1t) with a t (k0, r, z) = (/k0/2) ([co/ct (r, z)]' - 1) and an associated density Pt- Similarly, 
in medium 2, u2 must satisfy equation (4.11) with an associated sound speed c 2 and density p,. At 
the interface, the range derivative of the wave field has the finite difference representation given 
by equations (4.31) and (4.32) in medium 1 and medium 2, respectively. For a horizontal interface, 
= 0, and 
(u , ) ,  - (u2) ,  = u, 
= (Or +P2) -t [pta2 +p2at]u +-~-tp,  um+t- (Or +P2)U~s+P2U~,-t] , (4.59) 
in agreement with the results obtained for a horizontal interface by McDaniel and Lee [5]. For 
a continuous ocean medium, p~ = P2 and c, = c2 at the interface, equation (4.59) reduces to 
b 
u, f f iau+~i  [u,,,+" , -- 2 u~,+ u,,_n t]. (4.60) 
Regarding h-~[u~+l - 2 uZ, + uZ,_ t] as a central difference for u,,, equation (4.60) is a difference 
equation of equation (4.11), establishing the validity. 
Next, we consider the range-independent environment shown in Fig. 4.9 for which the 
transmission loss may be readily computed using normal-mode theory. A source of 100 Hz 
frequency is placed at a depth of 30 m below the water surface; the receiver is at a depth of 90 m. 
A single interface is present demarcating the boundary between water and sediment at a depth of 
240 m. The density of the water is 1.0 g[cra 3 and the density of the sediment is 2.1 g[em 3. The 
sound-speed profile (Fig. 4.9) contains two linear segments in the upper water column and is 
constant at 1505 m/s in the sediment. 
A normal-mode model was used to calculate the transmission loss out to a maximum range of 
2 kin. This normal-mode model treats the lower medium as semi-infinite and treats the interface 
correctly. Hence, this normal-mode solution is used as a reference solution for comparison. To 
'°L, 
Fig. 4.8. The horizontal interference b tween two media. 
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verify the importance of correctly modeling the wave field on the interface, the transmission loss 
was first calculated using the IFD model but neglecting the density discontinuity at the 
water-sediment interface. As is evident in Fig. 4.10, this computation displays poor agreement with 
the normal-mode solution. When, however, the interface conditions are incorporated into the IFD 
model, the resulting solution is in excellent agreement with the normal-mode result as shown in 
Fig. 4.10. 
To further illustrate the utility of this model, we consider acoustic propagation from deep to 
shallow water in a realistic ocean environment [6, 7]. The environment, shown in Fig. 4.11, consists 
of two range-independent regions joined by a region in which the water depth and bottom 
properties change linearly with range. Medium 1 is water of density 1.0 g/cra 3 and medium 2 is a 
sediment having a density of 1.7 gm/cm 3. (The deeper sediment layers have no effect on acoustic 
propagation at the source frequency of 100 Hz.) For source and receiver depths of 50 and 73 m, 
respectively, a correct treatment of boundary interaction in the transition region was found to be 
essential to predicting transmission losses in shallow water. 
This problem was treated comprehensively by McDaniel [8] using coupled-mode theory. We will, 
hence, employ the mode-coupling result as a reference solution. Using the IFD model with the 
interface wave field representation developed in this paper, transmission losses were computed to 
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a maximum range of 25kin. In Fig. 4.12, the results obtained are shown to be in excellent 
agreement with the mode-coupling solution. 
A mathematical model based on the parabolic approximation to the acoustic wave equation that 
accurately treats the wave field at the interface between different media is introduced. This model 
extends the applicability of the PE to ocean environments where strong interaction with the seabed 
occurs. This model may be used to treat the acoustic field, not only at the water-sediment i erface, 
but also at interfaces between deeper sedimentary strata. 
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