During the standardization of MVC, there was also a project namely Joint Multiview Video Model (JMVM), which focused on the advanced coding tools that are potentially useful. Those coding tools adopted into JMVM, including illumination compensation and motion skip, have not been added into MVC specification. In this paper, coding techniques in MVC as well as the tools in JMVM are described and discussed, focusing on the coding efficiency.
INTRODUCTION
With the advances in acquisition and display technologies, 3D video is becoming a reality in the consumer domain with different application opportunities. 3D video applications can be grouped into two categories: free-viewpoint video [1] and 3D TV [2] . In free-viewpoint video, the viewer can interactively choose his/her viewpoint in 3D space to observe a real-world scene from preferred perspectives [1] . 3D TV refers to the extension of traditional 2D TV displays to displays capable of 3D rendering. Advanced autostereoscopic displays can support head-motion parallax, by decoding and displaying multiple views from different view-points simultaneously [2] . The content in above scenarios can be represented by multiple views, which of each is a traditional 2D sequence that was captured by a camera and can be used for 2D digital TV. Multiview video coding (MVC) is a key technology to enable a 3D video transmission system adopting multiview representation with efficient design for both transmission bandwidth and decoder resource consumption.
MPEG-2 and H.264/AVC can code two views by interleaving the left and right views in the temporal domain. In MPEG-2 Multiview Profile, one view, e.g., the left view can be coded in a reduced frame rate and the other view is coded as a temporal enhancement layer [3] . In H.264/AVC, the stereo video information supplemental enhancement information (SEI) message was adopted to indicate how two views are arranged in one bitstream [4] . The two views can be alternating frames or complementary field pairs.
Recent interests and advances in 3D video display technologies have also driven the requirements of using 3D content of more than two views. To meet this request as well as other requirements described in [5] , MPEG issued its "call for proposals" [6] and started the standardization of MVC. Among all the proposed MVC solutions, the one based on H.264/AVC hierarchical B-pictures coding was selected as the basis of the MVC codec [7] . Since early 2006, the standardization efforts of MVC have been continued in Joint Video Team (JVT).
JVT maintains a joint draft of the MVC specification as well as a Joint Multiview Video Model (JMVM). MVC usually refers to the joint draft, which has the latest version in [8] . However, JMVM is a superset of MVC. Specific coding tools that have been demonstrated as useful could be adopted by JVT into JMVM [9] . In MVC, inter-view prediction is realized so-called disparity motion compensation, which follows the H.264/AVC motion compensation processes.
Multiview coding techniques have been summarized in [10] and most of them have also been proposed to JVT. Those techniques include Illumination Compensation (IC), Motion Skip (MS), view interpolation prediction, adaptive reference filtering and asymmetric coding. IC and MS will be further discussed in Section 3. The basic idea of view interpolation prediction is to estimate depth/disparity for synthesize predictions [11] [12] . The adaptive reference filtering algorithm filters the integer pixels of the inter-view reference frames, to compromise the potential problem of focus mismatch among views [13] . Asymmetric coding targets on the scenario wherein one view of a stereo pair is coded with a quarter resolution of the other [14] [15] . It requires substantially less bandwidth and complexity without noticeably scarifying the subjective quality. IC and MS have been adopted into JMVM. Others were not adopted because they either provide marginal compression efficiency gain or can only be applied for limited use cases.
In this paper, the coding techniques in JMVM are introduced. These techniques, when combined in different scenarios, are compared with MVC and simulcast AVC under MVC common test condition. It can be concluded that those tools provides a relatively low coding efficiency increase. The rest of the paper is organized as follows. In Section 2, background of MVC is given, including the bitstream structure, prediction relationship and illustration of inter-view prediction in. JMVM Coding tools are presented in Section 3. Rate distortion (RD) results and decoding complexity analysis are given in Section 4. Section 5 concludes the paper.
MVC CODING STRUCTURE
In an MVC bitstream, a picture in a specific time instance of a specific view is called a view component. The view components are coded into Network Abstraction Layer (NAL) units which are ordered in a time-first coding order. In time-first coding, view components of any temporal location are contiguous in decoding order. All the coded NAL units of one time instance forms an access unit, also referred to as an (coded) picture. Note that the coded view components of an access unit follow the view order, which may not follow the ascending order of view identifiers. All the first view components of access units form a base view, which is decodable by H.264/AVC.
In MVC, view dependencies for inter-view prediction are defined for each coded video sequence. Inter-view prediction is enabled within the view dependencies to remove redundancies among views. With the exception of inter-view prediction, view components of each view are coded with the tools supported by H.264/AVC. In particular, hierarchical temporal scalability was found to be efficient for multiview coding. A typical prediction structure of MVC is shown in Fig. 1 . It is noted that the MVC standard provides a greater deal of flexibility than depicted in Fig. 1 for arranging temporal or view prediction references.
There are anchor pictures wherein all view components are anchor view components. Anchor view components and all the view components (in the same view) succeeding in output order (i.e. display order) can be correctly decoded without decoding of previous view components in decoding order (i.e. bitstream order) and thus can be used as random access points. Anchor pictures (e.g., for T0 and T8 in Fig.  1 ), can be set as required. In MVC common test condition [16] , there is an anchor picture for every 0.5 second.
An anchor picture and a non-anchor picture may have different view dependencies. While in a coded video sequence, all anchor or non-anchor pictures have the same view dependency respectively.
A view dependency specifies the directly dependent views for each view, and is signaled in the sequence parameter set (SPS). Dependent views are signaled separately for the views that may be used as reference pictures in the two reference picture lists, namely list 0 and list 1. The dependent views corresponding to list 0/list 1 are also called forward/backward dependent views. A view that has both forward and backward dependent views is called a "B-view", e.g., view 1, 3, 5 in Fig. 1 . A view that has only forward dependent views is called a "P-view", e.g., view 2, 4, 6, 7 in Fig. 1 .
Fig. 1. Typical MVC prediction structure.
In MVC, view components in the same time instance can be used for inter-view prediction. It is utilized by putting the dependent view components into the reference picture lists of the view component that is being coded. In MVC, flexible reference picture list construction enables adding the view components of the time instance into list 0/1 and modifying the order of the inter-view prediction pictures and inter prediction pictures (view components in the same view) [17] . After the reference picture lists are constructed, the decoding processes of an MVC decoder are exactly the same as the processes of an H.264/AVC decoder.
CODING TOOLS IN JMVM
In JMVM, two coding tools are adopted on top of the MVC features. Illumination and color inconsistencies can happen due to different lighting conditions for multiple views. Although proper condition settings or preprocessing can also solve the problem, those are not always guaranteed. IC is the technique to solve this problem in the codec level, by subtracting the difference of the means of the reference block and the original block during motion compensation. This difference, namely locally illumination change are signaled for those blocks that use IC mode. At the decoder, an IC block is reconstructed by adding the motion compensation predictor, the residual and the illumination change, as shown in the following equation:
( , ) ( , ) ( , ) I i j R i j r i x j y C = + + + + , wherein ( , ) I i j represents the reconstructed block, ( , ) R i j is the residual signal, ( , ) r i x j y + + is the reference block and C is the illumination change value for this block. At the encoder, each motion search needs an extra calculation of the means of the reference block.
MS is a motion vector (MV) derivation tool to enable reusing of the MVs from a view component in the same time instance but of other views by a given disparity for each macroblock (MB) that utilizes motion skip [19] . It is similar to SVC inter-layer motion prediction while does not enable motion refinement. In JMVM, a global disparity is maintained and an offset is given for an MB with MS mode to calculate the local disparity, which is of 8-pixel accuracy. An example of motion reuse for a MB using MS mode is shown in Fig. 2 . The current MB has a disparity points to four 8x8 blocks in an inter-view reference. The MVs of those blocks are reused for inter prediction motion compensation within the current view. The complexity increase at the decoder is minor, although the increase at encoder is substantially due to local disparity search.
SIMULATIONS
Our simulation followed the MVC common test condition defined in [16] and was based on the latest JMVM software [20] . The following scenarios are tested: Simulcast (each view is coded independently), MVC, IC (MVC inter-view prediction plus IC), MS (MVC inter-view prediction plus MS), IC+MS (MVC inter-view prediction plus two tools). For "P-views", inter-view prediction only applies to anchor pictures in the common tests. Since MS applies only to nonanchor pictures with inter-view prediction enabled, MS is not enabled for the "P-views". For IC, on the contrary, it works not only for inter-view prediction, but also for inter prediction. So, only the base view is not allowed to use IC, and a view component in a non-base view can be illumination compensated from its inter-view or inter prediction references.
The RD comparison results are shown in Table I , based on Bjontegaard measurement [21] . For each sequence, the compared Peak Signal-to-Noise Ratio (PSNR) and bitrate values are the average ones among all the views. MVC outperforms simulcast coding by an average bit-rate saving of 20%. MS and IC provide respectively 4% and 5% bitrate reduction over MVC, and in total, JMVM coding tools can achieve around 8.5% bit-rate saving, which is equivalent to 0.36 dB PSNR gain. Some typical RD curves are shown in Fig. 3, 4 and 5. It can be concluded that the coding efficiency improvements from simulcast to JMVM are mostly from the inter-view prediction tools defined in MVC. The coding tools, MS and IC, are potentially useful.
For the decoder, IC requires pixel level processing: adding a value to each block; MS requires only parsing and derivation for the MVs. Altogether, JMVM tools do not require significant complexity increase, although for hardware solutions, completely new modules need to be realized. MVC only requires slice header or higher syntax changes based on H.264/AVC, thus needs no new hardware implementations for major processing modules.
CONCLUSIONS
During the standardization of MVC, Joint Multiview Video Model has been maintained and it contains coding tools that are not included in the MVC specification. In this paper, those coding tools are reviewed and compared with the inter-view prediction in MVC. The JMVM coding tools, illumination compensation and motion skip can provide an average bitrate saving of about 8.5%, under MVC common test condition, which is much less than the gain of MVC achieved on top of H.264/AVC simulcast coding. There is neither decoding complexity increase nor extra hardware efforts for a MVC decoder compared to H.264/AVC decoders. The decoder complexity increase of JMVM is minor, but new hardware implementations are required. 
