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Abstract
The present Thesis is mainly focused on three subjects. Firstly, the local extraction 
field at the tip of an isolated carbon nanotube is investigated. A method based on replacing 
the nanotube surface by an axial string of charges is developed. The method allows the 
reconstruction of the zero-voltage equipotential o f the nanotube with high precision in the 
cap area, which is of main interest for field emission applications. Unlike previous methods 
that need either indirect validation procedures or comparison to numerical results obtained 
through various finite element algorithms, the presented method includes a criterion of self­
validation that makes its results particularly reliable. The method was used to compute the 
geometric field enhancement factor for various nanotube geometries and leads to a linear 
dependence of this parameter on the aspect ratio, which is of particular interest for field 
emission practice.
The problem of electron field emission from an isolated carbon nanotube is considered 
next. As the traditional Fowler-Nordheim theory is shown to be unable to reveal the 
particular aspects o f field emission from carbon nanotubes and other nanometre size 
cathodes, a new model is constructed and applied to experimental data. The key aspects of 
the model are: 1) The assumption of the existence of quasi-free electrons that behave as a 
two-dimensional system on the nanotube and 2) The electron transfer from the nanotube 
into vacuum is considered through a connection condition for the corresponding local 
probability density. As a result, a method to compute the field emission current from a 
singular grounded carbon nanotube facing an anode is developed. Good agreement is 
obtained between the theoretical current voltage characteristics and the corresponding 
experimental curves.
The final subject considered in this Thesis is the sequential tunnelling of electrons 
from nanoparticles into the vacuum. The theoretical aspects of the two-step tunnelling are 
first introduced and used for a setup with a nanoparticle separated from a grounded 
electrode by a nanometre-thin wide band gap material and subject to an electric field 
generated in vacuum by a distant anode. Tight confinement in the nanoparticle gives rise to 
well-separated energy spectrum. Moreover, due to the discreteness of the electronic states 
the field emission current as a function of the applied electric field presents stair-like 
features. The presented model was constructed to explain the appearance of such features in 
various field emission experiments. The experimental procedure is also detailed in this 
chapter and the results are found in qualitative agreement with the proposed model.
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Chapter 1
1. Introduction
1.1 Introduction
Electron field emission, which is the main topic of the present Thesis, is a complex 
phenomenon governed by quantum mechanics. Therefore, a few related aspects need to be 
introduced first. A quick definition of this process can be: the tunnelling of electron through 
a potential barrier at the interface between a material (metal or semiconductor) and vacuum 
under the influence of high electric fields. Taken alone, the above definition does not 
clarify what electron field emission actually is because it brings in yet another 
phenomenon: the quantum-mechanical tunnelling. Therefore, it is apparent that in order to 
understand the field emission process, this concept has to be studied first.
Tunnelling is a so-called pure quantum mechanical phenomenon because it has no 
counterpart in the classical representation of particle motion. The theory of quantum 
mechanics was born from the classical theories in physics, more precisely from their failure 
to describe dual behaviour of veiy small objects. The dual nature of matter has been 
acknowledged since Lois de Broglie postulated that a moving particle has associated with it 
a certain wavelength depending on its momentum. Yet, even with this development, if an 
electron was said to be moving through empty space under the influence of a certain field, 
some classical picture could still be imagined: a point-like particle moving through space 
towards a centre of attraction or any kind of image can be used to picture this event without 
confusion. Tunnelling has introduced a rift between the new theory of quantum mechanics 
and classical physics. According to quantum mechanics, a particle travelling through space 
and reaching an energy barrier has a non zero probability to be detected on the other side of 
the barrier. Classical physics cannot picture this phenomenon. If the particle would be 
imagined as a ball or any other physical object and the energy barrier is pictured as a wall, 
according to classical mechanics the only result of the ball hitting the wall would be a 
definite reflection. The possibility for the ball to “tunnel” through the wall is zero in 
classical mechanics. Therefore, the most obvious questions to ask are: is it possible for such 
a tunnelling phenomenon to occur? And, if the answer is yes, what is its intimate 
mechanism?
According to the wave representation of quantum mechanics, the wave function 
associated with a particle travelling through space will leak into the forbidden region of the
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energy barrier with a probability dependent on the energy of the particle. Therefore, from 
the quantum mechanical point of view, the following two phenomena happen 
simultaneously: a certain fraction of the associated wave function will be reflected by the 
potential barrier, while the rest will tunnel through. The probabilities for the two 
phenomena to happen are described by the reflection and transmission coefficients. This 
topic will be detailed in Chapter 2. Since the two coefficients are in fact probabilities of 
occurrence, the sum of the two must be equal to unity. Therefore, in the realm of quantum 
mechanics, the interaction of a particle with an energy barrier has at any one time a non­
zero probability to be simultaneously reflected and transmitted through the barrier. This is 
the essential fact of the quantum mechanical tunnelling phenomenon. One of the earliest 
applications of the tunnelling theory was introduced by G. Gamow in 1928 to explain the 
alpha-decay of radioactive nuclei [1] (other decay processes in nuclear physics were 
explained with similar arguments [2]). He proposed that the alpha particles reside in a 
potential well inside the nucleus and are impinging on a Coulombic potential barrier created 
outside its boundaries by the positive electric charge inside. Around the same time, Fowler 
and Nordheim [3] applied similar arguments to electron field emission, using a more 
complicated treatment, but maintaining the same general idea. With the use of the ID 
Wentzel-Kramers-Brillouin (WKB) approximation, the Fowler-Nordheim treatment could 
be simplified even more and the relation between the electron current emitted from the 
surface of the material and the applied electric field could be written in very simple and 
compact form. Thus, with the concept of quantum mechanical tunnelling described, the 
definition of electron field emission from the beginning of this Chapter has now taken 
shape.
Since its introduction in 1928 by Fowler and Nordheim, the electron emission theory 
has become a standard in the current vs. field dependence, and very little had been added to 
the FN formula since. One of the most notable additions was the field enhancement 
parameter, which was used to account for the high values of the local electric field at sites 
on the conductive surfaces of high curvature or high aspect ratio structures. With the 
integration of the field enhancement parameter the FN theory was able to explain electron 
emission from various bulk materials and until the advent of carbon nanotubes there has 
been no need to investigate deeper into the tunnelling theoiy. The present Thesis focuses on 
introducing a new light onto the phenomenon of electron field emission from cathodes such 
as carbon nanotubes and heterostructures, where the simple FN theory cannot be used in 
order to maximise the amount of information extracted from experiments.
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The key objectives of this Thesis are to introduce new points of view onto three 
important aspects of electron emission: the field enhancement parameter, electron field 
emission from carbon nanotubes and electron emission from heterostructures with in-built 
nano-particles.
The field enhancement parameter of a carbon nanotube has been modelled using a 
sequence of charges placed on its symmetry axis. A detailed analysis is presented in the 
form of a comparison between the most common enhancement models, which are 
frequently used in experiments, and the newly introduced model. It has become evident that 
the current models do not possess a mechanism of validating their results for the field 
enhancement factor, and hence external validation is needed. The model based on the 
sequence of charges contains a self-validating module, which ensures that the boundary 
conditions of the problem are satisfied in the close vicinity of the points of main interest.
The field emission process from carbon nanotubes is investigated through a theoretical 
model independent of the Fowler-Nordheim theoiy. The tube is modelled as a 2D surface 
and the Schrodinger equation is solved for the quasi-free electrons residing on it and also 
for the 3D vacuum region outside. Connecting the obtained solutions through a specific 
weak condition, the emission current can then be obtained through a summation over the 
electronic quantum states on the tube of the product between the Fermi-Dirac distribution 
of electrons over these states and the probability current at the outside surface of the CNT 
tip. The end result of this method is a formula for the emission current dependence on the 
applied anode voltage, which integrates intrinsic parameters of the CNT such as radius, 
length, vacuum barrier height and quasi-free electron binding energy. The subsequent 
studies show that this new method has more potential for investigating electron field 
emission from nano-sized materials (provided that the solutions of the Schrodinger 
equation can be obtained for different geometries) than the existing Fowler-Nordheim 
theoiy.
The final objective of this Thesis was the investigation of the field emission process 
from heterostructures and the appearance of step-like features in the emission 
characteristics. The considered heterostructures incorporate conductive nano-particles, 
which create regions of tight electron confinement with discrete energy levels near the 
vacuum interface of the cathode. Such regions are separated from both the bulk cathode and 
vacuum by potential energy barriers. The discreteness of the energy spectra plays a veiy 
important role in the field emission process contributing to the appearance of the step-like 
features in the emission characteristics.
1.2 Objectives
3
1.3 Organisation of the Thesis
The present Thesis is organised as follows: a general discussion on electron tunnelling 
and the one-dimensional approaches are presented in the first part of Chapter 2, followed by 
an account of the Fowler-Nordheim description of electron emission and the assumptions 
behind this formalism. The chapter concludes with a short discussion on some of the 
applications and materials used in electron field emission.
In Chapter 3, an electrostatic model for the field enhancement parameter of an isolated 
CNT is introduced and its validity is tested through a self-validating procedure. As a by­
product of this discussion an important related problem arises. Currently, the field emission 
data is analysed through the widely used Fowler-Nordheim theory. The enhancement factor 
is a fitting parameter, which is obtained from the experimental data, provided that the work 
function of the emissive structure is known and considered to be independent of the 
influence of the electric field. However, if the enhancement factor for a specific structure is 
obtained with a great degree of accuracy prior to the experiment, through electrostatic 
arguments, what other parameters can be used to fit the FN formula to experimental data? 
To some extent, Chapter 4 aims at solving this problem for an isolated CNT under the 
influence of strong electric fields. The model introduces an approach different than the 
Fowler-Nordheim theory.
In Chapter 5 a different electron field emission mechanism is studied, this time 
involving emission from confinement states with discrete energy spectrum in conductive 
nano-particles at the surface of a cathode. This problem is approached from two sides. Thus 
firstly, a theoretical model is constructed in order to investigate the influence of the nano­
particle on the emission process. Secondly, experimental evidence is obtained from a field 
emission experiment performed on Au nano-particles deposited onto the surface of a bulk 
Au electrode covered by a thin dielectric polymer.
Finally, concluding notes and a discussion on the proposals for future work are 
presented in Chapter 6.
1.4 References
1. G. Gamow, Nature 122, p. 805 (1928).
2. R.W. Gurney and E.U. Condon, Physical Review 33(2), p. 127 (1929).
3. R.H. Fowler and L. Nordheim, Proceedings of the Royal Society of London Series a- 
Containing Papers of a Mathematical and Physical Character 119(781), p. 173 (1928).
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Chapter 2
2. General theory of electron field emission and applications
2.1 Quantum tunnelling in one dimension
Particle tunnelling is a purely quantum mechanical phenomenon without a 
correspondent in classical physics. Its discoveiy marked a turning point in theoretical and 
experimental physics at the beginning of the 20th century. Physical phenomena such as the 
alpha particle decay [1] have been explained using the framework developed in the 
tunnelling theory. The following section presents the basic ideas and methods used to 
investigate particle tunnelling through potential barriers. Physical conditions imposed on 
the wave function will be discussed in detail and a useful approximation method for non 
ideal tunnelling problems is introduced. In the sections to follow this framework will be 
used for more advanced applications of the tunnelling theory such as electron field 
emission and resonant and sequential emission through multiple potential barriers.
2.1.1 One dimensional rectangular potential barrier
The most basic experiments where quantum tunnelling is involved require a particle 
reservoir, usually called the cathode when the tunnelling particles are electrons. The 
reservoir provides a continuous and unlimited stream of particles travelling towards a 
potential barrier located at a certain position in space. For the sake of simplicity it will be 
considered here that the particles in the reservoir behave as quasi-free, with mass m and a 
given energy E. If at the cathode’s boundary they encounter a potential energy barrier 
described by a certain function of position, there are two possible outcomes following the 
interaction between the particle and the barrier. If the energy of the particle is greater than 
the maximum of the potential barrier then the particle continues its motion unperturbed (or 
more accurately, the barrier will have no significant influence on the particle’s motion), 
thus it is said that the particle travelled over the potential barrier. The second outcome, 
although impossible from within the classical framework, is very much possible from the 
quantum mechanics point of view. If the energy of the particle is smaller than the maximum 
of the potential barrier then there will be a non-zero probability for the particle to pass 
through and emerge on the other side of the barrier.
The situation described above can be exemplified with the help of a basic example 
containing both possible outcomes. To better outline the physics of the problem, a simple
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one-dimensional (ID) description will be used. The particle’s potential energy in the barrier 
region can thus be represented analytically by:
0 , z  e  ( —°o, 0]
v0, z e ( 0 , f l ]  . ( 2 . 1 . 1 )
°> Z  G  [<2 , 0 0 )
The above equation is usually written in a compact manner with the help of the Heaviside 
step function 6 :
V (z )  = V0 6 ( z ) 6 ( a - z ) ,  (2.1.2)
where, V0 is the maximum barrier height and a is the barrier width. A graphical 
representation is shown in Figure 2.1 where the origin of the potential energy scale is taken 
at its value outside the barrier.
V(z)‘
I II m
K
04------- *.a z
Figure 2.1: Potential energy sketch for the ID case of particle tunnelling through a rectangular
barrier.
For simplicity, the regions marked I and III represent the same medium so that the particle 
first travels in medium I unperturbed and after tunnelling through the potential barrier in 
region II, emerges in medium III and continues its motion. The time-independent 
Schrodinger wave equation can be written for the three regions of space in order to obtain 
some information about the particle’ s motion:
~2m ~ Y l  + V ( z ) V {z)  = E
2 m0 az
(2.1.3)
where, y/ (z ) is the particle’s associated wave function. Since this is an almost trivial
example only the main steps of the model will be included, although the reader can find the 
full description in Ref. [2].
In zones I and III the electron is not acted upon by any external forces thus the 
solutions for the time independent ID Schrodinger equation can be readily written as a 
linear combination of plane waves:
i//,(z) = A ,e lk2 + B,e -ikz
and
(2.1.4)
.-ik zWm ( z ) — e + BIU e 
where, Ah Bh Ain and Bm are constant coefficients to be determined and k =
(2.1.5)
12mg
ft2
E .
When the electron enters zone II the solution to the Schrodinger equation will change 
depending on the electron energy relative to the potential barrier’ s maximum V0. There are 
two possible situations that will be considered separately. The first instance is when the 
electron energy is higher than Vo, that is E > V0 . In this case the solution to the 
Schrodinger equation is given by
y/II( z )  = An e,k'! + B,l e-"'\(2.1.6)
12 171
where An and Bn are constants to be determined and k! = J- ^2° (A -K 0) . In order to
obtain the wave function associated to the electron traversing this system, as required by 
the first principle of Quantum Mechanics (i.e. there is a unique wave function satisfying the 
Schrodinger equation) one has to make sure that such a wave function, if it exists, obeys the 
second principle (i.e. the associated wave function and its derivative is continuous at any 
point in the system where the potential energy is discontinuous) [2]. The points of interest 
for the system in Figure 2.1 are at z = 0 and z - a ,  so that the following set of conditions 
have to be simultaneously verified:
(2.1.7)
r=0
V i (0 )= Vu (0)
di//, ( z) _  dV( z )
dz dz
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and
Wn( « ) = Vm ( « )
dy/„ (z) _  d¥m (z )
dz dzz~a
Using the four continuity conditions described by Eqs. (2.1.7) and (2.1.8) one can only find 
four of the six unknown parameters in Eqs. (2.1.4), (2.1.5) and (2.1.6). To obtain a more 
precise description one has to account for the physical setup of the studied system that is to 
formulate the so-called boundary conditions. For example, if the problem at hand would be 
the study of single electrons inside a crystalline structure, it may be assumed that the 
particles have no possibility to escape from the crystal and one possible physical condition 
that the one-electron wave function inside that crystal could obey would be that it vanishes 
at the crystal boundaries. For the example presented in Figure 2.1, after the electron 
interacts with the potential barrier in zone II and eventually emerges in zone III, it is 
expected to continue to propagate towards infinity, without any chance of returning to hit 
the barrier again. Such a condition is being used in most of the textbooks and published 
articles, however a shortcut is usually taken that could prove deceiving. By a simplistic 
analysis of Eq. (2.1.5), it is generally stated that the first term includes the outgoing part of 
the probability density and the second term corresponds to the returning part [3]. Thus, if 
we are to ensure that the electron will propagate to infinity, the second term has to vanish. 
Sucli a clear and immediate separation of the returning and outgoing parts of the wave 
function is not always possible and following this method one might end up with an 
incorrect result. The correct physical boundary condition in our problem is not as obvious 
as the one used in the example with the electrons in a crystal and does not apply directly to 
the wave function itself but rather to a vector quantity obtained from the wave function, 
called the probability current density. The general definition of the probability current 
density vector is given by [2]:
7 ( ? )  = ^ y [ ' I ' * ( r ) ( W ( r » - 4 ' ( r ) ( v 'I'* ( ? ) ) ] ,  (2.1.9)
where, r is the position vector and T  (r ) is the wave function. By applying this definition 
to the solution of the Schrodinger equation in (2.1.5) one can easily obtain:
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where, e2 is the direction versor for the z axis. It can be easily observed that the first term
in Eq. (2.1.10) corresponds to an outgoing probability current density (if the positive sense 
of the z axis is chosen for the direction of propagation) and the second term corresponds to 
a returning probability current density. Therefore, it is now dear that the physical condition 
we have to impose on the wave function associated to the electron traversing the system in 
Figure 2.1 must be Bm = 0. Following this route one always ensures that the electron will
continue to propagate to infinity after it has penetrated the potential barrier. The physical 
condition described above is also called the radiating boundary condition [4], One may 
note at this point the distinctive feature of this condition of being non-linear in its nature 
since the wave function appears in product with its gradient, as opposed to usual linear 
boundary conditions on the solutions of various differential equations of mathematical 
physics.
Using Eqs. (2.1.7), (2.1.8) and the radiating boundary condition one can obtain five of 
the six unknown constants in the solutions of the Schrodinger equation given by (2.1.4), 
(2.1.5) and (2.1.6) respectively. The sixth constant can be obtained if a suitable 
normalisation condition is used but it turns out that this is not actually needed since the 
relevant information is expressible in terms of transmission and reflection coefficients. 
Both quantities are defined as a ratio of probability current densities as follows. The 
transmission coefficient is defined as the ratio between the outgoing probability current 
density and the returning probability current density. Therefore, if Eq. (2.1.9) is used to find 
the probability current density in zone I, the result will be similar to the one in Eq. (2.1.10) 
with the only difference that, instead of the index III, there will be the index I. The 
transmission coefficient becomes [2]:
Consequently, the definition of the reflection coefficient is the ratio between the reflected 
probability current density and the returning probability current density [2]:
(2.1.11)
Solving the systems of equations (2.1.7) and (2.1.8), together with the radiating boundary 
condition the transmission and reflection coefficients become [2]:
4 B ( E - V , )
y 1 4 £ ( £ - F 0) + F02sm2(yfc'a)’ ’
and
/ v K2 sin2 (&'a)
R(E)  = —. - 0 v (2.1.14)
v ’  V2 sin2 (k ’ a ) + 4 E ( E - V 0)
The second important case for the tunnelling electron problem is when the particle’s 
energy is smaller than the maximum V0 of the potential barrier in Figure 2.1. For this 
instance, when the electron is in either zone I or zone III, Eqs. (2.1.4) and (2.1.5) will 
remain valid as for the first case, using however different constants which will need to be 
determined:
riy'I (z)  = A 'e ikz+ B ,I e~ikz
(2-L15)y,'II1 (z)  = A'IIIe ‘kz + B'IIle- ‘kz
The only change will appear in zone II where the solution to the Schrodinger equation will 
be of the form [2]:
y,'„{z) = A'u e*’ +B'n e - “ , (2.1.16)
j 2 tyi
where K = A -^ -(V 0 - E )  is the new exponent replacing k' in Eq. (2.1.6), A'n and B'n
are constants to be determined. Using the recipe described in the first case to find the 
undetermined constants in the solutions of the Schrodinger equation in each zone, the 
transmission and reflection coefficients can then be obtained in the following form:
T’ ( e )  =  4 E iVo ~ E)  (2  l
1 } 4£(U0- £ )  + U02sinh2( /™ ) ’ K 0
and
F 2 s i n h  2( kci)
R ( E )  = — 0 ry----r—  i  r . (2.1.18)
v ’  F 02 s i n h 2 ( / f a ) +  4 £ ( U 0 - £ )
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The equations obtained in the two cases for the transmission and reflection 
coefficients can be used to make predictions about the particle’s behaviour after the 
interaction with the potential barrier. Plotting the coefficients as a function of energy, one 
obtains a puzzling result. A particle behaving according to quantum mechanics rules has a 
non-zero probability to “leak” through or tunnel through a potential barrier. Such an effect 
is called quantum tunnelling and is one of the building blocks of the modern electronics 
technology. A plot of the transmission coefficient for a potential barrier of height 1 eV and 
2 nm thickness is presented in Figure 2.2.
Normalized electron energy
Figure 2.2: Transmission coefficient for a rectangular barrier of height 
V0 ~ 1 eV and width a = 2 nm.
As observed, in Figure 2.2, when the electron energy is smaller than the maximum of the 
potential barrier, the transmission coefficient is not zero as the classical theory would 
predict. Consequently, for energies higher than Vo, where the transmission coefficient 
should be equal to unity according to the classical theory, the quantum theoiy shows that 
generally the transmission coefficient is less than unity. A similar result is obtained if the 
reflection coefficient is plotted as a function of the energy. Figure 2.3 shows the reflection 
coefficient for the same rectangular potential barrier.
11
Normalized electron energy
Figure 2.3: Reflection coefficient for a rectangular barrier of height V0 = 1 eV and width a~ 2 nm.
The probability for the particle to be reflected by the potential barrier is equal to unity (or 
more precisely close to unity) for values of the energy much lower than V0, which is in 
good agreement with the predictions from classical theory. However, differences appear for 
higher energies where the particle is likely to be reflected by the potential barrier even if its 
energy is much higher than V0. One may also note that Eqs. (2.1.17) and (2.1.18) clearly 
verify the general relation of the conservation of the localization probability density [2]: 
T'(E) + R'(E) = 1.
2.1.2 The radiating boundary condition
The above example of the one-dimensional tunnelling through a rectangular potential 
barrier is used in many textbooks on elementary quantum mechanics as a starting point in 
introducing the main concepts. Hence, it was only appropriate to use this example as an 
introduction to a more general problem of electron transfer, which will be presented in the 
later chapters. Among other particular aspects, the difference between the many approaches 
considered in the large variety of specialized literature resides in the detailed analysis of the 
radiating boundary condition. In order to stress once more the importance of this condition, 
a formal generalisation of it will be presented below.
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Consider a linear differential equation with real coefficients, of the form:
y '( x )  + P ( x ) / ( x )  + £>(x)y(x) = 0 . (2.1.19)
There is at least one set of real solutions of this equation that are linearly independent. In
order to prove this assertion, we begin by reminding that two solutions ux (x) and u2 (x)
o f a second order differential equation are independent if their Wronski determinant (or 
Wronskian) is non-vanishing [5]:
W (x )  =
U\ (x ) u2 (x ) 
u[ (x ) u'2 (x)
= ux (x)u2 (x ) - u 2 (x)w [(x) + 0 . (2.1.20)
Also, Abel’s theorem shows that for a second order differential equation the Wronskian is 
given by [5]:
lK (x) = IF0e x p |^ -Jp (x ) t /x J , (2.1.21)
where W0 is a constant of integration. Furthermore, if two solutions have been determined 
for Eq. (2.1.19) then any linear combination of the two is also a solution and, for the case of 
equations with real coefficients, the complex conjugate of a solution is also a solution. 
Consequently, any linear combination between a solution and its complex conjugate is also
a solution. Let us thus consider two linearly independent solutions yx (x ) and y 2 (x ) of 
Eq. (2.1.19). Their real and imaginary parts, p t (x ) = Re (ja (x )) and r]i (x ) = Im (y, ( x ) ) , 
7 = 1,2, should also verify the equation. If one assumes that none of the four possible 
couples ( A  > A>) > (#!)%)> ( a , p 2) and (rj{,r}2) are independent solutions, then their 
Wronskians should be vanishing, which means that:
P i = £1. . A  = A. . Hl = R l. • Ul = A. 
A Pi * A h  5 A A  ’ A A
Eq. (2.1.22) can be readily transformed so that we obtain the following:
P\ __ A' = A' + * A' = P l = *l l= P p fjfA  
A A Pi+i  A Pi 1h P i +i7h '
But since pi (x ) = R e ^  (x )) and r\i (x ) = Int(>’( (x )j it would follow that:
(2.1.22)
(2.1.23)
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— = —  => y [y 2 - y l y'2 = 0 ^  w ( x )  = o (2.1.24)
y, y2
which shows that solutions yt and y2 are not independent, thus being in direct contradiction 
with the initial assumption. Therefore, it follows that at least one of the aforementioned 
couples of real functions are independent solutions of the given differential equation. 
Analysing Eq. (2.1.21) we can readily conclude that if the initial differential equation given 
by (2.1.19) can be transformed with a suitable change of function to the following form:
7ff(v) + A (x)7 (x ) = 0, (2.1.25)
that is of a linear second-order differential equation whose first derivative term vanishes 
everywhere, then the Wronskian given by (2.1.21) for two independent solutions of a 
stationary Schrodinger equation is a position independent constant W0 [5]. It follows then 
that if a Schrodinger equation of the form (2.1,19) can be transformed into its equivalent 
given by (2.1.25), then there will always exist a pair of real independent solutions so that
the general solution can be written as a linear combination with complex coefficients A and
B:
yr(x) = A p ( x )  + Bij (x ) .  (2.1.26)
Using now the definition of the probability current density in Eq. (2.1.9) and applying it to 
the ID solution (2.1.26) one can obtain the following general form if we make use of Eq. 
(2.1.20):
J
h
W.e, ,  (2.1.27)
4 m
where, ez is the z-axis direction versor.
The above general equation for the probability current density can now be used to 
establish the physical condition needed for the wave function in order to ensure that an 
electron will continue to propagate away from the potential barrier after emission. It is thus 
clear that the outgoing component of the probability current density depends on the sign of 
the Wronskian of the two solutions of the Schrodinger equation. Therefore, we can rewrite 
Eq. (2.1.27) in a more convenient form as follows:
t  = h sis A Wd\\A - iB t  ~\A + iB\2\ W<>V’ (2.1.28)
4  m  L 1 J '
where
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-1, x < 0
sign (x ) = -10, x = 0.
1, x > 0
(2.1.29)
By generally assuming the direction of the FE process towards the positive end of the pr­
axis, one may therefore write the radiating boundary condition for the solution of the 
Schrodinger equation given by Eq. (2.1.26) as:
Thus, the probability current in Eq. (2.1.28) can be written in the following simpler form:
In summary, we have generalised the process of finding the appropriate physical
steps are needed to impose the correct radiating boundary condition:
The ID stationary Schrodinger equation must be solved in the region where the 
radiating boundary condition needs to be used;
If the obtained solutions are linearly independent, the Wronskian will be a non-zero 
constant.
Eq, (2.1.28) can now be used to determine the outgoing component of the current 
and the correct relation between the coefficients of the wave function in the region 
where the radiating boundary condition is to be imposed.
2.1.3 The WKB approximation
Up to this point, we have discussed the general properties of electron tunnelling from 
the perspective of a simple text-book example. The discussion can be extended in principle 
to more general barriers of any shape. However, in most cases it is impossible to accurately 
solve the Schrodinger equation and find the transmission coefficient. For this reason it is 
necessary to use approximate methods to find the transmission coefficient for various 
structures. One such method that is widely used in the literature was developed by Wentzel, 
Kramers and Brillouin and is referred to as the WKB method. For a certain ID potential
function V  ( z ) , which is slowly varying, the solutions for the Schrodinger equation:
B = isign(W0) A . (2.1.30)
(2.1.31)
condition for an electron tunnelling through a potential barrier. The following progressive
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2 m0 dz  
can be expressed in the following form:
y / ( z)  =  ex{z). (2.1.33)
Replacing Eq. (2.1.33) into (2.1.32), one readily obtains:
[ * ' ( z ) ] 2 + V ( z) = k 2(z), (2.1.34)
12 yy\
where k ( z ) =  J — ^ ( F ( z is a local “wave vector” for V ( z ) > j E .  Since the
electric potential and therefore the “wave number” are assumed to vary slowly, the second 
derivative of z ( z ) can be neglected in Eq. (2.1.34), which results in an approximate
relation between z ' (z) and/r(z) :
Z’ ( z) = ± k ( z).  (2.1.35)
Using now Eq. (2.1.35) into the original equation for^ (z ) (2.1.34), and by rearranging the 
terms and using a binomial expansion followed by integration over z, one obtains fo r ^ (z ) :
J
z ( z )  = ±J/c(z)dz + — lnfc(z).  (2.1.36)
Going back now to the solution of the Schrodinger equation (2.1,33), the approximate result 
can be obtained by means of Eq. (2.1.36):
V (z ) =  ■ j 1 . exp [ * J  k ( z ') dz'~j. (2.1.37)
y K\z )
Since most of the transport problems require knowledge of the transmission coefficient, one 
important use of the WKB approximation is that it can evaluate such a parameter with a 
general simple formula, for a large class of potential functions. However, while the 
complete derivation of the transmission coefficient formula using the WKB method will not 
be included here, further related details can be found in many excellent textbooks, e.g. 
those by J. H. Davies [6] and B. H. Bransden and C. J. Joachain [2] respectively, which 
have extensive discussions on the method and its applications. Only the WKB result for the 
transmission coefficient will be included here since it will be used in later chapters:
(2.1.32)
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Twkb (A ) — exp - 2 N ^ ( y (z ) - B ) d z (2.1.38)
where, Zi and z2 are the classical turning points of the potential barrier given by V(z) (that is 
the roots of the integrand of Eq. (2.1.38)).
In order to study the validity of the WKB approximation, a good exercise can be to 
compare the results obtained in the example of the rectangular potential barrier obtained 
above using Eq. (2.1.17) and the approximate result obtained in Eq. (2.1.38).
Normalised energy
Figure 2.4: Comparison between the transmission coefficients for a rectangular potential barrier 
calculated using the exact solution of the Schrbdinger equation (black line) and the one obtained 
from the WKB approximation (red line). The energy is normalised to the maximum of the potential
barrier V0.
Figure 2.4 shows the transmission coefficient calculated for a rectangular barrier of height 
V0 = 1 eV and thickness a = 2 nm. The black line represents the transmission coefficient 
calculated using Eq. (2.1.17) that is obtained from the exact solution of the Schrodinger 
equation and the red line is the transmission coefficient calculated using the WKB 
approximation in (2.1.38). As it can be seen, for low and high energies, the WKB 
approximation overestimates the exact result for the transmission, while in the mid-range of 
the energy the exact value is underestimated considerably. It is also important to note that 
for energies in the vicinity of the top of the potential barrier the WKB approximation 
predicts a probability of transmission equal to unity, which means that the barrier is
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perfectly transparent for those energies. While this is not the case in the exact 
computations, the error is usually well compensated in the transmitted current by the poor 
occupancy of the high energy levels. The difference between the WKB approximation and 
the exact computation of the transmission coefficient may become critical near the bottom 
of the barrier, since the statistical occupancy of those levels is normally high and the main 
part of the transmitted current comes from those states. For this reason, despite the 
attractive simplicity of the WKB approximation, extreme caution is recommended in 
applying it to particular situations and only in those cases where an exact solution cannot be 
found.
In summary, the concept of ID electron tunnelling has been introduced as a purely 
quantum mechanical phenomenon with the help of the simplified rectangular barrier 
problem. Using this example, the important points in the general description of electron 
tunnelling have been addressed, such as the importance of the physical boundary conditions 
and the definition of the ID tunnelling and reflection coefficients. The WKB approximation 
method has also been introduced as an alternative method to solve the transmission 
problem for a more general potential energy and it has been exemplified for the case of the 
rectangular potential barrier.
2.2 Electron field emission
Modern day electronics rely on electron transport via tunnelling, e.g. the field-effect 
transistor where the flow of electrons between two reservoirs, the source and the drain, is 
regulated by an applied potential onto the gate electrode, thus limiting the electron current. 
In the previous section, the general theoiy of tunnelling has been introduced and 
exemplified on a simplistic model where electrons were penetrating a ID rectangular 
potential barrier in vacuum or idealised scatter free conditions. However, in real 
applications, in order to obtain a flow of electrons from a reservoir, high electric fields are 
applied. As a consequence, the shapes of the barriers encountered by the electrons are 
considerably more complicated than the rectangular barrier case and thus the whole 
mathematical description of the tunnelling process changes. This section will concentrate 
on a particular type of electron tunnelling, called field electron emission, where electrons 
are transferred from an emitter, which is a condensed material (called the cathode), into the 
vacuum, where usually a high voltage is applied thus creating a large electric field at its 
surface. The emitter can range from a simple bulk metal or, in some cases, a semiconductor 
material to a multi-layer structure (or even more complex geometries and materials) and has 
one of its surfaces open to a high vacuum and facing a suitable anode. The details on the
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mechanism by which electrons traverse the vacuum gap between the cathode surface and 
the anode wili be made clear later in this section. The emission of electrons under the 
influence of intense electric fields is the name given to a family of processes having the 
same end result, which is capturing of the emitted electrons by a distant anode. However, it
by the electrons before being emitted into vacuum:
- Emission from bulk materials;
- Emission from multi-layered and quantum confined structures.
2.2.1 The electron supply function
The two categories of emission will be studied later in detail in the following sub­
sections, however before beginning any discussion on the actual emission process, it is 
important to discuss a common feature to both emission processes: the electron reservoir.
It has been general knowledge since the early studies of emission processes (emission 
of electrons, ions, etc.), that in such a set-up a particle reservoir should be present. The 
particle reservoir is usually a material able to provide an unlimited and constant flux of 
electrons that is the electron supply. In the case of field emission, the particles in question 
are electrons and the reservoirs are usually bulk metals or highly doped semiconductors 
with a high density of negative charge carriers for which the Fermi-Dirac distribution 
function describes the occupancy of the quantum states in the reservoir:
where [i is the electronic chemical potential, kn is the Boltzmann constant and T is the 
temperature of the system.
If an electric field is then applied to the structure, the electrons in the reservoir will 
start to be transferred into vacuum. However, not all the electrons in the reservoir will 
participate in this transport phenomenon, hi order to attempt to describe the tunnelling 
mechanism itself, one needs to find the function that describes the number of electrons per 
unit time and per unit cross-sectional area that are ready to exit the reservoir. Such a 
quantity is usually called the electron supply function [7].
We begin by writing the energy of a quasi-free electron in the reservoir which can be 
expressed in terms of its momentum components as:
is useful to split this family into at least two main categories according to the state occupied
1
(2.2 .1)
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W = ^ { P x + P 2y + P 2Z) = = - ? j — { k 2X + k 2y + k 2 ) ’ (2.2.2)
2 m ' * y z / 2 m 
where, the z component of the wave vector has been denoted for simplicity by k. For a 
metallic emitter the electron energy takes a quasi-continuum range of values below and 
above the Fermi level. Defining the “transverse” energy component under the same semi- 
classical approach we obtain:
E = W — = = ^ 1*1.
9m' ' 9m 9m (2.2.3)2 'x * x y/ 2  2  
The average number of electrons per unit volume having the momentum in the range 
dpx dpy dpz is [7]:
dn =
2  dpx dpy dPl 
\ + e k‘ T
(2.2.4)
where, the factor 2 accounts for the spin degeneracy. In order to find the number of 
electrons per second and per unit area, dQ, moving towards the potential barrier at the metal 
vacuum interface, Eq. (2.2.4) has to be multiplied by the z component of the 
. p  hk
velocity—— = ----- . Moreover, by integrating over all possible values of the parallel
m m
components to the surface of the momentum, one obtains:
dQ {p2) =
2 Pz dpzf f dpx dpJJ y _o  3 4-3 J  J  W-ft8 7 th  m j - f
1 + e
Pzdpz r f dpx dpy
(2.2.5)
1 1 E-n | Pl+g  
knT 2mk„T
87r3 h3 m
Switching to polar coordinates and performing the double integral, one readily obtains:
2 k  n m
Then, using Eq. (2.2.3) we can modify Eq. (2.2.6) to;
E-ft \
k„T
1 + e (2.2.6)
d Q (E )=  mk? T, \n
2 n 2 h3
1 + e kaT dE (2.2.7)
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and thus from Eq. (2.2.7) the following function is obtained, which is called according to 
Good and Muller [7], the supply function:
1 + e k‘ r (2.2 .8)
The above equation represents one of the building blocks of the electron field emission 
theory and it must be stressed out that it only applies to the ID description and when the 
bulk material extends considerably in the plane perpendicular to the electron flow.
2.2.2 Emission from bulk materials
Chronologically, the first studied emission processes were from bulk materials, which 
represented the typical electron reservoir. The electrons are emitted in vacuum when a 
strong electric field is applied. Starting from the very first experiments [8] that documented 
electron field emission, the preferred mediums for the electron reservoir were metals. The 
high density of charge carriers provides a constant and virtually unlimited electron supply. 
The related approach to be presented below can actually be extended for the electron field 
emission from semiconductors as well [9]. However, being outside the subject of this 
thesis, this case will not be investigated.
Before starting the discussion on the field emission mechanism of this first category 
the initial assumptions must be clearly stated. The system is considered to be a flat perfectly 
smooth and grounded metal surface (the cathode), having one of its sides facing a high 
vacuum. Also placed in vacuum, at some distance away from the cathode, there is an anode 
that will be kept at a constant applied voltage V0 to produce an electric field F at the surface 
of the distant cathode. The z-axis is chosen perpendicular to the metal-vacuum interface and 
its origin is taken at the interface with the positive sense towards the vacuum. A schematic
representing the potential energy profile W  (z ) for this type of emission is presented in
Figure 2.5.
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Figure 2.5: Sketch of the metal vacuum interface under the influence of an electric field.
(Figure not drawn to scale)
The origin of the energy scale is conveniently chosen at the Fermi level of the bulk 
metal. Therefore, under equilibrium conditions (i.e. no electric field is applied in vacuum) 
the electrons are facing a potential step at the metal vacuum interface of height equal to /• 
This parameter is usually called the work function in the case of a metal and represents the 
energy input for an electron from the Fermi level to escape into vacuum. It is important to 
note that this parameter is defined (and measured in real experiments) and has the meaning 
of the work function when the metal is not exposed to a strong electric field that could 
interfere in modifying the electron escape energy.
In order to study the electron tunnelling from the metallic surface one must find the 
electron current captured at the anode. For this reason Fowler and Nordheim proposed in 
their seminal work published in 1928 [10] that when an electric field is applied to the metal 
vacuum interface, the electrons are penetrating a triangular potential barrier of the 
following form:
z  e  ( -o o ,0 )
/ .  (2.2.9)
Z  G  [ O , 0 o )
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It is important therefore to find the transmission probability for the electrons to penetrate 
the barrier given by (2.2.9). For this reason, the Schrodinger equation must be solved on the 
bulk side of the system and on the vacuum side. Inside the metallic bulk, under the quasi- 
free electron approximation, the solution for the Schrodinger equation is the free electron 
wave function discussed in Section 2.2 (see Eq. (2.1.4)):
-ikz (2 .2 .10)Vb{z ) = Abe'k‘ +Bbe
where, At and Bt are constants to be determined.
For the vacuum side of the barrier, the solution to the Schrodinger equation is slightly 
more complicated. We start by writing the ID Schrodinger equation using the second 
branch of Eq. (2.2.9):
- 2m d VdA *A ( x - e F z)¥ , (z) = EV.00,
and several notations are needed in order to simplify the equation:
(2.2.11)
2 7 ^ 2   ^ 2 2 2 2 f
E =  g >Z = ~— g0>~4 = g  - g 0J
2 mn 2  m,
2  mQ 
~¥~
e F
Equation (2.2.11) thus becomes:
and by using the following change of variable:
£ (z )  = - / 3 z + q2 f  3 = ------1 ( z — ■
e F f
2 m,
r
Z e F
(2.2 .12)
(2.2.13)
(2.2.14)
Eq. (2.2.13) will transform using the new variable £ into the standard form for the Airy 
functions equation:
fgV. (4)
d ? -< ? * ', ( £ )= ° -
(2.2.15)
The solutions for Eq. (2.2.15) are the Airy functions Ai (<£) and Bi(£ ) of the first and
second kind respectively. Therefore, their linear combination represents the solution of the 
original Schrodinger equation in (2.2.11):
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y/,(z )  = A, Ai (4(z ))  + Bv B i ( z ) ) . (2.2.16)
Following the same recipe for finding the transmission coefficient for the rectangular 
potential barrier in Section 2.2, smooth connection conditions need to be satisfied by the 
solutions in the two regions in order to obtain the wave function associated to a particle 
traversing the system in Figure 2.5. These conditions have to be imposed at the metal 
vacuum interface (z=0) and they produce the following system of equations:
'Ab + Bb = A vA i ( t ( 0 ) )  + BvB i ( t (  0)) 
ik(At - B t ) = - L ( A , A i ' ( Z ( 0 ))  + BvBi'(Z(0 ) ) y
(2.2.17)
Furthermore, the radiating boundary condition must be imposed into the vacuum. Using the 
general definition in Eq. (2.1.27) the boundary condition can be imposed if the Wronskian 
of the Airy functions is obtained. It can be demonstrated that [11]:
W , = —
ZI
A i(4 (x ) )  Bi (£ (x ) )  
Ai (£(x))
= - ( n z f )~\ (2.2.18)
Therefore the relation radiating boundary condition in Eq. (2.1.27) gives the following 
relation between Av and Bv coefficients:
A = iRv- (2-2.19)
In order to obtain the transmission coefficient for the studied system, the returning and 
outgoing probability currents have to be obtained. Using the definition in Eq. (2.1.9) the 
two currents are expressed by:
= — IA I2J  incident bm0
(2.2.20)
and
7,outgoing
7 r m 0 z f
\B„ (2.2.21)
Therefore, the transmission coefficient of the barrier reads:
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Using Eq. (2.2.19) to solve the system of equations given by (2.2.17) the transmission 
coefficient becomes:
k z r 
T = — -FN n
+
-i
where is given by:
(2.2.23)
# 0  =
X - E  
e F  z.
(2.2.24)
Considering that the statistical distribution of electrons in a metal is given by (2.2.1), 
the physically interesting energy range for the field emission regime is in the vicinity of the 
Fermi level. Analysing Eq. (2.2.24), we can observe that if the energy of the electron is in 
the vicinity of the Fenni level of the bulk metal and if the applied electric field in vacuum is 
not too strong, the argument may have rather significant positive values. Therefore, the 
following asymptotic representations for the Airy functions may be used [11]:
exp
/• ,  A
2  ^ 3 '
f  \
4£4
exp
f  2  
_ £ a 2
3v J
BI(£ -> oo) = — L -e x p
B i'(f - »  00) = —==
v
exp
^9 2A 
— t 1 
3v J y
(2.2.25)
and the transmission coefficient becomes:
The denominator in Eq. (2.2.26) can be further simplified if we neglect the two terms 
containing the exponentials with respect to the first two factors. This approximation is valid
since we assumed from the beginning that £ (0 )is  large. Therefore, the transmission
coefficient becomes:
Tfn -  exp
7 4 n
— Z.P2 n bo
16kz f €S
(2.2.27)
1
The equation obtained above is valid within the asymptotic approximations used for the 
Airy functions in Eq. (2.2.25). It is worth comparing this compact result to the exact 
transmission coefficient in Eq. (2.2.23) and to further simplify Eq. (2.2.27). The 
comparison is illustrated in Figure 2.6.
Electron energy (eV)
Figure 2.6: Comparison between the exact transmission coefficient given by Eq. (2.2.23) and the 
approximate one given by Eq. (2.2.27). The values are calculated for a triangular barrier with a 5 eV 
maximum height and a 4 V/nm applied electric field.
It is clear that for electron energies in the vicinity of the Fermi level the approximation used 
so far is appropriate. We shall take a step forward and try to obtain an even simpler formula 
for the transmission coefficient. We shall therefore compare Eqs. (2.2.23) and (2.2.27) with 
the following:
p
r 4 3A
_ _ A 2
-  bo
V
( 2 2 .28)
The main argument for this apparently drastic approximation is as follows: For normal 
values of the extraction field and usual ranges of electron energy the fraction multiplying 
the exponential term in Eq. (2.2.27) contains terms which are essentially of the same order 
(or at least close) at the nominator and the denominator. This could indicate that setting its 
value equal to unity might be a good approximation.
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Figure 2.7: Comparison between the approximation for the transmission coefficient given by Eq. 
(2.2.27) and the approximate one given by Eq. (2.2.28). The values have been calculated for a 
triangular barrier with a 5 eV maximum height and 1.6 V/nm applied electric field.
As it can be seen in Figure 2.7, Eq. (2.2.28) follows closely the dependence given by Eq. 
(2.2.27) and hence the approximation used in Eq. (2.2.28) proves to be valid as long as the 
initial conditions are met: the electron energy is in the vicinity of the Fermi level and a not- 
too-strong applied field. From this point onwards we will use the following transmission 
coefficient that is obtained by merging Eqs. (2.2.24) and (2.2.28):
Tfn = exp 4 yl2m~0 ( Z - E )
3/2 \
3 eh F
(2.2.29)
Having found now the transmission coefficient for the triangular barrier to the vacuum, one 
can now obtain the field emission current from the bulk metal by integrating the product 
between the transmission coefficient and the electron supply function over all energies:
Jm (F)  = ejTm (E, F)N(E)dE.  (2.2.30)
0
The integral in Eq. (2.2.30) is still very difficult to solve analytically even if Eqs. (2.2.8) 
and (2.2.29) have a relatively simple structure. For this reason two more approximations 
have to be made as it will be described in the following. First, since the numerically
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significant energy range is in the vicinity of the Fermi level (used as origin of the energy 
scale), the exponent in Eq. (2.2.29) can be transformed using a power series expansion 
around E = 0:
4 yflm j ( x - E ) 3' 2 = 4 
3 eh F  3 eh F
The second approximation refers to the iow-temperature limit of the electron supply 
function that is frequently used in the specialised literature of field emission and of 
emission-related phenomena from metals [7, 12]. This argument can be backed up 
consistently if one takes into consideration the huge electron density in a metal. Very little 
influence may be noticed even for temperatures close to room temperature [7]. Therefore, 
the supply function of Eq. (2.2.8) simplifies to:
M 2 4V 2wo Z 2M-]l x) 3 eh F 2
7’-»0
0 ,E >  0
m £  ,E < 0 '  ^
2 n h
Using Eqs. (2.2.31) and (2.2.32) in Eq. (2.2.30) we can obtain the following form of the 
field emission current density from plane metallic surfaces at low-to-normal temperatures:
— T7~2~T~— e 3 ‘ h F • (2.2.33)
,3  pi  ^ XV1
16 n 2 h x
The equation obtained above is the well-known Fowler-Nordheim (FN) formula. It 
was firstly obtained for the case of the triangular barrier we have used in Figure 2.5 by 
Fowler and Nordheim and it was published in the Proceedings of the Royal Society of 
London A [10]. This formula was later corrected by Nordheim to account for a more 
realistic shape of the potential barrier. He considered the influence of the just emitted 
electron on the metal-vacuum interface and argued that an image charge term should be 
included to the potential energy used to obtain the emission current. However, as such 
corrections do not change the general form of Eq. (2.2.33), we will not consider them in our 
general discussion. Rather, it is useful to discuss some of the properties of this formula. 
Firstly it should be noted that Eq. (2.2.33) gives the electric current density. As a result, this 
formula should be used with care depending on the geometrical configuration of the 
emitters. For flat surfaces of a bulk emitter it can be easily argued that each point of the 
surface is emitting and therefore the electric current can be obtained by multiplying the 
current density with the area of the surface. For a more complicated shape of the emitter
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(e.g. a surface with very sharp features) one cannot use the same simple argument1. Another
important aspect of the FN formula is its independence on the emitter’s temperature. This 
suggests that regardless of the temperature of the emitter the field emission current is 
virtually unchanged. Such a result is not entirely true since the phenomenon of thermionic
The field emission formula obtained in Eq. (2.2.33) is valid for temperatures around the 
room temperature and below. This limitation has been introduced by the approximation 
used in Eq. (2.2.32) for the electron supply function. In order to include the field emission 
phenomena where the temperature of the emitter is considerably higher than room 
temperature, a modified version of the FN formula should be used. However, this case will 
not be covered since it falls beyond the scope of this thesis.
Owing to the essentially exponential dependence on the extraction field, the usual 
experimental data analysis in field emission uses a convenient representation of the FN 
formula in (2.2.33) that is called the FN representation. It gives the logarithm of the current 
density divided by the squared field strength as a function of the inverse field strength:
emission (or more precisely the field-assisted electron emission) does exactly the opposite.
3
(2.2.34)
( J A 1
Plotting In —Ef versus — one obtains a linear dependence.
\ F 2 )  F
T h e  discussion o n  the emission area will be continued at a later stage w h e n  a detailed field 
emission mo d e l  f r om  carbon nanotubes will be introduced.
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Figure 2.8: De p e n d e n c e  of the F o wl e r -N or dh ei m  formula o n  the applied electric field for three
values of the w o r k  function x-
In Figu re 2.8 the e m i s s i o n  current is plotted in F N  coordinates for three valu es o f  the w o r k  
function. A s  it c a n  b e  seen, apart f r o m  the o b v i o u s  strong d e p e n d e n c e  o f  the e m is s i on  
current o n  the applied electric field, the w o r k  function o f  the material has a strong influence 
as well. T h e  slope o f  the g r a p h  c h a n g e s  drastically as the w o r k  function o f  the material 
decreases.
In s u m m a r y ,  w e  h a v e  described electron field e m i s s i o n  f r o m  b u l k metals. T h e  F o w l e r -  
N o r d h e i m  f o r m u l a  for the emitted current as a  function o f  the applied electric field ha s b e e n  
obtain ed in (2.2.33).
2.2.3 Resonant emission from multi-layered structures
T h e  s e c o n d  cate gory for the field e m i s s i o n  process is the e m i s s i o n  f r o m  b o u n d  states 
inside the cathode. S u c h  instances require a certain d e g r ee  o f  c o n f i n e m e n t  o f  the electronic 
w a v e s  inside various potential wells f o r m e d  b e t w e e n  the electron reservoir a n d  the v a c u u m .  
S u c h  c o n f i n e m e n t  regions that m a y  b e  labelled w i t h the general t e r m  o f  heterostructures 
m a y  ra n g e  b e t w e e n  planar stacks o f  na n o m e t r e - s i z e d  layers o f  materials w i th  different 
electronic properties to nano-clusters a n d  e v e n  single a t o m s  a b s o r b e d  o n  the emitting 
surface. Electric fields penetrating o v e r  f e w  n a n o m e t r e s  u n d e r  the v a c u u m  interfaces m a y
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also f o r m  t e m p o r a r y  c o n f i n e m e n t  regions that play similar roles as heterostructures. T h e  
tight c o n f i n e m e n t  o f  electrons in s u c h  heterostructures a n d  the relatively short distances (as 
c o m p a r e d  to the m e a n  free path in the c o rr es po n d in g  materials) o v e r  w h i c h  they travel 
across offer g o o d  c h a n c e s  that a n  electronic w a v e  m a y  k e e p  e n o u g h  c o h e r e n c e  to u n d e r g o  
“ interference” effects inside. A s  is n o r m a l l y  expected, s u c h  effects m a y  result in a sharp 
increase o f  the a m pl i t u d e that readily translates into a co r r e s p o n d i n g  increase o f  the current 
intercepted at the anode. A  typical (planar) heterostructure is given in Fi gure 2.9 w h e r e  the 
m a i n  c o m p o n e n t s  o f  a layered structure are s h o w n .
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Figure 2.9: Schematics of a multi-layered structure in a field emission set-up.
(Figure not d r a w n  to scale)
T h e  electrons that are supplied b y  the reservoir o f  the b u lk  substrate m a y ,  in principle, 
tunnel t h ro u g h the c o m b i n a t i o n  o f  barriers that f o r m  the heterostructure. In special 
ci r c umstances (e.g. a tight potential well, wi th interfaces delimited v e r y sharply, o n  
distances c o m p a r a b l e  to the electron w a v e l e n g t h  o f  a f e w  a n g s t r o m s )  this event m a y  o c c u r  
in a single act, as a coherent process. H o w e v e r ,  in m o s t  cases, the electron transfer t o w a r d s  
the v a c u u m  occurs in t w o  steps: first a tunnelling t h r o u g h the barrier closest to the b u l k  a n d  
a trapping o f  the electron on to a  b o u n d  state o f  the potential well. T h e  s e c o n d  step w o u l d  b e  
the tunnelling f r o m  s u c h  a b o u n d  state into the v a c u u m .  In a b o u n d  state (or stationary 
state) the probability current is k n o w n  to b e  zero. Since t h r o u g h o u t  the w h o l e  s y s t e m  this 
pa r a m e t e r  ha s to b e  position-invariant, the natural implication w o u l d  suggest that u n d e r  n o
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c i rc u m st a n ce s  a n  electric current c o ul d  b e  detected at the an ode. H o w e v e r ,  a n u m b e r  o f  
e x p e r i m e n t s  in the literature indicate that s u c h  a current is m e a s u r e d  a n d  therefore a 
different treatment o f  the electron tunnelling into v a c u u m  is n e e d e d  [13-16]. In equilibrium 
conditions (i.e. n o  electric field is applied) the e n e r g y  d i a g r a m  for the structure in Figure 
2.9 is qualitatively d r a w n  in Figure 2.10.
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Figure 2.10: Potential energy diagram for the structure in Figure 2.9.
(Figure not d r a w n  to scale)
T h e  origin o f  the e n e r g y  scale is taken at the F e r m i  level o f  the m e ta l c a t h o d e  a n d  the 
position axis is perpendicular to the structure w i t h  the positive sense t o w a r d s  the anod e. 
T h e  b o t t o m  o f  the c o n d u c t i o n  b a n d  Wh (Wh<0) o f  the b u lk  me ta l is considerably b e l o w  the 
F e r m i  level a n d  the electrons reside in a sea o f  q u a s i - c o n t i n u u m  e n e r g y  states ( m a r k e d  b y  
the light blue area in Figure 2.10). T h e  w i d e  b a n d - g a p  ( W B G )  material deposited o n  the 
b u lk  me ta l creates a  potential e n e r g y  barrier o f  m a x i m u m  height Xt (t0 b e  n °ted that in
reality, the s h a p e  o f  the e n e r g y  barriers are not perfectly rectangular, but slightly r o u n d e d  at 
the e d g e s  a n d  in s o m e  cases e v e n  o f  s o m e  irregular shape. T h e  rectangular s h a p e  is
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ac ce pt ed as a  general a p p r o x i m a t i o n  that still retains the impo rtan t physical aspects o f  the 
structure a n d  is e a s y to m a n i p u l a t e  analytically). T h e  thickness o f  the internal potential 
barrier, dbi is controlled b y  the a m o u n t  o f  deposited W B G  material. O n e  c a n  ob s e r v e  
an ot her classification o f  tunnelling p r o b l e m s  d e p e n d i n g  o n  the w i d t h  o f  the internal barrier 
as c o m p a r e d  to the m e a n  free path o f  the electron inside the material2. Scattering in this 
region m a y  a p p e a r  at h i gh  internal fields, after the electron tunnelled the potential barrier 
but is still in the W B G  range. In s u c h  situations the particle is in the “ c o n d u c t i o n  b a n d ” o f  
the W B G  material a n d  e n d s  u p  gaining kinetic energy. If db is smaller t han the m e a n  free 
path o f  the W B G  material then the i n c o m i n g  electron is less likely to b e  scattered inside the 
barrier a n d  its e n e r g y  is c o n s e r v e d  in the w h o l e  process. T h i s  situation is called ballistic 
tunnelling. T h e  s e c o n d  situation occurs w h e n  the thickness o f  the W B G  material is larger 
than the m e a n  free path o f  the electron thus resulting in possible scattering events for the 
traversing electron w h i l e  it is in the W B G  “ c o n d u c t i o n  b a n d ” . T h e  electron transport across 
the internal barrier will therefore b e  a m i x t u r e  o f  tunnelling a n d  drift. S u c h  o p a q u e  barriers 
are u s e d  for e x a m p l e  in fabricating electrostatic m e m o r y  chips [17] w h e r e  the information 
is stored in localized potential wells as electrons o c c u p y i n g  certain e n e r g y  levels a n d  is 
protected b y  thick layers o f  W B G  materials in order to m a in t a in its stability in t i m e  b y  
preventing a n y  eventual leaks d u e  to various outside interactions. T h e  ballistic tunnelling 
case will b e  studied t h r o u g h o ut this thesis. Scattering processes will b e  add r es s e d o n ly 
marginally, in c o nn ec ti o n to state m i x i n g  in q u a n t u m  wells during sequential tunnelling 
electron transport.
T h e  ne xt material deposited o n  the W B G  material in the device s h o w n  in F i gu re 2.9 is 
a  m e ta l  layer in o u r  case (or m o r e  generally it c o u l d  b e  a l o w  b a n d  g a p  material) o f  
thickness dw. T h e  va lu e has to b e  l o w e r  or at m o s t  c o m p a r a b l e  to the m e a n  free pa th o f  the 
electron in the material so that ballistic tunnelling a n d  f o r m at i o n o f  co he re nt b o u n d  states 
occur. T h e  position o f  the b o t t o m  o f  the c o nd uc t i o n b a n d  relative to the F e r m i  level o f  the 
b u lk is at Wm (Wm<0) a n d  the position o f  the v a c u u m  level is at % m . W h e n  a u n i f o r m
electric field F  is applied to the s y s t e m  the potential barriers in Figu re 2 . 10 are c h a n g i n g  in 
a m a n n e r  s h o w n  in Fi gure 2.11.
2 T h e  m e a n  free path of the electron inside a material is the average distance covered b y  the electron 
between t w o  consecutive scattering events.
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Figure 2.11: T h e  multi-layered structure with an electric field applied o n  the v a c u u m  side.
(Figure not d r a w n  to scale)
A s s u m i n g  u n i f o r m  fields t h r o u g h o u t  the structure, the potential e n e r g y  d i a g r a m  in Figure 
2.11 c a n  b e  written in the foll ow in g form:
W( z )  =
X k - W g - e F ^ z
Wm-eF-Mdb
(2.2.35)
Wb ,z e  ( - oo ,0 ]
> z e [ 0  ,d b)
>z s K . A )
Zm- W m+ e F <n,dk-eF(z -dw) , z £ [ d w, oo)
A s  it c a n  b e  seen, the s y s t e m  c a n  b e  divided into 4  m a i n  interest zones, e a c h  h a v i n g  a 
different b r a n c h  o f  the function in Eq. (2.2.35). F o r  the t w o  br a n c h e s  w h e r e  the potential 
e n e r g y  is constant, the solutions o f  the S c h r o d i n g e r  equation h a v e  b e e n  discussed in Section 
2.1. T h e  potential e n e r g y  in the region o f  the W B G  material a n d  in the v a c u u m  region, the
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s e c o n d  b r a n c h  a n d  the fourth b r a n c h  o f  E q .  (2.2.35) respectively, h a v e  the s a m e  variation as 
the e x a m p l e  discussed at the b e g i n n i n g  o f  this section a b o u t  field e m i s s i o n  f r o m  b u l k  
metals. T h er e f or e  the discussion o n  the e m i s s i o n  f r o m  multi-layered structures will b e  o n l y  
sketched. In order to ma in t a in  the fo cu s o n  the physical aspects, o n l y  the m o s t  im port ant 
f o rm ul a s will b e  included, w h i l e  the intermediary calculations will b e  left out.
T h e  solutions for the four br an c h e s  o f  the potential e n e r g y  in Eq . (2.2.35) c a n  b e  
readily written as follows. F o r  the first branch, the potential e n e r g y  is i n d e p e n d e n t  o f  
position, therefore the solutions will b e  similar to the free electron case:
y/x (z )  = 4  eik'z + Bx e~ik'z , (2.2.36)
w h e r e  the w a v e  vector is g i v e n by:
k' (E )  = J ^ r ( E ~Wt ) .  (2.2.37)
In the W B G  region, the potential e n e r g y  varies linearly w i t h  the axial position a n d  
therefore, us in g the s a m e  m e t h o d s  e m p l o y e d  for the case o f  the e m i s s i o n  f r o m  b u lk  metals, 
the solution for the S c hr o d i n g e r  equation c a n  b e  ob tained as c o m b i n a t i o n s  o f  A i r y  
functions:
y/2 ( z )  = A2 A i(j;2 (z ) )+ B 2 Bi(%2 ( z ) )  (2.2.38)
a n d  the a r g u m e n t  o f  the A i r y  functions is:
# 2 ( , )  =  M . z a =  f ^ — Y . (2-2.39)
z2 \ eR  )  \ k £ )
w h e r e ,  F  is the applied electric field in v a c u u m  a n d  a is the dielectric constant o f  the W B G
material. T h e  internal field is therefore ta ke n as F/e since n o  c h a r g e  a c c u m u l a t i o n  is
a s s u m e d  in the structure du ri ng the transport process. In the e x a m p l e  s h o w n  in Figure 2.10 
the third region is a metallic layer a n d  therefore there will b e  n o  field penetration, thus the 
potential e n e r g y  is a  constant a n d  the solutions for the S c h r o d i n g e r  equa tion is:
if/3 ( z )  = A3 eik3Z + B3 e~ik3Z, (2.2.40)
w h e r e  the w a v e  vector k3 is gi ve n by:
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*3 ( £ )  =  ^ K p ^  +  * Z ^ .  (2.2.41)
In v a c u u m ,  the situation is similar to the o n e  in the W B G  region, the solution for the 
Sc h r o d i n g e r  e q uation is:
V* ( Z ) =  A  A i ( i t  (Z )) +  # 4  (#4 ( z ) )  , (2.2.42)
w h e r e  the A i r y  functions a r g u m e n t  is g i v e n  by:
(2.2.43)
W e  h a v e  u s e d  the fo ll ow ing useful notation in E q . (2.2.43):
(2.2.44)
T h e  solutions obtained for e a c h  b r a n c h  o f  the potential e n e r g y  function, h a v e  to b e
s m o o t h l y  c o n n e c t e d  at z  — 0, z — db a n d  z  =  dw thus generating a  s y s t e m  o f  six equations
to d e t e r m i n e  the eight u n k n o w n s  At a n d  Bh i = 1 ,4 . U s i n g  the radiating b o u n d a r y  condition, 
described in Section 2.1, in v a c u u m  a  s e ve n t h eq ua ti on is obtained that pr ov id es a  relation 
b e t w e e n  the last t w o  u n k n o w n s  in the s a m e  fashion as Eq. (2.2.19). A s  c o n c l u d e d  f r o m  the 
pr ev i o us discussions, o n e  o f  the m a i n  c o m p o n e n t s  in tunnelling transport is the 
transmission coefficient. T h e  general definition as the ratio o f  the o u t g o i n g  to i n c o m i n g  
probability currents will b e  used, as introduced in Section 2.1:
It is w o r t h  noting that, since the s y s t e m  in Fi g u r e  2.5 is m u c h  si mp le r t h a n  the o n e  in F igure 
2.11, the transmission coefficient for the reso nant ca se will no t h a v e  a  si m p l e  analytical 
f o r m u l a  or a  straightforward a p p r o x i m a t i o n  route. O n l y  semi-analytical p r o c ed u r es are
present. U s i n g  p r o g r a m m i n g  so ft wa re like M a t h C A D  14, for e x a m p l e ,  the general f o r m u l a  
o f  Eq .  (2.2.45) c a n  b e  plotted as a  function o f  the electron e n e r g y  E.
(2.2.45)
effective in s u c h  e x a m p l e s  a n d  for this r e a s o n  a  detailed presentation is s k i p p e d  at the
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Figure 2.12: Transmission coefficient for the resonant emission from the structure in Figure 2.11. 
T h e  parameters of the structure are as follows: Xb -  2 eV, xm =  3 eV, Wm = -0.3 eV, db = 2 nm and <4
=  3 nm.
Figure 2.12 s h o w s  the transmission coefficient for the structure in Figure 2.11 as a function 
o f  the electron e n e r g y  for three different values o f  the applied field in v a c u u m .  A s  c a n  be  
seen, there are striking differences f r o m  the transmission coefficient o f  a  si mp le triangular 
barrier illustrated in Figure 2.5. W h e n  the tunnelling route t o w a r d s  the v a c u u m  has s u ch  
“traps'’ as a p pe ar in g in Figure 2.11, reflections o f  the electronic w a v e  o n  the various 
potential discontinuities are e x p e ct e d to lead to a characteristic spiky s h a p e  o f  the 
transmission coefficient. T h e  situation is frequently cons idered as a n  a n a l o g u e  o f  the light 
b e ha vi ou r in interferometer devices [18]. H o w e v e r ,  it shou l d b e  n o te d that strict a n a l o g y  
b e t w e e n  the t w o  p h e n o m e n a  is not r e c o m m e n d e d  since they are g o v e r n e d  b y  different 
d y n a m i c a l  laws, viz. the S c h r o d i n g e r  equation for the case o f  electrons a n d  the w a v e  
equation for the propagation o f  light. T h e  sharp p e a k s  appe a r in g  in the tunnelling 
transmission coefficient are formally d u e  to the mi ni mi sa ti on o f  the d e n o m i n a t o r  o f  the 
transmission coefficient in Eq. (2.2.45). F r o m  the physical point o f  view, th ey outline the 
existence o f  s o m e  e n e r g y  values for w h i c h  the structure b e c o m e s  excessively transparent 
for the tunnelling electrons, despite the consistent opacity o f  e a c h  individual barrier for 
al m o s t all the e n e r g y  range. F r o m  the a f o r e m e n t i o n e d  optical analogy, it is usual to t e r m  
s u c h transparency p e a k s  as tunnelling resonances a n d  is s h o u ld b e  stressed again that they 
are characteristic features o f  the coherent one-step tunnelling transport m e c h a n i s m .  It is a n
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interesting fact that the energies w h e r e  r e s o n a n c e s  a p p e a r  are v e i y  close (but not 
coincident) to the energies o f  the b o u n d  states that w o u l d  f o r m  in the potential we ll o f  
F i g u r e  2.11 if c onsidered separately, w i t h  infinitely thick walls. O n e  c a n  thus c o n c l u d e  that 
the resonant properties o f  the tunnelling structure are m a i n l y  dictated b y  the s h a p e  o f  the 
potential well, a  feature that is also a n  a n a l o g u e  to the b e h a v i o u r  o f  the optical resonators. 
A s  c a n  b e  s e en in F i g u r e  2.12, there is a n  e n e r g y  shift o f  the r e s o n a nc es  w h e n  the applied 
electric field is increased. T h i s  is d u e  to the penetration o f  the electric field in the W B G  
barrier that d e f o r m s  the potential w e ll (that is the electronic resonator) b y  essentially 
l o w e r i n g  its bottom. U s i n g  Eq. (2.2.45) for the transmission coefficient a n d  E q .  (2.2.8) for 
the electron s u p p l y  function, o n e  c a n  obtain the e m i s s i o n  current density to b e  m e a s u r e d  at 
a  distant a n o d e  b y  integrating o v e r  all values o f  the electron energy. In F i g u r e  2.11 the 
b o t t o m  o f  the c o n d u c t i o n  b a n d  for the b u l k  metallic substrate w a s  set at -Wb, therefore the 
integral o v e r  all energies s h o u l d b e  m a d e  essentially f r o m  —Wb to infinity. H o w e v e r  since -  
Wb is m u c h  smaller th an the F e r m i  level o f  the b u l k  metal, in a n  e n e r g y  r a n g e  for w h i c h  the 
tunnelling transmission essentially vanishes, it is safe to integrate f r o m  -oo to oo:
4 —  ( F ) - ' J  N (E )T rlso„CM ( F ,E ) d E . (2.2.46)
—00
L i k e  in the case for the transmission coefficient, the final f o r m u l a  for the e m i s s i o n  current 
d o e s  n o t  h a v e  a  s i mp le  analytical f o r m  a n d  n e e d s  to b e  h a n d l e d  numerically. A g a i n  us in g 
n u m e r i c a l  c o m p u t a t i o n  Eq . (2.2.46) w e  c a n  plot the current density as a function o f  the 
applied electric field in v a c u u m ,  F i g u r e  2.13.
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Figure 2.13: Resonant emission current from the structure in Figure 2.11. T h e  parameters of the 
structure are as follows: Xb =  2 eV, =  3 eV, Wm =  -0.3 eV, dh =  2 nm and dw = 3 nm.
T h e  m o s t  important characteristic is the p r o n o u n c e d  sharp p e a k  in the current-field 
d e p e n d e n c e  (J-F) that represents a ha ll m a r k  feature for the electron e m is si on  f r o m  resonant 
structures. Physically, o n e  c a n  explain s u c h  J-F characteristics as follows: It is well k n o w n  
that the quasi-free electrons participating in the co n d u c t i o n  process o f  the metallic substrate 
are f r o m  the en er gy  ra ng e close to the F e r m i  level [19]. T h e s e  quasi-free electrons are 
therefore the m a i n  source for the tunnelling current. C h a n g i n g  the applied electric field, the 
positions o f  the resonant e n e r g y  levels in the potential well shift d o w n w a r d s  a n d  c a n  
b e c o m e  aligned wi th the substrate’s F e r m i  level. S u c h  a n  event w o u l d  offer to the quasi- 
free electrons a rather n a r r o w  transparency w i n d o w  to cross the structure w i th a relative 
high probability. Further increase o f  the field w o u l d  then b r e a k  the al i g n m e n t  w i t h a 
r e so na n c e  a n d  w o u l d  pull d o w n  the tunnelling current to its n o r m a l  values. F o r  values o f  
the v a c u u m  fields in electron emission, o n e  c a n  get o n e  or t w o  resonant m a x i m a  in the J - V  
curve, d e p e n d i n g  o n  the structure o f  the potential well a n d  that o f  the internal barrier.
In this context, it has to b e  stressed o n c e  m o r e  that the resonant tunnelling o f  electrons 
t h ro u g h s u c h  a c o m p l e x  layered structure m a y  b e  possible o n l y if pr op er reflections at the 
potential discontinuities are possible a n d  if electron scattering inside the structure is v e ry 
unlikely (in order to preserve its coherence). S u c h  conditions are v e r y difficult to obtain in
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the field e m i s s i o n  r e g i m e  a n d  this m a y  explain the rather scarce related ex periment al 
e v i d e n c e  to date [13-16]. A  m o r e  realistic a p p r o a c h  w o u l d  b e  to cons ider electron 
tunnelling transport t h r o u g h  s u c h  c o m p l e x  structures dur i ng  F E  as a  tw o- s t ep  process, 
involving first s o m e  c h a r g e  a c c u m u l a t i o n  in the potential well before a  final tunnelling act 
into the v a c u u m .  T h e  sequential (or two-step) tunnelling processes will b e  discussed in a  
later section o f  the Thesis. H o w e v e r ,  accidental reso nant tunnelling is suspec ted to oc c u r  
quite often in F E  f r o m  heterostructure a n d  considering a  certain fraction o f  the F E  current 
as b e i n g  o f  reso nant origin s h o u l d  b e  a w i s e  a p p r o a c h  in analysing s u c h  experiments.
In conclusion, resonant e m i s s i o n  process f r o m  multi-layered structures ha s b e e n  
discussed in this section. T h e  case o f  a  b u l k  m e t a l - W B G  material-thin m e t a l  l a y e r - v a c u u m  
structure ha s b e e n  investigated. Significant c h a n g e s  o f  the current-field characteristic h a v e  
b e e n  observed, in the case o f  the resona nt emission, the a p p e a r a n c e  o f  sharp p e a k s  b e in g  
the t r a d e m a r k  for this tunnelling m e c h a n i s m .
2.3 Applications of electron tunnelling and electron field emission
T h e  research o n  electron tunnelling a n d  electron sources m u c h  like a n y  other subject 
o f  research in natural sciences h a s  its roots in a  series o f  “ failed” experiments. It is not 
u n c o m m o n  t h r o u g h o u t  the history o f  ph ysic s that researchers in their pursuit o f  k n o w l e d g e  
a n d  u n de r s ta n d in g o f  a  certain p h e n o m e n o n  s t u m b l e d  o n  e v e n  m o r e  m y st er i o u s yet 
interesting discoveries. It w a s  R. W .  W o o d  in 1 8 9 7  [8] w h o  detailed a p h e n o m e n o n  h e  
described as the apparition o f  “t w o  intense y e l l o w  b e a m s  r e s e m b l i n g  t h os e o f  search lights 
shining t h r o u g h  a m i st” . H e  c o n c l u d e d  that there is little or n o  scientific interest in this 
p h e n o m e n o n .  Righ tl y so, the initial p u r p o s e  o f  W o o d ’s e x p e r i m e n t  w a s  to l o o k for better 
w a y s  o f  generating X - r a y s  a n d  this n e w  apparition w a s  a n  unfortunate event. Little did h e  
k n o w  that a l m o s t  4 0  years later, researchers like Schottky, M i ll ikan a n d  others w o u l d  b e  
struggling to explain the physics b e h i n d  the p h e n o m e n o n  o f  electron e m i s s i o n  w h e n  a  me ta l 
is subjected to intense electric fields in v a c u u m .  Sir R a l p h  F o w l e r  a n d  L o t h a r  W .  N o r d h e i m  
m a n a g e d  to obtain in 1 9 2 8  a n  accurate description o f  the e m i s s i o n  current as a  function o f  
the applied field in v a c u u m  [10]. It is easily i m a g i n e d  that n u m e r o u s  field e m i s s i o n  
e x p e r i m e n t s  h a v e  b e e n  p e rf or me d , since the n e e d  for ex pe ri me nt al data w a s  critical in order 
to test the n e w l y  p r o p o s e d  theories. It w a s  the search for theoretical co nf ir mation o f  the 
e x pe r i me n t al reality o f  this n e w  p h e n o m e n o n  that eventually p r o d u c e d  practical 
applications. T h e  p u r p o s e  o f  this Section is to introduce s o m e  o f  the m o s t  outstanding 
applications o f  the field e m i s s i o n  p h e n o m e n o n .
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2.3.1 The field emission microscope
In 1 9 3 6  E. W .  M u l l e r  disc ov er ed the field e m i s s i o n  m i c r o s c o p e  ( F E M )  w h i c h  is u s e d  
to this d a y  for accurate surface analysis [20]. T h i s  d evice consists essentially o f  a s h a r p e n e d  
metallic s a m p l e  pl aced inside a  h i gh  v a c u u m  c h a m b e r  a n d  facing a  fluorescent a n o d e  
p lac ed at s o m e  distance a w a y .  Fi gu re 2 . 1 4 illustrates the w o r k i n g  principle o f  the F E M .  A  
large negative potential (in the kilovolt range), relative to the fluorescent screen (the 
anode), is applied to the sample. T h u s ,  a  large electric field is generated at the tip o f  the 
samp le, facilitating the e m i s s i o n  o f  electrons. O n c e  emitted, the electrons fol l ow the field 
lines to the an od e , creating bright a n d  d a r k  spots o n  the fluorescent material, m a p p i n g  thus 
their e m i s s i o n  sites, that is the a t o m i c  structure o f  the tip’s surface. U s i n g  the field e m i s s i o n  
f o r m u l a  gi ve n b y  Eq. (2.2.33) it is easily o b s e r v e d  that there is a  relatively s i mp le  
d e p e n d e n c e  o f  the emitted current a n d  the w o r k  function o f  the material for a  certain valu e 
o f  the applied field. It is thus possible to correlate the variations in the s h a d e  o f  the obtained 
i m a g e s  to the w o r k  function variation across the surface o f  the s a m p l e  tip. T h i s  proc es s is 
h o w e v e r  highly d e p e n d e n t  o n  the evaluation o f  the electric field at the surface o f  the 
sample.
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Figure 2.14: Sketch of the work i n g principle of a field emission microscope. T h e  electrons are 
emitted fr om the sharpened metallic sample an d travel along the field lines to the anod e w h er e the 
image is obtained on the fluorescent screen.
T h e  u s e  o f  the F E M  is further limited to o n l y  metallic samples. T h i s is d u e  to the fact that 
o n l y  a r a ng e  o f  materials c a n  withst an d e x p o s u r e  to high electric fields a n d  hi gh local 
temperatures generated in these exp e ri m e nt a l set-ups. Nevertheless, field e m i s s i o n  
m i c r o s c o p y  m a y  p r o v e  e x t r e m e l y  useful for analysing the b e h a v i o u r  o f  various a t o m s  a n d  
m o l e c u l e s  a d s o r b e d  o n  metallic surfaces [12, 21].
2.3.2 X-ray sources
T h e  discov ery o f  the X - r a y  radiation b y  W i l h e l m  C o n r a d  R o n t g e n  in 1 8 9 5  o p e n e d  a 
n e w  path in medicine. Si nc e th en it b e c a m e  possible to investigate the h u m a n  b o d y  wi th ou t 
the use o f  invasive m e t h o d s .  T h e  r e m a r k a b l e  property o f  the X - r a y s  to selectively penetrate 
biological tissues led to a specific i m a g e r y  tec h ni q u e in m e d i c a l  diagnosis. T h e  e n o r m o u s  
success g a i n ed in the m e d i c a l  c o m m u n i t y  b y  this technique, started to raise s o m e  v ery 
important questions o n  the technological aspects o f  building reliable a n d  safe X - r a y
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m a c h in es . T h e r e  are essentially t w o  physical p h e n o m e n a  generating electromagnetic 
radiation in the X  range. O n e  is the classical electromagnetic e m is si on b y  a n y  electric 
ch a r g e  in a n o n - u n i f o r m  m o t i o n  [22]. T h i s is usually called B r e m s s t r a h l u n g  w h i c h  literally 
translates f r o m  G e r m a n  as “ br ak i n g radiation” . W h e n  a c h a r g e d  particle, s u c h  as a n  
electron, accelerated to a high energy, e ncounters in its path a n  a t o m ,  its m o t i o n  will be  
deflected d u e  to the electrostatic interaction. T h e  c h a n g e  o f  direction will result in a n  
acceleration (or deceleration) o f  the electron thus m o d i f y i n g  its energy. F o l l o w i n g  the 
principle o f  e n e r g y  conservation, the exce ss e n e r g y  is emitted in the f o r m  o f  radiation. T h e  
s c he ma t i c  o f  the process is s h o w n  in Figure 2.15 b elow.
E.
h v=E 2 -E,
Figure 2.15: Interaction of a high energy electron (blue dot) with the electric field of an a t o m  (red 
dot) and the generation of X-rays by  the modification of the electron’s trajectory.
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A s  the e n e r g y  ra n g e  o f  the incident particle (electron) is v e r y  b r o a d  a n d  continuous, the 
c o r r e s p o n d i n g  B r e m s s t r a h l u n g  s p e c t r u m  will b e ar  the s a m e  features. T h e  other f u n d a m e n t a l  
effect w h i c h  p r o d u c e s  X - r a y s  is o f  q u a n t u m  origin a n d  leads to the e m i s s i o n  o f  the so- 
called characteristic radiation. H i g h - e n e r g y  electrons incident o n  metallic surfaces m a y  hit 
core electrons f r o m  the target at om s. V a c a n t  states are su bs eq ue nt ly o c c u p i e d  b y  electrons 
o f  the outer shells o f  the a t o m  b y  emitting X - r a y  p h o t o n s  in a  v e i y  n a r r o w  f r e q u e n c y  r a n g e  
c o r r e s p o n d i n g  to the strict e n e r g y  difference b e t w e e n  the states in vo lv ed in the transition. 
T h e  m o s t  effective w a y  o f  p r o d u c i n g  X - r a y s  for m e d i c a l  applications is to b o m b a r d  a 
metallic target m a d e  o f  a  h i g h - a t o m i c  n u m b e r  m e t a l  (e.g. tungsten, m o l y b d e n u m  or 
copper), w i t h  h i g h  e n e r g y  electrons. Ea r l y  electron sources u s e d  to generate a  f l o w  o f  
electrons to b e  accelerated before hitting the metallic target w e r e  b a s e d  o n  thermi on ic 
emission. A l t h o u g h  v e i y  robust, this m e t h o d  o f  p r o d u c i n g  electrons h a s  m a n y  d o w n s i d e s .  
T h e  w o r k i n g  t e mp er at ur es o f  the filament (usually a  tungsten wire) required to obtain a n  
e m i s s i o n  current is in the r a n g e  o f  2 0 0 0  °C. T h e  filament is thus e x p o s e d  to c h e m i c a l  
interaction w i t h  residual ga s mo le cu le s, b e c o m i n g  thinner a n d  thinner d u e  to the 
sublimation o f  the thus f o r m e d  oxides. O t h e r  serious d o w n s i d e s  o f  the th er mi on ic 
generation o f  electrons are the e n e r g y  c o n s u m p t i o n  a n d  considerable increase in the size o f  
the device. T h e  electrons emitted require c o m p l e x  focusing m e c h a n i s m s  in order to b e  
directed t o w a r d s  the target, w h i c h  a d d s  to the overall w e i g h t  a n d  size.
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Figure 2.16: X-ray image of a large area integrated circuit: a) carbon 
nanotube array F E  electron source; b) conventional thermionic 
electron source [23].
T h e  d e v e l o p m e n t  o f  field e m i s s i o n - b a s e d  e l e c tr on  s o u r c e s  a l l o w e d  for a  
c o n s i d e r a b l e  size r e d u c t i o n  a n d  i n c r e a s e  in r e so l u ti o n o f  th e  i m a g e .  S u g i e  et al. 
p r e s e n t e d  in 2 0 0 1  a  r e v o l u t i o n a r y  n e w  m e t h o d  for p r o d u c i n g  el e ctrons for X - r a y  
s o u r c e s  [23]. T h e y  u s e d  a  relatively n e w  m a t e r i a l  ca ll ed c a r b o n  n a n o t u b e  for 
p r o d u c i n g  fi eld-em itted electrons w h i c h  w e r e  t h e n  a c c e l e r a t e d  b y  a  grid b e f o r e  
hitting th e target. S u c h  el ec tr on s o u r c e s  p r o v e d  v e r y  effective for u s e  in
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miniaturized X-ray tubes that extended the applicability o f  X-ray imagery far 
beyond the medical field. Figure 2.16 shows an X-ray image o f  a large scale 
integrated circuit obtained with two different electron sources. The first instance a), 
the electron source was a carbon nanotube array and the electrons were extracted 
using field emission while the picture in b) was obtained using conventional 
thermionic emission. As is can be seen the picture obtained using X-rays generated 
by the field emitted electrons, has a greatly improved quality. According to Sugie et 
al. the image improvement is due to the fact that the majority o f  the emitted 
electrons are from the vicinity o f  the Fermi level o f  the nanotubes in the array thus 
creating a uniform X-ray radiation, as opposed to the large energy spread o f  the 
thermally emitted electrons [23]. Following Sugie’ s contribution, field emission 
based electron sources started to be widely considered for X-ray generation, due to 
their stability, low turn-on voltages and good miniaturisation potential [24-30].
2.3.3 Field emission displays
T h e  miniaturisation o f  the electron sources a n d  the d e v e l o p m e n t  o f  technological 
processes w h i c h  a l l o w  large scale integration o f  electronic devices b r o u g h t  f o r w a r d  a  n e w  
application for the field e m i s s i o n  process: the field e m i s s i o n  display. C o n v e n t i o n a l  display 
t e c h n o l o g y  is the c a t h o d e  ray t u be ( C R T )  relying o n  th er mi on ic electron e m i s s i o n  to 
generate a  f l o w  o f  electrons w h i c h  are t h en directed us ing a  c o m p l e x  fo cu si ng m e c h a n i s m ,  
t o w a r d s  a  fluorescent screen located at s o m e  distance a w a y .  T h i s  t e c h n o l o g y  h a s  b e e n  u s e d  
for the better part o f  the 2 0 th ce nt ur y in television sets a n d  c o m p u t e r  monitors, h i gh  
resolution a n d  colour fidelity b e i n g  a m o n g  the qualities o f  the C R T s .  H o w e v e r ,  b e c a u s e  the 
electron so urce w a s  thermionic, the w h o l e  s y s t e m  n e e d e d  to b e  plac ed in a sizeable v a c u u m  
t u be thus creating a  considerable b u l k y  device. Alternative technologies h a v e  b e e n  
d e v e l o p e d  in the later years, s u c h  as the p l a s m a  display technology, liquid ciystal displays 
( L C D ) ,  organic light emitting d i o d e  ( O L E D )  displays, e a c h  h a v i n g  particular d o w n s i d e s  in 
c o m p a r i s o n  to the C R T  technology. P l a s m a  displays, is a  v e i y  scalable t e c h n o l o g y  w h i c h  
co u l d  b e  applied in public s p a c e  publicity, h a v e  the d o w n s i d e  o f  a  v e i y  h i gh p o w e r  
c o n s u m p t i o n ,  in s o m e  cases e v e n  higher th an the C R T s .  L C D s  w h i c h  in the fourth quarter 
o f  2 0 0 7  h a v e  su rp assed C R T s  for the first t i m e  since the b e g i n n i n g  o f  their m a s s  
production, despite their popularity h a v e  certain b a d  points like: limited resolution range, 
limited co lour fidelity a n d  a  l o n g  r e s p o n s e  time. T h e s e  d o w n s i d e s  p revent L C D s  to b e  the 
m o s t  viable technological option for displaying im ages .
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F r o m  the first prototypes, field e m i s si o n displays ( F E D s )  p r o v e d  to b e  free o f  all the 
d o w n s i d e s  o f  the previously u s e d  display technologies: the thickness o f  the overall de vice 
c o u l d b e  r e d u c e d  to a f e w  centimetres, ve ry l o w  p o w e r  c o n s u m p t i o n  a n d  high resolutions. 
T h e  w o r k i n g  principle o f  the F E D  is illustrated in Figure 2.17.
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Figure 2.17: The working principle o f  an FED. Electrons emitted by the micro-tips are focused by 
the gate electrode and light up a colour pixel on the screen.
In this instance, Spindt type emitters are u s e d  as electron sources in a triode setup. T h e  
electrons are extracted b y  the gate electrode f r o m  the metallic tip (i.e. the emitter) a n d  are 
then accelerated t o w a r d s  the a n o d e  w h e r e  they hit a n d  excite a p h o s p h o r o u s  material a n d  
illuminate a certain colour pixel. It is important to note that w h i l e in the C R T  set-up, the 
electron g u n  w o u l d  sc an at hi gh f r eq u e n c y the screen, lighting u p  the colour pixels, in the 
F E D  case, e a c h  colour pixel is lit b y  a high-density array o f  individual electron sources. 
Th is a r r a n g e m e n t  has several advantages, s u c h  as high i m a g e  resolution a n d  the possibility 
to actively prevent the apparition o f  d e a d  pixels.
T h e  d e v e l o p m e n t  o f  n e w  m e t h o d s  for aligned c a r b o n  n a n o t u b e  g r o w t h  o n  various 
substrates a n d  the possibility o f  film patterning h a v e  a l l o w e d  their integration into the 
functioning principle o f  the F E D ,  b y  replacing the electron sources [31-38]. T h e  integration 
a n d  optimisation o f  c a r b o n  n a n o t u b e - b a s e d  triode configurations is h o w e v e r  considerably 
m o r e  c o m p l e x  that the Spindt tip technology. T h e  n a n o t u b e s  m u s t  b e  g r o w n  inside 
patterned recesses with a me ta l gate o n  top. A  sketch o f  the n a n o t u b e s  g r o w n  into a  triode 
setup is presented in Figure 2.18.
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Metal substrate
Figure 2.18: Array o f  aligned nanotubes with different height depending on the radial position r, 
placed in the circular opening o f  radius rg o f  the gate electrode (zx plane section view) [39],
It h a s b e e n  s h o w n  b y  N i c o l a e s c u  et al. [39] that if the array o f  n a n o t u b e s  is g r o w n  so 
that the heights o f  the tubes c a n  b e  e n v e l o p e d  b y  a  G a u s s i a n  as s h o w n  in Fi gure 2.18, the 
e m i s s i o n  properties are greatly i m p r o v e d  d u e  to a  m o r e  u n i f o r m  distribution o f  the electric 
field o n  the n a n o t u b e  tips. T h i s  w a y  the electrons are emitted a n d  u s e d  m o r e  efficiently. 
Fi gu re 2.19 s h o w s  h o w  the electric field varies w i t h  the axial position o f  the n a n o t u b e s  for 
different values o f  the p a r a m e t e r  oG w h i c h  controls the s h a p e  o f  the bundle. F o r  small 
values o f  aG the s h a p e  o f  the b u n d l e  is sharper a n d  the electric field is concentrated o n  the 
tips o f  the higher nanotubes. A n  o p t i m u m  c a n  thus b e  obtained if the field factor (the ratio 
b e t w e e n  the electric field at the tip o f  the C N T  a n d  the applied voltage) is the s a m e  for all 
the n a n o t u b e s  in the bundle, increasing thus the c h a n c e s  for a m u c h  m o r e  u n i f o r m  emission.
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Figure 2.19: T h e  field factor as a function of the nanotube radial position r, considering that the 
heights of the nanotubes in the array are enveloped by  a Gaussian distribution depending of the
parameter aG.
I m p r o v e m e n t s  o f  the device c a n  also b e  obtained if a s e c o n d  gate is introduced o n  top o f  the 
first o n e  for focusing pur p os e s [40]. T h e  theoretical findings o f  N i c o l a e s c u  et al. h a v e  b e e n  
experimentally tested b y  several g r o u p s  a n d  f o u n d  g o o d  expe ri me nt al correlations w i th  the 
theory [41-46],
2.4 Overview of field emission materials
In the early e x p e r i m e n t s  o n  electron field emission, the emitters w e r e  sharp metallic 
tips or metallic spheres w h i c h  require intense electric fields to p r o d u c e  a m e a s u r a b l e  
current. H o w e v e r ,  as the process o f  field e m is s i on started to b e  considered for practical 
applications, n e w  materials wi th g o o d  e m is s i on properties h a d  to b e  f o u n d  in order to 
redu ce the production costs, p o w e r  c o n s u m p t i o n  a n d  size. O v e r  the years, m a n y  materials 
h a v e  b e e n  tested a n d  cons idered as potential candidates for various electronic applications 
su c h as flat panel displays. T h is  section will r e v i e w  briefly the properties o f  a select g r o u p  
o f  s u c h  materials w h i c h  h a v e  b e e n  extensively investigated in field e m is si o n research d u e  
to their u n i q u e  properties. T h e s e  materials, alth ough different in their structure a n d  
properties, are built o f  the s a m e  element: carbon.
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T h e  structure o f  this Section will b e  as follows. T h e  first material to b e  described, 
m o s t l y  as a  historical b a c k g r o u n d  into c a r b o n - b a s e d  emitters, is d i a m o n d .  T h e  impo rtant 
properties o f  c a r b o n  will b e  pr es ented a n d  s o m e  o f  the p e r f o r m e d  studies, alt h ou gh  the 
details will b e  o n  a n  informative level only. T h e  s e c o n d  material to b e  introduced is 
di a m o n d - l i k e  c a r b o n  ( D L C ) .  T h e  r e a s o n  for considering this material is its versatility. 
M a n y  theoretical m o d e l s  o f  structures like the o n e  presented in Fi gu r e 2. 10 c a n  b e  realised 
experimentally us in g various f o r m s  o f  D L C  material. Finally, the third material to b e  
introduced is the c a r b o n  n a n o t u b e s  ( C N T s ) .  T h e r e  will b e  a n  e x t e n d e d  discussion o n  the 
structure a n d  geometrical properties o f  C N T s ,  as w e ll as o n  their electronic properties a n d  
field e m i s s i o n  behaviour.
2.4.1 Diamond
D i a m o n d  a l o n g  w i t h  natural graphite, is o n e  o f  the t w o  p o l y m o r p h s  o f  c a r b o n  f o u n d  
naturally o n  earth. N atural d i a m o n d  is a  w i d e  b a n d  g a p  s e m i c o n d u c t o r  (5.5 e V )  w i t h  a h i g h 
th e r m a l  conductivity (five t i me s that o f  copper). It ha s  v e r y  g o o d  optical a n d  m e c h a n i c a l  
properties, b e i n g  able to transmit light f r o m  the far infra-red to the ultraviolet side o f  the 
sp ec trum, w h i l e  b e i n g  the hardest k n o w n  material f o u n d  in nature. A  peculiarity o f  the 
d i a m o n d  structure is the negative electron affinity o f  s o m e  crystallographic planes s u c h  as 
[111] terminated w i t h  H  bo nd s . El ectron affinity is the e n e r g y  required to extract a n  
electron f r o m  the b o t t o m  o f  the c o n d u c t i o n  b a n d  o f  a  s e m i c o n d u c t o r  u p  to the v a c u u m  
level. It is the s e m i c o n d u c t o r  equivalent o f  the w o r k  function in me ta ls a n d  is a  positive 
e n e r g y  for the majority o f  se mi co nd uc t o rs .  It h a s  b e e n  o b s e r v e d  that o n  certain crystal 
planes, d i a m o n d  exhibits a negative electron affinity. T h is m e a n s  that the b o t t o m  o f  the 
c o n d u c t i o n  b a n d  is a b o v e  the v a c u u m  level, thus electrons are no t in a n  equilibrium state in 
the c o n d u c t i o n  b a n d  a n d  o n l y  a  sm al l perturbation (e.g. a n  electric field) is required to set 
t h e m  free.
T h e r e  are four categories o f  d i a m o n d :  natural d i a m o n d ,  h i g h  pressure synthetic 
d i a m o n d ,  c h e m i c a l  v a p o u r  deposited ( C V D )  d i a m o n d  a n d  d i a m o n d - l i k e  c a r b o n  ( D L C ) .  T h e  
integration o f  d i a m o n d  materials into electronic applications h a s b e e n  quite slow, since the 
material is v e i y  difficult to dope. T h e r e  are v e r y  f e w  e l e m e n t s  that c a n  b e  u s e d  to this 
purpose: boron, nitrogen a n d  p h os ph o r ,  w h i c h  greatly influence the electronic properties o f  
d i a m o n d ,  m a k i n g  it suitable to integrate in various devices. It ha s b e e n  f o u n d  that the best 
suited f o r m  o f  d i a m o n d  for field e m i s s i o n  is the o n e  obtain ed b y  C V D ,  w h i c h  is 
polyciystalline in structure [47-49]. V e i y  l o w  threshold fields (i.e. the electric field n e e d e d
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to obtain a m i n i m u m  current o f  emission, usually set at the b e g i n n i n g  o f  the expe r i me n t ) 
h a v e  b e e n  reported b y  Talin et al. for nanocrystalline d i a m o n d  [50].
C V D  d i a m o n d  is a  polycrystalline material, containing grains o f  various sizes o f  
single crystal d i a m o n d  b o n d e d  together b y  s p 2 interstices [51]. O n e  o f  the p r o p o s e d  
applications for field e m i s s i o n  f r o m  d i a m o n d  films w a s  for use in F E D s .  H o w e v e r ,  little 
success ha s b e e n  a c hi e v e d  in this respect since the surface o f  the C V D  d i a m o n d  is v e r y  
r o u g h  a n d  difficult to control experimentally o v e r  large areas. S u c h  a  surface w o u l d  e m it 
electrons in e v e i y  direction a n d  o n ly  f r o m  a  f e w  localised points [52], so that it c a n n o t  b e  
u s e d  in a field e m is s i on  display set-up like the o n e  in Fi gu r e 2.17. O t h e r  p r o p o s e d  field 
e m i s s i o n  applications o f  d i a m o n d  speculate its u n i q u e  physical properties in desi gning 
th er mal m i c r o s c o p e  pr o b e s  [53] or mi cr on-sized pressure sensors [54].
2.4.2 Diamond like carbon
D i a m o n d  like c a r b o n  ( D L C )  is a  synthetic material deposited at l o w  pressures b y  C V D  
o n  various substrates. T h e  first deposition o f  films o f  D L C  w a s  d o n e  b y  A i s e n b e r g  a n d  
C h a b o t  [55] us ing i o n - b e a m  deposition technique. In 1976, H o l l a n d  a n d  O j h a  u s e d  a n  R F  
P E C V D  ( p l a s m a  e n h a n c e d  c a r b o n  v a p o u r  deposition) s y s t e m  to deposit D L C  films 
containing various a m o u n t s  o f  h y d r o g e n  in their structure [56], D L C  is cons id er ed a n  
a m o r p h o u s  material. H o w e v e r  it is different f r o m  glass, w h i c h  is truly a m o r p h o u s  (i.e. there 
is n o  lattice l o n g r a ng e order). D L C  is f o r m e d  o f  a  r a n d o m  m i x t u r e  o f  sp2 a n d  sp3 clusters 
w h i c h  influence various m e c h a n i c a l  a n d  electronic properties o f  the D L C  material. A l s o  the 
presen ce o f  h y d r o g e n  in the m i x t u r e  c h a n g e s  the structure. D e p e n d i n g  o n  the sp2/sp3 ratio 
the D L C  material c a n  b e  m o r e  co nd uc ti ve (if there is a  h i g h  concentration o f  s p 2 carb on ) or 
m o r e  s e m i c o n d u c t o r  (if the concentration o f  sp 3 c a r b o n  is higher). Its b a n d  g a p  varies o v e r  
a w i d e  ra ng e o f  values f r o m  as l o w  as l e V  u p  to 4  e V  d e p e n d i n g  o n  the sp2/sp3 ratio [57, 
58]. It has b e e n  also s h o w n  that dan g li n g b o n d s  a n d  sp2 sites give rise to electronic states in 
the b a n d  gap, thus influencing the electronic structure [57, 58]. Field e m i s s i o n  studies h a v e  
s h o w n  that the e m i s s i o n  properties o f  the D L C  films are highly d e p e n d e n t  o n  their sp2 
content. It h a s b e e n  o b s e r v e d  that electron e m i s s i o n  is i m p r o v e d  if the properties o f  the 
D L C  material are c h a n g e d  f r o m  a  polycrystalline structure to a  graphitic o n e  [59].
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2.4.3 Carbon nanotubes
C a r b o n  n a n o t u b e s  are a no ve l material co ns id er ed to b e  a n e w  f o r m  o f  p u re  carbon. 
Specialised literature refers to the report b y  Iijima in 1 9 9 2  [60] as the first observation o f  
the n a n o t u b e s  a n d  h e n c e  their discovery. H o w e v e r ,  it w a s  E n d o  in 1 9 7 6  [61, 62] w h o  first 
o b s e r v e d  tubular graphite o f  n a n o m e t r e  scale p r o d u c e d  b y  pyrolysis o f  b e n z e n e  a n d  
ferrocene at 1 0 0 0  °C. Little i m p o r t a n c e  w a s  gi ve n to his result since at the t i m e  there w a s  
n o  interest in n a n o m e t r e  sized fibres. It w a s  Iijima w h o  extensively studied c a r b o n  
n a n o t u b e s  a n d  triggered the interest in the research o f  the n e w  structure w h i c h  g r e w  
exponentially as it c a n  b e  se en in the bar plot o f  Fi gure 2.20.
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Figure 2.20: Number o f  articles on the subject o f  nanotubes published every year since 1992.
U s i n g  h i g h resolution transmission electron m i c r o s c o p y  ( H R T E M )  i m a g e s  the structure o f  
C N T s  ha s b e e n  investigated. T h e  simplest representation o f  n a n o t u b e s  is that o f  a g r a p h e n e  
sheet rolled o n  a certain direction. A  g r a p h e n e  sheet is a planar (as a first a p pr o x i m a t i o n )  
a r r a n g e m e n t  o f  c a r b o n  a t o m s  in h e x a g o n a l  cells as s h o w n  in Figure 2.21. If o n e  c h o o s e s  a 
c a r b o n  a t o m  site as the origin, t h en several vector quantities c a n  b e  defined w h i c h  describe 
the g e o m e t r y  o f  the nanotube. T h e  structure o f  the C N T  c a n  b e  defined b y  the s e g m e n t  OA 
w h i c h  is the chiral vector Ch a n d  OB w h i c h  is the translational vector T. T h e  chiral vector 
c a n  b e  e x pr e s se d  analytically b y  m e a n s  o f  the unit lattice vectors at a n d  a2:
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Ch = n a x + m a 2 = ( n , m) ,  (2.4.1)
w h e r e  n a n d  m are integers. D e p e n d i n g  o n  the p a i r t h e  n a n o t u b e  c a n  b e  chiral or
non-chiral. T h e r e  are t w o  types o f  non-chiral n a n o t u b e  configurations: the armchair, 
co r r e s p o nd in g to the n = m a n d  the zigzag, c o rr e s p o n d i n g  tom = 0. T h e  rest o f  the
configurations will give chiral nanotubes. U s i n g  the chiral vector, the d i am et er  c a n  be
d e t e r m i n e d  as:
d = — yJn2 + m 2 +nm , (2.4.2)
K
w h e r e  a is the lattice constant a =  1.44 Ax V 3  =  2.49 A.
i
Figure 2.21: The honeycomb o f  a graphene sheet. OA and OB define the chiral vector C* and the 
translational vector T o f  the nanotube OAB B. The vector R represents a symmetry vector.
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Since the discovery of nanotubes by Endo in 1976 and the later systematic studies 
performed by lijima in 1992, several methods for synthesising CNTs have been developed 
over the years. We are mentioning them here for informative purposes only. More details 
about CNT growth mechanisms can be found in the related references.
Electric arc discharge [63, 64] is a very effective method for obtaining SWCNTs 
and MWCNTs.
Laser vaporisation on graphite targets [65-69]: it is not a veiy economically 
advantageous method since it requires high-purity graphite rods, high laser powers 
[70] and produces soot in large quantities which means additional purification 
steps.
Electrolysis [71, 72]: involves a liquid process to produce MWCNTs. The nanotube 
yield is difficult to control, thus the method has not been widely used [70]. 
Hydrocarbon pyrolysis over metals [73-77]: also known as CVD method, is a 
widely used growth method suitable for produceing large quantities of tubes at a 
veiy low cost.
Solar production of CNTs [78-81].
CNTs are fascinating materials with unique physical, chemical, mechanical, thermal 
properties. It has been observed in numerous studies that the electric transport among 
different MWCNT bulk samples strongly depends on the growth method that was used. 
However, measurements on individual MWCNTs revealed both metallic and 
semiconducting behaviour [82, 83], which is due to the geometrical properties (chirality, 
diameter etc.) and to the presence of lattice defects. The measured resistivity at 300 K can
range between 1.2 x 10-4 - 5.1 x 10”6 Q. cm [70].
The C-C bond present in the CNT structure has created the stiffest and most robust 
synthetic structure. TEM measurements on CNTs showed a remarkable flexibility and 
resistance to bending [84-88]. Treacy et al. [89] made the first measurements of the 
Young’ s modulus and obtained a value between 1 and 8 TPa (commercially available 
carbon fibres have a Young’ s modulus of around 800 GPa). Endo et al. [90] found that by 
breaking a vapour-grown carbon fibre in liquid nitrogen, an inner tubule could remain 
intact. Under close inspection using a high resolution TEM, it was observed that the tubule 
is in fact a CNT with less than 5 walls.
Due to their incredible properties, CNTs have a large number of applications:
- Gas storage components for Ar [91], N2 [92] and H2 [93, 94].
- STM probes [95].
- Field emission sources [96-98].
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- High-power electrochemical capacitors [99, 100].
- Electronic nanoswitches [101].
- Chemical sensors [102, 103].
- Magnetic data storage devices [104].
- Nanocomposites [105-107],
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Chapter 3
3. Field enhancement factor of an isolated CNT
3.1 Introduction
As stated in Chapter 2, the main output associated with that of the field emission 
theory is the Fowler-Nordheim (FN) formula for the electron emission current density as a 
function of the applied electric field, introduced in 1928 (see Eq. (2.2.33)) [1]. The theory 
was based on rather strict assumptions with regard to the emitting object, such as a metallic 
perfectly smooth and planar emission surface maintained at temperatures close to absolute 
zero. Such restrictions are generally difficult to meet in practice. The end result was that the 
field emission data collected in the various experiments, when plotted in FN coordinates
(
log
F 2
resembled the theoretical predictions but the values didn’t quite fit. The
F ,
theory would predict smaller values of the current than the ones obtained in reality. The 
reason behind this apparent inconsistency was soon to be found in the experimental setup. 
Instead of using the ideal arrangement of two parallel plates where one would be the 
emitting cathode and the other the anode, separated by a vacuum gap, researchers were 
using a more simple and economical approach of a metallic tip facing an anode. This 
method was by far more flexible for experiments since the anode to cathode separation 
could be controlled more accurately and the high levels of extraction fields would occur 
locally in the immediate vicinity of the tip while the voltage difference between the two 
electrodes was relatively low. This is obviously a well known electrostatic effect called 
field enhancement. In general, the electric field at the surface of a conductor (regardless of 
shape) varies inversely proportional with the local radius of curvature. Thus, for a field 
emitter of any shape placed in an electric field any sharp edge or protrusion and in general 
any irregularity from the smooth planar shape will enhance the local field, to a higher value 
than the one applied over the whole structure. The ratio between the absolute value of the 
local electric field at a certain point on the surface of the emitter and that of the applied 
electric field in vacuum is termed as field enhancement factor and is usually denoted by /?. 
The usage of the /? parameter in the FN theory can be roughly traced back to the work of 
Gomer [2] who introduced the notion of local electric field in the FN equation, thus 
distinguishing it from the macroscopic/applied field. The FN equation (the standard 
simplified form of Eq. (2.2.33) will be used here) was thus empirically modified as follows:
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(3.1.1)
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(3.1.2)
j :applied
It must be stressed at this point that the phenomenon of electric field enhancement on low 
radii of curvature regions is a purely electrostatic one that occurs whenever a sharp
be defined thus for any geometiy and is totally independent of the process of electron 
emission. Its usage in the FN equation is purely empirical and was introduced in order to
the FN theory and the experimental data and the actual description of the tunnelling 
mechanism. The use of the field enhancement factor is a simple electrostatic correction for 
the purpose of fitting the theoretical FN computations to the experimental data. The 
problem of computing the local extraction field at the emitter’s tip becomes especially 
critical for ultra-sharp cathodes like CNTs, which will be investigated in the next Sections 
of this Chapter. It is for this reason that the discussion in this Chapter will focus on the 
following electrostatic problem: finding the field enhancement factor at the tip of a CNT 
placed in a uniform electric field. A special model has been designed for the typical shape 
of a CNT and will be presented later in this Chapter. It is important to be pointed out that 
while the framework of the model is general and can be potentially used for finding the 
enhancement factor for different geometries, the assumptions and approximations used in 
the current model are valid for CNT type geometries and should not be used for other cases 
in its present form.
This Chapter will be structured as follows: firstly some of the existing theoretical 
models investigating the field enhancement factor are going to be discussed and compared. 
Next, the theoretical modelling of a CNT in a uniform electric field based on a sequence of 
charges approximating the tube’s electrostatic effect is presented. Two methods of 
computing the field enhancement factor will be introduced and compared: one using the
conductor is placed in an electric field. The field enhancement parameter exists and can
account for the difference in the values of the electric field in different regions of the 
experimental setup. It is important to distinguish between the need to obtain a correlation of
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aforementioned model and the other based on simulated data using the commercially 
available Simion 3D v.8 simulation software.
3.2 Overview of existing field enhancement models
Inspecting the FN formula for the emission current as a function of the applied field 
[1] one can only but ask why is there a need for modelling the emitter geometry and finding 
how this influences the electric field? The theory assumes a smooth planar emitter in a 
uniform electric field, which can only be produced by an equally smooth and planar anode. 
Why is there a need for the field enhancement then? The answer lies in the experimental 
studies on field emission performed in the 1930’s as Professor Takao Utsumi pointed out in 
his keynote address to the 3rd edition of the International Vacuum Microelectronics 
Conference [3], There have been two ways of approaching the study of the field emission 
phenomena depending on the specific systems: one was the so-called “point-to-plane” 
geometry, while the second one was the “plane-to-plane” geometry. The “point-to-plane” 
configuration had obvious advantages but it was the “plane-to-plane” geometry (the more 
difficult of the two from the experimental point of view) which generated the field 
enhancement debate. As it turned out, all the attempts to create smooth ultra-flat surfaces 
experienced the same experimental outcome: vacuum breakdown. This effect was lacking a 
reasonable explanation for many years. The existing FN theory was unable to predict the 
effect, until numerous experiments in the 1960’s concluded that ion bombardment on the 
electrode surface was creating whisker like structures. Such microscopic features 
experience far greater fields than the rest o f the electrode, thus initiating the breakdown [4, 
5]. The enhancement factor became therefore a critical parameter in the FN theory.
One of the purposes of this Section is to analyse and compare different theoretical 
models for finding the field enhancement factor for a specific geometry. To this purpose it 
is important to clearly state the problem to be solved. Consider two infinite conducting 
planes parallel to each other. One of the planes, which will be called the cathode, is 
grounded, while the other, called the anode, is kept at a constant voltage V. Perpendicular to 
the cathode there is a conductive feature shaped as a cylinder terminated smoothly with a 
hemisphere of the same radius, r0. This feature obviously represents a CNT in an actual FE 
setup. The described system is depicted in Figure 3.1 for more clarity.
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Figure 3.1: CNT on an infinite plane facing an anode. The height o f  the CNT is H and it is measured 
from the cathode to its tip. Radius o f  the CNT is r0 and the anode to cathode distance is D ( D :»  H
and D »  r0).
The height of the CNT is defined as the distance from its base to the tip and will be denoted 
by H, while the anode to cathode distance is D. Various models have been devised for 
different emitter geometries used in experiments and different numerical methods have also 
been used with little emphasis on the problem of a suitable generalisation. Forbes et al. has 
unified in a single paper [6] three of the simplest models for field enhancement which 
provide simple analytical formulas and have been widely used in the literature. These 
models will be thus the starting point for the overview in this Section and then a few others 
will be introduced. The mathematical details will be kept to a minimum and the focus will 
be on the methods and the final results. According to Forbes [6], the following three models 
can be referred to as the “simple models” since they were obtained analytically without 
complicated numerical methods: the hemisphere on a plane model, the floating sphere kept 
at the cathode plane potential (but without physically touching it), and the hemisphere-on- 
a-post model.
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This model simplifies the cathode as a conductive hemisphere of radius r0 on an 
infinite conductive plane facing an anode situated at some distance D away (Z) »  r0 ). An 
important aspect to be mentioned from the beginning is that this model presents little or no
3.2.1 Hemisphere on a plane model
geometry. The model can be used to some extent as a quality control for various theoretical 
and numerical models. The solution for this arrangement can be obtained analytically and 
the details can be found in the excellent textbook on electrodynamics by J. D. Jackson [7]. 
Using the image charge method, the electric field at the top of the hemisphere can be
From the definition o f  the enhancement factor o f  Eq. (3.1.2) it readily follows that, 
for r = r0 and 6  = 0 , the model gives:
the hemisphere.
3.2.2 Floating sphere kept at emitter plane potential without physical interaction
In this model the CNT is simplified to a sphere of the same radius r0, floating above an 
infinite cathode plane so that the distance between the tip of the sphere and the plane equals 
the height H  of the CNT. The sphere is maintained at ground potential but it is in no way 
attached to the cathode (the practical method by which the sphere can be maintained at 
constant potential is not important for the model). On top of the cathode, at a distance D 
away, there is an infinite planar anode with a constant potential V applied to it. The sphere 
can thus be regarded as a perturbation on the uniform electric field between the anode and 
the cathode, if the following conditions are satisfied D^>r0 and D »  H .
practical application to experiments since field emission devices are far from such a simple
obtained as a function of the applied uniform electric field F o ,  the radial position coordinate 
r and the angular departure from the symmetry axes 0, as follows:
F ( r , 6 ) = F0 i-t-—j -  cos<9.
. r ,
(3.2.1)
Ahemisphere = 3 (3.2.2)
As observed, there is no dependence on the anode-to-cathode distance or on the radius of
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Figure 3.2: Floating sphere model. The radius o f  the sphere is r0 and the distance between the 
cathode and the tip equals the CNT height H. -q, and q, are the charges o f  an induced dipole by the 
electric field and Q is chosen so that the overall potential remains unchanged.
The floating sphere model is illustrated in the Figure 3.2. The uniform field F0 created 
between the anode and the cathode generates the dipole (-q„ q,) inside the floating sphere, 
which will contribute to the field at the apex of the sphere by 2 F0 . In order to ensure that
the distribution of charges on the cathode remains unchanged, a charge Q is placed at the 
centre of the floating sphere and its image -Q is created through the cathode. The charge Q 
can be found by requiring that the potential given by the two charges Q and —Q on the 
floating sphere equals zero, that is compensates the perturbation potential between the 
centre of the floating sphere and the cathode. The perturbation potential can be 
approximated by —F0 ( / /  —r0) and the accuracy for the value of Q can be increased if a 
sequence of charges Qt is considered. The detailed derivation of the model is fully
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presented in Ref. [6] and will not be included here. The formula obtained from the floating 
sphere model for the field enhancement factor is given by the following equation:
H
P[floatingsphere ~ 2 . 5  4 . (3.2.3)
3.2.3 Hemisphere-on-a-post model
The hemisphere-on-a-post model is depicted in Figure 3.1 and represents a more 
realistic approach since it reproduces more accurately the experimental conditions. Latham 
[8] and Xu [9] detailed the hemisphere-on-a-post model which predicts for the 
enhancement factor the following formula:
TT
B —2 -\----- n  2 41r  hemisphere on post ' y y .^ .-r  j
ro
The merit of this particular expression is that, in the limit of high aspect ratios, the 
term 2 becomes negligible. This result is consistent with the findings of Vibrans [10]. 
Unfortunately, the formula obtained was not detailed in his 1964 paper further than 
mentioning that the calculations have been made with an IBM computer:
P “  —  - (3.2.5) 
ro
The Vibrans approach is the so-called [10] floating sphere model and the obtained 
correlation with the hemisphere-on-a-post model for the high aspect ratios has determined 
the use of Eq. (3.2.5) in the literature for quick estimation of the enhancement factors in 
experiments.
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3.2.4 Numerical approaches
The models presented above have been using various electrostatic methods and 
approximations in order to obtain analytical formulas for the enhancement factor as a 
function of some geometrical parameters. There is however another extensively 
investigated route: that of numerical simulations. Forbes et al. [6] pointed out two existing 
numerical approaches: the Kokkorakis-Modinos-Xanthakis (KMX) approach and the 
Edgcombe-Valdre (EV) model. The EV model [11] uses finite element analysis to obtain 
the potential and electric field surrounding a hemisphere on post geometry. Since this is a 
numerical method, no analytical formula is obtained except for a semi-empirical one, 
obtained from a fitting procedure. The field enhancement factor resulted from this method 
will be denoted fiEv and is given by:
' Pev = 1 *2
f  rr\09
2.15 + —
ro j
(3.2.6)
A more complicated approach to the problem of finding the enhancement factor of a 
CNT has been done by Kokkorakis, Modinos and Xanthakis [12]. They have simulated a 
S WCNT by a collection of touching spheres. Placing the new system into a uniform electric 
field, they were able to compute the potential and the electric field at any position using the 
principle of supeiposition. While this approach is unique in the literature (to the author’s 
knowledge), due to the complexity of the calculations involved, there is no analytical 
formula obtained for the field enhancement factor. Using a similar approach as the EV 
model, a semi-empirical dependence can be obtained by fitting the calculated data. The 
field enhancement factor in this case will be denoted by Pkmx-
/ \2
Pkmx =5.93 + 0.73— -0.0001 H_
V r o J
(3.2.7)
3.2.5 Comparison o f the enhancement models with independent simulations
So far, five models for calculating the field enhancement factor have been presented. 
Apart from the hemisphere on the cathode which gives a geometry-independent value for /?, 
the remaining four share an important resemblance: the field enhancement’s dependence on
Hcathode’s geometric parameters (II and ro) always appears through the aspect ratio — .
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CNT aspect ratio
Figure 3.3: The floating sphere (■), hemisphere on post (•), Edgcombe-Valdr£ ( A )  and 
Kokkorakis-Modinos-Xanthakis ( V )  models compared for the same range o f  aspect ratios.
Figure 3.3 shows the four model formulas compared on the same plot for a given range of 
aspect ratios. Two distinct trends emerge. The Floating sphere model and the hemisphere 
on post give very similar value for the enhancement factor, but this was to be expected 
since Eqs. (3.2.3) and (3.2.4) only differ by 0.5. The other two models appear to be well 
correlated for small values of the aspect ratio but the trends separate towards higher values 
of H/r0. Figure 3.3 is a very important analysis since all the models are used for the same 
purpose of finding the enhancement factor for a CNT placed in a uniform electric field. It 
seems that there is no clear rule as to which model should be used in a given situation. Even 
if the floating sphere and the hemisphere on post are in what it appears to be a good 
agreement, the values of fi differ greatly from the ones given by the EV and KMX models. 
In order to add an independent comparison factor and test which of the four models is most 
appropriate to compute the field enhancement factor, the calculated data in Figure 3.3 has 
been compared against independently obtained data using the Simion 3D simulation 
package. The geometry investigated in the simulation is the same as the one in Figure 3.1. 
The CNT is approximated by a cylinder terminated smoothly with a hemisphere of the 
same radius, perpendicular to a grounded planar cathode. The symmetry axis of the CNT is 
taken as the z-axis, with the positive sense pointing towards the anode situated at a distance 
D away from the cathode. The potential on the anode is fixed at a certain value V. The
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linear dimensions of the cathode in the xy-plane are much greater than the height of the 
nanotube and also D :»  H for all the simulated cases. The simulation program solves the 
Laplace equation for the electric potential in the specified geometry taking into account the 
boundary conditions at the cathode and anode. It is then possible to obtain the value of the 
electric field at any point in the system. Given these conditions, the same range of aspect 
ratios as the one in Figure 3.3, has been used in the simulations for three different radii of 5, 
7 and 10 nm.
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Figure 3.4: C o m p a r is on betw ee n the calculated data using the four theoretical mo de ls for 
en ha nc em en t and the independent Si mi on 3 D  simulation for the s a m e  range of aspect ratios.
Figure 3.4 shows the comparison between the calculated enhancement factor values using 
Eqs. (3.2.3), (3.2.4), (3.2.6) and (3.2.7), and the simulated values obtained using the Simion 
3D package. The results are puzzling to say the least. Not only is there no correlation 
between any of the models to the simulated values, but there is also another feature of the 
field enhancement dependence on the aspect ratio which is not included. The simulations 
show for the same aspect ratio, but for different radii, the value of the enhancement 
increases as the radius of the emitter increases3. Such an effect cannot be explained by any 
of the models presented before. Therefore, the question still remains, which of the four 
models can be used in practical situations, to evaluate the enhancement factor for a given
3 N o t e  that by  increasing the radius at the s a m e  aspect ratio m e a n s  using a taller tube.
_j . I . i  _____________ 3
50 100 150 200 250 300
CNT aspect ratio
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CNT? From what Figure 3.4 indicates, it is possible that none of the four models are 
appropriate for an accurate enhancement calculation for a CNT. Moreover, the different 
values of the enhancement factor obtained for the same aspect ratio but for different radii 
suggest that a simple polynomial function depending only on the aspect ratio of the 
structure may not be enough to calculate /?. The functions obtained from the numerical 
simulations in the EV and KMX models are the fitting functions of the simulated data. But, 
it is well known that any set of data can be fitted to some extent with a polynomial function 
of a certain degree. However, this does not necessarily mean conclusively that the expected 
dependence of the enhancement factor with the geometric parameters of the system should 
be in the form of a power series of the aspect ratio H  / r0. It is thus important to investigate
other methods for finding the value of the local electric field without considerably altering 
the shape of the structure.
3.2.6 Alternative computational methods for the field enhancementfactor
One of the first accounts of field enhancement calculations was that attempted by 
Dyke et al. in 1953 [13]. The method used in their paper is unique because, instead of 
idealizing the structure to facilitate the calculation of the electric potential and extraction 
field, Dyke and co-workers proposed such an approximate shape for the cathode that both 
approaches the original geometry of the emitter to be studied and allows for an analytical 
solution of Laplace’s equation. Such a solution generates low voltage equipotentials that 
closely follows the shape of the original structure. The limiting zero-voltage equipotential 
should actually be the very surface of the emitter. The basic principle of this method is that 
the better reproduced the boundaiy condition for the potential in a certain region, the closer 
to the real value is the computed potential in that region. In their original article, the 
investigated structure was a needle-shaped tungsten rod used for field emission experiments 
in a custom setup. Unlike the CNT, which can be viewed as a cylinder terminated smoothly 
with a hemisphere, the tungsten needles resembled a sphere-on-orthogonal-cone structure 
[13] (gray coloured in Figure 3.5). A distant anode kept at a constant voltage V was also 
included in the experimental setup but it is not shown in Figure 3.5. Instead, three 
equipotentials are drawn in distinct colours.
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Figure 3.5: Reproduction of the sphere-on-orthogonal-cone m o d e l  used b y  D y k e  et al. [13].
It was a fortunate coincidence that the problem of a sphere-on-orthogonal-cone in a 
uniform electric field has an analytical solution for the electric potential surrounding the 
structure [14]. The general solution of the Laplace’s equation in this case is given by:
V ( r v r2y+X }'o f (
dv
I
\ r"* J TF -v ,v  + 1;1;
1-cos# (3.2.8)
where r, 6 are the polar coordinates, V is the anode potential, d is the emitter-anode 
separation, r0 is the curvature radius of the tip in the direction perpendicular to the anode 
surface and F(a,b;c;x) is the Gauss hypergeometric function [15], while v is a real 
parameter. Once the electric potential was found at every point in the neighbouring space, 
the equipotentials (mainly those of lower voltage) follow closely to the shape of the original
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tungsten emitter4. The method implemented by Dyke et al. cannot be directly used for an 
ideal CNT since the solution becomes singular as the cone angle takes the value of 0. 
However, some variations of this approach will be used in later Sections of this Chapter.
Jumping now a few decades ahead, another distinct field enhancement model emerges. 
Jensen et al. have been investigating the contribution of the electron emission phenomenon 
to the dark (parasitic) current appearing in accelerators as a consequence of thermal field 
emission and its relation to field enhancement and heating in accelerators. This unwanted 
current is assumed to appear from microprotrusions formed in high-field regions of the 
apparatus. The model proposed by Jensen and co-workers uses a linear sequence of charges 
chosen so that the obtained equipotentials best approximate the shape of such a metallic 
microprotrusion. This approach is based on the fact that two charge distributions that give 
the same boundary conditions for the potential are electrically equivalent in the sense that 
they produce the same values for the potential in space [7]. The elementary image-charge 
method is a particular application of this principle. Jensen’s method allows a dynamical 
study of the emitter, in the sense that its height and tip radius can be varied independently. 
It was thus possible to explain the contribution of field emission to the dark current: if at a 
certain initial moment, a spherical microprotrusion is generated, the applied electric field 
will be enhanced by a certain factor at its apex. A field emission current will thus be 
initiated. The continuous application of intense electric fields and the increase in the local 
temperature, will determine the initial microprotrusion to rise in the direction of the electric 
field, further enhancing the applied field and increasing the emission current. This process 
continues until the melting point of the metal is reached and the protrusion disintegrates or 
the field emission current becomes large enough to achieve vacuum breakdown. An 
example of how an emitter can be constructed dynamically using a sequence of charges in 
shown in Figure 3.6.
4 M o r e  details o n  the m e t h o d  itself and the results can be found in Ref. [13].
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Figure 3.6: Creation of an emitter fr om an initial micro-protrusion in the point charge m o d e l  [16],
The method used by Jensen et al. seems somewhat similar to the simplifying methods 
for the electric field enhancement presented at the beginning of this section. However, such 
a method has the merit that it is simple enough to allow for analytical manipulation and if 
combined with the approach used by Dyke el al. can provide a more general model for 
finding the field enhancement factor for emitters of various (and why not, variable) 
geometries.
3.3 CNT modelling as a sequence of charge
Theoretical modelling of the extraction field at the surface of a very sharp cathode 
emerged as a necessity from the various limitations of direct numerical methods. Generally, 
numerical methods split the space around the cathode in cells where Laplace’s equation is 
solved with smooth connection boundary conditions. For a setup with a very sharp cathode 
and a very distant anode, the number of cells may easily become prohibitively high and any 
compromise in this respect may lead to suspicious results (e.g. smaller field values on the 
CNT tip than those on its sides). Yet, as emphasized in earlier Sections, the problem of 
computing analytically the local field enhancement is very challenging. One of the main 
difficulties is the lack of direct experimental methods of validation of a particular theory: 
this is about measuring the electric field around a nanoscale FE tip. Indirect methods, based 
on measuring FE currents from individual tips and comparing the values with theoretical 
evaluations (e.g. through FN formulas like Eq. (3.1.1)) bear the drawback of necessitating a 
precise knowledge of extra parameters like the work function. Such quantities, even when 
they are subject of dedicated measurements, reflect the properties of clean surfaces in 
almost zero-field conditions. However, in practical FE situations, particularly when using
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nanometre sized emitters like CNTs, these hypotheses are not realistic and therefore precise 
work function values are virtually unknown.
The theoretical models proposed by Dyke et al. [13] and Jensen et al. [16] served a 
specific puipose within the investigated experimental framework. The method of Dyke and 
co-workers is very useful in the case of conically shaped emitters terminated with a sphere 
since they can be approximated quite well with one of the equipotentials shown in Figure 
3.5. However, this model is veiy difficult to implement for an ideal CNT, which is the 
limiting case where the angle of the cone is zero. On the other hand Jensen et al. propose a 
method where the emitter is constructed of individual charges placed in succession at 
certain positions on the symmetiy axis of the emitter in order to account for the variation of 
its height over time (an example can be seen in Figure 3.6). This method proves to be very 
useful for explaining the initiation of the vacuum breakdown in a particle accelerator. When 
applied to a CNT of a certain height this model, like all the others that only calculate a 
value for the field enhancement factor, lacks a reliable correctness criterion. The model to 
be presented in this Section, which is devoted to CNT configurations, combines Jensen’s 
constructive procedure for an emitter with Dyke’s equipotential approach. As neither 
experimental nor direct numerical validation procedure is accurate, one of the key ideas is 
to verify the emerging results through the quality with which they satisfy a specific 
physically stringent condition. Thus, it is assumed that the CNT is a grounded conductive 
object whose surface should therefore be a zero-voltage equipotential. As the main interest 
zone is that in the vicinity close to the cap, the vanishing potential condition should be 
imposed mainly on the cap’s hemisphere. Once this boundary condition is satisfied one can 
be sure that, at least in the close neighbourhood of the cap, the resulting electric potential 
fits exactly the real case. The outcome is a procedure able to compute the enhancement 
factor of a CNT by reproducing the exact zero-voltage equipotential in the tip area which is 
a main focus for FE. From this viewpoint, the proposed method can be termed self­
validating. A similar technique was recently reported by Pogorelov et al. for the special 
case of an ellipsoidal emitter where a pure analytical approach is possible [17].
This Section will be structured as follows: the theoretical model will be introduced in 
detail starting with the position of the charges which approximate the CNT and followed by 
a method to obtain the values of these charges. A first approach of using this model to 
obtain correlation with various simulated scenarios will be introduced and followed by an 
optimisation method, which can be used to calculate the field enhancement factor 
independent of any simulation package.
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The proposed model is illustrated in Figure 3.1. A CNT of height AT (measured from 
its base to the apex) and radius r0 is perpendicular on a grounded infinite planar cathode. 
The model will initially consider that the CNT is surrounded by a uniform electric field F 
generated by an anode placed at a distance considerably farther away from the cathode, so 
that it can be considered as infinite. The influence of the anode proximity will be 
considered at a later stage and will be introduced into the calculations. A sequence of 
charges will be placed along the symmetry axis of the CNT, replacing its role as an 
electrode in the system. This model will be referred from now on as the sequence of 
charges model and will be abbreviated as SC.
The problem that must be solved is the following: find the number of charges and their 
magnitudes that must be placed on the symmetry axis of the initial CNT structure such that 
the 0 V equipotential obtained from this system of charges will best approximate the tip 
area of the initial CNT. The statement of this problem will be exemplified in the diagram of 
Figure 3.7.
3.3.1 Statement of the problem
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Figure 3.7: Transition f r om a C N T  structure to a sequence of charges o n  the s y m m e t r y  axis.
(Figure not d r a w n  to scale!)
3.3.2 Position o f the charges and the electrostatic potential
In order to initiate the model, the positions of the charges need to be specified. The 
simplest way to arrange the sequence of charges is to place them evenly separated between 
the cathode and the centre of the hemisphere. Therefore, for a fixed CNT height H  and a 
given number of charges N, the inter-charge separation on one side of the z-plane is given 
by:
dz = H ~ r° . (3.3.1)
N
The position of the charges can now be readily obtained as:
z(. = i dz, i = 1, N . (3.3.2)
According to Eq. (3.3.2) the last charge in the sequence will be positioned in the centre of
the hemisphere at the tip of the CNT. For reasons that will later become clearer, an extra
78
charge is needed just above the centre of the hemisphere at a distance zN+l = H — r0 + d , 
where 0 < d  <r0. Denoting the charges by qt, the images —qi can be constructed in the
grounded cathode plane in order to maintain its overall vanishing potential. The potential 
given by the sequence of charges thus formed, at a point outside the CNT surface can be 
easily obtained from the superposition of the potentials of each individual charge. Using 
polar coordinates, the following expression can be readily obtained as:
N+l n  N + 1
V (r ,z )  = -F 0 z + f i  / ' - ■ .........— -------  i t  . (3.3.3)
'=> 4 n s 0 J r 2 I (z - -z ,)2 '-1 4 ^ s 0 f 2 + (z  + z,)3
From now on, equations like the one above will be common in this model, therefore it is 
common practice to normalise the quantities involved in order to simplify the calculations.
H  z. z d
The following notations are thus introduced: A — — , <£,-= — , <£ = — and o = — .
*0 r0 *0
Similarly the potential and the charges can be reduced as follows:
T}(p,C) = V ^ ) . (3.3.4)
V o
and
A = -  %— rr. (3.3.5)
Eq. (3.3.3) can thus be transformed as follows:
N+ 1 o iV+1 p
rr~/r I 2 /I 7 “^* (3,3,6)'-1 y p  '-1 y p  + (C + C )
The unknowns in Eq. (3.3.6) are the charges = I,N + l and in order to find them, the 
following set of conditions may be imposed on Eq. (3.3.6):
n(UCl) = 0,fori = l,N 
77 (0, A) = 0, for  i = N + l
As it can be seen, the N charges arranged on the CNT symmetry axis provide N points on 
the CNT’s lateral surface where the potential will be conditioned to vanish. However, as
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already stated, the region o f  m o s t  interest in the F E  process is the C N T  cap. Particularly, 
the tip point sh ou ld h a v e  a vanish ing potential. T his condition ca n n o t  b e  a s s u m e d  w i t h o n ly 
the N c harges b e l o w  the cap. Therefore, a n  extra c h ar g e should b e  placed a b o v e  the 
h e m i s p h e r e ’s centre in order to ensure that the calculated potential will va nish at the tip o f  
the C N T .  T h e  s c h e ma t i c in Figure 3.8 s h o w s  h o w  the zero equipotential constructed f r o m  
Eq. (3.3.6) best a p p r o x i m a t e  the surface o f  the C N T .
2 A
region where fee electrostatic 
potential formula is valid
.  \  N*1
« r  image charges
• J
Figure 3.8: An exaggerated view o f  the CNT and the sequence o f  charges on its axis (red dots). The 
points where the electrostatic potential is zero are marked by blue dots.
A  question m a y  arise in this respect: w h y  not use several c harges in the c a p  to i m p r o v e  the 
coinci denc e o f  the zero-voltage equipotential to the C N T ’s c a p ?  V a r i o u s  attempts h a v e  
s h o w n  that a single c h a r ge placed conveniently in the c a p  p r ov e s v e ry  effective in obtaining 
a n  a l m o st spherical zero-voltage equipotential that fits r e m a r k a b l y  well the C N T ’s cap.
A s  the o p t i m u m  c h ar ge configuration is co nsider ed to b e  the o n e  w i th  the zero-voltage 
equipotential closest to the c a p ’s he mi sp he re ,  the n u m b e r  o f  ch ar ge s in the cylindrical b o d y  
a n d  the position o f  the extra-charge in the c a p  c a n  b e  varied so as to obtain s u ch  a best fit. 
Further c o m p u t a t i o n s  o f  the electric potential a r o u n d  the c a p  are co nsider ed to pr ovide best
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approaches to the real situations and the extraction field on the tip can then be easily 
obtained and therefore the enhancement factor5.
3.3.3 Calculating the enhancement factor
In order to calculate the enhancement factor, the electric field at the tip of the CNT has 
to be determined. Taking z-component of the gradient of Eq. (3.3.6) and computing it 
forr = 0, the absolute value of the electric field along the CNT axis is readily obtained as:
y+i 4 / r
? ( 0 = 1+2 X  2 2-1* ■ (3-3-8)
'=> [ Y - Y ]
, ,  f U )
where (pyQ) = —-—- .  The enhancement factor can now be obtained if Eq. (3.3.8) is 
Fo
evaluated for C, = A :
4  A Y
+ (3-3-9>/=1
The formula for the enhancement factor in Eq. (3.3.9) is the most important result of 
the semi-analytical method for the electrostatic analysis of single conductive CNTs subject 
to uniform electric fields consistent to the FE process. According to this model, the 
obtained enhancement factor is a function of two constructive parameters of the charge 
system built up to mimic the electric potential around the CNT cap. These parameters are 
the number of charges in the CNT’s cylindrical body, N, and the position d of the charge 
placed in the cap. In principle, one should search for an optimum enhancement by varying 
those two parameters. In order to formalize this problem, a specific quantity to be 
optimized should be defined. It is thus proposed here for this role, the measure of the 
geometrical departure of the zero-voltage equipotential in the cap area from the 
hemispherical shape of the cap. More precisely the following quantity is required to be 
minimised:
5 It is important to observe that this condition refers to the potential outside the C N T  surface. Since
the C N T  is replaced b y  a sequence of charges o n  its axis, the potential in Eq. (3.3.6) will have zero
values inside the region w h i c h  is the inside of  the C N T .  H o w e v e r  if one uses the C N T  surface as a
restriction o n  the values o f  the coordinates (p,0, Eq. (3.3.6) can be used to approximate the exact
electrostatic potential outside the C N T  surface, w h i c h  is the region of m a i n  physical interest.
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sc = — max|z0 ( r ) - z c (r)|, (3.3.10)
'0
where z0 (r ) and zc (r) are the longitudinal cross-sectional profiles of the zero-voltage 
equipotential and the CNT’s surface, respectively. After many trial computations it was 
revealed that the actual dependence of sc on the position d of the uppermost charge is very 
weak. Therefore, it is indicated as a practical route to save computing time to set this value
to d = -A and vary the number of charges N in order to minimise Eq. (3.3.10). Therefore
once a value for N is found so that Eq. (3.3.10) has a minimum then the enhancement factor 
is calculated using Eq. (3.3.9).
3.4 SC model results and comparison to simulated data
The SC model described in the previous Section will be now analysed and compared 
against simulated data and the existing enhancement models. However, before any results 
are presented, there are some important points that need clarification regarding the 
simulation package used and its reliability. As mentioned previously in this Chapter, the 
CNT structure sitting perpendicular to a grounded cathode and facing a distant anode has 
been approached numerically using the Simion® simulation package. The program uses a 
geometry file as input data, where all the electrodes in the system are described in terms of 
location and geometrical dimensions. The cylindrical symmetry of the system is also an 
important factor to be used for the present simulations since it simplifies the geometry files. 
After the geometry file is loaded into the simulation program, there is a refining step which 
splits the volume of the system into a grid (or a mesh) and then the Laplace’s equation is 
solved in every cell so that the overall solution is smoothly continuous at all boundaries. As 
a result of this grid creation process, the surface of the CNT tip is not a smooth spherical 
surface anymore.
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Figure 3.9: Screen shot of the Simion w o r k b e n c h  s h o w i n g  a C N T  of 35 0 n m  height and 7 n m  radius.
T h e  inset s h o w s  a detail of the C N T  cap.
Figu re 3.9 s h o w s  a  screen shot o f  the S i m i o n  interface w i t h a C N T  o f  3 5 0  n m  height a n d  7 
n m  radius. T h e  a n o d e  is not included in the picture but it is contai ned in the w o r k s p a c e .  T h e  
inset o f  the picture s h o w s  the detail o f  the C N T  cap. A s  it c a n  b e  seen, the surface is 
a p p r o x i m a t e d  b y  a series o f  sq uare blocks. It is this feature o f  the simulation p a c k a g e  that 
creates the largest i n d e te r m in a c y in the electric field values o n  the tip region. T h e  electric 
field will increase f r o m  a  m i n i m u m  va lu e in the centre o f  the tip to a cons iderably larger 
value at the sharp e d g e s  created b y  the grid. T h i s  is o b vi o u sl y  a m a j o r  i m p e d i m e n t  w h e n  
analysing small structures a n d  b e c o m e s  v e r y  import ant w h e n  m o d e l l i n g  data are c o m p a r e d  
against the simulated data. H o w e v e r ,  the results presented in the previo us Section in Figure 
3.4 r e m a i n  valid, at least in their trends. T h e  a n o m a l o u s  b e h a v i o u r  o n l y  s h o w s  that, 
d e p e n d i n g  o n  the simulation p a ck a g e, different results c o ul d b e  obtained regarding the 
s a m e  p r o b l e m  a n d  therefore care m u s t  b e  ta ke n w h e n  s u c h  data is u s e d  in real experimental 
pr ob le ms .
Similar care m u s t  b e  o b s e r v e d  w h e n  trying to validate a  certain analytical m o d e l  
t h r o u g h  c o m p a r i s o n  o f  its results w i th those obtained b y  other simulation packages. A  
m u c h  m o r e  reliable option for s u c h  a validation w o u l d  b e  to evaluate the a c c u r a c y  o f  
p r o d u c i n g  physical b o u n d a r y  conditions, at least in areas o f  m o s t  interest, w h e r e  the 
solution n e e d s  to b e  m o r e  precise. A s  stated before, o u r  current focus is the close vicinity o f  
the C N T  cap. Co rres po n d in gl y, the m o s t  stringent b o u n d a r y  condition is the va ni sh in g o f  
the potential o n  the tube surface in the c a p  region, m a i n l y  o n  the he m i s p h e r e .  A t  a first
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stage, a visual inspection of the zero-voltage equipotential may help evaluate the model’s 
accuracy. This is illustrated in Figure 3.10a), where the electrostatic behaviour of a CNT, 
350 nm long and 7 nm radius (shown in black) is presented. This is the same CNT as in 
Figure 3.9. The anode has a potential of 300 V and is placed 10 pm away from the cathode 
plane. It can be seen that the zero-voltage equipotential (blue dots), corresponding to the 
optimum parameter, ec defined in Eq. (3.3.10), is almost overlapping the CNT surface down 
to several tens of nanometres below the cap. Two more equipotentials have also been 
plotted: 0.63 V (in green) and 1.05 V (in red). One may note here a fact that will be 
confirmed further in the next Chapter through a different approach, namely that the 
equipotentials are rather equidistant over most part of the cap’s hemisphere. This means 
that the electric field on the cap’s surface is almost homogeneous, which is a characteristic 
of ultra-sharp features. For the case considered in Figure 3.10a) there have been used a total 
of 187 charges placed equidistant to each other on the CNT axis, except for the last one 
which was placed at a distance r0 /  2 inside the CNT cap. Given this system of charges the
optimum parameter was calculated to be sc = 0.024 and the value of the enhancement
factor was f3 -  40.534.
The Simion simulated equipotentials are also very important to be visualised since 
they provide insight into the quality of the simulated data. Figure 3.10b) shows the 
simulated equipotentials using the Simion package for the same tube considered with the 
SC model. As can be seen, there is an excellent agreement with the simulations, the 
equipotential lines being correctly drawn. However, a major difference occurs at the zero- 
voltage equipotential.
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simulated equipotentials for the s a m e  C N T  using Simion. T h e  C N T  is 3 5 0 n m  tall, has a 7 n m  radius 
and its frame is s h o w n  in black. T h e  scattered blue points represent the 0 V  equipotential, while the 
blue and red lines are the 0.63 V  and 1.05 V  equipotentials, respectively. A s  the s a m e  problem w a s  
treated with Simion, similar colour coding w a s  used for the equipotentials in the right panel.
As indicated previously the method used by the Simion package to approximate the 
CNT tip brings a certain level of inaccuracy in the value of the electric field at the tip. This 
can be clearly seen from the shape of the 0 V equipotentials which follows the jagged 
contour of the CNT tip. For this reason, the simulated values of the electric field at the tip 
of the CNT and consequently the corresponding values of the enhancement factor will not 
be used as a strict benchmark for the calculated values using the SC model. Figure 3.11 and 
Figure 3.12 present similar computations performed on tubes of other diameters and of the 
same height as before and placed under the same potential. It may be seen that thinner tubes 
tend to concentrate the equipotentials in a smaller volume, while thicker ones tend to 
“repel” the constant-voltage diagrams. This corresponds to the expected outcome that the 
electric field is higher on thinner tube caps and smaller on thicker ones.
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Figure 3.11: Equipotential lines surrounding the C N T  calculated using the S C  m o d e l  a) and the 
simulated equipotentials for the s a m e  C N T  using Simion, b). T h e  C N T  is 350 n m  tall, has a 5 n m  
radius and its frame is s h o w n  in black. T h e  scattered blue points represent the 0 V  equipotential, 
while the blue and red lines are the 0.63 V  and 1.05 V  equipotentials, respectively. A s  the s a m e  
problem w a s  treated with Simion, similar colour coding w a s  used for the equipotentials in the right
panel.
F o r  the case co nsider ed in Figure 3.1 la) there h a v e  b e e n  u s e d  a total o f  2 7 6  charges, placed 
equidistant to e a c h  other o n  the C N T  axis, e xcept for the last o n e  w h i c h  w a s  placed at a 
distance r0 / 2 inside the C N T  cap. G i v e n  this s y s t e m  o f  c harges the o p t i m u m  pa r a m e t e r
w a s  calculated to b e  e c =  0 . 0 2 4  a n d  the value o f  the e n h a n c e m e n t  factor w a s  /3 =  5 3 . 2 6 5  .
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simulated equipotentials for the s a m e  C N T  using Simion, b). T h e  C N T  is 3 5 0  n m  tall, has a 10 n m  
radius and its frame is s h o w n  in black. T h e  scattered blue points represent the 0 V  equipotential, 
while the blue and red lines are the 0.63 V  and 1.05 V  equipotentials, respectively. A s  the s a m e  
proble m w a s  treated with Simion, similar colour coding w a s  used for the equipotentials in the right
panel.
M o r e o v e r ,  in the case co ns id er ed in Fi gure 3.12a), a  total o f  135 equidistant c harges h a v e  
b e e n  used. A g a i n  the last o n e  w a s  plac ed at r0 / 2  inside the C N T  cap. T h e  o p t i m u m
p a r a m e t e r  w a s  s c = 0 . 0 2 1  a n d  the va lu e o f  the e n h a n c e m e n t  factor J3 = 2 9 . 9 4 1 .
H a v i n g  established that the m o d e l  correctly re pr o d uc e s the C N T ’s g r o u n d e d  surface,
the e n h a n c e m e n t  factor d e p e n d e n c e  o n  the aspect ratio (defined as A  =  —  earlier in the
ro
text) will b e  inspected for the three different cases u s e d  at the be g i n n i n g  o f  this C h a p t e r  (i.e. 
r0 =  5, 7 a n d  10 n m ) .  A s  o b s e r v e d  in Figure 3.13, there is a linear d e p e n d e n c e  o f  the 
e n h a n c e m e n t  factor o n  the C N T  aspect ratio w h i c h  c o n f i r m s  all the earlier m o d e l  
predictions. Also, similar to earlier results, it a p pe ar s to b e  a  strong d i s a g r e e m e n t  b e t w e e n  
the p r o p o s e d  m o d e l  a n d  the simulations p e r f o r m e d  w i t h the simulation pack age. T h e  
e n h a n c e m e n t  factor o n l y  d e p e n d s  o n  the aspect ratio but there is n o  d e p e n d e n c e  o n  the 
radius as it w a s  su gg e s te d  in Figure 3.4.
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Figure 3.13: Enhancement factor dependence on the CNT aspect ratio for three different tube radii.
T h e  three cases h a v e  b e e n  plotted o n  separate gr ap hs  b e c a u s e  there are o n ly m i n u t e  
differences b e t w e e n  e a c h  case w h i c h  are s h o w n  in F i g u r e  3.14.
CNT aspect ratio A
Figure 3.14: Relative differences between r0 = 7 and 10 nm with respect to r0 = 5 nm.
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The main conclusion which can be drawn from Figure 3.13 and Figure 3.14 is that although 
the dependence of the enhancement factor on the CNT aspect ratio given by Eq. (3.3.9) 
may seem quite complicated, the data in Figure 3.13 can be fitted by a linear equation. 
Using the fitting procedure from the data manipulation software Origin®, one can easily 
find the following dependence:
Paprox(A) = 12.38 + 0.61 A . (3.4.1)
It is important to reiterate how the above equation was obtained since it is most likely that 
an equation like Eq. (3.4.1) will be preferred when for experimental use instead of the more 
complicated general form given by Eq. (3.3.9). Thus, in order to obtain the fitting formula 
in Eq. (3.4.1) the following steps have been taken: 1) the number of charges in the
dependence /? (A) given by Eq. (3.3.9) was obtained so that the quantity defined in Eq.
(3.3.10) has a minimum; 2) using the obtained number of charges, the value of the 
enhancement was computed by using again Eq. (3.3.9). The two steps have been repeated 
for every value o f the aspect ratio to construct the diagrams in Figure 3.13. Therefore, the 
approximating formula of Eq. (3.4.1) is only valid for the range of aspect ratios used in 
Figure 3.13. For aspect ratios outside this range the values of the enhancement should be 
calculated using the two steps described above.
A final point on the presented model would be the comparison with the existing 
enhancement models introduced at the beginning of this Chapter, which is synthesized in 
Figure 3.15. The range of aspect ratios is the same as before.
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Figure 3.15: Comparison between the existing enhancement models, the Simion simulation data and
the presented SC model.
A s  expected, the simulated values o f  the e n h a n c e m e n t  co ul d not b e  m a t c h e d  b y  the S C  
mo d e l .  Rather, the S C  a p p r o a c h  is in reasonable a g r e e m e n t  w i th the existing e n h a n c e m e n t  
mode ls . M o r e  precisely, the E d g c o m b e  a n d  V a l d r e  [11] m o d e l  is the closest to the 
presented S C  m o d e l  (less than 5 %  difference). Th is fact sho u ld b e  interpreted as serious 
w a r n i n g  against the use o f  a n y  simulation p a c k a g e  for precise results o n  C N T  e n h a n c e m e n t  
factors. In the s a m e  context, it m a y  b e  c o m m e n t e d  that the m e t h o d  introduced b y  D y k e  a n d  
D o l a n  [13] a n d  u s e d  in both the S C  a n d  E V  m o d e l s  is the correct route to take w h e n  
calculating the electric field outside the surface o f  the C N T .  H o w e v e r ,  the difference 
b e t w e e n  the E V  m o d e l  a n d  the m o d e l  in this C h a p t e r  is v e r y important: unlike the E V  
m o d e l  that n e e d s  an  external validation procedure, the SC approach includes a self­
validation procedure. Indeed, m i n i m i s i n g  Eq. (3.3.10) in this m o d e l  ensures that the 
o p t i m u m  electrostatic potential is u s e d  w h e n  c o m p u t i n g  the electric field (and ultimately, 
the e n h a n c e m e n t  factor) t h ro u g h (3.3.8).
S im io n  3D sim ulations  
—O —  r0 = 5 nm  
— r0 = 7 nm  
—A — r = 10 nm
Theoretical and numerical models 
— Floating sphere 
—• — Hemisphere on post 
—a— EV model 
— KMX model 
■ SC model
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3.5 Conclusions
In this Chapter the field enhancement of an isolated conductive CNT placed in a FE 
configuration has been analysed. After presenting the main analytical or semi-analytical 
models existing in the literature, a critique has been raised on the direct numerical methods 
of the most simulation packages when applied to this particular case. A new semi-analytical 
model using a sequence of point charges to replace the CNT has been proposed. The new 
method is able to provide veiy accurate overlapping between the computed zero-voltage 
equipotential and the CNT surface, in a consistent region near the CNT’s cap. The 
maximum departure between these two surfaces can be minimised with respect to the 
number of point charges for eveiy given aspect ratio of the tube, thus providing a self­
validating criterion for the model. The possibility for such a validation makes a clear 
difference between the proposed model and the approaches to date in the literature. 
Comparison of the new method with the main existing models shows reasonable 
agreement
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Chapter 4
4. Field emission from a single CNT under high extraction fields
4.1 Introduction
Field emission theory has been the subject of intense research, which generated a large 
quantity of publications and numerous books, in the years following its introduction and the 
first comprehensive explanation for this complex physical phenomenon. Fowler and 
Nordheim published in 1928 their seminal work [1] where they showed how the field 
emission current depends on the electric field applied to a flat metallic cathode, provided 
that a number of stringent approximations are met. The core to the new theoiy was the 
newly discovered quantum mechanical concept of tunnelling, which was quickly adopted 
and used in many areas of theoretical and applied physics. In Chapter 2 the general theory 
on quantum tunnelling was introduced using the ideal example of the rectangular potential 
barrier (See Figure 2.1). It has been shown that in order to obtain meaningful information 
with regard to a system where electrons tunnel from one region of the system to another, 
the tunnelling coefficient must be obtained and then used to compute a physically 
measurable quantity such as the electron emission current. The wide spread theoretical 
approach in the specialised literature is to consider every studied system from its one 
dimensional (ID) equivalent energy diagram (see Figure 2.5 in Chapter 2). The use of this 
approximation enables one to define and obtain the transmission coefficient associated to 
the studied system. It is important to note that the definition of the transmission coefficient 
for a ID system is given in terms of an essentially vector quantity, namely the probability 
current density, of the incoming and outgoing electrons:
j t ID  _  7 outgoing ^  j  ^
-/incoming
The definition in Eq. (4.1.1) is only valid for the ID case, since the probability current 
density vectors will have the same direction thus allowing one to consider the ratio between 
their modules. Such an approach was veiy useful to obtain reasonably accurate and quick 
results on device systems built from bulk materials. However, advances in technology and 
manufacturing techniques have created new materials with field emission properties that 
can no longer be analysed from the perspective of a bulk structure. Perhaps, one of the most 
intriguing of the new materials are carbon nanotubes (CNT) which are long (a few microns)
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cylindrical structures made of covalently bound carbon atoms, often (but not always!) 
terminated with a hemispherical cap. Field emission experiments performed on these new 
materials uncovered several different peculiarities which cannot be explained using the 
current approach on electron field emission. Some of these peculiarities include the 
appearance of ring shaped images obtained from single walled CNTs [2, 3] and the discrete 
emitted electron energy distribution spectra [4-9].
The current Chapter aims to develop a different approach to the current field emission 
theory from CNTs in order to explain such peculiarities. In the following Sections, a two 
dimensional (2D) model for the CNT is introduced and the electron behaviour in such a 
system is studied. A model for the potential energy outside the CNT cap surface is further 
introduced. Using this potential energy model in order to exemplify the method, the 
Schrodinger equation is solved in the exterior of the CNT and the solution is then 
connected to the 2D solution of the electrons on the CNT surface. A field emission formula 
is then obtained followed by a detailed study of the presented method.
4.2 The CNT as a 2D surface 
4.2.1 Physical model
The present study focuses on modelling the behaviour of a single electron on the 
surface of an ideal CNT. The following picture will be used as a foundation for the more 
elaborate field emission model to be introduced at later stages in this Chapter. The entire 
field emission approach relies on a continuous one-particle approximation, the electron 
being considered as a quasi-free object evolving on a strict two-dimensional manifold 
shaped as a cylindrical sheet of length L, terminated smoothly by a hemispherical cap of 
radius r0. The CNT’s symmetry axis serves as the z-axis of the system with the origin at the 
centre of the hemisphere and with the positive sense towards the vacuum. A sketch of the 
physical setup is given in Figure 4.1 (all the dimensions are exaggerated for visual 
purposes).
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CNT with 
hemispherical cap
Figure 4.1: Sketch of the 2 D  C N T  m o d e l  facing a distant anode. T h e  C N T  radius is r0 and its length
L is not depicted in full.
T h e  position p a ra m e te r s o n  the C N T  sheet are the angles o f  a z i m u t h  0  a n d  the 
elevation 6, f r o m  the z-axis, as well as the z-coordinate. T h e  cylindrical s y m m e t r y  o f  the 
s y s t e m  restricts the electronic w a v e  function a z i m u t h  d e g r ee o f  fr e e d o m ,  so that the quasi- 
free electrons e v ol v e in essentially a o n e - d i m e n s i o n a l  ( I D )  potential e n e r g y  we ll6. F o r  
c o m p u t a t i o n a l  c o nv en ie nc e, the d e p t h o f  this well f r o m  the v a c u u m  level will b e  d e n o t e d  
byW 0 + % , w h e r e  W0 is the c h e m i c a l  potential o f  the quasi-free electron ga s (relative to the
b o t t o m  o f  the well) a n d  x  is the C N T - v a c u u m  barrier height. T h e  origin o f  the e n e r g y  scale 
is taken at the F e r m i  level, so that the potential e n e r g y  o f  the quasi-free electrons will b e  
c o ns id er ed at a n  overall position-independent va lu e o f - W 0 [10]. Si nc e the current Section 
o n l y  deals w i t h the evolution o f  the electrons o n  the 2 D  surface o f  the C N T ,  the position o f  
the a n o d e  will not b e  taken into consideration, but will b e  introduced in the later Sections 
w h e n  the v a c u u m  p r o b l e m  will b e  addressed.
6 T h e  potential energy is independent on  the azimuth coordinate. A n  important distinction should be 
m a d e  be tween the 2 D  character of the electrons due to the restrictions im po s e d to the C N T  surface 
and the I D  potential energy w h i c h  binds t h e m  to the surface of the C N T .
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4.2.2 Solution of the Schrodinger equation on the 2D CNT surface
The surface of the CNT can be divided into two regions, the cylindrical body and the 
hemispherical cap. Separate solutions for the Schrodinger equation can be obtained and 
then be smoothly connected at the interface (marked by the red line in Figure 4.1). It is 
important to reiterate once more that this model is based on the independent electron 
approximation and more complex interactions such as the electron-plasmon interaction will 
not be considered. On the first region cylindrical coordinates will be used and for the 
motion on the cap spherical coordinates are needed. Taking into account that the origin of 
the system is in the centre of the hemispherical cap, the general form of the Schrodinger 
equation for a single electron in the first region can be written as follows:
_ _ A _ y2 \y ^  z ) _  w  <fr,z) = E T c (r , ft», z) (4.2.1)
2  m
where m* is the effective mass of the electron and is taken at its value in graphite 
m -  0.057 m0. The subscript c in the solution refers to the cylinder region and E is the 
electron energy. Taking into account the 2D restriction of the electronic motion, the 
Laplacian operator becomes [11]:
V 2 = ^ - ^ tT + -TT- (4.2.2)
i a2 _a2
r02 o<fl dz2
Using the method of the separation of variables in Eq. (4.2.1), the following set of 
equations for each coordinate can be obtained:
d f  h1 K ’
and
^ L ) + ^ - ( £  + r o - A ) Z ( z )  = 0, (4.2.4)
where X is a positive constant (otherwise the angular part o f the solution would either 
exponentially increase or decrease with 0) which remains to be determined at a later stage. 
Making convenient notations for the constant coefficients we have the following solutions:
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® (0 ) = - /= e x p ( !£ ^ 0 ) ,  (4.2.5)
y  2 jt
where and
Z (z ) = A exp [i Qj z ) + B exp( - /  Q c2 z ) . (4.2.6)
2 mIn Eq. (4.2.6) A and B are constants to be determined and Clc2 = J - —f - (E  + JV0 -  A) . The
solution obtained in the above equation is valid only if E > A —W0 and the case when the 
electron energy is smaller than A — W0 will be discussed at a later stage. Combining Eqs.
(4.2.5) and (4.2.6) the solution of the Schrodinger equation for the cylindrical body can be 
obtained as follows:
(z ,(f) = exp (i Q fz^ + B exp( - / Qf z ) j -J = e x p (z  Qf cf}. (4.2.7)
' \l Zj ft
The next region where the Schrodinger equation has to be solved is on the 
hemispherical cap of the CNT. Use will be made of spherical coordinates in this region, 
with the origin set again at the centre of the hemisphere. The general form of the equation is 
as follows:
_  J L  ( r ,9 ,0 ) -W g { r ,0 4 )  = E V S { r , 0 4 ) . (4.2.8)
2 m
The subscript s in the solution refers to the spherical region and E is the electron energy. 
Using the same restrictions for the electron motion on the 2D manifold the Laplacian 
operator now has the following form:
V2 = —2r :
1 d
sin# 80
sin#—  +
36 J sin2 6  d<j>
(4.2.9)
Eq. (4.2.8) can now be rewritten using the square of the angular momentum operator i f  
and it becomes:
Z2 Y , { 0 4 )  = 2m r,(E + fF0) 'F s { 9 4 ) .  (4.2.10)
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The solutions to Eq. (4.2.10) are the eigen-vectors of the Z? operator, namely the spherical
I 1 (1  + m) ^
harmonics Y ,m ( 8 , 0 )  =  _ - j j i f ( c o s 0 )® ,„  ( j i ) ,  in their normalized form.
/}m (x) are the associated Legendre functions normalized on the interval (0 ,l) , / and m
are integers such that I = 0,oo and m = - / , / .  The solution of the Schrodinger equation on 
the hemispherical cap of the CNT will be:
(v )  = c I j N  i f  (cos 0) («>), 0 E E (0,2 * ) .  (4.2.11)
2 /
where C is a constant to be determined and <X>m (0) = —i l _  exp . A useful change
•v/2^ -
of variable can be performed to transform Eq. (4.2.11) as a function of the z coordinate,
z
rQ
cos G =
rn
I 1 (I + 171V  (  Z
’* ' • = c pi^  7 J ° ” W ’ z e (_ £ ’ 0)5?> e (°>2;r) -(4-2-12>
Using the properties of the angular momentum operator, the values of the electron 
energy can be obtained from Eq. (4.2.10) since:
2m r02(E+W 0) = h21(+).4.2.13)
Hence, the discrete energies of the electron on the 2D hemispherical shell are given by:
E , = - K - j l ( l + \ ) - W t .(4.2.14)
2  m r0
At this point Eqs. (4.2.7) and (4.2.12) represent separate solutions of the Schrodinger 
equation on the cylindrical body and hemispherical cap, respectively. In order to have a full 
description of the evolution of an electron on the CNT, one must connect the two solutions 
at the interface of the two regions. As a first observation, the overall cylindrical symmetry
of the system requires the functions <D (0) and (0) to be equal at the interface, which
gives the constant X of the Eq. (4.2.5):
98
yyt fd
X = (4.2.15)
2 m rQ
Since the CNT is modelled as a defect-free 2D manifold, the energy of the electrons 
should have the same value (for a given state), regardless of their presence on the CNT’s 
body or on its cap. Thus, Eq. (4.2.14) actually sets the values of the allowed energies on the 
CNT. Before proceeding with the typical connection formulas for the two solutions of the 
Schrodinger equation, there is a further observation to be made: using Eq. (4.2.15), the 
restriction for the validity of Eq. (4.2.6) becomes:
2 4-2m n
E , > - ^ - W a. (4.2.16)
2  m rn
The constant exponent in Eq. (4.2.6) will now be an (/, m) dependent quantity:
+ 1 ) - * 2 • (4-2-17)
The alternative situation where:
2 *2
(4-2-18)
2  m r0
would lead to a non-oscillating solution. Also, using Eq. (4.2.14), the following relation 
would follow:
/ ( /  + !) < m\l = 0,oo,m = - / , / ,  (4.2.19)
which is opposite to the requirement that - I  < m < l . Thus, a second non-oscillating 
solution on the CNT body is ruled out.
The solutions obtained for the two regions of the CNT have to be connected at the 
interface between the cylindrical and spherical shells. Therefore the following set of 
equations must be satisfied:
= (4.2.2°)
and
g g J M l (4.2.2!)
8z ,-o &
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Using Eqs. (4.2.7) and (4.2.12) to expand (4.2.20) and (4.2.21) the following system of 
equations is obtained:
j 4 + b = c ] — 1 f + ” l|! jy*(o)
; n , „ ( A - B ) = 9 -  F I  / +w|! ( i f  (o))'
• v ’  r0 y 2 / + 1 ( l - m )\'  ' v ’ >
Making use of the properties of the associated Legendre functions [12]: 
/T ( 0 ) # 0 , ( i f '( 0 ) ) '= 0 ,  l + m = even
4
Ptm (0) = 0, [p;n (0))' *  0, l + m = odd
(4.2.22)
(4.2.23)
One can then obtain the expressions of the undetermined coefficients A and B in terms of 
the third undetermined coefficient C:
A = B = C \ j - p » l P r {  o), 
2 V 2 1  +  1 ( l - m ) !  ' K '■
I+ m = even (4.2.24)
and
A = —B = (JT (o )) ' l + m = od d . (4.2.25)2 /Q /w r0 'y 2 / + 1 (l-m )\
The prime on the superscript of a function symbol means its derivative with respect to its 
argument. Thus, the function of Eq. (4.2.7) becomes:
Xj/cv“  ( ? 4 )  = C P"‘ (0) M cos (Q/,» 2)> (4.2.26)
“ (z,^) = c  I (°)V <&.w sm n^ ' - " ^ ,/ + m = odd• (4.2.27)
The normalization condition on the whole CNT can be used to find the last constant 
that is now common on both regions of the CNT:
Taking into account the parity of / + m we can now write the values of the constant C:
s~teveu _ 1Ti’-^ji<N 1
ro (/ + "0! Uf(#,”(o))2r ] sta(20, Vv 2 £\„, L  J
,l + m = even >
and
s~iodd t
r0 (t + m)l
L
i 
i
o
'
7
7
i 
irn t  ■ - 
0 2 Q2 r2l,m r0
,l + m = odd
x sin (2 Q,tmL)
1 L
Using the more compact notation:
~
1 +
sin(2Q „„ L) 
2 0 , Ll,m j
1 + •L
( P f (  0))'
2
A
2 y^'0 O ?, Y
j sin(2Q / , „ l )  
^ Ql,m L
I + m = even
I -m  = odd
one can now write the electronic wave function on the CNT as follows: 
l+m=even:
ro F/i
P/" (0 )cos(Q /;/) z ) , - L < z <  0
P / " f - \  0 < z < r0 :
l+m=odd:
7 0 1  l,m
( T '( o ) ) '  .
  — sm
Q,m 70 
/  \
/}■ 0 < z < r n
\ro
(4.2.29)
(4.2.30)
(4.2.31)
(4.2.32)
(4.2.33)
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4.2.3 Potential energy outside the CNT cap
In order to address the quantum mechanical problem of the electron transfer from the 
CNT into vacuum, the potential energy in the studied system has to be defined. It has 
already been assumed that the electrons are bound to the 2D surface of the CNT by a 
constant potential energy -W 0. The situation in vacuum however is more complicated. One 
needs to find the potential energy in vacuum between the grounded CNT and a positively 
charged anode situated at some distance away. This electrostatic problem has been 
investigated through a number of methods in the literature [13-21], However, due to its 
unexpected complexity, there is no definite simple solution that could be used in the 
Schrodinger equation for the vacuum region. The result for the electrostatic problem to be 
presented here is to be viewed as a sample solution to be used in the more general problem 
of quantum tunnelling from nano-scale objects. More precisely the field emission model 
constructed using the potential energy obtained below is not actually dependent on a 
particular solution of the electrostatic problem but on one’s ability to solve the 3D 
Schrodinger equation in vacuum.
The usual setup for theoretical studies in the literature assumes an infinite planar 
anode thus differing slightly from the experimental reality where a narrow probe-anode is 
more commonly used for measurements of FE from single tips. To account for this 
practical configuration an electrostatic model has been developed in the present study based 
on the image charge method. The schematic of the proposed setup is presented in Figure 
4.2. The anode is modelled as a conductive sphere of radius Ra placed on the CNT axis, 
while the CNT cap is simplified to a grounded conducting sphere of radius ro ( Ra r0), 
placed at a distance d away from the anode.
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cap.
(Figure not d r a w n  to scale!)
Direct application o f  the i m a g e  c h a r g e  m e t h o d  to the g r o u n d e d  emitter o n  a n  infinite 
c o n d u c t i v e  plane facing a n  a n o d e  (regardless o f  the sh ape) at a fixed positive voltage V 
w o u l d  p r o v e  quite difficult. H o w e v e r ,  fol l ow i n g the research o n  the subject available in the 
literature [20, 21] the p r o b l e m  ha s  b e e n  reversed in the fo llow ing m a n n e r :  the a n o d e  will b e  
co ns idered as g r o u n d e d  w h i l e  the emitter c o n n e c t e d  to the c a t h o d e  plane is m a i n t a i n e d  at a 
constant potential V. O n c e  the electric field is obtained in the “ reversed” p r o b l e m ,  the real 
electric field will s i m p l y  h a v e  a n  opposite orientation:
E ? " a =  - £ J T r“  =  V ,  . (4.2.34) 
T h e  c h a r g e  distribution c o r r e s p o n d i n g  to the inversed configuration c a n  b e  a p p r o x i m a t e l y  
replaced b y  a s e q u e n c e  o f  three collinear ch ar g e s m a r k e d  in Figure 4.2 as the points O, M  
a n d  N. T h e  ch a r g e  at the origin O will generate the potential V o n  the emitter sphere:
qo =Vr047T£Q, (4.2.35)
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and has an image qN in the anode sphere:
? * = - ? .  (4-2.36)d + Ra
R2at the point N located -— -  - away from its centre. In order to obtain a more accurate 
d + Ra
description of the charge distribution on the emitter’ s surface, an image of qN with respect 
to this surface is also considered. The charge will be located at a point M  at the distance
rn2 d + R _ . f— — away from O with:
d d + 2R„
r0 d + R„
q u =   —  . (4.2.37)
M Nd d  + 2Ra
The total potential at some arbitrary point P in vacuum at a distance r from the origin 
will be the superposition of potentials generated by three individual charges. Taking into 
account that the FE process is highly dependent on the electric field strength in the first few 
nanometres outside the emitter cap, the formula for the electric potential must be accurate 
for distances r comparable to the radius ro of the emitter. By keeping only the terms of the 
second order in r / Ra, rQ / Ra, r id  and rQl d , the potential in the reversed problem can 
be obtained in the following form:
v;rrse(r,0 ) = V—(\+Pl R° - ) + ypLR“i d+3 l ( i _ L\cosQ_ v Hl R" • (4.2.38) 
' V '  d d + 2 R a) d2 (d + 2Raf { r 2 r j  d d + 2Ra
The electric field in the “direct” problem can now be retrieved through differentiation 
of Eq. (4.2.38) and by use of Eq. (4.2.34). The corresponding potential energy in the 
neighbourhood of the cathode follows from integration of the direct electric field along a 
radial path, hi order to account for the non-electrostatic potential energy discontinuity at the 
CNT-vacuum interface it is required that the potential energy equals the vacuum barrier 
height % of the CNT at r — r0, for any value of the angle 0 [14, 15, 22]. Thus, the potential
energy formula to be used in the present approach of the electron tunnelling from a CNT 
into vacuum is given by:
W(r,0) = e v f  1+^- ^  - Y ~ ~ 1V gF~\ i?a^  + /?g2 cosfl + Z ' (4-2-39)
V J {  d d  +  2Ra) { r  J d 2 (d + 2Ra)2 {r0 r2 J
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T h e  extraction force F ecfr ( # )  o n  the electron at the surface o f  the emitter c a n  b e  evaluated 
b y  radial differentiation o f  Eq. (4.2.39) at r = r0, w h i c h  gives:
IT "0 R
d d + 2R
^ e V  rn Rn( d  + R )
+ 3------ 2 . -^ ------- a- l  cos # . (4.2.40)
O / #  d ( d  + 2Ra)
4.2.4 The exterior solution o f the Schrodinger equation
In order to p r o d u c e  n u m e r i c a l  results that c a n  b e  analys ed a n d  e v e n  c o m p a r e d  to 
existing ex pe ri me nt al m e a s u r e m e n t s ,  o n e  s h ou ld  m o d e l  the specific ex pe ri me nt al setup. A s  
m e n t i o n e d  in the previous Sections, the C N T  is a p p r o x i m a t e d  b y  a strict 2 D  manifold. D u e  
to the intrinsic axial s y m m e t r y  that introduces a n  extra constraint, the electrons e v o l v e in a 
I D  potential e n e r g y  well o f  d e p t h  - W 0 a n d  w i t h  a n  e n e r g y  offset o f  /  w i th respect to 
v a c u u m ,  as depicted in Figu re 4.3.
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Figure 4.3: Potential energy diagram in v a c u u m  for the 0 V  applied o n  the anode case (black line) 
and 60 V  applied (the red dashed line). (This figure is for visual purposes only!)
T h e  result o f  Eq. (4.2.40), as well as other expressions o f  the potential e n e r g y  stated in 
the literature [15, 16, 19, 23], c a n  easily b e  u s e d  to solve the S c h r o d i n g e r  equa tion in closed 
f o r m  in the v a c u u m  region:
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h7
2 m,
■ V2^  (r ,0 ,0 ) + W (r ,0 ) '¥ (r ,0 ,0 )  = E '¥ (r ,0 ,8 ) .  (4.2.41)
This is due to the difficulty in separating the angular variation of the solution. Eqs. (4.2.39) 
and (4.2.40) may eventually be used only for numerical computations on 3D tunnelling 
from the CNT cap. Therefore, in order to obtain analytical solutions to Eq. (4.2.41), further 
approximations of the potential energy are unavoidable. As numerical computations [24- 
28] and FE imaging experiments [29-31] suggest, the relevant area where the field emission 
occurs is located very near to the tip of the CNT. Taking into account these observations, 
we neglect the 0-dependence in the second order term of Eq. (4.2.39) and approximate
W (/',# ) ~ W {r, 6  -  0) = W ( r ) . The method of separation of variables can now be used
in Eq. (4.2.41).
The Laplacian operator in spherical coordinates is given by:
r dr dr
+ - 1 1 d f ■ AI sm0- (4.2.42)
sin2 (/> dO1 sin 0 30^ ' #0
and it can be further transformed using the squared angular momentum operator into the 
following form:
1 d ( ~ 2 d ' L2
h2 r 2 *
(4.2.43)
r2 dr{ dr
The separation of variables is now easy to perform and Eq. (4.2.41) will be replaced by the 
following two equations:
and
z.2r ( v )  = 2,»o r r ( v ) (4.2.44)
h2 d (
2 m0 dr ^ dr
+ [_E -W (r)\ r2 R(r)  = / R ( r ) s (4.2.45)
where y is a positive constant.
It is well known from general quantum mechanics [11] that the eigen-vectors of the 
square angular momentum operator are the spherical harmonics functions. In the 
approximation that the potential energy outside the CNT cap is isotropic and the electron 
angular momentum is conserved during the FE process and this allows the use of the same 
symbols for the angular momentum quantum numbers / and m as in the solution on the
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CNT cap. Moreover, the transition of the electron from the CNT manifold into the vacuum 
is considered as an elastic process [32], so that the outgoing electron should have the 
energy given by Eq. (4.2.14). Thus, the solution for the angular equation will be given by:
r ( M  -  ( * . , )  -  w
0 G  [0,2;r],<9 
The constant y in Eq. (4.2.44) can be obtained from:
(4.2.46)
»■!
2 m0 y = h2 l ( l  + l ) . 
Using Eq. (4.2.47) in (4.2.45) the radial equation becomes:
(4.2.47)
8r ‘ dr
R(r )  = 0.  (4.2.48)
Given the complicated nature of the potential energy W(r) the above equation must be 
further transformed to a more manageable form. The following function change will be 
used:
R(r )  = r“ 17(f). (4.2.49)
A value for the parameter a, which is just a real constant, can be found so that all the terms 
containing the first derivative with respect to r in Eq. (4.2.48) vanish. It can be easily 
verified that if a = -1  Eq. (4.2.48) becomes:
d 2U ( r )  
2 m 0 d r 2
+ h
2 m0 r'
U (r )  = E ,U(r) .  (4.2.50)
Eq. (4.2.50) has now became a Schrodinger like equation where the r-dependent term on 
the left hand side is an effective potential energy and should not be confused with the real 
potential energy of the electron, as given by Eq. (4.2.39) [33]:
h2
W , ( r ) - W ( r ) + - ------ r / ( /  + l) .
2 mQ rl
(4.2.51)
Unfortunately, Eq. (4.2.50) is still difficult to solve using purely analytical methods and 
therefore yet another approximation for the effective potential energy must be used. 
Plotting the potential energy in Eq. (4.2.39) against the radial coordinate r for several
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an ode- to-cat hode distance values d, al o n g  the s y m m e t r y  axis o f  the C N T  a n d  for a fixed 
a n o d e  voltage V =  1 0 0  V  , the n e w  a p p r o x i m a t i o n  c a n  b e  inferred f r o m
Displacement from the origin (nm)
Figure 4.4: Potential energy dependence on the departure r — r0 from the C N T ’s cap surface for a 
fixed potential applied on the anode of 100 V.
A s  it c a n  b e  seen, in the close vicinity o f  the cathode, the potential e n e r g y  b e h a v e s  
essentially as a linear function o f  the departure r-r0 f r o m  the C N T ’s c a p  surface. Th is 
suggests that a n  a p p r o x i m a t e  solution in t e rm s  o f  A i r y  functions [12] m a y  b e  constructed 
for (4.2.50). In order to obtain s u c h  a solution, Eq. (4.2.51) has to b e  e x p a n d e d  in a  p o w e r  
series a r o u n d  r = r0 a n d  retain o n l y the linear terms:
wi { r )  =  - F l { r - h )  +  X + ! '  (4.2.52)
2 mo ro
w h e r e
F i ~ F „ ( e - Q ) +  S - T  (4.2.53)
Then by  using the substitution:
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h2 F 2V'( f o /
(4.2.54)
the following solution may be found for the radial part of the wave equation given by 
(4.2.48):
Rl.m ( r) = - [ “ /,» Ai(i(r ))  + bi,'» ('■))] ’ (4.2.55)V
where abm and bit„, are constants to be determined and Ai(x) and Bi(x) are the Airy functions 
of the first and second kind, respectively [12].
The complete solution of Eq. (4.2.41) for the vacuum region near the CNT cap can 
now be written as:
M > V Alt i M M -  M ) ] ® . W pr (cose) (4 2  56) 
,0e[O,2zr]0 e »•!
4.2.5 Probability current density and the emission current
As a dynamic process, the extraction of electrons from a material under the influence 
of a high electric field can be regarded as unidirectional, i.e. once emitted, the probability 
for the electron being recaptured by the emitter can be neglected. Therefore, the wave 
function of Eq.(4.2.56) must satisfy the radiating boundary condition [32, 34, 35] in the 
neighbouring vacuum, that is the radial component of the probability current density should 
be purely outgoing (i.e. strictly positive). The radial component of the probability current 
density is defined as [33]7:
j r =  — Im
V
X dW
dr
(4.2.57)
By applying this definition to the wave function of Eq. (4.2.56), one readily finds:
nF‘ J 3 K ,M |2 |r(c°s0)f (/ + /»)!
v4,7 2 nr 21 +
7 Fo r m o r e  information o n  the radiating bo undary condition refer to Chapter 2 Section 2.1 and 
references provided in the text.
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Thus the radiating boundary condition applied to the probability current density of Eq.
(4.2.58) simply reduces to:
(4.2.59)
which leaves only one undetermined coefficient in the solution of Eq. (4.2.56). In order to 
remove this last indeterminacy one should try to connect the wave functions on the CNT 
manifold (which are already normalised) to their 3D counterparts in the vacuum. However, 
at this point it should be noted that due to the hemispherical closure, the states represented 
by Eq. (4.2.32) and (4.2.33) are localized on the CNT manifold. A straightforward 
computation gives a vanishing axial probability current on the CNT. Such states should be 
regarded as metastable and serve as initial conditions for a time-dependent decay problem 
[33]. The electronic states in the vacuum (Eq. (4.2.56)) should therefore describe the 
electron amplitudes after the tunnelling. In fact, outside the potential energy barrier, the 
electrons behave as wave packets centred on the stationary solutions given by Eq. (4.2.56), 
carrying purely outgoing probability currents [33]. Thus, equations (4.2.32), (4.2.33) and 
(4.2.56) cannot be considered as branches of the same stationary state of the electron. This 
decay process is assumed to be fast enough and continuously repeated (as the depleted 
electronic states on the CNT are quickly replenished) to consider, as suggested in Ref. [32], 
that the two states of the wave function share a fraction of their amplitudes at the interface 
between the two environments. This will be denoted as a “weak connection” between the 
two approximate states. However, to apply this condition in the current problem, the 
difference in dimensionality between the functions to be connected has to be overcome. To 
this purpose, it is assumed that, if the electron is essentially spread on the 2D CNT cap 
before emission, immediately after emission it will expand into a hemispherical shell whose 
thickness is a certain fraction X of r0. The localization probability of an electron on
I 2D I2infinitesimal area element dS on the CNT cap before emission is rF /J  dS and
I 3 0 12I'E/ J  dV is the localization probability in a volume dV in vacuum, immediately outside
the surface of the CNT cap after emission. According to the previous hypothesis, we have: 
dV = X rQ dS . By further assuming that the localization probability is conserved in the 
transfer from dS to dV, one may write:
(4.2.60)
1 1 0
While using the “ localization” parameter X proves more convenient for computational 
purposes, the related parameter p  = i f f  rQ, which essentially means the linear extension of 
the volume, where the electron is ejected through the tunnelling process, bares more 
physical significance and will be used in discussing the results.
Equations (4.2.59) and (4.2.60) allow the evaluation of the constants and biiin as 
functions of the localization parameter X. Again the solution will be separated into two 
cases depending on the parity of l+m as follows: 
l+m=even:
L e\v« _
/,/M “
I2/ + I ( / - w)! 1 1
\J X  ( I  +  m ) !
U f p r w ) '
\  | sin(2Q/ni Z.)
 ^ L  ^
yjAi2{ ^ { r 0) )+ B i2( ^ ( r 0))
(4.2.61)
l+m=odd:
. (4.2.62)
■ /  / _i_ i i / — in i i  i i
bFm =
/2 / + 1 ( / - / « ) ! 1 1
j X ( /+ * ) !
* 4
(p ;'(o )) 'J
D 2 r2 “ /,»! '0
f  sin(2Q/ m L y  
[  2Q , „, l  )
\lAi2 {fi (ro)) + Bi2 (/•„))
The above formulas can be compressed to a simpler form by the use of the symbol / )  ,, 
defined in Eq. (4.2.31):
1 21 +  1 ( l -m)\  1 1
b, ——7=r I   - i ——. (4.2.63)■ F)l r0 (l+m)! rimfa))+ £i2(£,(,■<,))
The full solution in the vacuum region now becomes:
(r , Q 4 ) = ' * L .  ( g g j g K L M l  ;• Y ( L £ ) ) +_ g i f e E ) )  . ,(4,2.64)
■ y I F  r,„„ r ^ ^  + B ^ ) )
It must be stressed again that whenever the quantity /),„ appears in a formula, the parity 
condition on l+m should be applied throughout the whole expression.
The radial probability current density in vacuum can now be written in the following 
form:
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jr(r, &,</>) = 1 f  2 bF0' )
1/3 if'(cos0)| ! K ( 2 1
Xr0 mi J r l  [ + Bi2 (6  fro))J f t r 2
. (4.2.65)
And the total probability current carried by towards the anode can be obtained
through integration of Eq. (4.2.65) over the CNT’s hemispherical cap:
^i,m ~
1
Xnrn
2hFl
\ 1/3
C ,  [Ai2 fr, (r0)) + Bi2 (ft (r,))  J ' . (4.2.66)
Finally, the FE current follows from the summation over the contribution of all the 
(l,m) states on the CNT to the tunnelling process:
ft X l=Qr E
.1/3
/  (E ,) [A i2 (4, (r0)) + Bi2 (fi (r ,))]" ' £ r £ . (4.2.67)
m~-l
where e is the elementary charge and
/ ( £ )  = 2 1 + exp
-l
(4.2.68)
is the Fermi factor describing the average population of the electronic states (l,m) on the 
CNT, corrected for the spin degeneracy (the current energy scale has the origin at the value 
of the chemical potential of the quasi-free electrons on the CNT) [36]. In Eq. (4.2.68) kB is 
the Boltzmann constant and T is the overall temperature of the emitter.
4.3 Results and discussion
The described model can be used to compute the electron FE current from a CNT as 
well as to evaluate the emitted electron energy distribution (EEED) spectrum and the 
charge distribution on the CNT body. The model includes parameters of the entire emitter- 
anode setup and thus can be used to analyze their implication on various measurements 
performed on the CNTs.
This Section will discuss three main issues of the present problem. The first is the 
importance of the boundaiy conditions at the back contact of the CNT and their influence 
on the electron population along the CNT’s body. The second discussion will be on the 
emitted electron energy distribution (EEED) spectrum and its modifications due to the 
quantum confinement and other parameters’ variations such as temperature and nanotube 
dimensions. The third and final issue is centred mainly on the comparison between the
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theoretical results of this model and existing experimental data on FE from a single CNT in 
the presence of an anode for various anode-to-cathode separations [37],
Up to this point the quantum mechanical treatment of the electron transfer from a CNT 
into vacuum under the influence of electric field was performed without the use of a 
boundaiy condition at the back contact. The reason for avoiding such a condition is the lack 
of information on the substrate-CNT interface. Theoretical and experimental studies to date, 
performed on similar setups as described earlier [2-9], assume a perfect metallic contact so 
that electrons are free to flow between the substrate and the CNT. The same type of contact 
was assumed in the present computations too, since any other boundaiy condition would be 
speculation. However, it is interesting to investigate the role of the boundaiy conditions at 
the back contact and to analyze their influence on the electron population of the CNT and 
other characteristics of the emission process.
Following Ref. [10], the axial probability density of the electron localization on the 
CNT is defined as:
2 n
n /,»(Z)= J|+ ,m (V )f (4-3'])
0
This expression describes the probability that a (7,/fy-state electron will be found at the 
axial position z in a circular strip area of extent dz on the CNT. Once having defined this 
probability density, the axial density of the quasi-free electrons along the tube can be 
computed by taking into account the statistical occupancy of the electronic states:
^  = Z / ( ^ ) t n , , „ ( z ) .  (4.3.2)
a z  /=0 m=-l
Unlike other quantities, the electron density defined in the above equation is available for 
direct experimental investigation using STM [38]. The importance of the back contact 
conditions is actually reflected in the changes of the electron density on the CNT surface, 
since such extra-conditions normally restrict the set of allowed electronic states.
In order to assess this influence two sets of computations have been performed. In the 
first case no boundary condition was applied at the back contact, so that any quasi-free 
electron is allowed to enter the CNT. It follows that the quantum numbers I and m, in the 
wave functions described by (4.2.32) and (4.2.33) are restricted only by the conditions that I
is a non-negative integer and m = —/, / .  Figure 4.5 shows the corresponding results for the 
electron distribution as a function of the axial position.
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Figure 4.5: The electron axial density on CNT plotted for three different tube sizes. No boundary 
conditions were imposed at the back contact o f  the CNT.
T h e s e  d i a g r a m s  c a n  b e  c o m p a r e d  w i th  those presented in Figure 4.6, w h i c h  h a v e  b e e n  
obtained w h e n  the periodic b o u n d a r y  condition has b e e n  i m p o s e d  o n  the solutions o f  Eqs.
(4.2.32) a n d  (4.2.33). Formally, this condition is represented by:
( - L J )  - ¥ “ (<*,#)• (4.3.3) 
W h e n  applied to the solutions (4.2.32) a n d  (4.2.33), this condition requires that 
Q ,  m L =  2  rut (for l+m=even integer) a n d  Q , mL = n n  (for l+m = odd integer), w h e r e  n
is a n y  n o n  vani shin g integer. A s  outlined in Ref. [39], the condition o f  existence o f  
electronic states o n  the C N T ,  c o m b i n e d  w ith s o m e  b o u n d a r y  condition i m p o s e d  at the b a c k  
contact, will generate a link b e t w e e n  the t u b e ’s length a n d  diameter. T h u s ,  in order to 
c o m p a r e  the effect o f  the b o u n d a r y  conditions, three different tube sizes c o m p l y i n g  w i t h the 
presen ce o f  a l l o w e d  electronic states o n  the tube in both cases h a v e  b e e n  considered. In 
order to i m p r o v e  the visibility o f  the results, the electron distribution o n  the C N T  b o d y  w a s  
represented on ly o n  a limited area near the c a p - b o d y  interface.
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Figure 4.6: T h e  electron axial density o n  C N T  plotted for the s a m e  tube sizes as in Figure 4.5. T h e  
periodic boundary condition w a s  i m po se d at the back contact of the C N T .
Two main features can be observed in the results shown in Figure 4.5, where no 
boundary condition was imposed. First, the electron distribution on the CNT body shows 
spatial oscillations which tend to become periodic as the tube size decreases. Second, there 
is a relatively high accumulation of electrons on the cap hemisphere. It may also be noticed 
that the overall values of the distribution increases for larger tubes. This is due to the fact 
that in all cases we used a unique value for the Fermi energy (JV0) of the electrons on the 
CNT surface, and by increasing r0, the density of available states increases according to Eq. 
(4.2.14). The shape of the axial electron distribution changes considerably when the 
periodic boundary condition (4.3.3) is imposed on the solutions of Eqs. (4.2.32) and
(4.2.33). This condition may not correspond to a physical situation, but we consider it only 
to illustrate how various real contacts may change the electron distribution on the tube. 
Some results are presented in Figure 4.6. Again, there are two aspects to be noted. First, 
there is a higher spatial regularity in the electron density. Unlike the condition-free case 
illustrated in Figure 4.5, the axial density patterns in Figure 4.6 seem to be strongly 
influenced by the tube dimensions. Second, the accumulation of the quasi-free electrons on
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the C N T  c a p  is less d o m i n a n t  a n d  there are C N T  configurations for w h i c h  n o  s u c h  electrons 
are a l l o w e d  o n  the tip.
T h e  c h ar g e a c c u m u l a t i o n  o n  the C N T  cap, w h i c h  w a s  o b s e r v e d  in previous results, 
deserves particular attention. Indirect ev i d e n c e  o f  s u c h  a c c u m u l a t i o n  has b e e n  already 
reported [40]. C h a r g e  a c c u m u l a t i o n  at the e n d s  o f  v e r y sharp metallic needles has also b e e n  
obtained t h ro u g h purely electrostatic a r g u m e n t s  [41, 42]. H o w e v e r ,  it s h ou ld  be  stressed 
that in ou r  m o d e l  the electron a c c u m u l a t i o n  at the C N T  c a p  is a purely q u a n t u m  effect. T his 
effect m a y  b e  m e a s u r e d  b y  the ratio o f  the av e r a g e  electron densities o n  the c a p  a n d  b o d y  
(the c a p - to - b od y relative electron density). Si nc e the electron m o t i o n  is m o d e l l e d  as t w o -  
dimensional, the a v e r ag e  electron population sho u ld b e  taken o n  the unit area rather than o n  
the unit v o l u m e  as in the usual b u lk approach. Th u s ,  gi ve n s o m e  specified area o f  the tube 
the a v er ag e electron population thereon should b e  given b y  the ratio o f  the a m o u n t  o f  quasi- 
free electrons o n  the considered region to its area. Figure 4.7 s h o w s  the relative electron 
density (i.e. the ratio o f  the av e r a g e  electron populations o n  the C N T  c a p  a n d  b o d y  a n d  the 
total area) as a function o f  the C N T  radius for three different lengths a n d  n o  b o u n d a r y  
condition applied at the b a c k  contact.
CNT Diameter (nm)
Figure 4.7: T h e  relative electron density plotted as a function of the C N T  diameter for three 
different lengths. N o  boundary condition w a s  stressed at the back contact.
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The results indicate strong electron accumulation for thinner tubes. This trend seems to be 
enhanced at higher aspect ratios (length/diameter) of CNTs, which may be related to an 
eventual polarization effect. According to these results, the quasi-free electrons tend to 
distribute more evenly on thicker tubes.
Analogous results are presented in Figure 4.8. This time the relative electron density is 
plotted as a function of the tube’s length, for several values of the diameter. Again, a higher 
aspect ratio leads to a higher electron accumulation on the cap, but the length dependence is 
almost linear and increases for thinner tubes.
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Figure 4.8: T h e  relative electron density plotted as a function of the C N T  length for three different 
diameters. N o  bo unda ry condition w a s  applied at the ba ck contact.
Regarding the EEED, one can obtain an expression for it from Eqs. (4.2.66) and 
(4.2.68), as follows:
r ( £ )  = (4.3.4)
/=0 m=-l
Early experiments performed on carbon fibre cathodes revealed peculiar peak structures in 
the EEED spectrum [43]. Later, analogous measurements made on carbon nanotubes 
showed similar results [2, 4, 6, 7, 9]. As shown in Ref. [39], the present model predicts that
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the c o m b i n e d  effects o f  the i n h o m o g e n e o u s  electron distribution a n d  the no n - un i f or m i ty o f  
the extraction field o n  the C N T  m a y  lead to peculiar field e m i s s i o n  i m a g e s  [39]. W h e n  
c o m p u t i n g  the emitted electron e n e r g y  distribution ( E E E D )  using Eq. (4.3.4), the 
af o r e m e n t i o n e d  concurrent effects lead to a fine structure o f  the peak. Structured p e a k s  
h a v e  already b e e n  c o n f i r m e d  in s o m e  ex pe ri mental studies [4, 5, 44]. T h e  fine splitting 
obtained in the m o d e l  is a c o n s e q u e n c e  o f  the q u a n t u m  constraints i m p o s e d  o n  the electron 
density in the areas o f  the C N T  surface m o s t  e x p o s e d  to the field. Figure 4.9a-c) s h o w  
s a m p l e  results o f  s u c h  p e a k s  for three values o f  the extraction voltage. A  multiple p e a k  
e n v e l o p e  is usually s u p e r i m p o s e d  o v e r  the fine structure o f  the E E E D ,  in qualitative 
a g r e e m e n t  w i th s o m e  ex pe rimental results [4, 5, 44]. A s  expected, the height o f  the E E E D  
p e a k  is exponentially e n h a n c e d  b y  the increase o f  the applied voltage. Si nce the a l l o w e d  
electronic states o f  the quasi-free electrons are not affected b y  applied field, the overall 
s h a p e  o f  the p e a k  r e m a i n s  u n c h a n g e d  w h e n  the extraction voltage is increased. T h is 
behaviour, including the co nf in em en t - g e ne ra te d fine structure has b e e n  experimentally 
c o n f i r m e d  in a recent study [8].
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Figure 4.9: Emitted electron energy distribution plotted as a function of the electron energy for three 
different extraction voltages. N o  boundary condition im po se d at the back contact.
T h e  last F E  issue to b e  discussed is the possibility o f  interpreting experiment al data 
th r o u g h  Eq. (4.2.67), w h i c h  gives the e m i s s i o n  current as a function o f  the pa ra me te rs o f  
the entire emitter-anode setup. T h us ,  the implications o f  bo th the intrinsic C N T  a n d  the
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overall experimental parameters can be studied in the proposed model. The theoretical 
results will be compared with experimental FE data from a field emission experiment on a 
single CNT. The detail on the experiment can be found in Ref. [37].
Before discussing the actual comparison, it is worth studying the influence of various 
quantities on the computed I-V characteristics. A model parameter with no direct 
measurability is Wo, although suggestions that evaluations can be made through FE electron 
energy distribution measurements have been formulated [45]. As pointed out in the 
previous section, by the particular choice of the origin of the energy scale, this parameter 
determines the electronic properties o f the model CNT through both the quantity of quasi- 
free electrons available on the tube and the strength of the corresponding quantum well. 
Thus, for example, a small negative or positive absolute value for Wo (in the range of few 
meV) can mimic an w-doped semiconductive CNT, while a larger positive value would 
correspond to a “metallic” CNT. The value of the parameter W0 is determined by the 
equilibrium with the back contact and is therefore proposed as independent of the electrical 
stress induced by the anode. Thus, a constant value for W0 was assumed throughout the 
computations. Nevertheless, it may be useful to consider the effect of varying this 
parameter on the FE characteristics. The analysis is summarised in Figure 4.10 and in its 
inset. It can be seen that for small, even negative, values of Wo the FE current is rather 
small, owing to the severe depletion of quasi-free electrons of the CNT. An increase of W0 
to the range of tens of meV leads to a quite sharp increase in the FE response of the CNT. 
Moreover, as the tube is becoming more “metallic” a maximum FE current is observed, 
followed by a relatively soft decrease. This decrease, which is unusual for a typical metallic 
field emitter, may seem paradoxical since a larger Wo would mean more quasi-free 
electrons on the CNT and thus a higher FE current. In fact, the electrons available for 
tunnelling are those with energy values near the Fermi level, where the vacuum barrier 
transparency is a compromise between the average occupation of electronic states in the 
emitter and the tunnelling probability. But, as it readily follows from Eq. (4.2.14), in a deep 
potential well the density of allowed energy levels near the chemical potential is roughly
proportional to 1 / -^ JwJ8 and this would explain the slow decrease of the FE current with
increasing Wo.
dlUsing Eq. (4.2.14), the density of energy levels is given b y ----
dE
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Anode voltage (V)
Figure 4.10: Influence o f  the model parameter W0 on the /-  V characteristics. The JFo-dependence o f  
the FE current for a fixed anode voltage is plotted in the inset.
Similar to W0, the localization parameter X (first introduced in Eq. (4.2.60) is not 
available through direct measurements. However, by contrast to W0, the parameter X can be 
influenced by the configuration of the experimental setup. As expected, the effect of the 
variation of X on the logarithmic plot of the I-V characteristics is mainly an overall shift 
along the ordinate axis. To make this effect more visual, the FE current diagrams have been 
represented as functions of the inverse anode voltage, in short 1-1/V plots, with a 
logarithmic scale on the ordinate (Figure 4.1 la)). It can be seen that for lower values of X 
(that is, a higher localization of the just-emitted electron), leads to larger FE currents.
Moreover, various numerical tests showed that the overall slope of the I-V diagram in 
the logarithmic plot could be tuned through the variation of the vacuum barrier height only. 
Both theoretical and experimental data conducted to date [27, 31, 46, 47] suggests, the CNT 
work function (more precisely the height of the vacuum barrier) may be subject to some 
variations during FE. This parameter has therefore been used as an adjustable quantity, 
along with the localization parameter X, in the fitting procedure. It can be seen from Figure 
4.11b) that the higher the barrier, the steeper the logarithmic plot of the I-J/V characteristic.
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Figure 4.11: Influence o f  the fitting parameters on the shape o f  the theoretical logarithmic 7-1IV  
diagrams: a) electron localization parameter 2; b) vacuum barrier height x- The plots correspond to a
20 pm anode-to-cathode separation.
Another interesting study which can be performed is to consider a continuous 
variation of the two fitting parameters X, and x and plot the corresponding emission current 
dependence while maintaining the rest of the arguments constant, Figure 4.12. As shown in 
the previous Section, the localization parameter quantifies the spread of the just emitted 
electron in the neighbouring vacuum as compared to its localization on the CNT cap. The 
dependence on the 2 parameter is an important result, as it shows the decrease of the FE 
current when the localization of the emitted electrons is lower (or the delocalization is 
higher). A lower 2 value means a higher localization of the just emitted electron into the 
vacuum, therefore a lower spread along its way toward the anode. This would therefore 
lead to a higher current density. On the other hand a larger value for 2 would imply a 
broader spread of the just emitted electron into the vacuum and a smaller value of the 
current density. The results shown in Figure 4.12a) confirm the model’s expectations and 
show a sharp decrease of the FE current for the high-localization range and a saturation 
tendency towards low-localization regime. On the other hand, for all three cases in Figure 
4.12b), a strong decrease of the FE current can be observed as the vacuum barrier height is 
increased. This expected behaviour is clearly related to the decrease in transparency for 
thicker vacuum barriers.
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Localization parameter Vacuum barrier height (eV)
Figure 4.12: a) Field emission current as a function o f  the localization parameter A calculated for 
three values o f  the applied voltage, b) Field emission current as a function o f  the vacuum barrier 
height /  calculated for three values o f  the applied voltage.
An important feature of FE from CNTs that cannot be systematically analysed 
experimentally is the variation of the FE current with the radius of the emitter. The FE 
formula given by Eq. (4.2.67) allows one to consider a continuous range of radii, within the 
experimentally plausible values for CNTs, and to study such a variation for different values 
of the applied voltage. Figure 4.13 shows the current vs. radius dependence for three values 
of the applied anode voltage. As it can be seen, the model predicts the increase of the FE 
current as the anode voltage is increased for the same radius of the emitter. However the 
model also reveals a hidden aspect of emission specific to CNTs: the appearance of high 
frequency oscillations of the current, the magnitude of which increases for smaller diameter 
values (see inset of Figure 4.13). An overall maximum of the current is also observed in the 
small diameter range. The existence of such a maximum is explained by the balance 
between two opposite effects induced by the decrease of the CNT radius: the extraction 
force in Eq. (4.2.40)increase as the CNT radius decreases which will increase the emission 
current and the lowering of the electron density on the CNT cap, which will tend to 
decrease the emitted current. The oscillations in Figure 4.13 are consequences of the 
constraints imposed by the connection conditions at the boundary between the cylindrical 
body of the CNT and the spherical cap.
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Figure 4.13: Field emission current as a function o f  the CNT radius calculated for three anode 
voltages. The inset shows the linear scale for an anode voltage o f  150 V, revealing the pronounced
maximum at lower CNT radii.
A practically important discussion of the model’s response would be the study of the 
influence of the CNT tip to anode separation on the FE current. Such experiments have 
already been performed previously [37, 48-53], in various arrangements and for a wide 
range of separation distances. The proposed model allows for consideration of a continuous 
range of tip to anode separations and the study of the FE process for the more delicate 
situations where the magnitude of the barrier is affected by the position of the anode itself. 
Figure 4.14 shows such a study where the FE current was plotted against the CNT tip-to- 
anode distance for three applied voltages. As it can be seen, there is a strong dependence of 
the current when the separation is smaller than 100 nm and then the current is stabilised for 
the rest of the range. This trend is to be expected as the anode strongly influences the 
vacuum barrier at the tip of the CNT when it is brought into the close neighbourhood, a fact 
that is in good agreement with a number of experiments [51, 52].
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Figure 4.14: Field emission current as a function o f  the CNT tip to anode separation calculated for
three applied voltages.
The studies presented so far are entirely qualitative in order to show how the proposed 
FE model is influenced by the geometrical and electronic parameters characteristic to the 
studied system. However, if real experimental FE data are available, the model can be used 
to fit such data. Smith et al. have performed an elaborate FE experiment from a single CNT, 
using a nano-manipulation system inside a scanning electron microscope (SEM) chamber. 
The full details of the experiment can be found in Ref. [37].
124
<
4-ic o
k_
k.
3o
c
o
’</>
(A
E
LU
Inverse anode potential (V 1)
Figure 4.15: Theoretical fit (continuous lines) on the experimental logarithmic I- \ /V  data (dots).
For this reason, different best fit values of the vacuum barrier height /  were obtained for 
each separation. The localisation parameter A acts as a scaling parameter for the overall fit 
and, as a consequence of the vacuum barrier height variation, its values change too. The 
best fit values for both parameters are summarized in Table 4.1.
Data d (urn) X(eV) X
o 60 5.5 10’1
A 40 5.5 2 • 10-4
A 20 4.7 10'5
O 10 3.5 1.110"5
• 4 2.31 5 10*3
□ 2 2.18 3 10"5
■ 1 1.8 61 O'5
Table 4.1: The corresponding CNT-anode distances d used for measurements together with 
the best-fit values of the adjustable parameters x and X.
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The fitting procedure was mainly performed on the theoretical logarithmic I-l/V 
curves, for several emitter-to-anode separation distances. In the first stage, the value of W0 
has been tuned such that the values of the vacuum barrier height obtained from fitting the 
experimental data taken at a large CNT-anode separation is in a known range for CNTs 
(around 5 eV). It was found that the best fit was obtained for large values of W0, suggesting 
that the CNT behaviour resembles that of a metallic needle. The value used in the 
calculations for this parameter was set to 3.033 eV, corresponding to the nearest neighbour 
transfer integral for a ID chain of carbons atoms in polyethylene [54].
The values of the localization parameter (represented here by the distance-like 
quantity p, which was defined in the previous Section) and the CNT-vacuum barrier height 
obtained from the fitting of the experimental data in Figure 4.15 have been plotted in Figure 
4.16 as a function of the CNT tip-to-anode distance d.
Figure 4.16: Emitter-anode distance dependence o f  the best-fit values o f  the localization parameter p
(a) and vacuum barrier height x  (b).
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As observed in Figure 4.16a), the localization parameter shows an increasing trend overall, 
from few nanometres in the closest configurations to about half of the CNT radius as the 
anode is moved away from the CNT. A seemingly accidental exception is observed for the 
distance of 4 pm. Such behaviour may be explained in conjunction with the observed 
variation of the CNT-vacuum barrier height. The variation of the vacuum barrier height, as 
obtained through the fitting procedure, shows a monotonically decreasing trend, down to 
values less than 2 eV, when the anode is brought closer to the CNT tip (Figure 4.16b)). At 
larger distances, a saturation tendency is observed near 5.5 eV. Clearly, no precise 
determination of the CNT -  vacuum barrier height can be claimed in this manner, both 
because of the quite wide indeterminacy of certain important fixed parameters and of the 
procedure itself, which may involve a certain degree of subjectivity. Nevertheless, 
qualitative conclusions can be drawn from the described fitting procedure. First, as stated 
above, the electronic behaviour of the CNT subject to measurements can be inferred. For 
the particular case used here, there is a purely metallic CNT. Second, a decrease of the 
vacuum barrier height of more than 60% is observed, when the anode approaches the CNT 
tip. In this connection, an obvious question arises: what could cause such a wide variation 
of the barrier height? A similar decrease in % has been obtained through a different model in 
Ref. [47] and field penetration into the CNT cap is invoked [22, 47] as an explanation. This 
may be reasonable to assume in our case too, particularly if some deposit of adsorbate 
atoms would form on the CNT cap [55-58]. However, the effect of the CNT-anode distance 
is still to be clarified.
The minimum emitter-anode distance is 1 pm, which is of the same order of 
magnitude as the anode radius. When the anode is brought this close to the CNT, high field 
values are spread across most of the cap area. In qualitative terms, this is indicated by an 
inspection of Eq. (4.2.40), where a decrease of d allows an increased contribution to the 
second term from values of 0 more distant from 0 (i.e. from the tip). On the contrary, when 
the anode is moved away, the area affected by high extraction field tends to shrink towards 
the tip. Thus, whether it is produced by field penetration or by other possible causes, the 
decrease of the CNT-vacuum barrier should be more pronounced when the anode is brought 
close to the emitter tip. One possible cause for the decrease of the CNT-vacuum barrier 
height, when the anode approaches the CNT could be associated with transient field 
ionization of the atoms on the cap. Such events could be similar to the activation of metallic 
field emitters upon adsorption of Cs atoms [59]. Taking into account the previous 
argument, it can be obseived that even if the anode voltage is lowered by six times when 
approaching the emitter (in order not to exceed the CNT breakdown current), the area
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exposed to significant extraction field values increases to roughly the squared ratio of the d- 
values. On the other hand, the smallest extraction fields are still of the order of 1 V/nm (for 
significant FE currents). Thus, the overall field ionization probability should actually 
increase when the anode approaches the CNT. Now, suppose that a positive charge q was 
built up at some location on the CNT cap. Denoting by F the strength of the local extraction 
field and by x the distance between the cap surface and a point in vacuum, the total 
potential energy of an electron near this position is of the form:
W,(x) = Z - - N L e F x ,  (4.3.5)
4 7 TS 0 X
where s0 is the vacuum permittivity. It is straightforward to see that the decrease of the
I q F
vacuum barrier produced by the presence of q is e ------. Thus, for an ionization charge
of e, the barrier would be lowered by 2.4 eV, which is well in the range of our fitting 
results. The obtained variation of the localization parameter p, with the increase of the 
anode-tip separation could now be interpreted as follows. For small distances (up to 20 pm), 
transient field ionization allows highly localized electron emission, close to the atom nodes, 
where they appear [3, 29]. When the anode is moved further away, such ionization events 
become much less likely and the just-emitted electrons tend to spread over a broader area 
around the CNT cap. Another possible explanation for the observed effect would be the 
reversible deformation of the CNT cap under the electric stress induced by the nearby 
anode [51]. Such a deformation would actually modify the curvature of the tip, leading to a 
local field enhancement that could be taken as a bander decrease when compared to the 
fixed curvature model computations. However, fields strong enough to achieve CNT tip 
deformations need to bring the anode to within a few tens of nanometres from the CNT 
with rather high voltages, which was not the case in the experiments described [37].
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A new description of electron emission has been proposed by direct calculation of the 
solution of the 2D Schrodinger equation on the CNT surface and a 3D solution in vacuum 
in which a weak connection condition is used to account for the change in dimension 
between the 2D surface of the CNT and the 3D vacuum. The probability current was 
calculated at the surface of the CNT cap and by assuming a Fermi-Dirac electron statistics 
on the CNT, the field emission current was calculated as a sum over all energies from the 
product between the electron charge, the electron statistics and the probability current. The 
proposed model was then investigated in a series of studies in order to test the influences of 
the various geometrical and electronic parameter used throughout on the FE current. The 
results were discussed and qualitatively compared with known experimental conclusions 
already existent in the literature. It was shown that the model is able to qualitatively 
replicate a large number of experimental results and, if FE experimental data are available, 
it can be used to fit the obtained data.
4.4 Conclusions
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Chapter 5
5. Two step electron tunnelling from a nano-particle
5.1 Introduction
Traditional field emission experiments have used a wide range of materials, which in 
many cases are initially exposed to a pre-treatment before an actual field emission 
measurement was performed. The initial treatment of the surface could usually consist of 
subjecting the cathode to a number of conditioning cycles. A conditioning cycle increases 
the voltage gradually until a certain value of the emission current is obtained followed by a 
gradual decrease of the voltage. As a result of a number of consecutive conditioning cycles, 
any residual contaminants present on the sample are burned off due to the local heating of 
the sample. This preparatory process is needed when the field emission experiment is used 
to characterise the emission properties of a pristine material. The obtained dependence of 
the emission current on the anode voltage is smooth and continuous, as predicted by the 
commonly used Fowler-Nordheim theory [1], However, interesting results are obtained if 
the field emission experiment is performed on composite materials instead on pristine 
surfaces. By introducing alternating layers of dielectric and conductive materials or 
nanoparticles, the continuity of the I-V curves is broken, giving rise to new field emission 
processes. Various research groups have studied field emission from multi-layered 
structures [2-10] and obseived that instead of the usual smooth continuous increase of the 
emission current with the anode voltage, there were regions of sharp increase of the current 
followed by a decrease thus creating peaks of emission. Such situations are referred to as 
negative differential resistivity (NDR) effects in the literature and are usually associated 
with resonant tunneling. Until obseived in a field emission experiment [11] NDR was 
associated only to coherent electron transport through layered heterostructures.
In Chapter 2, Section 2.2 resonant tunnelling has been introduced with some level of 
detail in the mathematical treatment. The demonstration of how the transmission coefficient 
or the emission current is obtained will not be repeated here; however it is important to 
reiterate some of the characteristics o f resonant tunnelling. One of the important features of 
this phenomenon is the appearance of sharp singular peaks in the transmission coefficient 
associated with electrons traversing a certain heterostructure. In quantum mechanics, the
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transmission coefficient associated to a certain tunnelling event9 can be generally viewed as 
a “hidden" quantity. Such a parameter cannot be obtained by direct measurements. For this 
reason, from the point of view of the experimentalist, cataloguing electron tunnelling based 
on the transmission coefficient might prove unproductive since the main data obtained from 
a field emission experiment is in the form of emission current vs. applied voltage. 
Moreover, the experimental evidence of resonant tunnelling in the form of random peaks 
appearing in the I-V characteristics obtained from typical field emission experiments can be 
strongly argued to be parasitic noise from the measuring device or other external 
influences. It is thus critical to identify the tunnelling possibilities through a heterostructure.
The typical 1D energy diagram for a heterostructure is shown in Figure 5.1.
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Figure 5.1: ID potential energy diagram for a metal-WBG-metal-vacuum heterostructure. The 
energy origin is taken at the Fermi level o f  the bulk metal.
(Figure not drawn to scale!)
9 As it was pointed out in the previous Chapter, the transmission coefficient can be defined as a ratio 
o f  probability current densities only in the 1D case. Therefore, for simplicity reasons, the discussion 
in this Chapter will be restricted to the ID tunnelling case.
134
The physical structure of a heterostructure can be simplified to the following building 
blocks: a bulk metal used as an electron reservoir, followed by a wide band gap (WBG) 
material which provides a first potential energy barrier for electrons. Another conductive 
layer is deposited on the WBG material with the other side exposed to vacuum. The 
electrons in this layer are thus quasi-confined by the WBG material and the vacuum barrier. 
Based on the schematic in Figure 5.1, electron transfer from the bulk region into the 
vacuum region can take place following a wide range of transport phenomena. It is beyond 
the scope of this Chapter to consider all the transport mechanisms in detail. Therefore, the 
discussion will only be restricted to resonant tunnelling and sequential tunnelling 
phenomena. From the point of view of cataloguing the tunnelling phenomena which was 
mentioned earlier, resonant tunnelling is also referred to as coherent tunnelling. In fact, 
there is some difference between these two concepts. An electron initially residing in the 
vicinity of the bulk Fermi level will penetrate the WBG potential barrier and enter the 
potential well region created by the conductive layer before emerging into vacuum. If this 
process happens so that the wave function associated with the single electron is continuous 
at all the discontinuity points of the potential energy then the corresponding electron 
transport is called coherent. Moreover, if the geometrical parameters of the heterostructure 
(i.e. the barrier thickness and the potential well width) are in such a way that the 
transmission coefficient associated with this coherent tunnelling event has a maximum then 
the process is called resonant tunnelling [12]. It is important to underline the fact that in 
order for resonant tunnelling to take place, a collection of complex conditions have to be 
met by the system. One of these conditions is geometrical in nature. The materials 
comprised in the heterostructure are deposited or grown by various methods one on top of 
each other. Following each processing step random impurities are introduced into the 
system, giving rise to surface irregularities which have a destructing effect on the coherence 
of the electronic wave function. One argument in favour of the manufacturing process can 
be that, if carefully performed, then the number of these irregularities will be relatively 
small and thus only the electrons emitted from those bad regions will be affected. This is a 
good argument to consider while processing data obtained from such devices based on a 
tunnelling theory which only considers single electron emission from point-like emission 
sites.
The experimental reality is completely different, as the emission current collected is 
from an extended surface of the sample. If there are a few irregularities present, then a local 
enhancement of the field will take place thus generating a large emission current from those 
few points which will mask any potential resonant tunnelling effects taking place anywhere
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else on the sample. In the fortunate case when the resonant effects are comparable to the 
masking parasitic current, the overall result is a noisy I-V characteristic, which will be very 
difficult to interpret. Another manufacturing difficulty is the even deposition of the 
materials. The thickness of all the layers has to be the same throughout the whole sample. 
Any variation in thickness will result in a variation of the potential energy barrier of the 
WBG material of a different potential well width in the conducting layer deposited on the 
WBG material. Such a variation will result in a completely different distribution of the 
energy levels in the potential well thus further contributing to the disruption of the wave 
function coherence throughout the sample.
A much more common observation in FE experiments is the step-like I-V 
characteristic which can be associated with a two-step tunnelling phenomenon, which will 
be referred to as sequential tunnelling. Such a phenomenon appears in FE experiments on 
heterostructures or when the surface of the studied sample is contaminated by various 
amorphous deposits (particularly amorphous carbon). A multitude of examples can be 
found in the literature where sequential tunnelling is the purpose of the intended study [13] 
or occur accidentally in FE experiments [14, 15]. The explanation behind this peculiar 
behaviour of the I-V characteristics lie in the existence of nanometre size particles (or 
layers) on the sample which produces similar non-monotonic spatial variations of the 
electronic potential energy as presented in Figure 5.1. The purpose of this Chapter is to first 
introduce a theoretical model for the sequential tunnelling phenomenon from a nano- 
particle followed by the presentation of experimental evidence supporting the model.
5.2 Theoretical model
As stated in the previous Section, the sequential tunnelling phenomenon occurs in 
many situations where the samples are contaminated by amorphous carbon deposits. The 
reason for this phenomenon is the presence of the sp2-sp3 mixture in the amorphous carbon 
which creates regions with potential wells under the emissive surface. The electrons 
supplied by the bulk will first accumulate in the potential wells of the sp2 regions with 
discrete energy levels before tunnelling into vacuum. In real structures, the potential wells 
are randomly distributed both in space and with respect to their intrinsic parameters. To 
unveil the physics behind such a complexity a simplified model needs to be introduced.
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Nano-particle
Figure 5.2: Conductive nano-particle on top o f  a thin dielectric layer deposited on an electron
reservoir.
(Figure not drawn to scale!)
Figure 5.2 introduces the basic setup to be used for the theoretical model in this Chapter. A 
cathode, as electron reservoir is considered, which is a perfectly flat and smooth metallic 
surface with a thin dielectric layer deposited on top. The thickness of the dielectric layer is 
taken as a variable parameter denoted dh. On top of the dielectric layer a single spherical 
conductive nano-particle of diameter dw is deposited. An anode is placed at some distance 
from the structure in the external vacuum and is kept at a constant voltage V. The energy 
profile for the proposed system is obviously that of a 3D potential well surrounded by a 
complex environment. However, as the full 3D problem poses many technical difficulties, 
the essential physical ideas may be discussed in a simple ID model shown in Figure 5.3.
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Figure 5.3: Energy diagram for the proposed system showing the dimensions o f  the components.
The origin o f  the energy is taken at the Fermi level o f  the bulk.
(Figure not drawn to scale!)
The origin of the energy is chosen at the bulk Fermi level. The height of the potential 
energy barrier created by the dielectric layer is xi and the nano-particle is modelled as a 
rectangular asymmetric potential well of depth W0 measured from the bulk Fermi level, 
while the vacuum level is located a t /2- The diagram in Figure 5.3 is similar to the one in 
Figure 5.1, but this is only due to the ID nature of the formalism used in this Chapter. The 
differences between the two cases are fundamental. The usual setup for resonant tunnelling 
which was discussed in the previous Section makes use of continuous layers deposited on 
top of the dielectric barrier. The electron confinement only takes place in the direction 
perpendicular to the structure, while in the plane of the surface electrons are considered as 
quasi-free. On the other hand in the case shown in Figure 5.2, the electron energy is fully 
quantized within the nano-particle. A very important point will be raised in the results 
section regarding the similarity between the two tunnelling phenomena: resonant and 
sequential.
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Further more, the electronic states in the potential well are considered as mixed in 
sequential tunnelling, so that the electrons occupying them will be distributed according to 
the conditions imposed by the environment. For the situation presented in Figure 5.3 the 
joint system of electrons from the well and the bulk is at thermodynamic equilibrium in the 
absence of an externally applied field. This means that there is no electron flow in any 
direction within the structure. Therefore, it is considered that the nano-particle and the bulk 
electron reservoir will have the same value of the chemical potential, which will be chosen 
for convenience to be zero, thus coinciding with the origin of the energy scale10. In this 
equilibrium state, the energy levels inside the rectangular asymmetric potential well [16] 
can be readily found11. For simplicity reasons, the following potential energy diagram 
shown in Figure 5.4, will be considered when calculating the energy levels within the nano-
Figure 5.4: Energy diagram for calculating the energy levels as a function o f  the potential well 
width. The energy origin was moved from the Fermi level to the top o f  the potential barrier//.
(Figure not drawn to scale!)
10 The chemical potential o f  a given system o f  particles represents the energy required for an exterior 
particle to be integrated into the system. Furthermore two systems with different energy levels 
distributions and number o f  particles occupying these levels can share the same value o f  the 
chemical potential. Considering the energy nature o f  the chemical potential, its value can thus be 
defined with respect to any origin.
11 Obtaining the energy levels for the asymmetric potential well is a textbook problem and therefore 
its demonstration will not be included here in full.
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As the nano-particle has been approximated by a 1D rectangular potential energy well 
it is useful to study how the width of the potential well influences the number of energy 
levels. Figure 5.5 shows the dependence of the number of energy levels inside the potential 
well presented in Figure 5.4 as a function of the potential well width dw.
Potential well width (nm)
Figure 5.5: fluence o f  the potential well width over the number o f  energy levels for a fixed depth.
The number of energy levels increases as the potential well becomes larger. Equivalently, 
as the size of a bulk metal becomes smaller, the number of energy levels decreases 
dramatically. Thus, for a fixed well depth decreasing the number of energy levels means 
that the distance between them increases. As such, the bulk characteristics of a metallic 
material diminish when the size of the structural unit comes in the range of few nanometres.
In the thermodynamic equilibrium case with no electric field applied in vacuum, one 
may assume that the electron occupancy of the energy levels of the potential well can be 
described by a Fermi-Dirac distribution:
1 + exp((£  -  f  <5 ' 2 I )
where, p is the chemical potential, T is the overall temperature of the system and kB is 
Boltzmann's constant. Since the energy levels are discrete and well separated, the density
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of states becomes a combination of delta functions and the average number of electrons 
inside the nano-particle at thermodynamic equilibrium is given by:
No
" o = 2  2 / f (£ ,°,0 ), (5.2.2)
1=0
where, N0 is the number of energy levels at equilibrium and the pre-factor 2 is included in 
order to account for the spin degeneracy. The whole bulk-well system is assumed as 
electrically neutral. Figure 5.6 shows the dependence of the initial number of electrons in 
the potential well on its width dw.
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Figure 5.6: Average number of electrons inside the potential well as a function of the well’s width 
dw for the thermodynamic equilibrium case.
It can be seen that the initial average number of electrons has a step like variation as the 
potential well width is under about 6 nm after which limit this trend becomes weaker. Such 
behaviour is an early sign for the sequential tunnelling phenomenon, suggesting that the 
discreteness of the energy levels inside the nano-particle plays a major role in controlling 
the electron population. This effect is further amplified if the overall temperature of the 
system is varied. In the following diagram, the dependence of the initial average number of 
electrons as a function of the potential well width had been calculated using Eq. (5.2.2) for 
three different temperatures. At low temperatures, the average population of each energy
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level falls sharply when crossing the chemical potential upwards. Thus, the total average 
number of electrons increases has a step-wise increase as the potential well becomes larger. 
When the temperature increases, the electron population spreads to energies over the 
chemical potential level and the increase of dw has less of an effect on the average number 
of electrons.
Potential well width (nm)
Figure 5.7: The average number o f  electrons as a function o f  the potential well width from three 
different temperatures. The height o f  the WBG potential barrier// = 3.8 eV, the potential well depth 
W0 = -0.5 eV and the work function / 2 = 4.3 eV for the nano-particle.
When a uniform electric field F is applied, the thermodynamic equilibrium is broken 
and an electron flow is established through the system. In normal circumstances, a non­
equilibrium energy distribution must be obtained since the Fermi-Dirac distribution can 
only be used under thermodynamic equilibrium conditions. However, the following 
approximation will be considered: for every given value of the applied electric field, the 
system reaches a steady state that can be described by a local thermodynamic equilibrium. 
Using this hypothesis, a local chemical potential can be defined for the electrons contained 
in the potential well as a measure of their average number. As a result of the electron flow 
through the system, some excess or depletion of electrons may appear in the potential well, 
so that the nano-particle will become electrically charged. The related charging energy can 
be written as:
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where, n is the average number of electrons inside the potential well for a given steady-state 
flow condition (that is for a given applied field) and C is the electrical capacitance of the 
nano-particle. Eq. (5.2.3) represents the contribution of the self-charging at the potential 
energy of the well. It can be seen that, when n> n0, the energy contribution of the charging 
is positive, so the bottom of the well is lifted. On the opposite, an electronic depletion of the 
well ( n < n0) will give rise to a negative contribution in potential energy and the well
deepens. The application of the external electric field not only destroys the thermodynamic 
equilibrium of the system but generates two important effects in the nano-particle itself. 
The first and most common is an overall decrease of the potential barriers together with the 
bottom of the well (see Figure 5.8).
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Figure 5.8: The energy diagram for the non-equilibrium case when an external electric field is
applied to the system.
(Figure not drawn to scale!)
This is due to the so called phenomenon of electric field penetration into the system and it 
is obtained from Gauss’s theorem by taking into account the electric charge inside the well:
F + -
£n<T
(5.2.4)
where, o is the effective area of the nano-particle. The most important consequence of this 
effect is the overall thinning of the potential barriers in the WBG layer and at the vacuum 
interface. It will not, however, interfere with the energy levels distribution or their number. 
The second influence of the electric field is the charging of the nano-particle described by 
Eq. (5.2.3). As a first consequence, the position of the bottom of the potential well changes 
with respect to the overall lowering due to the field penetration. This means that the
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potential well bottom is changed by Wc/, for every value of the applied field. Thus, as a 
consequence, the number and the positions of the energy levels change according to the 
average number of electrons in excess present inside the potential well, for each value of 
the applied field. Unfortunately such dependence cannot be written in any analytical 
compact form and has to be obtained numerically as it will be described below.
In the hypothesis of a local thermodynamic equilibrium inside the potential well, a 
Fermi-Dirac distribution of electrons over the available energy levels is assumed. In order 
to better understand the complexity of the non-equilibrium state given by the application of 
the electric field, it is usefi.il to start with the formula for the average number of electrons 
for a given value F of the field:
N(n)
n = 2 Y j f F[El (n, F ) }Ju). (5.2.5)
/=i
Strictly speaking, the above formula is full of unknowns. The value of the average number 
of electrons cannot be obtained because the energy levels Ei(n,F) are still unknown. For this 
reason the number of energy levels N(n) is unknown. Moreover, the chemical potential p is 
also unknown since the application of the electric field modified the system, it is expected 
that the chemical potential will change as well. At first glance, Eq. (5.2.5) seems to be quite 
useless for the problem at hand which is finding the emission current from the nano­
particle. However, there is a route which can be used to overcome this problem. If the 
average number of electrons is considered to be a parameter, then Eq. (5.2.5) becomes a 
transcendental equation for the chemical potential inside the potential well at a given value 
of the applied field F . The result will thus be a dependence of the chemical potential fi on 
the average number of electrons and the externally applied field F. There are however some 
issues with Eq. (5.2.5), due to the discrete nature of the energy spectrum there can be cases 
where the equation might not have any solution for a given range of n and applied field 
value. Figure 5.9 shows the calculated dependence on the average number of electrons on 
the chemical potential relative to %\ ~ dh :
145
Average number of electrons inside the well
Figure 5.9: The dependence on the average number o f  electrons in the well o f  the potential well 
bottom, energy levels and local chemical potential relative to -  Fmt dh in the non-thermodynamic
equilibrium state. For convenience, only a limited number o f  energy levels have been displayed. / i  = 
4.2 eV ,*2 = 4.3 eV, W0 = -1 eV, db = 3 nm, dw = 3 nm, C = 3 .3x l0 '17 F and T = 300 K.
The obtained w-dependence o f  the chem ical potential shows a characteristic staircase-like 
shape, due to the shift in the number o f  populated energy levels in the well: as the electron 
number increases, the w e ll’ s bottom m oves upwards due to the well charging. This trend is 
follow ed  by the energy levels and the chem ical potential is forced to increase every time the 
maximum population is attained at each predetermined level based on the size o f  the 
particle.
Using this method, the energy levels and the chem ical potential have been obtained as 
a function o f  the average number o f  electrons in the potential well and the applied electric 
field. Nevertheless, the question o f  finding the correct number o f  electrons inside the 
potential well for each value o f  the applied field still remains to be clarified, before the 
em ission current can be obtained. In order to find the average number o f  electrons inside 
the well, the first assumption for the non-equilibrium case must be used: the system is 
considered to achieve a steady state for each value o f  the applied electric field. This can be 
translated as follow s: the sum o f  all electron currents entering in the potential w ell must 
equal the leaving currents. Since the system considered is structurally simple, there are only 
three currents which need to be taken into account: the electron current from the bulk
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region towards the potential well (denoted by IBw), the electron current from the potential
well into the vacuum region (denoted Iwv). Each of these currents will depend on the 
average number of electrons and on the applied electric field. Thus making use of the 
steady-state condition the following equation must be satisfied:
Eq. (5.2.6) is a transcendental equation in the unknown variable n, which for eveiy value of
n inside the potential well.
The three electron currents in Eq. (5.2.7) and (5.2.8) can be obtained using various 
methods from quantum tunnelling theory with different levels of complexity. However, 
given the fact that up until now the entire model has been based on a ID treatment, the 
method of choice to find these currents is the widely used ID WKB theory and the well- 
known formalism of the supply function [17]. Therefore, the electron current from the bulk 
substrate into the well can be written as follows:
Tmv (n ,F ,E)  is the WKB transmission coefficient for the potential barrier between the 
bulk substrate and the potential well and is given by the following general formula:
well back into the bulk region (denoted IWB) and the electron current leaving the potential
(5.2.6)
where
I  in (niE ) — Ibw {n> I Wb i f*E ) (5.2.7)
and
Io„,(n’ F ) = I,yv(n’ F )- (5.2.8)
the applied field F  is expected to produce a single value for the average number of electrons
m k T (  f  ( e \ = 0 B In 1 + e B
Supply I ) 2 ft2 h3 (5.2.10)
v /
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r ( £ )  = exp - ] ^ { W ( x ) - E ) d x (5.2.11)
where W(x) is the ID potential energy barrier, Xj and x2 are the energy-dependent turning
solutions across the various regions, the electron mass will be considered position invariant 
in the numerical computations. It may be observed that, unlike the coherent tunnelling 
where the electron traverses the structure with no substantial scattering, the sequential 
electron transport is essentially an inelastic process and the electrons are scattered inside 
the potential bander and the well. The electron supplied from some energy level in the bulk 
is unlikely to find an unoccupied state of the same energy inside the well. It will interact in 
an inelastic manner via a multitude of processes on its way from the bulk reservoir to the 
potential well, so that the mixing of the pure quantum states in the well is ensured in order 
to be accommodated on a vacant energy level.
The potential well-to-vacuum electron current can be obtained through the attempt-to- 
escape frequency formalism [19]:
is the attempt-to-escape frequency of an electron with energy E inside the well and Twv is
potential well are discrete the current in Eq. (5.2.12) is obtained through a summation over 
the states. Finally, using a similar argument as for Eq. (5.2.12), a summation over the states 
in the potential well will allow the computation of the well-to-bulk current in the form:
12 For more details on the WBK approximation please refer to Chapter 2, Section 2.1 and the 
appropriate references.
points of the potential barrier and m is the electron mass in the barrier region [18]12. 
However, in order to avoid irrelevant complications by matching Schrodinger5s equation
I „ (n ,F )  = 2eY.f(E,(n,F),i4 (n,F))v(n,F,El(n,F))Tmr(n,F,E1(n ,F)) ,^2-l2 )
where
(5.2.13)
the transmission coefficient through the vacuum barrier. Since the energy levels inside the
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where the availability conditions for an unoccupied energy level in the bulk has been taken 
into consideration by the factor 1 -  f ( E ,  (n ,E ),0 ) . Figure 5.10 shows the dependence of
the /,„ and Iou, currents on the average number of electrons for a particular value of the 
applied field (F = 1.405 V/nm for this example). As it can be seen, the “ in” current has a 
rather smooth dependence on the average number of electrons in the potential well. This 
was to be expected since the most influential term in this current is IBw which is not affected 
by the discreteness of the energy levels in the well. On the other hand, the “out” current 
shows a clear step-like characteristic essentially generated by the discreteness of the 
electron energy spectrum in the potential well. As the average number of electrons is 
increased, the current increases in steps much similar to the ones exhibited by the chemical 
potential variation with the same number of electrons. This sort of dependence will play a 
major role in the final characteristic of the emission current as it will be explained later on 
in the results Section.
Figure 5.10: Partial currents /,„ and plotted against the average number o f  electrons in the 
potential well for 1.405 V/nm applied electric field.
Once a value for the average number of electrons has been obtained using Eq. (5.2.6) 
for a given value of the applied electric field, the correct position of the potential well 
bottom can be found and hence the number and positions of the energy levels 
corresponding to this case. The chemical potential is also obtained from Eq. (5.2.5), thus all
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the elements needed to calculate the real field emission current from the nano particle as a 
function of the applied electric field are now available.
5.2.1 Theoretical model results
Theoretical models are needed to fit experimental results into a logical picture. Any 
new experimental finding can be either explained by existing models or a completely new 
formalism may be constructed. In this light, the model presented in this Chapter deals with 
a class of experiments which has been investigated at length both theoretically and 
experimentally by various research groups [13, 20]. In 1991 C. W. J. Beenakker published 
a very important contribution to the field of electron transport through a nano-scale 
structure (quantum dot), which is accompanied by a charging effect named Coulomb 
blockade effect [20]. This effect has been documented in the literature since 1951 [21, 22]. 
However, the setups investigated in typical Coulomb blockade experiments is somewhat 
different from the one presented in Figure 5.2 and it is reproduced in Figure 5.11.
Figure 5.11: Quantum dot separated in between two electron reservoirs by tunnel barriers (hatched
regions). Figure reproduced from [20].
(Figure not drawn to scale!)
A quantum dot is placed between two electron reservoirs from which it is separated by 
two tunnel barriers. The description of Beenakker involves a thermodynamic approach, 
using the partition function of the system and the solution of a master equation for the 
electronic system of the quantum dot. Using this theory a wide range of experiments,
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revealing low temperature stair-like current-voltage diagrams and/or oscillatory 
characteristics, have been interpreted [23-25]. Such phenomena are usually termed as single 
electron effects. They are evidenced mainly at low temperatures, when thermal fluctuations 
are low enough to allow stable charging of the quantum dot at a given bias voltage. Higher 
internal fields are nevertheless available when one of the potential energy barriers that 
separate the quantum dot is a vacuum gap. In these cases, the quantum dot charging appears 
more stable and the staircase-type characteristics can be obtained even at room temperature 
[26]. However, for such situations, the basic linear response approximation used in 
Beenakker’s theory can no longer be applied. The same is obviously true for the field 
emission regime, when the nano-particle is subjected to strong extraction fields. The 
present approach takes a more direct route by which a stationary state is assumed for each 
incremental value of the applied field in vacuum and the balance equation given by (5.2.6) 
has to be satisfied. The currents involved are obtained from the kinetic approach of the 
WKB formalism and the consideration of the nano-particle as a dynamical potential well 
which is modified by the incoming electrons injected from the cathode as the electric field 
in vacuum increases. After the stationaiy values for the average number of electrons in the 
potential well have been found, the emission current is calculated.
The first important result of the sequential tunnelling model presented in Section 5.2 is 
the field emission characteristic as a function of the applied field in vacuum.
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Applied electric field (V/nm)
Figure 5.12: Emission current from a 6 nm diameter nano-particle separated from the cathode by a 3 
nm thick WBG material. Height o f  the WBG potential barrier is 4.2 eV and the vacuum offset is at 
4.3 eV measured from the Fermi level o f  the bulk cathode. The nano-particle is considered as a 3 eV
deep potential well.
As it can be seen a step-like characteristic is obtained for the emission current. The electric 
field has been varied from 1 to 3 V/nm and the choice is not arbitrary. For very low values 
of the applied field the WKB formalism used to obtain each tunnelling current in Eqs. 
(5.2.9), (5.2.12) and (5.2.14) breaks down due to the fact that the potential barriers are very 
close to rectangular. This would not be a problem for the potential barrier in the WBG 
material since the WKB transmission coefficient can be defined for this case too13. 
However, the vacuum transmission coefficient becomes unreliable in this case for the low 
applied fields (the transmission coefficient is generally for field strengths around zero). The 
choice of 3 eV for the upper limit of the applied field is practical because as it can be seen 
from Figure 5.12 the step-like features in the emission current disappear for higher values 
of the field. The nano-particle is so depleted of electrons that only the very bottom levels in 
the well (which are much denser) are occupied and the step-like shape of the chemical 
potential is washed out thus the features in the emission characteristics also disappear.
1' For more details see Chapter 2, Section 2.1.
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Before attempting to explain the occurrences of the step-like features in the 1-F 
characteristic, it is interesting to investigate further how the nano-particle itself and the 
WBG potential barrier influences the occurrence of these features. To this purpose, all the 
parameters will be fixed at the same values and only the thickness of the WBG material dh 
and the diameter dw of the nano-particle will be modified. Changing the nano-particle 
diameter means that the potential well width decreases which will automatically affect the 
number and the position of the energy levels (see Figure 5.5) inside. The results are shown 
in the following figure:
Applied electric field (V/nm)
Figure 5.13: Field emission current as a function o f  the applied electric field for two values o f  the 
potential well width. dh-  3 nm, x i = 4.2 eV, / 2 = 4.3 eV and W0 = -3 eV.
As it can be seen, the structure of the current vs. applied field characteristics changes as the 
potential well becomes larger. The number of step-like features increases as the potential 
well width increases due to the fact that a lot more energy levels are present in the case of 
dw = 6 nm than for the case of 3 nm. This can also be verified from Figure 5.5 where the 
number of energy levels in a potential well has been plotted against the potential well 
width. For large values of dw the chemical potential will be located deeper into the well, 
electrons thus facing a thicker vacuum barrier. This behaviour of the chemical potential can 
be visualised in the following diagram where the chemical potential in the potential well, 
relative to the WBG barrier height has been plotted for the same characteristics of the 
potential well as in Figure 5.13:
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Applied electric field (V/nm)
Figure 5.14: Chemical potential in the potential well relative to the potential barrier height as a 
function o f  the applied electric field for two wells o f  different widths. 
dh= 3 nm,Xi=  4.2 e V , /2= 4.3 eV and W0= -3 eV.
As it can be seen, as the applied field increases, the chemical potential is pushed lower 
towards the bottom for the case of the wider well and as a consequence the emission current 
is lower than the emission from a narrow well. However, a different behaviour is obtained 
if the parameter dw is maintained constant and the WBG thickness is varied. There are again 
two features to be observed in Figure 5.15. The first one is the decreasing number of steps 
as the potential barrier is getting thicker. Such an effect is to be expected since the thinner 
the substrate barrier, the less controllable by the well’ s structure the current will be. The 
second important effect is on the values of the emission current. As it can be seen, for a 
thicker potential barrier, the emitted current is lower, yet the two cases seem to converge 
towards similar values as the field is increased. The explanation lies again in the 
dependence of the chemical potential in the well plotted as a function of the applied field 
for the two cases.
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Figure 5.15: Field emission current as a function o f  the applied electric field for two values o f  the
potential barrier thickness. 
dw = 6 nm, / i  ~ 4.2 eV, /2  = 43  eV and W0 -  -3 eV.
The chemical potential variation in Figure 5.17 with the applied electric field, suggests that 
for a thicker potential energy barrier, the electron supply is lower for low values of the 
applied field. As the field is increased, the lowering of both the vacuum barrier and the 
potential energy barrier in the WBG material increases the electron injection from the bulk 
and thus the chemical potentials in the two cases are almost equal.
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Applied electric field (V/nm)
Figure 5.16: Chemical potential in the potential well relative to the potential barrier height as a 
function o f  the applied electric field for two potential barrier thicknesses. 
dw= 6 nm, Xi= 4.2 eV, Xi= 4.3 eV and W0= -3 eV.
Now that the influence of the geometrical parameters dw and db on the field emission 
current has been investigated, it is time to answer to another important question: what is the 
mechanism by which the step-like features appear in the field emission characteristics 
(Figure 5.12)? In order to provide an explanation on this phenomenon, one has to use the 
diagrams of the individual currents Iin and IoUt given by Eqs. (5.2.7) and (5.2.8). There are 
two features present in Figure 5.12 of the emission current as a function of the applied 
electric field which have to be explained: first is the presence of abrupt jumps of the current 
as the applied electric field increases and second is the almost horizontal regions, where the 
current shows a lower sensitivity to the variation of the applied field. The two features can 
be explained by using two-instance representations of Iin and 1^ , as a function of the 
average number of electrons:
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Average number of electrons
Figure 5.17: Individual in/out currents as a function o f  the average number o f  electrons for two 
values o f  the applied field. Intersection on a ‘ ‘plateau” .
First, it can be seen in Figure 5.17 that, if the two intersections of the in and out currents 
(marked by arrows) are on a “plateau” of Iout, their separation measured on the current scale 
is quite large. Note that the applied electric field is only slightly increased from 2.15 V/nm 
to 2.25 V/nm. This behaviour generates a sharp increase in the emitted current in vacuum, 
thus an abrupt vertical jump can be expected in the emission characteristic. On the other 
hand, regarding the second feature present in Figure 5.12, one may look at Figure 5.18. 
When the intersections of the two currents, I,n and Iouh takes place on a vertical jump of the 
well-to-vacuum current dependence on the average number of electrons, the corresponding 
increment of the current scale is small, for a field increase comparable to the preceding 
case. Consequently, flatter areas of the characteristics will be generated in such instances.
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Figure 5.18: Individual in/out currents as a function o f  the average number o f  electrons for two 
values o f  the applied field. Intersection on a vertical jump.
Therefore, the appearance of the step-like features in the emission current characteristics is 
tightly connected to the same behaviour of the well-to-vacuum current with respect to the 
average number of electrons, which is dictated by the wide discreteness of the allowed 
energy levels inside the nano-particle. The connection between the two currents (one 
smooth and the other stair-like) is controlled by the stationary condition of Eq. (5.2.6).
Since the influences of both the thickness of the potential energy barrier and the 
potential well width on the emission current has been studied and an explanation for the 
appearance of the step-like features was provided, it is now appropriate to investigate how 
two rather peculiar parameters influence the electron emission from the nano-particle. The 
first parameter to be investigated is the potential energy barrier height, which is strictly 
related to the nature of the WBG material used to separate the nano-particles from the 
substrate. Having investigated the influence of the thickness of the barrier, it is only natural 
to ask how the height of the barrier may affect the current. From a practical point of view 
however, such a study is quite difficult to setup since the WBG material has to be carefully 
controlled in order to obtain the desired barrier height. Hereby is underlined the 
advantageous use of a theoretical model since the parameter xi can be easily modified to 
obtain the field emission current for each case. Figure 5.19 shows the diagram of the
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emission current as a function of the applied electric field for three values of the potential 
energy barrier height.
Applied electric field (V/nm)
Figure 5.19: Field emission current as a function of the applied electric field plotted for three values 
of the WBG potential barrier height. dh = 3 nm, dw = 6 nm, X2 = 43 eV, W0 ~ -3 eV.
As it can be seen, there is an obvious effect which can be noticed at first glance, which is an 
increase of the emission current values as the potential energy barrier decreases. Such a 
trend is not surprising since a lower potential energy barrier means a larger income of 
supply electrons from the bulk substrate. The second, subtler effect is a decrease of the 
number of steps in the characteristic: as the energy barrier becomes smaller, the step-like 
features disappear for higher values of the applied field. This is due to the large electron 
influx from the bulk, which may overload the potential well and allow for a dominant 
electron current from the bulk substrate straight into vacuum.
The second parameter that will be investigated is the electrical capacitance of the 
nano-particle, which was first introduced in Eq. (5.2.3). The value of this parameter has to 
be of the order of the capacitance of a conducting sphere of diameter dw: Csph = 2n  £0 dw,
where £0 is the electrical permittivity of vacuum. For example, for a nano-particle of 6 nm
diameter, the capacitance was kept at a value of 1.66910-17 F  . It is however important to 
study how this parameter may affect the emission current since as it can be seen from Eq.
159
(5.2.3), the charging energy is inversely proportional to C and its variation may have 
important consequences.
Applied electric field (V/nm)
Figure 5.20: Field emission current as a function o f  the applied electric field for five values o f  the 
nano-particle’ s capacitance. <4 = 3 nm, dw = 6 nm, Xi = 4.2 eV, X2 = 4.3 eV, fV0 = -3 eV.
As it can be seen in Figure 5.20, this effect is indeed significant for the current-field 
characteristics. In analysing these results, one should remember that, for a small value of 
the capacitance, the charging energy of the well is large in absolute value. At the same time, 
as the charging is positive in the FE regime, the charging energy is normally negative and 
thus the potential well is deeper. In these circumstances the electrons will have lower 
energies, towards the bottom of the deeper well, where the levels are much denser and the 
electrons will be facing a thicker vacuum energy barrier for the same range of the applied 
field. As a consequence, the corresponding current-field characteristics have no visible 
steps. Higher values of the capacitance will result in lower values of the charging energy, 
thus raising the bottom of the well and exposing the electron population to the thinner 
regions of the vacuum barrier. Moreover, the electrons are spread over the higher (and more 
separated) energy levels and the steps become more obvious. Another interesting feature in 
Figure 5.20 is that for higher values of the capacitance, the emission current stabilises and 
there are no more significant changes for the step-like features.
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5.3 Experimental setup
5.3.1 Sample preparation
The process of sequential tunnelling takes place during field emission experiments due 
to regions of tight electron confinement present on the surface of cathodes. Such 
confinement can appear in random impurities which will change the usual smooth field 
emission dependence of the current on the applied voltage to a step-like dependence, due to 
the discrete energy levels present within the impurity. These features of the FE 
characteristic tend to disappear once the sample has been conditioned (i.e. the impurities 
have been removed either by a number of FE cycles, temperature treatment or other 
methods). In order to investigate this phenomenon, one has to try and replicate the 
conditions in a controlled fashion. However, since the presence of impurities on the surface 
of a cathode is usually random, an alternative setup must be devised which is presented in 
Figure 5.21. The impurities found at the surface of various samples were replaced by Au 
nano-particles while the WBG dielectric which separates the bulk metal cathode and the Au 
“ impurities” will be replaced by a dielectric polymer film.
Figure 5.21: Conductive nano-particles deposited on top o f  a thin dielectric layer present at the
surface o f  a bulk cathode.
(Figure not drawn to scale!)
In order to realise samples as close to the diagram shown in Figure 5.21, glass 
microscope slides were used as support for the heterostructure, as they are cheap and easy 
to handle. One side of the glass slide was covered by 100 nm thick layer of sputtered Au, 
which represents the first piece of the heterostructure that is the bulk metal substrate. For 
the next two steps in the fabrication process, more complex processes were involved. As it
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was shown in the Section 5.2, a veiy important parameter in the sequential tunnelling 
process is the potential barrier thickness, which here will be controlled by the thickness of 
the dielectric layer (or the WBG material). For this reason, the construction of the dielectric 
layer was realised using two types of long-chained polymers, namely Poly(ethylene imine) 
or PEI and Poly(acrylic acid) or PAA, purchased from Sigma Aldrich. The deposition of the 
two polymers was performed using the so called Layer-by-Layer (LbL) technique which is 
template assisted and develops from a solid substrate provided with an electrostatic charge. 
The requirements for the LbL technique are that the substrate is solvent accessible (i.e. can 
withstand solvent treatment) and the presence of some form of charged groups on its 
surface. These simple requirements result in a veiy flexible deposition method which can 
be used in conjunction with a multitude of materials and shapes available for molecular 
architecture construction [27, 28]. For example, this technique can be used with polymers, 
colloids, proteins, carbon nanotubes, DNA and inorganic nanoparticles for the formation of 
LbL multilayers [27-31].
Firstly, two solutions of PEI (Mw = 750000) and PAA (Mw = 1250000) were prepared 
in ultra-pure water. The pH of each solution was set to a value of 6 by addition to HC1 or 
NaOH drops. Since the polymers used are weak polyelectrolytes their electrostatic densities 
can be varied by means of variation of the solution’s pH or, alternatively, by changing its 
ionic content. The difference between strong and weak polyelectrolytes is shown in the 
following diagram.
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Figure 5.22: Two different morphologies o f  the polymer covered surface. Strong polyelectrolites 
maintain a constant charge density across the surface under a wide range o f  pH variation or ionic 
content while the weak polyelectrolites exhibit a variation o f  the charge density.
(Figure not drawn to scale!)
The resulting two weak polyelectrolyte solutions are complementary which means that one 
will carry covalently bound cationic groups on the polymer chains while the other will 
contain anionic groups.
After the two polymer solutions were prepared, the following deposition cycle was 
performed on the Au covered glass slides. The slide was immersed into the first PEI 
solution followed by a wash with ultra-pure water in order to remove the excess polymer 
chains on the surface and then it was immersed in the PAA solution. Each immersion was 
15 minutes long. The process of the LbL deposition is better exemplified in the following 
diagram which shows how the polymer layer is created after each immersion.
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Figure 5.23: Diagram o f  the LbL deposition procedure. A positively charge surface is immersed in 
the polyanion solution followed by a polycation solution after a wash in ultra-pure water.
It is clear that if the process is carefully controlled, the thickness of the deposited polymer 
layer can be controlled to a high degree of accuracy. The Au nano-particles which were 
next to be deposited on the sample, were purchased from Sigma Aldrich and they have a 
nominal diameter between 3.5 -  5.5 nm as provided by the manufacturer (TEM) [32]. The 
starting solution 2% (w/v) water solution of (1-Mercaptoundec-1 l-yl)tetra(ethylene glycol) 
functionalised Au nano-particles which was used to obtain two subsequent solutions in 
ultra-pure water of 0.02% (w/v) with pH=5.5 and 0.002 (w/v) with pH=13 respectively. 
The high pH value in the second solution was attained by addition of NaOH and it was 
performed in order to deprotonate the functionalized Au nano-particles so that they can be 
used in the electrostatic driven multilayer self-assembled LbL procedure. Then the polymer 
coated slide was immersed in the 0.002% functionalized Au nano-particles and left to rest 
over several hours overnight. Control samples have also been fabricated in order to test the 
LbL polymer film under FE conditions.
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Figure 5.24: a) AFM image o f  the Au nanoparticles deposited on the polymer multilayer; b) the 
height profile o f  the marked line in image a). The height is consistent with the Au nanoparticles
dimensions.
Figure 5.24a) shows an atomic force microscope (AFM) image of the Au nano-particles 
deposited on the polymer LbL multilayer substrate. In Figure 5.24b) the height profile of 
the marked cluster in Figure 5.24a) shows the relevant dimension of the Au particles 
consistent with the dimensions of the functionalized particles. To obtain the thickness of the 
deposited LbL films, ellipsometry analysis was performed on the samples at a wavelength 
of 630 nm. A first step in the measurements was to consider the total refractive index of the 
nanostructure as an average of the refractive indexes of each component assuming 
equivalent volume fractions. Values from the different indexes were outsourced from the 
scientific literature (PEI, n=1.454; PAA, n=1.43; PEG, n=1.475; Au=0.47) [32]. As a first 
approximation then the total refractive index was calculated to be 1.2608. Taken in 
consideration the nominal diameter of the Au nanoparticles and the calculated thickness for 
LbL films composed by similar polymers a hypothetical thickness of approximately 10 nm 
was used as input value for the calculation of the real LbL film thickness. Indeed, the 
average thickness from two different set of data - (a) same point, 10 sequential 
measurements on the same point; (b) 9 different points in a matrix 1mm x 1mm, one 
measurement each - was 11 nm. The next step in the thickness measurements was to 
calculate the thickness of each single monolayer that forms the LbL films, following a 
similar procedure. This time, the exact volume fraction for each component according to 
the several stages of the LbL film formation was included in the calculations. As a result, 
the following data was obtained: the first PEI monolayer was reported to be 2.4 nm thick; 
the PEI/PA A bilayer was calculated to be 3.7 nm thick; the PEI/PA A/PEI LbL films was 
measured to be 6.2 nm thick and finally the total PEI/PAA/PEI/Au-nanoparticles had a 
thickness of 12.9 nm, a value similar from that calculated using the first approximation, and 
in agreement with the data provided for the Au-nanoparticles (diameters in the 3.5-5.5 nm 
range) [32].
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The samples prepared by the method described in the previous subsection of this 
Chapter, were tested for field emission in a simple diode configuration. The following 
figure shows the basic diagram of the field emission setup used during the measurements.
5.3.2 Field emission measurements and results
Anode electrode
pumps
Figure 5.25: Schematics o f  field emission setup. (Figure not drawn to scale!)
All the prepared samples were tested for field emission (FE) in vacuum through a simple 
diode configuration inside a chamber at a pressure better than 10"6 mbar. A 5 mm diameter 
stainless steel spherical anode was used to probe the samples. The clean part of the 
deposited Au layer was used to ground the sample and the measurements have been 
performed at roughly 5 pm anode to cathode separation. The first sample to be tested was 
the sputtered Au layer in order to obtain a reference of the emission properties of the final 
heterostructure. Figure 5.26 shows the data of four up and down cycles measured on the 
pristine Au sample. As it can be seen the pristine Au surface shows the usual characteristics 
of field emission from bulk metals. The threshold voltage (i.e. the applied anode voltage 
where a current of 1 nA was measured) was observed at around 200 V and it was consistent 
throughout the four emission cycles.
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Applied voltage (V)
Figure 5.26: Field emission data measured on the pristine sputtered Au on the glass slide. The 
thickness o f  the bulk Au cathode is 100 pm.
As was already mentioned before in this Chapter, the step-like features in the field 
emission characteristics are often obtained in experiments, both intentionally and as a side 
effect [13-15]. The common aspect leading to such effect is the presence of conductive 
nano-particles (or conductive impurities) in the field emission cathodes. To sustain this 
assertion, field emission experiments have been performed on Au nanoparticles placed on 
top of a thin polymer dielectric film deposited on Au electrode. The measured current- 
voltage characteristics have shown step-like emission behaviour similar to the one predicted 
by the model described in Section 5.2. Taking into account the specifications given by the 
manufacturer, the Au nano-particles are functionalised with long-chained molecules thus 
creating an extra layer at the vacuum-facing surface. However, it is safe to assume that is 
completely removed in the first emission cycle due to the intense electric field applied to 
the sample. Figure 5.27 shows the emission characteristics measured on one point of the 
sample. As in the case of the pristine Au surface, the measurements were performed at 5 pm 
anode-to-cathode separation.
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Applied anode voltage (V)
Figure 5.27: Field emission characteristics measured on a site on the PEI/PAA/PEI/Au nano­
particles sample at an anode-to-cathode separation o f  5 pm. The panels are numbered according to
the succession o f  the emission cycles.
As it can immediately be seen is the strong sequential tunnelling character of the emission. 
The step-like features are present in all the four cycles which provides a first indication that 
the sequential tunnelling model presented in Section 5.2 is valid. There is however, a 
quantitative disagreement between the theoretical predictions and the experimental data. 
Figure 5.27 shows currents as high as 1 pA (this was the current limit imposed during the 
measurements in order to protect the samples!) while the theoretical model predicts much 
lower emission. The reason for this discrepancy is that the model only considers the 
emission from a single potential well representing a single Au nano-particle, while the 
measurements are performed over an extended area. LbL films have a high surface 
roughness for thin deposited films (multiple layers being required to achieve a smooth 
surface) with a certain level of interpenetration among the consecutive layers and since the 
deposited polymer layers are very thin it is expected that not all the surface will be coated 
uniformly with the LbL polymer film. Thus, there will be areas coated next to others 
uncoated, mostly due to the electrostatic nature of the polymer which in the first steps of 
the film formation will tend to absorb on separated locations and only subsequently will 
cover the complete sample surface. A pictorial description of the polymer surface, after the 
Au nano-particles have been deposited in shown in the figure below:
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Glass slide 100 Fm Au substrate
Figure 5.28: Diagram showing the island-islet scenario for the thin dielectric polymer layer 
deposited on the bare Au surface. In this picture AuNPs stands for Au nano-particles.
(Figure not drawn to scale!)
The next set o f  measurements has been perform ed on a different site o f  the sample, 
this time at an anode-to-cathode separation o f  10 pm.
Applied voltage (V)
Figure 5.29: Field emission characteristics measured on a site on the PEI/PAA/PEI/Au nano­
particles sample at an anode-to-cathode separation o f  10 pm. The panels are numbered according to
the succession o f  the emission cycles.
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As it can be seen the step-like features are still present in the field emission characteristics 
although the emission threshold is now increased to 470 V, which is an expected feature. 
There is also the important factor of sample degradation to be considered when strong 
electric fields are applied. Since the heterostructure is realised using dielectric polymers and 
Au nano-particles weakly bound to the surface by electrostatic bonds, a certain dynamic of 
the particles is expected to take place which will thus modify the position and even the 
apparition of the step-like features. Another important factor which may contribute to the 
destruction of the step-like features in the sequence of the emission cycles is the 
temperature increase due to localised Joule heating.
5.4 Theory vs. experiment comparison
As it was stated in Section 5.3, the purpose of the FE experiment was to provide 
experimental evidence of electron sequential tunnelling at room temperature under field 
emission conditions. The obtained results are in good qualitative agreement with the 
theoretical model presented in Section 5.2 as it can be seen in the following figure:
Applied anode voltage (V) Applied electric field (V/nm)
Figure 5.30: Qualitative comparison between experimental field emission measurements (left panel) 
and the theoretical model introduced in Section 5.2.
No quantitative information can be extracted from the comparison of the two graphs in 
Figure 5.30 since the sequential tunnelling model in Section 5.2 only considers the
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emission from a single Au nano-particle while the field emission data in the left panel is 
obtained from an extended surface covered with nano-particles in random positions. On the 
right panel in Figure 5.30 the theoretical model shows that as the electric field increases, the 
step-like features disappear. Such an effect is to be expected since the vacuum potential 
energy barrier will be lowered so much as the electric field increases, that the electrons will 
be launched from the bulk straight into a continuum of states that appears over the discrete 
spectrum of the well. However the experimental reality is considerably different. The anode 
used in the field emission experiment is spherical and kept at a fixed distance from the 
surface, thus as the voltage is increased, the first nano-particles which will start to emit are 
the ones located below. However, as the voltage is increased more nano-particles on the 
sample will be under the influence of strong electric fields thus contributing further to the 
emission current and to the apparition of the step-like features.
Applied anode voltage (V) Applied electric field (V/nm)
Figure 5.31: Qualitative comparison between the average experimental field emission current (left 
panel) and the theoretical model introduced in Section 5.2.
Taking into account the size of the anode, which in this case is 5 mm in diameter it is 
possible to evaluate a rough estimate of the number of nano-particles on the sample on a 
region just below the anode, assuming that there is an even coverage of the entire sample. 
Thus if we approximate the anode as a square surface of side 5 mm and also if we consider 
the area occupied by a nano-particle to be a square of side 5 nm then the rough estimate of 
the number of emitting points to of the order of 1012. Furthermore, considering that every
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nano-particle is emitting the same current then the average current emitted by one nano­
particle can be obtained by dividing the data on the left panel in Figure 5.30 to the number 
of emitting points. Figure 5.31 show a comparison between the average emission current 
obtained from a single nano-particle and the calculated value of the current obtained from 
the two-step tunnelling model presented in Section 5.2. It is important to point out the fact 
that, while the theoretical result is obtained from an idealised case, the experimental reality 
is considerably more complicated and it is likely that a number of other phenomena, which 
have not been included in the theory, may contribute to the emission process from such 
structures.
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The main focus of this Chapter was to study the phenomenon of sequential electron 
tunnelling under field emission regime from a nano-particle. The considered physical 
model consisted of a nano-particle deposited on a thin WBG material layer which is in 
contact with a bulk substrate. A simple ID WKB approach together with the kinetic 
treatment of electronic transport through the nano-particle was used to obtain the tunnelling 
currents in and out of the structure. Introducing a stationary condition for the tunnelling 
currents allowed for the computation of the balanced average number of electrons in the 
nano-particle to be computed for a given value of the applied field. The field emission 
current in vacuum was then computed and step-like features were shown to appear. This 
feature indicates a certain sensitivity of the emission current to the voltage variations and is 
a direct consequence of the discrete energy spectrum of the electrons confined in the nano­
particle. This behaviour must be distinguished from the resonant tunnelling emission where 
isolated maxima of the current appear when the Fermi level aligns with the energy of some 
bound state in the well. However, it should be stressed that in practical cases both 
phenomena may mix together in various proportions dictated by the particular setup.
The layer-by-layer deposition method has been used to create an Au nano-particle 
based heterostructure. A thin layer of a dielectric polymer has been deposited on a bare Au 
surface followed by the deposition of functionalised Au nano-particles. Field emission 
measurements have been performed on different sites of the heterostructure for two anode- 
to-cathode separations. Comparison between the emission characteristics obtained from the 
Au nano-particle heterostructure and the bare Au surface, showed distinct step-like features 
which is in good agreement with the results obtained from the theoretical model introduced 
in this Chapter.
5.5 Conclusions
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Chapter 6
6. Conclusions
6.1 Summary of achievements
6.1.1 Field enhancement factor o f an isolated CNT
The field enhancement factor of an isolated CNT has been modelled as a sequence of 
charges placed along the symmetry axis. The values of the charges were simultaneously 
obtained so that the electrostatic potential satisfies the boundary conditions at specified 
points around the CNT surface. The number of the charges has been kept as a variable and 
thus a self-validating method has been obtained. Ensuring that the distance between the 
calculated equipotential and the grounded CNT surface attains a minimum in the cap 
region, the correct number of charges can be found and also an accurate value for the 
electric field at the tip of the CNT can be calculated. The results obtained using this method 
show that the enhancement factor of an isolated CNT has a linear dependence on its aspect 
ratio, in accordance to previous semi-analytical models from the literature. Also 
comparison of the theoretical model with values obtained from the simulation package 
Sim ion show a large discrepancy. This appears to originate in the commonly poor division 
of the space used by the software in the area of the CNT cap, where the electric field is 
calculated.
6.1.2 Field emission from a single CNT under high extraction fields
A new description of electron emission from a CNT has been proposed by solving the 
2D Schrodinger equation on the CNT surface and in the 3D vacuum. A weak connection 
condition was used to account for the change in dimension between the 2D and the 3D 
solutions, which allows the probability current to be calculated at the surface of the CNT 
cap. Assuming a Fermi-Dirac electron statistics on the CNT, the field emission current was 
calculated as a sum over all energies from the product between the electron charge, the 
electron statistics and the probability current. The proposed model was then investigated in 
a series of studies in order to test the influences of the various geometrical and electronic 
parameter used throughout on the FE current. The results were discussed and qualitatively 
compared with known experimental conclusions already existent in the literature. It was 
shown that the model is able to qualitatively replicate a large number of experimental 
results and, if FE experimental data are available, it can be used to fit the obtained data.
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Moreover, the results obtained through this model indicate that the Fowler-Nordheim 
theory used so far to analyse field emission data from carbon nanotubes may be dated. Due 
to the limited number of parameters present in the emission current formula in the FN 
theory, the complex characteristics of emission from CNTs cannot be fully investigated. 
The model presented in this chapter brings forward the beginning of a new field emission 
theoiy, which is able to integrate the physical and geometrical properties o f the analysed 
cathodes.
6.1.3 Two-step electron tunnelling from a nano-particle
The main focus of this chapter was to study the phenomenon of sequential electron 
tunnelling under field emission regime from a nano-particle. The considered physical 
model consisted of a nano-particle deposited on a thin WBG material layer, which is in 
contact with a bulk substrate. A simple ID WKB approach together with the kinetic 
treatment of electronic transport through the nano-particle was used to obtain the tunnelling 
currents in and out of the structure. Introducing a stationaiy condition for the tunnelling 
currents allowed for the computation of the balanced average number of electrons in the 
nano-particle, for a given value of the applied field. The field emission current in vacuum 
was then obtained as a function of the field and step-like features were shown to appear. 
This aspect indicates a certain periodicity in the sensitivity of the emission current to the 
voltage variations and is a direct consequence of the discrete energy spectrum of the 
electrons confined in the nano-particle. This behaviour must be distinguished from the 
resonant tunnelling emission where isolated maxima of the current appeal* when the Fermi 
level aligns with the energy of some bound state in the well. However, it should be stressed 
that, in practical cases, both phenomena may mix together in various proportions dictated 
by the particular setup.
The layer-by-layer deposition method has been used to create an Au nano-particle 
based heterostructure. A thin layer of a dielectric polymer has been deposited 011 a bare Au 
surface followed by the deposition of functionalised Au nano-particles. Field emission 
measurements have been performed on different sites of the heterostructure for two anode- 
to-cathode separations. Comparison between the emission characteristics obtained from the 
Au nano-particle heterostructure and the bare Au surface showed distinct step-like features, 
which is in good agreement with the results obtained from the theoretical model introduced 
in this chapter.
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6.2 Future work
The work presented in this thesis can be further extended. The field enhancement 
model presented in Chapter 3 can be developed for use in more general geometries than a 
carbon nanotube. A continuous linear distribution of charge along the structure’s axis may 
lead to more accurate constructions for the zero-potential surfaces. Also the case of an array 
of high aspect ratio structures must be considered following the same method of equivalent 
point charges, with the inclusion of the screening effects between neighbouring elements.
The model of electron field emission from isolated nanotubes can be also improved in 
several directions. For example, the 2D description of the electronic states on the CNT can 
be replaced with a 3D description, in a sort of CNT “shell”, with its thickness as an 
adjustable parameter. This would remove the theoretical difficulty of connecting wave 
functions of different dimensionalities at the vacuum interface. The influence of the back 
contact of the CNT may also be considered as producing specific (and restrictive) boundary 
conditions at this CNT limit. Moreover, the shape of the potential energy in vacuum in the 
cap region can be improved to consider non-linear terms.
Regarding the emission processes from nanoparticles deposited on various cathodes, 
work may still be done, as follows. A protective layer of WBG material deposited on top of 
the particle layer can be included in the model as a new potential energy barrier towards the 
vacuum. The simplistic ID description of the electronic quantum states in the nanoparticles 
can be replaced with a more sophisticated 3D description that eventually would allow 
quantitative comparison to experimental data and useful parameter extraction therefrom. 
Also, it is important to recognise the simultaneity of resonant tunnelling phenomena, along 
with the sequential ones, when discussing the electron field emission from such conductive 
nanoparticle deposits. Determining the proper contribution of such resonant effects could 
bring important refinements to the model comparison to the experimental data.
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