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ABSTRACT 
A detailed study has been made of the structure and stellar 
content of the nearby southern globular clusters NGC 104 (47 Tue), 
NGC 6397 and NGC 6752. Accurate surface brightness profiles have 
been derived for each cluster and star counts made from plates taken 
with lm, 1.2m Schmidt and 4m telescopes. Because of the proximity of 
these clusters, it is possible to determine from the star counts the 
number and distribution with radius of stars with masses as low as one 
half the giant star mass. For NGC 104 the count data show a clear 
difference in distribution between the upper main sequence stars and 
stars of lower mass consistent with a tendency towards equipartition 
of energy. 
A system incorporating a TV detector for the measurement of 
accurate radial velocities of faint stars has also been developed, and 
used to determine a line of sight velocity dispersion for NGC 6397. 
These observational data have then been combined with dynamical 
models to investigate the structure of the clusters. The models are 
based on isotropic lowered Gaussian velocity distribution functions, 
are spatially limited and include a realistic range of stellar masses. 
The distribution functions for each mass are related by an expression 
which would correspond to equipartition of energy in the absence of a 
finite velocity cutoff. In general the agreement between the model 
predictions and the observational data is good. In particular, it 
appears that the limiting radius is the same for stars of different 
mass as required by a tidal cutoff. However, for NGC 104 the 
equipartition of energy models cannot reproduce the observed central 
velocity dispersion without the inclusion of significantly more remnant 
j 
stars than the nwnber expected from the Salpeter function. A model 
in which the ' equipartition of energy' condition is modified however, 
does not need any enhancement of remnant stars to reproduce the 
observed central .velocity dispersion. A lower limit to the total 
mass and mass to light ratio of each cluster is given. 
The models and the star counts are also used to investigate 
the mass function for the stars still on the main sequence in each 
cluster. -(l+x) The data agree well with a power law dN cr m dm and 
upper and lower limits are placed on the present value of x in each 
cluster. Large differences exist between the clusters with NGC 104 
containing significantly more low mass stars than NGC 6752 which in 
turn contains more than NGC 6397. The origin of these differences 
is investigated and it is concluded that they cannot have resulted 
from dynamical evolution alone. The initial mass functions of the 
clusters must also have been different. Evidence is presented to 
suggest that these differences result from the differing metallicities 
of the clusters with more low mass stars forming in more metal rich 
conditions. 
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OIAPTER I 
INTRODUCTION AND THESIS OUTLINE · 
1.1 INTRODUCTION 
Globular clusters have long been objects of astronomical 
interest. They are evidently amongst the oldest objects in the galaxy, 
and so determinations of their stellar content may yield information on 
star formation processes early in the lifetime of our galaxy. Further, 
their colour-magnitude diagrams and giant branch luminosity functions 
1 
place important constraints on stellar evolution theories for population II 
stars. In addition, because of their richness and symmetry it is 
natural to look to theories of stellar dynamics to explain their overall 
structure. 
Indeed the structure and stellar content of globular clusters 
are inextricably interwoven ; the cluster giants and subgiants, whose 
distribution is mostly easily measured, contribute almost all the visible 
light output of a cluster while stars of lower m~ss presumably contribute 
most of the total mass and dominate the gravitational field in which the 
bright stars move. If there i -s any tendency towards equipartition of 
energy, then the relative number of low mass stars will increase with 
distance from the cluster center and a dynamical model will be needed to 
estimate the correct populations of s 'tars of different mass in the 
cluster as a whole. Further it is possible that significant numbers of 
stars will have escaped from a cluster over its lifetime and so in order 
to relate the present mass function of a cluster to the initial mass 
function, calculations of the dynamical evolution of clusters are 
required. 
The principal aim of this thesis concerns both the se areas of 
interest: by gathering sufficient observational material on a small 
number of nearby clusters, an attempt will be made to provide some 
understandin·g of the structure and stellar content of globular 
clusters. However, before describing the procedures to be followed 
2 
in this task, a discussion of previous work in these areas is presented. 
1.2 DISCUSSION OF PREVIOUS WORK 
(a) Stellar content of globular clusters 
Observational work on the stellar content of globular clusters 
has generally proceeded along one of two possible approaches: either the 
stellar content has been directly determined from luminosity functions, 
or it has been inferred from measured velocity dispersions which yield 
total masses and mass· to light ratios. Luminosity functions have been 
published for a number of clusters (e.g. Sandage 1954, 1957, Simoda 
and Fukuoka 1976 for M3; Tayler 1954, Hartwick 1970, van den Bergh 1975, 
Fukuoka and Simoda 1976 for M92; Simoda and Tanikawa 1972 for MS and Ml3; 
Sandage, Katem and Kristian 1968 for Ml5; Dickens and Woolley 1967 for 
w Cen; Lee 1977, Hesser and Hartwick 1977 for 47 Tue) but with the 
exception of the results of van den Bergh (1975) these luminosity 
functions do not reach absolute magnitudes much fainter than those of 
the main sequence turnoff. Hence, although these luminosity functions 
are useful for helium abundance determinations and for testing the 
detailed predictions of theoretical calculations of giant branch 
evolution, the stars observed are all of approximately the same mass 
and so they yield little information on the mass functions of the 
c l usters. Howe ve r, van de n Bergh (19 75 ) in a pre l i mi n ary study o f the 
main sequence luminosity function of M92 made from plates wi th limiti n g 
magnitudes fainter than V = 23 mag, has shown that the number of stars 
per magnitude interval in this cluster does not appear to increase for 
3 
absolute magnitudes fainter than~~+ 6 down to the limit of the data 
at~~ + 8. This may indicate that the present mass function of this 
cluster does not contain large numbers of low mass stars, although the 
stars at the limit of the obseryational data have masses only of the 
order of one half that of the cluster giants. It is clear then, that 
the number and distribution with radius of stars with masses appreciably 
less than that of the cluster giants can only be studied in this way in 
the most nearby clusters. 
However, using the alternative approach mentioned above, it is 
possible to gain some information on the low mass star content of 
globular clusters. The earliest detailed results using this approach 
are those of Wilson and Coffeen (1954). These authors measured line of 
sight velocities for fifteen bright giants in M92 and determined a line 
of sight velocity dispersion <v 
2
>~ = 4.4 kms-l from the moduli of the 
r 
deviations of the individual ·stellar velocities from the mean. Then 
using a form of the viria_l theorem given by Kurth ( 19 50) , they obtained 
a mass of 3.3 x 105M for the cluster and a mass to light ratio (M/L) 
0 
= 2.0 in solar units. 
These results however, were modified by Schwarzschild and 
Bernstein (1955) who used an improved form of the virial theorem given 
5 
by Schwarzschild (1954) to derive a mass of 1.4 + 1.0 x 10 M and 0 
(M/L) = 0.8 + 0.6 for M92. This low mass to light ratio was us e d to 
indicate the existence of large differences in stellar content between 
globular clusters and elliptical. galaxies for which mass to light ratios 
of the order of one hundred had been derived (Schwarzschild 1954). 
Some years later Feast and Thackeray (1960) reanalyzed the data 
of Wilson and Coffeen (1954) using, instead of the moduli, the squares 
of the deviations from the mean velocity. Combining this with a 
different treatment of the effect of observational errors on the 
observed dispersion, they obtained a new value for the velocity 
5 dispersion of M92 and from it a mass of 1.8 + 1.2 x 10 M and an (M/L) 
0 
= 1.0 + 0.7 (solar units). The form of the virial theorem given by 
Schwarzschild (1954) was again used. Feast and Thackeray (1960) also 
attempted to determine the line of sight velocity dispersion of 47 Tue 
(NGC 104) but because of an unexplained dependence of the measured 
velocities on spectral type , only upper limits to the mass and mass to 
light ratio of the cluster were determined. Even so, this upper limit 
to the mass the light ratio was low (0.3 + 0.4 solar units), again 
pointing to apparent differences between the stellar populations of 
globular clusters and elliptical galaxies . 
4 
. The interpretation of these mass to light ratios for globular 
clusters was advanced by the results of Sandage (1957). He extrapolated 
his observed luminosity function (for stars brighter than M z + 6.5) 
. V 
for M3 to fainter magnitudes using a combination of the (normalized) 
luminosity functions of van Rhijn (1936), Luyten (1939) and Kuiper (1942). 
Then, by considering the probable number and mass of white dwarfs 
present and by using the mass-luminosity calibration of Kuiper (1938, 
1942) he derived a mass to luminosity ratio consistent with the M/L 
value for M92 given by Schwarzschild and Bernstein (1955). 
However, determinations of masses and mass to light ratios by 
the virial theorem method are full of uncertainties. Firstly the 
procedure uses the total (space) velocity dispersion rather than the 
the dispersion in one coordinate so a value for the ratio <v
2
>/<v 2> 
r 
must be assumed; usually <v
2
> is taken as three times <v 
2
> which 
r 
5 
corresponds to an isotropic velocity distribution. Further, the virial 
theorem requires a value of <v
2
> appropriate for all stars. The 
measured value however, usually applies only to the brighter stars in 
the cluster and the fainter, less massive stars, which presumably 
contribute most of the mass of the cluster, will generally have higher 
velocity dispersions if there is any tendency towards equipartition of 
energy. An additional complication is that the velocity dispersion must 
decrease with radius because of the existence of a finite boundary to 
the cluster. Hence, it is clear that the measured velocity dispersion 
will depend on the positions in the cluster of the stars observed. 
The kinetic energy of systematic motions such as rotation must also be 
included. The potential energy, on the other hand, is usually determined 
from the distribution of the bright stars, either from the surface 
brightness profile or directly from star counts. In either case the 
derived potential energy will be incorrect if the distribution of the 
bright stars differs from that of the lower mass stars which determine 
the mass distribution. Fortunately however, some of these difficulties 
and uncertainties can be overcome if the measured velocity dispersion 
is used in conjunction with a dynamical model to estimate the total mass 
and mass to light ratio of a cluster. 
Harding (1965) measured line of sight velocities for 31 members 
of the globular cluster w Cen. From these stars, 13 were selected as 
having large rotation moment, and were observed repeatedly to enable 
accurate de terminations of their line of sight velocities . The se 
velocities we re then used to de termine the internal rotation of the 
cluster and a velocity dispersion. The differences between the 
6 
individual velocities and the mean were consistent with solid body 
rotation (within the region containing the observed stars); the 
velocity dispersion of the measured stars, relative to this rotation 
2 ~ -1. 
law, was <v > 2 = 5.8 + 3.8 kms These results were then used by 
r 
Dickens and Woolley (1967) to derive a total mass and mass to light 
ratio for this cluster. Unlike the previous results however, these 
estimates were based on a dynamical model of the cluster rather than 
on the virial theorem. 
From their extensive compilation of data on w Cen, Dickens and 
Woolley (1967) determined, inter al-ia, the mean projected density 
distribution for stars brighter than M ~ + 2 as a function of distance 
V 
from the cluster center. They then deprojected this observed data and 
normalized so that the central (space) density was unity. Models based 
on a variety of assumptions were then calculated and the model densities 
compared with the observed densities. A best fit was found for a model 
calculated with a truncated Maxwellian distribution, a continuous 
distribution of stellar masses and equipartition of energy. From the 
fit of this model to the observational data a l~ngth scale in dimensional 
units was determined. Then by combining this length scale with the 
velocity dispersion given by Harding (1965) the central density of the 
cluster in physical units was found. Once this central density had been 
determined, the total mass of the cluster was obtained by integrating the 
dimensionless model density. Using these techniques, Dickens and Woolley 
give the total mass of w Cen as 7 x 10
5M and derive a mass to light 
0 
ratio of 0.5 in solar units. 
However, these values have been seriously questioned by Poveda and 
Allen (1975) who noted that the models constructed by Dickens and Woolley 
(1967) did not include the considerable rotation of the cluster. 
7 
Further, they drew attention to the fact the velocity dispersion used 
by Dickens and Woolley (1967) to derive the central density of w Cen 
was the velocity dispersion relative to the local rotation law rather 
than the velocity dispersion relative to the mean velocity of the cluster. 
Hence the contribution of the rotational energy to the maintenance 
of the cluster structure was neg-lected. They then went on to estimate 
more realistic lower limits to the mass of w Cen by three separate 
methods; by -using the method of Dickens and Woolley (1967) but using a total 
velocity dispersion (calculated from the line of sight velocities measured 
by Harding 1965) rather the velocity dispersion relative to the rotation 
law; by a method based on the observed rotation curve; and by the 
virial theorem . These three estimates agreed remarkedly well and they 
indicate that the mass of w Cen exceeds 3.3 x 10
6M and that (M/L) > 3 
o V 
for this cluster . Poveda and Allen (1975) point out that this mass 
to light ratio is similar to that for the solar vicinity (M/L) "" 2.2 "" pg 
and to that for a cylinder perpendicular to the galactic plane (M/L) pg 
"" 3.4 - 3 . 8 (Oort 1965) . 
"" 
The most recent observational work on the stellar content of 
globular clusters is that of Illingworth (1975, 1976) who derived total 
masses and mass to luminosity ratios for ten centrally concentrated 
globular clusters from measurements of their surface brightness profiles 
and central velocity dispersions. The surface brightness profiles 
(Illingworth and Illingworth 1976) were fitted with King (1966a) models 
(to be discussed shortly) and two length scales, the core radius and the 
tidal radius, determined for each cluster. The core radii were then 
combined with the measured velocity dispersions (determined from the 
broadening of lines in spectra of the integrated light of the central 
regions of the clusters)· and the dimensionless total masses of the 
models, which depend only on the ratio of the tidal radius to the core 
radius to derive the total masses of the clusters. These total 
masses, together with the absolute magnitudes of the clusters, then 
yield estimates of the mass to light ratios. Values of (M/L) 
V 
ranging from 0.9 to 2.9 were found, with a mean value of 1.6 
(Illingworth 1976). 
The implications of these observationally determined mass to 
light ratios were then investigated (Illingworth 1975). Firstly, the 
luminosity functions for M3 (Sandage 1954, 1957) and MS (Simoda and 
8 
Tanikawa 1972) were extrapolated to fainter magnitudes using the solar 
neighbourhood luminosity function given by Wielen (1973). A mass-
luminosity calibration was then determined and the (M/L) value for each 
of the luminosity functions calculated. Remnant stars were also 
included in the calculation: their number was estimated by fitting the 
Sandage - (1957) modified Salpeter (1955) initial luminosity function at 
the turnoff point with all stars more massive than the current turnoff 
mass assumed to have become 0.6M white dwarfs . . These calculated (M/L) 
0 
values agreed reasonably well with the observed values while mass to 
luminosity ratios calculated on the basis of different extrapolations 
did not. This result was taken to indicate that low mass stars 
constitute a large proportion of the present stellar content of these 
clusters (Illingworth 1975). However, these results again depend on 
the assumption that the mass to light ratio does not vary with distance 
from the center in a globular cluster and hence are still relatively 
uncertain. 
From a theoretical standpoint, the stellar content of globular 
clusters and its evolution with time is affected by two processes. 
9 
The first of these is dynamical relaxation through two body encounters 
which leads to a gradual evaporation of stars from the cluster. The 
second is the effect of the compressive gravitational shocks which occur 
each time the cluster passes through the galactic plane. The term 
'shock' is used because in the outer regions of a cluster, the orbital 
period of a star is usually long compared to the time of passage through 
the galactic plane. 
The effects of these gravitational shocks have been considered by 
Ostriker et al . (1972). They showed that provided the orbital period of 
a star in the cluster is long compared with the time of passage through 
the galactic disk, its increase in velocity can be calculated using an 
impulsive approximation and an increase in the random kinetic energy of 
the cluster results. The gain in kinetic energy or 'shock heating' is 
largest for the stars furthest from the cluster center and since, ·if 
there is any tendency towards equipartition of energy these stars will 
have generally lower masses, these authors suggest that this process 
leads to preferential loss of low mass stars from globular clusters. 
Indeed, they have gone on to suggest that globulpr clusters are strongly 
deficient in low mass stars and that an appreciable fraction of the halo 
population consists of escaped globular cluster stars. Clearly 
observational evidence which yields information on this suggestion would 
be of great interest. 
(b) The structure of globular clusters 
Globular clusters have always presented an intriguing field for 
dynamical study and in general, these studies have been carried out in 
two distinctly different ways. In th e first approach, it is assumed, 
10 
since the time of relaxation at the center of a globular cluster is 
usually a small fraction of its age (e.g. Peterson and King 1975) that 
stellar encounters have strongly influenced the form of the velocity 
distribution function. An explicit form of this function, expressed in 
terms of the integrals of motion of a star, is then assumed and the 
spatial characteristics of the JnOdel determined by solving Poisson •·s 
equation. This approach has been followed by many authors (e.g. 
Chandrase khar 1960; Woolley 1954; Woolley and Robertson 1956; Woolley and 
Dickens 1961; Spitzer and Harm 1958; Oort and van Herk 1959; Michie 1963a,b; 
Michie and Bodenheimer 1963; King 1966a; Prendergast and Torner 1970; 
Prata 197la,b; Wilson 1975; Da Costa and Freeman 1976) each of which 
assumed different forms for the velocity distribution function. 
Of these studies perhaps the most detailed, in terms of comparing 
model predictions with the observations of real globular clusters, are 
those of Oort and van Herk (1959), King (1966a) and Da Costa and Freeman 
(1976) . · In their study of the structure and dynamics of M3, Oort and 
van Herk (1959) used the star counts to different limiting magnitudes 
from which Sandage (1954) had derived a luminosity function, star counts 
by von Zeipel (1908, 1913) and surface brightness measures by Hertzsprung 
(1918) to constrain their models of this cluster. They considered that 
the changes in slope (in a surface density versus radius plot) for counts 
with limiting magnitudes fainter than the main sequence turnoff (i.e. 
counts with smaller mass limits) indicated equipartition of energy in the 
cluster. This assumption, combined with a calculation of relaxation 
times at various radii and the apparently smooth variation of density 
with radius , led them to assume an anisotropic velocity distribution 
function. This function approaches a Maxwellian distribution near the 
center of the cluster but becomes increasingly anisotropic with 
predominantly radial velocities at large distances from the center. 
It was truncated sharply at the escape velocity. These authors then 
constructed a variety of models based on this velocity distribution, 
incorporating different assumptions for the number and mass of the 
remnant stars and for the form of the luminosity function of the low 
mass stars. A best fit between the model densities and the observed 
11 
densities (whiw½ had been converted to space densities) was found for a 
model in which the number of low mass stars was considerably less than 
that predicted from the van Rhijn (19 36) luminosity function and in 
which the number and mass of white dwarf stars was assumed to equal the 
number and mass of stars brighter than M = + 3 . 5 in the cluster. 
V 
5 
This model had a total mass of 1.5 x 10 M with a mass to light ratio of 
0 
approximately 0.25 (solar units). However, since recent results indicate 
that the shock heating which occurs each time the cluster crosses the 
galactic plane has a strong randomizing influence on stellar orbits in 
the outer regions of a cluster (Keenan and Innanen 1975, Henon 1971, 
Prata 1971b, Spitzer and Chevalier 1973), it is likely that some of the 
assumptions, particularly the assumption of an ~nisotropic velocity 
distribution function made by Oort and van Herk (1959) may not be valid. 
Hence their estimates of the mass and mass to light ratio for M3 are 
rather uncertain. 
The understanding of the structure of globular clusters was 
advanced by King (1962) who demonstrated that a cluster possesses a 
finite boundary. He identified this boundary with the tidal cutoff 
imposed by the gravitational field of the galaxy (predicted theoretically 
by von Hoerner 1957) and went on to show that an individual cluster could 
be described by three parameters; a richness factor, a 'core' radius and 
the tidal cutoff radius, with the ratio of the tidal radius to the core 
radius measuring the central concentration of the cluster. Since 
physically a cluster is described by a total mass and a total energy 
in a tidal gravitational field of a certain strength, King (1962) 
concluded that globular clusters are as similar in structure as 
possible . 
12 
In a later paper (King 1~66a) these results were used as a basis 
for a theoretical treatment of the structure of globular clusters. 
Because of the short relaxation times at the center of a cluster, 
King (1966a) suggested, as had others before him, that the velocity 
distribution at the center of a cluster should have a form produced by 
stellar encounters. Yet because the galactic tidal field limits the 
radius of the cluster, he pointed out that this distribution function 
should go to zero at the velocity needed to reach the cluster boundary 
rather than at the velocity for escape to infinity. These requirements 
are described by the steady-state Fokker-Planck equation subject to a 
finite velocity cutoff (e.g. Spitzer and Harm 1958) and a lowered 
Gaussian function, i.e. a Maxwellian minus a constant, is an analytic 
approximation (Michie 1963a, King 1965) to its solution. 
By assuming that this isotropic velocity distribution function 
applies throughout a cluster and that all the stars in the cluster have 
the same mass, King (1966a) went on to construct a one parameter set of 
spatially limited self-consistent models for globular clusters. The 
models were presented as a set of curves in which the logarithm of the 
normalized surface density is plotted against the logarithm of the 
radial distance expressed in terms bf the core radius since, as noted by 
King (1966a), projection of the model space densities onto the plane of 
the sky is a much more reliable process than converting observational 
surface densities to space densities. A particular curve is specified 
by its value of the central concentration parameter C; C is the 
logarithm of the ratio of the tidal radius to the core radius· of the 
curve. 
13 
Considering the simplicity of the models, the agreement between 
the model curves and available observational data is remarkedly good 
(e.g. King 1966a, Illingworth and Illingworth 1976, Peterson 1976) over 
a large range of central concentrations. Indeed, these models have been 
used with extensive star count data (King et al. 1968) to determine core 
radii, tidal radii and other structural parameters for . a large number 
of clusters (Peterson and King 1975, Peterson 1976). 
However, Da Costa and Freeman (1976) showed that no King (1966a) 
model gives a satisfactory fit to the observed surface brightness profile 
of the globular cluster M3. This profile, which covers five decades in 
intensity, was made up of unpublished electronographic measures by Kron 
and Hewitt, photoelectric measures by King (1966b) and star counts 
from the compilation of King et al. (1968). To investigate the cause 
of this discrepancy these authors carried the models of King (1966a) one 
step further by relaxing the assumption that the stars in the cluster all 
have the same mass (see also Prata 197la,b). In these models the stars 
are grouped into a number of mass classes each of which is assumed to 
have a lowered Gaussian velocity distribution function. The distribution 
functions are related by a condition which would correspond to equipartition 
of energy between stars of different mass in the absence of a finite 
velocity cutoff. 
The models were applied to M3 using the luminosity function given 
by Sandage (1954, 1957) extrapolated to fainter magnitudes with the 
solar neighbourhood luminosity function of Wielen (1973). The number of 
remnant stars was estimated by fitting the Sandage (1957) modified 
Salpeter (1955) initial luminosity function at the turnoff and assuming 
that all stars more massive than the current turnoff mass have become 
white dwarfs of mean mass 0.6M. It was found that this type of 
0 
model gave an excellent fit to the surface brightness profile of this 
cluster. 5 The total mass of the cluster model was 3.3 x 10 M, with a 
0 
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mass to light ratio of 1.6 in solar units in good agreement with the mean 
value found by Illingworth (1976). However, despite the good agreement 
of this particular model with the available observations, it is still 
true that at present, there is insufficient observational material to 
thoroughly test the validity of the assumptions on which this type of 
model is based. It is one of the aims of this thesis to attempt to 
rectify this situation. 
The second method of investigating the structure of globular 
clusters is to follow the dynamical evolution of model systems 
numerically, either by direct N-body calculations or by Monte Carlo 
simulations. The major purposes of these type of calculations are to 
test the predictions of stellar dynamical theories for systems governed 
by two body encounters and to gain insight into the factors which 
determine the evolution of such systems. In particular escape phenomena 
can be studied in detail. These subjects have been recently reviewed in 
detail (Aarseth and Lecar 1975, Spitzer 1975, Wielen 1975) and so only a 
summary of the results is given here. Original references for the 
results quoted can be found in these review articles. 
Because of the time consuming force calculations, investigations 
of stellar systems by direct numerical integration of the equations of 
motion of N bodies (the N-body problem) is practical only for relatively 
small (N ~ 500) values of N. However, for such systems there is 
generally good agreement with the predictions of stellar dynamical 
theories. Relaxation proceeds on timescales comparable with the 
theoretical two body encounter relaxation times and the velocity 
distribution becomes isotropic in the central regions independent of 
15 
the initial conditions. Segregation of stars by mass occurs but because 
of finite velocities of escape full equipartion of energy is not 
achieved. During the later stages of calculation, the core of the system 
is dominated by a close binary; this acts as an energy sink and has an 
important effect on the dynamics of the system. In particular, the binary 
prevents the complete collapse of the core by ejecting stars. Escape 
rates are found to be approximately independent of mass for all but the 
most massive stars which escape less frequently. 
These calculations can be extended to larger values of N by 
making use of Monte Carlo simulation techniques if the same basic 
assumptions which underlie the use of the Fokker-Planck equation in 
stellar dynamics (i.e. that . the stellar system can be adequately 
represented by a one-particle distribution function with evolution due 
only to binary encounters) are assumed to apply. The results for the 
Monte Carlo simulations are then very similar in most aspects to the 
N-body calculations and to the predictions of stellar dynamics theory. 
In particular, it is found that the velocity distribution does indeed 
relax towards a Maxwellian minus a constant in the central regions of the 
system. Mass segregation occurs on timescales comparable with the 
relaxation time of the system but the escape of stars in the absence of 
shock heating is approximately independent of mass. If shock heating is 
included then escape rates are increased and depend more strongly on 
mass since the low mass stars are generally further from the cluster 
center and hence are relatively more affected by shock heating. A feature 
of all Monte Carlo simulations is that the core contracts steadily 
throughout the evolution of the system with the radius containing for 
example, 2% of the total mass of the cluster, going to zero in a finite 
time. It is suggested however, that as for the N-body calculations 
this collapse might be halted by the formation of a close binary in 
the collapsing region which sinks to lower and lower energies ejecting 
other stars from the core. 
In general following Spitzer (1975) it appears that a wide range 
of evolutionary histories are possible for globular clusters. However, 
for most clusters the relaxation time is shorter than the age, so two 
occurrences seem likely. Firstly, if a significant range of masses 
was initially present in the cluste.r then considerable mass 
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segregation should have occurred, with the majority of the low mass 
stars far from the cluster center or removed from the cluster altogether 
if shock heating is non-negligible. Secondly, unless the formation of 
binaries intervenes to half the collapse, at least some clusters 
should have gone through at least one phase of core collapse, whatever 
that may entail. 
It is clear then, in the light of the previous theoretical and 
observational work outlined above, that the time is ripe for a detailed 
study of the structure and stellar content of globular clusters. In 
particular answers should be sought for the following questions: 
(a) Can the steady-state structure of real globular clusters be 
understood in terms of models calculated with distribution functions 
suggested by stellar encounter theories and by the existence of a 
tidal cutoff? In particular, are models calculated with isotropic 
lowered Gaussian velocity distribution functions and 'equipartition' 
of energy between stars of different ma-ss a valid representation of the 
equilibrium structure of globular clusters? 
(b) Is the pr esent mass function for stars still on the main 
sequence in globular clusters the - same in all clusters? If not, are 
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the differences due entirely to dynamical evolution or are differences in 
initial mass functions between clusters necessary? 
It is the purpose of this thesis to attempt to answer these 
questions. In the following section the procedures followed in this 
task are outlined. 
1.3 THESIS OUTLINE 
The first step in seeking the answers to the questions posed 
above is to select a small number of clusters for detailed study. 
Obviously because of the intrinsic faintness of the stars below the 
main sequence turnoff, such a study can be contemplated only for the 
very nearest of globular clusters. However, although this is the 
overriding selection criterion, other factors also influence the 
selection. It is important that the clusters be at relatively high 
galactic latitudes to minimize as far as possible the field star back-
ground level and the possibility of non-uniform absorption across the 
cluster. Further the clusters chosen should be relatively rich to 
reduce uncertainties due to sampling errors. 
For these reasons the clusters chosen for detailed investigation 
in this thesis are NGC 104 (47 Tue), NGC 6397 and NGC 6752. The basic 
data for . these clusters are given in table 1.1 and with the exception 
of the distance moduli which come from Hartwick and Hesser (1974), 
Cannon (1974) and Wesselink (1974) respectively, these data are taken 
from Arp (1965). Briefly NGC 104 is a massive metal rich cluster while 
in contrast NGC 6397 is a very metal deficient cluster of faint 
absolute magnitude lying at relatively low galactic latitude. It is 
r 
TABLE 1.1 
BASIC CLUSTER DATA 
Cluster Ct. 
( 19 50) 
8 
( 19 50) 1
II bII 
NGC 104 
ooh 21~9 
-72° 21 306° -45° ( 47 Tue) 
NGC 6397 17h 361;18 -53° 39 339° -12° 
19h 061;14 
-60° 04 
. 
337° -26° NGC 6752 
~ 
Cone. 
class 
III 
IX 
VI 
Sp. 
type 
G3 
FS 
F6 
V 
r_l 
(kms ) 
-24 
+11 
-39 
(rn-M) app 'V 
13.15 
12.3 
13.2 
I-' 
CD 
included in this study because it is apparently the nearest globular 
cluster. The remaining cluster NGC 6752 is a typical halo cluster of 
intermediate metallicity and of 'average' absolute magnitude. It is 
clear from the distance moduli given in this table that limiting 
exposure plates taken on fine grain emulsions with the large telescopes 
now available in the southern he~sphere will reach stars with absolute 
magnitudes of approximately MV ~ + 10 in each of these clusters. 
Such stars have masses of approximately 0.45M (e.g. Veeder 1974), i.e. 
0 
masses of the order of half the giant star mass. 
The remainder of this thesis is organized into chapters each of 
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which is a separate step towards the fulfilment of the aims of the thesis. 
In chapter II a detailed description of the theory underlying the models 
to be investigated is presented and discussed. The models are those 
used by Da Costa and Freeman (1976) and have been mentioned briefly above. 
Also included in this chapter is an outline of the techniques used in 
constructing a model or a particular cluster. Further, the observational 
data required to limit the range of possible cluster models are listed. 
In Chapter III the methods used to obtain these observational 
data are described . Surface brightness profiles are determined for 
each cluster from centered aperture photometry and from small aperture 
drift scans. Star counts are also given and from these main sequence 
luminosity functions for particular regions in each cluster, and radial 
distributions of stars of different mass, are derived. The ellipticities 
of these clusters are also investigated. A system for measuring accurate 
radial velocities of faint stars is described and a line of sight 
velocity dispersion for NGC 6397 derived from the radial velocities of 
cluster members. 
In Ch apte r IV the observ a ti o nal data and the mo de ls are combined 
to inve stigate the dynamical structure of the cluste rs in this study. 
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In ge ne ral the agreement betwe e n the mode l pre dictions and the 
observations is excellent for both the surface brightness profiles and 
the star count data. However, it is found that for NGC 104 agreement 
between the observed central velocity" dispersion (Illingworth 1976) and 
the model predicted central velocity dispersion is possible only if the 
number of remnant stars is significantly more than the number expected 
from the Salpeter function. A further model of this cluster is 
calculated in which the assumption of equipartition of energy is 
modified and it is found that the increase in the number of remnant 
stars is not necessary for the central velocity dispersion of this model 
to agree with the observed value. Lower limits to the total mass and 
mass to light ratio for each cluster are also given. 
In Chapter V the stellar content of the clusters is investigated. 
The present mass function in each cluster is found to obey a power law 
of the form dN a m-(l+x) dm and with the aid of the star counts in the 
outer regions of the clusters and the models, upper and lower limits are 
placed on the present value of x in each cluster. Large differences are 
found between the clusters in the sense that NGC 104 has more low mass 
stars than NGC 6752 which in turn has more than NGC 6397. The origin of 
these differences is investigated using the Monte Carlo simulation 
models of Spitzer and Shull (1975) and it is conclude d that the differences 
in the present mass functions canno t h a ve res ulte d from dynamica l 
evolution alone . The initial mass fun c tions of the cluste rs must have 
b een diffe r e nt. Evide nce is p r esente d that this dif fere nce is a r e sul t 
of the diffe ring me talli citie s o f the c luste rs with fewe r low mass stars 
formin g in me tal de fici e nt condi t ions . 
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CHAPTER II 
DYNAMICAL MODELS OF GLOBULAR CLUSTERS 
2.1 INTRODUCTION 
In this chapter a set of dynamical models for spherical star 
clusters is described. The models are analogous to those of King (1966a) 
in that they are based on a velocity distribution function suggested by 
the short (in terms of the cluster age) stellar encounter relaxation times 
at the center of most clusters and by the existence of a finite cluster 
boundary set by the tidal field of the galaxy. However, allowance has 
been made for a range of stellar masses to be included in the model 
calculations, with the distribution functions for stars of different mass 
being related by a condition which corresponds to equipartition of energy 
between the stars in the absence of a finite velocity cutoff. 
The basic theory and assumptions on which the models are based 
is presented and discussed in section 2.2 while the numerical techniques 
used in solving the equations which govern the models are described in 
section 2.3 . The procedures used to calculate a model of a particular 
cluster are discussed in detail in section 2.4. In addition, a number of 
expressions relating dimensionless model parameters to equivalent 
quantities in real clusters are given in both section 2.2 and section 2.4. 
In section 2.5 the fundamental assumptions on which the models are based 
are restated and the observational data required to investigate their 
validity listed. 
2.2 MODEL THEORY 
In a classic paper, King (1966a) described a one parameter set 
of dynamical models for spherical stellar systems based on steady-state 
solutions of the Fokker-Planck equation. These models are spatially 
limited, have an isotropic velocity distribution function and contain 
the further assumption that the stars all have the same mass. In this 
section the theory for a set of models in which this last assumption is 
relaxed is presented and although a full discussion is given by King 
(1966a, 1975), a brief outline of the justification ·of the remaining 
assumptions is also given here. 
Since the relaxation time at the center of a globular cluster 
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is generally a small fraction of its age (e.g. Peterson and King 1975) 
stellar encounters will have strongly affected the form of the velocity 
distribution function there, driving it towards a Maxwellian distribution. 
However, because the galactic tidal field acts to limit the cluster 
spatially, the velocity distribution function becomes zero at the velocity 
needed to reach the cluster boundary rather than at the value for escape 
to infinity. These effects are described by the steady-state solutions of 
the Fokker-Planck equation subject to a finite velocity cutoff, and the 
lowered Gaussian velocity distribution used by King (1966a) is an analytic 
approximation (Michie 1963a; King 1965) to these solutions. This 
distribution function is written in terms of the energy E since according 
to Jeans' theorem, the distributio"n function must then be the same 
function of Eat all points in phase space. The form of the velocity 
distribution function assumed fo~ the center of the cluster however, 
contains no information about the possible anisotropy of velocities in 
the outer parts of the cluster so that by using it throughout the 
cluster it is explicitly assumed that the velocity distribution remains 
isotropic at all radii. Plausible arguments can be put both for and 
against this assumption (King 1975) but its validity, like that of the 
other assumptions on which these models are based, can only be verified 
by comparing model predictions with observations of real clusters.· 
It is assumed then, that the stars of the cluster can be 
grouped into a number of mass classes each characterized by a mass m., 
l 
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and that the number density in phase space for each mass class is given by 
the distribution function (cf. King 1966a) 
f. (r,v) 
l 
= a. {exp (-
i 
E . 
l 
2) 
m.0. 
l l 
- exp C (-2)}, 
0. 
l 
E. < l .... m.C; l 2.1 
2 
here rand v are (spherical) radius and velocity, a. and 0. are positive 
l l 
constants related to the number and velocity dispersion of stars in this 
mass class, and C > O is a constant. The energy E. for stars of this 
l 
mass class is given by 
E. 
l 
2 
= ½ m.v + m.w(r) 
l l 
where W(r) is the smoothed gravitational potential for the cluster. 
The boundary of the cluster is given implicitly by the equation 
and is the same for each mass class, as required by the tidal cutoff 
2.2 
2.3 
(King 1962 ) . The total distribution function at each point is then the 
sum of the components for each mass class. The density p. of each mass 
l 
class at any point can now be found by integrating the distribution 
function f. (r,v) over velocity 
l 
E. ~ -m.C 
l l 
2 
m. f. (r ,v) 47Tv dv 
l l 
and the problem is reduced to finding a solution to the (non-linear) 
Poisson equation 
2.4 
2 V W = 47TG L .p. (r,W) 2.5 
l l 
subject to the boundary conditions W = -A (A> 0) at r = 0 and W = -c 
at r = r , the as yet undetermined boundary of the cluster. 
t 
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Before proceeding further, a transformation to dimensionless 
variables is made to enable the elimination of unnecessary scale factors. 
Except where there is no chance of confusion, an asterisk subscript will 
be used to distinguish dimensional quantities from their dimensionless 
equivalen~. In this notation equation 2.5 is 
2 
V * ~ * = 4 TTG * I . p . ( r , ~ *) 
l _l* 
and if z* and v* are the length and velocity scales then v*2 
2.6 
and ~* Similarly, evaluating the integral in equation 2.4 leads to 
2.7 
where 
p. (r, ~) = 
l 2.8 
in which 
¢(x) = (2TT) 312 exp (x) erf (x½) 25/2 ½ 27/2 3/2/3 TTX - TTX 2.9 
Then by setting l* and V* equal tor and a1 respectively, and by t* * 
where 
and p. (U) 
l 
= a./a1 and U = 1j;+c, equation 2.6 becomes -l 
r - 2 ~(r2 au)= ;\ I p. (U) 
dr dr 1 
3 
= m.a. (0./01 ) l l l 
2 2 2 2 
exp [ - C(l-01 /0i ) /0 1 ] ¢ (-U/Clj_ ) 
2.10 
2.11 
2.12 
If the scale of the dimensionless variable r is now chosen so that the 
boundary of the cluster occurs at r = 1 then the boundary conditions for 
this equation become 
u ( o) = -D ( o>o) and u ( 1) = o. 2.13 
/26 ... 
The role of the constant A in this equation has been discussed by both 
Prendergast and Torner (1970) and Wilson (1975). In this analysis, like 
Prendergast and Torner (1970) the length scale has been set equal to the 
26 
boundary of the cluster. Consequently, although equation 2.11 shows that 
A has a fixed numerical value, it behaves like an eigenvalve and must be 
determined, together with the dimensionless cutoff energy C, at the same 
time as the potential U(r). 
In order to reduce the number of independent parameters, a relation 
2 between the 0. values for each mass class is now assumed. For these 
i 
models the relation 
2 
rn. 0. 
i i 
2 
= m.O. 
J J 
2.14 
will be used and, since in the absence of a finite velocity cutoff this 
relation would correspond to the assumption of full equipartition of 
energy between the mass classes, this relation will be called the 
equipartition of energy assumption. However, it should be stressed that 
in these models the total energy of one mass class will not generally 
equal that of another. Then, under this assumption, the dimensionless 
equation to be solved is equation 2.10 subject to the boundary 
conditions 2.13, with the density for each mass class given, setting 
0 1 = 1 and a. = a. exp - C(l-rn.), by i i i 
p. (U) 
i 
a.rn. 
i 1. 
¢. (-rn. U) 
i i 
2.15 
The procedures used to solve this equation will be discussed in detail 
in the next section . 
The central dimensionless potential D, the relative masses rn. and 
i 
the relative number factors a. serve to specify a unique solution. 
i 
For fixed values of D and rn., the relative number factors a. determine the 
i i 
relative total mass ,µ,, of each mass class given by 
i 
µ, 
i =( 2 p. (r) 4TTr dr i 
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2 p1 (r)4TTr dr. 2 .16 
Clearlyµ. is the ratio of the total mass in the i-th mass class to the 
i 
total mass in mass class 1. The variation ofµ. with mass class leads to 
i 
the mass function of the model. 
The central concentration of each mass class is measured by a 
parameter B. which is the ratio of the tidal radius to the core radius of 
i 
each mass class. Following King (1966a) the core radius for each mass 
class is defined by 
2 90. 2 r 
c*. i i* 
4TTG *p 
o* 
where p is the total central density of the cluster. Then using 
o* 
equations 2.7 and 2.14, it follows from equation 2.17 that 
2 
B.2 -
i 
or 
= (4TT/9)G*r 2a1 m1 0 1 exp (C/01
2 ) m.L.p. (-D) 
, t* * * * iii 
½ S. = (Am. L . p . (- D) /9) i i i i 
2.17 
2.18 
2.19 
Clearly for a model containing only one mass class, the logarithm of B 
is equivalent to the central concentration parameter C of King (1966a). 
For a given set {m., a.} increasing D (i.e. deepening the central 
l i 
potential well) increases the central concentration of the mass class 
containing the most massive stars (always mass class 1), while for fixed 
D and m., increasing the { a.} values also increases this central 
i i 
concentration. 
A model for a particular cluster is constructed by varying the 
number factors {a.} and the central potential D iteratively until the 
i 
concentration parameters { B .} and the relative total masses { µ .} equal 
i i 
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values consistent with the data. Hence in general, a model is 
characterized by its values of {m.}, {µ.} and D. This will be discussed 
l l 
further in section 2.4. 
The output from each model is then the run of dimensionless space 
density with radius · for each mass class and this data can be used, 
together with the scale factors, to convert dimensionless model parameters 
into dimensional quantities. In particular, the following formulae are 
easily derived: 
(a) Mass of the cluster model 
= (L . p. (r)) 
l l 
2 4TTr dr 
(b) Central density 
( c) 
( d) 
p 
o* 
= ~ L.P. (-D) 
l l 
alternatively from 2.17 
4TTG 2 
Total potential energy 
4 
Ar 
CJ r 
l* t* 
w* = ½ (L.p. (r) [U(r)-C]) 
4TTG* 
l l 
0 
Total kinetic energy 
4 
CJ 1 rt 
* * 
B. 2 
l 
m. 
l 
2 4TTr dr 
A~: 2 2 T* = ( L . ½P. ( r) <v ( r) >. ) 4TTr dr 4TTG* l l l 
2 
where the dimensionless velocity dispersion <v (r)>. 
l 
for each mass class is given by 
E.<-m.C 
l' l 
2 2 
v f(r,v)4TTv dv 
E.~-m.C 
l l 
2.20 
2.21 
2.22 
2.23 
2.24 
2.25 
Using equation 2.14 this becomes 
<v
2
>. = 8 (-m.U) / m. ¢ (-m.U) 
l l l l 
2.26 
where ¢(x) is defined by equation 2.9 and where 
-2912 TI(x)~/2 /5 2.27 
The length scaler is determined by comparing the surface brightness 
t* 
profile of a cluster, or surface number density curves for the cluster 
from star counts, with the equivalent (projected) curves of the cluster 
model. Generally a first approximation tor can be found by fitting 
t* 
a single mass class model (King 1966a) to the star counts in the outer 
regions of a cluster. 
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The velocity scale 0 1 however, is less easily dete
rmined. In the 
* 
models, the velocity distribution is isotropic so that the velocity 
dispersion in one coordinate is one third the total dispersion. Hence 
if m is the mass of the cluster giants (expressed as usual as a fraction g 
of the representative mass m1 for the most massiv
e stars in the 
* 
cluster), and if Dis the central dimensionless potential for a model 
which fits, for example, the surface brightness profile of the cluster, 
then from equation 2.26 it follows that -
2 2 
= 0 <v (r=O)> /3 = 
l* g 
2 
0 1 8 (-m D)/3m ¢(-m D) * g g g 2.28 
where <v 2> 
r* o g 
is the central line of sight velocity dispersion of the 
cluster giants. Further from equations 2.9 and 2.27, it is clear, 
provided m is not significantly less than unity, that the value of the g 
ratio 8(-m D) / 8(-m D) lies very closeto three for the values of D used g g 
in these models. Hence the velocity scale 0 1 is given by 
* 
(m 
g 0 g 
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2.29 
Since the cluster giants and subgiants (which have masses similar to the 
giants (e.g. Simoda and Iben 1970)) dominate the light output of a cluster, 
the projected central line of sight velocity dispersion of the giants can 
be measured from the broadening of lines in an integrated spectrum of the 
central regions of the cluster (e.g. Illingworth 1976). Further it is 
usually the case that this projected velocity dispersion differs from the 
true central value by only a small factor (Illingworth 1976) so that in 
principle cr 1 can be determined observat
ionally. Alternatively, if the 
* 
(dimensional) total mass of the cluster model has been determined by 
some other means, equation 2.20 can be used to calculate cr1 . Then the 
* 
central line of sight velocity dispersion for the cluster giants predicted 
by the model can be calculated from equation 2.29 and compared with the 
observed value. 
So in swnrnary, the models presented here purport to represent the 
stationary dynamical structure of globular clusters. They are tidally 
limited and are based on the assumption that an isotropic velocity 
distribution function applies throughout the cluster and on the assumption 
that there is 'equipartition of energy' between stars of different mass. 
Whether these models actually do give a valid picture of the dynamical 
structure of clusters can only be determined by applying them to clusters 
for which a large arnoilllt of observational data is available to limit the 
range of possible models. Before commencing this t ask however, 
the numerical techniques used in calculating the models and the detailed 
method of constructing a model of a particular cluster are described. 
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2.3 NUMERICAL TECHNIQUES 
The dimensionless problem to be solved in order to generate a 
cluster model is equation 2.10 subject to the boundary conditions 2.13 
with the dimensionless density p. (U) for each mass. class given by 
i 
equation 2.15 for a specified set {m. ,a.}. In order to solve this 
i i 
problem, the iterative procedures_ of Prendergast and Tomer (1970) are 
followed. 
f i ri n ( ) th th . . th - 1 I A and p. r are en approximations to e correct va ues 
i 
of A and p. (r), then the dimensionless equation for the next 
i 
approximation to U(r) is -
1 d 
2 
r dr 
. . . . _ _n+l( ) n+l 
with boundary conditions u 0 = -D and U (1) = 0. In this 
2.30 
equation pn(r) without the subscript i stands for L.p.n(r). Equation 
i i 
n+l 2.30 is a linear equation for U and the corresponding homogeneous 
equation for solutions of the form A+ B/r where A and Bare constants. 
Hence the general solution to equation 2.30 has the form 
un+l (r) n 1 s p (s)ds -
r 
2 n l 
s p (s) ds +A+B/r f · 2.31 
0 
where r
0
, r 1 , A and Bare arbitrary consta
nts. Applying the boundary 
condition at r 0 leads to 
A = 
n 
sp ( s) ds , B = 2 n s p (s) ds 2.32 
so that 
r 
\ 2 n s p (s) ds 2.33 
0 
Using the boundary condition at r = 1 gives 
An 
= 
Further since C -
n+l 
C 
-D { 
-
lim 
r->oo 
) 
lim 
r->oo 
1 
0 
1 
spn (s) ds } 
-1 
~ 2 n s p (s) ds -
0 
U(r) it is clear from equation 2.33 that 
n+l 
u 
,n 
= -D + I\ 
1 
~ sp(s)ds 
0 
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2.34 
2.35 
The numerical technique for solving equation 2.10 is then clear; 
0 
an initial guess p (r) is made and the integrals in equation 2.33 evaluated 
at each grid point and stored. Next A0 is calculated from equation 2.34 
1 
and used, together with the stored integrals, to determine U (r) at each 
grid point (equation 2.33). Then using the value of C calculated from 
equation 2.35 and the specified values of m. and a., the next 
l l 
1 
approximation p (r) is calculated from equation 2.15. This process is 
then repeated until convergence is achieved. The integrals in equation 2.33 
\rk 
are evaluated using Simpson's rule: viz if F(rk) =)
0 
f(s)ds and if 
f(sk) = fk then F (rk+l} = F(rk) + 6r (Sfk + 8fk+l - fk+ 2)/12 and 
F(rk+ 2) = F(rk) + 6r (fk + 4fk+l + fk+ 2)/ 3. F(rk+J) is then evaluated 
from F(rk+ 2) in the same way as F(rk+l) is evaluated from F(rk) etc. 
Convergence is assumed to occur when the ratio of the standard 
deviation of the previous ten values of A to their mean value is less 
-5 
than a specified accuracy, usually 3 x 10 . Generally some forty to 
fifty iterations are required for convergence so that to compute a single 
model on the Univac 1110 of the Australian National University, less than 
4 seconds of CPU time is required. 
As pointed out by Wilson (1975) solving Poisson's equation in 
this way has a number of advantages. A non-uniform spacing of grid 
points is easily handled and this integral formulation of the solution 
reduces rather than enhances numerical round-off errors. A non-uniform 
3 3 
spacing of grid points is necessary because of the centrally concentrated 
nature of the models. Typically, for the range of central concentrations 
observed in globular clusters, grids of either 51 or 61 points were us e d 
in- calculating the models. These grids were split into 5 (or 6) segmen t s 
with the grid spacing constant in each segment but increasing with 
distance from the center. 
Two numerical checks on the procedure are available. Firstly, 
models calculated with a single mass class are indistinguishable from 
those of King (1966a); indeed these models are equivalent to the 
assumption of equipartition of energy per unit mass in which 0. 2 
i 
=a. 
(cf . equation 2.14) ~ Secondly, each model satisfies a dimensionless 
virial theorem 2T + W = 0 to better than 0.01 percent of the 
dimensionless kinetic energy. The integrals involved in this 
J 
calculation, and other integrals such as the dimensionless total mass 
of the mode l which are calculated after the model has been generated, 
are evaluated using a 5 point Newton-Cotes quadrature formula. The 
projection of the model space densities onto the place of the sky, 
necessary for comparisons between model data and observations, was 
performed using a routine generously provided by Mr. D.W. Carrick. 
This r outine ca l cula t es the sur face de ns ity 
n (R) 
= 2 ~ 
1 
R 
2 2 ½ p ( s) ds / ( s - R ) 
by the me thod outlined by King (19 66a). 
2.36 
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2.4 MODEL CONSTRUCTION METHOD 
In this section the methods used to construct a model of a 
particular cluster are described. It is assumed that at least the 
following observational data are available for the cluster to be 
modelled: 
(a) an accurate surface brightness profile covering as large 
a range of surface brightness as possible; and 
(b) a luminosity function for a particular region in the 
cluster reaching absolute magnitudes as far below that of the turnoff 
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of the cluster as possible. Although models can be constructed with less 
or different observational constraints, for example by using a surface 
brightness profile and a measured central velocity dispersion, the results 
to be presented in the next chapter are anticipated here and the method 
of model construction using these particular constraints dis~ussed. 
For convenience, the luminosity function is assumed to apply in an 
annular region on the plane of the sky centered on the center of the 
cluster. The inner and outer boundaries of this annulus are set so that 
inside the annulus the number of stars of all magnitudes down to the 
limit of the observational data is well determined. For example, · the 
inner boundary could be set at the radius where the number of faint stars 
becomes uncertain because of the effects of crowding on star counts, 
while the outer boundary could be set at the radius beyond which the 
number of bright cluster members is subject to large statistical 
uncertainties. -Clearly, if data is available in only a section of such 
an annulus, then the number of stars can be increased to the number for 
the full annulus by multiplying the observed numbers by appropriate 
factors. Comparison with the mode ls is then straightforward since the 
35 
model space densities can b e easily proj e cted to determine the model 
predicted surface de nsity of stars in the annular region. 
(a) Initial Procedures 
The first step in the analysis is to extend the luminosity function 
to fainter magnitudes either by continuing the trend shown in the 
observational data or by fitting another luminosity function which reaches 
fainter absolute magnitudes, such as that for the solar neighbourhood, to 
the observed data . This extended luminosity function is then split into 
a number of mass classes. Since, with the possible exception of the 
horizontal branch and asymptotic giant branch stars, all the stars 
brighter than the main sequence turnoff of the cluster have approximately 
the same mass (e.g. Simoda and Iben 1970), they are included in one mass 
class while the remainder of the function is split at roughly equal 
magnitude intervals unless there is reason to split the luminosity 
function at particular magnitudes. A mean MV for the stars in each mass 
class is then determined and a representative mass assigned as follows. 
From the data of Simoda and Iben (1970), Iben (1971), Copeland et al. 
(1970), McCluskey and Kondo (1972) and Harris et' al. (1963), ~ol (mass) 
relations can be derived for various ages, helium abundances and -metal 
abundances. However, recent evidence (Sandage 1970, Hartwick and 
Hesser 1974) suggests that the ages of globular clusters show a very 
9 
small spread about a mean age of approximately 10 x 10 years. 
Consequently, throughout this work it will b e assumed that the age of the 
9 
cluster under consideration is 10 x 10 years. Similarly, since the 
majority of r ecent results indicate that the helium abundance Y of 
globular clusters is of the order of Y = 0.3 (Sandage 1970, Hartwick and 
Hesser 1974, Hartwick 1970, Lee 1977, Iben 1974 and references therein), 
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this value will be used for all the clusters considered. Hence given 
these adopted values, it is possible to construct an ~ol (mass) 
relation which depends only on the metal abundance Z of the cluster. 
The mass of the cluster giants however, is primarily determined by the 
adopted age for the clusters though there is a slight dependence on Z 
with the more metal rich clusters having more massive giants. 
The representative masses for the main sequence mass classes are 
then assigned by using this 1\ol (mass) relation, the calculated mean~ 
for each mass class and bolometric corrections derived from a mean 
relation constructed from the data of Harris (1963), Johnson (1966), 
Vardya (1970), Greenstein et al . (1971) and Veeder (1973). Mainly 
because of the uncertainty in the adopted age, the mass of the giants is 
uncertain by about+ 0 . 03M while the masses adopted for the very faint 
- 0 
stars (M > + 12) are probably uncertain by about~ 0.04M. Errors in V 0 
the distance modulus of the cluster of the order of+ 0.3 mag introduce 
a further uncertainty of approximately . + 0~03M. Hence it is now 
. - 0 
possible to define both the number of non-remnant stars in each mass 
class in the region and their representative mass. 
However, before model computation can begin, three further 
pieces of information are required. Firstly, since the models use a 
normalized radial unit (r/rt), an estimate of the tidal radius of the 
cluster must be provided to specify in model units the position and width 
of the region. Secondly, the degree of central concentration of the 
cluster must be estimated to enable the value of the central dimensionless 
potential for the model to be specified. Thirdly, the number and mass 
distribution of the remnant stars in the region must also be estimated 
before model construction can commence. Each of these points is 
discussed in turn below. 
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Provide d the surface brightne ss profile is reasonably we ll 
determined, an initial estimate of the tidal radius rt can be derived 
by fitting a single mass class model to the outer portion of the profile. 
Usually the radial grid of the model is then set up so that the inner and 
outer boundaries of the region are in fact grid points. Similarly, by 
fitting a single mass class model to the inner portion of the surface 
brightness profile, a core radius can be measured. Then since the light 
output of the cluster is dominated by the giants and subgiants, the ratio 
of the tidal radius to this core radius can be taken as an estimate of 
the value of S (cf. equation 2.18) for .the mass class containing the 
cluster giants and subgiants. The value of the central dimensionless 
potential D used in the model calculations is then determined by insisting 
that the model value of S for this mass class remain approximately the 
same as this estimate. As models are calculated and compared with the 
observed surface brightness profile, the estimates of Sand r are 
t* 
refined until a satisfactory fit is achieved. 
The luminosity function for the region will not in general include 
any remnant stars. Consequently, before a model can be calculated some 
estimate of the number and mass distribution of the remnant (white 
dwarf) stars in the cluster is needed. Since the evolution times for 
the progenitor stars of the majority of the white dwarfs in the cluster 
are much less than the cluster age, it is reasonable to assume that the 
white dwarfs have relaxed to distributions characteristic of their present 
mass. Consequently, the relative numbe r of remnants at a given mass will 
vary with position in the cluster, and with the central concentration of 
the cluste r, in the same way as for the unevolved stars: further from 
the cluste r center there will be r e latively more lower mass r e mnants. 
Hence it is not practicable to assume a mass distribution for the white 
dwarfs in the region where the data are available; rather, a remnant 
mass distribution for the cluster as a whole must be assumed and the 
number of remnants in each mass class in the region determined from 
an appropriate model. The overall white dwarf mass distribution 
used in all the models is shown in figure 2.1. The average mass is 
0.7M in line with recent determinations (e.g. Sweeney 1976, 
0 
Wickramasinghe and Strittmatter 1972, Trimble and Greenstein 1972) and 
the spread of mas_ses is representative of . the observed spread in 
white dwarf masses (e.g. Sweeney 1976). 
(b) Inclusion of remnant stars 
In detail then, a model is specified by a set of representative 
masses m., a central dimensionless potential D, and a set of relative 
i 
total massesµ, (equation 2.16) which describe the mass function of the 
i 
model. For a given model the dimensionless space density of each mass 
class can be projected onto the plane of the sky and the (dimensionless) 
number of stars in each mass class in the region determined. From these 
. 
numbers, it is possible to define a quantity,µ. , called the reg~on iR 
relative total mass of each mass class. By analogy with equation 2.16 
µiR is given by 
2.37 
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where r 1 and r 2 are the inne
r and outer boundaries of the annual region 
(in units of r/rt) and ni (s) is the dimensionless surface density of mass 
class i. Clearly specifying a set ofµ, values will be equivalent to iR 
specifying a set of (overall) relative total massesµ. for a given value i 
of D and a given set {m. }. 
i 
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FIG. 2.1 The adopted mass distribution for the white 
dwarf remnant stars. The filled circles represent 
the values of ~(m) where ~(m) is the number of 
white dwarfs with masses (in solar units) between 
(m-0.025) and (m+0.025) normalized so that the 
total number of stars is 1.0. The solid curve 
represents the corresponding cumulative 
distribution f (m) and gives the fraction of 
stars more massive than m. 
Then if N. is the number of stars in mass class i in the 
vis*. 
i 
region determined from the luminosity function, and if N is the 
WD*. 
i 
number of remnant stars in this mass class in the region, it is 
possible to calculate the region relative total masses µ,R implied 
i * 
by the observational data. 
given by 
The value ofµ for each mass class is 
iR* 
µ.R 
i * 
= (N . + N ) 
WD*. 
i 
I (N . 2.38 
vis*. 
i 
vis*. 
i 
Although µ.R is a dimensionless number, the asterisk subscript will be 
i * 
retained to distinguish these 'observed' values from the values µiR 
calculated from a model via equation 2.37. Clearly, if the numbers 
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N are known, then these µ.R values, together with the representative 
WD*. i * i 
masses m. derived above and the value of B for the mass class containing 
i 
the cluster giants, determine the model to be calculated. The method by 
which the numbers N are estimated will now be discussed. 
WD*. 
i 
To determine N for each mass class, a model containing only 
WD*. 
i 
remnant stars is constructed. The representative masses used in this 
model are those derived above, the (overall) relative total massesµ. 
i 
for each mass class are calculated from the cumulative curve shown in 
figure 2.1 and the value of Dis chosen so that the central concentration 
of the mass class containing the remnants with masses the same as that of 
the cluster giants has the value required by the surface brightness 
profile. The dimensionless densities for this model are then converted to 
surface densities and the number of stars in each mass class in the region 
calculated. These dimensionless numbers are then normalized so that their 
sum is unity. Hence if the actual total number of remnant stars in the 
region can b e estimated, it can be used as a scale factor to convert these 
normalized dimensionless numbers into the required N values. 
WD*. 
i 
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The estimate o f the total nwnber of remnant stars in the region 
is usually obtained by fitting the Sandage (1957) modified Salpeter (1955) 
initial luminosity function to the cluster luminosity function at the 
turnoff point. All stars more massive than the current giant mass are 
assumed to have become white dwarfs. Obviously this estimate may have 
to be modified if models based on it do not fit all the available 
observational data for a cluster. However, once these NWD*. values have 
l 
been found, the µ,R values can be calculated and construction of the 
l * 
model of the cluster can begin. In other words a model with these values 
of µ.R (and the appropriate value of B for the mass class containing the 
l * 
cluster giants) is required. 
(c) Calculation of the model 
The first step is to make an initial guess for the ratio of the 
overall relative total mass to the region relative total mass for each 
mass class. Multiplication of these ratios by the µ.R values then 
l * 
yields theµ. values for the first approximation to the required model. 
l 
A model with theseµ. values is computed and after converting the model 
l 
dimensionless space densities to surface densities, the values of µiR 
are calculated from equation 2.37. The ratioµ./µ. for this model is 
i 1R 
then used to predict theµ. values for the next approximation to the 
l 
required model via the equation 
n+l µ. 
l 
n 
= (µ. 
l µ.R l * 
2. 39 
This iterative process is continued until the model value µ.R agrees l . 
with the observed valueµ. for each mass class to within a specified 
1R* 
accuracy. Usually between four and eight iterations are required for the 
An difference between µiR and µiR* to be less than 0.3 % of µiR*. 
iterative scheme is also used to find the { a .} values necessary for a 
l 
particular set of{µ.} values. The central concentration parameter S 
l 
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of the mass class containing the cluster giants is kept at the value 
implied by the surface brightness profile by varying 0. However, once 
this process has begun to converge towards the required model, the value 
of D does not normally need to be changed. 
(d) Conversion to dimensional quantities 
When the model with the required region relative total masses has 
been found, a number of results can be derived. Firstly a scale factor 
to convert the dimensionless number of stars in each mass class in the 
model to dimensional star numbers can be found. This scale factor is 
denoted by R*. It can then be used with the length scale rt and the 
* 
mass scale m1 to convert the model dimensionless densities to 
* 
dimensional densities and to derive dimensional values for a number of 
additional quantities. 
The scale factor R* is found as follows: if the dimensionless 
number of stars in each mass class in the region is denoted by N. then 
i 
N. 
i 
(n. ( s) /m. ) 
i l 
2Trsds 2.40 
Further, since for this model the region relative total masses µiR 
equal the 'observed' values µ.R, it follows from equations 2.37 and 
i * 
2.38 that the ratio (N . + N ) / N. 
vis*. WO*. i i i 
is constant for each mass 
class. Then since the dimensional numbers N. and N are known 
VlS*. WO*. 
i i 
for each mass class from the luminosity function and from the remnant 
star calculations described above, and since the N. values are known 
l 
from the model via equation 2.40, this constant ratio can be evaluated. 
It is the required value of the scale factor R* and since it is then 
apparent that for each mass class R*N. 
l 
(N . 
vis*. 
l 
+ N ) 
WO*. 
i 
it is clear 
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that in general the model dimensionless star numbers can be converted into 
actual star numbers by multiplying the model numbers by R*. 
In particular, the actual overall white dwarf mass distribution and 
the total dimensional number of remnant stars in the cluster model can now 
be calculated . The overall remnant s tar mass distribution must be 
calculated since the potential in this full model will not generally be 
-
equivalent to the potential in the model containing only remnant stars 
used in determining the N numbers for each mass class. Of course the 
WD *. 
i 
fraction f. of remnant stars in each mass class is simply f. = 
i i 
N /R*N . and is the same throughout the cluster since there is no 
WD*. i 
i 
distinction between remnant stars and non-remnant stars of equivalent 
masses in the model . Then , if x. is the ratio of the number of stars 
i 
in mass class i in the region to the total number of stars in this mass 
class (determined from the model), the total number of remnants in this 
mass class is N /x. and the total number in all mass classes, NR, 
WD* . i * i 
is the s urn of the N /x . values. Th e mass distribution of the remnants 
WD* . i 
i 
is then given by the variation of (NWD /x .) /N with m .. In most 
*' i R* i* i 
cases this mass distribution does not differ significantly from that 
given in figure 2.1: this provides justification for the method used to 
calculate the number of remnants in the region. If the number of 
horizontal branch stars in the region is known, then their total number 
in the cluster can be calculated similarly, by assuming either that they 
are distributed in the same way as the cluster giants or that they have 
relaxed to a distribution characteristic of a lower mass. The total 
number of stars of all masses is just R* times the total number in the 
model and if this number is multiplied by the average stellar mass (in 
solar masses) then the total mass of the cluster predicted by the 
model is derived. 
(e ) Comparison with observ ations 
The surface brightness profile predicted by the model can now 
be calculated. If M is the mean magnitude of the horizontal branch 
VHB 
stars whose dimensionless surface number density is h(r), and if MV 
WD 
is the mean magnitude of the remnant stars, then using the mean~ . , 
l 
the fractions (1-f.) of non-remnant stars and the dimensionless surface 
l -
density n. (r) of each mass class the total surface brightness at each 
l 
radial point in the model is given (in solar units) by -
L(r) = dex (+0.4M ) Jz:. (n. (r)/m.) V 1 1 1 0 . [ (1-fi) dex (-0. 4Mv.) l 
These calculated surface brightness values are then divided by the 
2.41 
central value and a plot of log (normalized surface brightness) against 
log (radius/tidal radius) produced for comparison with the observed 
profile of the cluster. The output of this routine also includes a 
parameter which is a measure of the area under the model profile. 
Further it is apparent from equation 2.41 the surface mass to visual 
luminosity ratio at each point in the model is simply n. (r)/L(r) and the 
l 
output of this routine lists these numbers. As well, the mass to 
(1 ;\01 visual luminosity for the entire model viz: )o n(s)2Tisds ) L(s)2Tisds 
where n(s ) = Z:. n. (s), is calculated. 
l l 
A similar calculation can be made 
for the space densities by replacing n. (r) by p . (r). 
l l 
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The model predicted profile is then fitted to the observed surface 
brightness profile of the cluster by eye confirming the values of the 
central concentration and the tidal radius used in constructing the model, 
or determining new values for these parameters; in which case the whole 
model construction process is repeated until a satisfactory fit is obtained. 
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It should perhaps be mentioned that unless the number of remnants is a 
significant fraction of the total number of stars, the mass distribution 
assumed for the white dwarf stars (fig. 2.1) plays a negligible role in 
determining the shape of this model predicted surface brightness profile. 
Further, calculation of the fraction of the total surface brightness at 
each point contributed by each mass class confirms the earlier assertion 
that the light output of a cluster is dominated by the cluster giants 
and subgiants; the upper main sequence stars generally contribute less 
than 10% of the total visual light. 
Since the true surface density for each mass class is related to 
the model surface density by the relation 
2 
R* n. (r) / rt 
i * 
the actual surface brightness predicted by the model can in fact 
2.42 
be calculated. It is given, in units of V = 10.00 mag 
-2 
arc sec , by 
f = 2. 9 X 10- 7 
o* 2 (~) 
0 
-1 
n(r=O) 2.43 
where the constant is appropriate for r in parsecs and m1 in solar t* * 
masses. (M/L) 0 is the central sUI'face mass to light ratio of the 
model and n(r=O) is the sum of the central surface densities of each mass 
class. However, this predicted value is fairly sensitive to the mean 
magnitude of the cluster giants (calculated from the luminosity function) 
and since it must also be corrected for absorption before it can be 
compared with the observed central surface brightness of the cluster, 
this predicted value is used more as a consistency check on the model 
rather than as an exact value at which the model surface brightness 
profile should be plotted . A second consistency check is also available 
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if the model surface brightness profile fits the observed profile. In 
this case the integrated apparent magnitude can be calculated from the 
area under the model profile, the observed central surface brightness and 
the tidal radius of the cluster. Then, using the distance modulus, an 
estimate of the absolute magnitude of the cluster can be obtained. 
Alte-rnatively, since the model predicts both an overall M/L value and a 
total mass for the cluster, a secohd estimate of the total absolute 
magnitude can be calculated. If the model is consistent with the data, 
then these estimates should agree reasonably well. 
Finally, once a model which fits the surface brightness profile has 
been found and the value of the scale factor R* determined, a number of 
further quantities can be derived. As mentioned above, the total mass 
( in solar masses ) of the cluster is given by R* times the total number 
of stars in the model times the average stellar mass in so-lar masses. 
Equations 2.20 and 2.29 can then be used to determine the central line 
of sight velocity dispersion of the cluster giants predicted by the model. 
Alternatively since the true space density is simply m1 R*/r 
3 
times 
* t* 
the model space density , it follows from equations 2.22 and 2.29 that 
0 g 
= p(r=o)/ f3 2 g 2.44 
where p(r=o) lS the dimensionless central density of the model and f3g lS 
the concentration parameter of the mass class containing the cluster 
giants. If <V 2> 
r* 0 g 
lS ln 
-1 2 (kms ) , m
1 
* 
in solar masses and rt in 
* 
parsecs, then the constant 4TTG*/9 has the value. 1/161. Comparison of the 
model predicted central velocity dispersion with an observed value, if 
available, is often the only way of placing limits on the remnant population 
of the cluster. The model also predicts the variation of velocity dispersion 
with radius (cf. equation 2.28) which may also be important if sufficient 
46 
line of sight velocities of cluster members are known to enable the 
calculation of the variation of observed velocity dispersion with radius. 
One further point also places constraints on this model. It was 
stated earlier that in order for models to be constructed in this way, 
complete numbers were required for all stars brighter than some 
magnitude limit inside a defined region in the cluster. However, on short 
. 
exposure plates it is not usually possible to determine reliable star 
densities at relatively large distances from the cluster center. 
Similarly, on longer exposure plates crowding effects prevent counts 
from reaching in very far towards the cluster center. Hence the region 
where data are available for stars of all magnitudes will generally be 
quite small. However, the individual sets of count data will generally 
cover a much larger range of radii. 
When the stars on a plate are counted it is normal to count all stars 
down to the limiting magnitude of the plate rather than just the number of 
stars between particular magnitude limits. Consequently, the quantity 
determined is the total number of 'visible', i.e. non-remnant, stars per 
unit area, down to the mass corresponding to the limiting magnitude of the 
plate , as a function of distance from the cluster center. In other words 
cumulative surface number density curves for the non-remnant stars are 
determined for various mass limits and by comparing these observed curves 
with the equivalent model predicted curves, further constraints are placed 
on the model. 
The model curves are determined by summing the model number of 
non-remnant stars down to the mass limits of the available count data. 
In particular, if d* is the distance to the cluster, then the model 
cumulative surface number density curve down to the mass limit of mass 
class j is given by 
0.085d* 2 J 1-f. R* I i fl. (r) 2 i=l m. i r i 
t* 
The constant is such that if d*is in kpc and rt in pc, then N*(r) 
* 
is in units , of number of stars per square arcmin and is thus directly 
comparable with available count data. Provided data are available at 
large enough radii, this type of c?mparison also tests the fundamental 
assumption that the limiting radius is the same for all stars regardless 
of their mass (King 1962). If the model curves do not agree with count 
data in the outer regions of the cluster then it is possible that this 
assumption may have to be altered. 
2. 5 SUMMARY 
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The models presented in this chapter are based on two fundamental 
assumptions: firstly that the velocity distribution function for all stars 
in isotropic throughout the cluster and of the form suggested by the short 
central stellar encounter relaxation times and by the existence of a 
finite cluster boundary set by the tidal field of the galaxy; and secondly, 
that there is ' equipartition of energy' between stars of different mass. 
Clearly the more observational data that are available on cluster?, the 
more likely . it is that the validity of these fundamental assumptions can 
be tested. 
In particular, if all or most of the following data are available 
for a particular cluster, then it should be possible to answer the question 
as to whether or not these models adequately describe the stationary 
dynamical state of globular closters: 
(a) an accurate surface brightness profile covering as large a 
range in intensity as possible, 
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(b) a luminosity function for a well defined region in the cluster 
reaching to as faint an absolute magnitude as possible, 
(c) a reliably determined central line of sight velocity 
.dispersion for the cluster giants, 
(d) cumulative surface number density curves for a number of 
different mass limits covering. as large a range as possible in radius, 
(e) a determination of the line of sight velocity dispersion in 
the outer regions of the cluster and if possible, a measurement of its 
variation with radius. The methods used to obtain at least some of these 
observational data for the clusters in this study are discussed in the 
next chapter. 
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CHAPTER III 
OBSERVATIONAL METHODS AND RESULTS 
3.1 INTRODUCTION 
In this chapter the techniques used to obtain the observational 
material necessary to limit possible cluster models are described. In 
section 3 . 2 the surface brightness profiles of the clusters in the study, 
as well as those of NGC 5139 (w Cen), NGC 5272 (M3) and NGC 6341 (M92), 
are determined and compared with the single mass models of King (1966a). 
In section 3.3 the star counts are described and main sequence luminosity 
functions, needed to constrain the mass function of a cluster model, 
are derived. Radial distributions of stars of different mass and 
ellipticities of the clusters also follow from the star count data. 
In the final section (3.4) a system for measuring accurate radial 
velocities of faint stars is described. A line of sight velocity 
dispersion for NGC 6397 is then determined from the radial velocities 
of cluster members measured with this system. 
3.2 SURFACE BRIGHTNESS PROFILES 
(a) Centered aperture measures 
(i) Observations 
The observations were carried out with the 0.6 m f/18 telescope 
at Siding Spring Observatory using a dry ice cooled 1P21 photomultiplier 
combined with either a D.C. integrator/amplifier system or a pulse-
counting system. The filters employed were -
V 2. 75 mm_ Corning 3384 
B 2 mm Schott GG13 + 1 mm Schott BG12 
U 2 mm Schott UG2. 
Typically some 20-25 standard stars selected from the lists of Cousins 
and Stoy (1963) and Cousins (1971) were observed each night, several 
more than once. Mean extinction coefficients k = 0.160, k = 0 .120 y b-y 
o.o36(b-y) 0 and k = 0.36 were us
ed throughout the program. Their 
u-b 
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suitability was confirmed by the lack of any correlation between air mass 
and the small residuals about the adopted regression lines. The slopes 
and zero points of the transformations from the instrumental to the UBV 
system were -determined and . used from each nights observations; the 
uncertainty in the zero points was less than 0.02 mag on all nights. 
With one exception , the same photomultiplier was used for all 
observing runs. Measurements of a bright star in different places in 
the field of the largest aperture and drifts of a bright star across this 
aperture showed the photometer response was flat to better than 0.03 mag. 
The sizes of the apertures used were determined by observing the dawn 
sky to determine relative areas which were then calibrated by measuring 
the geometric diameters of the larger apertures. Agreement between the 
geometric and photometric diameters was excellent. 
Each of the clusters was measured in UBV through six apertures 
with diameters ranging from 0.497 to 3.00 arcmin. Except for NGC .104 
which was also measured with a 0.249 min diameter aperture, measures 
were not made with smaller apertures because the open and resolved 
nature of the centers of these nearby clusters would h~ve lead to 
unacceptably large sampling errors. The clusters were centered visually 
in each aperture and the measures made in the orde r VBU-UBV repeated, 
if necessary, until readings consistent to 1-2% were achieved. Before 
and after each set of cluster measures, measurements were also made with 
the largest aperture of four 'typical' sky regions surrounding the 
cluster to determine the sky and field star background. 
NGC 104 
V 
B-V 
U-B 
NGC 5139 
V 
B-V 
U-B 
NGC 6397 
V 
B-V 
U-B 
NGC 6752 
V 
B-V 
U-B 
TABLE 3.1 
GLOBULAR CLUSTERS 
COLOURS AND MAGNITUDES THROUGH . CENTERED APERTURES 
0.249 
8.95 
0.87 
0.38 
0.497 
7.58 
0.88 
0.37 
9.42 
0.89 
0.28 
9.88 
0.57 
0.00 
8.75 
0.62 
0.02 
Diameter (min) 
0.620 0.990 1.52 
7.10 
0.89 
0.39 
9.06 
0.86 
0.22 
9.58 
0.57 
0.01 
8.50 
0.60 
0.00 
6.39 
0.90 
0.38 
8.29 
0.78 
0.17 
8.88 
0.59 
0.02 
7.89 
0.62 
0.03 
5.88 
0.88 
0.37 
'7. 36 
0.78 
0.19 
8.03 
0.69 
0.08 
7.35 
0.64 
0.03 
2.27 
5.44 
0.88 
0.34 
6.53 
0.79 
0.18 
7.34 
0.75 
0.13 
6.90 
0.66 
0.05 
3.00 
5.20 
0.88 
0.34 
6.04 
0.79 
0.17 
7.08 
0.74 
0.12 
6.65 
0.67 
0.04 
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Table 3.1 gives the results from the centered aperture 
observations with the adopted aperture diameters as column headings. 
Each set of data is the mean of three separate observations and the 
agreement with the integrated colours for each cluster given by Harris 
and van den Bergh (1974) is excellent. 
(ii) Reductions 
By differencing the signal through each of the apertures and 
dividing by the appropriate area, a mean surface brightness, f b , 
0 S 
in the central circle and in each of the five (six for NGC 104) annuli 
was calculated. However, to form the surface brightness profile from 
these values a local value of the surface brightness f(r) is needed 
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at a ·suitable radius in each annulus. A suitable radius is the effective 
radius r which bisects the area of the annulus. It is defined by 
e 
r 2 - \(r 2 + r 2) 3.1 
e 1 2 
where r and r are respectively the inner and outer radii of the annulus. 
1 2 
The corrections to f b to produce the local value f(r) were 
o s e 
then calculated as follows: the surface brightness profile of each 
cluster was approximated by the analytic expression (King 1962}: 
f(r) = f(O)/[(l + (r/r } 2 ] 
C 
3.2 
where r is the core radius of the cluster. It then follows that the 
C 
mean value off in an annulus of radii r ,r 
1 2 
f(O) 
<f> =fobs= x - x ln 
2 1 
where x. = (r./r } 2 i = 1,2. Then 
i i C 
is 
l 
(1 
log f(r) = log f b + o 
e o s 
+ X 
2 ) 
+ X 
1 
where o, the logarithm of the mean to local correction, is given by 
3.3 
3.4 
The values of r used in calculating the corrections o for each cluster 
C 
were taken from Peterson and King (1975). Since the values of o were 
in all cases small , it was not necessary to seek a better approximation 
to the surface brightness profile than equation 3.2 above. 
(iii) Errors 
The types of errors involved in centered aperture photometry of 
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globular clusters have been extensively discussed by King (1966b) and 
Illingworth and Illingworth 1976 (hereafter II), so only a brief outline 
will be given here. The major source of uncertainty in the surface 
brightness values derived from these observations is the sampling error 
which results from the finite number of stars contributing to the 
measured signal through the apertures. The number and luminosity 
distribution of these stars will be subject to random fluctuations will 
for a given luminosity L = r.L.n. and luminosity distribution n. (L.) i i i i i 
the mean relative error in L will be 
2 ½ o/L = (L.L. n.) /(L.L.n.). i i i i l i 
For any other sample characterized by the same distribution L. (n.) 
i i 
-\ 
o/L will be proportional to L 
3.5 
The M3 luminosity function given by Sandage (1957) was taken to 
be typical of the clusters under study and performing the summations 
(from M = -2.5 to M = +6.5) in equation 3.5 leads to (o/L) = 0.026 V V V,M3 
* * for MV = -8.5. MV = -2.5 log L _is the total absolute visual magnitude 
of the sample under consideration. For NGC 104, where the tip of the 
giant branch is -0.5 mag fainte r in V, the summation was p e rforme d from 
MV = -2.0 to MV = +6.5 giving (o /L)V,M 3 = 0.023, again for M V 
* 
= -8.5. 
II has demonstrated the validity of using o/L derived from the M3 
luminosity function for all clusters and this is further substantiated 
by performing the summations in equation 3.5 using the luminosity 
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* functions of section 3.3(e). For M = -8.5 the calculated values are 
V 
(o/L)V,NGC 104 = 0 - 020 , (o/L)V,NGC 6397 = 0 · 022 and (o/L)V,NGC 6752 = 0 · 021 · 
Then for each annulus the sampling error E in the surface 
sa 
-2 
brightness value log f is given (in units of V = 10.00 mag arcsec ) by 
E = 0.4343 (o/L) [dex(+0.4(10-my*))]½ 3.6 
sa V,M3 L 
an 
* * 
where mv = (m-M) + M 
app,V V is the apparent magnitude for which (o/L) -fs ,B 
* (and the corresponding M ) applies. For NGC 6397 the B measures were 
V 
used instead of V to reduce the sampling errors and in this case 
* (o/L) 3 = 0.020 for M = -7.8 (cf. II). B,M B 
A second source of error in the surface brightness values results 
from fluctuations in the spatial distribution of foreground and background 
stars. To calculate the size of this uncertainty, the procedures of II 
were again followed . Firstly the numbers n. of field stars 
i 
per magnitude interval (V or B) in a 3 1 diameter aperture at the 
galactic latitude of each cluster were calculated from the data of 
Allen (1973 p.243). Then a lower limit, m1 , to the magnitude of possible 
field stars in the region of the aperture measures was chosen; generally 
m1 : (m-M) - 2. The summations in equation 3.5 were then performed app,V 
for all stars fainter than m1 giving the relative mean error for field 
stars alone, (o/L) , at the galactic latitude of each cluster. fs 
To determine the actual field star contribution to the total 
background for each cluster, the contribution from the light of the 
night sky (atmospheric) must be removed. This was done by using 
measurements of the background near 47 Tue (b = -45°), with the expected 
contribution of stars fainter than 15 mag. removed, as a measure of the 
'sky' contribution to the total cluster backgrounds. Compared with 
the spatial fluctuations caused by field stars, the temporal variations 
in the sky are negligible. Then the mean error in the cluster surface 
brightness values for each annulus due to spatial fluctuations in field 
stars is 
E = 0 _4343 (o /L) (area 3
1 
aperture) ½ f /f 
fs fs area annulus fs an 
3.7 
where ffs and f are respectively the surface brightness of the an 
field 
stars and of the cluster in the annulus under conside ration. 
NGC 6397 (b = +12°) is the only cluster of those in this study 
for which Efs was not negligible when compared with the sampling error 
E for each annulus. The parameters used in 
sa 
equation 3.7 for NGC 6397 were m1 = 10.0, ffs 
- 2 
ma g arcse c , (0 /L)f = 1.05. 
s,B 
calculating Efs from 
-5 
= 0.6 X 10 B = 10.00 
Other possible sources of error include (1) centering errors for 
the smaller apertures; (2) small photometric errors in the larger 
apertures that result in larger errors in the small difference signal; 
(3) systematic errors in the measured background levels. Re peated 
observations however, show that (1), (2) and (3) lead to errors in the 
derived surface brightness values that are small in comparison with the 
sampling and/or field star errors for each annulus and so they will not 
be considered further. For 47 Tue, w Cen and NGC 6752 since Efs << 
the total e rror Et in the log f values was set equal to the sampling 
2 2 L. 
e rror E while for NGC 6397 E = (E + E ) ~ 
sa t sa fs 
In table 3.2a the surface brightness results derived from the 
E 
sa 
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centered ape rture measures are listed. The columns are: (1) the cluster 
observed; (2) the diameters in arcmin of the aperture s differenced; 
(3) log r, whe re r is the effective radius in arcmin; 
e e 
( 4) L , 
an 
the total sign a l in the annulus in .unit s of V = 10.00 mag (B f o r 
NGC 639 7); (5) o, the logarithm of the me an to local cor r ection; 
(6) log f, the surface brightness at r in units of V (or B) = 10.00 
e 
- 2 
mag arcsec (7 ) E , the sampling error ; 
sa ( 8 ) Efs the error due to 
flu c tuations in the field star b a ck ground; and (9) Et' the to t al e rror 
in the log f va lues . 
The me thods outlined above have also been used to r edu c e the 
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TABLE 3. 2a 
CENTERED APERTURE MEASURES 
Cluster Diameter log r L c5 log f E Efs E (min) e an sa t (min) 
NGC 104 0.000-0.249 -1.055 2.630 -0.003 -1.828 ±0.072 ±0.072 
(4 7 Tue) 0.249-0.497 -0.706 6.660 -0.010 . -1.905 0.045 0.045 
0.497-0.620 -0.551 5.164 -0.003 -1.881 0.052 0.052 
0.620-0.990 -0.384 13.343 -0.018 -2.119 0.032 0.032 
0.990-1.519 -0.193 16.666 -0.020 -2.372 0.029 0.029 
1.519-2.267 -0.016 22.218 -0.020 -2.577 0.025 0.025 
2.267-2.998 0.123 16.495 -0.010 -2.830 0.029 0.029 
NGC 5139 0.000-0.497 -0.755 1.706 -2.612 ±0.066 ±0.066 
(w Cen) 0.497-0.620 -0.551 0.671 -2.764 0.105 0.105 
0.620-0.990 -0.384 2.454 -2.837 0.055 0.055 
0.990-1.519 -0.193 6.546 -2.758 0.033 0.033 
1.519-2.267 -0.016 13.058 -2.788 0.024 0.024 
2.267-2.998 0.123 13.936 -2.893 0.023 0.023 
NGC 6397 0.000-0.497 -0.755 0.661 -3.024 ±0.134 ±0.017 ±0.135 
0.497-0.620 -0.551 0.210 -3.287 0.239 0.042 0.243 
0.620-0.990 -0.384 0.758 -0.003 -3.350 0.126 0.043 0.128 
0.990-1.519 -0.193 1.622 -0.007 -3.371 0.086 0.016 0.087 
1.519-2.267 -0.016 2.557 -0.011 -3.507 0.068 0.015 0.070 
2.267-2.998 0.123 1.640 -0.008 -3.830 0.085 0.028 0.089 
NGC 6752 0.000-0.497 -0.755 3.162 -2.344 ±0.073 ±0.073 
0.497-0.620 -0.551 0.819 -2.677 0.143 0.143 
0.620-0.990 -0.384 3.001 -0.005 -2.754 0.075 0.075 
0.990-1.519 -0.193 4.499 -0.009 -2.930 0.061 0.061 
1.519-2.267 -0.016 5.897 -0.014 -3.147 0.053 0.053 
2.267-2.998 0.123 4.500 -0.009 -3.393 0.061 0.061 
• 
centered aperture measures of w Cen by Gascoigne and Burr (1956), 
and the resulting surface brightness data is given in table 3.2b. 
II have tabulated additional surface brightness data on NGC 104 
derived from centered aperture measures including the results of 
Gascoigne and Burr (1956) and Kron (1966). 
TABLE 3. 2b 
CENTERED APERTURE MEASURES - GASCOIGNE AND BURR 
Cluster Diameter log r L c5 log f E Efs (min) (min) e an sa 
E 
t 
NGC 5139 0.000 - 0.433 -0.815 1.000 -2. 72 4 ±0. 086 ±0. 086 
( w Cen) 0.000 - 1. 67 
1. 6 7 - 2. 5 7 
2. 5 7 - 3.72 
3 .72 - 9.05 
-0.229 13.305 
0. 035 15. 5 35 
0. 204 25.111 
0.539 126. 351 
(b) Ori ft Scans 
(i) Observations 
-2.773 0.023 0.023 
-2. 842 0.022 0.022 
-2.911 0.017 0. 017 
-3.199 0.008 0. 008 
To extend the observations of the surface brightness profiles 
further from the cluster centres into the region where star count data 
was available, a number of small aperture (15"-29" diameter) continuous 
photoelectric drift scans were made across each .of the clusters. The 
0.6 m f/18 telescope at Siding Spring Observatory, equipped with- an 
offset guider head, filter/aperture box and 1P21 photomultiplier, was 
again used to perform these observations. The output from the photo-
multiplier went to either a General Radio (G.R.) DC amplifier or to a 
Kiethley autoscaling electrometer. A Brown chart recorder was used to 
record the amplifier output. 
The telescope tracking rate could be offset to provide a drift 
rate suitable for the size and declination of each cluster. AV filter 
was employed for all scans except those of NGC 6397 which were done 
in B. An aperture of diameter 0.249 min was used for NGC 104 and 
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NGC 6397, for NGC 5139 the aperture diameter was 0.497 min. 
The NGC 6752 scans were performed using a 2-channel photometer 
equipped with two 1P21 photomultipliers, two G.R. amplifiers and two 
chart recorders. The apertures, aligned N-S, were 0.482 min in 
diameter with a center to center spacing of 0.712 min. AV filter was 
used in both channels . 
Initially the cluster center was found by eye, with the aid of 
the G.R. , and a drift across the center of the cluster between two 
offset stars performed. Subsequent scans were, using the offset guider, 
spaced by one aperture diameter (0.5 aperture diameter for NGC 5139 and 
NGC 6752) North or South of the central scan. Each scan was started 
well before and continued well past the point where the cluster surface 
brightness becomes indistinguishable from that of the night sky so that 
the sky/background level was well established on all scans. A total of 
nine scans were obtained for NGC 104 , six for NGC 5139, five for NGC 6397 
and three sets of two scans for NGC 6752. 
(ii) Reductions 
-1 
The chart scale (arcmin cm ) . for the scans of each cluster was 
determined using the separation of the offset stars on a plate of the 
cluster and their marked positions on the chart records. In addition, 
the positions of all uncrowded stars above the sky level on each scan 
were found and used to confirm both the path of the scan across the 
cluster and the chart scale. 
The usual method of reduction for photoelectric drift scans 
(e . g . Chun (1976), II) is to measure the deflection above sky on the 
chart record at equal spatial increments from the central peak . These 
intensities are then corrected for extinction and transformed to the 
V (or B) system using relations derived from observations of standard 
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stars. The observed surface brightness values then follow by dividing 
the measured intensities by the area of the aperture used. This method 
was employed to reduce the NGC 104 scans with the addition that the 
observed surface brightness values tabulated in table 3.3a, log f b , 
0 S 
represent the intensity means of all the measured points at each radius. 
However, for the remaining clusters in this study this reduction technique 
is not appropriate . 
Scans across these clusters have the general form of a series of 
resolved individual cluster giants superimposed on an underlying surface 
brightness which increases as the cluster center is approached. The 
light of the individual giants should of course be included in any 
measure of the cluster surface brightness but defining a mean curve on 
which to measure deflections above sky is an uncertain process. Measuring 
deflections at radius points not affected by bright giants would result 
in systematically low values of the surface brightness. Clearly a 
smoothing process is required before reliable surface brightness data 
can be derived from the scans of these clusters. 
This has been achieved as follows: if the deflection above the 
sky background is h(x) , where xis the distance · from the scan center, 
then a smoothed deflection at x x, H(x), may be determined by 
n n 
estimating the derivative of S(x) at x = X 
n 
The function S(x) is 
given by 
S (x) (X J h(t)dt 
X 
0 
and was determined by measuring graphically the area beneath the scan 
trace from the scan center to a nwnber of equally spaced points x = X , 
n 
n = 1,2, .... The de rivative at each value of x was then estimated by 
n 
averaging the gradie nts between x 
1
,x and x ,x in a p l ot of S ( x ) 
n- n n n+l n 
against X , 
n 
n = 1,2, . .. . Reduction of the smoothed deflections H(x) 
n 
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to values of the surface brightness then proceeded in the same way as 
the reduction of directly measured deflections outlined above. 
Before the scan measures can be plotted with the centered aperture 
measures, a correction must be made for the smoothing effect of the 
aperture. These corrections were calculated by firstly convolving a 
suitable King (1966a) c~rye, chosen using the data of Peterson and King 
. (1975), with an appropriately scaled aperture to produce a psuedo-scan of 
each cluster. These psuedo-scans were then reduced by the same techniques 
used to reduce the real scans of each cluster and the aperture smoothing 
corrections determined from the differences between the reduced psuedo-
scans and the original King curves. 
No E-W asymmetry was detected in any of the scans but because the 
maJor axis of NGC 5139 (w Cen) lies in an approximately E-W direction 
the surface brightness data derived from the scans of this cluster must 
be corr.ected before they can be plotted with the centered aperture 
measures. This correction was calculated for each scan point using the 
distortion curve of Dickens and Woolley (1967). 
The derived surface brightness values for each cluster did not 
in general require zero point adjustment to produce agreement with the 
centered aperture measures. Adjustment was necessary only for NGC 5139 
where uncertainty in the initial calibration led to a zero point shift 
of 0.12 mag. 
( iii) Errors 
As with the centered aperture measures, the maJor source of 
uncertainty in the values of the surface brightness derived from the 
scans is the sampling error. The mean sampling error in log f,E , has 
sa 
been evaluated from (cf. equation 3.6) 
E = 0.4343 (o/L) [dex(+0.4(10-m*)) ] ½ 
sa M3 L 
· SC 
3.8 
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* where (o /L)M3 and m have been defined in section 3.2a(iii) and where 
L = f n A 
SC obs SC 3.9 
In this expression f b is the mean observed surface brightness value in 
0 S 
-2 
units of V (or B) = 10.00 mag arcsec ; n is the number of points measured 
SC 
at this radius; and the area A in arcsec2 is either the area of the 
aperture used (for NGC 104 scans) or the aperture diameter times the 
integration interval in arcsec (for NGC 6397 scans). For NGC 5139 and 
NGC 6752 where the scans were spaced by one half of an aperture diameter, 
the area A was taken as one half the aperture diameter times the 
integration interval. 
Also as before, the mean errors in the log f values due to 
fluctuations in the field star background Efs have been calculated using 
(cf. equation 3.7) 
= 0.4343 
½ f . 
(o /L) (area 3' aperture) fs 
fs n A f 
· sc obs 
3.10 
where n , A and f are defined above. NGC 6397 is again the only 
sc obs 
cluster for which Efs is not negligible when compared to Esa and so for 
this cluster the total error Et= (Esa2 + Efs 2 )½_ For the other clusters 
E = E t sa Errors are not given for the radius because the position of the 
center was well defined on each scan. 
In tables 3.3a-d the surface brightness data derived from the 
scans is listed. The column headings are: (a) log r, where r is the 
radial distance in arcmin from the cluster center; (2) log f b , where 
0 S 
f b is the mean surface brightness value at r in units of V (or B) = 10.00 mag 0 S 
- 2 
arcsec (3) n , the number of points measured at this radius; 
SC 
(4) the correction for aperture smoothing (followed in table 3.3b by the 
correction for ellipticity); (5) log f, the logarithm of the corrected 
surface brightness; (b) the sampling, field star and total errors E , 
sa 
Efs and Et respectively (Et= Esa for cases where Efs << E ) . 
sa 
l og r log f 
obs (min) 
0.000 -2.565 
0.301 -3.145 
0.477 -3.449 
0.602 -3.677 
0.699 -3.857 
l og r log f n 
obs SC (min) 
0.000 -2.805 8 
0.301 -2.924 12 
0.477 -3.045 12 
0.602 -3.177 12 
0.699 -3.367 12 
0.778 -3. 514 12 
0.845 -3.588 12 
0.903 -3.822 12 
0.954 -4.101 12 
1.000 -4.077 12 
1. 041 -4.154 12 
1. 079 -4.456 12 
1.114 -4.696 12 
1.146 -4.818 12 
TABLE 3. 3a 
NGC 104 SCANS 
n 
SC 
ap. 
corr. 
14 -0.017 
18 -0.009 
18 -0.004 
18 
18 
TABLE 3. 3b 
NGC 5139 SCANS 
ap. e llipt. 
corr. corr. 
+0.009 -0.018 
+0.001 -0.036 
-0.006 -0.056 
-0.012 -0.076 
-0.014 -0.097 
-0.014 -0.097 
-0.013 -0.094 
-0.012 -0.089 
-0.010 -0.084 
-0.008 -0.078 
-0.006 -0.075 
-0.005 -0.071 
-0.003 -0.066 
-0.060 
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log f E 
t 
-2.582 ±0.046 
-3.154 0.079 
-3.453 0.111 
-3.677 0.144 
-3.857 0.177 
log f E 
t 
-2.814 ±0.017 
-2.959 0.016 
-3.107 0.019 
-3.265 0.023 
-3.478 0.029 
-3.625 0.035 
-3.695 0.038 
-3.923 0.049 
-4.195 0.067 
-4.163 0.064 
-4.235 0.070 
-4.532 0.098 
-4.765 0.129 
-4.878 0.147 
log r log f n 
obs SC (min) 
0.000 -3. 5 32 6 
0.301 -3.956 10 
0.477 -4.294 10 
0.602 -4. 598 10 
log r log f b 
(min) 0 S 
-0.301 -2. 661 
0.000 -3.070 
0.176 -3.378 
0.301 
-3. 640 
0.398 -3. 825 
0.477 
-4. 149 
0.602 
-4. 382 
0.699 -4. 6 35 
0.778 
-4. 836 
TABLE 3. 3c 
NGC 6397 SCANS 
ap. . log f 
corr. 
-0.017 -3. 549 
-0.011 -3. 96 7 
-.0.006 -4.300 
-0.003 -4.601 
TABLE 3. 3d 
NGC 6752 SCANS 
n ap. 
SC 
corr. 
4 -0.125 
4 -0. 088 
8 -0.059 
8 -0. 0 36 
12 -0.022 
12 
-0.014 
12 
-0.006 
12 
-0.004 
12 -0.002 
TABLE 3. 3e 
E 
sa 
±0 .062 
0.078 
0 .115 
o. 163 
log f 
-2. 786 
-3. 15 8 
-3.437 
-3.676 
-3.847 
-4. 16 3 
-4.388 
-4. 6 39 
·-4. 838 
NGC 5139 SCANS - GASCOIGNE AND BUR.R. 
log r log f E log r log f (min) t (min) 
0 . 176 -2.875 ±0.072 1.000 -4.212 
0 . 301 
-2.944 0.078 1.041 
-4.352 
0.398 
-3.025 o. 086 1.079 -4.492 
0.477 
-3.109 0.094 1.146 
-4.743 
0 . 602 
-3.313 0.119 1.204 
-4.913 
0 . 699 
-3.499 0 . 148 
0 . 778 
-3.693 0. 185 
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Efs E t 
±0 .015 ±0.064 
0.030 0.084 
0.065 0. 132 
0.130 0.208 
Et 
±0.042 
0.067 
0.067 
0.091 
0.096 
0.116 
0. 129 
0.191 
0 .128 
E 
t 
±0.062 
0.073 
0. 086 
0.115 
0.140 
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In table 3.3e the surface brightness values for NGC 5139 derived 
from the scan data of Gascoigne and Burr (1956) are listed. The errors 
have been calculated assuming n = 2 in equation 3.8. Apertures of SC 
0.433 and 2 .33 arcmin correspond to the values in the left and right 
sides of the table respectively. II have listed additional surface 
brightness data for 47 Tue derived from drift scans including the results 
of Gascoigne and Burr (1956) for - this cluster. 
(c) Results 
In figures 3.la-d the surface brightness profiles for the clusters 
NGC 104 (47 Tue), NGC 5139 (w Cen), NGC 6397 and NGC 6752 respectively, 
are presented. The profiles have been extended as far as possible from 
the cluster centers by making use of appropriate star count data. This 
data comes either from the· compilation of King et al. (1968) or from 
plates of the clusters counted by the author using methods described in 
detail in the next section. The counts used and their source are listed 
in table 3.4. In each figure the abscissa is the logarithm of the radial 
distance from the cluster center in arcmin while the ordinate is the 
- 2 logarithm of the surface brightness in units of V = 10.00 mag arcsec 
(B for NGC 6397) . The following symbols are used to identify the data: 
open diamonds for the centered aperture measures; open circles for the 
drift scan measures; plus signs for surface brightness data from the 
other sources noted in previous sections; and asterisks for the star 
counts. The horizontal line on each plot corresponds to the sky and 
field star background in the vicinity of each cluster from the Siding 
Spring photometry. 
For each cluster only plates which had limiting magnitudes brighter 
than MV - +5 have been used to ensure that the stars counted correspond to 
those contributing the measured light . . The star counts were fitted to 
TABLE 3. 4 
STAR COUNTS USED IN SURFACE BRIGHTNESS PROFILES 
Cluster 
NGC 104 
(4 7 Tue) 
NGC 5139 
(w Cen) 
NGC 6397 
NGC 6752 
NGC 5272 
(M3) 
NGC 6341 
(M92) 
* §3.3 
t King, 
1968, 
I. 
Plate 
3394 
SRC-O-324 
UP-47T 
ADH-1846 
ADH-1792 
3585 
SRC-O-825 
3618 
3617 
SRC-J-1738 
PS-4441 
PS-7730 
LC-3225 
PH-565-S 
PS-4344 
PS-4322 
PH-3361-S 
R. , Hedemann, 
A. J. I 73, 456. 
Limiting Mag. Source 
15.40(V) GDC* 
18.60(B) GDC 
-18.5 (B) KH 2Wt 
-17. 5 (B) KH 2W 
-19.0 (B) KH 2W 
16.20(V) GDC 
18.50(B) 
16.30(V) 
17.85(V) 
-19. 8 (J) 
-19.0 {B) 
-20.0 (B) 
-17.0 (V) 
-17.0 (V) 
- 19.5 (B) 
-19.5 (B) 
-22.5 (B) 
GDC 
GDC 
GDC 
GDC 
KH 2W 
KH 2W 
KH 2W 
KH 2W 
KH 2W 
Shift 
-4.810 
-5.930 
-5.935 
-5.050 
-6.300 
-5.300 
-6.250 
-5.025 
-5.875 
-6.475 
-6.376 
-6.626 
-5. 216 
-5.306 
-6.391 
-6.421 
-7.291 
E. , Hodge, s. M. I and White, R. E. , 
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the surface brightness data by shifting the count data vertically until 
it coincided with the mean slope of the photometry (or counts to a 
brighter level) in the overlap region. No difference in slope between 
the photometry and the counts due to mass segregation effects is expected 
because the same stars are contributing to both the counts and the 
photometry . Count points with large crowding corrections (o > 0.10) 
were not used. For all clusters . there was considerable overlap between 
the photometry and the counts and the agreement in slope was in general 
excellent . The individual shifts for each plate used are given in 
table 3. 4. 
Shown also in figures 3.la-d is the surface density distribution 
for the King (1966a) single mass model which fits best the observational 
data on each cluster. The curve is labelled with the parameter C = log 
(r /r) which distinguishes the particular Kirig curve fitted and the t C 
values of the central surface brightness f 0 , the core radius re and the 
tidal radius rt, derived from the fitted model , are also included on the 
figures. The agreement between these simple models and the observed 
profiles which generally cover five decades in surface brightness is 
good with only the most concentrated cluster NGC 104 showing a 
significant difference in slope between the observed and model profiles. 
The count data in the outermost regions of NGC 5139 (w Cen) also disagrees 
with the model profile but the source of this disagreement may be 
uncertainty in the count data rather than any deficiency in the fitted 
model. The background star density for this count (plate ADH-1792) was 
determined by continuing the count outside the unvignetted field of the 
telescope (King et al . 1968) and so an erroneously low background may have 
been adopted. Further counts with well determined backgrounds are needed 
to investigate this particular discrepancy. 
In figures 3 . 2a,b surface brightness profiles for the northern 
clusters NGC 5272 (M3) and NGC 6341 (M9?) are shown. The surface 
FIGS. 3.la-d. Surface brightness profiles for NGC 104 (47 Tue), NGC 5139 (w Cen), NGC 6397 and NGC 6752 
respectively. The radius is given in arc minutes and the surface brightness unit is 
V = 10.00 mag/0 11 or B = 10.00 mag/O 11 (NGC 6397). The data and symbols used are identified 
in the text. The fitted curve is the King (1966a) theoretical surface density distribution 
characterized by C = log r /r (on graph). t C 
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brightness unit for both is also V = 10.00 mag arcsec Dr. G. E. Kron 
has generously provided electronographic surface brightness measures for 
these clusters (Kron and Hewitt, unpublished) and these have been 
combined with the photoelectric measures of King (1966b) and star counts 
from King et al. ( 196 8) to form the profiles shown . The symbols used 
are : plus signs , electronographic data; open triangles, photoelectric 
data of King (1966b); asterisks, star count data. The counts used and 
the shifts applied are given in table 3.4. For M92 use has been made 
of the deep plate PH-3361-S to define the profile in the outermost 
regions of the cluster. This is considered a reasonable procedure because, 
since the tidal cutoff affects all stars equally, little difference in 
distribution is expected between stars of different mass in the outermost 
regions of a cluster (e.g. King 1975). Also plotted is the surface 
density distribution for the 'best fit ' King model for eich cluster 
labelled with the value· of C = l og (r /r). The values of the central 
t C 
surface brightness, core radius and tidal radius derived from the fitted 
model a·re also included . 
For M3 the discrepancy with the fitted King model is severe but 
the lack of a relatively short exposure count with which to confirm the 
electronographic measures at larger radii makes the outer sections of this 
observed profile less certain than the others. For M92, the discrepancy 
between the theoretical model distribution and the observed profile is 
of a similar size and nature to that of NGC 104. Newell and O'Neil (1977, 
in preparation) have shown that the surface brightness profile of Ml5 
(NGC 7078) also cannot be represented by any single mass model. However, 
II have presented surface brightness profiles for ten centrally concen-
trated clusters (including NGC 104) and the agreement with the single 
mass model profiles for these clusters is generally good. 
In measuring the surface brightness profile of a cluster it is the 
surface density distribution of the cluster giants, which have masses of 
FIGS. 3.2a,b. Surface brightness profiles for NGC 5272 (M3) and NGC 6341 (M92) respectively. The radius 
is given in arc minutes and the surface brightness unit is V = 10.00 mag/D". The data and 
symbols used are identified in the text. The fitted curve is the King (1966a) theoretical 
surface density distribution characterized by C = log r /r {on graph). t C 
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gravitational field of the cluster to which all cluster stars contribute 
so it is perhaps surprising that in most cases the observed profiles 
can be reasonably well represented by the surface density profiles of 
the simple single mass models. There are at least two possible 
explanations for this: firstly, it may be that some process, such as 
tidal shocks, acts strongly on the clusters to keep them in or near a 
state of equipartition of energy per unit mass despite the short stellar 
encounter relaxation times in the cores of the clusters. The second 
possible explanation is that equipartition of energy does occur but 
either the range of stellar masses present in the clusters is small or 
the gravitational field of the clusters is dominated by stars of mass 
similar to that of the cluster giants. These possibilities will be 
discussed further in later chapters. 
3.3 STAR COUNTS 
(a) Observations 
The plates used for the star counts have been taken with three 
different telescopes at Siding Spring Observatory. The majority of the 
plates were obtained by the author at the f/8 Cassegrain focus of the 
-1 
1.0 m telescope. The plate scale is 25.2 arcsec mm with a usable area 
of some 12 cm (50 arcmin) diameter on the 16 cm square plates. Either 
103aD or IIaD emulsions were used with a GG14 filter so that, since the 
colour term for this plate/filter combination is small (Gascoigne, private 
communication), magnitudes measured on these plates· correspond to V 
magnitudes in the UBV system within the expected errors. Special care 
was taken to ensure uniform development of the plates. Plates taken 
with this telescope are designated simply by their plate number. 
Further plates were obtained by Dr. Ken Freeman at the f/3.3 
prime focus of the 3.9 m Anglo-Australian telescope using the doublet 
-1 
corrector. The scale for these plates is 16.4 .arcsec mm and the 
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usable field is some 30 arcmin ( 11 cm) in diameter on the 5" ·x 7" plates. 
Unfortunately due to the occurrence of spurious images caused by 
internal reflections between the filter and the corrector lens it was 
not possible to take usable plates with the wide field (1°) triplet 
corrector. Again IIaD emulsion was used with a GG495 filter resulting 
in visual magnit udes on the UBV system (Gascoigne, private communication; 
section 3. 3d) . Th~ maj·ori ty o f these plates were also exposed in a spot 
sensitometer to enable density/intensity calibration. Additional 
separate calibration plates for each observing run were also obtained. 
Plates taken with the 3.9 m telescope are identified by the prefix 'AAO' 
followed by the emulsion used and the plate number. 
Additional plates were made available to the author by the UK 
Schmidt Telescope Unit at Siding Spring Observatory. These plates 
consisted of either original plates taken with the 1.2 m Schmidt 
telescope for this project, or glass copies of appropriate sky survey 
plates. The plate scale is 67.1 arcsec mm~ 1 with~ usable field of 6° 
diameter on the 14 inch square plates. For the short exposure 
plates IIaO emulsion with a GG385 filter was used while for the long 
exposure or survey plates hydrogen sensitized IIIaJ emulsion with a 
GG395 filter was employed. Plates taken with this telescope are identified 
by the prefix 'SRC' followed by the. emulsion used and the plate number. 
The plate number is followed by a 'C' if the plate counted is a glass 
copy rather than an original. 
(b) Counting Techniques 
Since the major results of this chapter are based on the star 
counts it is appropriate to describe fully the techniques used in 
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counting the plates . In the past it has been usual for plates to be 
counted visually using either a binocular microscope (King et al. 1968, 
Peterson 1976) or a modified iris photometer (II) but recently automatic 
' star counting ' techniques have been developed (Herzog and Illingworth 
1977). However , the unavailability of a high speed digital micro-
densitometer and the large amount of data handling software required 
made the implementation of these automatic star counting techniques 
impracticable for this project. The plates then, had to be counted 
visually and it was decided to construct a plate viewing system which 
would facilitate as much as possible the counting of stars on plates. 
This instrument , manufactured in the workshops at Mt. Stromlo, 
consists of a Shibaden television camera fitted with a PB-4 bellows and 
a Nikon f/2.8 50 mm lens , mounted on a two coordinate stage above a 
large uniformly ill uminated light table . The video output from the 
camera goes to a 50 cm Sony studio monitor. The plate can be viewed at 
magnifications of either 30x or 70x giving fields on the monitor screen 
that correspond to 12 mm or 5 mm diameter respectively, on the plate. 
These · fields are within the unvignetted field of the camera. The monitor 
possesses very little pin cushion distortion and the contrast can be set 
to either enhance or suppress the grain noise of the plate. The focus 
of the camera and the contrast of the monitor were both stable over the 
period of a counting session, typically three hours, and in general the 
system was trouble free and easy to use. 
Reseaux consisting of a circular grid of 30 concentric circles and 
36 radial lines photographically reduced onto 16 cm square plates were 
used in performing the counts. Spacings between the concentric circles 
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of 0.75, 1.0, 1.5 and 2.0 mm were available. Also available was an 
8 cm x 8 cm square reseau divided into 2 mm x 2 mm squares. The reseau 
in use was centered on the cluster by eye and the counts in each reseau 
element recorded on sheets having the same pattern as the reseau. 
As pointed out by King et al. (1968) the most serious problem 
in counting stars in clusters is to maintain a uniform limiting magnitude 
over a very large range in stellar densities. Every effort was made to 
do this and to avoid other errors that may arise in the process of 
counting a plate. Counts were not made in any reseau elements affected 
by the presence of bright field stars and the innermost regions, where 
there is appreciable crowding and overlapping of images, were avoided. 
However, the inner points for some of the counts do suffer fFom crowding 
effects and these will be discussed in the next section. Care was taken 
to ensure that any stars that would have been noticed in the smaller 
inner reseau elements were not left out in counting the larger outer 
elements. The high magnification of the plate viewing system made it 
possible to distinguish stars from galaxies and from other .objects such 
as dust and plate defects even at magnitudes close to the plate limit. 
Each count was made to a limit, called the limiting magnitude of the 
plate ·in subsequent discussions, where it was possible -to be certain 
that the objects counted were real and not just random clumps of grains. 
In this way a significant fraction of the true number of stars at or 
near the adopted limit is not likely to have been missed whereas counts 
to the detection limit of the plate are likely to be seriously incomplete 
at the very faintest levels. 
The effects of any slow change in counting criteria were minimized 
by counting the plate in an 'in and out' pattern between successive 
radial lines. Each reseau element was counted in a 'back-and-forth' 
pattern with agreement between the two counts required before the next 
reseau element was counted. 
The raw data from the counts are formed by first swnrrung the 
number of stars counted in the annular zones between successive 
concentric circles. This sum is then divided by the area of the zone, 
adjusted accordingly if not every element in the zone was used, to 
produce star densities per unit area as a function of distance from 
the cluster center. 
· (c) Reductions 
(i) Background Determinations 
Before the raw data can be reduced to values of the density of 
cluster stars , the density of background (and foreground) stars must be 
removed. Usually this is done by continuing the count of the plate 
well past the region where the cluster is no longer distinguishable 
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from the background. However , globular clusters are in general much 
larger than a casual glance would suggest and the limiting radii of these 
nearby clusters are in fact of the order of 40 arcmin or more. This 
poses problems for the determination of background densities because, 
with the exception of the shorter exposure plates of NGC 6397 and 
NGC 6752, counts on 1.0 m plates centered on the clusters do not reach 
the background . So it was necessary to obtain additional plate material 
of fields near these clusters for background determinations. This 
process is further complicated for NGC 104 by the presence of the SMC 
and the background determinations for this cluster will be discussed 
separately from the other two clusters. 
Before deciding which fields adjacent to the clusters to use, 
it is first necessary to investigate the existence of any non-uniformities 
in either the cluster star distribution or in the distribution of 
background stars. For NGC 6397 and NGC 6752 counts on both the short 
and long exposure Schmidt plates were continued well into the region 
where only background stars are being counted. The star densities 
in this region were the same, within the expected statistical 
fluctuations, in each quadrant indicating that the background stars 
are uniformly distributed across these clusters. Thus a background 
determined in any region adjacent to the clusters can be used for 
the cluster as a whole. However, if a cluster shows any deviation 
from circular symmetry then cluster densities derived from one region 
only will not in general agree with the average cluster density at 
the same radial distance. Consequently, since counts from plates 
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centered away from the cluster are to be combined with counts from plates 
centered on the cluster, the size and position of any deviation from 
circular symmetry must be determined. 
Fortunately the format of the circular reseaux used in counting 
the plates centered on the clusters, together with the uniform 
distribution of background stars, makes the investigation of circular 
symmetry straightforward. This was done by plotting the position angle 
of both the maximum and minimum star density (smoothed from the original 
0 0 0 10 to 20 angular segments and with segments 180 apart averaged) against 
distance from the cluster center for a number of plates of each cluster. 
No correlation either within a single plate or ·at the same radii on 
different plates was found indicating that these clusters are ctrcularly, 
and hence probably spherically also, symmetric to a very high degree. 
Then, it follows that cluster densities determined from plates not 
centered on the cluster are directly comparable with densities derived 
from plates centered on the cluster provided that both plates have 
similar limiting magnitudes. 
The plates centered off the clusters were counted with the square 
reseau and the field centers chosen so that there was considerable overlap 
with the counts of the plates centered on the clusters. The exposure 
times for these 'adjacent' plates were chosen so that the limiting 
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magnitudes would agree with that of a plate centered on the cluster. 
As far as possible this was done by taking the adjacent plates 
immediately before or after the plate centered on the cluster. As a 
result in most cases the densities from the adjacent plates did not have 
to be scaled to agree with the densities from the plate centered on 
the cluster ; this agreement was usually good leading to reliably 
determined backgrounds. For a few 1.0 m plates of these clusters no 
plate with a similar limiting magnitude of an adjacent field was 
available so the backgrounds for these plates were determined by inter-
polating in a plot of background star density against limiting magnitude. 
Determination of background densities for · the NGC 104 plates is 
not so simple. On 1.0 m plates centered on the cluster with limiting 
magnitudes fainter than V - 18.5 there is a noticeable gradient in 
stellar density in the direction of the SMC (South-East of the cluster 
center) indicating that on these plates the background star distribution 
is not uniform. Added to this is the fact that this cluster is elliptical 
in appearance so that cluster densities are a function of position angle 
as well as radial distance from the cluster center. Consequently, counts 
from plates centered away from the cluster center have to be corrected, 
0 
with the correction depending on the fraction of the full 360 arc 
counted on the adjacent plate , before they can be compared with counts 
centered on the cluster. To allow calculation of these corrections, 
the ellipticity of the cluster must first be determined quantitatively 
and this will be discussed prior to discussing the background determinations. 
As mentioned above the format of the res e aux us e d in counting 
the plates centered on the cluster makes the investigation ·of cluster 
ellipticities a straightforward process. The first step in the analysis 
is to smooth the data to reduce the effects of statistical fluctuations 
in the number of stars counted in each reseau element. This was done 
by combining the number of stars in two radial segments and two 
angular segments to form one density point. Further, density points 
0 
with position angles differing by 180 were averaged so that the raw 
data for the ellipticity analysis consisted of star densities p (r. ,8.) 
l l 
at points with an angular spacing of 20° (0° ~ 8. ~ 180°) and a radial 
l 
spacing of two reseau units. For a 2.00 mm reseau count on a 1~0 m 
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plate this corresponds to a radial spacing of 1.7 arcmin. No correction 
was made for background star density in deriving these p (r,8) values 
since only points where the density of cluster stars far outweighs that 
of background stars were used. Points likely to be affected by crowding 
were left out as were any points affected by the presence of SMC stars. 
This meant that only density values relatively close to the cluster 
center were used. 
In analysing the p(r , 8) values, the procedure of Dickens and 
Woolley (1967) was followed. This involves fitting, by least squares, 
an equation of the form 
p(r,8 ) =A+ B ~os 2 (8-80 ) 3.11 
to the p (r,8.), i = 1,9 values at a fixed radial distance. The position 
l 
angle of the major axis, 0
0
, was found by minimizing the residuals of 
the data about the fitted curve. For all the radial points useq on all 
the plates considered, e0 lay within the range 50° ± 10° and so a value 
0 
of 50 . was adopted for the position angle of the major axis of the cluster. 
Once the coefficients A and B have been determined, the (projected) 
axial ratio of the cluster at the radial distance r is given by 
[b/a] = r 
r + cS 
3.12 
where 
cS = B/{ (l + B/A) 6} 
and where 
6 = 
is the gradient on the minor axis. 
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Seven plates , including two short exposure 1.0 m plates counted 
with the 1.50 mm reseau which are not listed in table 3.6, were analysed 
in this way and the resulting values of [b/a] are plotted in figure 3.3a. 
The unweighted mean of all the points is [b/a] = 0.935 and this is shown 
as the straight line in the figure. Unfortunately ellipticities for the 
innermost regions of the cluster are not obtainable by this method because,_ 
on the very short exposure plates needed to overcome crowding problems, 
there are too few stars to apply this technique. Determination of the 
ellipticity of this region could however, be done by tracing more deeply 
exposed plates on a microdensitometer and plotting isophotal contours. 
The results of other workers agree well with these results; 
de Vaucouleurs (quoted in Gascoigne and Burr 1956) finds a mean axial 
0 
ratio of 0.92 ± 0.02 and a major axis position angle of -40 from star 
counts to 16.0 mag. Lindsay (1967) obtained [b/a] ~ 0.9 at r = 40' and 
[b/a] ~ 1.0 at r = 20' from star counts to 20.0 mag. However, Wayman 
(1967) using isophotes derived from a positive copy of the plate counted 
by Lindsay found values of [b/a] between 0.9 and 1.0 for radial distances 
between 3' and 14' arcmin as well as [b/a] = 0.96 at r ~ 30' for a major 
axis position angle of 50°. 
In figure 3.3b the mean values of [b/a] in 2 arcmin bins · 
(4 arcmin bins for the last two points) have been plotted in an attempt 
to define the variation of ellipticity with radius. The error bars 
represent the standard error of the means and the solid curve has been 
drawn by hand through the data. The shape of this curve, with the axial 
ratio first decreasing then increasing again, is very similar in 
appearance to the corresponding curve for w Cen (Dickens and Woolley 1967) 
though the size of the effect is (apparently) much smaller. It should 
perhaps be emphasized that the ellipticity observed here cannot be due 
to tidal forces; the effect of tidal forces on the inner regions of 
the cluster considered here is small (King 1962, Keenan and Innanen 1975). 
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(b) Mean values of [b/a] in 2 arcmin (4 arcmin for last two 
points) bins. Vertical bars indicate standard errors. 
The observed variation of e llipticity with radius is also of 
the same kind that results from the effects of differential rotation 
in the self-consistent elliptical galaxy models of Prendergast and 
Tomer (1970) and Wilson (1975). However, the extent to which these 
models apply to this cluster cannot be determined until the degree of 
rotation and the form of the rotation law is derived from the radial 
velocity measurements of a large - number of cluster members. 
Now that the ellipticity of the cluster has been determined, 
progress can be made towards determining background star densities for . 
each of the plates counted. For the shorter exposure 1.0 m plates 
centered on the cluster the contribution of the SMC to the background 
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in the area counted is negligible. Then, under the reasonable assumption 
that the galactic background is uniformly distributed across the cluster, 
the background star density for these plates can be determined, as for 
NGC 6397 and NGC 6752, by fitting to the counts, the counts from a plate 
with a similar limiting magnitude centered away from the cluster (and 
the SMC!) for which a background has been determined. In this process 
the cluster densities but not the background density derived from the 
adjacent plate are corrected for the cluster ellipticity before the 
fitting together is made. Backgrounds have been determined in ~his 
way for plates 3394 and 3393; the ellipticity corrections to the cluster 
densities from the adjacent plates being less than 10%. 
For the remaining 1.0 m plates centered on the cluster, the 
SMC does contribute to the background density in the area counted; 
this is shown by an excess of stars in the outer regions of the SE 
quadrant relative to the number counted in the NW quadrant. However, it is 
still possible to reduce these counts without using additional methods 
to remove the SMC contribution to the background star density, provided 
there exists a line of symmetry through the cluster center such that 
the excess of background stars on one side balances the deficiency on 
the othe r. If this is the case the n the background star density to be 
used in r e ducing the count must b e determined on or about this line of 
symmetry. 
From figures 14 and 15b of de Vaucouleurs and Freeman (1973) 
it can be seen that in the vicinity of 47 Tue the SMC isodensity 
contours lie in a NE-SW direction parallel to the maJor axis of the 
cluster. Comparison of the average of the number of stars in the SE 
and NW quadrants with the number of stars in the SW and NE quadrants 
at the same radial distance, will then indicate if the major axis of 
the cluster can be used as such a line of symmetry in the background 
star distribution. However, since the SE and NW quadrants are 
symmetrical about the cluster minor axis while the NE and SW quadrants 
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are symmetrical about the major axis, the NE,SW star numbers at a given 
radial distance must first be compensated for the effects of ellipticity 
before they can be compared with the SE,NW counts at the same radial 
distance. This correction is given by 
where 
<SE , NW > 
<NE,SW> = 
l - y 
1 + y 
B/A y 
TT (1 + B/2A) 
3.13 
and where A and Bare the coefficients in equation 3.11. The ratio of 
these coefficients decreases with increasing distance from the cluster 
center but for the majority of radial distances considered here B/A - 0.3 
so that y - 0.08. 
These concepts are illustrated in table 3.5 which contains data 
from the count of plate 3407. In the first column of the table the inner 
and outer boundaries of the radial zones considered are given. Columns 
(2), (3), (4) and (5) give the number of stars counted in the SE, NW, 
NE and SW quadrants respectively in each of the radial zone s while 
columns (6) and (7) give the mean number of stars in the SE and NW, and 
the NE and SW quadrants respectively. In column (8) the mean number 
of stars in the SE,NW quadrant predicted from the cluster ellipticity 
and the mean number of stars in the SW,NE quadrant is given. In the 
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first radial zone it is clear that the cluster dominates the background. 
R 
12-16 
22-26 
26-30 
SE 
1669 
656 
458 
TABLE 3. 5 
STAR COUNTS FROM PLATE 3407 
NW 
1601 
571 
396 
NE 
1880 
723 
534 
SW 
1953 
697 
490 
<NE,SW> <SE,NW> <NE,SW> 
corr 
1917 
710 
512 
1635 
614 
427 
1624 
601 
434 
In the other zones the presence of SMC stars clearly affects the SE 
quadrant counts. However , the good agreement between the mean number 
of stars in the SE , NW quadrants and the number predicted from the NE,SW 
quadrant counts indicates that for this and similar plates it is valid 
to reduce the counts in the usual manner provided a background determined 
to the NE or SW of the cluster is used. 
The background for this plate was in fact determined using plate 
3754 which has a similar . limiting magnitude and was centered to the SW 
of the cluster. As mentioned above a correction for ellipticity was 
applied to the cluster densities from plate 3754 before the counts were 
combined with those from plate 3407. For plate 3416 the background used 
was actually determined by interpolating in a plot of background star 
density (SW of the cluster center) against limiting magnitude because no 
suitable adjacent plate was available . 
The remaining NGC 104 plates for which backgrounds must be 
determined are the plates taken with the 3.9 m telescope and the plates 
taken with the 1. 2 m Schmidt telescope. The plates taken with the 3. 9 m 
telescope were centered to the NE of the cluster center and the background 
was determined by continuing the count with the square reseau in a 
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north- easter ly direction into the region wh e r e only background stars, both 
SMC and galactic, were being counted. Again, once the background density 
in this particular region had been determined, the cluster densities 
were corrected for ellipticity with the size of the correction depending 
on the distance from the cluster center and on the fraction of a full 
360 0 d arc covere . All corrections were less than 10%. 
For the short exposure Schmidt plate, SRC-0-324, an initial count 
was made using the 1.00 mm reseau. However, comparison of the number 
of stars in the outer regions of each of the four quadrants indicated 
that, while the SMC did not make any contribution to the background inside 
the area counted , the galactic background had not been reached. For this 
reason another count was made, this time using the 1.50 mm reseau. Only 
segments on the north-west side of the cluster away from the SMC were -
counted and the count was continued until the galactic background could 
be accurately determined. No correction for ellipticity was required 
before the separate counts were combined. 
The deepest plate of this cluster available was plate SRC-J-335C, 
centered on the SMC. Because of the high density of SMC stars it proved 
impossible to count stars anywhere but on the side of the cluster away 
from the SMC near the edge of the plate. Counts were made using both 
the 1.00 mm and the 1 . 50 mm reseaux and in each case care was taken to 
ensure that the count did not continue outside the unvignetted field 
of the telescope. This meant that the 1.50 mm reseau count did not cover 
sufficient area outside the cluster for a reliable background determination. 
The galactic background was then determined by counting stars in a 
3 cm x 3 cm square centered 60' north of the cluster and this background 
was us ed to reduce the circular reseau counts. This background is 
strictly valid only for the outer part of the 1.50 mm reseau count and 
the true background undoubtedly increases as the cluster center (and the 
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SMC) is approached. However," the density of cluster stars increases 
much faster and at the count point nearest the cluster center (some 2½ 0 
from SMC) only a small fraction of the stars counted are background 
stars. Consequently the cluster densities derived in this region are 
insensitive to uncertainties in the adopted background. No correction 
for ellipticity was applied to the counts of this plate because the 
maximum calculated correction was less than 3%. 
(ii) Crowding Corrections and Errors 
Despite attempts to avoid them, crowding effects do occur in 
these counts and these have been estimated by using the formula given 
by King et al. (1968). In this formula the crowding correction o is 
given by 
o = 0.429 (log f + log A+ 1.735) + 0.15 log (S/67.1) 3.14 
where f is the density of stars per square arcmin including the background, 
A is the area of the faint star images in square arcmin and Sis the plate 
scale in arcsec rnrn- 1 • The large magnification of the TV plate viewing 
system allowed accurate measurement of the diameter of the faint star 
images on each of the plates. 
The corrected points represent an improvement over the uncorrected 
points but as emphasized by King et al. (1968) and II values of the star 
density that require a correction for crowding are less reliable than 
points requiring no correction. For this reason only points with 
o < 0.2 were retained though in general counting was started at radii 
which led to values of o which were either zero or much less than this 
value. In many cases it was possible to estimate the reliability of the 
crowding corrections by comparing the slope of the corrected star densities 
with the slope of densities from a plate of slightly brighter limiting 
magnitude which required no corrections. In all of thes e cases the 
corrected points always gave good agreement whereas the uncorrected 
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FIG . 3 . 4 . Comparison of crowding corrected (• ) and uncorrected (0) 
densities from plate SRC-J- 335C with densities from 
plate AAO- D-1042 ( .A. ) . Arbitrary vertical shift applied 
to AAO-D-1042 densities to fit SRC- J - 335C in region of 
zero crowding correction . 
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points did not. This is illustrated in figure 3.4 where the crowding 
corrected and uncorrected densities from plate SRC- J-335C are compared 
with densities from plate AAO-D-1042 which did not require correction 
in the region of comparison. 
The statistical mean error in the values of the cluster density 
derived from the counts have been calculated assuming that the counted 
number of stars is subject to fluctuations obeying Poisson statistics. 
The mean error in log f is then 
½ 
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E = 0.4343 n 1 f 3.15 A 
where n is the actual number of stars counted in the area A and f = (n) - b 
A 
where bis the background star density which has negligible statistical 
error . 
The accuracy and reliability of the counts is difficult to assess 
independently. Recounts of some of the plates generally gave excellent 
agreement with the original data both in actual numbers of stars counted 
and in gradient of the star density with radius, though the repeatability 
in the regions where the crowding corrections were large (o > 0.10) 
was not as good. King et al . (1968) also give count data for each of the 
clusters in this study but because of the uncertainty in the limiting 
magnitudes of their plates it was not possible to compare actu~l numbers 
of stars counted. However, for plates with approximately the same 
limiting magnitudes the agreement in slope between the counts of this 
study and the counts of King et al. (1968) was good. 
The data from the counts of the plates of each cluster are given 
in table 3 . 6; firstly for the NGC 104 plates, then for the NGC 6397 
plates and finally for the NGC 6752 plates. In the heading of each 
count the first line identifies the cluster and gives the plate number, 
exposure time and colour sensitivity. If the plate was not centered on 
the cluster, then the NGC number is followed by a character or characters 
identifying where the plate was centered relative to the cluster center. 
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The second line gives the limiting magnitude of the plate and its error, 
the background star density and a symbol defining the method used to 
determine the background for this count. The symbols used are (D) if 
the background was determined directly on the plate; (A) if the 
background was determined from a count on an adjacent plate as described 
above and (I) if the background was detennined by interpolation in a 
plot of background star density against limiting magnitude. The third 
heading line lists the reseau spacing used both in mm and arcmin, and 
the faint star image diameter in microns. 
In the main body of each count the first column gives the inner 
and outer boundaries of the zone, the second the actual number of stars 
counted and the third the number of reseau elements used in each zone. 
For the circular reseaux the normal number of elements is 36 (or a 
multiple of 36 if successive zones have been combined) while for the 
square reseau, column 3 gives the number of elements whose centers were 
within this zone . The next column gives the logarithm of the effective 
radius in arcmin. This radius is taken as the radius that bisects the 
area of the zone. Column 5 gives the logarithm of the density of cluster 
stars per square arcmin and the statistical mean error in this value 
is given in the next column. The final two columns are the cro~ding 
correction calculated as outlined above and the ratio of the uncorrected 
cluster density to the background density. Additional information for 
particular plates is given in the notes at the end of the table. Plots 
of a representative sample of the counts of each cluster are given in 
figures 3 . Sa-c. The backgrounds for the counts are indicated by the 
horizontal lines. 
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TABLE 3. 6 
NGC 104 3394 5-min V 
Lim mag 15.40 .10 BKGD .076 stars/sq min (A) 
Reseau 2.00 mm Unit .840 min Image size 70 µ 
R Stars Cells log r log f m. e. Corr. Cl/B 
4- 5 289 36 .580 1.159 .026 189.75 
5- 6 223 36 .666 .. 958 .029 119.45 
6- 7 183 36 .738 .798 . 032 82.64 
7- 8 162 36 .800 .681 .035 63.12 
8- 9 130 36 . 854 .531 .039 44.69 
9-10 113 36 .903 .420 .042 34.61 
10-11 112 36 .946 .371 .042 30.92 
11-12 72 36 .985 .132 .054 17.83 
12-13 83 36 1.022 .158 .050 18.93 
13-14 73 36 1.055 .064 .054 15.25 
14-15 65 36 1.086 -.029 .058 12.31 
15-16- 47 36 1.115 -.216 .071 8.00 
16-17 42 36 1.142 -.291 .076 6.73 
17-18 39 36 1.167 -.357 .081 5.78 
18-22 157 144 1.227 -.435 .042 4.83 
22-26 109 144 1.306 -.740 .059 2. 39 · 
NGC 104 3393 15-min V 
Lim mag 16.80 . 10 BKGD .188 stars/sq min (A) 
Reseau 2.00 mm Unit .840 min Image size 67 µ 
R Stars Cells log r log f m. e. Corr. Cl/B 
7- 8 581 36 .800 1.238 .018 92.01 
8- 9 476 36 .854 1.095 .020 66.20 
9-10 394 36 .903 .. 963 .022 48.85 
10-11 319 36 .946 .824 .025 35.47 
11-12 272 36 .985 .713 .027 27.47 
12-13 243 36 1.022 .623 .029 22.33 
13-14 212 36 1.055 .526 .031 17.86 
14-15 178 36 1.086 .414 .035 13.80 
15-16 160 36 1.115 .333 .037 11.45 
16-17 137 36 1.142 .227 .041 8.97 
17-18 123 36 1. 16 7 .149 .044 7.50 
18-19 105 36 1.192 .043 .049 5.87 
19-20 96 36 1.214 -.035 .053 4.91 
20-21 112 36 1.236 .019 .048 5.56 
21-22 93 36 1.257 -.098 .055 4.24 
22-23 76 36 1.277 -.241 .066 3.05 
23-24 76 36 1.295 -.259 .066 2.93 
24-25 67 36 1.314 -.359 .075 2.33 
25-27 132 72 1.340 -.415 .056 2.05 
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TABLE 3. 6 (Cont'd) 
NGC 104 3416 30-min V 
Lim mag 18.35 .10 BKGD .504 stars/sq min (I) 
Reseau 2.00 mm Unit .840 min Image size 57 l1 
R Stars Cells log r log f m. e. Corr. Cl/B 
7- 8 2124 36 .800 1.802 .009 0.019 125.77 
8- 9 1830 36 . 854 1.682 . 010 95.40 
9-10 1667 36 .903 1.592 .011 77.55 
10-11 1369 36 .946 1.461 . 012 57.35 
11-12 1245 36 .985 l.37Y .013 47.4~ 
12-13 1071 36 1.022 1.275 .014 37.37 
13-14 942 36 1.055 1.183 .015 30.24 
14-15 843 36 1.086 1.101 .016 25.04 
15-16 726 36 1.115 1.003 .017 19.98 
16-17 662 36 1.142 .932 .018 16.97 
17-18 541 36 1.167 .811 .020 12.84 
18-19 500 36 1.192 .748 .021 11.11 
19-20 485 36 1. 214 .709 .022 10.15 
20-21 437 36 1.236 .634 .023 8.54 
21-22 368 36 1.257 .526 .026 6.66 
22-23 352 36 1.277 .481 .027 6.01 
23-24 291 36 1.295 · . 360 .031 4.55 
24-25 263 36 1.314 .283 .034 3.81 
25-26 230 36 1.331 .185 .038 3.04 
26-27 232 36 1.348 .170 .038 2.93 
27-28 235 36 1.364 .154 .038 2.83 
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TABLE 3.6 (Cont'd) 
NGC 104 3407 120-min V 
Lim mag 19.45 .10 BKGD 1.530 stars/sq min (A) 
Reseau 2.00 mm Unit .840 min Image size 75 µ 
R Stars Cells log r log f m. e. Corr. Cl/B 
10-11 2480 36 .946 1.714 .009 0.090 33.83 
11-12 2198 36 .985 1.619 .010 0.050 27.18 
12-13 2033 36 1.022 l.546 .010 0.019 22.98 
13-14 1837 36 1.055 1.465 .011 19.07 
14-15 1705 36 1.086 1.398 .011 16.34 
. 15-16 1524 36 1.115 1.315 .012 13.50 
16-17 1348 36 1.142 1.228 .013 11.05 
17-18 1240 36 1.167 1.160 .014 9.45 
18-19 1136 36 1.192 1.091 .013 8.06 
19-20 1021 36 1.214 1. 012 .014 6.72 
20-21 983 36 1.236 .968 .014 6.07 
21-22 834 36 1.257 .859 .016 4.72 
22-23 756 36 1.277 .782 .018 3.96 
23-24 668 36 1.295 .689 .020 3.19 
24-2 .5 634 36 1.314 .635 .020 2.82 
25-26 579 36 1.331 .556 .023 2.35 
26-27 564 36 1.348 .515 .024 2.14 
27-28 509 36 1.364 .423 .027 1.73 
28-30 823 72 1.387 .223 .026 1.09 
NGC 104 SW 3754 120-min V 
Lim mag 19.45 .10 BKGD 1.530 stars/sq min (D) 
Reseau 2.00 mm sq Unit .840 min Image size 82 µ 
R Stars Cells log r log f m. e. Corr. Cl/B 
30-32 174 88 1.415 .106 .072 .83 
32-34 173 88 1.442 .101 .073 . 82 
34-36 129 80 1.468 -.121 .116 .49 
36-38 132 90 1.493 -.249 .140 .37 
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TABLE 3.6 (Cont'd) 
NGC 104 NE AAO-D-1042 60-min V 
Lim mag 21.35 . 15 BKGD 7.430 stars/sq min (A) 
Reseau 2.00 mm Unit .547 min Image size 80 µ 
R Stars Cells log r log f m. e . Corr. Cl/B 
16-17 1887 18 .955 2.058 . 011 0.083 15.38 
17-18 1778 18 .981 2.003 .012 0.060 13.55 
18-19 1521 16 1.005 1.959 .013 0.041 12.25 
19-20 1436 16 1.028 1.907 .013 0.020 10. 86 
20-21 1472 16 1.050 1.895 .013 10.57 
21-22 1320 16 1.070 1.820 .014 8.89 
22-23 1241 16 1.090 1.768 .015 7.89 
23-24 1204 16 1.109 1.732 .015 7.26 
24-25 934 14 1.127 1.651 .017 6.03 
25-26 913 14 1.144 1.619 .015 5.60 
26-27 804 14 1.161 1.533 .017 4.59 
27-28 798 14 1.177 1.509 .016 4.35 
28-29 772 14 1.193 1.472 . 017 3.99 
29-30 768 14 1. 208 1.450 .017 3.79 
NGC 104 NE AAO-D-1042 60-min V 
Lim mag 21.35 .15 BKGD 7.430 stars/sq min (A) 
Reseau 2 .00 mm sq Unit .547 min Image size 80 µ 
R Stars Cells log r log f m.e. Corr. Cl/B 
30-31 486 46 1.222 1.403 .029 3.40 
31-32 432 42 1.236 1.388 .031 3.29 
32-33 386 46 1.250 1.273 .037 2.52 
33-34 373 42 1.263 1.305 .036 2.72 
34-35 313 40 1.276 1.231 .043 2.29 
35-38 851 130 1. 301 1.118 .031 1. 77 
38-41 743 124 1.335 1.058 .037 1.54 
41-44 609 124 1.368 .912 .047 1.10 
NGC 104 NE AAO-D-1043 60-min V 
Lim mag 21.35 . 15 BKGD 7.430 stars/sq min (D) 
Reseau 2.00 mm sq Unit .547 min Image size 85 µ 
R Stars Cells log r log f m.e. Corr. Cl/B 
44-47 507 118 1.396 .799 .063 . 85 
47-50 492 122 1.423 .741 .088 .74 
50-53 465 124 1.449 .667 .160 .63 
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TABLE 3. 6 (Cont'd) 
NGC 104 SRC-J-335C 120-min J 
Lim mag 22.50 .20 BKGD 17.329 stars/sq min (D) 
Res e au 1.00 mm Unit 1.118 min Image Size 25 µ 
R Stars Cells log r log f m. e. Corr. Cl/B 
15-16 2113 12 1.239 1.541 . 014 0.14 7 2.01 
16-17 2071 12 1.266 l_.486 . 015 0.129 1.77 
17-18 2018 12 1.292 1.427 . 016 0.113 1.54 
18-19 1971 12 1.316 1.369 .017 0.095 1.35 
19-20 1864 12 1.339 1. 283· . 019 0.068 1.11 
20-21 1915 12 1.360 1.264 . 019 0.062 1.06 
21- 22 1827 12 1.381 1.180 .022 0.031 .87 
22-23 1740 12 · 1. 401 1.087 .025 .71 
23-24 1790 12 1.420 1.071 .025 .68 
24-25 1797 12 1.438 1.029 .027 .62 
25-26 1751 12 1.455 .950 .031 .51 
26-27 1682 12 1.472 . 840 .037 .40 
2 7-28 1648 12 1.488 .746 .044 . 32 
NGC 104 SRC-J-335C 120-min J 
Lim mag 22.50 - .20 BKGD 17.329 stars/sq min (D) 
Reseau 1.50 mm Unit 1.678 min Image size 25 µ 
R Stars Cells log r log f m.e. Corr. Cl/B 
16-17 2675 12 1.442 1.007 .023 .59 
17-18 2589 12 1.468 .890 .028 .45 
18-19 2538 12 1.492 .774 .034 . 34 
19-20 2586 12 1. 515 .-713 .037 .30 
20-21 1855 9 1.537 .496 .066 .18 
21-22 1802 8 1.557 .602 .055 .23 
22-23 1480 7 1.577 .256 .120 . 10 
23-24 1278 6 1.596 .052 .199 . 07 
24-26 4382 10 1.623 - . 2,95 .326 .03 
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TABLE 3.6 (Cont'd) 
NGC 104 SRC-0-324 2-min B 
Lim mag 18.60 .10 BKGD .436 stars/sq min (D) 
Reseau 1.00 mm Unit 1.118 min Image size 58 µ 
R Stars Cells log r log f m.e. Corr. Cl/B 
11-12 878 36 1.110 .968 . 015 0.108 21.31 
. 
12-13 778 36 1.146 .875 . 016 0.070 17.20 
13-14 667 36 1.179 . 768 .018 0.025 13.44 
14-15 639 36 1.210 . 714 .019 11.87 
15-16 531 36 1.239 .594 .021 9.01 
16-17 465 36 1.266 .499 .023 7.24 
17-18 391 36 1.292 .383 .026 5.54 
18-19 342 36 1.316 .283 .029 4.40 
19-20 320 36 1.339 .220 .031 3.81 
20-21 299 36 1.360 .154 .033 3.27 
NGC 104 SRC-0-324 2-min B 
Lim mag 18.60 . 10 BKGD . 436 stars/sq min (D) 
Reseau 1.50 mm Unit 1.678 min Image size 58 µ 
R Stars Cells log r log f m. e. Corr. Cl/B 
14-15 133 14 1.386 -.044 . 035 2.07 
15-16 131 14 1.415 -.100 .036 1.82 
16-17 118 14 1.442 · - . 215 .042 1.40 
17-18 101 14 1.468 -.388 .058 .94 
18-20 354 28 1.504 -.614 .053 .56 
20-22 366 28 1.547 -.703 .103 .45 
NGC 6397 3751 2-min V 
Lim mag 15.80 .10 BKGD 1.059 stars/sq min (D) 
Reseau 1.50 mm Unit .630 min Image size 58 µ 
R Stars Cells log r log f m. e. Corr. Cl/B 
2- 3 110 36 .206 1.220 .044 15.67 
3- 4 97 36 .348 1.007 .048 9.60 
4- 5 71 36 .455 .722 .062 4.98 
5- 6 57 36 .541 .491 .077 2.92 
6- 7 70 36 . 614 .521 .068 3.13 
7- 8 63 36 .675 .373 . 079 2.23 
8- 9 70 36 .729 . 351 .076 2. 12 
9-10 65 36 .778 .237 . 086 1.63 
10-11 53 36 .821 .001 .121 .95 
11-12 52 36 . 860 -.103 . 140 .74 
12-13 62 36 .897 -.017 .115 .91 
13-14 59 36 .930 -.141 . 138 .68 
14-16 101 72 . 976 -.536 .200 .27 
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TABLE 3.6 (Cont'd) 
NGC 6397 3585 5-min V 
Lim mag 16.20 .10 BKGD 1. 469 stars/sq min (D) 
Reseau 1.50 mm Unit .630 min Image size 116 µ 
R Stars Cells log r log f m. e. Corr. Cl/B 
3- 4 154 36 . 348 1.209 .038 0.048 11.01 
4- 5 142 36 .455 1. o·49 .041 7.62 
5- 6 95 36 .541 .737 .057 3.72 
6- 7 112 36 . 614 . 736 .052 3.71 
7- 8 95 36 .675 .558 .063 2.46 
8- 9 96 36 . 729 .486 .066 2.08 
9-10 90 36 .778 .375 .074 1.61 
10-11 82 36 .821 .221 .090 1.13 
11-12 80 36 .860 .132 .101 .92 
12-13 81 36 .897 .053 .111 .77 
13-14 77 36 .930 -.087 . 138 .56 
14-16 134 72 .976 -.475 .201 .23 
NGC 6397 3608 13-min V 
Lim mag 16.55 .10 BKGD 1.828 . stars/sq min (D) 
Reseau 1.50 mm Unit .630 min Image size 103 µ 
R Stars Cells log r log f m.e . Corr. Cl/B 
3- 4 231 36 . 348 1.392 .031 0.081 13.49 
4- 5 186 36 .455 1.171 . 036 8.11 
5- 6 154 36 .541 .976 .042 5.18 
6- 7 152 36 .614 .878 .044 4.13 
7- 8 121 36 .675 .667 .055 2.54 
8- 9 132 36 . 729 .648 .053 2.43 
9-10 116 36 .778 .487 .064 1.68 
10-11 102 36 .821 .323 .080 1.15 
11-12 96 36 .860 .182 .098 .83 
12-13 110 36 .897 .231 .086 .93 
13-14 100 36 .930 .058 .113 .63 
14-16 202 72 .976 -.053 .093 .48 
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TABLE 3.6 (Cont'd) 
NGC 6397 3584 25-min V 
Lim mag 17.45 .10 BKGD 3.193 stars/sq min (D) 
Reseau 2.00 mm Unit .840 min Image size 75 µ 
R Stars Cells log r log f m.e. Corr. Cl/B 
2- 3 622 36 .331 1. 724 .018 0.104 16.59 
3- 4 548 36 .473 1 ·. 507 .020 0.012 10.06 
4- 5 546 36 .580 1.384 .021 7.58 
5- 6 499 36 .666 1.238 .023 5.42 
6- 7 411 36 .738 1.045 .028 3.47 
7- 8 356 36 .800 .876 .033 2.35 
8- 9 335 36 .854 . 756 .037 1.79 
9-10 365 36 .903 .740 .036 1.72 
10-11 336 36 .946 .607 .042 1.27 
11-12 339 36 .985 .541 .045 1.09 
12-13 290 36 1.022 .313 .065 .64 
13-14 292 36 1.055 .231 .073 .53 
14-15 301 36 1.086 .176 .078 .47 
15-16 339 36 1.115 .244 .066 .55 
16-18 639 72 1.155 .022 .069 .33 
18-20 633 72 - 1. 204 -.244 .114 .18 
20-22 703 72 1.247 -.231 .105 .18 
22-24 740 72 1. 286 -.357 .132 . 14 
NGC 6397 3314 45-min V 
Lim mag 18.60 .10 BKGD 6.581 stars/sq min (A) 
Reseau 2.00 mm Unit .840 min Image size 86 µ 
R Stars Cells log r log f m.e. Corr. Cl/B 
4- 5 996 36 .580 1.637 .016 0.143 6.59 
5- 6 914 36 .666 1.490 .017 0.087 4.70 
6- 7 837 36 .738 1.352 . 019 0.033 3.42 
7- 8 806 36 .800 1.247 .021 2.68 
8- 9 734 36 .854 1.111 .024 1.96 
9-10 701 36 .903 1.003 .027 1.53 
10-11 688 36 .946 .914 .030 1.25 
11-12 674 36 .985 . 823 .033 1.01 
12-13 677 36 1.022 .751 .036 . 86 
13-14 682 36 1.055 .684 .039 .73 
14-15 676 36 1.086 .595 .045 .60 
15-16 676 36 1.115 .513 .050 .so 
16-17 739 36 1.142 .548 .046 .54 
17-18 676 36 1.167 .329 .068 . 32 
18-19 689 36 1.192 .260 .076 .28 
19-20 713 36 1.214 . 222 .080 .25 
20-22 1443 72 1.247 .068 .076 .18 
22-24 1505 72 1.286 -.097 .103 . 12 
24-26 1556 72 1.323 -.354 . 175 .07 
26-28 1629 72 1.356 -.645 .316 
.03 
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TABLE 3.6 (Cont'd) 
NGC 6397 3327 75-min V 
Lim mag 19.30 .15 BKGD 9.610 stars/sq min (I) 
Reseau 2.00 mm Unit .840 min Image size 98 µ 
R Stars Cells log r log f m. e. Corr. Cl/B 
7- 8 1182 36 .800 1.414 .017 0.148 2.70 
8- 9 1080 36 . 854 l.280 .020 0.104 1.98 
9-10 990 35 .903 1.164 .023 0.065 1.52 
10-11 975 36 .946 1.055 .026 0.026 1.18 
11-12 989 36 .985 .991 .027 1.02 
12-13 994 36 1.022 .921 .0 30 .87 
13-14 980 36 1.055 .831 .034 .71 
14-15 1001 36 1.086 .776 .036 .62 
15-16 973 36 1.115 .658 .043 .47 
16-17 1042 36 1.142 .666 .041 .48 
17-18 989 36 1.167 .498 .056 .33 
18-19 1008 36 1.192 .430 .062 .28 
19-20 997 36 1.214 .286 .082 .20 
20-21 1061 36 1.236 . 315 .075 .21 
21-22 1022 36 1.257 .050 .130 . 12 
22-23 1118 36 1 .2 77 .204 .091 .17 
23-24 1127 36 1.295 .082 .116 .13 
24-25 1146 36 1.314 -.026 .144 .10 
25-26 1173 36 1.331 -.111 .170 .08 
26-28 2435 72 1.356 -.248 .158 .06 
NGC 6397 3336 240-min V 
Lim mag 20.10 .15 BKGD 11.997 stars/sq min (I) 
Reseau 2.00 mm Unit .840 min Image size 100 µ 
R Stars Cells log r log f m. e. Corr. Cl/B 
8- 9 1157 36 .854 1.272 .021 0.142 1.56 
9-10 1163 36 .903 1.194 .023 0.120 1.30 
10-11 1136 36 .946 1.094 .025 0.094 1.03 
11-12 1128 36 .985 1.006 .028 0.065 .85 
12-13 1143 36 1.022 . 936 .031 0 .·042 .72 
13-14 1167 36 1.055 .876 .033 0.021 .63 
14-15 1174 36 1.086 .797 .037 .52 
15-16 1179 36 1.115 .713 .042 .43 
16-17 1252 36 1.142 .710 .041 .43 
17-18 1162 36 1.167 .476 .064 .25 
18-19 1242 36 1.192 .498 .059 .26 
19-20 1194 36 1.214 .259 . 096 . 15 
20-21 1322 36 1.236 .408 .068 . 2 1 
21-22 1261 36 1.257 .094 .130 . 10 
22-23 1351 36 1.277 . 192 .103 . 13 
23-24 1372 36 1.295 .069 . 132 .10 
24-25 14 21 36 1.314 .039 . 138 .09 
25-26 1447 36 1.331 -.091 . 180 .07 
26-28 2954 72 1.356 -.466 .288 .03 
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TABLE 3.6 (Cont 'd) 
NGC 6397 AAO.:..D-989 60-min V 
Lim mag 20.95 .15 BKGD 17.692 stars/sq min (A) 
Reseau 2.00 mm Unit .547 min Image size 135 µ 
R Stars Cells log r log f m. e. Corr. Cl/B 
9-10 958 36 .716 1.556 .021 0.169 2.03 
10-11 983 36 . 759 1.507 .021 0.155 1.82 
11-12 984 36 .799 1.445 .023 0.139 1.57 
12-13 991 36 .835 1.389 .024 0.122 1.38 
13-14 981 36 .868 1. 322- .026 0.103 1.19 
14-15 1013 36 .899 1.290 .026 0.094 1.10 
15-16 959 36 .928 1.183 .030 0.060 .86 
16-17 974 36 .955 1.137 .032 0.045 .77 
17-18 ,1028 36 .981 1.133 .031 0.045 .77 
18-19 1019 36 1.005 1.065 .034 ,o. 01 7 .66 
19-20 1006 36 1.028 .990 .038 .55 
20-21 1049 36 1.050 .979 .038 .54 
21-22 1088 36 1.070 .965 .038 .52 
22-23 1082 36 1.090 .898 .039 .45 
23-24 1054 36 1.109 .790 .047 .35 
24-25 1072 36 1.127 .747 .049 . 32 
25-26 1154 36 1.144 . 806 .043 .36 
26-27 1071 36 1.161 .581 .067 .22 
27-28 1178 36 1.177 .708 .050 .29 
28-29 1137 36 1.193 .548 .070 .20 
29-30 989 31 1.208 .483 .083 .17 
NGC 6397 N AAO-D-977 60-min V 
Lim mag 20.95 . 15 BKGD 17.692 stars/sq min (D) 
Reseau 2.00 mm sq Unit .547 min Image size 132 µ 
R Stars Cells log r log f m. e. Corr. Cl/B 
30-32 513 84 1.229 .440 . 139 . 16 
32-36 1026 168 1.268 .437 .101 . 15 
36-40 956 170 1.317 .046 .238 .06 
40-47 1651 294 1.376 .036 .185 .06 
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TABLE 3.6 (Cont 'd) 
NGC 6397 SRC-J-824 45-min J 
Lim mag 22.50 .20 BKGD 28.177 stars/sq min (D) 
Re seau 1.00 mm Unit 1.118 min Image size 25 µ 
R Stars Cells log r log f m. e. Corr. Cl/B 
7- 8 2821 36 .925 1.295 .020 0.187 .70 
8- 9 2 843 36 .979 l.159 .024 0.170 .51 
9-10 3045 36 1.027 1.102 .025 0.162 .45 
10-11 3223 36 1.070 1.038 .027 0.154 .39 
11-12 3159 36 1.110 .833 .040 0.128 .24 
12-13 3307 35 1.146 . 812 .040 0.128 .23 
13-14 3532 36 1.179 .711 .047 0.111 .18 
14-15 3577 36 1.210 .510 .071 0.080 .11 
15-16 3735 36 1.239 . 399 .087 0.046 .09 
16-17 3985 36 1.266 . 412 . 082 0.056 .09 
17-18 4121 36 1.292 .258 . 112 0.000 .06 
18-19 4282 36 1.316 .113 .151 .05 
19-21 9149 72 1.350 -.023 . 139 .03 
21-23 9955 72 1.391 -.199 . 198 . 02 
NGC 6397 SRC-O-825 2-min B 
Lim mag 18.50 .20 BKGD 6.195 stars/sq min (D) 
Reseau .75 mm Unit .839 min Image size 40 µ 
R Stars Cells log r log f m.e. Corr. Cl/B 
8- 9 697 36 . . 854 1.092 .025 0.122 2.00 
9-10 639 36 .902 .956 .029 0.080 1.46 
10-11 605 36 .945 .835 .034 0.037 1.10 
11-12 613 36 .985 .768 .036 0.010 .95 
12-13 5.:i5 36 1.021 . 585 .048 .62 
13-14 590 36 1.054 .567 .048 .60 
14-15 553 36 1.085 .386 .065 . 39 
15-16 602 36 1.114 .414 .060 .42 
16-17 616 36 1.141 .352 .066 . 36 
17-19 116 1 72 1.180 .042 . 085 .18 
19-21 1246 72 1.225 -.069 .102 . 14 
21-23 1293 72 1.267 -.344 .177 .07 
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TABLE 3.6 (Cont'd) 
NGC 6752 3618 3-min V 
Lim mag 16.30 .10 BKGD .540 stars/sq min (D) 
Reseau 1.50 mm Unit .630 min Image size 51 µ 
R Stars Cells log r log f . m. e. Corr. Cl/B 
2- 3 216 36 .206 1.533 .030 63.18 
3- 4 151 36 .348 1.227 .036 31.23 
4- 5 106 36 .455 .950 .045' 16.50 
5- 6 99 36 . 541 . 829 . .047 12.49 
6- 7 80 36 .614 .649 .054 8.25 
7- 8 68 36 .675 .498 .061 5.83 
8- 9 63 36 . 729 .386 .067 4.50 
9-10 53 36 .778 .240 .077 3.22 
10-11 62 36 .821 .262 .071 3.39 
11-12 53 36 .860 .128 .083 2.49 
12-13 45 36 . 897 -.044 .103 1.67 
13-15 67 72 .947 -.377 .121 .78 
15-17 81 72 1.044 -.312 .101 .90 
17-19 65 72 1.055 -.735 .212 .34 
19-21 70 72 1.101 -.790 .225 . 30 
NGC 6752 2004 10-min V 
Lim mag 16.70 . -10 BKGD .627 stars/sq min (D) 
Reseau 2.00 mm Unit .840 min Image size 110 µ 
R Stars Cells log r . log f m. e. Corr. Cl/B 
3- 4 266 36 .473 1.218 .028 0.020 26.35 
4- 5 219 36 .580 1.017 .031 16.59 
5- 6 169 36 .666 . 800 .037 10.06 
6- 7 126 36 .738 .577 .046 6.02 
7- 8 103 36 .800 . 393 .054 3.94 
8- 9 125 36 . 854 .434 .048 4.33 
9-10 82 36 .903 .128 .070 2.14 
10-11 72 36 .946 -.036 .086 1. 4 7 
11-12 73 36 .985 -.084 .089 1.31 
12-13 72 36 1.022 -.16 1 .097 1.10 
13-14 63 36 1.055 -.355 .131 . 70 
14-15 70 36 1.086 -.335 .122 .74 
15-16 52 36 1.115 -.842 . 319 .23 
16-17 72 36 1.142 -.447 .141 .57 
17-18 77 36 1.167 -.423 .131 .60 
18-19 62 36 1.192 -.851 .298 .22 
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TABLE 3.6 (Cont'd) 
NGC 6752 3617 25-min V 
Lim mag 17.85 .10 BKGD 1.188 stars/sq min (D) 
Reseau 2.00 mm Unit .840 min Image size 76 l-1 
R Stars Cells log r log f m. e. Corr. Cl/B 
3- 4 973 36 .473 1.789 .014 0.120 51.78 
4- 5 792 36 . 580 1.-586 . 016 0.034 32.45 
5- 6 634 36 .666 1.395 .018 20.90 
6- 7 518 36 .738 1.225 .020 14.13 
7- 8 417 36 .800 1. 056 .023 9.58 
8- 9 382 36 .854 .953 .025 7.55 
9-10 313 36 .903 .797 .029 5.27 
10-11 285 36 .946 .695 .032 4 .. 17 
11-12 232 36 .985 .527 .038 2.83 
12-13 219 36 1.022 .442 .042 2.33 
13-14 189 36 1.055 .298 .050 1.67 
14-15 204 36 1.086 .301 .048 1.68 
15-16 169 36 1.115 .109 .064 1.08 
16-17 153 36 1.142 -.038 .080 .77 
17-19 320 72 1.180 -.085 .059 .69 
19-21 293 72 1.226 -.333 .090 . 39 
21-23 309 72 1.267 -.397 .098 .34 
NGC 6752 3610 120-min V 
Lim mag 18.80 .10 BKGD 1.905 stars/sq min (I) 
Reseau 2.00 mm Unit .840 min Image size 108 µ 
R Stars Cells log r log f m.e. Corr. Cl/B 
6- 7 804 36 .738 1.415 .016 0.110 13.65 
7- 8 660 36 .800 1.254 .019 0.044 9.42 
8- 9 607 36 . 854 1.153 .020 0.001 7.47 
9-10 499 36 .903 .998 .023 5.23 
10-11 486 36 .946 .932 .024 4.49 
11-12 424 36 .985 .807 .027 3.37 
12-13 387 36 1.022 .707 .030 2.67 
13-14 335 36 1.055 . 569 .036 1.95 
14-15 336 36 l.·086 .5 23 .037 1.75 
15-16 298 36 1.115 .386 .045 1. 28 
16-17 283 36 1.142 .296 .051 1.04 
17-19 535 72 1.180 .162 . 043 . 76 
19-20 241 36 1.214 -.054 .088 .46 
20-21 249 36 1.236 -.073 . 089 .44 
21-23 488 72. 1.267 -.221 .082 . 32 
23-24 247 36 1.295 -.323 . 138 .25 
24-25 251 36 1.314 -.391 . 156 .21 
25-26 252 36 1.331 -.478 .184 .17 
-
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TABLE 3.6 (Cont'd) 
NGC 6752 N 3752 120-min V 
Lim mag 19.60 .15 BKGD 2.949 stars/sq min (D) 
Reseau 2.00 mm Unit .840 min Image size 72 ]J 
R Stars Cells log r log f m. e. Corr. Cl/B 
5- 6 1469 35 .666 1.771 . 012 0.105 20.01 
6- 7 1369 36 .738 L.649 .013 0.054 15.11 
7- 8 1147 36 .800 1.499 . 014 10.70 
8- 9 1057 36 .854 1.400 .014 8.52 
9-10 874 36 .903 1.251 .016 6.04 
10-11 814 36 .946 1.163 .016 4 . . 94 
11-12 705 36 .985 1.037 . 019 3.69 
12-13 655 36 1.022 .948 .020 3.01 
13-14 550 36 1.055 .796 .024 2.12 
14-15 541 36 1.086 . 738 .025 1.85 
15-16 415 33 1.115 .563 .033 1.24 
16-17 373 29 1.142 .532 .035 1.15 
17-18 333 27 1.167 .444 .041 .94 
18-19 280 25 1.192 .297 .054 .67 
19-20 263 25 1.214 .163 .064 .49 
20-21 233 23 1.236 .032 . 084 .37 
21-23 453 42 1.267 .013 .062 .35 
23-24 222 21 1.295 -.149 .122 .24 
24-25 194 19 1.314 -.351 . 184 .15 
25-27 390 36 1.340 -.366 .139 . 15 
-
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TABLE 3.6 (Cont'd) 
NGC 6752 AAO-D-992 45-min V 
Lim mag 20.60 .15 BKGD 4.951 stars/sq min (A) 
Reseau 2.00 mm Unit .547 min Image size 144 µ 
R Stars Cells log r log f m. e . Corr. Cl/B 
11-12 1035 36 .799 1.633 . 015 0.135 8.68 
12-13 971 36 . 835 1.561 .016 0.106 7.35 
13-14 867 36 .868 1.466 . 017 0.069 5.91 
14-15 860 36 .899 1.425 .018 0.053 5.37 
15-16 822 36 .928' 1.367 .018 0.030 4.70 
16-17 800 36 .955 1.319 . 019 0.010 4.21 
17-18 707 36 .981 1. 219 .021 3.34 
18-19 653 36 1.005 1.141 .023 2.79 
19-20 647 36 1.028 1.104 .024 2.57 
20-21 607 36 1.050 1.034 .026 2.18 
21-22 587 36 1.070 .981 .027 1.93 
22-23 538 36 1.090 .891 .031 1.57 
23-24 496 36 1.109 .799 .035 1.27 
24-25 488 36 1.127 .753 .037 1.14 
25-26 474 36 1.144 .694 .040 1.00 
26-27 480 36 1.161 .672 .041 .95 
27-28 456 36 1.177 .588 .041 .78 
28-29 418 36 1.193 .456 .052 .58 
29-30 361 30 1.208 .461 .055 .58 
NGC 6752 E AAO-D-983 65-min V 
Lim mag 20.60 .15 BKGD 4.951 stars/sq min (D) 
Reseau 2.00 mm sq Unit .547 min Image size 160 µ 
R Stars Cells log r log f m. e. Corr. Cl/B 
30-32 201 88 1.229 .430 .087 .54 
32-34 189 88 1.256 .349 .102 .45 
34-37 248 124 1.288 .241 .106 .35 
37-41 305 170 1.329 . 022 .142 . .21 
41-45 274 166 1.371 -.243 .253 .12 
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TABLE 3.6 (Cont'd) 
NGC 6752 SRC-J-158OC 45-min J 
Lim mag 22.30 .20 BKGD 6.928 stars/sq min (D) 
Reseau 1.00 mm Unit 1.118 min Image size 35 µ 
R Stars Cells log r log f m. e. Corr. Cl/B 
9-10 2137 36 1.027 1.337 . 012 0.148 3.14 
10-11 1878 36 1.070 1.200 . 014 0.103 2.29 
11-12 1660 36 1.110 1.059 .017 0.073 1.65 
12-13 1563 36 1.146 .954 .019 0.012 1.30 
13-14 1451 36 1.179 .830 .023 .98 
14-15 1331 36 1.210 .678 .029 .69 
15-16 1251 36 1.239 .525 .038 .48 
16-17 1251 36 1.266 .436 .043 .39 
17-18 1217 36 1.292 . 285 .057 .28 
18-19 1241 36 1. 316 .208 .065 .23 
19....:20 1291 36 1.339 .177 .068 .22 
-20-21 1252 36 1.360 -.071 .112 . 12 
21-22 1258 36 1.381 -.281 .174 .08 
22-23 1284 36 1.401 -.469 .259 .05 
23-25 2710 72 1.429 -.582 .229 .04 
NGC 6752 SRC-J-1738 10-min J 
Lim mag 19.80 .25 BKGD 2.838 stars/sq min (D) 
Reseau 1.00 mm Unit 1.118 min Image size 45 µ 
R Stars Cells log r log f m.e. Corr. Cl/B 
8- 9 1132 36 .979 1.150 .015 0.133 4.98 
9-10 892 36 1.027 .960 .019 0.062 3.21 
10-11 830 36 1.070 . 859 .021 0.022 2.55 
11-12 700 36 1.110 .692 .026 1.73 
12-13 645 36 1.146 .573 .030 1.32 
13-14 603 36 1.179 .456 .035 1.01 
14-15 549 36 1.210 .299 .045 . 70 
15-16 524 36 1.239 .168 .055 .52 
16-17 505 36 1.266 .027 .071 .37 
17-18 501 36 1.292 -.090 .087 .29 
18-19 479 36 1.316 -.333 .141 .16 
19-20 529 36 1.339 -.207 .105 .22 
20-22 998 72 1.371 -.724 .220 .07 
Cluster 
NGC 104 
NGC 6397 
NGC 6752 
Plate 
3394 
3393 
NOTES TO TABLE 3.6 
Square reseau count of 3755 centered 30' SW of 
cluster used for background determination. 
Square reseau count of 3753 centered 30' SW of 
cluster used for background determination. 
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3754 Centered 30' - SW of cluster. Background used for 
3407 also. 
AAO-D-1042 Centered 12' NE of cluster. Background from 
AAO-D-1043. 
AAO-D-1043 Centered 32' NE of cluster. 
SRC-J-335C Centered on SMC. IIIaJ emulsion N2 sensitized only , 
hence longer exposure time than usual. 
SRC-O-324 Outer portion of 1.00 mm reseau count combined with 
1.50 mm reseau count. 
3314 
3327 
AAO-D-989 
3752 
AAO-D-992 
Square reseau count of 3315 centered 20' E of cluster 
used for background determination. 
Square reseau count of 3621 (limiting magnitude 
18.90 ± 0.15, background 7.602 stars/sq min) 
centered 25' W ·of cluster also used in interpolation. 
Centered on cluster; background from AAO-D-977 
centered 15' N of cluster. 
Centered 15' N of cluster. Background determined by 
continuing count northwards with square reseau. 
Centered on cluster; background from AAO-D~983 
centered 15' E of cluster. 
FIGS. 3.Sa-c. Surface densities derived from the star counts for NGC 104, NGC 6397 and NGC 6752 
respectively. In each graph the abscissa is log r in minutes and ordinate is log f 
in stars/sq min. Vertical bars indicate statistical mean errors. The background 
level adopted for each count is indicated by the horizontal line joining the symbol 
used to identify the plate. 
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(d) Limiting Magnitude Determinations 
Since the aim of this section is to produce luminosity functions 
for these clusters, the limiting magnitudes of the plates counted must 
also be accurately determined. This process falls naturally into two 
separate procedures. The first of these is used when the limiting 
magnitude of the plate under consjderation is brighter than the faintest 
photoelectrically measured stars (p.e. stars) in the region covered by 
the plate. The limiting magnitude is then found by determining which of 
the p.e. stars were counted on the plate and which were not. This was 
always done during the actual counting of the plate to eliminate as far 
as possible any systematic errors. In practice there was usually at 
least 5 or 6 p.e. stars within 0.5 mag of the limiting magnitude but the 
accuracy of the determination was limited to -±0.10 mag by grain noise 
which is capable of moving stars at or near the plate limit above or 
below the threshold for counting. The photoelectric sequences used were: 
(a) NGC 104: Hesser and Hartwick (1977) have set up a sequence containing 
97 stars with magnitudes in the range 9.0 ~ V ~ 19.0; of these 
approximately l/3rd have magnitudes between V = 17.0 and V = 19.0. The 
majority of these fainter stars are cluster members and they lie pre-
dominantly in the SW quadrant of the cluster. 
(b) NGC 6397 Cannon (1974) has published photoelectric magnitudes for 
80 stars in NGC 6397. Of these 12 have magnitudes between V = 15.5 and 
V = 16.5 and lie to the north of the cluster. No photoelectric magnitudes 
for stars fainter than V = 16.5 in this cluster were available. 
(c) NGC 6752 : Cannon and Lee (in preparation) have determined photo-
electric magnitudes for more than 80 stars in NGC 6752. The brighter 
standards are distributed uniformly around the cluster while the 18 
fainter stars with 17.0 ~ V ~ 19.0 are all south of the cluster. 
The limiting magnitude of the deep Schmidt plate of NGC 104 
has also been determined in this way since the SMC cluster Kron 3 
lies on the plate. Walker (1970) has published magnitudes for stars 
in this cluster and since his faintest measured star at V = 22.5, 
B = 22 . 7 is clearly visible (e.g. Gascoigne 1975), and would have 
been counted on this plate , a limiting magnitude of V = 22.5 ± 0.2 
has been adopted. The other long exposure Schmidt plates are of 
similar ' survey ' quality and so their limiting magnitudes have also 
been taken as V = 22. 5 ± 0. 2. Corben et al. ( 197 4) and Hawarden 
(personal communication) have both indicated that the limiting 
magnitude for the 1.2 m Schmidt IIIaJ survey plates is fainter than 
B = 23 so the adopted limiting magnitudes are probably correct within 
the errors quoted . Better determinations of these limiting magnitudes 
will not be possible until accurate magnitudes for a number of stars 
in the range V - 22-23 are available in each of these clusters. 
The limiting magnitude of the short exposure Schmidt plates have 
also been determined by using the Kron 3 sequence. 
The second procedure is used for the remaining plates which 
have limiting magnitudes close to or fainter than the faintest p.e. 
star available on each plate. In this procedure the p.e. stars are 
used to calibrate the photographic magnitudes of stars determined 
using a PDS microdensitometer. Since the limit of the NGC 6397 
sequence (V - 16.5) is much brighter than for the other clusters 
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(V - 19.0) the methods used for this cluster will be discussed 
separately from those used for NGC 104 and NGC 6752 but the measurements 
and reduction techniques used in obtaining the PDS data will be 
discussed first. 
All the plates used in this procedure were 3.9 m plates and 
they were measured with the PDS microdensitometer of the Anglo-Australian 
Observatory. The PDS was used in density mode and a 61 x 61 point array 
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centered on the star was scanned us ing a 20µ square aperture and a 15µ 
(0.25 arcsec) step size. The raw densities were written on magnetic 
tape and then transferred to disc files on the Univac 1110 computer of 
the Australian National University for further processing using 
reduction programs developed by Dr. E. B. Newell. The first step in 
the reduction was to convert the _ density_ values to intensities using 
calibration curves derived from scans of the calibration spots on each 
of the plates.. All the calibration measures were combined into a single 
calibration curve and all subsequent reductions use intensity data. 
Briefly, the reduction for each star proceeds as follows: 
the center of the star is first found by fitting Gaussian curves to 
both the X and Y marginal .distributions. The user then specifies the 
inner and outer radii of the annular region used in the sky determination. 
Each scan line is treated individually; the sky is determined by a 
linear least squares fit to the points lying within the sky annulus 
and then the intensities above sky interior to the annulus are summed 
and added to· this intensity sum from the previous scan line. When all 
the scan lines have been processed in this way the intensity sum is 
converted to a ' PDS ' photographic magnitude for· this star. For all 
the stars measured the inner radius of the sky annulus was set ~t 
5 arcsec while the outer radius was set to be larger than the array 
size unless other stars were present in the outer parts of the array. 
Measurement of PDS magnitudes for a number of stars with photoelectric 
magnitudes then allows a relation between PDS and photoelectric 
magnitudes to be determined. 
Of the plates of NGC 104 only the limiting magnitudes of plates 
3407 and AAO-O-1042,3 remain to be determined . To do this, PDS 
magnitudes for some ten stars at the limit of plate 3407 and for 
some fifteen stars at the limit of plate AAO-D-1043 were determined 
from measurements on plate AAO-D-1043. The stars measured were chosen 
from a larger set marked on charts at the time of counting of each 
plate to lie, as far as possible, in clear fields. Unfortunately 
because this plate was centered NE of the cluster center, the p.e. 
stars of Hesser and Hartwick (1977) could not be used to define the 
relation between the PDS and photoelectric magnitudes. However, the 
SMC cluster NGC 121 lies on this plate and Tifft (19 62) has measured 
photoelectric magnitudes for some 16 stars in this cluster. Of these 
stars the faintest eight, which have magnitudes between V 17.6 and 
V = 20.3 were measured and used to. determine the relation between the 
photoelectric and PDS magnitudes. 
The results are shown in figure 3.6a where the measured PDS 
magnitudes are plotted as filled circles against the V magnitudes 
given by Tifft (1963). The straight line has been fitted to the 
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points by least squares. The two open circles represent the mean VPDS 
for the stars at the limits of plates 3407 and AAO-D-1043 respectively, 
plotted at the corresponding V from the standard star relation. PE 
The vertical bars are the standard deviations of these means while the 
horizontal bars represent the uncertainty in the photoelectric magnitudes 
corresponding to these standard deviations. Conformation of the linear 
extrapolation to magnitudes fainter than the available standards is 
not possible but the results of others (e.g. Herzog and Illingworth 1977) 
have shown the relation between photoelectric and PDS magnitudes 
determined in this manner remains linear right up to the plate limit. 
Limiting magnitudes for the remaining NGC 6752 plates were 
determined in a similar manner. Eight stars at the limit of plate 3610, 
ten at the limit of plate 3752 and fifteen at the limit of AAO-D-992 
were measured on plate AAO-D-992 with the PDS. As well, thirteen of 
the p.e. stars with magnitudes fainter than V = 17.0 were measured 
to define the relation between PDS and photoelectric magnitudes. The 
results are shown in figure 3.6b where the PDS magnitudes are plotted as 
.. 
FIGS. 3.6a,b. Relation between PDS and photoelectric magnitudes 
for stars in NGC 121 and NGC 6752 respectively. 
Photoelectric standard stars are plotted as filled 
circles. The straight lines have been fitted by 
least squares. Open circles represent mean VPDS 
values for limiting magnitude star groups. See 
text for further details . 
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filled circles against the magnitudes given by Cannon and Lee. The 
straight line has been fitted to the data by least squares. The open 
circles represent the mean V for the stars at the limits of plates PDS 
3610 , 3752 and AAO-D-992 respectively , plotted at the corresponding 
V from the standard star relation. As for figure 3.6a the vertical 
PE 
bars are the standard deviations of these means while the horizontal 
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bars represent the uncertainty in the photoelectric magnitude corresponq-
ing to these standard deviations. 
For NGC 6397 a similar method has been used but rather than just 
a single plate, a number of 3.9 m plates of this cluster have been 
measured. These plates, numbers AAO-D-981,980,979,978,977 and 989 have 
exposure times of 90 sec, 4 min, 10 min, 25 min, 60 min and 60 min 
respectively and were centered north of the cluster except for AAO-D-989 
which was centered on the cluster. On the shortest exposure plate, the 
faintest of the p.e. stars are near to the plate limit and these stars, 
along with others from the p.e. sequence were measured in an attempt 
to confirm the linearity of the VPDS'VPE relation for stars near the 
plate limit. Unfortunately however, during measurement of this plate 
the PDS density zero level, set originally at clear plate, drifted above 
the true sky density level. This resulted in a systematic error in the 
magnitudes of stars determined from this plate in the sense that the 
fainter stars have PDS magnitudes that are too faint relative to the 
brighter stars. The effect is illustrated in figure 3.7 where the line 
labelled ' 981 ', which has a slope of 1.0, has been drawn through the 
PDS magnitudes for the measured p.e. stars. Clearly nothing can be 
said from this plate about the linearity .of the V ,V relation at PDS PE 
magnitudes clos e to the plate limit. 
On the two deep 3.9 m plates of this cluster, AAO-D-977 and 
AAO-D-989, which have V. - 21, it was not possible to me asure any of lim 
the p.e. stars because the high densities (D > 5.0) in the images of 
12 
13 
16 
, 7 
FIG. 3.7. 
NGC 6397 
981 980 979 97 
• 
13 11. 15 16 17 
VpE(CANNON) 
V V PDS' PE relation for stars in NGC 6397. Photo-
electric standard stars are plotted as filled 
circles. The straight lines have a slope of 1.0 
and have been fitted to the data by eye . Each 
line is labelled with the number of the plate 
rre as ured. Open circles represent mean V values PDS 
for the secondary standards . See text for further 
details. 
l l ~3 
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these stars 'saturates' the PDS. For this reason magnitudes for a 
number of secondary standards were determined from the shorter exposure 
plates and then used to calibrate the VPDS'VPE relation for the deep 
plates. These secondary standards, ten in number, lay at the limit 
of plate 3584 and were measured along with as many as possible p.e. 
stars on plates 980,979 and 978. The results are shown in figure 3.7. 
Each of the lines is labelled with the plate number and the filled 
circles represent the measured p.e. stars. The lines have a slope of 
1.0 and the zero point in the V ,V relation for each plate has been PDS PE 
determined by fitting the line to the data by eye. The reason for the 
systematic deviation between the measured stars and the fitted line on 
plate 980 is unknown and no information from this plate ,has been used 
in the subsequent analysis. The open circles represent the mean V PDS 
for the ten secondary standards plotted at the corresponding VPE 
from the fitted lines. The two values of V (secondary standards) PE . 
from plates 979 and 978 are in excellent agreement and this value was 
used to determine the zero point of the VPDS,vPE relation for the 
remaining plates. A slope of 1.0 was again assumed. 
Information relevant to the determination of the limiting magnitudes 
of the remaining NGC 6397 plates is given in table 3.7. Each of the star 
groups listed is at the limit of a particular NGC 6397 plate and has been 
measured on at least two 3.9 · m plates. The first part of the table gives 
the mean V and its standard deviation for the groups together with PDS 
the number of stars used in calculating the mean. Becaus e of the v e ry 
high density of stars on plates 977 and 989 only eight of the fifteen 
measured stars at the limit of these plates were found to lie in 
sufficiently clear fields for a reliable magnitude measurement. The 
second part of the table gives the V values corresponding to the V PE PDS 
values. The good agreement between the magnitudes for star groups B 
and C from plate s 978 and 979 where the zero points are d e termined from 
TABLE 3.7 
NGC 6397 LIMITING MAGNITUDE DETERMINATIONS 
Plates measured (AAO-D-) 
Star group t 979 978 977 989 
(a) V n PDS stars 
A 15.810 (0.063) 14.831 (0.064) 14.082 (0.069) 14.217 (0.063) 10 
B 17. 0 3 8 ( 0. 0 85) 16.027 (0.070) 15.200 (0.063) 15.362 (0.071) 10 
C 17.690 (0.173) 16.601 (0.061) 15.890 (0.059) 15.828 (0.099) 10 
D - 17.471 (0.127) 16.759 (0.137) 16.825 ,(0.129) 15 
E - - 17.592 (0.141) 17. 711 (0.249) 8 
zero point 1.654 2.610 3.368 3.233 
(b) VPE Mean VPE 
A 17.46 17.44 = 17.45 = 17.45 17.45 ( 0. 10) 
B 18.69 18.64 18.57 18.60 18.60 ( 0. 10) 
C 19.34 19.21 19.26 19.36 19.30 ( 0. 15) 
D - 20.08 20.13 20.06 20.10 ( 0. 15) 
E - - 20.96 20.94 20.95 (0.20) 
t Star groups A,B,C,D and E are at· limit of plates 3584, 3314, 3327, 3316 and AAO-D-977,989 respectively. 
t-' 
(\.) 
0 
the p.e. stars, and from plates 977 and 989 where the zero points 
are determined from the secondary standards, indicates that the 
calibrations, and particularly the assumption of a slope of 1.0 for 
121 
plates 977 and 989, are consistent. The final column lists the adopted 
limiting magnitudes for the plates corresponding to the star groups 
measured. 
(e) Results 
Two distinct basic results can now be investigated using the 
star count data. Firstly the counts themselves can be used to investigate 
the radial distributions of stars of different mass in each cluster, and 
secondly when combined with the limiting magnitude determinations, the 
star counts can be used to determine luminosity functions for each of 
the clusters in the region where the counts overlap. Both of these 
results impose important constraints on the range of possible cluster 
models. 
The central relaxation time in a globular cluster is generally 
a small fraction of its age (e.g. Peterson and King 1975) and so 
stellar encounters should play an important role in determining the 
distribution of stars of different mass. The lower mass stars will, 
on average, have higher velocities and will be less concentrated towards 
the cluster center than the stars of higher mass. Evidence for the 
existence of this mass segregation may then possibly be obtained by 
comparing counts from plates with significantly different average 
masses for the stars counted. On the short exposure plates of each 
cluster in this study, the stars counted ~onsist of cluster giants, 
sub-giants and stars at the main sequence turnoff. These stars all have 
masses of approximately 0.8 M (Iben 1971) whereas the faintest stars 
0 
counted on the long exposure 1.2 m Schmidt plates have absolute magnitudes 
in the range +9 ~ M < +10 and have masses of approximately 0.5 - 0.45 M 
V 0 
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(Veeder 1974). Differences in di s tribution may then perhaps be observe d 
by comparing the slopes of the radial distributions derived from these 
short and long exposure counts. 
This comparison has been made for each of the clusters. Of these, 
two , NGC 6397 and NGC 6752, did not show any difference in slope over 
the region where the counts could be compared, while the result for the 
other cluster, NGC 104, is shown in figure 3.8. The short exposure plate 
used to define the distribution of the more massive stars for this cluster 
was plate SRC-0-324 which has a limiting magnitude of B - 18.5. The 
count of this plate then includes all stars down to the top of the main 
sequence (B - 18.3, Hartwick and Hesser l974). T.O. The distribution 
of the lower mass stars was defined by combining the .counts from plates 
AAO-D-1042,3 (V1 . - 21.35) with the counts from plate SRC-J-335C lm 
(V1 . - 22.5); the counts from AAO-D-1042,3 being shifted ver
tically 
lm 
until they coincided with the SRC-J-335C counts in the region of overlap. 
The crowding corrected points for SRC-J-335C have been used (cf. figure 3.4). 
No attempt has been made to subtract the densities of brighter stars from 
this combined count, rather the combined count has been taken to represent 
the distribution of stars of mass - 0.55 + 0.10 M which make up the bulk 
0 
of the stars counted. Then to compare the distributions, the count from 
the short exposure plate has been shifted vertically until it overlapped 
with the counts from the deep plates in the outer regions of the cluster. 
This is because, as mentioned previously the tidal cutoff affects all 
stars equally and so in the outer regions of the cluster the distributions 
of stars of different mass should be the same. The difference in slope 
between the two counts in figure 3.8 is clear and in the correct sense if 
the more massive stars are more concentrated towards the clus ter ce nter. 
Whether this indicates that f ull equipartition of energy does occur in 
this cluste r cannot be determined until models based on this assumption 
are calculated and compared with the observed distributions. 
FIG. 3.8. Comparison of distribution of stars of different mass in NGC 104. The count of plate 
SRC-0-324 includes all stars down to the top of the main sequence (M - 0.8M) while 0 
the combined count of plates AAO-D-1042/3 and SRC-J-335C contains all stars down to 
M - 0.55M. 
0 
Both crowding corrected and uncorrected points are shown in the inner 
regions. Errors less than O. 05 have not been plotted. See text for further details. 
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The fact that a similar difference in distribution is not 
observed in the other two clusters should not be regarded as evidence 
that equipartition of energy does not occur in these clusters. As 
pointed out by King (1975) the observability of mass segregation by 
these methods depends strongly on the degree of central concentration 
of the cluster. For NGC 6397 and NGC 6752 the counts are strongly 
affected by crowding before the region where mass segregation would 
become apparent is reached (e.g. King 1975; figs. 5,6). Again the 
assumption of equipartition of energy in these clusters cannot be 
tested until models . based on this assumption are calculated and compared 
with the observed distributions. One further result which follows from 
the star counts should be mentioned. So far it has been assumed that 
the tidal cutoff affects all stars equally and the result that all the 
counts for each cluster, when shifted vertically, do coincide at least 
in the outer regions does provide some evidence to support this 
assumption. However, a more stringent test of this assumption will be 
provided when the counts for each cluster are compared with the .predicted 
density distributions of tidally limited models. 
Before discussing luminosity functions for each of these clusters 
it is relevant to discuss the distance moduli and reddening of tbese 
clusters. For NGC 104 the most recent determination is that of Hartwick 
and Hesser (1974) who found (m-M) = 13.03 ± 0.20 from main sequence 0 
fitting techniques analogous to those of Sandage (1970) and an adopted 
reddening of E(B-V) = 0.04 mag. Further recent work (e.g. Hesser and 
Hartwick 1977; and references therein) has confirmed this value of the 
colour excess and so an apparent visual modulus (m-M) = 13.15 has 
app,V 
been used for NGC 104 throughout this work. Since the horizontal branch 
for this cluster lies at V - 14.10 (e.g. Chun 1976) this adopted modulus 
leads to a rather faint value (M - +1.0) for the absolute magnitude of V 
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the horizontal branch stars. However, it should be noted that Cannon 
(1970) has shown that the mean magnitude of the clump in the giant branch 
of old open clusters, which is analogous to the horizontal branch in 
globular clusters, also occurs at MV - +1.0. 
For NGC 6397, three independent estimates are available. 
Woolley et al. (1961) have determined an apparent visual modulus of 12.1 
for this cluster by fitting their photographic colour magnitude diagram ,to 
those of the clusters studied by Arp (1959). The reddening of 
0.15 ± 0.04 mag determined by Egge n (1960) from UBV photometry of field 
dwarfs near the cluster was used. Newell et al . ( 1969) using a reddening 
of 0.19 ± 0.02 mag determined from blue horizontal branch (BHB) stars 
in the cluster derived a true distance modulus for the cluster of 
11.9 ± 0.3 by fitting Eggen 's (19 60) observations of NGC 6397 main 
sequence stars to the extreme subdwarfs studied by Eggen and Sandage 
(1962). Cannon (1974) has derived a reddening of 0.18 ± 0.02 mag by 
fitting his photoelectric observations of NGC 6397 BHB stars to the BHB 
of· NGC 6752. He also derives an apparent modulus of 12.3 by fitting the 
NGC 6397 BHB to that of w Cen (Cannon and Stobie 1973a) and using the 
result of Dickens ( 19 70) that ~ = +0. 6 for the· w Cen RR Lyrae stars. 
This modulus is then confirmed by fitting his photoelectrically . 
determined NGC 6397 colour-magnitude diagram to that for M.92 given by 
Sandage (1970). An apparent visual modulus of 12.3 and a colour excess 
of 0.18 mag have then been adopted for NGC 6397. 
The reddening of NGC 6752 has also been determined by Cannon (1974) 
from the observations of BHB stars. He finds a value of 0.04 ± 0.02 
and this value is adopted. Cannon (1974) also gives an apparent 
modulus of 13.0 from fitting the BHB of NGC 6752 to that of w Cen as for 
NGC 6397. Wesselink (1974) gives (m-M) = 13.2 and using this value 
app,V 
obtains a good fit to the colour-magnitude diagram for Ml3 given by 
Sandage (1970). Cannon and Lee (1977 in preparation) also give 
NGC (m-M) E (B-V) 
app,V 
104 13.15 0.04 
6397 12.3 0.18 
6752 13.2 0.04 
(m-M) 
0 
13.03 
11.8 
13.1 
TABLE 3. 8 
DISTANCES 
R 
kpc 
4.0 
2.3 
4.2 
R X G 
kpc kpc 
8.2 1.7 
7.0 2.1 
6.0 3.4 
y 
kpc 
-2.3 
-0.8 
-1.5 
z 
kpc 
-2.9 
-0.5 
- 1 . 8 
r-' 
[\J 
en 
(m-M) = 13.2 and so an apparent modulus of 13.2 has been used for app,V 
NGC 6752. The adopted moduli and colour excesses are summarized in 
table 3.8. Given also are the distances of the clusters from the sun 
and from the galactic center assuming R0 = 9.0 kpc (cf. Oort and Plaut 
1975). As well, the x,y,z positions in kpc for the clusters are given 
in a coordinate system centered on the sun with x directed towards the 
galactic center, yin the direction of rotation and z perpendicular to 
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the plane. The galactic latitude and longitude of the clusters are taken 
from table 1.1. 
By determining the number of cluster stars counted in the region 
where the counts overlap as a function of limiting magnitude, a cumulative 
luminosity function for each cluster can now be derived. However, this 
process is not as straightforward as it would seem at first glance. 
On the short exposure plates there are very few stars at relatively large 
distances from the cluster center while on the long exposure plates 
crowding problems prevent the counts from reaching very far in towards 
the cluster center. Thus the region of overlap is generally small; 
the inner boundary of the circular region being set by the innermost 
point on the deepest plate and the outer boundary by the outermost point 
on the shortest exposure plate used. The overlap region for each cluster 
is then an annulus projected on the plane of the sky centered on the 
cluster and consequently represents a cylindrical region in the cluster. 
For each plate the number of stars in the overlap region was 
calculated from the log f values in table 3.6 and the areas of the 
corresponding annular zone even if less than a full annulus was actually 
counted. Adjustments were made to the number of stars if any particular 
annular zone did not lie entirely in the overlap region. In table 3.9 
the region of overlap and the plates used are given for each cluster. 
Also given is the limiting magnitude and its error for each of the 
plates as we ll as the corresponding absolute magnitude. Also listed 
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TABLE 3 . 9 
CUMULATIVE LUMINOSITY FUNCTIONS 
Plate vl. M Log q> lin V 
(a) NGC 104 REGION 16.8' < r < 21.8' 
' ' 
3394 15.40 ± 0.10 +2.25 2.161 + 0.042 
3393 16.80 ± 0.10 +3.65 2.591 ± 0.034 
3416 18.35 ± 0.10 +5.20 3.213 ± 0.014 
3407 19.45 ± 0.10 +6.30 3.547 ± 0.008 
AAO-D-1042 21.35 ± 0.15 +8.20 3.984 ± 0.005 
SRC-J-335C 22.50 ± 0. 20 +9.35 4.344 (4.226) 
(b) NGC 6397 REGION . 7.9' !S r ~ 10.1' . 
3751 15.80 ± 0.10 +3.50 1.785 ± 0.093 
3585 16.20 ± 0.10 +3. 90 1.845 ± 0.099 
3608 16.55 ± 0.10 +4.25 2.117 ± 0.060 
3584 17.45 ± 0.10 +5.15 2.716 ± 0.023 
3314 18.60 ± 0.10 +6.30 3.002 ± 0.018 
3327 19.30 ± 0.15 +7.00 3.186 (3.158) 
3336 20.10 ± 0.15 +7.80 3.278 (3.186) 
AAO-D-989 20.95 ± 0.20 +8.65 3.322 (3.266) 
SRC-J-824 22.50 ± 0.20 +10.20 3.507 .(3. 328) 
(c) NGC 6752 REGION : 10.1' !S r !S 13.2' 
3618 16.30 ± 0.10 +3.10 1.708 ± 0. 111 · 
2004 16.70 ± 0.10 +3. 50 2.009 ± 0.064 
3617 17.85 ± 0.10 +4.65 2.669 ± 0.025 
3610 18.80 + 0.10 +5.60 2.926 ± 0.018 
3752 19.60 ± 0.15 +6.40 3.148 ± 0.014 
AAO-D-992 20.60 ± o. 15 +7. 40 3.330 ± 0.011 
SRC-J-1580C 22.50 ± 0.20 +9.30 3.695 (3. 578) 
........ 
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is the value of log ¢ in the overl ap region for each plate. The 
quantity ¢ (V) is defined as the number of cluster stars brighter than 
V (or MV) in a particular region of a cluster and will be called the 
(region) cumulative luminosity function of the cluster. Following the 
tabulated value of log¢ for the plates not affected by crowding in 
the overlap region is the expected mean error in this value· calculated 
using Poisson statistics. For the plates where crowding corrections 
are necessary, the value of log¢ using the crowding corrections is 
given followed by the uncorrected value in brackets. 
The data of table 3.9 is also plotted in figures 3.9a-c. The 
solid line is the cumulative luminosity function derived from the 
(differential) luminosity function for each cluster which will be 
discussed shortly. The broken line is given for comparison purposes 
and represents the cumulative luminosity function derived from fitting 
the solar neighbourhood luminosity function (Wielen 1973) to the M3 
luminosity function given by Sandage (1957). It has been shifted both 
vertically and horizontally to coincide with the cluster data in the 
region +5 S MV S +7 using a distance modulus of 14.83 (Sandage 1970) 
for M3 and the moduli given in table 3.8 for the clusters. Discussion 
of these luminosity functions will be deferred until the (differential) 
luminosity functions are derived for each cluster but differences 
between the clusters are obvious. NGC 104 apparently has significantly 
more dwarfs (M ? +7) than NGC 6752 which in turn appears to contain 
. V 
more dwarfs than NGC . 6397 while all clusters show a marked change 
of slope at or near the turnoff. However, it must always be kept in 
mind that these luminosity functions actually apply in different regions 
within clusters of differe nt central conce ntrations. Conse que ntly 
stars of th e same luminosity (mass) in each of the cluste rs will have 
differe nt distributions and dire ct comparisons between these luminosity 
FIGS. 3.9a-c. Cumulative luminosity functions for NGC 104, NGC 6397 and
 NGC 6752 respectively. ¢ is the 
number of cluster stars brighter than Vin the region of the cluster giv
en on the graph. 
Filled circles represent the (V, log¢) values given in table 3.9. Both the crowding 
corrected and uncorrected values have been plotted if necessary. The so
lid curves are 
derived from the differential luminosity functions (see figs. 3.lOa-c). The broken curv
e 
on each graph is the cumulative luminosity function derived from fitting
 the solar 
neighbourhood luminosity function (Wielen 1973) to the M3 luminosity function (Sandage 1
957). 
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functions should be made with care . Rather these luminosity functions 
should be used in conjunction with cluster models to yield luminosity 
functions appropriate to each of the clusters as a whole before valid 
comparisons can be made (King and Wilson 1972). 
The first step in determining differential luminosity functions 
from the count data was to draw a smooth curve through the (V, log¢) 
points for each cluster. Then at increments of 0.2 mag the values of 
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log¢ were read from the curve and the logarithm of the difference between 
successive values of ¢ plotted against absolute magnitude. A smooth 
curve was then drawn through these points and the cumulative luminosity 
function corresponding to this curve calculated and compared with the 
count data. This process was continued until the cumulative calculated 
from the differential fitted the count data. Since count data was 
available only for absolute magnitudes fainter than M - +3, the results V 
of other workers were used to define the luminosity functions at the 
bright end. The luminosity functions used were: for NGC 104, Lee (1977); 
for NGC 6397, Woolley et al. (1961); and for NGC 6752, Cannon and Lee 
(1977 in preparation). In each case, these luminosity functions were 
fitted to the count data luminosity functions at absolute magnitudes of 
MV - +3 and since the stars determining the MV < +3 luminosity ~unctions 
all have the same mass (within each cluster), no . systematic errors should 
arise from this fitting process. 
The differential luminosity functions determined in this manner 
are given in figures 3.lOa-c for NGC 104, NGC 6397 and NGC 6752 
respectively. The logarithm of the number of stars between¾ - 0.1 and 
MV + 0.1 in the region ( ¢ ) is plotted against MV. In each figure the 
solid line r~presents the part of the curve based on observational data 
while the dotted line represents an extrapolation. These extrapolations 
have been drawn in by hand to represent plausible continuations of the 
FI GS. 3.lOa-c. Differential luminosity functions for NGC 104, NGC 6397 
and NGC 6752 respectively. ¢ is 
the number of stars between M - 0.1 and M + 0.1. The solid lines repr
esent that part 
V V 
of the curve based on observational data, the broken line the extrapola
tion. The curves 
labelled 'S' represent the Sandage (1957) modified Salpeter (1955) initial luminosity 
function fitted at the turnoff of each cluster. Approximate masses of c
luster stars at 
various values of MV are also shown. 
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trends shown by the observational data. As for the solar neighbourhood 
(Wielen 1973) the peak of the NGC 104 and NGC 6752 luminosity functions 
have been set _at approximately~ - +13.5. The curve labelled 'S' on 
each of the figures represents the Sandage (1957) modified Salpeter (1955) 
initial luminosity function. It has been fitted to the luminosity 
function of each cluster at the turnoff point and in this way an estimate 
of the number of remnant stars in the region can be estimated. It will 
be shown in Chapter IV that the number and mass distribution of these 
remnant stars plays an important role in the determination of possible 
models of each cluster. The figures also show the approximate masses of 
cluster stars at various values of M. The luminosity functions shown 
V 
in the figures also illustrate the differences in horizontal branch 
structure between the clusters. In the colour-magnitude diagram of 
NGC 104 (e.g. Chun 1976) the horizontal branch is truly horizontal 
leading to a sharp peak in the luminosity function while in the colour-
magnitude diagrams of the other two clusters (Cannon 1974, Cannon and 
Stobie 1973b) the 'horizontal' branches are spread over a considerable 
range in visual magnitudes on the blue side of the variable star gap. 
For NGC 6397 two curve.s, labelled A and B are given in both 
figure 3 .9b and figure 3.l0b. Curve A results from requiring tnat the 
cumulative luminosity function pass through the crowding corrected 
value of log ¢ for the deepest plate while for curve B the cumulative 
passes through the uncorrected log¢ value. However, without further 
data from deep large scale plates, which are less affected by crowding, 
and without a means of determining more accurately the limiting magnitude 
of the faintest plate counted, it is not possible to tell which of the 
curves is more correct. It is apparent however, that this cluster is 
deficient in stars with M > +6 relative to the other · clusters. 
V 
In figure 3.11 the luminosity functions for each of the clusters 
have been combined into a single diagram. Vertical shifts have been 
FIG. 3.11. Comparison of the luminosity functions of figures 3.lOa-c. The luminosity functions have 
been shifted to coincide at M - +6. The vertical bars on each curve mark the limits of 
V 
the observational data. 
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applied to the NGC 6397 and NGC 6752 functions so that they coincide with 
the NGC 104 function at M - +6. Curve A has been used for NGC 6397 and 
V 
the vertical bar on each curve marks the limit of the observational data. 
Since the primary interest of this work lies with the main sequence 
(~ ~ +5) portion of these luminosity functions only brief comments 
will be made on the sections below the turnoff point. As the curves 
have been fitted, the giant branch sections of each cluster luminosity 
function are in reasonable · agreement but the subgiant portions are not. 
However, the data as presented here is not sufficiently precise for 
such a detailed comparison; the differences may just be due to a 
combination of differences in the size of the region used in each 
cluster, differences in the distribution of stars in the clusters and 
errors introduced by the methods used to derive this section of the 
curves. More precise luminosity functions reaching to at least M - +6 V 
based on magnitudes for individual stars are needed to investigate 
properly the occurrence of differences between clusters in this portion 
of the luminosity function. But for all clusters the general form is 
the same; a steep increase in the number of stars initially followed 
by a decrease in slope at or near the turnoff. 
This decrease in slope is most marked for NGC 6397 and le~st 
marked for NGC 104 leading to apparently large differences in the dwarf 
content between these clusters. Before going on to discuss briefly the 
possible causes of these differences it must again be emphasized that 
these luminosity functions apply in different regions in clusters 
of different central concentra~ion so the comparison is not strictly 
valid. The effects of mass segregation will be such that in the 
luminosity function for the cluster as a whole the number of low mass 
stars per star at the turnoff will be less than in the region lurninosity 
functions of figure 3.11. This effect will be most marked for NGC 104 
·-
I 
... 
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which is the most centrally concent rated of the clusters, and consequently 
allowance for this effect will lead to a reduction in the size of the 
differences between these cluster luminosity functions. However, it 
certainly will not remove the differences. The quantitative size of these 
effects cannot be determined until models of each cluster which have mass 
functions in the regions corresponding to the observed data are calculated. 
In this respect these luminosity functions impose a strong constraint 
on the range of possible cluster models. 
However, despite this proviso, it is stili apparent that differences 
in the low mass star content exist between these clusters, particularly 
between NGC 6397 and the other two clusters. There are two possible 
explanations for these differences. The first of these is that the 
differences arise from differing dynamical evolution rates for each of 
the clusters. Using the data of Peterson and King (1975) the ratio of 
the age of the clusters (taken to be 10 x 10 9 yrs.) to their present 
central relaxation time varies from approximately 600 for NGC 6397 to 
approximately 100 for both NGC 104 and NGC 6752 so that dynamically 
NGC 6397 appears to be much older than the other two clusters and a 
significant fraction of its stars may have escaped. Alternatively 
galactic shocks may have acted more strongly on NGC 6397 than the other 
two clusters removing most of the low mass stars from this cluster 
(Ostriker et al. 1972). 
The second possible explanation is that the differences result 
from different initial mass functions in the clusters either as a 
result of the differing metallicities of the clusters or as a result of 
the different total masses of the clusters . NGC 6397 belongs to the 
class of extremely metal deficient clusters while NGC 6752 is of 
intermediate metallicity despite its strong blue horizontal branch and 
NGC 104 is comparatively metal rich (e.g. Gascoigne et al . 1976; 
fig .2(a)) and it is conceivable that the number of low mass stars formed 
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in the collapse of the initial proto-cluster gas cloud is a function 
of metal abundance. In this context mention should also be made of the 
classic 'G dwarf problem' in which the number of metal deficient dwarfs 
in the solar neighbourhood is apparently much less than plausible simple 
models would suggest (Schmidt 1963; Pagel and Patchett 1975; Mould 
19 76) . As well van den Bergh (1975) has recently determined a 
preliminary main sequence luminosity function for the extremely metal 
deficient cluster M92 finding that like NGC 6397, the luminosity function 
appears to be essentially flat at absolute magnitudes fainter than M - +6. 
V 
Different initial mass functions may also have resulted from differing 
initial total masses for the cluste~s; even if the present mass to 
luminosity ratio is the same for each cluster the present mass of NGC 6397 
is still some 2½ times less than that of NGC 6752 and some 10 times less 
than that of NGC 104. 
However, further discussion of these differences and their possible 
causes will be deferred until after models based on these region 
luminosity functions and surface brightness profiles are calculated in 
Chapter IV but it should per~aps be mentioned that a determination of 
the main sequence mass function of a cluster like w Cen, which has a 
long central relaxation time and is relatively metal deficient, _would 
help to differentiate between these possible explanations. 
3.4 RADIAL VELOCITY MEASUREMENTS 
(a) System and reduction technique description 
The system used and the reduction techniques employed to derive 
accurate radial velocities of faint stars is described in detail in 
Da Costa et al . (1977) so only an outline will be given here. Briefly, 
a digital computer controlled TV detector is used in the Coude 
spectrograph of the 1.9 m telescope at Mt. Strornlo to record the spectra 
of stars with intermediate to late spectral types. The radial velocities 
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are then de rived by cross correlating the spectrum of the unknown star 
with that of several radial velocity standards of similar spectral type. 
The system is fast which makes it particularly suitable for measuring 
radial velocities of faint stars such as globular cluster giants. 
The TV camera uses an SEC Vi di con _tube with a 25 mm diameter 
target and is controlled by a PDP 11/10 minicomputer which has a dual 
cassette drive and a Tektronix 4010 terminal as main peripherals. All 
commands to the computer and camera are entered via the 4010 terminal 
and the cassette drives are used to store the spectra of the stars 
observed for later processing . The camera is aligned mechanically so 
that the direction of dispersion for the spectra is parallel to the X 
axis of the camera. The available area of the target is 17 mm square 
and the observer specifies via the operating system whi_ch sections of 
the target are to be read. 
Since the purpose of the system is to determine radial velocities 
for relatively faint weak l ined globular cluster giants, the TV camera 
is mounted behind a RCA C33063 image intensifier in the focal plane of 
the 32 " camera in the Coude spectrograph of the 1.9 m telescope. The 
dispersi'on used is 6. 7 ~/mm so the target receives about 115 J( 
spectrum. The spectrum extends over several TV lines in the Y direction; 
each line is read at 1024 equally spaced points and the intensities from the 
several TV lines are added in a buffer to form a single 1024 point spectrum. 
0 At the dispersion used the channel spacing is then 0.11 A or approximately 
6.5 kms-l at the adopted central wavelength of A5180 R. To reduce the 
dark noise of the image tube it was cooled with dry nitrogen and the 
transfer lens stopped to f/4. With this configuration, photon noise is 
the dominant noise source and the dark noise is insignificant for 
integrations up to two hours. 
The method employed to determine the radial velocities is a digital 
version of the analogue cross correlation procedure used by Griffin (1967); 
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a spectrum of the unknown star is cross correlated with that of a 
standard star of similar spectral type and known radial velocity. Only 
single stars which had 'a' class velocities in the radial velocity 
catalogue of Wilson (1953) were used as standards. This cross correlation 
technique has a definite advantage over tl)e conventional method of 
measuring line positions when the spectrum is contaminated by noise. 
The spectrum of the standard star acts as a 'matched filter' and the 
recovery of velocity information contained in the contarnined spectrum 
is then optimal (Davenport and Root 1958). Further since the data 
from the TV system is already in digital form this cross correlation 
technique was easily implemented. The accuracy of the system has been 
determined by extensive observations of radial velocity standards and 
these observations have shown that a single moderately well exposed 
spectrum will result in a velocity determination that is accurate to 
-1 better than ±3 kms at the dispersion used independent of the actual 
exposure time . . The system has been in routine use since it became 
operational and velocities for stars in each of the clusters in this study 
have been measured. Unfortunately, however, insufficient stars were 
measured in NGC 104 and NGC 6752 to enable a determination of the 
velocity dispersion of these clusters. 
(b) Velocity Dispersion of NGC 6397 
There are two methods of determining the velocity dispersion of 
a globular cluster. If the cluster has a high central surface brightness 
and is centrally concentrated, then the velocity dispersion can be derived 
from an integrated spectrum of the central regions of the cluster (e.g. 
Illingworth 1976). The other method is to derive the velocity dispersion 
directly from the radial velocities of cluster members (Wilson and Coffeen 
1954, Harding 1965) and this method has been employed for NGC 6397 using 
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radial velociti es determined with the TV system. The program stars were 
chosen from the lists of Woolley et al. ( 1961) ; only the brightest 
stars which appeared to lie on the giant branch in the colour magnitude 
diagram were chosen. Since the giant branch of this extremely metal 
deficient cluster is intrinsically relatively blue, none of the bright 
giants chosen are likely to be variables. 
Table 3.10 lists the stars observed, their V magnitude, the radial 
velocity determined with its error and the number of exposures obtained 
for each star. Each star was measured on at least two different nights; 
measurements of radial velocity standards in the vicinity of the cluster 
were made before, between and after the exposures on the cluster stars 
to eliminate any systematic effects. Despite the weakness of the lines 
in the spectra of the cluster stars no problems were experienced in cor-
relating these spectra with those of the population I radial velocity 
standards. The velocity derived for each cluster star was independent 
of the standard star used to within the listed errors. The tabled 
velocity for each star represents the unweighted mean of the individual 
measures while the error is the expected error in the mean calculated 
from the small sample statistical formulae of Keeping (1962). The mean 
-1 
of the eleven stellar velocities determined, +19.8 ± 1.1 kms , was 
taken as the radial velocity of the cluster (Kinman 195 9a gives +11 ± 8 
-1 
kms ) . The differences between the velocities of the individual stars, 
v., and their mean V did not vary in any systematic way with position 
i 
in the cluste r. 
From these differences (v. - V) an observed v e locity dispers i on 
i 
µ 
2 
can n ow be ca l culate d with µ 2 (Jone s 19 70 , s ee a l so Trumper and obs obs 
We aver 1953, p.19 0) give n by 
µ 2 
obs 
1 N 
N-1 L 
i = l 
(v. 
i 
- 2 
V) 3 .16 
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TABLE 3. 10 
RADIAL VEIDCITIES OF STARS IN NGC 6397 
RGO Vt Radial Velocity Error n (v. -V) 
-1 -1 l 
-1 number V. kms E. kms kms 
l l 
43 10. 94 18. 2 0.7 3 -1.6 
99 10.79 14.4 1.3 4 -5.4 
208 11.21 12. 4 0.4 3 -7.4 
211 10 .16 21.1 0.4 3 +1.3 
251 11.07 19. 0 1.8 3 -0.8 
459 11.16 22.5 0.1 2 +2.7 
469 9.99 19. 7 1.2 5 -0.1 
603 10. 35 23.7 2.5 3 +3.9 
669 10.50 22.9 2.4 2 +3.1 
694 10.78 22.6 3.7 3 +2.8 
698 10.29 21.1 2.1 3 +1.3 
-1 
Mean velocity of stars V = 19. 8 kms 
t from Cannon ( 19 7 4) if available, othe:rwise from Woolley et al. (1961) 
where N is the number of stars obse r ved. This observed dispersion is 
made up of the true dispersion µ 2 and an instrumental dispersionµ 2 
I 
produced by the errors in the observations, i.e. 
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µ2 = µ 2 _ µ 2 
obs I 3.17 
with the instrumental dispersion given by 
µ 2 
I 
E.2 
i 
3.18 
E. is the error in the velocity determined for the i th star. Using the i 
data of table 3.10 µobs 2 = 13.05, µ1
2 
= 3.73 and consequently µ 2 = 9.32. 
The error in this value is the combination of the statistical error E 
st 
in µ 2 due to the finite number of stars observed and the error EI in 
the calculated instrumental dispersion µ 2 • The statistical error is I 
given by 
'st= µ
2 (!) ½ 
while the expected error in the instrumental dispersion is given by 
fi (N E - --I - N-1 _L 
i=l 
Here n. is the number of observations of 
i 
Ei 4) ½ 
n. 
i 
h . th t e i star. 
uncertainty in the true velocity dispersion is then 
The total 
3.19 
3.20 
3.21 
Again using the data of table 3.10 the values of E , E and ET are 3.97, 
st I 
1. 44 and 4. 22 respectively. 
Hence from the radial velocities of the eleven cluster stars 
observed the line of sight velocity dispersion is [<v2 > ]½ = 3.1 ± 0.7 
r 
-1 
krns . However, the stars observed are not at the center of the cluster; 
rather they have a mean projected distance from the cluster center 
corresponding to approximately seven times the core radius of the cluster. 
Thus this observed velocity dispersion will be less than the central value. 
However, unfortunately the number of stars observed is insufficient to 
estimate the variation of veloci ty dispersion with radius but in 
conjunction with appropriate models this observed value can be used 
to place limits on the possible values of the central velocity 
dispersion of NGC 6397. 
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CHAPTER IV 
THE STRUCTURE OF GLOBULAR CLUSTERS 
4.1 INTRODUCTION 
The aim of this chapter is to investigate the extent to which the 
dynamical models described in Chapter II, when constrained by the 
observational data of Chapter III, can be applied to the clusters in this 
study. In section 4.2 a number of models of NGC 104 are presented. It 
is found that the inclusion of stars more massive than the cluster giants 
is necessary for the model surface brightness profile to agree with the 
observed profile. In addition, agreement with the observed central 
velocity dispersion given by Illingworth (1976) can only be achieved by 
including in the model significantly .more remnant stars than the number 
expected from the Salpeter function. A model in which the assumption of 
full equipartition of energy is modified is also given. In section 4.3 
models for NGC 6397 and NGC 6752 using the NGC 104 'best fit' remnant 
distribution are given. The results of the model calculation are then 
summarized and discussed in section 4.4 and limits are placed on the 
total masses and mass to luminosity ratios for these clusters. 
4.2 MODELS OF NGC 104 
As described in section 2.4 the first step in calculating a model 
of a particular cluster is to split up the differential luminosity 
function for the region where the counts have been made into a number 
of mass classes. For NGC 104 the luminosity function given in figure 
3.10a was used and it was split into nine mass classes. The magnitude 
limits separating the first five mass classes were set at the absolute 
magnitude corresponding to the limiting magnitude of plates 3393, 3416, 
3407, AAO-D-1042/3 and SRC-J-335C. The number of 'visible' i.e. 
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non-remnant, stars in each of thes e mass classes in the region then 
corresponds to the observed count data. The magnitude limits for the 
remaining mass classes were set at approximately equal intervals to cover 
the remainder of the lurninos i ty functi.on. The magnitude limits, the 
logarithm of the number of ' visible' stars in the region, N . , and the 
VlS 
mean~ for each mass class is given in table 4.1. 
TABLE 4.1 
NGC 104 MASS CLASSES 
~ log N <M > m (M ) 
Range Vl.S V 0 
- 2.0 - + 3.7 2.600 + 1.69 0.87 
+ 3.7 
- + 5.2 3 .102 + 4.52 0. 80 
+ 5.2 
- + 6.3 3.283 + 5.78 0.69 
+ 6. 3 - + 8.2 3.792 + 7.27 0. 58 
+ 8.2 
- + 9.4 4.043 + 8.82 0.49 
+ 9. 4 - +11.1 4.547 +10. 3 0. 40· 
+11.1 - +12.7 4.937 +11. 9 0.31 
+12. 7 - +14. 5 5.114 +13. 4 0. 22 
+14.5 - +18.0 4. 891 +15.3 0 .15 
The next step 1.s to assign representative stellar masses to each 
of the mass classes. This was done using the data and methods outlined 
1.n section 2.4 supplemented by the results of Hartwick and VandenBerg 
(1973). A metal abundance of Z = 0.005 corresponding to [Fe/H] = -0.6 
(McClure and Osborn 1974, Hartwick and Hesser 1974, Osborn 1976, Bessell 
and Norris 1977) was adopted leading to_ a mass of 0.87 M for the cluster 
0 
giants and subgiants. The horizontal branch stars for this metal rich 
cluster were assumed to have masses similar to that of the cluster giants 
(Gingold 1977) and so they have been included in the mass class containing 
the cluster giants. The representative masses for each of the mass 
classes is given in the final column of table 4.1. 
Before model calculation can begin, three further pieces of 
information are required. The first of these 1.s an estimate of the 
tidal radius rt which 1.s necessary to specify in terms of the model 
radial unit r/rt the -region over which the star count data apply. 
The second requirement is an estimate of the core radius r to specify 
C 
the central concentration ratio rt/re and consequently the ce-ntral 
dimensionless potential for the model. Both these scale factors were 
estimated from the surface brightness profile and the star count data. 
As mentioned in section 2.4 the core radius estimated from the surface 
profile is assumed to correspond to the core radius of the mass class 
containing the cluster giants and subgiants since these stars dominate 
the light output of the cluster. 
The remaining requirement is the number of white dwarf remnant 
stars in each mass class in the region where the star counts have been 
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made. Again these nurrbers were determined using the procedures outlined 
in section 2.4; the mass function adopted for the white dwarf remnant 
stars for this and all subsequent models was taken as that given in 
figure 2.1. The average mass is 0.7 M and the total number of remnant 
0 
stars in the region is given by fitting the Salpeter initial luminosity 
function to the region luminosity function for the cluster (see fig. 3.10a). 
In the models of NGC 104 the three mass classes with the lowest rep-
resentative masses were assumed not to contain any white dwarfs. It 
is now possible to calculate the r egion relative total masses for each 
mass class which, along with the required central concentration ratio 
r /r for the mass class containing the cluster giants, then specifies t C 
the model to be calculated (cf. section 2.4). 
For the first model calculated, model 1, it was assumed that the 
number of stars more massive than the current giant mass (0.87 M ) was 
0 
negligible. The results for this model are shown in figure 4.1. In the 
upper portion of the figure, the model surface brightness profile is 
compared with the observed profile from section 3.2 while in the lower 
portion,the model cumulative surface number densities for the 'visible' 
stars (c f . section 2.4) are compared with the count data from section 3.3. 
FIG. 4.1. Comparison of the surface brightness profile and the 
cumulative surface number densities of NGC 104 model 1 
with the observational data. For both the upper and 
lower portions of the figure the abscissa is the log-
arithm of the radial distance from the center of the 
cluster in arcmin. The surface brightness unit is 
V = 10.00 mag/D" and the symbols used to identify the 
observational data are the same as those used in 
figure 3.la. The logarithm of the central surface 
brightness and the logarithm of the tidal radius used 
in plotting the model profile are given on the upper 
graph as LOG FO and LOG RT respectively. The logarithm 
of the core radius in arcmin (LOG RC) is also given. 
The count data shown in the lower portion of the 
figure is the same as that identified in figure 3.Sa. 
The ordinate is the logarithm of the number of stars 
per square minute normalized to the model predicted 
value for the central density of the cluster giants 
and subgiants. This value is given on the figure as 
LOG RHO in stars/sq min. The model cumulative surface 
number densities include only 'visible' stars; 
remnant stars have been excluded. 
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The model surface brightness profile is plotted using the central surface 
brightness (LOG FO on the graph) calculated from equation 2.43. The model 
values for the logarithm of the tidal radius in arcmin (LOG RT) and for 
the logarithm of the core radius in arcmin (LOG RC) of the mass class 
containing the cluster giants (mass class 1 for this model) are also 
shown on the upper graph. On the lower graph the cumulative surface 
number densities are normalized to the central value for mass class 1 
which is given on the graph as LOG RHO in _stars/D'. This value has been 
calculated from equation 2.45. 
It is obvious that this model although fitting the count data well 
predicts a central surface brightness which is far in excess of the 
observed value. In other words, in order to reproduce the observed star 
densities in the outer regions of the cluster, this model requires a 
higher central density of cluster giants than is permitted by the 
observations, or equivalently, the density of cluster giants in this model 
decreases too rapidly with radius. To overcome this difficulty it is 
necessary to introduce another mass class of stars whose representative 
mass is greater than that adopted for the cluster giants. These stars, 
which will be called massive remncmt0 now become the most massive stars 
in the cluster model and their presence causes the density for the other 
mass classes to fall off more slowly with radius. The reason for this 
lies in the equipartition of energy assumption (equation 2.14) since it 
is clear from equations 2.9 and 2.15 that the densities for the mass classes 
which have m. < 1.0 decrease less rapidly with radius (increasing U) 
l 
than the density for the first mass class for which m. = 1.0. 
l 
These 'massive remnants' probably consist mostly of massive white 
dwarfs, binaries and possibly neutron stars. Their representative mass 
is taken as 1.2 M and like the other remnant stars they are assumed to 
0 
have absolute visual magnitudes too faint to make all but a negligible 
contribution to the light output of the cluster. In calculating a model 
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including these massive remnant~ the total number of remnants was not 
altered from the number used in calculating model 1. As we ll , the mass 
distribution of the white dwarfs was not changed. Only the fraction of 
the total number of remnants in massive remnants was used as a free 
parameter to be varied until a model agreeing with the observational 
data was found. 
In figure 4.2 the surface brightness profile and cumulative surface 
number densities for model 2 are compared with the observational data. 
The fit to both the surface brightness profile and to the count data is 
excellent. For this model massive remnants make up 16% of the total 
remnants. This fraction is relatively well determined; models calculated 
with massive remnants 12% and 20% of the total remnants do not fit the 
surface brightness profile as well as model 2. This fraction is in 
reasonable agreement with the results of Wood and Cahn (1977) who have 
shown that for an initial luminosity function similar to the Salpeter 
function, and for reasonable assumptions about the time dependence of 
the total stellar deathrate, that the expected mass distribution of the 
white dwarf stars in the solar neighbourhood is peaked at -0.75 M and 
0 
that approximately 20% of the total number of remnants should have masses 
greater than 1 M. 
0 
However, there is one serious discrepancy between this model of 
the cluster and the available observational data. Illingworth (1976) has 
determined the central velocity dispersion of NGC 104 from the broadening 
of the lines in an integrated spectrum of the central regions of the 
cluster. -1 He finds a value of 10.7 ± 0.4 kms while the value calculated 
from equation 2.44 for the mass class containing the cluster giants and 
-1 
subgiants is only 7.3 kms . For the reasons given in Illingworth (1976) 
it is unlikely that this observed value is significantly in error and so 
this disagreement would appear to show up a serious discrepancy between 
--------
--------
-----
FIG. 4.2. Comparison of the surface brightness profile an
d the 
cumulative surface number densities for NGC 104 
model 2 with the observational data. See caption to 
figure 4.1 and text for further details. 
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the calculated model and the real cluster. 
There are three possible origins for this discrepancy. Firstly, 
the theory on which the calculation of the models is based may be 
inadequate. However, discussion of this possibility will be deferred 
until section 4.4. Secondly, the velocity dispersion measured by 
Illingworth (1976) may have been affected by the presence of a massive 
object(s) at the center of the cluster; such object(s) lead to increased 
central velocity dispersions since the potential energy increases 
-1 
approximately as r near these central object(s) (Bahcall and Wolf 1976, 
Frank and Rees 1976). In this case the velocity dispersion predicted by 
the model based on the star densities in the outer regions of the cluster 
may reflect the 'unperturbed ' central velocity dispersion. The flatness 
of the surface brightness profile insider would seem to argue against C 
this explanation but it should be pointed out that the radius inside which 
the effects of a 1000 M central object would become important is 
0 
rh ~ G~/<v2>: 4 arcsec which lies closer to the cluster center than the 
innermost observed point on the surface brightness profile. Measurement 
of the surface brightness profile closer to the cluster center (cf. Newell 
and O'Neil 1977) as well as a determination of the velocity dispersion in 
the outer parts of the cluster from the radial velocities of clu~ter 
members would aid in the investigation of this explanation. 
The third possible explanation of the discrepancy is that the 
remnant population maybe different from what has been assumed in 
calculating the model. Since S . = r /r for each mass class, combining l t c. 
l 
equation 2.22 and 2 . 29 leads to the relation 
<v 2> 
r O g 
= (r 
C g 
2 -1 2 p 0 ) / 161 (kms ) . 
4.1 
Then since the core radius of the mass class containing the cluster giants 
and subgiants (mass class 2 for this model) is fixed by the surface 
brightness profile, it is clear that the central velocity dispersion for 
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this mass class can only be increase d by increasing the total central 
density. 
The first method tried in an effort to do this was to calculate 
a model in which the total number of remnants was kept fixed but in which 
the representative mass for the massive remnants was changed from 1.2 M 
0 
to 1.5 M. However, this was not very successful; the fraction of the 
0 
total remnants in massive remnants had to be reduced to retain the fit 
to the surface brightness profile (from -16% for model 2 to -8%) and it 
was found that the total central density had not altered significantly. 
The reason for this lies with the increased mass for the massive remnants; 
the densities for the other mass classes in this model fall off even 
more slowly than in model 2 so that the central densities of 'visible' 
stars required to fit the count data in the outer regions of the cluster 
are less than in model 2. Consequently the resulting total central density, 
and hence the predicted velocity dispersion, is not much different from 
that of model 2 although the fraction of the total central density 
contributed by the massive remnants is much higher in this model than it 
is in model 2. 
If the representative mass of the massive remnants is to be kept 
at 1.2 M then it is apparent that the central density can only be increased 
0 
by increasing the number of white dwarf , i.e. non-massive, remnant stars. 
The reason for this is that, as has been demonstrated above, for a fixed 
mass for the massive remnants, the central density of 'visible' stars in 
each mass class cannot vary very much without violating the observed 
densities in the region where the counts have been made. However, the 
total central density can be increased if the fraction of remnant stars in 
each mass class is increased. 
In figure 4.3 the surface brightness profile and number densities 
for model 3 are compared with the observations. This model has 8.5 times 
the number of remnants expected from the Salpeter function (cf. models 1 
·-------------
---------
FIG. 4.3. Comparison of the surface brightness profile an
d the 
cumulative surface number densities for NGC 104 
model 3 with the observational data. See caption to 
figure 4.1 and text for further details. 
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and 2) in the region where the lum i nosity of figure 3.10a applies. The 
model has a velocity dispersion of 10.l kms-l for mass class 2 and 1.6% 
of the total remnants are massive remnants. This fraction is again 
15 8 
relatively well determined as it was for model 2: models with nine times 
Salpeter (2% massive remnants) and nine times Salpeter (3% massive 
remnants) gave similar fits and velocity dispersions while models with 
nine times Salpeter (no massive remnants) and ten times Salpeter (6% 
massive remnants) gave significantly worse fits. This fraction is a good 
· deal less than the value predicted for the solar neighbourhood by Wood 
and Cahn {1977) but this discrepancy is probably not important given the 
uncertainty of mass loss processes (Renzini 1975). 
For this model some 35% of the total mass of the cluster is in 
remnant stars and for the mass classes with representative masses greater 
than 0.5 M, by far the .majority of stars are remnants. For example, 
. 0 . . 
the visible stars of mass class 2, that is the cluster giants and subgiants 
which dominate the light output of the cluster, only account for about 
10% of the stars at this mass. It is clear from figure 4.3 that model 3 
does not fit the observed data as well as model 2. The reason for this is 
probably related to the mass distrjbution assumed for the white dwarf 
remnant stars. Since the number of remnants is now large, their mass 
distribution no longer plays an insignificant role in determining the 
shape of the model surface brightness profile and number density curves. 
Another method of increasing the central density is to reduce the 
adopted tidal radius. In this case the region where the luminosity 
function of figure 3.10a applies becomes further from the cluster center 
(in terms of r/rt) and so higher central densities of both 'visible' and 
remnant stars are required to fit the count data. In figure 4.4 the 
surface brightness profile and number densities for model 4 are compare d 
with the observational data. This model, which has a tidal radius 17% 
smaller than the value used in models 1, _2 and 3, fits the observed surface 
FIG. 4.4. Comparison of the surface brightness profile and the 
cumulative surface number densities for NGC 104 
model 4 with the observational data. See caption to 
figure 4.1 and text for further details • 
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brightness profile reasonably well. The agreement of the model number 
densities with the count data is also good with the exception of the 
outer points from the count of plate SRC-J-335C where the model predicts 
considerably fewer stars than have been counted. 
The central velocity dispersion of the giants and subgiants for 
-1 
this model is 10.7 kms which agrees with the observed value given by 
Illingworth (1976). To obtain this value it was necessary that the 
number of remnant stars in the region where the luminosity function of 
figure 3.10a applies should be four times the number expected from the 
Salpeter function . Massive remnants make up 6% of the total number of 
remnants and remnant stars, both massive and white dwarf, account for 
24% of the total mass of the cluster. The disagreement between the model 
predictions and the count data for plate SRC-J-33.SC would seem to indicate 
that the tidal radius adopted fo·r this model is too small. Consequently 
the number of remnants used in this model to reproduce the observed 
velocity dispersion represents a lower limit on the true number required 
to enable the velocity dispersion predicted by this type of model to agree 
with the observed value. However, it should be stressed that although 
these models with an enhanced remnant population do have central velocity 
dispersions in the same range as the observed value, they do not fit the 
observed surface brightness profile or the count data as well as model 2, 
a point which may indicate that at least some of the fundamental 
assumptions on which these models are based are not justified for this 
cluster. 
So far all the models presented have retained the basic assumption 
of equipartition of energy and it has been found that, in order to produce 
agreement with the observed central velocity dispersion, the number of 
remnant stars needs to be significantly more than the number expected from 
the Salpeter function. Considering the possible implications of this 
-161 
result, it is important to estimate to what extent it is dependent on 
this assumption. The good agreement between the count data and the 
number densities for the models presented above would seem to argue that it 
is valid. As weli, the data of section 3.3e (fig. 3.8) shows that some 
degree of mass segregation does occur in NGC 104. Coupling this with the 
earlier result that a King (1966a) model does not fit the surface 
brightness profile (fig. 3.la) of this cluster, indicates that the 
assumption of equipartition of energy per unit mass for this cluster is 
certainly not justified. The formulation and calculation of more complex 
models in which, for example, the degree of equipartition of energy is a 
function of position in the cluster, is not easy but some insight into 
the role played by this assumption can be gained as follows. 
In section 2.2 the assumption of equipartition of energy was 
defined by the relation (equation 2.14) 
2 
m.o. 
i i 
= m.a. 
J J 
2 
This can be easily modified to define a state of 'semi-equipartition' 
by using instead of equation 4.2 the relation 
~ 2 
m. a. 
i i 
½ 2 
= m. er. 
J J 
4.2 
4.3 
The subsequent analysis is then exactly the same as before except that 
½ 
m. is replaced by m .. No physical justification for this relation is 
i i 
given or assumed, it is simply a means of testing the effects of changing 
the assumption of equipartition. 
The model generating program is set up to handle either equipartition 
or semi-equipartition for a given set of representative masses and the 
results for a model calculated under the assumption of semi-equipartition, 
model 5, are given in figure 4.5. It is clear that this model fits the 
surface brightness profile and the count data at least as well as model 3 
(c f. fig. 4.3). In calculating this model the total number of remnants 
FIG. 4.5. Comparison of the surface brightness profile and the 
cumulative surface number densities for NGC 104 
model 5 with the observational data. See caption to 
figure 4.1 and text for further details. 
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in the region has been taken as that expected from the Salpeter function 
(c f. models 1 and 2) and as before the fraction in massive remnants has 
been altered until a 'best fit' to the surface brightness profile is 
obtained. For this model this meant that approximately 5% of the total 
mass of the cluster is in massive remnants and that nearly 40% of the 
remnants have to be massive remnants, a fraction considerably higher than 
that predicted for the solar neighbourhood by Wood and Cahn (1977). 
However, as mentioned previously the mass class containing the 'massive 
remnants' is assumed not only to include genuine massive remnants but . 
also any binaries in the cluster with total masses in the range covered 
by this mass class. Hills (1975) has proposed that globular clusters 
are strongly deficient in binaries relative to the solar neighbourhood 
(fb < 0.15 while fb > 0.5 for the solar neighbourhood) but even for these 
figures it is still possible that binaries consisting of a star near the 
turnoff (M - 0.8 M) and a star of average mass (M - 0.4 M) can account 
0 0 
for 2% of the total mass ·of the cluster. Consequently this high ratio of 
'massive remnants' to total remnants may not be incorrect. 
The velocity dispersion for the cluster giants and subgiants pre-
dicted by this model is 10.9 kms-l in good agreement with the observed 
value without any enhancement of the remnant population above the number 
predicted from the Salpeter function being necessary. The reason for this 
can be seen by comparing the lower section of figure 4.5 with the equivalent 
sections of figures 4.2 or 4.3. The densities fall off much more rapidl y 
~ in model 5 ( p - exp(-m. U)) than they do in the full equipartition models 
i 
( p - - exp(-m.u)) leading to significantly higher central densities. This 
i 
affect is particularly strong for the stars of lower mass which are much 
more centrally concentrated in model 5 than in any of models 1, 2, 3 and 4. 
Consequently since equation 4.1 still holds if S = r /r is calculated g t C 
. g 
appropriately (c f. equation 2.19) the higher central densities will l e ad 
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to higher predicted central velocity dispersions for the 'semi-equipartition' 
of energy models. The results for this model almost certainly indicate 
that the assumption of full equipartition of energy for this cluster is not 
justified. This result will be discussed further in section 4.4. 
The parameters of models 2, 3, 4 and 5 are given in table 4.2. The 
quantities listed are the total mass of the cluster model, the mass to 
visual luminosity ratio for each model, the integrated apparent magnitude 
for the cluster from the fit of the model surface brightness profile to 
the observed data, the adopted tidal radius in parsecs (using the distance 
given in table 3.8) and arc minutes, the core radius of the mass class 
containing the cluster giants and subgiants in parsecs and arc minutes, 
the central (line of sight) velocity dispersion for this mass class, the 
total central density, and the average stellar mass for the model. Given 
also in the table for each model is the ratio of the number of remnants 
(including massive remnants) in the region where the luminosity function 
of figure 3.10a applies to the number expected from the Salpeter function, 
N /N ; the fraction of total remnants in massive remnants, R Salpeter 
N /N · the ratio of the total number of remnants to the total number of MR R' 
stars, N /N; the fraction of the total mass of the cluster model in 
R 
massive remnants, MMR/Mcl; and the fraction of the total mass of the 
cluster model in remnant stars, M /M 1 . R c 
One further result can be obtained from these models of NGC 104. 
Chun (1976) has found that the integrated B-V of NGC 104 decreases by 
approximately 0.10 mag in moving from the center of the cluster to a 
radial distance of about 7 arcmin. By assigning representative MB 
magnitudes for each mass class and by using the mean MV magnitudes given 
in table 4.1, a B-V vs radius plot can be constructed for each of the 
models. The representative 1\ magnitudes were found either by determining 
the B-V value at the V magnitude corresponding to the~ value on the 
~ 
Mass of cluster model 
Mass to luminosity ratio 
Integrated apparent magnitude 
Tidal radius 
Core radius 
Central velocity dispersion 
Central density 
Average stellar mass 
N /N R Salpeter 
NMR/NR 
NR/N 
MMR/Mcl 
M /M 
R cl 
M 
cl 
(Mcl/L)v 
m 
V 
r 
t 
r 
C 
2 l ( <v > ) ~ 
r 0 
Po 
<m> 
TABLE 4.2 
PARAMETERS OF NGC 104 MODELS 
Model 
2 
1.03 X 10 6 M 
0 
2.6 
3 . 99 
68.4 pc (57.5') 
0.46 pc (0.39') 
7.3 kms- 1 
4. 0 X 10 4 M pc- 3 
0 
o. 30 M 
0 
1.0 
15. 8% 
3.6% 
2.2% 
9.2% 
Model 
3 
1.43 X 10 6 M 
0 
4 . 0 
4.07 
68.4 pc (57.5') 
0. 4 7 p C ( 0. 40 1 ) 
10 . l kms-l 
7. 4 X 10 4 M pc- 3 
0 
0.35 M 
0 
8.5 
1.6% 
18.3% 
1.0% 
35. 4% 
Model 
4 
1.53 X 10 6 M 
0 
4.2 
4. 0 3 
56 • 9 PC ( 4 7. 9 I ) 
0.46 pc (0 . 39') 
10. 7 kms- 1 
8.4 X 10 4 M pc- 3 
0 
0.33 M 
0 
4.0 
5.9% 
10.9% 
2. 3% 
23. 5% 
Model 
5 
1 . 33 X 10 6 M 
0 
3.8 
4.09 
68.4 pc (57.5' ) 
0.48 pc (0.41') 
10.9 kms- 1 
8.1 X 10 4 M pc- 3 
0 
0.30 M 
0 
1.0 
39.0% 
3. 3% 
5.2 % 
9.7% 
I-' 
(j) 
ll1 
FIG. 4.6. Predicted B-V vs distance from the cluster center in arcmin for NGC 104 model 2. The 
observational data comes from Chun (1976) while the solid line is the model prediction. 
The core radius r of the cluster is indicated by the arrow. 
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colour-magnitude diagram given by Hartwick and Hesser (1974) and the 
value of (m-M) , or, for absolute magnitudes fainter than those app , B 
available on the c-m diagram, by using the data of Greenstein et al. 
(1970). The result for model 2 is shown in figure 4.6; the other 
models give similar results. The lack of any significant colour change 
in the model predicted curve confirms the assertion by Chun (1976) that 
the observed colour changes are not due to mass segregation effects. 
4.3 MODELS OF NGC 6397 AND NGC 6752 
As for NGC 104 the first step in calculating models of these 
clusters is to split up the region luminosity functions (figs. 3.l0b,c) 
into mass classes and to assign a representative stellar mass to each 
mass class . For NGC 6397 the magnitude limits separating the mass classes 
were set at the absolute magnitudes corresponding to the limiting 
magnitudes of plates 3608, 3584, 3314, 3336 and SRC-J-824 so that the 
number of 'visible' stars in these mass classes in the region corresponds 
to the observed count data. The luminosity function of curve A (cf. figs. 
3.9b, 3.10b) was used and the remainder of the luminosity function was 
grouped into one mass class which was assumed to contain no remnant stars. 
The magnitude limits , the logarithm of the number of non-remnant stars 
in the region , the mean¾' and the representative mass for each mass 
class are given in table 4.3. A metal abundance of Z = 5/3 x 10-4 
corresponding to [Fe/H] = -2.1 (Kinman 1959b, Cannon 1974, Bessell and 
Norris 1977) was used in the mass determinations leading to a mass of 
0.82 M for the cluster giants and subgiants. 
0 
Woolley et al. (1961) found no difference in radial distribution 
between the red giants and the horizontal branch stars in NGC 6397 and 
so the horizontal branch stars have been included in the mass class 
containing the cluster giants and subgiants. Their result is perhaps 
168 
TABLE 4.3 
NGC 6397 MASS CLASSES 
~ log N <M > m (M) 
Range vis V 0 
-
2.3 - + 4.3 2.121 + 1.79 0.82 
+ 4.3 - + 5.2 2.589 + 4.78 0.74 
+ 5.2 - + 6.3 2.751 + 5.74 0.66 
+ 6.3 - + 7.8 2.943 + 6.96 0.57 
+ 7.8 - +10.2 3.110 + 8.70 0.46 
+10.2 - +16.2 3.121 +11.5 0.31 
surprising given that stellar evolutionary models require a difference 
in mass between blue horizontal branch stars and globular cluster giants 
of about 0.2 M (Iben 1974 and references therein); and that in NGC 6397 
0 
the central relaxation time (- 2 x 107 yrs., Peterson and King 1975; 
table 5.2 this work) is shorter than the horizontal branch lifetime 
(-108 yrs., Sweigart and Gross 1976). Mass segregation between the 
horizontal branch stars and the cluster giants might then be expected. 
The negative result however , is consistent with the results of section 
3.3e where no difference in distribution between the giants and stars of lower 
mass was found in the region where the counts could be compared. 
For NGC 6752 the magnitude limits separating the mass classes have 
been set at the limiting magnitudes corresponding to plates 2004, 3617, 
3610, 3752, AAO-D-992/983 and SRC-J-1580C. The remainder of the region 
luminosity function (fig. 3.10c) was split into three mass classes, the 
last two of which were assumed to .contain no remnant stars. The magnitude 
limits, the logarithm of the number of non-remnant stars in the region, 
the mean~ and the representative mass for each mass class is given in 
table 4.4. A metal abundance of Z = 0.001 corresponding to [Fe/H] = -1.3 
(Cannon 1974, Bessell and Norris 1977) was adopted for the mass determinations 
leading to a mass of 0.83 M for the giants and subgiants of this cluster. 
0 
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Since no radial distribution for the horizontal branch stars in NGC 6752 
is available for comparison with the giant branch star distribution, the 
horizontal branch stars have been included, as for the other clusters, in 
the mass class containing the cluster giants and subgiants. 
TABLE 4.4 
NGC 6752 MASS CLASSES 
~ log N <M > m (M ) Range VlS V 0 
- 2.3 - + 3.5 2.068 + 1.44 0.83 
+ 3.5 - + 4.7 2.565 + 4.14 0.79 
+ 4.7 - + 5.6 2.574 + 5.08 0.72 
+ 5.6 - + 6.4 2.753 + 5.90 0.66 
+ 6.4 - + 7.2 2.864 + 6.78 0.59 
+ 7.2 - + 9.3 3.360 + 8.12 0.50 
+ 9.3 - +11.4 3.719 +10.2 0.39 
+11.4 - +13.4 3.914 +12.3 0.27 
+13.4 - +18.1 4.023 +14.4 0.18 
The initial estimates of the tidal radii and of the core radii of 
the mass class containing the cluster giants were taken from the fit of 
King (1966a) mode]sto the surface brightness profiles of these clusters 
(cf. figs. 3.lc,d). These estimates proved to be adequate. Since it 
led to the best fit to the observed data, the mass distribution of 
remnant stars used to define the region relative total masses of NGC 104 
model 2, was also used to calculate the region relative masses for a model 
of each of these clusters. The number of remnants in the region was given 
by fitting the Salpeter initial luminosity function to the region luminosity 
function of each cluster as for NGC 104 model 2 (cf. figs. 3.l0b,c). 
The results of the model calculation for NGC 6397 and NGC 6752 
are given in figures 4.7a,b and table 4.5. The quantities plotted and 
tabulated have been defined in section 4.2 above but it should be noted 
that in the calculation of the NGC 6397 model surface brightness profile 
mean MB magnitudes have been used . for each mass class rather than~ 
-2 
magnitudes since the observed profile is in units of B = 10.00 mag arcsec 
FIGS. 4 . 7 a, b. (a) Comparison of the surface brightness profile 
and the cumulative number densities for the 
model of NGC 6397. The surface brightness 
unit is B = 10.00 mag/o" and the symbols used 
to identify the observational data are the 
same as those used in figure 3.lc. The count 
data shown in the lower portion of the figure 
is the same as that identified in figure 3.Sb; 
otherwise see the caption to figure 4.1 and 
text for further details. 
(b) Comparison of the surface brightness profile 
and the cumulative number densities for the 
model of NGC 6752. The surface brightness 
unit is V = 10.00 mag/D" and the symbols used 
to identify the observational data are the 
same as those used in figure 3.ld. The count 
data shown in the lower portion of the figure 
is the same as that identified in figure 3.Sc; 
otherwise see the caption to figure 4.1 and 
text for further details. 
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The integrated B-V value in the largest aperture (cf. table 3.1) has been 
used to convert the mB value to the Ily value given in table 4.5. The fit 
of the model data to the observed data is good but it should be mentioned 
that for clusters which are not strongly centrally concentrated and/or 
which do not contain large numbers of low mass stars, the model predicted 
surface brightness profile is not very sensitive to the mass function of 
the model. This is illustrated for these clusters by the fact that an 
adequate fit to the observed surface brightness profile of each of these 
clusters can be obtained using King (1966a) single mass models (cf. figs. 
3.lc,d). 
The model predictions for NGC 6397 can be further investigated by 
using the velocity dispersion calculated in section 3.4 from the radial 
velocities of 11 cluster members. The mean projected distance from the 
cluster center for these stars is approximately 6 arcmin corresponding 
to an estimated true mean distance from the cluster center of 6 x 12 
arcmin or approximately 0.2 rt. At this distance the model predicted 
velocity dispersion (equation 2.26) for the cluster giants is 71% of the 
-1 2 ½ central value or 2.5 kms using the value of (<vr > 0 ) given in table 4.5. 
-1 This value lies within the errors of the observed value of 3.1 ± 0.7 kms 
but if the observed value is correct then the model central density given 
in t~le 4.5 underestimates the 'true' central density by a factor of 
approximately ~.5 times (cf. equation 4.1) which is considerably less than 
the equivalent discrepancy for NGC 104 model 2 (-2.2 times). Consequently, 
the extra number of remnants required would be smaller. However, given 
the uncertainty in the observed velocity dispersion, it was not considered 
worthwhile calculating further models. 
It can be seen that the fraction of total remnants in massive 
remnants given in table 4.5 is different for NGC 6397 and NGC 6752 and 
different from that given for NGC 104 model 2 in table 4.2 despite in each 
TABLE 4. 5 
PARAMETERS OF NGC 6397 AND NGC 6752 MODELS 
Mass of cluster model 
Mass to llllTlinosity ratio 
Integrated apparent magnitude 
Tidal radius 
Core radius 
Central velocity dispersion 
Central density 
Average stellar mass 
N /N R Salpeter 
NMR/NR 
NR/N 
M /Ml MR c 
M /Ml R c 
M 
cl 
(Mcl/L)v 
rn 
V 
r 
t 
r 
C 
(<V 2> )~ 
r 0 
PO 
<ID> 
NGC 6397 
4.4 X 10 4 M 
0 
1.1 
5.60 
25.7 pc (38.5') 
0.5lpc (0.76') 
3.5 krns- 1 
7.4 X 10 3 M pc- 3 
0 
0.58 M 
0 
1.0 
4.4% 
34.7% 
3.1% 
41.4% 
NGC 6752 
1. 22 x lO·S M 
0 
1.4 
5.62 
42.4pc (34.7') 
0. 60 pc (0. 49') 
3.9 krns- 1 
6. 6 X 10 3 M pc- 3 
0 
0.38 M 
0 
1.0 
7.7% 
10.2% 
2.5% 
19.6% 
f--J 
--.J 
w 
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case, the use of the same remnant mass distribution to define the region 
relative total masses of the models~ This arises as a result of the 
method used to calculate the number of remnant stars in each mass class 
in the region. As described in section 2.4, these numbers are estimated 
by calculating a model with the assumed remnant mass distribution and a 
ratio of tidal radius to core radius for the mass class containing the 
remnants with the same mass as the cluster giants, the same as that 
required to fit the surface brightness profile of the cluster. The number 
of remnants in each mass class in the region is then calculated from this 
model and expressed as a fraction of the total number of remnants in the 
region. Multiplication of these fractions by the number of remnants 
predicted by fitting the Salpeter function to the region luminosity function, 
for example, then gives the ' true' number of remnants in each mass class 
in the region. Combining these numbers with the number of visible stars 
in each mass class in the region then specifies the region relative total 
masses which in turn define, along with the ratio of the tidal radius to 
the core radius of the mass class containing the cluster giants, the model 
to be calculated. 
Clearly, however, the potential for the model containing only the 
remnant stars and the potential for the full model will not be the same 
.and consequently the derived mass distribution for the remnants will not 
be the same as the original. The differences for the white dwarf remnants 
are not significant (<m> = 0.69, 0.67, 0.69 M for NGC 104 model 2,NGC 6397, ~ 0 
NGC 6752 respectively) but the· fraction of total remnants in massive 
remnants can (and does) change depending on the central concentration 
and low mass star content of the cluster model. However, since for 
NGC 6397 and NGC 6752 the fit of the model data to the observed data is 
not particularly sensitive to the mass function of the model, models with 
massive remnants 16% of the total remnants (cf. NGC 104 model 2) are likely 
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to fit the data just as well as the models presented, with little change in 
the parameters given in table 4.5. It was not considered worthwhile 
calculating such models. 
4.4 DISCUSSION 
The basic assumptions on which the dynamical models described in 
Chapter II are based are the assumption of an isotropic velocity distribution 
function, the assumption of equipartition of energy, ~nd the assumotion that 
rotation plays a negligible role in determining the dynamics of the cluster 
model. The models presented above can now be used to discuss the validity 
of these assumptions. 
The results for NGC 104 have shown that in order for models calculated 
with the assumption of equipartition of energy to have central velocity 
dispersions that agree with the observed value given by Illingworth (1976), 
the number of remnant stars must be significantly more than the number 
expected from the Salpeter function. However, the results of NGC 104 
model 5 suggest that this excess of remnants is not necessary if the 
assumption of equipartition is modified. Clearly, an observational means 
of distinguishing between these two possibilities is needed before the 
exact status of the equipartition of energy assumption can be determined. 
One method that may distinguish between these two possibilities makes 
use of the enhanced remnant numbers in the full equipartition of energy 
t 
models as follows . In a globular cluster because of the statistical 
fluctuations in the distribution of stars, there generally ~xist patches 
of finite size at various distances from the cluster center which contain 
no stars brighter than some magnitude limit, say MV - +8.5. Then if a 
t The author is indebted to Dr. Allan Sandage for the suggestion that 
information on the remnant population of a globular cluster might be 
gained from the integrated colours of 'star-free' patches within the cluster. 
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model of the cluster is available, it is possible to estimate the number 
of remnants and faint low mass stars in such a patch and to predict its 
integrated colour. This predicted colour depends on the remnant population 
of the cluster and by measuring the actual integrated colours of a number 
of such patches estimates of the remnant population of the cluster may be 
obtained. 
Inspection of plates of NGC 104 show that a number of such patches 
of · approximately 40 arcsec . diameter exist in this cluster. The most 
easily measured patches lie between 10' and 15' from the cluster center on 
the side of the cluster away from the SMC. Using mean white dwarf colours 
estimated from the data of Eggen and Greenstein (1965) it is possible to 
calculate that the integrated colours predicted for these patches from 
NGC 104 model 3 (remnant enhanced) should be approximately 0.2 mag bluer 
in B-V and 0.6 mag bluer in U-B than the predicted colours from NGC 104 
model 5 (Salpeter remnants); a difference that should be detectable even 
though the calculated signal is of the order of 5% of the night sky or less. 
However, in making this calculation it has been assumed that all the 
remnant stars have the same absolute visual magnitude (+12) and colours 
and consequently it is likely that the effect of the increased remnant 
population on the . colours of the ~star-free' patches calculated above has 
· been overestimated. Sweeney (1976) has calculated that all degenerate 
dwarfs with interiors of carbon or heavier elements cool to absolute visual 
9 
magnitudes fainter than+l6 in less than 8 x 10 yrs., so if the majority 
of the increased remnant population results from relatively massive stars 
that formed and evolved early in the life of the cluster, then the actual 
mean absolute magnitude of the remnants will be much fainter than that 
assumed. On the other hand recently formed white dwarfs are certainly 
brighter than the mean magnitude used and so estimates of the present 
rate of formation of white dwarfs and their mean luminosity and colour 
are also required to perform this calculation more accurately. 
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However, if these difficulties can be allowed for, such measurements should 
then give a relatively unambiguous answer to the question of the validity 
of the assumption of equipartition of energy, and its consequences, for 
this cluster. 
In this context it is also worth mentioning that van den Bergh 
(private communication) has found that NGC 6397 does not appear to contain 
any white dwarf stars that are as bright as the brightest white dwarfs in 
the Hyades cluster (MJ - +10.5). Although it must be emphasized that this 
result is critically dependent on the assumed limiting magnitudes of the 
plates, it argues against the assumption that the remnant population of 
NGC 6397 is significantly enhanced. 
The validity of the assumption of an isotropic velocity distribution 
function is more difficult to investigate since theoretical arguments of 
similar weight can be put both for and against this assumption (King 1975). 
On the one hand, the initial collapse of the protocluster gas cloud 
probably gives the cluster stars largely radial motions initially. 
s imilarly the ejection by encounters of stars from the cluster core into 
the outer regions of the cluster, will. leave the ejected stars with 
predominantly radial motions. Both these factors imply an anisotropic 
velocity distribution. On the other hand, one of the effects of encounters 
· in the cluster core is to randomize the angular momenta of the stars and 
tidal forces may perform the same function on the stars in the outer 
regions of the cluster. This would imply an isotropic velocity distribution. 
Observational data relevant to this question is sparse with only 
the results of Cudworth (1976a,b) available. He has studied the internal 
motions of two clusters, Ml5 (Cudworth 1976a) and M92 (Cudworth 1976b) 
by measuring relative proper motions of cluster members. For MlS he finds 
that the velocity dispersion is marginally anisotropic with the value of 
the radial velocity dispersion for the stars measured being between 1.1 
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and 1.5 times the azimuthal velocity dispersion. For M92 no anisotropy 
of the internal velocity dispersion was detected; the radial and 
azimuthal dispersions were equal to within the standard errors of either 
dispersion. What · is required to settle this question is the measurement 
of the line of sight velocities of a number of stars in a cluster such as 
NGC 104 to enable the variation of the line of sight velocity dispersion 
with radius to be estimated. · If the velocity distribution function is 
anisotropic then the line of sight velocity dispersion will decrease 
rapidly outside the core of the cluster since the stellar velocities in 
this region would be largely radial with only a small component along 
the line of sight . However, effects of this kind must be interpreted 
in conjunction with a dynamical model of the cluster under study since for 
an isotropic velocity distribution function, the line of sight velocity 
dispersion also decreases with distance from the cluster center because 
of the tidal cutoff (cf. equation 2.26). 
The evidence presented in sections 3.3c(i) and section 3.4 indicates 
that rotation plays a negligible dynamical role in NGC 6397 and probably 
in NGC 6752 also. The situation for NGC 104 is not as clear since this 
cluster is elliptical in shape (cf. fig. 3.3) and as mentioned in section 
3.3c(i) this is indicative of systematic rotation within the cluster. 
Line of sight velocities of a number of cluster members are needed to 
determine the size of the systematic rotational velocities relative to the 
velocity dispersion, the extent of the rotation and the form of the 
rotation law before the dynamical effects of rotation in this cluster can be 
accurately estimated. The results of Poveda and Allen (1975) for w Cen 
emphasize that it is necessary to include the effects of rotation in any 
mass estimate and consequently, the mass e stimates calculated from the 
non-rotating models of NGC 104 presented above, even if otherwise corre ct, 
underestimate the total mass of the cluster. However, using the arguments 
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of King (1961) it appears that for an ellipticity of 0.1 the mass is 
underestimated by a factor of apprcximately 1.1 which is not significant 
although the underestimate maybe much larger if the angle of inclination 
is near zero degrees. 
In summary then, it seems likely that the assumption of equipartition 
of energy ·in these clusters is not justified unless further independent 
evidence suggests that the remnant population of these clusters is 
significantly enhanced. The assumption of an isotropic velocity 
distribution function for the models however, cannot be fully tested 
without further observational data but the good fit of the model data 
to the observed count data and surface brightness profiles for these 
clusters indicates that this assumption is probably valid. The role of 
rotation in the dynamics of these clusters does not appear to be significant. 
For the reasons outlined above it seems unlikely that that total 
masses of these clusters are less than the values given by the full 
equipartition of energy, non remnant enhanced models calculated above. 
Consequently, these values represent ZOuJer limits to the true total masses. 
These limits, along with the corresponding limit on the mass to visual 
light ratio for each cluster are given in table 4.6. Also given in the 
table is the absolute integrated visual magnitude for each cluster 
- derived from the integrated apparent magnitudes given in tables 4.2 and 
4.5 and the adopted distance moduli given in table 3.8. 
These results indicate that the present mean mass to light 
ratio for globular clusters, as far as it is possible to define such a 
quantity given that differences in dynamical evolution rates between 
clusters will result in different present M/L values even if the initial 
mass function was the same for all clusters, is probably larger than the 
value of 1.6 found by Illingworth (1976). Since the most recent determinations 
of the central mass to light ratio for elliptical galaxies give 
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TABLE 4.6 
TOTAL MASS AND (M/L) LIMITS 
Cluster Mel (M 1/L) M C V V 
NGC 104 ~ 1.0 X 10
6 
M ~ 2.6 -9.2 
104 
0 
NGC 6397 ~ 4.4 X M ~ 1.1 -6.7 
105 
0 
NGC 6752 ~ 1.2 X M ~ 1.4 -7.6 
0 
(M/L) - 7(H/50) where His the Hubble constant (Faber and Jackson 1976) 
B 
it is interesting to note that these results continue the recent trend 
of reducing the difference between the mass to light ratios for globular 
clusters and elliptical galaxies which were once thought to differ by a 
factor of about a hundred. 
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CHAPTER V 
THE MASS FUNCTION OF GLOBULAR CLUSTERS 
5.1 INTRODUCTION 
In this chapter the observational data of Chapter III and the 
cluster models presented in Chapter IV are used to investigate the present 
mass function for the unevolved stars in each of the clusters in this 
study. The methods and results are described in detail in section 5.2 
· f h f · f h f - ( 1 + x) and it is ound tat power law mass unctions o t e arm dN a m dm 
give good agreement with the data for each cluster. Upper and lower 
limits on the present value of the parameter x are found from the region 
luminosity functions (figs . 3.lOa-c) and from the cluster models. The 
initial slope for the evolved section of a power law mass function needed 
to give the remnant enhancement implied by the full equipartition of 
energy models of NGC 104 is also investigated. 
The present mass functions of the three clusters are found to differ 
si0nificantly from one another. This result is discussed in section 5.3. 
It is concluded that if the effects of tidal shocks are negligible, as 
appears to be the case, then the differences in the present mass function 
between the clusters cannot have resulted from dynamical evolution alone; 
the initial mass functions must also have been different. The possible 
origin of these initial mass function differences is also discussed. 
5.2 THE PRESENT MASS FUNCTIONS OF NGC 104, NGC 6397 AND NGC 6752 
In this section the extent to which the present mass function of 
these clusters can be represented by a power law is investigated. The 
power law mass function is written in the form 
-(1 + x) dN a m dm 5.1 
where dN is the number of stars in the mass interval dm and xis a -
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parameter controlling the slope of the function (c f. Tinsley 1973). It 
is assumed to apply between upper and lower mass cutoffs and since in 
this case only stars still on or near the main sequence are being considered, 
the upper mass cutoff is naturally set at the mass, m, above which there 
u 
are no single unevolved stars in the cluster. Clearly the present value 
of m in each cluster will be comparable to the mass adopted in the previous 
u 
chapter for the cluster giants and subgiants. The lower mass cutoff, m1 ,, 
is set at the mass corresponding to the point on the region luminosity 
function (figs. 3.l0a-c) where the number of stars is no longer an 
increasing function of magnitude. For NGC 104 and NGC 6752 this mass is 
of the order of 0.2 M as for the solar neighbourhood luminosity function 
0 
(Wielen 1973) while for NGC 6397 m1 is higher, a value of 0.35 M@ being 
adopted. 
By integrating equation 5.1 it can be seen that the total number 
of stars with masses less than m, called the cumulative mass function 
u 
N(m), is given by 
Consequently, 
N(m) -x -x k(m .-m ) 
u 
-x -x log N(m) = log (m -m ) + const 
u 
(x > 0) • 5.2 
(x > 0) 5.3 
and it can be seen that both m and x are needed to examine observational 
u 
points in the (log N(m), log m) plane. As well, it should be noted that 
for given values of x and m, the relation 5.3 is not a straight line in 
u 
this plane. Hence if one naively fits a straight line to a set of observed 
(log N(m), log m) points and determines its slope, the value of x so 
obtained will be incorrect (except in the case of infinite cutoff mass). 
Any set of observed points must be compared with curves calculated from 
equation 5.3 for various values of m and x. 
u 
For each cluster two estimates of the present mass function can 
be made. The first of these is calculated from the region luminosity 
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function for each cluster (figs. 3.lOa-c) which is based on the star counts 
but which has been extrapolated to fainter magnitudes by continuing the 
trend shown in the observational data. The value of x derived from these 
data will be an upper Zimit on the true value since any tendency towards 
mass segregation can only increase the relative fraction of low mass stars 
in the outer regions of the cluster where the counts have been made. The 
second estimate is provided by the full equipartition of energy, non 
remnant enhanced models of each cluster. These models fit the count data 
in the region but the va.lue of x derived from the models will be a ZOLJer 
Zimit to the true value because mass segregation occurs to its maximum 
possible extent in these models. In other words, the total number of low 
mass stars in these models is the smallest possible which will still 
produce agreement with the observed count data in the outer regions of 
each cluster. 
In both cases the cumulative mass function N(m) for each cluster 
was calculated by determining t.he cumulative number of non-evolved stars 
down to the fainter magnitude li"mit of each mass class . (see tables 4.1, 
4.3 and 4.4)_. The masses corresponding to these magnitude limits were 
determined from the relations used to assign the representative masses in 
Chapter IV. No attempt was made to calculate differential mass functions 
from the available data. Instead, the {cumulative) observational data 
was compared with ' the theoretically predicted cumulative mass functions 
(equation 5.3) for various values of m and x. 
u 
The results are shown in figures 5.la-c for NGC 104, NGC 6397 and 
NGC 6752 respectively. In each figure the data derived from the region 
of the cluster where the counts have been made are plotted as circles with 
the points based on the actual observational data represented by filled 
symbols and the points based on · the extrapolations given in figures 3.lOa-c 
plotted as open circles. The data from the models, which has been 
FIGS. 5.la-c. The present mass functions of NGC 104, NGC 6397 
and NGC 6752 respectively. The abscissa is the 
logarithm of the stellar mass min solar masses 
while the ordinate is the logarithm of the 
number of stars more massive than m. The circles 
represent the data for the region of the cluster 
(given on figs. 3.9a-c) while the squares 
represent the data for the cluster as a whole 
from the models. Filled symbols denote points 
based on observational data, open symbols points 
based on the extrapolations given in figures 
3.lOa-c. The solid curves, labelled by the 
value of x used, are theoretical mass functions 
calculated from equation 5.3 chosen to give the 
best eye fit to the data. See text for further 
details. 
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normalized so that the number of stars down to the mas s limit of the mass 
class containing the cluster giants and subgiants is the same as for the 
region counts, are plotted as filled and open squares similarly. Remnant 
stars have been excluded from the model data. The theoretical curves, 
labelled by the value of x used, have been chosen from sets of curves 
calculated using equation 5.3 to give the best eye fit to the data for 
each cluster. The best fit curve for NGC 104 used an upper mass cutoff 
of 0.90 M while for both NGC 6397 and NGC 6752 the best fit was found 
0 
form = 0.875 M. Values of x which differ from those given on the 
U 0 
figures by 0.2 or more give noticeably worse fits to the data. Similarly 
values of m which differ from those used by more than 0.03 M also give 
U 0 
noticeably worse fits. The points for the final mass class has not been 
plotted for both NGC 104 and NGC 6752 since the corresponding mass limit 
is much less than the lower mass cutoff and is thus outside the domain 
in which the power law mass function applies. 
The curves give a very good fit to the data for m1 ~ m ~ m u 
indicating that for this range of masses a power law mass function does 
indeed apply and, since the true value of the exponent x for each cluster 
lies between the values given on the figures, it is clear that these 
results indicate large differences between the present mass functions of 
these clusters. The origin of these differences will be discussed in the 
next section. One point, however is worth discussing here. Figure 5.la 
indicates that the true slope of the NGC 104 present mass function for 
the unevolved stars lies .between x = 2.4 and x = 3.4. This is significantly 
steeper than that of the solar neighbourhood (x ~ 1.35) and at first sight 
it may be thought that measurements of infra-red gravity sensitive 
spectral features in the integrated spectrum of the cluster, such as the 
dwarf ·sensitive Wing-Ford band (Wing a.nd Ford 1969) at :\9910, could be 
used to confirm this result. However, mass segregation will certainly 
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deplete the dwarf population of the central region of the cluster leading 
to a much lower effective value of x for what is the most easily measured 
region. Hence it appears unlikely that measurements of such spectral 
features would yield useful information on the form of the mass function 
in the cluster as a whole. 
It is also worth discussing the extent to which the values of x 
found above are affected by uncertainties in the adopted distance moduli 
of the clusters. For NGC 104 Hartwick and Hesser (1974) have determined 
an apparent distance modulus of 13.15 ± 0.2 by using main sequence fitting 
techniques. However, if the distance modulus is determined by assuming 
that the absolute visual magnitude of the horizontal branch is t\- = +0.6 
then the value determined differs from that given by Hartwick and Hesser 
(1974) by 0.35 mag. If this value is correct, then the masses correspond-
ing to the count limits are increased by approximately 0.02 M. Plotting 
0 
the cumulative number of stars against these increa.sed masses then leads 
to values of x which are larger than those given on figure 5.la by less 
than 0.2. Since this difference is of the order of the accuracy to which 
xis determined, it is clear that the values of x for this cluster are not 
strongly affected by uncertainties in the distance modulus. Consideration 
of the uncertainties in the distance moduli for the other clusters leads 
- to similar results. Hence it is concluded that the values of x derived 
above are not sensitive to possible errors in the distance moduli used 
for the clusters . 
It was shown in section 4.2 that in order for models of NGC 104 
calculated with the assumption of full equipartition of energy to have 
central velocity dispersions which agreed with the observed value, it was 
necessary that the number of remnant stars in the cluster be enhanced by 
a factor of between four and ten times relative to the number expected 
from the Salpeter function. If it is assumed that all stars which had 
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initial masses greater than the current upper mass cutoff produced remnant 
stars, and that the initial mass function for these stars also obeyed a 
power law distribution, it is possible to calculate the slope necessary 
to produce the required enhancements. The results of this calculation 
are given in table 5.1 where the value of x required for a given enhance-
ment over the Salpeter function (x = 1.35) is listed for various values 
of the initial upper mass limit. 
TABLE 5.1 
VALUES OF x FOR REMNANT ENHANCEMENT 
Enhancement Initial Upper Mass Limit 
Factor 10 M 20 M 50 M 
0 0 0 
4 -.2 0.0 0.2 
10 -.8 -.5 -.3 
Although it has been found that some young and intermediate age 
globular clusters in the LMC have values of x of around zero for masses 
between -10 M and -1 M (Freeman 1977 personal communication), the 
0 0 
evidence from the 'semi-equipartition' model, which required no remnant 
enhancement to fit the observed velocity dispersion, and the steep slope 
of the low mass (m < m) portion of the present mass function of this 
u · 
cluster, indicate that it is unlikely that the high mass end (m > m) 
u 
of the initial mass function of NGC 104 could have had a value of x as 
low as those in table 5.1. It is much more likely that the assumption 
of equipartition of energy for this cluster is not val'id. 
5.3 DISCUSSION 
The differences between the present mass function of these clusters 
are clearly significant. The fundamental question that must now be tackled 
is whether these differences are due simply to dynamical evolution or 
whether they are due, at least in part, to differences in the initial mass 
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function between these clusters. 
(a) The effects of dynamical evolution 
The dynamical evolution of globular clusters is governed by the 
effects of relaxation through stellar encounters and by the effects of 
gravitational shocks which occur whenever a cluster passes through the 
galactic plane . Many studies of these effects exist (see for example the 
review articles of Spitzer 1975 , Wielen 1975 and the references therein) 
but the most recent is that of Spitzer and Shull (1975) in which the 
results of Monte Carlo computations of the dynamical evolution of 
spatially limited model clusters containing three different mass groups 
are presented . Results are given for a number of quantities and in 
particular , escape rates and .their dependence on various model parameters 
are listed for the stars of each mass group. The basic results of these 
calculations can be summarized as: · 
(i) significant mass segregation occurs in all the models in 
times comparable with trh' the reference relaxation time; 
(ii) escape rates are strongly d~pendent on mass if the effects 
of shock heating are not negligible; 
(iii) central core collapse occurs for values of t/trh lying between 
three and six . 
Using these calculations as a basis for comparison, an attempt can 
now be made to estimate the effects of dynamical evolution on the mass 
functions of the clusters in this study. As a first step, the dynamically 
important timescales trh' the reference relaxation time ,_ and tsh' the 
shock disruption time will be calculated for each cluster and compared with 
9 
the adopted cluster age of 10 x 10 years. The ratio tsh/trh is also an 
important quantity since it measures the relative importance of shock heating 
in the evolution of a cluster and consequently the extent to which escape 
rates depend strongly on stellar mass. The reason for this lies with the 
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fact that, because trh is usually less than the age of a cluster, 
significant mass segregation should have occurred with the less massive 
stars lying generally further from the cluster center. Since the shock 
disruption time for a group of stars varies as the inverse cube of their 
distance from the cluster center (Ostriker et al. 1972) it is clear then 
that the stars of lower mass will be more strongly affected by shock heating. 
The reference relaxation time for a cluster is defined as the 
relaxation time computed for stars of mean mass, for a density equal to the 
mean value inside rh and for a velocity equal to its rrns value within the 
cluster. The length scale rh is the radius containing half the cluster mass. 
Following Spitzer and Hart (1971) trh is given by: 
5 
= 8. 6 X 10 
M 1/2 3/2 
cl rh 
<m> log ( 0. 4N) 
5.4 
where Mel is the total mass of the cluster, <m> is the average stellar 
mass , and N is the total number of stars in the cluster. The constant is 
appropriate for Mel and <m> in solar masses and rh in parsecs. 
Similarly the shock disruption time tsh is defined as the ratio of 
the mean binding energy of the cluster per unit mass to the average rate 
of shock heating per unit mass for a star at the median distance rh from 
the cluster center . It can be regarded as a measure . of the time required 
to disrupt at least the outer half of a stellar system by shock heating and 
is given by (Ostiker et al. 1972): 
t 
sh= 3G Ml P V 
2 
C C ZC 
where P is the orbital period for a cluster about the galaxy, V is 
C ZC 
the velocity of the cluster through the galactic disk, and g is the 
m 
5.5 
maximum acceleration towards the ·galactic plane experienced by the cluster. 
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Ostriker et al. (1972) list typical values of these parameters as 
8 -1 -9 -2 P = 4 x 10 years, V = 300 kms and g = 4.7 x 10 ems and for 
C ZC m 
these values -
= 1. 2 X 10lO 5.6 
where as before the constant is appropriate for tsh in years, Mel in 
solar masses and rh in parsecs. 
Values of trh and tsh for each cluster are given in table 5.2 
along with the ratio of the median radius rh to the tidal radius rt 
for each cluster and the ratio of the adopted cluster age (10 x 109 yrs) 
Also given in the table is the central relaxation time t for 
re 
each cluster calculated using the formula given by Peterson and King (1975). 
TABLE 5.2 
DYNAMICAL EVOLUTION TIMESCALES 
Cluster (rh/rt) trh tsh t tsh/trh age/trh re (yr) (yr) (yr) 
NGC 104 0 .19 2.3 X 1010 5.0 X 1012 3.0 X 10 7 2.2 X 102 0.4 
NGC 6397 0.13 4.2 X 10 8 1.4 X 1013 2.4 X 10 7 3.3 X 10 4 24 
NGC 6752 0.16 2.5 X 109 5.0 X 1012 3.2 X 10 7 2.0 X 10 3 4 
In calculating the values given in this table, the results ·of the 
non remnant enhanced, full equipartition of energy models have been used. 
As discussed in section 4.4 these models underestimate the true total mass 
and central density of the clusters, and for similar reasons, the values of 
rh derived from these models will exceed the true value. For trh the 
decrease in rh compensates the increase in Mel (cf. equation 5.4) so that the 
values given in the table may not differ significantly from the true 
values for each cluster. On the other hand, the values oft hand t 
s re 
given in the table will be lower 'iimits to the true values. However, the 
effect on trc is not as marked as the effect on tsh since trc depends 
only on the square root of the central density while tsh varies as 
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3 (Mc1/rh). For example, if the central density implied by Illingworth's 
(1976) central velociti dispersion had been used for NGC 104 (cf. equation 
4.1), a value oft - 4.4 x 10 7 yrs would have been derived. The difference 
re 
between this value and the value oft given by Peterson and King (1975), 
re 
8 1.2 x 10 yrs, is due mainly to the different values of r 
C 
used (t 
re 
3 
a r ) . 
C 
Peterson and King (1975) give log ·r = -0.33 arcrnin and use a distance of 
C 
4.9 kpc derived from their tabulated values of the apparent visual modulus 
(13.5) and reddening (0.02 mag) for this cluster. However, in this study 
log r = -0.40 arcrnin (cf. table 4.2) and the apparent modulus (13.15) and 
C 
reddening (0.04 mag) determined by Hartwick and Hesser (1974) have been used. 
A number of conclusions can now be drawn from the values given in 
table 5.2. The most important of these is that the very large values of 
t 5h/trh for each cluster probably indicate that shock heating plays a 
negligible role in the dynamics of these clusters. Since, as already has 
been mentioned, this question is of vital importance in determining escape 
rates for these clusters it is necessary to investigate firstly whether the 
parameters given by a.striker et al. (1972) used in calculating tsh are 
appropriate for these clusters and secondly, whether shock heating is likely 
to have been more important for these clusters in the past. Only then can 
this result be used in the calculation of escape rates for these clusters. 
The values given by Ostriker et al. (1972) for P , the period of 
C 
the cluster orbit about the galaxy and for V the velocity of the cluster 
zc 
through the galactic disk are probably reasonable but the value of g used 
m 
is that for the solar neighbourhood at a height of 250 pc above the plane 
(Oort 1965) and may be significantly underestimated f or clusters whi ch pass 
close to the galactic center whe.re the tidal effects will be stronger . 
For example, Keenan e t al. (1973) have calculated the orbit of the globular 
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cluster w Cen in a number of mass models of the galaxy. They find that the 
interval between successive perigalactic passages is indeed of the order of 
10 8 years but that the perigalactic distance of the cluster varies between 
1.3 and 2.2 kpc depending on the galactic mass model used. Hence it is 
clearly important to estimate the perigalactic distance for each of these 
clusters. 
This may be done using the present observed tidal radius for each 
cluster since it is likely that internal relaxation is too slow to increase 
the size of the cluster appreciably between successive perigalactic 
passages (King 1962). In this case the perigalactic distance R is given p 
by the relation (King 1962 equation 12): 
5.7 
where M = 1011 M is the mass of the galaxy. Using the values of M 1 g 0 - C 
and rt given in tables 4.2 (model 2) and 4.5 this relation gives RP= 4.8, 5.1 
and 6 . 1 kpc for NGC 104, NGC 6397 and NGC 6752 respectively. These values 
are in reasonable agreement with each other so there is no reason to assume 
that the same value of g is not applicable to each cluster and that the m 
value given by Ostriker et al (1972) is grossly incorrect. Certainly it 
seems very unlikely that the value of tsh/trh for NGC 6397 can be reduced 
to the value of approximately 20 required for shock heating to be 
dynamically important (Spitzer and Shull 1975). 
As to whether shock heating may have been more important in the 
past for these clusters, the following comments can be made: Spitzer and 
Shull (1975) state that both rh and trh change relative ly little during the 
evolution of their models after perturbations resulting from any initial 
collapse have died away. However, these calculations do not include any 
effects that arise from the fact that all the stars initial ly present in the 
cluster with masses greater than the current giant mass have evolved to 
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produce less massive remnants. As a result, the average stellar mass 
should decrease with time and from equation 5.4 it can be seen that this 
leads to smaller values of trh in the past for constant N. This partially 
compensates the effect of the decrease in N with time as stars escape 
which would imply a larger value of trh in the past. Consequently, it is 
likely that the present value of trh can be taken as representative of 
its value early in the lifetimes of these systems. Similarly since the , 
value of rh used for these clusters refers to all the stars rather than 
just the cluster giants, it is likely that the present value of rh can 
also be taken as representative of its initial value. 
For tsh however, there are no compensating effects and the decrease 
in the total mass of the system as stars escape and evolve indicates that 
the initial value of tsh would have been greater than its present value. 
Thus it appears that shock heating is relatively less important early in 
the lifetime of a system and therefore, given the present large values 
of tsh/trh' it seems unlikely that shock heating is dynamically important 
for these clusters. 
In table 5.2 it is clear that the reference relaxation time for 
NGC 104 is actually longer than the adopted age of the cluster and the 
question may be asked whether this is compatible with the fact that mass 
segregation is observed in this cluster (e.g. fig. 3.8). For NGC 104 
model 2 the value of x, when the remnant stars with masses between m1 and 
m are included, is approximately 1.4 so comparison can be made with the 
u 
L series models of Spitzer and Shull (1975) which have x = 1.6. 
Inspection of figure 1 of Spitzer and Shull (1975) shows that the radius 
containing half the massive stars and the radius containing half the 
lower mass stars, which are initially equal, differ by a factor of 
approximately 1.7 after a time of only 0.5 trh independent of the rate 
of shock heating. Thus there appears to be no conflict between the 
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value of trh given in table 5.2 and the fact that mass segregation is 
observed in NGC 104. 
Two further points that follow from table 5.2 are also worthy of 
comment. Firstly· the large differences between the values of trh and 
t given for each cluster illustrate the well known fact that relaxation 
re 
times in globular clusters increase rapidly with radius. This is 
especially true for centrally concentrated clusters such as NGC 104. 
Secondly since the results of Spitzer and Shull (1975) predict the 
collapse of the ' core ' of a cluster in a time of between 3 and 6 trh' 
it is clear that NGC 6397 (and possibly NGC 6752 also) has gone through at 
least one phase of core collapse, whatever that may entail (see Aarseth 
and Lecar 1975, Hills 1975, Spitzer 1975 and the references therein for 
discussions of this subject). 
(b) The initial mass functions -
) 
In order to discuss the initial mass functions of these clusters 
it is necessary to estimate the rate of escape of stars of different mass 
over the lifetime of the clusters. This can now be done by comparing 
these clusters with the models of Spitzer and Shull (1975), calculated 
without shock heating. There are three such models; model L which has a 
a 
value of rh equal to 0.11 re' (r is the escape radius of the model 
e 
corresponding to the tidal radius rt of the cluster) and for which the 
initial value of the mass function parameter xis 1.6; model Nin which 
rh = 0.11 re and x = 0.4 initially; and model M which has rh 0.34 r 
e 
and x = 1.6 initially. For model M, however, r /r already exceeds the h e 
values of rh/rt in table 5.2, which are in turn upper limits to the true 
values in the clusters. For this reason no comparisons will be made 
with this model. 
Since for NGC 104 the timescale for the evolution of the stars 
more massive than the current giant mass is much shorter than the 
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reference relaxation time, their evolution and the corresponding 
remnant formation can be assumed to have taken place instantaneously so 
that the current upper mass cutoff of approximately 0.90 M has, as far 0 
as the dynamical evolution of the cluster is concerned, effectively 
applied over the entire life of the cluster. In this case the effective 
present mass function of the cluster must also include the remnant stars. 
For NGC 104 model 2 the present value of x when the remnants are included 
is approximately 1.4 (cf. x = 2.4 for the unevolved stars alone) so that 
the dynamical evolution of this cluster model is directly comparable 
with that of model L of Spitzer and Shull (1975). Inspection of their 
a 
table 4 shows that for this model approximately 99% of the 'heavy' stars 
(mass 0.625), 95% of the 'medium' stars (mass 0.25) and 96% of the 'light' 
stars (mass 0.10) remain after 2.5 reference relaxation times. Hence it 
is clear that if model 2 is a valid representation of the cluster then the 
present mass function of the unevolved stars in NGC 104 cannot be very 
different from the initial mass function for these stars. This result 
applies also to the 'semi-equipartition' model, model 5, for which the 
present value of x (remnants included) is approximately 2.4 (~ 2.8 
remnants excluded). 
If the remnant enhanced models, for example model 3, give a more 
correct picture of the cluster, then the current effective value of x 
(remnants included) is smaller (x ~ 0.8). In this case comparison should 
perhaps be made with model N of Spitzer and Shull (1975). But even for 
this model some 85% of the 'light' stars, 88% of the 'medium' stars and 
95% of the 'heavy ' stars remain after 5.5 reference relaxation times. 
This indicates that the number of stars escaping in 0.5 trh is negligible. 
So it is clear that independent of the cluster model chosen, the present 
mass function for the unevolved stars in NGC 104 is little different from 
the initial mass function for these stars. That is, for the stars in the 
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mass range 0.2 5 m $ 0.9, the initial value of x for this cluster lay in 
the range 2. 4 5 x 5 3. 4 with the lower values inside this range more likely 
to be correct since at least some mass segregation occurs in this cluster. 
Whether this value applied also to the stars more massive than the 
current upper mass cutoff cannot be easily determined. Certainly though, 
if the remnant enhancement required by the full equipartition of energy 
models is confirmed by further observations, then it is clear that the 
IMF for the more massive stars must have been considerably flatter than 
that for the low mass stars. 
For NGC 6752 the present age is some four reference relaxation 
times. Al though this is within the range of times covered by the models 
of Spitzer and Shull (1975), direct comparison is complicated by the 
change in slope of the mass function in the cluster as stellar 
evolution changes the more massive stars into less massive remnants on 
a timescale comparable with trh· In this case, the mass of the low 
mass stars, whose escape rate is of interest, is an increasing fraction 
of the average stellar mass. This perhaps indicates that the escape of 
these stars may have been relatively faster in the past. However, since 
the rates of escape and their rate of increase with time are less for 
steeper mass functions (Spitzer and Shull 1975, table 3), this effect is 
compensated by the steeper slope of the mass function in the past. 
Further, in the models of Spitzer and Shull (1975), the stars of 
'medium' mass escape almost as fast as the 'light' stars. Hence it would 
seem that the rate of escape for the lower mass stars is fairly independent 
of the average stellar mass and of the slope of the mass function. 
For stars in the mass range of interest, 0.2 5 m ~ 0.9, the present 
value of x for the unevolved stars lies in the range 1.0 $ x ~ 1.8 
(figure 5.lc). If, however, the number of remnants used in calculating 
the model of this cluster are included, then the effective present value 
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of x for all stars in this mass range is approximately 0.4. Then, 
given the arguments above, it is probably valid to compare NGC 6752 
with model .N of Spitzer and Shull (1975). For this model, as mentioned 
above, some 85% of the 'light' stars, 88% of the 'medium' stars and 95% 
of the 'heavy' stars remain after 5.5 reference relaxation times. This 
corresponds to a decrease of 0.1 in the value of x over the lifetime of 
this model. Therefore it is concluded that the value of x for the 
unevolved stars in NGC 6752 could not have changed by more than 0.2 
during the lifetime of the cluster. This conclusion would have been 
the same if model L of Spitzer and Shull (1975) had been used for the 
a 
comparison instead of model N; indeed, the change in the value of x 
predicted from this model is even less. Hence it appears that the initial 
value of x for stars in NGC 6752 with masses in the range 0.2 ~ m $ 0.9 
lay in the range 1.2 ~ x $ 2.0 with again lower values , of x inside this 
range more likely to be correct since it is probable that at least some 
degree of mass segregation occurs in this cluster. It is perhaps worth 
pointing out that these results for NGC 104 and NGC 6752 are not critically 
dependent on the assumption that shock heating is negligible for these 
clusters. Indeed for model L of Spitzer and Shull (1975) in which-
c 
shock heating is appreciable (tsh/trh ~ 11 cf. table 5.2), the value of x 
decreases by less than 0.2 in 2.7 reference relaxation times. 
For NGC 104 and NGC 6752 it was possible to make direct comparisons 
with the models of Spitzer and Shull (1975) since the age of these 
clusters, when expressed in terms of the reference relaxation time, lay 
within the range covered by the models. For NGC 6397 however, this is not 
possible since the age of this cluster is of the order of 24trh while the 
avail·able model calculations cease at the beginning of the phase of core 
collapse which occurs at a time of between 3 and 6 trh· Hence any 
calculation of the fraction of stars escaping over the lifetime of this 
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cluster are likely to be even more uncertain than those for NGC 104 
and NGC 6752. 
In order to provide at least some estimate of the fraction of 
stars escaped, the rate of escape for each of Spitzer and Shull's mass 
groups that applies just before the phase of core collapse,has been 
assumed to continue to apply after core collapse and to remain constant 
during the subsequent dynamical evolution of the cluster. Then using the 
values given in table 3 of Spitzer and Shull (1975) it is found that for 
model N after a period of 24 trh 30% of the 'light', 44% of the 'medium' 
and 70% of the 'heavy' stars remain, while for model L the equivalent 
a 
fractions are 50%, 59% and 84% respectively. For both these models this 
corresponds to a decrease in the value of x of approximately 0.3 over 
this time interval. Alternatively, if the escape rate for each mass 
group is assumed to remain constant at twice its value, just before core 
collapse, then the value of x decreases by about 0.7 for both these models 
in a time of 24 trh. In addition, in this case almost all the 'light' 
stars have es caped from model N indicating an increased ' lower mass 
cutoff for the power law mass function. 
Hence although these figures are undoubtly very uncertain, it 
seems likely that the present value of x for NGC 6397 is approximately 
0.5 less than its initial value. It is also probable that the present 
lower mass cutoff for this cluster, which occurs at about 0.35 M, was 
0 
considerably lower in the past and may have been comparable with the 
value occuring in the other clusters. It appears then, using the values 
of x given on figure 5.lb, that the initial value of x for stars in 
NGC 6397 with masses in the range 0.2 5 m 5 0.9 probably lay in the range 
1.1 $ x $ 1.3 with the lower limit closer to the estimated true value since 
a considerable degree of mass segregation is expected to occur in this 
cluster. 
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So in summary, it is clear that the changes in x brought about 
by dynamical evolution are not large enough to rule out the possibility 
that the differences between the present mass functions for the low mass 
stars in these clusters are due, at least in part, to different initial 
mass functions. In particular it appears that the most likely initial 
value for x in the massive, relatively metal rich cluster NGC 104 is 
approximately 2.6 leading to an initial mass function (IMF) which contains 
considerably more low mass dwarfs than the IMF's for the less massive, 
metal deficient clusters NGC 6397 (initial x z 1.2) and NGC 6752 (initial 
x ~ 1.4) which appear to have had similar IMFs. Indeed the possibility 
that both NGC 6397 and NGC 6752 had the same IMF as that generally used 
for the solar neighbourhood (x ~ 1.4) cannot be dismissed but given that 
star formation in these clusters is probably a once only event occuring 
under widely different conditions to those applying in- the solar 
neighbourhood (.i.e. in the disk of the galaxy) where star formation is 
a continuing process, much significance should not be placed on this 
result. 
Before going on to discuss the possible origin of the differences 
between the IMFs of these clusters, it is of interest for illustrative 
purposes to use these estimated present and initial values of x, together 
. with some simple assumptions, to investigate what fraction of the initial 
mass of each cluster is represented by its present mass. This is done as 
follows: the initial mass of the cluster is calculated by assuming that 
the initial value of x estimated for the low mass stars above applies to 
stars of all masses and that the number of stars at the present upper 
mass cutoff, here taken as 1 M for convenience, has not changed during the 
0 
lifetime of the cluster. Similarly the present mass of the cluster can be 
estimated by using the present value of x for the low mass stars and by 
assuming that all the stars more massive than the present upper mass cutoff 
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have evolved to remnants of mass 0.7 M, with the rest of their initial 
0 
mass being lost to the cluster. An initial upper mass cutoff of 50 M 
0 
was assumed. The results of this calculation are given in table 5.3 in 
which xI and xp represent the initial and present values of x used for 
each cluster. Since it has been demonstrated that the remnant population 
of NGC 104 may possibly be enhanced, the calculations for this cluster have 
also been made with a value of xI = 0.5 for the stars with masses in the , 
range 1 ~ m 5 50 M. 
0 
TABLE 5. 3 
ESTIMATED FRACTIONS OF INITIAL TOTAL MASS 
Cluster 
NGC 104 ( 1) 
NGC 104 (2) 
NGC 6397 
NGC 6752 
2.6 
2.6t 
1.2 
1.4 
0.5 form >l M 
0 
2.6 
2.6 
0.7 
1.2 
0.96 
0.45 
0.32 
0.56 
rt is clear from this table that if these fractions are at _all typical 
of the globular cluster population as a whole, then the total amount of 
mass in this system is now substantially less than it was at the time 
when the clusters were formed, with the lost mass consisting partly of 
gas and partly of escaped low mass stars. 
(c) The origin of the different IMFs 
It has been shown that the initial mass function for the massive 
relatively metal rich cluster NGC 104 is significantly different from 
those for the less massive metal deficient clusters NGC 6397 and NGC 6752. 
The NGC 104 IMF appears to be much steeper than the IMF's for NGC 6397 
and NGC 6752 so that the fraction of low mass (m - 0.2 M) stars in this 
0 
cluster is much higher than in NGC 6397 and NGC 6752. However, given 
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complexity of the star formation process, this result is not particularly 
surprising. It is not inconceivable that the mass spectrum of the 
fragments formed in a collapsing gas cloud depends to some extent on the 
mass of the collapsing cloud nor is it physically implausible to suggest 
that the lower rate of cooling in metal poor gas inhibits the formation of 
lower mass stars (e.g. Silk 1977a); indeed many processes and conditions 
could play a significant role in determining the IMF of the cluster. 
However, in the discussion that follows one plausible explanation for these 
differences will be advanced. 
As a first step in the discussion it is necessary to summarize some 
relevant recent results. It has been known for many years that the 
globular clusters with late spectral types tend to be more concentrated 
towards the galactic center than the clusters of earlier spectral type 
(e.g. Baade 1958) and this result has recently been given a more 
quantitative basis by Woltjer (1975). By using integrated spectral types 
and/or intrinsic integrated colours he has classified most of the known 
globular clusters into two distinct groups; the halo (H) clusters and the 
disk (D) clusters. The halo clusters are spherically distributed about 
the center of the galaxy and are generally found at relatively larger 
distances from the galactic center. woltjer (1975) gives a mean distance 
from the galactic center of approximately 10 kpc for a sample of 53 
H clusters. On the other hand, the disk clusters are much more centrally 
concentrated: for the 31 observed D clusters in Woltjer's sample, the 
mean distance from the galactic center is only 5 kpc. However, it should 
perhaps be stressed that the title 'disk' is actually somewhat of a 
misnomer; like the halo clusters the disk clusters are also spherically 
distributed about the center of the galaxy and show no significant 
concentration towards the galactic plane (Harris 1976) ~ 
The mean metal abundance of these halo clusters has been 
considered by Hartwick (1976) who calibrated the metal abundance 
parameter [m/H] of Kukarkin (1974) in terms of [Fe/H] and then used 
the listed values · of [m/H] to determine a frequency function for the 
halo clusters. He found that this frequency function can be well 
represented by a Gaussian curve with a mean value of [Fe/H] = -1. 45 
204 
and a standard deviation of 0.37. Although the corresponding sample is , 
undoubtedly incomplete, a similar analysis can be applied to determine 
the mean metal abundance of the D clusters. Using the values of [m/H] 
given by Kukarkin (1974) and Hartwick's calibration, the mean [Fe/H] 
for the 27 D clusters for which [m/H] is available is approximately 
[Fe/H] ~ -.4 with a standard deviation of about 0.4 Briefly then, the 
globular cluster population appears to consist of two distinct groups, 
the disk clusters and the halo clusters, with the disk· clusters more 
enriched in metals and more concentrated towards the galactic center than 
the halo clusters. 
It is also worth noting that for both the halo and the disk 
clusters there is no correlation between metal abundance and absolute 
magnitude as there is for elliptical galaxies (e.g. Sandage 1972, 
Faber 1973). This indicates that generally the metal abundance of a 
cluster reflects the metal abundance of the gas from which it formed. 
This point will be discussed further shortly but it is clear that it 
implies that self-enrichment does not occur to any significant extent 
in globular clusters . Only in the most massive globular cluster w Cen 
is there any direct evidence to support the idea of self-enrichment 
(Freeman and Rodgers 1975). 
The second area of relevant recent work concerns the collapse and 
fragmentation of gas clouds and particularly the role played by the 
metal abundance of the gas in determining the characteristic mass of the 
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protostellar fragments. Silk (1977a) has presented a semi quantitative 
discussion of cooling mechanisms in which it is indicated that the 
first generation of stars formed in a collapsing gas cloud of primordial 
abundance have masses greater than -0 . 3 M and may have had a 
0 
characteristic mass as high as 20 solar masses. In addition, the upper 
mass limit for star formation may also be greater in very metal poor 
conditions (e . g. Larson and Starrfield 1971, Kahn 1974). Silk (1977a) 
goes on to suggest that there exists a threshold value of the metal 
abundance in the gas above which heavy element cooling prevails, leading to 
a mass spectrum for the protostellar fragments which differs significantly 
from that for the first generation of stars. He identifies this threshold 
value with the metal abundance inferred for the most metal deficient halo 
stars. 
In a subsequent paper (Silk · 1977b) he discusses- in detail the 
collapse of a gas cloud containing an appreciable abundance of heavy 
elements as well as dust grains and suggests that the characteristic mass 
for the protostellar fragments formed in this opacity limited collapse 
is of the order of 0.2 solar masses. Briefly then, this work suggests 
that the number of low mass stars formed in the collapse of a gas cloud 
is dependent on the metal abundance of the gas with relatively more low 
. mass stars being formed in the collapse of metal enriched gas clouds. 
The third area of relevance concerns the origin and interpretation 
of the radial abundance gradients that occur in many galaxies. The halo 
of our galaxy shows such a gradient and there is considerable evidence 
to suggest that this is a result of the formation of stars during the 
collapse of the protogalactic gas cloud (Eggen, Lynden- Bell an d Sandage 
1962; Egge n et aZ. 1973 and the references therein). Th e massive s t ars 
formed at this stage evolve on time scales short compare d to t½e collapse 
time of the gas (few times 10 8 yrs; Eggen, Lynden-Bel l and Sandage 1962) 
and consequently, as the remaining gas continues to fall through the 
stellar background, it picks up the heavy elements ejected by the 
evolving stars. Thus the gas becomes more and more enriched as it 
flows toward the center and this abundance gradient is reflected in 
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the composition of the stars which form from the gas. Radial abundance 
gradients are also observed in other galaxies (e.g. McClure and 
van den Bergh 1968; Searle 1971; Spinrad et al. 1971, 1972; Welch and 
Forrester 1972; Joly and Andrillant 1973; Strom et al. 1976) and 
similar processes are invoked to explain their existence. 
The collapse of protogalactic gas clouds has also been 
investigated theoretically by Larson (1974, 1975, 1976) who has 
calculated models for the formation and evolution of galaxies. His 
models predict radial abundance gradients as a result of the processes 
outlined above and, at least in the case of spheroidal galaxies, the 
predictions of his models have been observationally confirmed (Strom 
et al. 1976). Hence there is strong support for the view that gas in a 
collapsing protogalaxy becomes progressively enriched in metals as it 
falls in towards the center. 
This result together with the others outlined above is then 
consistent with the suggestion that the disk globular clusters of our 
galaxy formed from gas that had already been enriched in metals. 
Consequently the IMF of these clusters should contain relatively more 
low mass stars than the IMF for the halo clusters which formed from less 
enriched gas at earlier epochs in the collapse. This then provides a 
plausible explanation of the differences in the IMF between NGC 104, 
which is a disk cluster, and NGC 6397 and NGC 6752 which are both halo 
clusters. 
This explanation is supported to some extent by the results of 
van den Bergh (1975) for M92. He has found that like NGC 6397 (fig. 3.10b), 
20 7 
the luminosity function for this halo cluster is essentially constant 
between absolute magnitudes~ - +6 and~ - +8. This indicates that the 
present mass function of this cluster does not contain large numbers of 
low mass stars. However, further work, including the construction of 
models similar to those presented in Chapter IV, is needed before the 
initial low mass star content of this cluster can be compared with those 
of the clusters in this study. 
Since the difference in metal abundance between NGC 6397 and 
NGC 6752 is of the same order as that between NGC 6752 and NGC 104 
(cf. §§ 4.2, 4.3) it is perhaps a little surprising that there is not a 
larger difference between the IMFs of NGC 6397 and NGC 6752. One possible 
explanation for this apparent anomaly is that the effects .of dynamical 
evolution on the mass function of NGC 6397 have been overestimated. 
This would certainly be the case if the reference relaxation time for this 
cluster was longer in the past. However, until the detailed effects of the 
phase of core collapse on the subsequent dynamical evolution of clusters 
are known, this explanation cannot be investigated. Alternatively it 
may be that the abundances of both NGC 6397 and NGC 6752 lie below a 
possible threshold abundance in the gas above which the IMF is dwarf 
enriched and below which the IMF is approximately independent of metal 
abundance. Further data on the IMFs of both halo and disk clusters are 
needed to investigate this possibility. 
The main argument against the proposed explanation of the initial 
mass function differences concerns the central regions of elliptical 
galaxies. According to the discussion above the stellar populations of 
these regions should be dwarf dominated (x > 2) like NGC 104 but recent 
population synthesis calculations seem to indicate that lowe r values of x 
apply (e.g. Tinsley and Gunn 1976) . . The limits placed on the value of x 
by these methods are based mainly on comparisons of model predicted 
strengths of gravity sensitive infra-red spectral features with those 
actually measured in the central regions of galaxies. The most 
important of these features is the Wing-Ford (WF) band at A 9910 which 
208 
is strong in very · low mass stars but weak in giants. Whitford (1977) has 
measured the strength of this band in the central regions of seven 
E/SO/Sb galaxies and finds no detectable contribution from low mass stars. 
Indeed the mean observed index · for the galaxies is less than that predicted 
for giant stars alone. This result has been used to rule out a power law 
mass function with x > 2 (Whitford 1977) or to indicate a value of x < 1 
(Tinsley and Gunn 1976) for the stars in the central regions of 
elliptical galaxies. However, the strength of the WF band increases 
dramatically for stars with masses less than about 0.2 M (see Whitford 
0 
1977 figure 1) so that the predicted WF index for a population model is 
sensitive to the lower mass cutoff (m1 ) used, especially for larger (~ 1.4) 
values of x. In fact using the data given in table 3 of Whitford (1977) 
it can be shown that the predicted WF index for a population with x = 2.7 
and m1 = 0.2 differs from that predicted for an x = 1.35, m1 = 0.1 
population by only 0.002 magr a difference that could not be distinguished 
observationally. However, as mentioned above the observed WF index .is 
actually lower (by about 20) than that predicted for the giants alone, so 
that the discrepancy between the mass function for NGC 104 and that for the 
central region of elliptical galaxies remains, independent of the adopted 
value for the low mass cutoff. Of course it is possible that the conditions 
under which star formation occurs in the central regions of elliptical 
galaxies bear no resemblance to the conditions applying during the formation 
of NGC 104 so that the apparent differences in the mass functions are n ot 
important. Clearly, though, further work is required on the stellar 
populations of both globular clusters and elliptical galaxie s to 
investigate the origin of this discrepancy. 
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One additional result conce rning elliptical galaxies may actually 
lend some support to the explanation of the mass function differences 
presented here. Faber and Jackson (1976) have found that the central 
mass to blue luminosity ratio for a sample of 13 elliptical galaxies 
increases as the square root of the galaxy luminosity. They ascribe this 
dependence to the well known correlation between metallicity and luminosity 
for elliptical galaxies (e.g. Sandage 1972, Faber 1973) arguing that for · 
essentially similar s ·tellar populations the more metal rich will be 
fainter in blue light and consequently will have a larger mass to blue 
luminosity ratio. However, Smith and Tinsley (1976) have shown that 
available data and theory cannot yet establish whether this dependence 
can be entirely explained in this way. It is clear though, that an increase 
in the number of low mass stars with galaxy luminosity (metallicity) 
could also contribute to this effect; whether this is necessary or not is a 
question that can only be answered by further theoretical and observational 
work. 
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FUTURE WORK 
The maJor results of this thesis concerning the structure of 
globular clusters are: (i) Either clusters have large remnant 
enhancement, or complete 'equipartition of energy' between stars of 
different mass does not occur throughout these clusters. (ii) The 
generally good agreement between the models and the available surface 
brightness and star count data seems to indicate that velocity 
distribution functions are probably isotropic. However, until a direct 
determination of the variation of the line of sight velocity dispersion 
with radius is made in one or more clusters, the question of whether ' 
the velocity dispersion is indeed isotropic remains open. The nearby 
cluster NGC 104 would seem to be an outstanding candidate for such an 
observational project; the cluster giants are relatively bright and 
strong lined, the cluster is sufficiently rich so that there are 
appreciable numbers of measurable stars at large distances from the 
cluster center, and the central velocity dispersion has already been 
measured (Illingworth 1976 ) . In addition such a project would enable the 
form of the rotation law and the size of the local velocities relative 
to the rotational velocity to be determined. Such results would aid 
the understanding of the dynamics of this cluster considerably as would 
similar results for other clusters. 
The major result of this thesis for the content of globular 
clusters is that the initial mass functions of the three clusters 
studied were very different. It was . suggested that this difference 
results from the differing metallicities of the gas from which the 
clusters formed, but it is possible that some other explanation is 
more correct. Further work on the mass functions of globular clusters 
__J 
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is needed to clarify this situation. Unfortunately, according to the 
tabulations of Peterson and King (1975) and Arp (1965), other than 
NGC 104, there are no metal rich clusters with apparent modulus less 
0 
than 14.5 which are further than 15 from the galactic plane. Hence it 
will be difficult to determine whether other metal rich clusters had 
dwarf enriched initial mass functions like that found here for NGC 104. 
However, these criteria are satisfied by a number of other clusters 
including w Cen, Ml3 and M92. These clusters cover a wide range of 
metallicity, absolute magnitude and central concentration and a study 
of their structure and stellar content could prove fruitful in 
attempting to isolate the orig{n of the initial mass function 
differences found in this work; indeed such a study is already under 
way for M92 (Herzog and Illingworth 1977). A determination of the 
mass function of the massive cluster w Cen would be of particular 
interest since Freeman and Rodgers (1975) have suggested that this 
cluster contains stars with widely different abundances. 
For all such investigations however, the effect of dynamical 
evolution must be separated from initial mass function differences. 
Consequently, further simulations of the dynamical evolution of 
globular clusters are needed; such studies should include the effects 
of stellar evolution which changes massive stars to less massive 
remnants on timescales which may be comparable with the reference 
relaxation time. Further, for the clusters in this work, it was 
suggested that the effect of galactic shocks was negligible. Since 
this suggestion has important consequences for the dependence of 
escape rates on mass, it is important to investigate it more 
thoroughly and to see to what extent it applies to other clusters. 
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This will become possible as improved proper motions and mass estimates 
for globular clusters enable the calculation of cluster orbits in 
realistic mass models of the galaxy (cf. Keenan et al. 1973, Keenan 
and Innanen 1975). 
In addition, the equilibrium cluster models used here could 
undoubtedly be improved upon by the formulation of more realistic models. 
Such models should include allowance for a variation in the degree of 
equipartition of energy with radius as well as for the possibility of 
anisotropic velocity distributions and systematic rotation. When 
combined with detailed observations it will then perhaps be fair to say 
that some progress has been made towards fully understanding these complex 
and intriguing objects. 
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