The game of the Towers of Hanoi is generalized to binary trees. First, a straightforward solution of the game is discussed. Second, a shorter solution is presented, which is then shown to be optimal.
The game, and its solution
The well-known game of the Towers of Hanoi can be generalized in such a way that a full binary tree is moved from one place to another, rather than a pile of discs. Moreover, there are four places in total, rather than three in the case of discs (where places are called pegs). The initial configuration with a full binary tree of height 3 is shown in Fig. 1 . We assume that the sons of a node of the full binary tree are of the same size but smaller than their father. More precisely, if the tree is of height n, then there are 2 i−1 nodes of the same size at the ith level, 1 ≤ i ≤ n, and the size decreases from level to level. The nodes at each level are indistinguishable.
At each step of the game one may move a leaf, i.e., a node without sons, from one position to another (free) position where it is again a leaf, always under the condition that it should be smaller than its father (if it has one). In particular a node may be moved to an unoccupied place, or it may be moved to be the other son of its father (if that position is free). Thus, at each moment of time, each nonempty place contains a (not necessary full) binary tree in which each son is of smaller size than its father (but not necessarily of the next smaller size). The two sons of a father need not be of the same size.
To have in mind a concrete picture of the game one may visualize each node as a -shaped object: on each of its two legs another (smaller) such object may be placed. Numbering the four places from 1 to 4, each possible position of a node during the game can be coded as a string kD 1 D 2 · · · D m with 1 ≤ k ≤ 4, 0 ≤ m ≤ n − 1, and D i ∈ {L, R} where L stands for 'left' and R for 'right'. Thus, in Fig. 2(a) there are nodes at positions 1, 1R, 1RL, 2, 2L, 2R, and 4. By 'move(x, y)', where x and y are possible positions, we denote a move of the node at position x to position y. As an example, in Fig. 2(a) , after move(1RL, 1L) we can do move(1R, 3), and the configuration will be as in Fig. 2(b) .
Solving the problem for the slightly more general case where the places are actually positions in a game with a larger n, it is easy to see (as in the case of the Towers of Hanoi) that the following recursive Pascal-like procedure t does the job (where the type 'position' is as explained above). A call t(n, a, b, c, d) will move the full binary tree of height n from a to b, via c and d.
At the right are shown the configurations after each statement, where indicates the left subtree and the right subtree of height n − 1.
Let t n denote the number of moves executed by a call t(n, . . . ). Clearly t 0 = 0, t 1 = 1, and t n = 4t n−1 + 1. Hence t n = 4 n−1 + · · · + 4 2 + 4 + 1 = 1 3 (4 n − 1). Note that the number of nodes in the full binary tree of height n is 2 n − 1. Thus the number of moves is quadratic in the number of nodes.
It is easy to show that the moves executed by the call t(n, 1, 2, 3, 4) satisfy the following additional condition: a node is always put on top of one of its original ancestors (or directly on a place). More formally, if node v 1 is put on one of the legs of node v 2 , then p(v 2 ) is a proper prefix of p(v 1 ), where p(v) denotes the position of node v in the initial configuration. Adding this condition as a requirement to the game it is easy to prove that t n is the minimal number of moves needed. This can be seen by the usual bottleneck argument (see [W] ), as follows. For a given sequence w of moves from the initial to the final configuration (for a full binary tree of height n), consider the first move of the largest node; thus there is a prefix u of w leading from to (or any other configuration obtained from this one by permuting places 2, 3, and 4), after which moves for the first time. In this prefix u of w only moves with "white" nodes and "black" nodes are made (from the left and right subtree, respectively). Moreover, due to the additional requirement, no black node is ever on a white node, or vice versa. This means that by restricting attention to all white moves (disregarding the black nodes) one obtains a sequence of moves for moving a full binary tree of height n − 1. Since the same is true for the black moves, it follows that (reasoning by induction) u contains at least 2t n−1 moves. Similarly, considering the last move of the largest node, a postfix of w of length at least 2t n−1 is obtained (disjoint with u). And so the length of w is at least 2t n−1 + 1 + 2t n−1 = 4t n−1 + 1 = t n .
We will now show that, without the above additional condition, we can do with less moves. For n = 3, t needs 21 moves (t 3 = 21), but actually 19 moves suffice as can be seen from the following sequence of configurations: move two small ones and a middle one, move three small ones, and move the middle one and two small ones. This takes 9 moves. Now the large one can be moved and a symmetric sequence of moves can be used to build up the tree. Together we have uses 9 + 1 + 9 = 19 moves.
This idea is used in the following Pascal-like recursive procedures f , g, and h, where f (n, a, b, c, d) moves the tree of height n from a to b, via c and d (i.e., f solves our problem), g(n, a, b, c, d, e) moves two trees of height n from positions a and b to positions c and d, via e, and finally, h(n, a, b, c, x, y, z) moves three trees of height n from positions a, b, c to positions x, y, z. In the pictures, denotes a subtree of height n − 1. Let f n , g n , and h n denote the number of moves executed by calls of f , g, and h, respectively, with trees of height n. Clearly f 0 = g 0 = h 0 = 0 and, for n ≥ 1,
Solving h n−1 in (2) and substituting it in (3) gives h n = 2g n−1 + 2(g n − 2g n−1 − 2) + 3 = 2g n − 2g n−1 − 1, and so h n−1 = 2g n−1 − 2g n−2 − 1. Substituting this back into (2) gives g n = 2g n−1 + (2g n−1 − 2g n−2 − 1) + 2 = 4g n−1 − 2g n−2 + 1 and so g n−1 = 4g n−2 − 2g n−3 + 1. Hence 2g n−1 + 1 = 4(2g n−2 + 1) − 2(2g n−3 + 1) + 1 and so by (1) (4) f n = 4f n−1 − 2f n−2 + 1 (for n ≥ 2; f 0 = 0, f 1 = 1).
To solve (4) consider p n = f n + 1. Then (5) p 0 = 1, p 1 = 2, and p n = 4p n−1 − 2p n−2 for n ≥ 2.
To solve the (linear homogeneous) recurrence relation (5), let G(z) = ∞ i=0 p i z i be the generating function of the sequence p i . From (5) we obtain
and so p n = 1 2 (τ n +τ n ). Thus, for n ≥ 0,
Note that 2 + √ 2 ≈ 3.42 and so f n is an improvement on t n .
In the remainder of the paper we will show that (6) is optimal: any sequence of moves leading from the initial configuration to the final one (with the full binary tree of height n) contains at least f n moves. The proof goes by showing simultaneously the analogous statements for g n and h n by induction on n, using the formulas (1) -(3). For n = 0 (or n = 1) this is obvious. Assume we have shown optimality of f n−1 , g n−1 and h n−1 , and let us prove it for n. For each case (f n , g n , h n ) we consider a sequence of moves from the initial to the final configuration with trees of height n.
First the "f -case", i.e., one tree and four places. This uses exactly the same argument as in the ordinary Hanoi-case (cf. the case of t). Consider the first move of the largest node; at that moment the two subtrees of height n − 1 have been moved to the other two places (without moving the largest node). Hence, by induction, this took at least g n−1 moves. By similarly considering the last move of the largest node, it follows that the total number of moves is at least g n−1 + 1 + g n−1 = 2g n−1 + 1 = f n .
Before proving the "g-case" and "h-case" we need a few general observations. Consider a more general initial configuration as in Fig. 3 , where we have any number of full binary trees of height n, of which k (with k = 2 or 3) have to be moved to k of the three empty places. Let us say that two configurations c 1 and c 2 of this game are equivalent if c 1 can be obtained from c 2 by permuting the old places among each other and also permuting the new places among each other (see Fig. 3 for the meaning of "old" and "new"). Clearly, if c 1 and c 2 are equivalent and c 1 can be reached from the initial configuration c 0 in m moves, then c 2 can also be reached from c 0 in m moves (permute the place numbers in the positions in the moves). Hence, in a shortest sequence of moves from c 0 to the final configuration c ∞ , there do not occur . Now consider, in such a shortest sequence, the moves of the largest nodes. At the moment that a largest node moves from one place to another, two of the other places are filled with a full tree of height n − 1 and the remaining places are filled with full trees of height n. The first remark is that a large node never moves from an old place to an old place, or from a new place to a new place. In fact, the configurations just before and after such a move are equivalent. The second remark is that if a large node moves from an old to a new place, then the next large node will not move from a new to an old place. Suppose it does. Just after the first large node moved from an old place to a new one, the configuration is, e.g., where the empty (old) place may be different. Since inbetween these configurations no large node has been moved, these two configurations are equivalent, which is a contradiction (note that the two configurations are not the same, because in that case the same large node immediately moves back to the same place, which does not happen in a shortest sequence of moves). We can conclude that, in a shortest sequence of moves, the largest nodes always move from an old place to a new place, and hence only k such moves (k = 2 or 3) occur in the sequence. We now show the "g-case", i.e., k = 2. Consider, for a shortest sequence of moves, the initial configuration, the configurations at the time of the two moves of the largest nodes, and the final configuration, as follows. From c 0 to c 1 , two trees of height n − 1 are moved to new positions. Hence, by induction, at least g n−1 moves are made. Similarly, from c 1 's successor to c 2 , three trees of height n − 1 are moved, which (by induction) takes at least h n−1 moves. Finally, from c 2 's successor to c ∞ , two trees of height n − 1 are moved, taking at least g n−1 moves. Hence the number of moves in such a shortest sequence is at least g n−1 + 1 + h n−1 + 1 + g n−1 = 2g n−1 + h n−1 + 2 = g n . Note that, formally, we actually have to consider the more general case of Fig. 3 : from c 0 to c 1 two trees of height n − 1 are moved, but the other two subtrees of height n − 1 are also movable! Hence we use the induction hypothesis for the case of Fig. 3 with four old places (and k = 2). It should be clear that the proof of this more general case goes in exactly the same way as above.
The "h-case", i.e., k = 3. In the whole (shortest) sequence of moves, each of the three largest nodes moves exactly once (from an old to a new place). By considering the configurations at these moments (together with the initial and final configurations) it is easy to see that the number of moves is at least g n−1 +1+h n−1 +1+h n−1 +1+g n−1 = 2g n−1 + 2h n−1 + 3 = h n .
This finally shows the optimality of formulas (1) to (3), and hence of formula (6). Thus the procedure f uses the minimal number of moves to solve our generalized Hanoi problem.
We mention the following two questions.
(1) Does there exist an easy iterative (non-recursive) solution of the Trees of Hanoi? cf. [H] for the Towers of Hanoi.
(2) How should the game be played in the case of an arbitrary binary tree in the initial configuration?
Epilogue
The previous text is a slightly revised version of a note that I wrote 36 years ago [E] . A few errors were corrected and a few things improved. In [JW] the game of the Trees of Hanoi was generalized to full m-ary trees instead of full binary trees, for any m ≥ 1, with m + 2 places. In fact, the generalization is a straightforward adaptation of the above case m = 2. The minimal solution still consists of three recursive procedures f , g, and h, but now g moves m trees and h moves m + 1 trees from old to new places. Thus, f n = 2g n−1 + 1 as before, but now g n = 2g n−1 + (m − 1)h n−1 + m and h n = 2g n−1 + mh n−1 + m + 1. This leads to f n = (m + 2)f n−1 − 2f n−2 + m − 1 and to f n = ⌊ 1 2R (R − m + 2)τ n ⌋ where R = (m + 2) 2 − 8 and τ = 1 2 (m + 2 + R). In the optimality proof, the general initial configuration of Fig. 3 should have m + 1 empty new places and any number of full m-ary trees of height n on the old places, of which k have to be moved to the new places, with k = m or m + 1.
When I left the Theoretical Computer Science group of Twente University of Technology in 1984, I received a physical model of the Trees of Hanoi, nicely constructed by Maarten and Ans Fokkinga. With it, I could physically demonstrate the game to my students, colleagues, friends, and family, not only the (binary) Trees of Hanoi, but also the ternary Trees of Hanoi and the classical Towers of Hanoi. The model consists of silver-coloured cylinders of five different sizes, such that on each cylinder of a given size at most three cylinders can be placed of the next smaller size. To allow quick moves, the smaller cylinders are not attached to the larger one in any way, but just stand freely on top of it. Using all cylinders, a full ternary tree of height 5 can be built, with 81 very small cylinders as leaves. This tree can be moved from one place to another in 323 moves, or in one big move if your hands are not shaking.
