Introduction
The regulation of the patterning of the embryonic trunk and tail is a basic function of the homeobox-containing Hox gene family in Drosophila (Deschamps and van Nes, 2005) . However, various downstream targets of Hox genes in the developing central nervous system suggest that Hox genes encoding DNA-binding transcription factors not only play a role in patterning of the central nervous system during early development, but also contribute to cell specification and identity (Akin and Nazarali, 2005) . Increasing evidence suggests that Hox transcription factors play a definitive role in normal proliferation and differentiation of hematopoietic cells (Magli et al., 1997; Owens and Hawley, 2002) . Recent discoveries revealed that the menin and MLL-containing histone methyltransferase complex is required for Hox gene-dependent proliferation and differentiation of hematopoietic progenitors and leukemia stem cells (Hess, 2004; Hughes et al., 2004; Milne et al., 2005; Yokoyama et al., 2005 Yokoyama et al., , 2010 Chen et al., 2006; Thiel et al., 2010) . These studies have given emphasis to epigenetic regulations in Hox-dependent hematopoiesis and leukemogenesis.
Homeobox genes and Hox code
As the first homeobox (Hox) genes were discovered in Drosophila, over 1000 homeodomain proteins have been identified in several species. These proteins are evolutionarily conserved among metazoans (refer to: Hox ProDB at http://www.iephb.nw.ru/labs/lab38/ spirov/hox_pro/hox-pro00.html) (Spirov et al., 2002) . Invertebrates, including Drosophila, have a single cluster of Hox genes, but genome duplication events during vertebrate evolution have produced a minimum of four clusters in jawed vertebrates and a seven-cluster organization for zebrafish (Danio rerio) (Amores et al., 1998) . A total of 39 mammalian Hox genes have been identified. They are distributed at four separate chromosomal clusters designated HoxA, HoxB, HoxC and HoxD. In each cluster, 13 paralogue groups are arranged from position 1 to 13 in a 3 0 -5 0 order. The same position represents their homology among clusters, sharing high sequence identity and functional redundancy. The cluster feature distinguishes Hox genes from those 'dispersed' Hox-like genes (ParaHox). The latter also encode a homeodomain similar to the clustered Hox genes, but do not display a clustered organization. These Hox-like genes are grouped together into various families based on their functional and structural characteristics (Garcia-Fernandez, 2005) , for example, Cdx and Pbx genes.
What makes Hox genes special among developmental regulators is not only that their clustered organization is complex in chromosomes, but also that the distinct combination of Hox genes is expressed in a specific anterior-posterior region (referred to as 'Hox code') Kessel and Gruss, 1991; Knittel et al., 1995) . In vertebrates, the Hox code is characterized by four unique features: (1) Spatial colinearity. There is a 3 0 -5 0 colinear sequence in which genes at the extreme 3 0 end of the individual clusters have the most anterior boundaries of expression, whereas the anterior expression domains of genes at the 5 0 end are localized more caudally (Garcia-Fernandez, 2005) . (2) Temporal colinearity. 3 0 Hox genes are expressed first, whereas more 5 0 Hox genes are expressed later and sequentially. (3) Posterior prevalence. The products of more posterior genes in the cluster tend to be prevalent over those of more anterior genes, and more caudal body levels tend to show an increasing amount and diversity of Hox products (Duboule and Morata, 1994) . (4) Overlapping expression. Most paralogous genes have identical or similar domains of expression, indicating some degree of functional redundancy. There are no dramatic alterations in morphogenesis caused by mutations of a single Hox gene in vertebrate. For example, Hoxa3, Hoxb3, and Hoxd3 generally have very similar patterning, and gene targeting has shown that members of paralogue group 3 functionally compensate for each other when one paralogous gene is disrupted Capecchi, 1997, 1998; Gaufo et al., 2003) . However, mice with conditional knockout of all nine HoxC genes die at birth, suggesting that genes in each Hox cluster are collectively necessary for the development of mice (Suemori and Noguchi, 2000) .
Recent studies support that Hox genes have an enduring role in maintaining positional identity throughout the lifetime of an organism. For instance, adult fibroblasts consistently express distinct patterns of Hox genes that are able to predict the original position of the cells along three developmental axes (Rinn et al., 2006) , and these findings also indicate that the pattern or Hox code of these cells can be epigenetically inherited or memorized. Differential expression of the HoxA and HoxD genes reflects the location of a fibroblast at the proximal-distal axis along the upper and lower limbs, whereas differential expression of HoxC genes strongly correlates with anterior-posterior location along the trunk, and expression of HoxB genes is associated with origin from internal organs rather than from skin (Rinn et al., 2006; Wang et al., 2009) . These studies have greatly increased our understanding of trafficking and homing of tissue-specific progenitors, as reflected by their Hox expression profiles. It is interesting to learn about how Hox genes define the positional identity of hematopoietic cells.
Expression patterns of Hox genes in hematopoietic cells
All hematopoietic progenitors express Hox genes in a pattern characteristic of the lineage and stage of differentiation of the cell (Figure 1a) . In murine CD34
þ cells (previously known as primary stem cells), at least 22 of the 39 Hox genes are expressed (Grier et al., 2005) . 3 0 Region of Hox genes (characterized by the numbers 1-6) are maximally expressed in the most primitive cells (that is, hematopoietic stem cells, aka HSCs), whereas 5 0 region genes (Hox7-13) are present in more differentiated cell types (such as committed progenitors) (Sauvageau et al., 1994) . During definitive hematopoiesis, there is a loss of Hox gene expression along differentiation; expression of Hox genes decreases along differentiation in a manner that seems to follow their chromosomal position: that is, 3 0 -positioned genes are downregulated earlier than 5 0 -positioned genes. In the more differentiated bone marrow cells represented by the CD34 À phenotype, expression levels of the Hox genes are low or absent. In regard to CD34 þ representative of primitive HSCs (Guo et al., 2003) , further study demonstrates that Hox genes from clusters A and B are preferentially expressed in the primitive HSC-enriched Sca-1 þ Lin À subpopulation. Their expression is decreased in the HSC-low and depleted subpopulations (Sca-1 þ Lin þ and Sca-1 À Lin þ ) (Pineault et al., 2002) . According to quantitative PCR analysis of expression of all Hox genes in the cell populations from human peripheral blood, the highest level of expression of the HoxA and HoxC genes is generally detected, with HoxD and HoxB genes generally exhibiting a 10-or 100-fold lower expression, respectively (Morgan and Whiting, 2008) . These results suggest that Hox gene expression is preferentially restricted to undifferentiated or proliferative progenitor cells in a predispositional manner (Figure 1a) .
Moreover, Hox genes are expressed in an apparent lineage-specific fashion, with HoxB and some HoxC cluster genes primarily expressed in cell lines with erythroid features and HoxA cluster genes predominantly expressed in cell lines with myeloid features (Lawrence et al., 1996) . Populations enriched for granulocyte/macrophage myeloid progenitors preferentially express genes located at the 5 0 region of the cluster (Hoxa9, b9, a10). These 5 0 cluster genes are coordinately activated in blocks in myeloid leukemia cells (Celetti et al., 1993) . In contrast, only a few scattered Hox genes are switched on in cell lines with B-or T-lymphoid potential and early erythroid progenitors. Comparisons of Hox gene expression profiles of different progenitors indicate that fetal liver and adult bone marrow stem cells are similar in terms of Hox gene expression profile, but significantly different from T-cell progenitors in child thymus. Hoxb3 and Hoxc4 are expressed throughout thymocyte development with a sequential loss of 3 0 region HoxA cluster genes (Taghon et al., 2003) . As the most immature thymocytes are derived from immigrated fetal liver and adult bone marrow stem cells, this result suggests that Hox gene expression is not only closely associated with the origin and homing niche of the progenitors, but also is involved in proliferation and differentiation of hematopoietic cells.
The biological implication of the Hox code in hematopoiesis (referred to as hematopoietic Hox code) is extensive. On one hand, Hox genes are orderly activated in normal hematopoietic progenitors and preleukemia cells (Kumar et al., 2004; Yan et al., 2006a) , in accordance with the colinear expression pattern that is observed during embryonic development. One the other hand, the expression patterns of paralogous Hox genes seen in embryonic development are not obvious in hematopoietic progenitors and cell lines, but rather whole clusters (or large regions of a cluster) are turned on or off in a lineage-specific manner. The redundant Hox activity is required for the proliferative expansion of hematopoietic progenitor cells, whereas subsequent differentiation is influenced by particular Hox genes (Ernst et al., 2004) . Consistent with multiple Hox genes, no single growth factor or cytokine but certain combinations of two or more can support expansion of HSCs ex vivo (Huynh et al., 2008) . Thus, vertebrates have these parallel, overlapping sets of Hox genes so that phenotype could be a consequence of a combinatorial expression of four cluster genes. We conjecture that the cellular positional identity can be defined with more gradations by mixing up the boundary of expression of each gene. Taking in account migration and related differentiation of hematopoietic cells, we propose that the hematopoietic Hox code virtually integrates a combinatorial expression pattern of Hox cluster genes by quantification along various body axes to define the cellular behaviors, including homing and trafficking versus proliferation and differentiation ( Figure 1b ).
Regulation of Hox gene transcription
Hox genes are transcribed in a segment-specific manner. The presence of multiple negative and positive regulatory elements in the promoter of mouse Hox genes, which are required at different stages of development, suggests a biphasic mechanism of vertebrate Hox gene expression: the elements responsible for correct initiation of Hox gene expression and maintenance elements controlling its proper maintenance (Gutman What the Hox code represents is a somewhat digital mechanism for regulating Hox axial patterning. Hox genes are arranged from 3 0 to 5 0 along the AP axis; A-D clusters are abaxially expressed in the bone marrow of head, limb and spinal bones; B-C clusters are primaxially expressed in internal tissues and organs. The cell positions can be predicted onto the four arbitrary quarters by integrating expression levels of all four Hox cluster genes and the origin of progenitors. The diagram described is at a rather coarse level, revealing broad chunks of the Hox regulatory scheme, but future work should refine the details and specific and finer aspects of positional regulation. al., 1994) . Between the initiation and maintenance phases, a transition phase is proposed to establish a proper Hox expression domain in vertebrates. In Drosophila, regulation of Hox genes is divided into three phases: initiation, modulation and maintenance (Vasanthi and Mishra, 2008) .
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Initiation of Hox expression
The precise mechanisms of initial Hox transcription are not well understood. Several upstream regulatory factors have been suggested in modulating Hox gene expression during its anteriorward spreading, such as Wnt, retinoic acid (RA), fibroblast growth factor (Fgf), Krox20 and Kreisler (Deschamps and van Nes, 2005 (Davidson et al., 2003) . Accordingly, the Fgf, Wnt, RA-Cdx4-Hoxa9 pathway is proposed to direct the differentiation of the hematopoietic progenitors (Figure 1a ).
An obvious question is how these transcription factors or regulators are sequentially recruited to the target Hox genes. Generally, recruitment of specific DNA-binding proteins to the promoter sequence is essential for transcriptional initiation. A variety of regulatory elements, including general and tissue-specific regulatory elements, have been identified in several Hox genes: Hoxb3 (Kwan et al., 2001) , Hoxb4 (Gutman et al., 1994) , Hoxa5 (Nowling et al., 1999) , Hoxa7 (Puschel et al., 1991; Knittel et al., 1995) , Hoxa9 (Yan et al., 2006a) and Hoxa10 (Akbas et al., 2004) . These regulatory elements are much conserved among cluster genes and even among interspecies of Hox genes from human and mouse (Knittel et al., 1995; Kwan et al., 2001; Lehoczky et al., 2004) . Displacing the regulatory elements outside of the Hox complex can completely or partially recapitulate endogenous expression pattern of a Hox gene in transgenic mice.
The most well-characterized regulatory elements are functional retinoic acid response elements, which have been identified from Hoxa1, Hoxb1, Hoxb4, Hoxd4, Hoxb5, Hoxb6 and Hoxb8 genes (Oosterveen et al., 2003a, b; Kobrossy et al., 2006) . Similarly, the transcriptional stimulation of the Hox genes by Cdx proteins occurs at the Cdx-binding sites (TTTATG), which are often found in clusters throughout the Hox complexes (Gaunt et al., 2004; Tabaries et al., 2005) . Two Cdx4-binding sites have been identified in the 5 0 regulatory region of mouse Hoxa9 gene: one contains a tandem repeat unit and the other a single Cdx-binding site (Yan et al., 2006a) . Overexpression of Cdx4 can activate a reporter gene driven by Cdx-protein-binding sites within a Hoxa9 gene. However, in a hematopoietic cell line, Cdx4-Hoxa9 biding is abolished by ablation of menin (Yan et al., 2006a) , which is a cofactor of the histone methyltransferase-MLL complex (Yu et al., 1998; Yokoyama et al., 2004 Yokoyama et al., , 2005 . These results suggest that an active chromatin domain is a prerequisite for formation of the Cdx-Hox transcription initiating complex.
A two-step model has been postulated to explain how chromatin structure regulates transcription of the initial domain of Hox clusters (Chambeyron and Bickmore, 2004) . According to this model, a locus-wide change in high-order chromatin structure induced by histone modifications and chromatin decondensation may first create a transcriptionally poised state. Then a progressive 3 0 -5 0 change in high-order chromatin structure, which is manifested as the movement outside of chromatin territories, is necessary to allow for the programmed expression of genes along the cluster. In parallel with Hox colinearity, a sequential opening of chromatin, starting at the 3 0 end of a cluster and moving successively toward 5 0 , leads to the release of silencing first at the 3 0 end, and sequentially, allowing the expression of more 5 0 genes (Roelen et al., 2002; Kmita and Duboule, 2003; Duboule and Deschamps, 2004) . In hematopoietic cells, menin-MLL complexes modulate the chromatin accessibility to upstream regulators of Hox genes (Figure 1a) .
To correctly implement the early activation process of the cluster genes, neighboring Hox genes are coordinately regulated by local and global enhancer sequences. Local enhancer functions are shared among subsets of neighboring genes. They ultimately provide distinct expression features through unequal partitioning of their activity on the genes they control (Sharpe et al., 1998) . In contrast, a global enhancer is located outside the clusters, which controls a series of contiguous genes at once in a relatively promoter-unspecific manner (Spitz et al., 2003) . Use of the auto-, cross-or para-regulatory loop between Hox genes, paraHox genes and other factors (Manzanares et al., 2001 ) is an exceptional mechanism to control Hox expression level. For instance, human Hoxd4 gene product functionally interacts with its upstream sequence. This upstream sequence is strikingly homologous to the sequence within the human Hoxd4 spatial enhancer (Popperl and Featherstone, 1992) and functions as an autoregulatory element.
Establishment of Hox expression domain
The other question is how the limit of expression boundaries and tissue restriction of Hox genes links to the genomic organization of the genes. Eukaryote chromosomes are subdivided into a series of discrete higher-order chromatin domains. Each domain has one or more transcription units, a locus control region that is required for initiation of transcription and a matrix attachment site that attaches the domain to the nuclear Epigenetic regulations in hematopoietic Hox code H He et al matrix. The autonomy of each chromatin domain is delimited by the special cis-acting elements called boundaries or insulators (West et al., 2002; Felsenfeld et al., 2004; Zhou and Berger, 2004) . In accordance with chromatin domain, 5 0 HoxA cluster genes are sequentially activated in MLL-AF9-transduced hematopoietic cells. All 5 0 HoxA cluster genes (Hoxa5-13) are hyperexpressed in MLL-AF9 leukemia cells, whereas only Hoxa5-9 genes are activated in MLL-AF9 preleukemic cells (Kumar et al., 2004; Yokoyama et al., 2005; Yan et al., 2006a) . These data suggest that 5 0 HoxA cluster genes are divided into at least two chromatin domains, whereas Hoxa5-9 genes are transcriptionally delimited from Hoxa10-13 by a speculated insulator. A similar insulator, polar silencer, is located between Hoxd12 and Hoxd13 in mice. Expression of genes in the 5 0 HoxD region is driven in appropriate tissues by the digit enhancer, the hernia enhancer, or both. The digit and hernia enhancers are located at either end of the cluster. The polar silencer could block one of the enhancers from activating the neighboring genes beyond the chromatin domain (Kondo et al., 1998; Kmita et al., 2000; Monge et al., 2003) .
The chromatin boundary can also be delimited by CpG methylation. Unmethylated CpG-island regions are generally flanked by regions of less-CpG-rich DNA, which is heavily methylated (Jones and Baylin, 2002) . The separation of unmethylated promoter CpG-island regions from immediately flanking areas of methylation seem to involve a functional boundary (Jones and Baylin, 2002) . Currently, there is no report of this mechanism for formation of Hox gene boundary.
The establishment of ordered domains of Hox gene expression is thought to be controlled by gradients of various putative morphogens, such as RA (Faiella et al., 1994; Maves and Kimmel, 2005) and Cdx proteins. Hox expression boundaries respond to Cdx proteins in a dose-dependent manner, and Cdx gradients might serve as instructional (morphogen) gradients for setting Hox expression patterns. In this model, temporal colinearity and Cdx gradients operate together in the establishment of Hox boundaries (Gaunt et al., 2004 (Gaunt et al., , 2008 . Cdx protein concentration may regulate the rate and extent of sequential Hox gene activation (temporal colinearity). The instructional gradient model could explain why multiple Hox genes are regulated in dose-dependent activation in primitive progenitors and downregulation at the time of differentiation (Figure 1a) . In this regard, environmental cues supplied by the microenvironment may play a primary role in lineage determination (Wei et al., 2008) .
Maintenance of Hox expression pattern
The established expression patterns of some Hox genes must be precisely and clonally maintained throughout development. The Polycomb group (PcG) and Trithorax group (TrxG) genes have been recognized as essential regulatory factors that are involved in epigenetic maintenance (Dejardin and Cavalli, 2004) . The PcG/ TrxG system and PRE/TRE-binding elements are detailed in the Supplementary data.
Distinct methylation patterns of specific lysines in histone H3 and H4 produce heritable marks that can continue recruiting the PcG complex to repressorbinding sites Muller et al., 2002; Cao and Zhang, 2004a, b) or the TrxG complex to active promoters (Milne et al., 2002; Nakamura et al., 2002) . A sophisticated pathway is proposed to sequentially recruit PcG/TrX proteins to chromatin maintenance elements along HoxA cluster genes (Figure 2 ). Once the core factors are recruited to PRE/TRE sites of the target Hox gene, multimeric PcG and TrxG protein complexes modulate the target chromatin structure and accessibility via deposition of specific posttranslational histone Figure 2 The depicted models summarize graphically Hox epigenetic initiation and maintenance. Here, we take MLL-regulating Hox gene expression as an example. The Cdx4 containing initiation complex initiates Hox activation, whereas the PcG complex remodels chromatin structure and delimits the chromatin domain. To maintain the Hox active state, both PcG and TrxG complexes (that is, MLL super complex) are recruited to guarantee a dynamic equilibrium between active and repressed histone modifications, such as H3K4 di-/tri methylation (H3K4M2/M3), H3K9M2/M3 and H3K27M2/M3 (a). (b) To silence Hox expression, the PcG protein Ezh2 and methylated H3K9 and H3K27 facilitate target DNA methylation. TF, tissue-specific transcription factor. An assumed chromatin domain isolator is indicated.
Epigenetic regulations in hematopoietic Hox code H He et al modification marks. The E(z)-Esc (PRC2) complex is responsible for catalyzing repressive histone methylation. E(z) contains a SET domain (named after the three proteins: Su(var)3-9, E(z) and Trithorax). The SETdomain proteins possess histone lysine methyltransferase activity (Dillon et al., 2005) . The E(z) SET domain preferentially methylates histone K27 to a minor extent and also K9 of H3 (Muller et al., 2002; Cao and Zhang, 2004b) , whereas the Su(var)3-9 SET domain selectively methylates H3K9. In contrast, PRC1 does not contain any enzymatic activity, but can be recruited to chromatin by the Pc chromodomain-mediated recognition of H3K27M3 mark, which is deposited by PRC2 . Thus, the PRC1 complex is hypothesized to create a stably repressed chromatin structure through recognition of the E(z)-mediated H3K27 trimethylation. In addition, PRC1 inhibits chromatin remodeling by SWI-SNF chromatin-remodeling complexes (Shao et al., 1999; Saurin et al., 2001; Francis et al., 2004) and maintains a repressive chromatin structure. The presence of TATA-binding protein Associated Factors in PRC1 suggests that its components might prevent the transition from recruitment to the promoter to initiate transcription (Dellino et al., 2004) .
The induced state of H3K4 methylation seems not to persist indefinitely through yeast cell divisions but is maintained for a significant portion of an individual cell cycle after transcriptional inactivation and SET1 dissociation. This phenomenon is termed as 'short-term memory' of recent transcription (Ng et al., 2003) . However, new evidence has indicated that mammalian methylated histone H3K4 is subjected to continuous dynamic turnover of acetylation (Hazzalin and Mahadevan, 2005) . Hypermethylation and hyperacetylation are segregated to the isolated subregions of mitotic chromatin and generate a stable epigenetic mark for active chromatin (Kouskouti and Talianidis, 2005) . Acetylation-based epigenetic code may operate through both mitosis and meiosis (Turner, 2000) . The most longstanding and highly conserved example of lysine-specific histone acetylation is the di-acetylation of newly synthesized H4 at lysine 5 and 12, in which form it is deposited on newly replicated DNA during chromatin assembly (Sobel et al., 1995) .
Molecular links between DNA methylation and histone modifications
Recent advances in the field of chromatin structure are beginning to link the histone code with the DNA 'cytosine-methylation code', which indicates that these two epigenetic processes are intimately linked (Jones and Baylin, 2002; Lachner and Jenuwein, 2002) . First, H3K9 and CpG methylations show complex interplay in which each mark can influence the other (Fuks et al., 2003a, b) . Several experiments have indicated that methylated DNA influences the methylation of H3K9 during DNA replication, resulting in the silencing of gene expression (Martin and Zhang, 2005) . Conversely, H3K9 and H3K27 methylations can direct DNA methylation (Tamaru and Selker, 2001; Jackson et al., 2002 Jackson et al., , 2004 Mathieu et al., 2005) . The PcG SET domain containing protein EZH2 interacts with DNA methyltransferases (DNMT1, DNMT3A and DNMT3B) and is required for DNA methylation of EZH2 target promoters (Vire et al., 2006) . Second, CpG-binding protein (CXXC finger protein 1, CFP1) is a component of a mammalian SET1 histone H3K4 methyltransferase and acts as a critical epigenetic regulator of both cytosine and histone methylations (Lee and Skalnik, 2005) . MLL, a mammalian trithorax protein, contains multiple domains, including a DNA methyltransferase homology domain (DNMT1) in the N terminus and a highly conserved Cterminal SET domain. Loss of the SET domain is associated with a dramatic reduction in histone H3 lysine 4 monomethylation and DNA methylation defects at the same Hox loci (Terranova et al., 2006) . Although its DNMT1 domain binds in vitro to unmethylated CpG-rich DNA (Fuks et al., 2000) , Mll binds to specific clusters of CpG residues within the Hoxa9 locus and protects the CpG clusters from DNA methylation in murine embryonic fibroblast cells (Erfurth et al., 2008) , providing another mechanism to maintain Hox gene activation.
Third, methyl-CpG-binding proteins and DNA methyltransferases are associated with histone deacetylases (HDACs) (Esteller, 2006) . Both DNMT1 and DNMT3a have been shown to interact through several methyl-CpG-binding proteins (MECPs) that read DNAmethylation patterns. For instance, MECP2 forms a complex with HDACs and a corepressor protein, Sin3a, to repress transcription in a methylation-dependent manner. Another methyl-CpG-binding protein MBD2 forms a complex with the multi-subunit NuRD complex (previously known as MECP1), which contains an ATPdependent chromatin-remodeling protein, Mi-2, and HDACs. The MECP2-Sin3a-HDACs and MBD2-NuRD complexes provide a mechanistic link between DNA hypermethylation and histone deacetylation in transcriptional repression.
The molecular links between histone modifications and DNA methylation can strengthen the stability of two covalent modifications and provide highly stable cellular memory. Stable memory is biologically important for Hox genes to specify the identity of embryonic tissues (Ringrose and Paro, 2004) , and epigenetic silencing can restrict the expression of Hox genes to specific cell types in the developing embryo. An important issue in studies of epigenetically mediated gene silencing is to understand whether DNA methylation is the initial silencing event or whether it is targeted to the region by earlier chromatin-remodeling events. A variety of tumor suppressor genes has been shown to be silenced in human cancer, and DNA methylation has often been interpreted to be causally involved in this silencing. However, histone modifications associated with the silencing of a tumor suppressor gene, p16
INK4a
, occur before DNA methylation (Bachman et al., 2003) . Similarly, DNA methylation associated with silencing of Epigenetic regulations in hematopoietic Hox code H He et al genes on the inactive X chromosome occurs only after X chromosome inactivation. It seems that methylation at promoters does not lead to silenced transcription until chromatin proteins are recruited to the region, which mediate gene silencing (Bachman et al., 2003) . No matter whether DNA methylation directly or indirectly initiates the process that results in loss of transcription, DNA methylation is crucial to 'locking in' gene silencing. There is growing evidence that aberrant gene expression in leukemia is linked to epigenetic deregulation, such as promoter DNA methylation in CpG islands (Bullinger and Armstrong, 2010) .
Failure of maintenance of Hox genes in leukemia cells
Overexpression of several Hox genes induces leukemogenesis, which could also result from chromosomal translocations (Linggi et al., 2005) . The Mll gene is frequently targeted by chromosomal translocations in acute lymphoid and myeloid leukemias (ALL and AML, respectively) (Ayton and Cleary, 2001 ). There are various MLL fusion proteins with the N-terminal portion of MLL fused in frame with 1 of over 60 different potential fusion partners (Hess, 2004; Popovic and Zeleznik-Le, 2005) . Both human and murine leukemias triggered by MLL-AF9 are most frequently myeloid in phenotype (Sorensen et al., 1994; Look, 1997; Dobson et al., 1999) . It is easily concluded that chromosomal translocation results in development of MLL fusion oncogenes and accordingly, mis-expression of Hox genes. However, numerous studies have shown that overexpression of MLL fusion oncoproteins in normal ES and bone marrow cells first promotes nonmalignant expansion of myeloid precursors and Hox deregulation, and then is followed by accumulation of malignant cells (Dobson et al., 1999; Kumar et al., 2004; Yokoyama et al., 2005; Chen et al., 2006) . The long latency in vivo and monoclonal nature of the leukemias suggest that secondary genetic transformation is required for the development of leukemia (Dobson et al., 1999; Johnson et al., 2003) . Further studies indicate that the wild-type MLL allele is required for MLL-AF9-induced leukemogenesis. Wild-type MLL controls both H3K4 methylation and MLL-AF9-induced H3K79 methylation (Thiel et al., 2010) . Aggressive histone modifications in 5 0 Hoxa cluster gene expression (Yan et al., 2006a) and promoter DNA methylation (Bullinger and Armstrong, 2010) substantially contribute to leukemic cell phenotypes. Based on these results, it would be reasonable to propose a hypothetical sequence of events in which MLL fusion preferentially increases H3K4 methylation, distorts chromatin domain along the target Hox cluster genes and eventually causes genome instability.
It appears that genomic translocation, MLL fusion oncoprotein, and epigenetic alterations constitute a cause-effect triangle relationship in the development of MLL-associated leukemia. In this triangular model, Hox genes exert downstream effects on cell fate. It is disputable whether Hox dysregulation is the cause or the consequence of carcinogenesis. For example, Hoxa9 is highly expressed in MLL-AF9 leukemia cells, and yet Hoxa9 knockout mice still develop leukemia (Kumar et al., 2004) . However, in human leukemia cell lines, Hoxa9 knockout reduces proliferation and increases apoptosis and differentiation (Faber et al., 2009) . A key problem to the acceptance of Hox dysregulation as a cause rather than a consequence of cancer is the lack of an obvious relationship between the transcriptional properties of Hox genes and their oncogenic potential. In many types of cancer cells, Hox genes that are normally expressed in undifferentiated cells are upregulated, whereas those that are normally expressed in differentiated tissues are downregulated (Abate-Shen, 2002) . It may be fair to conclude that Hox genes do not individually function as classic tumor suppressors nor as bona fide oncogenes; instead the combinatorial expression profile of multiple Hox genes correlates with the cell phenotype and behavior in a dose-dependent manner (Figure 1 ). In that case, early stages of leukemia or preleukemia could be more treatable by epigenetic reversal of Hox gene deregulation.
Conclusions and outlook
Epigenetic mechanism plays a crucial role in Hox gene regulation during embryogenesis and carcinogenesis. Understanding the biological significance of misexpression of Hox cluster genes in hematopoietic progenitors is particularly apposite as Hox code study moves into mobile cells. As the first step, it is required to know whether and how combinatory expression patterns of Hox genes influence migration and homing of HSCs and their derivatives? So far, there is no direct evidence to support this possibility. However, many studies have indicated that Hox genes (mostly from cluster A) control cell adhesion and migration in hematopoietic cells (Leroy et al., 2004) , epithelial cells (Mace et al., 2005; Arderiu et al., 2007) and pontine neurons (Geisen et al., 2008) . If Hox expression patterns define the cell positional identity and behavior, how menin-MLL or RA-Fgf-Wnt signaling manipulate Hox networks and how Hox networks regulate cell-cell and cell-extracellular matrix interactions?
PcG and TrxG proteins are best known for their epigenetic regulators of Hox gene clusters. The idea that the PcG-TrxG system maintains Hox expression is neat and simple but it leaves several open questions. For example, how are Hox cluster genes presented in the context of PcG and TrxG systems and why are Hox genes highly expressed in undifferentiated stem cells? Although many components of both PcG and TrxG proteins have been characterized, yet their relationship with other chromatin-remodeling factors remains to be elucidated. Forkhead transcription factor, Foxi1, stably binds to chromatin through the cell cycle and generally inhibits the accessibility of nucleases to chromatin (Yan et al., 2006b) . Given that a cascade of Fox factors have been found to endow progenitor cells with the competence to activate genes in response to tissue-inductive signals (Zaret et al., 2008) , an attractive possibility is that the pioneer Fox proteins may be involved in PcG/TrxG complex-mediated chromatin modifications.
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