Important papers have appeared recently on the problem of indexing binary strings for jumbled pattern matching, and further lowering the time bounds in terms of the input size would now be a breakthrough with broad implications. We can still make progress on the problem, however, by considering other natural parameters. Badkobeh et al. (IPL, 2013) and Amir et al. (TCS, 2016) gave algorithms that index a binary string in O(n + ρ 2 log ρ) time, where n is the length and ρ is the number of runs (i.e., maximal unary substrings). In this paper we first propose an algorithm which runs in O(n + ρ 2 ) time and O(min{ρ 2 , n}) words of workspace. We then show how we can either keep the same bounds and store information that lets our index return the position of one match, or keep the same time bound and use only O(n) bits of workspace.
Introduction
Since its introduction at the 2009 Prague Stringology Conference [6, 8] , the problem of indexed binary jumbled pattern matching has been discussed in many top conferences and journals. It asks us to preprocess a binary string such that later, given a number of 0s and a number of 1s, we can quickly report whether there exists a substring with those numbers of 0s and 1s and, optionally, return the position of one such substring or possibly even all of them. The naïve preprocessing algorithm takes quadratic time but researchers have reduced that bound to O(n 2 / log n) [5, 17] , O(n 2 / log 2 n) [18] , n 2 /2 Ω( √ log n/ log log n) [4, 14] and finally O(n 1.859 ) with randomization or O(n 1.864 ) without [7] . Researchers have also looked at indexing for approximate matching [9, 10] , indexed jumbled pattern matching over larger alphabets [2, 15] , indexing labelled trees and other structures [9, 11, 13] , and how to index faster when the input string is compressible. Gagie
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Faster Jumbled Indexing for Binary RLE Strings et al. [13] gave an algorithm that runs in O(g 2/3 n 4/3 ) when the input is represented as a straight-line program with g rules, and Badkobeh et al. [3] gave one that runs in O(n+ρ 2 log ρ) time when the input consists of ρ runs (i.e., maximal unary substrings). Amir et al. [1] gave an algorithm that runs in O(ρ 2 log ρ) time when the input is a run-length encoded binary string, or also O(n + ρ 2 log ρ) time when it is a plain binary string; however, it is hard to compare to other algorithms because it builds an index that takes O(ρ 2 ) words and answers queries in O(log ρ) time, instead of O(n) words or bits and constant time like the other indices we consider. Sugimoto et al. [19] considered the related problems of finding Abelian squares, Abelian periods and longest common Abelian factors, also on run-length encoded strings.
In this paper we give a simple and deterministic indexing algorithm that runs in O(n + ρ 2 ) time, which is the fastest known when ρ = Ω(n 0.5 ) ∩ o(n 0.932 ) and the smallest straight-line program for the input has ω(ρ 3 /n 2 ) rules. For an input string of up to ten million bits, for example, if the average run-length is three or more then ρ < n 0.932 . We also show how to store information that lets us report the position of one match, at the cost of increasing the size of our index from O(n) bits to O(n) words. Finally, we show how we can alternatively use only O(n) bits of workspace.
This paper is organized as follows: In Section 2 we present some basic definitions and the problems we consider in this work; in Section 3 we present our algorithm for the binary jumbled pattern matching problem and the witness problem; in Section 4 we improve the algorithm to achieve a linear bit space; in Section 5 we conclude the paper and discuss some further work.
Preliminaries
An alphabet Σ is a non empty set of letters, and a string over Σ is a finite sequence of letters of Σ. Given a string s, |s| is the length of s. The substring of s that begins at position i and ends at position j is denoted by
Given a binary string s over the alphabet Σ = {0, 1}, s is the binary string such that all 1s of s are transformed into 0s and all 0s of s are transformed into 1s. For instance, if s = 010101110011 then s = 101010001100.
The binary jumbled pattern matching problem consists of: given a binary string s over the alphabet Σ = {0, 1}, we ask for the existence of a substring of length i + j with i 0s and j 1s. This problem can be viewed in an equivalent way by asking for the minimum number of 1s in an interval of any length. Indeed, let f (k) be the maximum number of 1s over all substrings of length k in string s, then f (k) for s is the minimum number of 1s in any k-length substring of s.
Cicalese et al. [8] observed an important monotonicity property of function f : 
The run length encoding of a string s of length n over Σ = {0, 1}, denoted rle(s)
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The index algorithm
In this section we present a very simple algorithm to solve the binary jumbled pattern matching problem for run length encoded strings. In a nutshell, the index table T of s is constructed by filling the corresponding blocks identical to the blocks of the run length encoding, which are then merged by considering lengths of blocks and number of 1s in each block. After concluding these steps, we postprocess T , making it a non-decreasing array.
We also have the positions for the substrings with the minimum numbers of ones, given by p, corresponding to the witness vector P .
Given a binary string s, let the rle(s) be 0 In order to prove the correctness of our algorithm, we observe the following:
Observation 2. For any k, there is a substring of length k with f (k) copies of 1s that starts at the beginning of a block of 1s, since we can shift left by one position a window of length k that has a 1 immediately to its left, without changing the number of 1s in the window. 
Lemma 2. Suppose s[i · · ·
i + k − 1]16 for i = 1, . . . , n do 17 if T [i] < T [i − 1] then 18 T [i] = T [i − 1] 19 P [i] = P [i − 1] 20 if P [i] + i > n then 21 P [i] = n − i 22 for i = n, . . . , 0 do 23 if T [i − 1] < T [i] − 1 then 24 T [i − 1] = T [i] − 1 25 P [i − 1] = P [i]
Theorem 4. Algorithm 1 computes T and P correctly.
Proof. By Lemmas 2 and 3, either f (k) = f (k ) for some k ≤ k that is the length of a substring starting at the beginning of a block of 1s and ending at the end of a block of 1s, or f (k) = f (k ) − (k − k) for some k ≥ k that is the length of a substring starting at the beginning of a block of 1s and ending at the end of a block 1s. Since we fill in T [k ] and T [k ] correctly at some point and we never decrease a value, Proof. Every integer value is stored in O(log n) bits of space. So, for each value of T [k log n], for 1 ≤ k ≤ n log n , we explicity store in T , wasting O(log n) space. In total this requires O( n log n log n) = O(n) bits of space. Between T [k log n] and T [(k + 1) log n] there are log n bit values representing skips between consecutive positions. Therefore, we need additional O( n log n log n) = O(n) bits of space corresponding to the bits. Consequently, in total we use O(n) bits of space.
We still need to prove that the running time of Algorithm 1 does not increase due to this change.
Lemma 7. The query of an interval i with j 1 bits on the input string can be implemented in constant time.
Proof. By Lemma 6, we know how to store each value in the index table. Note that to query an interval i with j 1 bits of the input string. If i is a multiple of log n, then we have the value, otherwise we go to the closest position multiple of log n, wasting log n bit time, corresponding then to constant time.
Conclusions
In this work we developed an algorithm to compute the index table of a binary string in O(n + ρ 2 ) time and we also find a witness, and by a modification of the storage, we achieve O(n) bits of space requirements.
An extension of jumbled pattern matching on strings is the jumbled pattern matching on trees. In this problem, we ask to determine whether a vertex-labeled input tree has a connected subgraph where each label occurs the same number of times as specified by the input query. The difficulty here is the fact that a tree contains an exponential number of connected subgraphs, as opposed to strings. Hence, a sliding window approach becomes intractable. Indeed, the problem is NP-hard [16] , even if our query contains at most one occurrence of each letter [12] .
Although the general problem to find connected subgraphs in trees is difficult, another challenge arises when we ask about the jumbled pattern matching on paths in trees. Hence, we aim to investigate about the complexity of this problem in future work.
