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Abstract. In this paper we give automata-based representation of LTL-
FO+ properties. LTL-FO+ is an extension of LTL that includes first-
order quantification over bounded variable, thus greatly increasing the
expressivity of the language. An automata representation of this formal-
ism allows greater ease in writing and understanding properties, as well
as in performing manipulations, such as negation or emptiness checking.
The automata representation of an LTL-FO+ formula has finite size re-
gardless of the domain of quantified variables, and the number of states
that is linear in the size of the property.
1 Introduction
LTL-FO+ [6] is a formal language used for the specification of trace properties
which distinguishes itself from other representations by its exceptional expres-
siveness. It allows users to state finer relationships between the different elements
of several messages in complex event trace. For example, in [6] LTL-FO+ is used
to express properties related to XML messages traces generated by web services.
Such properties cannot be stated with a less expressive formalism such as LTL.
However, the on-the-fly verification algorithm is based on the decomposition
and rewriting of formulæ. It is highly intensive in its space consumption, with
multiple manipulation being performed even when processing messages that have
no bearing on the validity of the formula. Indeed, for some formulæ, the evalu-
ation tree expands indefinitely, and equivalent subtrees, which could be pruned,
are hard to identify. Furthermore, the elaborate syntax of LTL-FO+ can make
it difficult to state and read properties (see for example [7]).
An automat-based representation of LTL-FO+ formulæ would thus ease both
the writing and reading of formulæ. The space and time overhead of the veri-
fication process would also be optimized, since the validity of a formula could
be ascertained by maintaining a list of current valuations of and current state
or states. Furthermore, an automata representation will allow multiple useful
manipulations to be performed with ease, notably counterexamples generation,
emptiness checking, intersection and negation of properties.
The automata we propose is a variation of Vardi’s alternating automata [10],
which we have enriched with first-order quantifiers over a finite set of formula
2variables. This makes it easier to express intricate formulæ over complex events,
where each event consists of a XML object with possibly multiple valuations
for each path. Like the alternating automata, the proposed automata distin-
guishes between existential and universal transitions. Existential transitions are
analogous to non-deterministic transitions in regular Büchi automata. Upon en-
countering such a transition, the automata can be though of as choosing between
multiple destination states. Conversely, when encountering a universal transition,
the automata continues its run in both target states simultaneously. Because of
the presence of universal and existential quantifiers, a run over an alternating
automata generates a tree of states. A run is accepting of there exists at least one
tree for which every branch visits an accepting state infinitely often. While al-
ternating automata are equally expressive as non-deterministic Büchi automata,
we show in this paper how the notions of existential and universal transition can
be used to model the quantifiers present in LTL-FO+ formulæ. The automata
is additionally enriched with a partial function mapping formula variables to
variables to their values. This function is manipulated by the automata’s transi-
tion as the input sequence is read and consulted to determine the truth value of
elementary propositions.
In this paper, we show how to extend Vardi’s alternating automata to accom-
modate the greater expressivity of LTL-FO+. Section 2 provides background in-
formation about LTL-FO+. Section 3 surveys existing automata representations
for other formal logics. In Section 4, we show how to construct an modified
alternating automata from an LTL-FO+ formula, such that the automata ac-
cepts exactly the same set of input sequences as the original property. Section 5
sketches out a proof of correctness. Concluding remarks are given in Section 6.
2 The First-Order Temporal Logic LTL-FO+
LTL-FO+, a first-order extension of a well-known logic called Linear Temporal
Logic (LTL); LTL has already been suggested for the static verification of web
service interface contracts [5, 8, 9].
LTL has been introduced to express properties about sequences of states
in systems called Kripke structures [3]. In the current case, the states under
consideration are XML objects termed messages. Let us denote by M the set
of XML messages. A sequence of messages m1,m2 . . . , where mi ∈M for every
i ≥ 1, is called a message trace. We write mi to denote the i-th message of the
trace m, and mi to denote the trace obtained from m by starting at the i-th
message.
A domain function is used to fetch and compare values inside a message; it
receives an argument pi representing a path from the root to some element of the
message. This path is defined using standard, XPath 1.0 notation. Formally, if we
let I be a domain of values, and Π be the set of XPath expressions, the domain
function Dom is an application M × Π → 2I which, given a message m ∈ M
and a path pi ∈ Π , returns a subset Domm(pi) of I, representing the set of values
appearing in messagem at the end of the path pi. For example, if we let Π be the
3set of XPath formulæ, pi ∈ Π be the particular formula “/message/stock/name”,
and m ∈M be the following message:
<message>
<action>placeBuyOrder</action>
<stock>
<name>stock-1</name>
<amount>123</amount>
</stock>
<stock>
<name>stock-2</name>
<amount>456</amount>
</stock>
</message>
then Domm(pi) = {stock-1, stock-2}.
LTL-FO+’s syntax is based on classical propositional logic, using the con-
nectives ¬ (“not”), ∨ (“or”), ∧ (“and”), → (“implies”), to which four temporal
operators have been added. An LTL-FO+ formula is a well-formed combination
of these operators and connectives, according to the usual construction rules:
Definition 1 (Syntax) 1. If x and y are variables or constants, then x = y
is a LTL-FO+ formula;
2. If ϕ and ψ are LTL-FO+ formulæ, then ¬ϕ, ϕ∧ψ, ϕ∨ψ, ϕ→ ψ, Gϕ, Fϕ,
Xϕ, ϕU ψ, ϕVψ are LTL-FO+ formulæ;
3. If ϕ is a LTL-FO+ formula, xi is a free variable in ϕ, p ∈ Π is a XPath
value, then ∃pxi : ϕ and ∀pxi : ϕ are LTL-FO
+ formulæ.
The semantics of an LTL-FO+ formula is given with respect to a partial
function p : V → I that assigns every free variable in the formula. Let’s denote
by P [p, ψ](m) the predicate that outputs true if the message trace m satisfies
ψ given p and false otherwise. The semantics of LTL-FO+ is then given as:
When p is clear from context we write m |= ϕ to indicate that the trace m
satisfies ϕ. As usual, we define the semantics of the other connectors with the
following identities: ϕ ∧ ψ ≡ ¬(¬ϕ ∨ ¬ψ), ϕ → ψ ≡ ¬ϕ ∨ ψ, Gϕ ≡ ¬(F¬ϕ),
ϕVψ ≡ ¬(¬ϕU¬ψ), ∀px : ϕ ≡ ¬(∃px : ¬ϕ).
Boolean connectives carry their usual meaning. The temporal operator G
means “globally”: the formula Gϕ means ϕ holds for every message of the trace.
The operator F means “eventually”; the formula Fϕ holds if ϕ holds for some
future message of the trace. The operator X means “next” and X ϕ holds when-
ever ϕ holds in the next message of the trace. Finally, the U operator means
“until” and formula ϕUψ holds if ϕ holds for every messages until some message
satisfies ψ.
Any LTL-FO+ formula also has an equivalent negation normal form. An LTL-
FO+ formula is in negation normal form if it doesn’t contain the operators F ,
G and →, and if all negations ¬ are pushed inside until they precede equalities.
Definition : Negation normal form
4P [p, c1 = c2](m) ⇔ p(c1) = p(c2)
P [p, c1 6= c2](m) ⇔ p(c1) 6= p(c2)
P [p, µ ∨ η](m) ⇔ P [p, µ](m) ∨ P [p, η](m);
P [p, µ ∧ η](m) ⇔ P [p, µ](m) ∧ P [p, η](m);
P [p,X ψ](m) ⇔ P [p, ψ](m2);
P [p, µ U η](m) ⇔ P [p, η](m) ∨
(
P [p, µ](m) ∧ P [p, µ U η](m2)
)
;
P [p, µR η](m) ⇔ P [p, µ ∧ η](m) ∨
(
P [p, η](m) ∧ P [p, µR η](m2)
)
;
P [p,∃pix : ψ](m) ⇔
∨
xi∈Domm(pi)
P [p ∪ {(x, xi)}, ψ](m);
P [p,∀pix : ψ](m) ⇔
∧
xi∈Domm(pi)
P [p ∪ {(x, xi)}, ψ](m).
Table 1: Semantics of LTL-FO+
Definition 2 An LTL-FO+ formula is in negation normal form if it doesn’t
contain the operators F , G and →, and if all negations ¬ are pushed inside
until they precede equalities.
We identify ¬(x = y) with x 6= y in order to eliminate the operator ¬
completely. This form is always obtainable with the use the identities F ψ ≡
true U ψ, G ψ ≡ falseRψ and ψ1 → ψ2 ≡ ¬ψ1 ∨ ψ2, and by remembering
that ∨, U , and ∃ are the dual of ∧, R, and ∀ respectively. It what follows, we
consider only properties in negation normal form.
The notion of temporal depth of formulæ serves as the basis for induction in
a number of proofs.
Definition 3 The temporal depth of an LTL-FO+ formula ϕ, denoted depth(ϕ),
is the maximal number of nodes associated with a temporal operator (F , G , X ,
U or R) that can be observed in a branch of ϕ.
Variable assignments can be represented mathematically as a partial function
from a set of variables to a set of values. We denote by V the set of variable that
occur in a LTL-FO+ formula and by I the domain of values that may appear
in a message. We write PFV→I , for the set of partial functions from V to I.
The state of all variables in V during a run of the automaton Aϕ can always
be represented by a partial function p : V → I. Some variables may not be
assigned yet, but p is updated continuously as Aϕ reads the input trace, with
p(x) representing the valuation of variable x ∈ V . Abusing the notation we write
p(v) = v for any constant value v ∈ I that occurs in a formula.
52.1 Monitoring LTL-FO+
By repeatedly applying the classical semantic rules of LTL, the evaluation of
an LTL formula ϕ on a trace σ induces a tree. For example, in the case of
the formula G (a → X b) evaluated on the trace cab, the top-level operator of
that formula, G, corresponds to the top-level node of the tree. According to the
semantics of LTL,Gϕ is true if and only if ϕ is true for every suffix of the current
trace. The tree hence spawns three child nodes, corresponding to the evaluation
of a→ Xb for traces cab, ab and b, respectively. Taking the first such child node,
the the top-level operator now becomes →; this operator evaluates to when, on
the current trace, either a evaluates to ⊥ or X b evaluates to ⊤. This, in turn,
spawns two child nodes corresponding to each condition, and so on. Ultimately,
only equalities on values remain, and the trough value of each subformula can
then be obtained by combining and propagating values towards the top of the
tree.
3 Related Representations
Büchi Automata [2], extend finite non-deterministic automata to infinite traces
and provide an automata representation of LTL formulæ. Multiple translation
algorithms exist [10], and the automaton’s state set is linear in the size of the
property under consideration. Unlike automata that recognize finite sequences,
the nondeterminism of the automata is essential to its expressive power. An
infinite sequence is valid if it enters an accepting state infinitely often on at least
one of its possible runs.
Vardi [10], further suggested extending the Büchi Automata to include both
existential and universal transitions. When encountering an existential choice
for a given input token, the automata non-deterministically chooses one of them,
and can then be though of as being in either one of its multiple possible desti-
nation states (thus behaving in the same manner as a non-deterministic Büchi
automata). When encountering a universal transition, the automata’s run con-
tinues simultaneously in each one of the universal transition’ s destination state.
A run of an alternating automata generates a tree, and an infinite input sequence
is accepting of the exists at least one tree for which every branch visits an ac-
cepting state infinitely often. While alternating automata are no more expressive
than regular Büchi automata, they can be exponentially more concise.
A more expressive representation was proposed by Barringer et al. [1]. The
devised the Quantified Event Automata, an automata enriched with quantified
variables. Each variable is associated with a domain of values that have been
observed so far, used to determine acceptance. Compared with LTL-FO+, QEA
are strictly less expressive because QEA restrict the position on quantifiers in
the formula.
Cassar et al. [4] introduce dynamic automata with timers and events (DATEs)
which serves as basis for verification in the LARVA system. Using Dates, specific
events can engender a duplication of the property automata under consideration.
6For example, in a scenario in which multiple users interact with a service using a
specific protocol, modeled by an automata. A new automaton instance would be
generated each time a user logs onto the system and initiates the communication
protocol. The expressivity of LTL-FO+ is orthogonal to that of DATEs. The
quantifiers of present in LTL-FO+ formulæ allows it to process traces in which
a single event contains multiple instances with the same name, which is not
possible with DATEs. However, DATEs posses clocks and internal variables that
allow them to verify some behaviors that cannot be stated with LTL-FO+.
4 Automata-Theoretic Representation of LTL-FO+
In this section, we show how, given an LTL-FO+ formula ϕ, one can build a
modified alternating Büchi automaton Aϕ = (Σ, V, I, S, s
0, ρ, F ) such that the
language recognized by Aϕ is exactly the set of message traces satisfying ϕ. The
alphabet Σ is the set M of all XML messages. The set V consists of all the
variables that compose ϕ. The set C includes all the constants present ϕ as well
as any value that can be assigned to the variables in V when the automaton
reads a message m ∈ Σ. The set S of states consists of all subformulas of ϕ,
denoted by sub(ϕ), defined recursively as follows:
ϕ ∈ sub(ϕ);
µ ∨ η ∈ sub(ϕ) ⇒ µ, η ∈ sub(ϕ);
µ ∧ η ∈ sub(ϕ) ⇒ µ, η ∈ sub(ϕ);
X ψ ∈ sub(ϕ) ⇒ ψ ∈ sub(ϕ);
µ U η ∈ sub(ϕ) ⇒ µ, η ∈ sub(ϕ);
µR η ∈ sub(ϕ) ⇒ µ, η ∈ sub(ϕ);
∃pix : ψ ∈ sub(ϕ) ⇒ ψ ∈ sub(ϕ);
∀pix : ψ ∈ sub(ϕ) ⇒ ψ ∈ sub(ϕ).
The set S additionally contains two distinct states, an accepting state ⊤
and its negation ⊥. Both of these are “pit” states with any outgoing transition
looping back to themselves.
A run of Aϕ is characterized by the states of S that are visited as well as
by the variable assignments that hold during these visits. Hence, the current
“real” states of Aϕ can be thought as a pair (p, ψ) from PFV→I × S where
p represents the variable assignments that currently holds at ψ. The transition
function ρ : PFV→I × S× also operates on PFV→I × S rather than on S.
The initial state s0 ∈ S is ϕ itself and the initial input of ρ is the couple
(∅, s0) where ∅ denotes the empty partial function from V to I. The set F ⊂ S
of accepting states includes ⊤ and every Release formula in S. The variable
assignments do not affect the acceptance of the run: any couple (p, ψ) is accepting
if ψ ∈ F . We write Fψ to refer to the set of accepting states built from any
formula ψ. More formally, if x and y are variables or constants, and if ψ, µ,
and η are LTL-FO+ formulæ, the set of accepting states is recursively defined
according to the following rules:
– F(x=y) = F(x 6=y) = {⊤};
– F(X ψ) = F(∃pix:ψ) = F(∀pix:ψ) = Fψ ;
7– F(µ∨η) = F(µ∧η) = F(µ U η) = Fµ ∪ Fη;
– F(µR η) = Fµ ∪ Fη ∪ {µR η}.
It remains only to define the transition function ρ. This is efficiently done by
listing a small amount of general rules that must be applied recursively. Let p
be a partial function from V to I, and m be any message in Σ. We set:
– ρ
(
(p,⊤),m
)
= (∅,⊤);
– ρ
(
(p,⊥),m
)
= (∅,⊥);
– ρ
(
(p, x = y),m
)
=
{
(∅,⊤) if p(x) = p(y)
(∅,⊥) otherwise;
– ρ
(
(p, x 6= y),m
)
=
{
(∅,⊤) if p(x) 6= p(y)
(∅,⊥) otherwise;
– ρ
(
(p, µ ∨ η),m
)
= ρ
(
(p, µ),m
)
∨ ρ
(
(p, η),m
)
;
– ρ
(
(p, µ ∧ η),m
)
= ρ
(
(p, µ),m
)
∧ ρ
(
(p, η),m
)
;
– ρ
(
(p,X ψ),m
)
= (p, ψ);
– ρ
(
(p, µ U η),m
)
= ρ
(
(p, η),m
)
∨
(
ρ
(
(p, µ),m
)
∧ (p, µ U η)
)
;
– ρ
(
(p, µR η),m
)
= ρ
(
(p, µ ∧ η),m
)
∨
(
ρ
(
(p, η),m
)
∧ (p, µR η)
)
;
– ρ
(
(p, ∃pix : ψ),m
)
=
∨
xi∈Domm(pi)
ρ
(
(p ∪ {(x, xi)}, ψ),m
)
∨ (∅,⊥);
– ρ
(
(p, ∀pix : ψ),m
)
=
∧
xi∈Domm(pi)
ρ
(
(p ∪ {(x, xi)}, ψ),m
)
∧ (∅,⊤).
If Domm(pi) is empty, we take the disjunction ∨xi∈Domm(pi) in the case ∃ to
be equivalent to false, and the conjunction ∧xi∈Domm(pi) in the case ∀ to be
equivalent to true. Hence, the last two cases of the transition formula evaluate
to (∅,⊥) and (∅,⊤) respectively. These special rules are logically consistent
with the inherent meaning of ∃ and ∀.
The constants true and false, which we include in the set I, may appear in
the formulæ of S due to identities such as F ψ ≡ true U ψ. In order for them to
be compatible with the syntax of LTL-FO+, and our definition of ρ, we identify
true with the equality true = true, and false with the inequality false 6= false.
Note that ρ is undefined if its input contains an equality or inequality for
which one of the variables are undefined in p. However, as long as ϕ, and by
implication all of its subformulas are well-formed, this will never occur. Indeed,
any variable in a well-formed LTL-FO+ formula must be preceded by a quantifier
on said variable. Therefore, ρ will first process the quantifier and assign values
to this variable before reaching the equality or inequality.
Definition 4 Let ψ be an LTL-FO+ formula, and p : V → I be a partial func-
tion that assigns a value to every free variable in ψ. A run of ρ on a message
trace m = m0,m1,m2, . . . with root (p, ψ) is an infinite (PFV→I × S)-labelled
tree that respects two conditions:
1. The root node must is labelled (p, ψ);
2. Let’s denote the distance between a node N and the root by d(N), its label by
l(N), and the labels of its cN children by LN = {l1, . . . , lcN}. For any node
N , the set LN must satisfy ρ
(
l(N),md(N)
)
, and for any 1 ≤ i ≤ cN , the
label (or couple) li must appear in ρ
(
l(N),md(N)
)
.
8For any LTL-FO+ formula ψ, a run of ρ is said to be Fψ-accepting if and
only if every branch of the run has an infinite number of nodes whose labels
contain a state in Fψ; in other words, if every branch visits Fψ infinitely often.
A “run of ρ” is a tree of couples from PFV→D × S generated by following
the rules of ρ for all messages in a trace. These runs are more general than the
runs of a modified alternating Büchi automaton Aϕ whose root is limited to the
label (∅, ϕ). The previous definition allows us to properly name, and work with,
parts of automaton runs, which happens frequently in Section 5. The parts that
are themselves runs of ρ will be called subruns.
Definition 5 Let ψ be any LTL-FO+ formula. A run of the automaton Aϕ on
a message trace m is an run of ρ on m and with root (∅, ϕ). Such a run is
accepting if and only if it is Fϕ-accepting. Aϕ accepts m if Aϕ admits at least
one accepting run on m.
5 Proof of Correctness
5.1 Preliminaries
The following lemma shows that any transition formula in ρ can be expressed as
a disjunction of conjunctive clauses which themselves consist only in equalities,
inequalities, couples in PFV→I × S or couples of the form (∅,⊤) or (∅,⊥).
This form can be obtained once every recursive rule of ρ, except the ones on
equalities and inequalities, has been applied and makes it easier to identify the
set of states that may compose the next level of a run tree. In what follows, for a
given disjunction D, the sets Ed ranges over the equalities and inequalities, Nd
ranges over couples in PFV→I×S and Ad ranges over couples of the form (∅,⊤)
or (∅,⊥). Intuitively, the disjunctive form represents the multiples combinations
of states that are simultaneously visited by the automata during a run.
Lemma 1 For any message m ∈M , any LTL-FO+ formula ψ, and any partial
function p : V → I that assigns every free variable in ψ, ρ
(
(p, ψ),m
)
is equal to
an expression of the form∨
d∈D
( ∧
e∈Ed
ρ
(
(pd,e, εd,e),m
)
∧
∧
n∈Nd
(pd,n, ψd,n) ∧
∧
a∈Ad
(∅,⊤d,a)
)
. (1)
For all d ∈ D, e ∈ Ed, n ∈ Nd, and a ∈ Ad, εd,e is an equality or inequality,
ψd,n is a subformula of ψ (which includes ψ), ⊤d,a is either ⊤ or ⊥, and pd,e
and pd,n are partial functions from V to I that assign every free variable in εd,e
and ψd,n respectively.
Moreover, if depth(ψ) = 0, then Nd is empty for all d ∈ D.Otherwise, Nd
may not always be empty, and any ψd,n fits only one of three descriptions:
1) depth(ψd,n) < depth(ψ);
2) depth(ψd,n) = depth(ψ) and ψd,n = µ U η for some µ, η ∈ sub(ψ);
93) depth(ψd,n) = depth(ψ) and ψd,n = µR η for some µ, η ∈ sub(ψ).
Observe that, since the rules governing the decomposition of equalities and
inequalities are not appliqued when decomposing a formula in Normal form, if
depth(ψ) = 0, then Nd and Ad is empty for all d ∈ D. Indeed, elements are only
be added in a set Ad in the particular case when an a qualifier ∀ (resp. ∃) is
encountered with an empty domain, leading to a trivial true (resp. false) verdict.
Remark 1 For the sake of conciseness, we will regularly shorten the decompo-
sition described in Lemma 1 to:
ρ
(
(p, ψ),m
)
=
∨
d∈D
( ∧
c∈Cd
Rd,c
)
.
The set Cd, for all d ∈ D, includes every index in Ed, Nd, and Ad. The
terms Rd,c, are of the form ρ
(
(pd,e, εd,e),m
)
, (pd,n, ψd,n), or (∅,⊤d,a).
Proof (Proof of Lemma 1). Each term Rd,c in the decomposition of ρ
(
(p, ψ),m
)
is obtained by recursively applying the rules of ρ. Every rule, if applicable, must
be used exhaustively, except the rules on equalities and inequalities, which are
not applied at this point. This restriction guarantees that terms of the form
ρ
(
(pd,e, εd,e),m
)
are preserved. Thus, terms of the form (∅,⊤) or (∅,⊥) only
occur after evaluating the the quantifiers ∃pi and ∀pi when Domm(pi) = ∅.
It follows from the restriction above, and the rules of ρ, that ρ
(
(p, ψ),m
)
can
be recursively decomposed into a set consisting of couples (f, φ) ∈ PFV→I × S
as well as of terms of the form ρ
(
(pd,e, εd,e),m
)
. Any output of ρ that does not
match one of these forms may be further decomposed. However, the recursive
decomposition process cannot go on indefinitely, because while the rules of ρ
sometimes increase the number of terms, the output states always have a smaller
depth.
Moreover, a couple of the form (f, φ) only appears if ψ contains temporal
operators or quantifiers. If (f, φ) is output by a rule related to the operator X ,
U or R, then the state φ is a subformula of ψ. Otherwise, if a couple (f, φ) is
generated to a quantifier ∃pi or ∀pi, f = ∅ and φ ∈ {⊤,⊥}. Hence, (f, φ) is either
of the form (pd,n, ψd,n) , (∅,⊤d,a) or (∅,⊥d,a) and can thus be indexed by a
set Ed, Nd, or Ad. It remains to show that these terms can be arranged into a
disjunction of conjunctions.
We begin by showing that ρ
(
(p, ψ),m
)
, and all of its partial decompositions,
match a form that is similar, but not identical, to the desired one. It is still a
disjunction of conjunctions, but its terms are partitioned by sets Td and Cd =
Ed ∪ Ad ∪Nd instead of just Cd. More precisely, we consider the form∨
d∈D
( ∧
t∈Td
ρ
(
(pd,t, ψd,t),m
)
∧
∧
c∈Cd
Rd,c
)
. (2)
For all d ∈ D, and t ∈ Td, ψd,t is a subformula of ψ that is neither an equality
nor inequality, and pd,t is a partial function from V to I that assigns every free
10
variable in ψd,t. In short, the sets Td index terms that may be further decom-
posed. The terms Rd,c, which are either of the form ρ
(
(pd,e, εd,e),m
)
, (pd,n, ψd,n),
(∅,⊤d,a) or (∅,⊥d,a) , already satisfy the conditions of the lemma. In particular,
the partial function of any term Rd,c covers every free variable in its associated
formula.
We prove the validity of this claim by induction. First, let’s consider the
initial term, ρ
(
(p, ψ),m
)
, for which p assigns every free variable in ψ. If ψ is an
equality or inequality, then this term is of the form ρ
(
(pd,e, ψd,e),m
)
. Otherwise,
it matches the form ρ
(
(pd,t, ψd,t),m
)
. In both cases, ρ
(
(p, ψ),m
)
is the sole
operand of a conjunction indexed by a set Td or Cd where D = {d}. Therefore,
the base case holds.
For the induction step, we show that the partial decomposition of ρ
(
(p, ψ),m
)
,
possibly ρ
(
(p, ψ),m
)
itself also is of the form (2). If Td = ∅ for every d ∈ D, then
the decomposition only contains terms of the form Rd,c. Hence, it matches the
expression claimed by this lemma, as well as the form (2). Otherwise, if Td∗ 6= ∅
for some d∗ ∈ D, then it contains a term of the form ρ
(
(pd∗,t∗ , ψd∗,t∗),m
)
that
is indexed by d∗ and some t∗ ∈ Td∗ . Since ρ
(
(pd∗,t∗ , ψd∗,t∗),m
)
is further decom-
posable, we apply the corresponding rule of ρ to it. We prove below that the
resulting terms can always be arranged in a way that preserves the disjunctive
form (2). Therefore, the induction step also holds.
The details of maintaining the disjunctive form depend on the nature of the
formula ψd,∗,t∗ . If it is a Next formula X µ, then ρ
(
(pd∗,t∗ , ψd∗,t∗),m
)
outputs
a couple (pd∗,t∗ , µ) that is simply added to the conjunction indexed by Nd∗ ⊆
Cd∗ . If ψd∗,t∗ is of the form ∃pix : µ or ∀pix : µ, but Domm(pi) = ∅, then
ρ
(
(pd∗,t∗ , ψd∗,t∗),m
)
outputs (∅,⊥) or (∅,⊤) respectively. This output is then
added to the conjunction indexed by Ad∗ ⊆ Cd∗ . The remaining cases, which
concern the forms µ ∨ η, µ ∧ η, µ U η, and µR η, but also ∃pix : µ and ∀pix : µ
when Domm(pi) 6= ∅, are covered below.
Case ψd∗,t∗ = ∀pix : µ or ψd∗,t∗ = µ ∧ η (µ, η ∈ sub(ψ), Domm(pi) 6= ∅)
Let’s first suppose that ψd∗,t∗ = ∀pix : µ. By applying the corresponding
rule of ρ on ρ
(
(pd∗,t∗ , ψd∗,t∗),m
)
, and by considering the terms surrounding its
output, we obtain the following equation:
(
ρ
(
(pd∗,t∗ ,∀pix : µ), m
)
∧
∧
t∈Td∗
t 6=t∗
ρ
(
(pd∗,t, ψd∗,t),m
)
∧
∧
c∈Cd∗
Rd∗,c
)
∨
∨
d∈D
d 6=d∗
. . .
=( ∧
xi∈Domm(pi)
ρ
(
(pd∗,t∗ ∪ {(x, xi)}, µ),m
)
∧
∧
t∈Td∗
t 6=t∗
ρ
(
(pd∗,t, ψd∗,t),m
)
∧
∧
c∈Cd∗
Rd∗,c
)
∨
∨
d∈D
d 6=d∗
. . .
The term ρ
(
(pd∗,t∗ , ψd∗,t∗),m
)
, which belongs in the conjunction indexed by
Td∗ , is replaced by a conjunction of |Domm(pi)| terms. Every one of them can be
indexed by either Td∗ or Ed∗ depending on whether µ is an equality, an inequality,
or neither. This is because the partial function pd∗,t∗ ∪ {(x, xi)}, for any value
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xi, assigns every free variable in µ. The formulas µ and ∀pix : µ share the same
variables, with the only difference being that x is not bound inside µ. As such,
the free variables of µ consists of x and the free variables of ψd∗,t∗ , which is
exactly what pd∗,t∗ ∪ {(x, xi)} covers. Hence, the right-hand expression of the
previous equation matches form (2).
The subcase ψd∗,t∗ = µ ∧ η, in which we decompose ρ
(
(pd∗,t∗ , ψd∗,t∗),m
)
into a conjunction of two terms rather than |Domm(pi)|, is treated similarly.
Obviously, the partial function pd∗,t∗ assigns every free variable in µ and η.
Case ψd∗,t∗ = ∃pix : µ or ψd∗,t∗ = µ ∨ η (µ, η ∈ sub(ψ), Domm(pi) 6= ∅)
Let’s first suppose that ψd∗,t∗ = ∃pix : µ. As with the subcase ∀pix : µ, ρ
decomposes the term ρ
(
(pd∗,t∗ , ψd∗,t∗),m
)
into |Domm(pi)| terms of the form
ρ
(
(pd∗,t∗ ∪ {(x, xi)}, µ),m
)
. However, unlike the subcase ∀pix : µ, these terms
are joined by the operator ∨. If |Domm(pi)| ≥ 2, they create a disjunction inside
the conjunction d∗ ∈ D. As shown by the second member of the equation below,
the resulting expression is not a conjunction of disjunctions.
(
ρ
(
(pd∗,t∗ ,∃pix : µ), m
)
∧
∧
t∈Td∗
t 6=t∗
ρ
(
(pd∗,t, ψd∗,t),m
)
∧
∧
c∈Cd∗
Rd∗,c
)
∨
∨
d∈D
d 6=d∗
. . .
=( ∨
xi∈Domm(pi)
ρ
(
(pd∗,t∗ ∪ {(x, xi)}, µ),m
)
∧
∧
t∈Td∗
t 6=t∗
ρ
(
(pd∗,t, ψd∗,t),m
)
∧
∧
c∈Cd∗
Rd∗,c
)
∨
∨
d∈D
d 6=d∗
. . .
= ∨
xi∈Domm(pi)
(
ρ
(
(pd∗,t∗ ∪ {(x, xi)}, µ), m
)
∧
∧
t∈Td∗
t 6=t∗
ρ
(
(pd∗,t, ψd∗,t),m
)
∧
∧
c∈Cd∗
Rd∗,c
)
∨
∨
d∈D
d 6=d∗
. . .
Therefore, we distribute the surrounding conjunctions, which are indexed by
the sets Td∗ \ {t
∗} and Cd∗ , over the problematic disjunction. This results in
|Domm(pi)| almost identical conjunctions that differ by the value xi inside their
term ρ
(
(pd∗,t∗ ∪ {(x, xi)}, µ),m
)
. As shown by the last member of the equation
above, this new expression is a disjunction of conjunctions.
We established, with the subcase ∀pix : µ, that the partial function pd∗,t∗ ∪
{(x, xi)}, for any value xi, assigns every free variable in µ. Thus, every term
of the form ρ
(
(pd∗,t∗ ∪ {(x, xi)}, µ),m
)
, depending on the nature of µ, can be
indexed by the set Td∗ or Ed∗ ⊆ Cd∗ associated with its conjunction. Hence, the
expression obtained matches form (2).
The subcase ψd∗,t∗ = µ∨η, in which we decompose ρ
(
(pd∗,t∗ , ψd∗,t∗),m
)
into
a disjunction of two terms rather than |Domm(pi)|, is treated similarly.
Case ψd∗,t∗ = µ U η or ψd∗,t∗ = µR η (µ, η ∈ sub(ψ))
Let’s first consider the case where ψd∗,t∗ = µ U η. By the definition of ρ
ρ
(
(pd∗,t∗ , ψd∗,t∗),m
)
is decomposable into a disjunction of two terms, namely
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ρ
(
(pd∗,t∗ , η),m
)
and ρ
(
(pd∗,t∗ , µ),m
)
∧ (pd∗,t∗ , µ U η). It follows from the previ-
ous case that the conjunctions surrounding them must be distributed over the
disjunction. The process is displayed here:
(
ρ
(
(pd∗,t∗ , µ U η),m
)
∧
∧
t∈Td∗
t6=t∗
ρ
(
(pd∗,t, ψd∗,t),m
)
∧
∧
c∈Cd∗
Rd∗,c
)
∨
∨
d∈D
d 6=d∗
. . .
=
(
ρ
(
(pd∗,t∗ , η),m
)
∨
(
ρ
(
(pd∗,t∗ , µ),m
)
∧ (pd∗,t∗ , µ U η)
)
∧
∧
t∈Td∗
t6=t∗
ρ
(
(pd∗,t, ψd∗,t),m
)
∧
∧
c∈Cd∗
Rd∗,c
)
∨
∨
d∈D
d 6=d∗
. . .
=
(
ρ
(
(pd∗,t∗ , η),m
)
∧
∧
t∈Td∗
t6=t∗
ρ
(
(pd∗,t, ψd∗,t),m
)
∧
∧
c∈Cd∗
Rd∗,c
)
∨
(
ρ
(
(pd∗,t∗ , µ),m
)
∧ (pd∗,t∗ , µ U η) ∧
∧
t∈Td∗
t6=t∗
ρ
(
(pd∗,t, ψd∗,t),m
)
∧
∧
c∈Cd∗
Rd∗,c
)
∨
∨
d∈D
d 6=d∗
. . .
The partial function pd∗,t∗ assigns every free variable inside the subformulas µ
and η. Thus, the output terms ρ
(
(pd∗,t∗ , µ),m
)
and ρ
(
(pd∗,t∗ , η),m
)
, depending
on the nature of µ and η, can be indexed by their respective copy of Td∗ or
Ed∗ ⊆ Cd∗ . The couple (pd∗,t∗ , µ U η), by comparison, can be indexed by of
Nd∗ ⊆ Cd∗ . Thus, the resulting expression is of the form (2).
The subcase ψd∗,t∗ = µR η is treated similarly since the decomposition of
ρ
(
(pd∗,t∗ , µR η),m
)
is nearly identical. Since pd∗,t∗ assigns every free variable
in µR η, it does the same for η and µ ∧ η. Note though that while µ and η are
subformulas of ψ because µR η ∈ sub(ψ), this is usually not the case for µ ∧ η.
Therefore, the term ρ
(
(pd∗,t∗ , µ ∧ η),m
)
cannot usually be indexed by the set
Td∗ , but its decomposition ρ
(
(pd∗,t∗ , µ),m
)
∧ ρ
(
(pd∗,t∗ , η),m
)
always can.
The above reasoning proves that any intermediate decomposition of the term
ρ
(
(p, ψ),m
)
(with the rules for (in)equality omitted) will be of the form (2).
However, we also showed that the induction step cannot be repeated indefinitely,
since the depth of the terms monotonically decreases and the set Td eventually
becomes empty for every conjunction d ∈ D. When this happens, the resulting
equation is a conjunction of disjunction of the form described in described in
Lemma 1. 
A very similar decomposition can be applied to a predicate representing an
LTL-FO+ formula ψ. As expected, this notation follows the semantics of LTL-
FO+. By convention, if Domm(pi) is empty, then disjunctions and conjunctions
indexed by xi ∈ Domm(pi) default to false and true respectively. We keep
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this convention, but we also propose a cosmetic change that allows the above
definition to better match the definition of ρ.
P [p,⊤](m) = true and P [p,⊥](m) = false for any partial function p : V → I
and any tracem. Hence, ifDomm(pi) is empty, we have that P [p, ∃pix : ψ](m) and
P [p, ∀pix : ψ](m) are equivalent to P [∅,⊥](m
2) and P [∅,⊤](m2) respectively.
This creates an equivalences between the predicate rules and the rules of ρ. The
decomposition of a predicate for a formula ψ is given in lemma 2.
Lemma 2 For any message trace m = m1,m2, . . ., any LTL-FO
+ formula
ψ, and any partial function p : V → I that assigns every free variable in ψ,
P [p, ψ](m) is equivalent to an expression of the form
∨
d∈D
( ∧
e∈Ed
P [pd,e, εd,e](m)∧
∧
n∈Nd
P [pd,n, ψd,n](m
2)i∧
∧
a∈Ad
P [∅,⊤d,a](m
2)
)
. (3)
For all d ∈ D, e ∈ Ed, n ∈ Nd, and a ∈ Ad, εd,e is an equality or inequality,
ψd,n is a subformula of ψ (which includes ψ), ⊤d,a is either ⊤ or ⊥, and pd,e
and pd,n are partial functions from V to I that assign every free variable in εd,e
and ψd,n respectively.
Moreover, if depth(ψ) = 0, then Nd is empty for all d ∈ D. Otherwise, Nd
may not always be empty, and any ψd,n fit only one of three descriptions:
1) depth(ψd,n) < depth(ψ);
2) depth(ψd,n) = depth(ψ) and ψd,n = µ U η for some µ, η ∈ sub(ψ);
3) depth(ψd,n) = depth(ψ) and ψd,n = µR η for some µ, η ∈ sub(ψ).
Proof. Completely analogous to the proof of Lemma 1. 
Lemmas 1 and 2 identify a very strong connection between the semantics of
LTL-FO+ and the transition function ρ. In fact, it should come as no surprise,
at this point, that their decompositions can be paired in such a way that they
match, term for term.
Lemma 3 For any message trace m = m,m2,m3, . . ., any LTL-FO
+ formula
ψ, and any partial function p : V → I that assigns every free variable in ψ, the
terms pd,e, pd,n, εd,e, ψd,n, and ⊤d,a in the decompositions of ρ
(
(p, ψ),m
)
and
P [p, ψ](m) can be labelled in such a way that they perfectly match across the two
decompositions for any d ∈ D, e ∈ Ed, n ∈ Nd, and a ∈ Ad.
5.2 Aϕ accepts m ⇒ m |= ϕ
The proof relies upon the following theorem, which is straightforwardly derived
from the definitions of U and R and describes the shape of the tree resulting
from a run of ρ
(
(p, ψ),m
)
with ψ = U or ψ = R.
Lemma 4 Let ψ, µ, and η be LTL-FO+ formulæand p : V → I be a partial func-
tion that assigns every free variable in ψ. Suppose there exists an Fψ-accepting
run of ρ on a trace m with root (p, ψ). Let’s denote this run by r
(
(p, ψ),m
)
.
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1) If ψ = µ U η, then:
• ∃ j ≥ 1 : ρ admits an Fη-accepting run r
(
(p, η),mj
)
with root (p, η);
• ∀ 1 ≤ i < j, ρ admits an Fµ-accepting run r
(
(p, µ),mi
)
with root (p, µ).
2) If ψ = µR η, then either:
• ∀ i ≥ 1, ρ admits an Fη-accepting run r
(
(p, η),mi
)
with root (p, η); or
• ∃ j ≥ 1 : ρ admits an Fµ∧η-accepting run r
(
(p, µ ∧ η),mj
)
with root
(p, µ ∧ η);
• ∀ 1 ≤ i < j, ρ admits an Fη-accepting run r
(
(p, η),mi
)
on mi with root
(p, η).
Informally, the above lemma states that, if the automata admits an accepting
run over φ = µ U η (resp. φ = µR η) then it admits accepting runs for µ and
η on such prefixes and/or suffixes of the trace m as to be consistent with the
semantics of these operators.
Proof. Because U and R lead to similar proofs, we give the details for U , and
focus on the key differences that occur with R.
1) ψ = µ U η
The first step of the derivation of run r
(
(p, ψ),m
)
is dictated by the rule
ρ
(
(p, µ U η),m
)
= ρ
(
(p, η),m
)
∨
(
ρ
(
(p, µ),m
)
∧ (p, µ U η)
)
.
It is clear from the premise that p assigns every free variable in µ and η.
Thus, we can apply Lemma 1 to both ρ
(
(p, η),m
)
and ρ
(
(p, µ),m
)
, which yields:
ρ
(
(p, µ U η),m
)
=
∨
d∈Dη
( ∧
c∈Cd
Rd,c
)
∨
∨
d∈Dµ
( ∧
c∈Cd
Rd,c ∧ (p, µ U η)
)
. (4)
The sets Dη and Dµ encompass the decomposition of ρ
(
(p, η),m
)
and
ρ
(
(p, µ),m
)
respectively.
By definition 4, in a run of ρ, the children of a node (p, µ U η) must include
every couple Rd,c ∈ Dη ∪ Dµ in the right-hand side of (4) Therefore, only two
scenarios are possible:
(i) For any i ≥ 1, there exists a distinguished index di such that message mi is
in Dµ;
(ii) For some j ≥ 1, there exists a distinguished index dj such that message mj
is in Dη, and for any 1 ≤ i < j, an index di such that message mi is in Dµ.
The first scenario would occur if µ is verified by every message in m while
the second occurs if µ holds continuously until some point j, where η holds
(these scenarios are not mutually exclusive because two or more indexes can be
represented by the child nodes, but cover every possibility). Indeed, either some
j ≥ 1 linked to Dη exists, in which case, the smallest possible j satisfies (ii); or
it does not. In that case, (i) holds. Note also that every time a chosen index is
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in Dµ, a node (p, µ U η) appears as a child, so Dµ or Dη must be picked for the
next message as well.
It turns out that the run r
(
(p, ψ),m
)
follows scenario (ii). If it did not,
then according to (i), and the previous discussion, there would be a branch
in r
(
(p, ψ),m
)
whose nodes are always (p, µ U η). Since ψ = µ U η is not in Fψ,
the run would not be Fψ-accepting, thus contradicting our premise. Scenario (ii)
echoes the desired results in regard to values i, j and formulas µ, η. It remains to
extract, for any relevant value i or j, the desired subrun from r
(
(p, ψ),m
)
. We
only cover the details for i, as both cases lead to almost identical proofs.
Since index di is in Dµ, the children of a node (p, µ U η) linked to message
mi can be of three “types”. They can be either (p, µ U η) (type 1, mandatory),
a couple Rd,c in equation (4) where d = di (type 2, mandatory), or a couple Rd,c
in (4) where d 6= di (type 3, optional). To make sense of type 3, remember that
an accepting run may include extra nodes as long as it respects ρ and F . Now,
observe that the union of all children of type 2, denoted U i2, satisfies the conjunc-
tion ∧c∈Cdi in (4) if m = mi. Thus, U
i
2 satisfies ρ
(
(p, µ),mi
)
. Hence, if we take
a root node (p, µ), set U i2 as its children, and keep every subrun of r
(
(p, ψ),m
)
whose root is in U i2, we get a run r
(
(p, µ),mi
)
starting at mi and with root
(p, µ). We must now prove that r
(
(p, µ),mi
)
is Fµ-accepting. Since the original
run is F(µ U η)-accepting, all of its branches visit F(µ U η) infinitely often. This
remains true for every branch in r
(
(p, µ),mi
)
because they are infinite suffixes
of branches in the original run (i is finite). However, the formulas in r
(
(p, µ),mi
)
are limited to subformulas of µ (Lemma 1), so what is visited infinitely often is
actually F(µ U η) ∩ (sub(µ) ∪ {⊤}) = Fµ.
As we mentioned earlier, the proof for j is very similar. The set U j2 , where
dj ∈ Dη, identifies the desired subrun. The only notable difference is that a node
(p, µ U η), for message mj, is not required to have a child of type 1.
2) ψ = µR η
The beginning of the run r
(
(p, ψ),m
)
is dictated by the rule
ρ
(
(p, µR η),m
)
= ρ
(
(p, µ ∧ η),m
)
∨
(
ρ
(
(p, η),m
)
∧ (p, µR η)
)
,
which also applies each time the couple (p, µR η) appears in the run. As with
U , we can apply Lemma 1 and distribute (p, µR η) over the decomposition of
ρ
(
(p, η),m
)
to get
ρ
(
(p, µR η),m
)
=
∨
d∈D(µ∧η)
( ∧
c∈Cd
Rd,c
)
∨
∨
d∈Dη
( ∧
c∈Cd
Rd,c ∧ (p, µR η)
)
(5)
where the set D(µ∧η) encompass the decomposition of ρ
(
(p, µ ∧ η),m
)
.
The scenarios (i) and (ii) introduced for µ U η also apply in this case, but
with minor adaptations regarding the index sets:
(i) For any i ≥ 1, there exists a distinguished index di such that message mi is
in Dη;
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(ii) For some j ≥ 1, there exists a distinguished index dj such that message mj
is in D(µ∧η), and for any 1 ≤ i < j, there exists a distinguished index di such
that message mi is in Dη.
However, by comparison to µ U η, it is possible for r
(
(p, ψ),m
)
to follow
scenario (i). This is because ψ, this time, is included in Fψ due to being a Release
formula. Until formulas, by comparison, are not accepting. Thus, even though
(i) implies the existence of a branch in r
(
(p, ψ),m
)
whose nodes are always
(p, µR η), such a branch visits Fψ infinitely often and does not contradict our
premise that the run is Fψ-accepting. In fact, (i) and (ii) together echo the result
stated in this lemma. The remaining of the proof for i is analogous to the one
for i with U . The same goes for j.
While every branch of the derived runs r
(
(p, µ ∧ η),mj
)
and r
(
(p, η),mi
)
visits Fψ infinitely often, their formulas are restricted to subformulas of µ ∧ η
and η respectively (Lemma 1). Thus, the sets that are visited infinitely often are
actually Fψ ∩ (sub(µ ∧ η) ∪ {⊤}) = F(µ∧η) and Fψ ∩ (sub(η) ∪ {⊤}) = Fη. 
We can now state the main lemmas of correction and completeness, indicating
that an automata Aϕ admits an accepting run for sequence ψ iff m |= ψ.
Lemma 5 For any LTL-FO+ formula ψ and any partial function p : V → I
that assigns every free variable in ψ, if there exists an Fψ-accepting run of ρ on
a trace m = m1,m2, . . . and with root (p, ψ), then P [p, ψ](m) is true.
Proof. We proceed by strong induction on the temporal depth of LTL-FO+ for-
mulæ. Recall that by Lemmas 1 and 2, the decomposition of ρ
(
(p, ψ),m1
)
and
P [p, ψ](m) can be given in normal disjunctive form as follows and that Lemma 3
assures us that for every d ∈ D, the terms of these two formulas can be matched
to one another.
ρ
(
(p, ψ),m1
)
=
∨
d∈D
( ∧
e∈Ed
ρ
(
(pd,e, εd,e),m1
)
∧
∧
n∈Nd
(pd,n, ψd,n) ∧
∧
a∈Ad
(∅,⊤d,a)
)
(6)
P [p, ψ](m)⇔
∨
d∈D
( ∧
e∈Ed
P [pd,e, εd,e](m) ∧
∧
n∈Nd
P [pd,n, ψd,n](m
2) ∧
∧
a∈Ad
P [∅,⊤d,a](m
2)
)
(7)
Base case: Lemma 5 holds for any formula of depth 0.
Let depth(ψ) = 0. This case is covered by Lemmas 1 and 2, which state that Nd
and Ad are empty for all d ∈ D. As a result, the equations from 1 and 2 can be
rewritten as:
ρ
(
(p, ψ),m1
)
=
∨
d∈D
( ∧
e∈Ed
ρ
(
(pd,e, εd,e),m1
))
(8)
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P [p, ψ](m)⇔
∨
d∈D
( ∧
e∈Ed
P [pd,e, εd,e](m)
)
. (9)
Since every formula εd,e is either an equality or an inequality, it follows from
the definition of ρ that ρ
(
(pd,e, εd,e),m1
)
can only output (∅,⊤) or (∅,⊥) and
that the couple (∅,⊤) is output if and only if P [pd,e, εd,e](m) is true.
Since the only successor of a node (∅,⊤) is itself, and since ⊤ is in Fψ , this
node generates an accepting branch. A node (∅,⊥) also loops back on itself, but
since ⊥ is not in Fψ , the resulting branch is not accepting. Thus, the fact that
there exists a Fψ-accepting run r
(
(p, ψ),m
)
implies that there exists a d∗ ∈ D
for which P [pd∗,e, εd∗,e](m) holds for all e ∈ Ed∗ . The right-hand side of (9) holds
as a result, and lemma 5 holds in the base case.
Induction step: For some natural t > 0, if Lemma 5 holds for any formula of
depth less than or equal to t, the it holds for depth t.
Let depth(ψ) = t. The sets Nd and Ad may not be empty for all d ∈ D.
By the definition of a run of ρ, the children of the root (p, ψ) in the accept-
ing run r
(
(p, ψ),m
)
satisfy the right-hand side of equation (6). Hence, there
exists a d∗ ∈ D for which every output ρ
(
(pd∗,e, εd∗,e),m1
)
and every couple
(pd∗,n, ψd∗,n) or (∅,⊤d,a) in (6) is a child of the root. From the base case, we can
conclude that P [pd∗,e, εd∗,e](m) is true for any e ∈ Ed∗ . It remains to show that
P [pd∗,n, ψd∗,n](m
2) is true for any n ∈ Nd∗ and every P [∅,⊤d,a](m
2) is true for
any a ∈ Ad∗ .
We consider each case in turn.
A couple (pd∗,n, ψd∗,n) is the root of at least one subrun in r
(
(p, ψ),m
)
starting at message m2. Let’s denote it by r
(
(pd∗,n, ψd∗,n),m
2
)
. We know from
Lemma 1 that pd∗,n assigns every free variable in ψd∗,n. We can also argue that
this subrun is Fψd∗,n -accepting since every branch in r
(
(pd∗,n, ψd∗,n),m
2
)
is an
infinite suffix of a branch in r
(
(p, ψ),m
)
. Thus, Fψ is still visited infinitely often,
but the formulas are limited to sub(ψd∗,n) (Lemma 1). As a result, the intersec-
tion Fψ ∩ (sub(ψd∗,n) ∪ {⊤}) = Fψd∗,n is visited infinitely often which satisfies
the antecedent of Lemma 5.
The rest of the argument is made easy by the induction hypothesis. Indeed,
by Lemma 1, a formula ψd∗,n fits only one of three possible descriptions:
1) depth(ψd∗,n) < t
The induction hypothesis can be applied directly to r
(
(pd∗,n, ψd∗,n),m
2
)
.
Therefore, P [pd∗,n, ψd∗,n](m
2) holds.
2) depth(ψd∗,n) = t and ψd∗,n = µ U η where µ, η ∈ sub(ψ)
According to the case U of Lemma 4, r
(
(pd∗,n, µ U η),m
2
)
implies that:
• ∃ j ≥ 2 for which ρ admits an Fη-accepting run with root (pd∗,n, η);
• ∀ 2 ≤ i < j, ρ admits an Fµ-accepting run with root (pd∗,n, µ).
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Since depth(µ) and depth(η) are less than depth(µ U η) = t, we can apply
the induction hypothesis to the runs listed above:
– ∃ j ≥ 2 for which P [pd∗,n, η](m
j) holds;
– ∀ 2 ≤ i < j, P [pd∗,n, µ](m
i) holds.
By definition of the U operator, P [pd∗,n, µ U η](m
2) holds.
3) depth(ψd∗,n) = t and ψd∗,n = µR η where µ, η ∈ sub(ψ)
The proof is analogous to the one for 2). Upon using Lemma 4 and the
induction hypothesis, we get the following possibilities:
• ∀ i ≥ 2, P [pd∗,n, η](m
i)holds;
or
• ∃ j ≥ 2 for which P [pd∗,n, µ ∧ η](m
j) holds;
• ∀ 2 ≤ i < j, P [pd∗,n, η](m
i) holds.
By the definition of the R operator, P [pd∗,n, µR η](m
2) holds in both cases.
We now turn to the set Ad∗ . Let P [∅,⊤d∗,a](m) be state in A
∗
d. Since the run
r
(
(p, ψ),m
)
which generates this state is accepting, P [∅,⊤d∗,a](m) is necessarily
of the form P [∅,⊤](m). By the definition of the transition function, this state
is reached after the application of the transition function to a formula of the
form ψ = ∀pi : ψ
′ for which the Domm(pi) is empty, for some message m
′ and
valuation function p. Since depth(ψ) < t, we can conclude form the induction
hypothesis that P [p, ψ](m′) holds.
In conclusion, since every term P [pd,e, εd,e](m) and P [pd,n, ψd,n](m
2) in (7)
holds for some d ∈ D, it follows that P [p, ψ](m) holds. 
Proposition 1 For any LTL-FO+ formula ϕ devoid of free variables, and any
message trace m, if the automaton Aϕ accepts m, then m satisfies ϕ.
Proof. An accepting run of Aϕ on m is, by definition, an Fϕ-accepting run of ρ
with root (∅, ϕ). By Lemma 5, r
(
(∅, ψ),m
)
is accepting implies that P [∅, ϕ](m)
is true, which in turns means that “m satisfies ϕ given the free variable assign-
ments in ∅”. 
5.3 m |= ϕ ⇒ Aϕ accepts m
The following lemma states the connection between the semantics of the the
temporal operator R and U and the tree decomposition of these formulæ. It is
analogous to Lemma 4.
Lemma 6 Let µ and η be LTL-FO+ formulas, and p : V → D be a partial
function that assigns every free variable in µ and η. Let m = m1,m2, . . . be a
message trace. If:
• ∀ i ≥ 1, ρ admits an Fη-accepting run r
(
(p, η),mi
)
with root (p, η),
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then ρ admits an F(µR η)-accepting run r
(
(p, µR η),m
)
with root (p, µR η). Fur-
thermore, if:
• ∃ j ≥ 1 for which ρ admits an F(µ∧η)-accepting run r
(
(p, µ ∧ η),mj
)
with
root (p, µ ∧ η) (resp. Fη-accepting run r
(
(p, η),mj
)
with root (p, η));
• ∀ 1 ≤ i < j, ρ admits an Fη-accepting run r
(
(p, η),mi
)
with root (p, η) (resp.
Fµ-accepting run r
(
(p, µ),mi
)
with root (p, µ)),
then ρ admits an F(µR η)-accepting run r
(
(p, µR η),m
)
with root (p, µR η) (resp.
F(µ U η)-accepting run r
(
(p, µ U η),m
)
with root (p, µ U η)).
Proof. 1) Case “ ∀ i ≥ 1, ρ admits an Fη-accepting run r
(
(p, η),mi
)
on mi and
with root (p, η)”
Let’s suppose that ρ admits an Fη-accepting run r
(
(p, η),mi
)
for all i ≥ 1.
We must build an F(µR η)-accepting run r
(
(p, µR η),m
)
that includes each one
of these runs.
The beginning of any run r
(
(p, η),mi
)
, and of the run r
(
(p, µR η),m
)
, is
dictated by the rule
ρ
(
(p, µR η),m
)
= ρ
(
(p, µ ∧ η),m
)
∨
(
ρ
(
(p, η),m
)
∧ (p, µR η)
)
,
which is also applied each time the children of a node (p, µR η) are considered.
Since p assigns every free variable in µ and η, we can use Lemma 1 as we did in
the proof of Lemma 4 to obtain the rule
ρ
(
(p, µR η),m
)
=
∨
d∈D(µ∧η)
( ∧
c∈Cd
Rd,c
)
∨
∨
d∈Dη
( ∧
c∈Cd
Rd,c ∧ (p, µR η)
)
. (10)
The sets D(µ∧η) and Dη encompasses the decomposition of ρ
(
(p, µ ∧ η),m
)
and
ρ
(
(p, η),m
)
respectively.
By Definition 4, in a run r
(
(p, η),mi
)
, there exits at least one d iη ∈ Dη for
which any couple Rdiη,c in (10) is a child of the root (if c ∈ Ediη , the “couple
Rdiη,c” is the output of Rdiη,c). Let’s denote the set of all couples Rdiη,c by Rdiη .
Similarly, for each node (p, µR η) in the run r
(
(p, µR η),m
)
, there must be at
least one d∗ ∈ D(µ∧η) ∪Dη for which any couple in (10) indexed by d
∗ is a child
of (p, µR η).
Let’s consider the case where i = 1. If we set d∗ = d1η for the root of the node
r
(
(p, µR η),m
)
, then (10) implies that the children must at least include the set
Rd1η and a node (p, µR η). We choose not to include others nodes, so it remains
to define the subruns generated by Rd1η and (p, µR η). The subruns generated
by the former are easy because they can be copied from r
(
(p, η),m1
)
. Since this
run is Fη-accepting, we know that every branch in a copied subrun visits Fη
infinitely often. With the inclusion Fη ⊂ F(µR η), we can also state that every
branch visits F(µR η) infinitely often. As for the child node (p, µR η), its subrun
is obtained by repeating the previous procedure for i = 2 and beyond. We use
d iη for every i ≥ 2, and we copy subruns in r
(
(p, η),mi
)
for Rdiη .
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The resulting run of ρ on m and with root (p, µR η) admits two types of
branches. All but one eventually reach a node Rdiη,c for some i ≥ 1, and thus
visit F(µR η) infinitely often. The remaining branch never reaches a node Rdiη,c,
and thus only visits the node (p, µR η). Fortunately, the formula µR η identifies
an accepting state, so this branch also visits F(µR η) infinitely often. These last
observations make the resulting run F(µR η)-accepting.
2) Case : “ ∃ j ≥ 1 for which ρ admits an F(µ∧η)-accepting run r
(
(p, µ ∧ η),mj
)
on mj and with root (p, µ ∧ η) (resp. Fη-accepting run r
(
(p, η),mj
)
on mj and
with root (p, η));
∀ 1 ≤ i < j, ρ admits an Fη-accepting run r
(
(p, η),mi
)
on mi and with root
(p, η) (resp. Fµ-accepting run r
(
(p, µ),mi
)
on mi and with root (p, µ))”.
Let’s now suppose that ρ admits an F(µ∧η)-accepting run r
(
(p, µ∧η),mj
)
for
some j ≥ 1. Let’s also suppose that for any 1 ≤ i < j, ρ admits an Fη-accepting
run r
(
(p, η),mi
)
. As with the first “case”, we must build an F(µR η)-accepting
run r
(
(p, µR η),m
)
that includes all these runs.
Until message mj in m is reached, we can use the approach described in the
first “case” to build a partial run from the root (p, µR η). Thus, for all 1 ≤ i < j,
a node (p, µR η) in our partial run, upon reading message mi, is followed by
subruns in r
(
(p, η),mi
)
and by a node (p, µR η). It remains to define a subrun
on the trace mj generated by a node (p, µR η).
By Definition 4, in the run r
(
(p, µ∧η),mj
)
, there is an index dj ∈ D(µ∧η) for
which a couple Rd,c in (10) is a child of the root (p, µ∧η) if d = d
j . Let’s denote
the set of all couples Rdj ,c by Rdj . Not only does Rdj satisfies the right-hand
side of (10), the subrun of any couple Rdj,c in r
(
(p, µ ∧ η),mj
)
visits F(µ∧η)
infinitely often. Since F(µ∧η) ⊂ F(µR η), it also visits F(µR η) infinitely often. We
hence use the couples in Rdj and their subruns to complete our run on m.
Any branch β in the resulting run eventually reaches a branch in a copied
subrun on mk for some 1 ≤ k ≤ j specific to β. As previously argued, these
subbranches visit F(µR η) infinitely often. This makes our run on m F(µR η)-
accepting.
The proof for the subcase µ U η is analogous to the one for µR η. It is simply
a matter of swapping formulas in some of the symbols used. As an example,
equation (10) maintains its overall form, but becomes:
ρ
(
(p, µ U η),m
)
=
∨
d∈Dη
( ∧
c∈Cd
Rd,c
)
∨
∨
d∈Dµ
( ∧
c∈Cd
Rd,c ∧ (p, µ U η)
)
.
The sets Fµ and Fη are obviously included in the set F(µ U η). 
Lemma 7 For any LTL-FO+ formula ψ and any partial function p : V → I
that assigns every free variable in ψ, if the predicate P [p, ψ](m) is true for a
trace m, then ρ admits an Fψ-accepting run r
(
(p, ψ),m
)
with root (p, ψ).
21
Proof. As with Lemma 5, we proceed by strong induction on the temporal
depth of LTL-FO+ formulas. Our approach is based on the decompositions of
ρ
(
(p, ψ),m1
)
and P [p, ψ](m), which are given by Lemmas 1 and 2 respectively:
ρ
(
(p, ψ),m1
)
=
∨
d∈D
( ∧
e∈Ed
ρ
(
(pd,e, εd,e),m1
)
∧
∧
n∈Nd
(pd,n, ψd,n)∧
∧
a∈Ad
(∅,⊤d,a)
)
;
(6)
P [p, ψ](m)⇔∨
d∈D
( ∧
e∈Ed
P [pd,e, εd,e](m)∧
∧
n∈Nd
P [pd,n, ψd,n](m
2)∧
∧
a∈Ad
P [∅,⊤d,a](m
2)
)
. (7)
For any d ∈ D, e ∈ Ed, n ∈ Nd and a ∈ Ad, the terms pd,e, pd,n, εd,e, ψd,n
and ⊤d,a in (6) can be assumed to be identical to their counterpart in (7) due
to Lemma 3.
Base case: Lemma 7 holds for any formula of depth 0.
Suppose depth(ψ) = 0. We know from Lemmas 1 and 2 that the sets Nd
and Ad in this special case, are empty for every d ∈ D. Thus, we can rewrite
equations (6) and (7) as follows:
ρ
(
(p, ψ),m1
)
=
∨
d∈D
( ∧
e∈Ed
ρ
(
(pd,e, εd,e),m1
))
; (8)
P [p, ψ](m)↔
∨
d∈D
( ∧
e∈Ed
P [pd,e, εd,e](m)
)
. (9)
If the predicate P [p, ψ](m) holds, then there exists a d∗ ∈ D for which
P [pd∗,e, εd∗,e](m) is true for every e ∈ Ed∗ . It follows from the definition of
ρ that the output of a term ρ
(
(pd,e, εd,e),m1
)
in (8) is (∅,⊤) for d = d∗. Hence,
this couple satisfies the right-hand side of (8) and can thus be the only child of
the root (p, ψ) in our run. Since the only successor of a node (∅,⊤) is itself (for
any input message), the resulting run has a single branch that visits the node
(∅,⊤) infinitely often. Since the state ⊤ is in Fψ, this run on m is Fψ-accepting.
Induction step: For some natural t > 0, if Lemma 7 holds for any formula of
depth less than t, then it also holds for any formula of depth t.
Suppose depth(ψ) = t. The sets Nd and Ad may not be empty for all d ∈ D,
so equations (6) and (7) must be used. If P [p, ψ](m) holds, then there exists
a d∗ ∈ D for which the predicates P [pd∗,e, εd∗,e](m), P [pd∗,n, ψd∗,n](m
2) and
P [∅,⊤d,a](m
2) in (7) hold for any e ∈ Ed∗ , n ∈ Nd∗ and a ∈ Ad∗ .
The accepting run for (p, ψ) will include every couple indexed by d∗, in Ed∗ ,
Nd∗ and Ad∗ . The base case already shows that any term ρ
(
(pd,e, εd,e),m1
)
indexed by d∗ in (6) outputs the accepting state (∅,⊤). If Nd∗ and Ad∗ are not
empty, we must include their content in the children of the root (p, ψ) in the
accepting run.
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We also include any couple (pd,n, ψd,n) indexed by d
∗ in (6) in order to satisfy
the right-hand side of this equation. We know that the branch generated by the
child node (∅,⊤) visits Fψ infinitely often. It remains to define an Fψ-accepting
subrun on the trace m2 for every child node (pd∗,n, ψd∗,n). It remains to show
that the elements of these sets also generate an accepting run.
We consider first the elements of Nd∗ .
Since every formula ψd∗,n is a subformula of ψ (Lemma 1), the inclusion
Fψd∗,n ⊆ Fψ holds. Therefore, for any child node (pd∗,n, ψd∗,n), it suffices to
show that its subrun is Fψd∗,n -accepting. Lemma 1 also tells us that pd∗,n as-
signs every free variable in ψd∗,n for any n ∈ Nd∗ . As such, every predicate
P [pd∗,n, ψd∗,n](m
2) in (7) satisfies the condition of Lemma 7.
The remainder of the argument is made easy by the induction hypothesis.
Indeed, by Lemma 1, a formula ψd∗,n fits only one of three possible cases:
1) depth(ψd∗,n) < t
The induction hypothesis directly applies to P [pd∗,n, ψd∗,n](m
2). Thus, ρ ad-
mits an Fψd∗,n -accepting run on m
2 and with root (pd∗,n, ψd∗,n) as desired. As
was the case for lemma 5, this case also implies the validity of any formula in
Ad∗ .
2) depth(ψd∗,n) = t and ψd∗,n = µ U η where µ, η ∈ sub(ψ)
We simply follow the proof of Lemma 5 for this case, but in reverse. First,
if P [pd∗,n, µ U η](m
2) holds, then by the definition of U , for some j ≥ 2,
P [pd∗,n, η](m
j) holds and for every 2 ≤ i < j, P [pd∗,n, µ](m
i) also holds. Next,
because the temporal depths of µ and η are less than t, the induction hypothesis
applies. Hence, ρ admits an Fη-accepting run on m
j and Fµ-accepting runs on
mi for every 2 ≤ i < j. Finally, by Lemma 6, ρ admits an F(µ U η)-accepting
run on m2 as desired.
3) depth(ψd∗,n) = t and ψd∗,n = µR η where µ, η ∈ sub(ψ)
As with(2), we follow the proof of Lemma 5 for the current case in reverse.
Note though that if P [pd∗,n, µR η](m
2) holds, two possibilities arise:
• ∀ i ≥ 2, P [pd∗,n, η](m
i) is true;
• ∃ j ≥ 2 for which P [pd∗,n, µ ∧ η](m
j) is true, and P [pd∗,n, η](m
i) is true
∀ 2 ≤ i < j.
Since the depth of µ ∧ η, is less than t, the induction hypothesis applies for
both possibilities. 
Proposition 2 For any LTL-FO+ formula ϕ devoid of free variables, and let
m be a message trace, if m satisfies ϕ, then the automaton Aϕ accepts m.
Proof. All variables in ϕ are bound by quantifiers (∃ or ∀), so the statement “m
satisfies ϕ” is represented by P [∅, ϕ](m). It follows from Lemma 7 that there
exists an Fϕ-accepting run of ρ on m with root (∅, ϕ), which, by definition, is
an accepting run of Aϕ on m. 
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Theorem 2 (adapted from Vardi) Given any LTL-FO+ formula ϕ, one can
build a modified alternating Büchi automaton Aϕ = (Σ, V, I, S, s
0, ρ, F ), where
Σ =M and |S| is in O(|ϕ|), such that the language recognized by Aϕ is exactly
the set of message traces satisfying the formula ϕ.
Proof. Immediate from the definition of Aϕ and Propositions 1 and 2. 
6 Conclusion and Future Works
In this paper, we propose a new type of finite alternating automata which recog-
nizes LTL-FO+ formulæ an show the process of constructing such an automaton
from an LTL-FO+ formula. Our automaton allows for formulæ in the highly
expressive logic, LTL-FO+ formal logics to be easily stated in a concise and
easy to understand formalism. We are currently developing and implementing a
verification algorithm that will allow this new tool to be put to practical use.
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