Abstract. 3D facial synthesis has been frequently used in model based video coding applications and became popular in various multimedia applications. In this paper a 3D face model, its adaptation algorithm and a texture mapping method using two orthogonal photos are presented to solve several 3D estimation problems in model based video coding. We are successfully estimating the frames between the front and the side views of the face. The experimental results show that the proposed Rotation Adaptive Texture Mapping (RATM) technique increases the visual quality of the synthesized face during rotations of the head, while achieving a PSNR value up to 33dB.
Introduction
Model based video coding techniques have attracted considerable interest in multimedia applications such as teleconferencing and videophones where bandwidth considerations are of utmost importance. Very low bit rate coding is achieved by first generating the 3D model of the face to be coded in image sequences, and then coding the model parameters for the rest of the image sequence. Thus, 3D face synthesis plays a crucial role in the visual quality of the system.
In 1983, Forchheiner proposed a model-based videophone system that uses a computer-animated head model for the transmission of head and shoulder scenes [1] , [2] . Since then, many researches have worked on this concept [3] [4] [5] [6] . One of the most important works done is the face model created by Stromberg. This model, named CANDIDE, and its versions are very popular in many research labs [8] . But the problem of estimating 3D information from 2D images still remains to be solved. This paper presents a new face model proposed for the model based video coding. The proposed face model is compatible with MPEG-4 and consists of about 8000 vertices. In addition, an algorithm is presented for the adaptation of face model to a given face. Finally, a texturing method, Rotation Adaptive Texture Mapping (RATM), is proposed to solve the problem of estimating 3D information from two orthogonal 2D face images. The developed model along with the proposed RATM approach produces encouraging results by achieving PSNR values up to 33dB.
The Generic Model
It is a well known fact that, different people have the same basic face structure, such as the eyes, nose and mouth. Each decoder under MPEG-4 has its own face model called "generic model". However, everyone has different facial features that distinguish one from the others. A generic model should be a structural one for facial animation.
According to MPEG-4 standard specifications, a human head is a synthetic visual object whose representation is based on VRML standard [7] . Our generic model shown in Fig. 1 was implemented using 3DMAX and modified to conform to MPEG-4. Currently, the Face Model includes a group of five standard-conforming objects (skin, eyes, pupils, teeth, tongue) up to 8,000 vertices and 13,500 triangles in total. In MPEG-4 Calibration profile generic model adaptation to the prototype person is required. According to MPEG-4, there are 84 feature points defined on a neutral face that provide referenced space for defining facial animation parameters (FAPs). These points are sufficient for identifying the proper shape of a facial model. Feature points are divided into several groups such as lips, eyes, mouth and so on.
The human face possesses specific regions that are dedicated for communication of information and expression on emotions obviously these regions need to be well defined. In this study we concentrated our efforts on giving a great level of detail in the most expressive regions of the generic model. In order to have more control on the polygonal structure, we subdivided the generic model surface into specific areas which corresponds to the feature points affected by the FAPs. This subdivision was necessary to define and control the displacements of polygonal vertexes induced by the FAPs applied in various feature points. Subdivision into specific areas and their classification are shown in Fig. 2 . The generic model undergoes a model matching procedure to adapt the 3D model parameters according to the input images. Our adaptation algorithm takes 22 facial features from the two orthogonal pictures and is based on the transformation of distances between feature points, from the neutral model domain to image domain. As expected the number of facial feature points improves the adaptation greatly in terms of the exactness of the face shape. However, increasing the number of feature points also increases the computational complexity of feature points' edition. Therefore there is a tradeoff between the number of feature points and editing time. The 22 feature points chosen from the feature points defined in MPEG-4 are shown in Fig. 3 .
To make the head size of side and front views equal, we measure the heights of the face in two views. Then we use scale transformation to normalize the two pictures.
After editing the feature points, the whole size of the individual head is estimated. The height and the width are determined by the front view using points 1, 2 and 3, 4 
Rotation Adaptive Texture Mapping (RATM)
As discussed in the previous section, the generic mapping of the face model results in the 3D wire frame model representing the shape of a head. Texture mapping should be applied to the model in order to give a more realistic view. Otherwise it can be a synthetic texture for a talking head application. Alternatively, a texture map obtained by two orthogonal images can be used to give more realistic appearance to the rendered frame.
The Proposed RATM method overcomes the deformations in the texture due to rotations of the head by moving the side image texture along the whole textured frame as illustrated in Fig. 5 . For the rotation adaptation, the two orthogonal texture maps, which are the frontal and side images, are combined dynamically. Here the aim is to estimate the face textures during the rotations. This is done by starting with the frontal image and moving the side image across the whole frame until the side image captures the whole texture.
RATM method results in very realistic face images for the front and side views since the information used at these views for texture mapping is obtained from the original front and side images. 
Performance Analysis
The performance of our approach is analyzed and the results are shown for a given person's facial orthogonal images with resolution of 256 by 256 pixels per view. The resolution of the generic facial model is about 8000 vertices in the whole 3D wire frame model. Fig. 6 shows the results of the matching from the generic model to the individual orthogonal photos. Fig. 7 shows the generated 3D individual face in different views of a half rotation. It can be clearly observed that the appearance of the generated individual 3D model looks natural and has a good visual effect on the human eyes. Corresponding Peak Signal to Noise Ratio (PSNR) values calculated for a half rotation are given in Fig. 8 . The maximum PSNR quality of 33dB is achieved for the front view. The PSNR value is still quite high at 30dB for the side view. The slightly lower PSNR value for the side image compared to that of the frontal image can be explained by the fact that the number of facial feature pointes used for the latter is less, as explained before. The lowest visual quality is obtained for 45 degree of rotation where almost half of the face is covered with the frontal image and the remaining half is covered with the profile image texture. This degradation is expected as it is obvious that the frontal and profile images contain illumination differences due to the changing direction of illumination. The overall visual quality of the synthesized face at varying degrees of rotation is within the acceptable quality of 27dB on the average.
Conclusion
In this paper we proposed a new face model, its adaptation and a texture mapping method (RATM) for model based video coding. Our experimental results show that the visual quality of the synthesized face image is within the acceptable quality. The average PSNR is around 27 dB for the rotations between the front and the side views and higher values for front and side views support our visual results. The quantitative and visual results clearly suggest that the developed model along with the proposed RATM approach produces encouraging results and opens a new direction for high quality 3D face synthesis.
