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We consider rotational diffusion for two systems - a macrospin under external magnetic field, and
a particle diffusing on the surface of a sphere under external torque. Microstates in the two cases
transform differently under time-reversal. This results in Clausius like dependence of stochastic
entropy production (EP) for macrospins, and an excess EP for diffusion of particles on sphere.
The total EP in both the cases obey fluctuation theorems. For macrospins, we derive analytical
expression for probability distribution of total EP in the adiabatic limit. Numerical simulations
show that the distribution functions of EP agree well with theoretical predictions.
PACS numbers: 05.40.-a, 05.40.Jc, 05.70.-a
I. INTRODUCTION
Stochastic thermodynamics has extended the defini-
tions of thermodynamic quantities like work, energy, en-
tropy etc. to their stochastic counterpart, as a descrip-
tion of stochastic evolution of non-equilibrium systems
with small degrees of freedom [1, 2]. This allows one to
obtain energy balance, and equalities involving entropy
production (EP), or work done known as fluctuation the-
orems (FT) [3–19]. In experiments FT symmetries were
observed [20–23], and used to extract free energies from
non-equilibrium measurements [24, 25]. The ideas of
stochastic thermodynamics have been extended to active
particles as well [26–29].
Stochastic energy balance can be derived from appro-
priate Langevin equations giving the definition of dissi-
pated heat. This does not depend on how the microscopic
dynamical variables transform under time-reversal oper-
ation. However, EP captures breaking of time-reversal
symmetry, and does depend on how microstates trans-
form under time-reversal operation. In this paper, using
two systems whose dynamics are given by the same equa-
tion of motion, but whose microstates transform differ-
ently under time-reversal, we demonstrate how the EP
in them are different. While one of these systems show
stochastic reservoir EP consistent with Clausius expres-
sion, the other gives rise to an excess EP which can not be
captured by the dissipated heat. We focus on stochastic
thermodynamics of macrospins having a single magnetic
domain, and a related system of particles diffusing on the
surface of a unit sphere.
With advent of spintronics, magnetic devices are get-
ting miniaturized. In such devices, macrospins reside in
a complex magnetic environment that may produce time
varying torque. The impact of thermal fluctuations in-
creases inversely with reducing size of devices [30–32],
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giving rise to drastic effects like magnetization rever-
sal [33]. Several recent studies focussed on how to con-
trol magnetic devices against thermal noise [34–39]. In
Ising spins following Glauber dynamics, distribution of
dissipative work was presented in Ref. [40]. Unlike Ising
spins, macrospins in presence of magnetic fields undergo
stochastic rotational motion. The diffusion of a particle
on unit sphere in presence of external torque, is described
by Langevin equations closely related to that describing
the stochastic macrospin dynamics. However, the origin
of torque does not anymore come from a conservative
magnetic energy density, rather is imposed externally.
Also, the notion of dissipative and reactive currents de-
pend on the transformation of angular positions identify-
ing microstates. While magnetic field and magnetization
are odd variables under time reversal, angular position of
diffusing particle and external torque are even variables,
leading to different forms of EP.
II. MACROSPIN
First let us consider a macrospin with magnetization
m in presence of a time-dependent magnetic field H(t).
The deterministic dynamics m˙ = γm × H(t), where
m˙ = dm/dt, and γ denotes the gyromagnetic ratio, con-
serves magnetization dm2/dt = m.m˙ = 0. For a time-
independent field H, the macrospin precesses around the
field due to spin torque m × H. Stochastic dynamics
of macrospin may involve fluctuations in both amplitude
and direction of magnetization [41, 42]. However, for ma-
terials with high enough Curie temperatures, one may
neglect the amplitude fluctuation [31, 43–45]. This natu-
rally leads to a Langevin dynamics known as the Landau-
Lifshitz-Gilbert equation which involves a multiplicative
noise. The macrospin coupled to a heat bath gets in-
fluence from the heat bath in terms of a stochastic field
h(t) and a related dissipation with a damping coefficient
η such that [31, 46, 47]
m˙ = γm × [H+ h(t)− ηm˙] . (1)
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The stochastic magnetic field obeys Gaussian statistics
with
〈h(t)〉 = 0,
〈h(t)⊗ h(t′)〉 = 2D01δ(t− t′) (2)
where 1 denotes the identity matrix, D0 = ηkBT/V with
T denoting the temperature, kB the Boltzmann constant,
and V the volume of the magnetic particle. The LLG
equation may be derived using the Zwanzig formalism,
coupling the macrospin with a heat bath composed of ei-
ther spins [44] or harmonic oscillators [43]. The magnetic
field H is obtainable from an energy density G = −m.H
by using H = −∂G/∂m.
The rotational diffusion of the orientation m on the
surface of a sphere of radius m may be represented in
terms of angular position [θ(t), φ(t)]. The Langevin dy-
namics can then be expressed as
θ˙ = h′m(Hθ + hθ)− g′m(sin θ)−1(H ′φ + hφ)
sin θ φ˙ = g′m(Hθ + hθ) + h′m(sin θ)−1(H ′φ + hφ),
(3)
where
g′ =
1/γm
(1/γ2) + η2m2
, h′ =
η
(1/γ2) + η2m2
.
In Eq.(3), θ˙ = ∂tθ, φ˙ = ∂tφ, and H = θˆHθ + φˆHφ
with Hθ = −(1/m)∂θG, H ′φ ≡ Hφ sin θ = −(1/m)∂φG.
The angular components of stochastic field can be
expressed in terms of their cartesian components as
hθ = hx cos θ cosφ + hy cos θ sinφ − hz sin θ, and hφ =
−hx sin θ sinφ+ hy sin θ cosφ. Note that Eq.(3) involves
multiplicative noise. Recently Ref. [48] showed explic-
itly that the form of FP equation derived from the
LLG equation is independent of the choice of stochastic
calculus – Ito, Stratonovich or a post-point discretiza-
tion scheme [49, 50]. In the following, we use this FP
equation which was originally derived in [31] using the
Stratonovich convention that we use throughout this pa-
per.
The FP equation corresponding to Eq.(3) has the form
∂tP = −∇Ω.JΩ, JΩ = θˆJθ + φˆJφ (4)
where the divergence of current on the right hand side
is given by ∇Ω.JΩ = 1sin θ∂θ(sin θJθ) + 1sin θ∂φJφ, with Ω
denoting the solid angle. The two components of proba-
bility current are given by [31]
Jθ = m[h
′Hθ − g′Hφ]P − k′∂θP
Jφ = m[g
′Hθ + h′Hφ]P − k′(sin θ)−1∂φP. (5)
Here h′ and g′ play the role of mobility, and k′ plays the
role of diffusivity. These mobility and diffusivity coef-
ficients obey Einstein relation k′ = D0m2(h′2 + g′2) =
(kBT/V ) [η/(1/γ
2 + η2m2)] = kBTh
′/V [31].
Note that equations (3) and (4) also describe the mo-
tion of a particle diffusing on the surface of a sphere un-
der position dependent external torque, with reinterpre-
tation of some of the terms – m should be interpreted
as the radius of the sphere, h′ and g′ will mean mobil-
ity. In absence of (Hθ, Hφ) the equations describe simple
diffusion on a sphere of radius m. [Hθ, Hφ] acts as an ex-
ternal torque which in general could be any function of
(θ, φ, t), and need not be derivable from an energy density
like G. For macrospins, V denotes the total volume of
the spin, which can be set to unity for particle diffusion,
without any loss of generality. We discuss this dynamics
in Sec. III. Note that when treating Eq.s (3) and (4) as
a description of magnetization dynamics, m and H has
to be treated as odd parity variables under time reversal.
This reflects in the way (θ, φ) and (Hθ, Hφ) transform
under time reversal. On the other hand, for a particle
diffusing on the surface of a sphere, position (θ, φ) are
even parity variables under time reversal, and in that
case (Hθ, Hφ) having the meaning of externally imposed
torque does not change sign under time-reversal. This
difference gives rise to two different expressions for EP in
the two cases. While for macrospin dynamics one obtains
Clausius like relation for EP in the reservoir, for rotation
diffusion of particles one finds an excess EP apart from
the Clausius term. We show this in detail in the follow-
ing.
The non-equilibrium Gibbs entropy is given by [8, 9]
S = −kB
∫
dΩP (θ, φ, t) lnP (θ, φ, t) = 〈−kB lnP 〉,
where
∫
dΩ =
∫
sin θ dθ dφ is the integration over all
possible solid angles, and 〈. . .〉 denotes statistical av-
erage. The above definition of S is the same as the
Shanon information entropy of a given probability dis-
tribution [51, 52]. The Szilard engine and Maxwell’s
daemon paradox [53] helped building the connection be-
tween Shanon’s information entropy and thermodynamic
entropy [54–56]. Note that Landauer’s principle linked
erasure of one bit of information with minimal heat dis-
sipation by an amount kBT ln 2 [57], and this has been
experimentally verified [58]. The definition of entropy S
thus has a much wider scope, including a description of
non-equilibrium processes. The stochastic entropy of a
micro-state is given by s(θ, φ, t) = −kB lnP (θ, φ, t), such
that S = 〈s〉. One can express the rate of change in
stochastic entropy as
s˙
kB
= −∂tP
P
− ∂θP
P
θ˙ − ∂φP
P
φ˙. (6)
We now consider the two cases of macrospin dynamics
under external magnetic field, and diffusion of particle
on a sphere in presence of torque, separately.
2
A. Stochastic energy balance
The rate of stochastic energy gain per unit volume G˙ =
−H · m˙ −m · H˙, the rate of work done W˙ = −m · H˙,
stochastic heat absorption by the system q˙ = −H · m˙.
Thus the stochastic energy balance G˙ = q˙ + W˙ . In the
spherical polar coordinate,
q˙ = −H · m˙ = −[θˆHθ + φˆHφ] · [θˆ mθ˙ + φˆm sin θφ˙]
= −m
[
Hθ θ˙ +Hφ sin θ φ˙
]
. (7)
Note that the rate of total heat absorption is given by
Q˙ = V q˙.
B. Entropy production using Fokker-Planck
equation
At this stage, it is crucial to identify the properties
of microstate m and the probability current JΩ under
time reversal. As noted before, m(t) and H(t) are odd
variables under time reversal. The m → −m operation
is equivalent to taking the spatial configuration (θ, φ)→
(pi − θ, pi + φ). These transformations lead to: sin θ →
sin θ, ∂θ → −∂θ and ∂φ → ∂φ; and as a result Hθ → −Hθ
and Hφ → Hφ.
The original FP equation can be expressed as ∂tP =
−∇Ω.(J(r)Ω + J(d)Ω ), where J(r)Ω denotes reactive current
and J
(d)
Ω denotes dissipative current. Under time reversal
one obtains ∂tP = −∇Ω.J(r)Ω + ∇Ω.J(d)Ω , where J(r)Ω =
(−mg′HφP,mg′HθP ) and the dissipative components of
current:
J
(d)
θ = mh
′HθP − k′∂θP
J
(d)
φ = mh
′HφP − k′(sin θ)−1∂φP. (8)
Using Eq.(6) and expressing ∂θP and ∂φP in terms of
the dissipative currents one gets
s˙
kB
= −∂tP
P
+
J
(d)
θ θ˙ + J
(d)
φ sin θ φ˙
k′P
+
Q˙
kBT
. (9)
In obtaining the third term on the right hand side of the
above relation, we used the identity h′/k′ = V/kBT .
At this point, we perform a two step averaging :
(i) over trajectories and (ii) over the ensemble of all pos-
sible solid angles Ω with probability P (Ω, t). The trajec-
tory average of the components of angular velocity leads
to 〈θ˙| θ, φ, t〉 = Jθ/P and 〈sin θ φ˙| θ, φ, t〉 = Jφ/P [9].
Note that Jθ = J
(d)
θ −mg′HφP and Jφ = J (d)φ +mg′HθP .
In order to perform averaging over the microstate proba-
bility P (Ω, t), we multiply Eq.(9) throughout by P (Ω, t)
and integrate over Ω. The conservation of probability∫
dΩP (Ω, t) = 1 gives
∫
dΩ∂tP (Ω, t) = 0. The resultant
expression for the average EP in the system
〈s˙〉
kB
=
∫
dΩ
(J
(d)
θ )
2 + (J
(d)
φ )
2
k′P
+
mg′
k′
∫
dΩ
[
J
(d)
φ Hθ − J (d)θ Hφ
]
+
〈Q˙〉
kBT
. (10)
Note that
∫
dΩHθHφP = 0, due to the inversion sym-
metry of Hθ, Hφ through the centre of the coordinate
system. Also one can show that
∫
dΩHφ∂θP = 0 and∫
dΩHθ∂φP = 0, using integration by parts. Thus the
second term in the above equation vanishes, giving us
S˙ ≡ 〈s˙〉 = kB
∫
dΩ
(J
(d)
θ )
2 + (J
(d)
φ )
2
k′P
+
〈Q˙〉
kBT
(11)
= S˙t − S˙r.
Note that S˙r = −〈Q˙〉/T is the entropy flux to the en-
vironment obeying Clausius theorem. The total average
EP in system and environment is
S˙t = S˙ + S˙r = kB
∫
dΩ
(J
(d)
θ )
2 + (J
(d)
φ )
2
k′P
≥ 0 (12)
in accordance with the second law of thermodynamics.
Non-zero dissipative currents J
(d)
θ and J
(d)
φ quantify the
irreversible non-equilibrium processes taking place within
the system. Calculations of thermodynamic EP using
the FP equation have been presented in other contexts
in Ref. [59–61]. The definition of stochastic entropy of
the system s = −kB lnP , along with the FP equation
gave us the stochastic reservoir EP
s˙r = − Q˙
T
=
mV
T
[
Hθ θ˙ +Hφ sin θφ˙
]
. (13)
C. Detailed balance
At equilibrium, due to time-reversibility, all the com-
ponents of dissipative current has to vanish separately,
such that the average total EP is zero. Considering a
time-independent magnetic field applied along the z-axis,
G = −mH cos θ, Hφ = 0. Then J (d)φ = 0 implies P is
independent of φ. The other constraint J
(d)
θ = 0 gives
dP/P = m(h′/k′)Hθdθ. Integrating this equation, and
Using the identities Hθ = −H sin θ, h′/k′ = V/kBT , one
obtains P = 1Z(H) exp[−GV/kBT ], where Z(H) denotes
the partition function at a given field strength H.
D. Fluctuation theorems
Assume a macrospin evolves from t = 0 to τ0
along a trajectory X = [m(t),H(t)] where time de-
pendent field H(t) denotes the protocol of forward pro-
cess. Let us divide the path into i = 1, 2, . . . , N seg-
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FIG. 1: (Color online) Distribution of entropy production for
a macrospin initially in absence of magnetic field, driven by
a linearly increasing field H(t) = α t with time, where the
rate α = Hf/τ0 with final field strength Hf = 0.1 kBT/m
at t = τ0. Different curves show entropy distributions cal-
culated over various τ0 denoted in the legend. For τ0 =
2.56, 5.12, 10.24 τ the data fit with the analytic form given
by Eq.(17) giving 〈∆st〉 = 5.92, 2.96, 1.47 kB respectively.
ments of time-interval δt with Nδt = τ0. The tran-
sition probability p+i (θ
′, φ′, t + δt|θ, φ, t) on i-th seg-
ment is controlled by the Gaussian random process
with probability P (hi) = (δt/4piD0)
1/2 exp(−δth2i /4D0)
where hi denotes the stochastic noise at i-th instant.
Denoting Eq.(3) as θ˙ = Θ(θ, φ,Hθ, Hφ) and φ˙ =
Φ(θ, φ,Hθ, Hφ), the transition probability on i-th seg-
ment p+i = Ji〈δ(θ˙i−Θi)δ(φ˙i−Φi)〉 = Ji
∫
dhiP (hi)δ(θ˙i−
Θi)δ(φ˙i − Φi). The Jacobian of transformation Ji =
det[∂(hxi , hyi , hzi)/∂(mi, θi, φi)]mi=constant. The proba-
bility of the complete path is P+ =
∏N
i=1 p
+
i .
As m and H are odd variables under time reversal,
the time-reversed trajectory can be denoted as X† =
[−m(τ0 − t),−H(τ0 − t)]. Replacing θ → pi − θ, and
φ → pi + φ in Eq.(3) one obtains the equation gov-
erning angular dynamics along time reversed trajecto-
ries. Denoting these equations as θ˙ = Θ†(θ, φ,Hθ, Hφ)
and φ˙ = Φ†(θ, φ,Hθ, Hφ), the probability of conjugate
trajectory can be expressed as P− =
∏N
i=1 p
−
i , where
p−i = J−i 〈δ(θ˙i−Θ†i (τ0− t) ) δ(φ˙i−Φ†i (τ0− t)〉, where J−i
denotes the relevant Jacobian. As J−i = Ji, Jacobians
drop out of the ratio p+i /p
−
i [42]. Thus one obtains
∆sr
kB
= ln
P+
P− =
V m
kBT
∫ τ0
0
dt
[
Hθ θ˙ +Hφ sin θφ˙
]
. (14)
The above expression of ∆sr corresponds to s˙r derived
from FP equation [see Eq.(13)]. The trajectories consid-
ered above describe evolution from a distribution of ini-
tial states Pi to that of final states P`, with the change
in system entropy
∆s = kB ln(Pi/P`). (15)
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FIG. 2: (Color online) Ratio of probability distributions of
positive and negative EP, ln[ρ(∆st)/ρ(−∆st)] calculated from
the data shown in Fig. 1. The solid line is a plot of the
function ∆st/kB . The deviation of data for larger ∆st is due
to lack of statistics.
Thus the total entropy change ∆st = ∆s + ∆sr =
kB ln
Pf [X]
Pb[X†] , where total probabilities of time forward
and time reversed trajectories are given by Pf [X] =
PiP+ and Pb[X†] = P`P− respectively. As the Jacobian
of transformation from X to X† is unity, one readily gets
the integral fluctuation theorem (IFT) 〈e−∆st/kB 〉 = 1,
leading to 〈∆st〉 ≥ 0 via Jensen inequality.
In a steady state the total entropy change ∆st along
a time-forward path ∆sft (X) is equal and opposite to
that along the time-reversed path, ∆sbt(X
†) = −∆sft (X).
This leads to the detailed fluctuation theorem (DFT) [8,
13]
ρ(∆st) = e
∆st/kBρ(−∆st). (16)
E. Distribution of entropy production
Let us consider a time dependent magnetic field H =
H(t)zˆ with linear time-dependence H(t) = H0 + αt.
Writing it in a dimensionless form mH/kBT = (1+ζt/τ)
where  = mH0/kBT , and ζ = ατ/H0 is the dimension-
less rate of change of the field, with unit of time set by
τ = m/γkBT . For slow rate ζ  1 the system remains
close to equilibrium, and for fast rate ζ  1 the vari-
ation in magnetic field is too fast for the instantaneous
magnetization to follow it. From numerical simulations
using Stratonovich discretization of Eq.(3) with time step
δt = 0.01τ we calculate fluctuations in EP, and obtain its
probability distributions at various driving rates. We ex-
press the magnetization in units of m, and energy in units
of kBT . In calculating total EP we use the expressions
given in Eq.s (14) and (15).
Let us change the magnetic field from 0 to Hf = 0.1
(in units of kBT/m) in a time window τ0, which sets the
4
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FIG. 3: (Color online) Hysteresis curves at non-equilibrium
steady states. The curve cos θeq plots the equilibrium
Langevin function. The legend denotes time period of chang-
ing external field. As the cycle gets extremely slow (tp =
5 × 104τ), mz/m = 〈cos θ〉 collapses onto the equilibrium
curve.
rate α = Hf/τ0. The distribution functions for differ-
ent rates are plotted in Fig.1, and are denoted by the
values of τ0. In Fig. 2, the natural logarithm of the ra-
tio of probabilities of positive and negative EP is plotted
against EP. This shows good agreement with the predic-
tion of detailed FT. Note that, for slower driving rates
(τ0 ≥ 2.56 τ), the distribution functions are broad, and
have Gaussian profile (Fig.1). The Gaussian nature can
be understood by splitting the total time τ0 into smaller
intervals, beyond which fluctuations of magnetization are
not correlated. Since the reservoir EP is a sum over
many such uncorrelated random events [Eq.(14], one ob-
tains Gaussian distribution in accordance with the cen-
tral limit theorem,
ρ(∆st) =
1√
2piσ2
e−(∆st−〈∆st〉)
2/2σ2 ,
peaked at the mean EP 〈∆st〉. Moreover, the distribution
should obey the IFT, 〈e−∆st/kB 〉 = 1. This requires σ2 =
2kB〈∆st〉. Thus the distribution of EP is expected to
have the form
ρ(∆st) =
1√
4pikB〈∆st〉
e−(∆st−〈∆st〉)
2/4kB〈∆st〉. (17)
The lines in Fig.1 show fit of numerical data to this func-
tion.
In principle, the mean EP 〈∆st〉 may be obtained from
Eq.(12), using numerical methods. However, in the limit
of ζ  1, one may use adiabatic approximation to cal-
culate 〈∆st〉 over a time t. In presence of a uniax-
ial field, Eq.(7) gives q˙ = −mHθ θ˙. Within mean field
approximation 〈q˙〉 ≈ −m〈Hθ〉〈θ˙〉 = −m2H2h′〈sin θ〉2.
At equilibrium, the magnetization along external field
10−3
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s t
)
∆st
ε = 0.001
analytic
FIG. 4: (Color online) Data points denote simulated probabil-
ity distribution of EP at dimensionless driving rate ζ = 10−3
around a field mH/kBT = 2, integrated over a period of
1.28τ . The (red) solid line through data denotes a fit to
Eq.(17) giving 〈∆st〉 = 4.8 × 10−4kB . The (green) line la-
beled analytic plots the function in Eq.(17) with 〈∆st〉 =
1.5× 10−4kB obtained from Eq.(19).
mz/m = 〈cos θ〉 is given by the Langevin function,
〈cos θ〉eq ≡ cos θeq =
[
coth − 1

]
, (18)
where,  = mH/kBT . Within adiabatic approximation,
replacing H by H(1+ζ t/τ), one finds cos θad = cos θeq +
ζ g(t), where
g(t) =
t
τ
[
1

− 
sinh2 
]
.
Thus the mean dissipated heat is
〈q˙〉 = −m2H2h′(1− cos2 θad)
= ζ 2m2H2h′ cos θeq g(t),
keeping up to leading order in ζ. In deriving the above
relation we used the fact that 〈q˙〉 = 0 in equilibrium.
This leads to the following expressoin for the mean total
EP,
T 〈∆st〉 =
∫ t
0
dt〈q˙〉 = ζ(mH)2h′ cos θeq t
2
τ
[
1

− 
sinh2 
]
,
i.e.,
〈∆st〉
kB
= ζ
t2
τ
mHh′
[
1− 
2
sinh2 
] [
coth − 1

]
.
(19)
We expect this relation to capture 〈∆st〉 and thus
the probability distribution ρ(∆st) in the limit of slow
driving, with the system remaining close to equilibrium.
To investigate this regime numerically, we need to esti-
mate for which driving rates the system really remains
5
close to equilibrium. To this end, we obtain hysteresis
curves for magnetic fields taken around a cycle by first
linearly increasing them from Hi to H` with a rate α,
and then reducing the field back to Hi. The time-period
tp for this cyclic variation controls the dimensionless rate
ζ = τ0/tp. In Fig.3, we plot the average magnetization
mz/m = 〈cos θ〉 for different values of tp indicated in
the legend of the figure. We use Hi = −10 kBT/m and
H` = 10 kBT/m. Note that with increasing tp the area
under the curve of the hysteresis loop, a measure of en-
ergy dissipation, reduces. Finally, for tp = 5× 104 τ , the
hysteresis loop collapses onto the equilibrium magneti-
zation cos θeq given by the Langevin function in Eq.(18).
The corresponding rate is ζ ≈ 10−4. The hysteresis loops
indicate that the regime of validity for adiabatic approx-
imation is 10−4 . ζ . 10−3. The slowest driving rate in
Fig.1 is ζ ∼ 10−1, two orders of magnitude faster than
the possible regime of validity of the adiabatic approxi-
mation.
In Fig.4 we show ρ(∆st) for a linear driving with di-
mensionless rate ζ = 10−3 around H = 2 kBT/m over a
time scale of 1.28τ . Note that the simulated probability
distribution predicts 〈∆st〉 = 4.8 × 10−4kB which is of
the same order of magnitude of 〈∆st〉 = 1.5 × 10−4kB
obtained from the analytic expression Eq.(19) obtained
within adiabatic approximation. The analytic estimate
for the probability distribution of EP fails to exactly cap-
ture simulation result, as the rate of change of magnetic
field is still fast with respect to the regime in which adia-
batic approximation is strictly valid. It should be noted
that, already the driving rate is very slow leading to ex-
tremely small amount of average EP ∼ 10−4 kB/τ . By
taking smaller value of rate ζ one gets a better compari-
son, but mean EP becomes extremely small.
III. PARTICLE DIFFUSING ON THE SURFACE
OF A SPHERE
The Langevin equation describing diffusive motion of
particles on a spherical surface under external torque
N = Nφφˆ acting in the azimuthal direction is
θ˙ = µhθ − µ(sin θ)−1(Nφ sin θ + hφ)
sin θ φ˙ = µhθ + µ(sin θ)
−1(Nφ sin θ + hφ), (20)
where µ is the mobility of the particle. In this over
damped dynamics kinetic energy is absent, and for non-
interacting particles potential energy is also zero. The
stochastic energy balance allows one to express the rate
of work done by the external torque W˙ in terms of the
dissipated heat q˙ as
W˙ = Nφ sin θ φ˙ = −q˙. (21)
In the absence of torque Nφ = 0 the equations de-
scribe simple diffusion on the surface of a unit sphere.
The corresponding FP equation ∂tP = k
′∆ΩP where the
Laplace-Beltrami operator ∆Ω = (1/ sin θ)∂θ(sin θ∂th) +
(1/ sin2 θ)∂2φ and k
′ = µkBT . The solution of this
equation can be easily found using spherical harmon-
ics obeying ∆ΩYlm(Ω) = −l(l + 1)Ylm(Ω). Expand-
ing P (Ω, t) in the spherical harmonic basis, one finds
P (Ω, t) =
∑
lm alme
−l(l+1)k′tYlm(Ω). The constant alm
depends on the initial condition. If one choses a delta-
function distribution δ(Ω − Ω′) as initial condition, one
finally obtains P (Ω, t) =
∑
lm Y
∗
lm(Ω
′)e−l(l+1)k
′tYlm(Ω).
In the presence of N = Nφφˆ the FP equation is given
by ∂tP = −∇Ω.JΩ with JΩ = θˆJθ + φˆJφ where
Jθ = −µNφP − k′∂θP
Jφ = µNφP − k′(sin θ)−1∂φP. (22)
The natural variables denoting a microstate for a dif-
fusing particle is the angular position coordinates (θ, φ).
Under time reversal they transform as even variables.
Thus, unlike in the case of macrospins, the complete ex-
pression of currents Jθ and Jφ are dissipative currents.
This leads to a new form of EP that has a non-Clausius
excess EP.
A. Entropy production using Fokker-Planck
equation
The rate of change of system entropy
s˙
kB
= −∂tP
P
− ∂θP
P
θ˙ − ∂φP
P
φ˙
= −∂tP
P
+
Jθ θ˙ + Jφ sin θ φ˙
k′P
− s˙r
kB
, (23)
where,
s˙r =
1
T
Nφ
[
sin θ φ˙− θ˙
]
= − q˙
T
− Nφθ˙
T
. (24)
In the last step, we used Eq.(21) to express the reservoir
EP in terms of dissipated heat q˙. The amount −Nφθ˙/T
is the measure of excess EP, an EP excess to the Clausius
measure of −q˙/T .
From Equation (23), using the two step averaging as
in Sec.II B it is straightforward to show that the average
total entropy production
S˙t = 〈s˙〉+ 〈s˙r〉 = kB
∫
dΩ
J2θ + J
2
φ
k′P
≥ 0 (25)
in accordance with the second law of thermodynamics.
B. Fluctuation theorems
The probability of time forward trajectories denoted
by X = [θ(t), φ(t),N(t)] remains same as P+ shown
in Sec.II D. However, given that θ, φ are even variables
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under time reversal, probability of time-reversed trajec-
tory P− changes. The external torque N(t) = φˆNφ(t)
is a control parameter which traces back under time-
reversal without changing sign, X† = [θ(τ0 − t), φ(τ0 −
t),N(τ0 − t)]. The probability of conjugate trajectory
P− =
∏N
i=1 p
−
i , where p
−
i = J−i 〈δ(θ˙i+ Θi(τ0− t) ) δ(φ˙i+
Φi(τ0 − t)〉, where J−i denotes the relevant Jacobian.
As J−i = Ji, Jacobians drop out of the ratio p+i /p−i .
After some algebra, it is possible to show that the ra-
tio of two probabilities of forward and reverse paths
P+
P− = exp(∆sr/kB), where
∆sr
kB
=
1
kBT
∫ τ0
0
dtNφ
[
sin θ φ˙− θ˙
]
, (26)
i.e., ∆sr leads to the rate of EP s˙r [Eq.(24)] derived
from FP equation. As before, it is straight forward to
show that the total entropy production ∆st = ∆s+ ∆sr
obeys the IFT 〈e−∆st/kB 〉 = 1 and the DFT ρ(−∆st) =
e−∆st/kBρ(∆st).
IV. DISCUSSION
Note that essentially the same Langevin and FP equa-
tions describe the dynamics of both a macrospin under
external magnetic field, and diffusion of a particle on a
unit sphere under external torque. The stochastic equa-
tion of motion directly leads to stochastic energy balance,
defining the expression of dissipated heat. However, the
variables defining microstates and their symmetry under
time-reversal (odd or even) is different in the two cases.
This leads to different expressions for irreversible cur-
rents [62], and as a result different expressions for EP
in the environment. While for macrospins reservoir EP
is given entirely by the Clausius expression, for parti-
cle diffusing on unit sphere one obtains an excess EP in
addition to Clausius like term. One arrives at the same
conclusion by using probability ratio of forward and time-
reversed trajectories. It is interesting to note that, even if
the external torque is time-independent, EP for particles
diffusing on unit sphere can be non-zero, with probability
distributions ρ(∆st) obeying the DFT, unlike macrospins
in which EP remains zero if the external field H is time-
independent. We showed that the total stochastic EP
obeys fluctuation theorems. In particular, we analyzed
stochastic dynamics of macrospins numerically, to obtain
probability distributions of EP which becomes broad and
Gaussian for slow rate of change of the external magnetic
field. We obtained analytic expression of the distribution
in the adiabatic limit and presented its comparison with
numerical results.
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