Derivational Analysis in Czech by Černý, Stanislav
VYSOKE´ UCˇENI´ TECHNICKE´ V BRNEˇ
BRNO UNIVERSITY OF TECHNOLOGY
FAKULTA INFORMACˇNI´CH TECHNOLOGII´
U´STAV POCˇI´TACˇOVE´ GRAFIKY A MULTIME´DII´
FACULTY OF INFORMATION TECHNOLOGY
DEPARTMENT OF COMPUTER GRAPHICS AND MULTIMEDIA
ANALY´ZA SLOVOTVORNY´CH VAZEB V CˇESˇTINEˇ
DIPLOMOVA´ PRA´CE
MASTER’S THESIS
AUTOR PRA´CE STANISLAV CˇERNY´
AUTHOR
BRNO 2010
VYSOKE´ UCˇENI´ TECHNICKE´ V BRNEˇ
BRNO UNIVERSITY OF TECHNOLOGY
FAKULTA INFORMACˇNI´CH TECHNOLOGII´
U´STAV POCˇI´TACˇOVE´ GRAFIKY A MULTIME´DII´
FACULTY OF INFORMATION TECHNOLOGY
DEPARTMENT OF COMPUTER GRAPHICS AND MULTIMEDIA
ANALY´ZA SLOVOTVORNY´CH VAZEB V CˇESˇTINEˇ
DERIVATIONAL ANALYSIS IN CZECH
DIPLOMOVA´ PRA´CE
MASTER’S THESIS
AUTOR PRA´CE STANISLAV CˇERNY´
AUTHOR
VEDOUCI´ PRA´CE doc. RNDr. PAVEL SMRZˇ, Ph.D.
SUPERVISOR
BRNO 2010
Abstrakt
V teoretické části práce popíšeme tvoření slov v češtině z pohledu tradiční jazykovědy. Ve
zbývajích částech se budeme zabývat zautomatizováním procesu tvoření slov v češtině na
základě odvozovacích pravidel, která vygenerujeme ze slovníku. Kvalitu nalezených slov
budeme hodnotit použitím čtyř různých ohodnocení, která budou součástí odvozovacích
pravidel. Na závěr zhodnotíme výsledky navrženého systému.
Abstract
In the theoretical part of the thesis, we will describe word-formation in Czech from the
traditional point of view. Then we will dwell on automation of word formation based on
derivational rules, which we will generate from a given dictionary. The quality of new-found
words will be evaluated using four different estimations. Finally, we will review achieved
results.
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Kapitola 1
Úvod
Tato diplomová práce volně navazuje na autorovu bakalářskou práci, ve které byl vytvořen
nástroj pro morfologickou analýzu češtiny. V této práci se zaměříme na tvorbu slov a mož-
nosti automatizace tohoto procesu.
Se slovotvorbou se nevědomky setkáváme každý den. Vždy když čteme nebo slyšíme
nějaké neznámé slovo, které ale nápadně připomíná jiné – nám známé slovo, a liší se jen ně-
kolika písmeny na konci, jsme většinou schopni s velkou úspěšností odhadnout jeho správný
význam. Toto je možné jen díky slovotvorbě.
Běžnou praxí při sestavování slovníku je, že se snadno odvoditelná slova vůbec neuvádějí.
Běžným uživatelům jazyka nečiní sebemenší problém, vynechaná slova doplnit na základě
analogického odvození mezi slovy, které zná. Nepříjemnosti nastávají při zpracování na
počítači, který nemá možnost si chybějící slova doplnit.
Hlavní částí zadání práce je implementovat systém, který v zadaném slovníku identifi-
kuje ”příbuzná“ slova. Jednoduchým rozšířením této části získáme systém pro vyhledávání
nových slov.
V první kapitole budou rozebrány některé pojmy z jazykovědy (lingvistiky) a základy
tvoření slov. Autor si ani v nejmenším neklade za cíl suplovat výborné knihy českých kla-
siků, jako jsou Bohuslav Havránek, či Vladimír Šmilauer. Tato kapitola má sloužit těm,
kteří se jazykovědou nezabývají, aby nemuseli složitě hledat pojmy, které budou používány
v následujících kapitolách. Dalším úkolem této kapitoly je sjednotit názvosloví, které se
může u některých autorů lišit.
V následující pasáži (kapitola 3) budou popsány slovotvorné vazby. Významná část této
kapitoly je věnována mluvnickým vzorům, které využijeme k přesnější identifikaci slov, než
je jen samotný tvar slova. Dále v této kapitole popíšeme formát slovníku se slovotvornými
vazbami. V závěru kapitoly uvedeme několik příkladů významných vazeb.
Existující nástroje popíšeme v kapitole 4. Spolu se základním popisem nástrojů uvedeme
i několik příkladů, jak lze s těmito nástroji pracovat. Nakonec zhodnotíme klady a zápory
uvedených nástrojů.
Na kapitolu o slovotvorných vazbách navážeme kapitolou 5, ve které popíšeme odvo-
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zovací pravidla. Nejdříve navrhneme způsob kódování odvozovacích pravidel, poté sesta-
víme algoritmus pro získání těchto pravidel ze zadaného slovníku. Pro získaná pravidla
navrhneme čtyři způsoby ohodnocení. V závěru kapitoly využijeme pravidla pro generování
nových vazeb a slov.
Kapitola 6 je věnována k popisu implementace navrženého systému. Kromě vlastního
systému také popíšeme sadu skriptů, které použijeme k předzpracování dat.
Předposlední kapitola obsahuje zhodnocení návrhu a implementace. Nejdříve bude sys-
tém podroben analýze časové a prostorové složitosti z teoretického pohledu. Výsledky te-
oretické analýzy ověříme praktickým měřením systému na reálných datech. Dále zhodno-
tíme samotné výsledky implementace – zejména počet nově nalezených slovotvorných vazeb
a slov. Po provedení srovnání s existujícími nástroji upozorníme na zjištěné limity systému.
V závěrečné kapitole zhodnotíme dosažené výsledky celé práce a naznačíme možný vývoj
navrženého systému.
V dodatku A je provedena analýza mluvnických vzorů, kterou využijeme v kapitole 3.
Dodatek B je věnován podrobnému popisu dvou algoritmů, jejichž základní idea je v ka-
pitole 5. V dodatku C je několik rozsáhlejších příkladů věnujících se výpočtu ohodnocení
pravidel.
Protože autor nemá jazykovědné vzdělání, je celá práce provázena řadou příkladů, které
by měly přispět ke snazší orientaci v textu.
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Kapitola 2
Slovotvorba
Všechny živé jazyky se musejí vyrovnat s tím, že s růstem vědeckotechnického poznání se
stále objevují nové a nové pojmy, které je nutné umět popsat slovy. Nedostatek slov k popisu
nových skutečností lze řešit několika způsoby. Nejjednodušším způsobem jak popisovat nové
jevy je použití již existujícího slova, ke kterému je jen přiřazen nový význam. Tímto by se
však do jazyka vnášela stále větší nejednoznačnost, čímž by se mohl takový jazyk, například
v technických oborech, stát nepoužitelným.
Další možností obohacení slovní zásoby je převzetí slov z jiného jazyka. Čeština je
takto obohacena spoustou slov z latiny, němčiny, ruštiny a jiných. V poslední době je
asi nejčastějším jazykem, ze kterého se přebírají nová slova, angličtina. Tento způsob obo-
hacování jazyka má hned několik nevýhod. Slovy z cizích jazyků se do jazyka zanášení
nepravidelnosti, jak v pravopise, tak ve výslovnosti, a navíc je nutné si pro každý nový po-
jem pamatovat nové slovo (předpokládáme, že neznáme jazyk, ze kterého slovo přejímáme).
Všechny tyto nevýhody řeší jazykovědná disciplína slovotvorba (derivační morfologie).
Slovotvorba představuje pravidla a postupy, jak z existujících slov vytvářet slova nová. Navíc
takto vytvořená slova, v naprosté většině případů, podléhají klasickému českému pravopisu
i české výslovnosti. A co víc, slova, která jsou odvozena stejným pravidlem, mají obdobný
vztah k původnímu slovu, čímž nám odpadá nutnost pamatovat si pro každý pojem nové
slovo – stačí znát základní slova a pravidla odvození. Díky tomu můžeme rozumět i slovům,
se kterými jsme se dosud nesetkali.
Upozorněme na rozdíl mezi slovotvorbou a tvaroslovím (flektivní morfologií). Tvaro-
sloví popisuje, jakým způsobem se připojují koncovky ke kmenům slov při skloňování pod-
statných a přídavných jmen nebo časování u sloves. Slovotvorba popisuje, jak se pomocí
přidávání předpon a přípon tvoří nová slova.
V dalším textu kapitoly budou popsány základní principy tvorby slov. Konec kapitoly
je věnován tomu, jak se při tvorbě slov mění některé hlásky. Pro snazší pochopení této
problematiky, jsou také uvedeny základy tvorby hlásek.
Celá kapitola je založena na knihách od Vladimíra Šmilauera Novočeské tvoření slov [8]
a Nauka o českém jazyku [8] (většina příkladů v této kapitole je převzata právě z této knihy).
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Dalším zdrojem byla kniha Česká mluvnice od Bohuslava Havránka a Aloise Jedličky [3]
(zejména kapitola 1. a dodatek 1).
2.1 Způsoby tvoření slov
Slova dělíme na motivovaná a nemotivovaná. U motivovaných slov lze na základě podobnosti
s jinými slovy určit význam slova. Například slovo ”vodník“ je motivováno slovem ”voda“,
které je v tomto případě slovem motivujícím. Význam nemotivovaných slov, takto odvozovat
nelze (například ”strom“).
Při tvoření slov se rozlišuje významová a formální stránka. Významová stránka je
tvořena myšlenkovým základem, což je hlavní znak (rys) pojmu, pro který tvoříme nové
slovo. Je prakticky nemožné zvolit takový myšlenkový základ, kterým by byl pojem přesně
vystižen. Proto se volí takový význačný rys, který nám nějakým způsobem připomíná ce-
lek [8].
Formální stránku tvoří slovní základ, což je výraz, z něhož se tvoří nové slovo. Nejčastěji
je slovní základ tvořen kmenem nebo přímo slovem. Kmen je právě ta část slova, ke které
se připojují koncovky. Někdy je jako slovní základ použito slovní spojení. Jestliže bude jako
slovní základ použito přímo slovo, pak toto slovo budeme vždy předpokládat v základním
tvaru, což je tvar slova, který je uveden ve slovnících. Proto se tento tvar také označuje
jako slovníkový. Někdy budeme používat i alternativní označení lemma.
Slovo, ze kterého se tvoří nové slov, budeme označovat jako výchozí nebo základní slovo,
zatímco když budeme hovořit o odvozeném slově, bude tím myšleno slovo vytvořené z vý-
chozího slova. Proces vytváření odvozeného slova ze slova výchozího se nazývá odvozování
(derivace).
Slova, která jsou vytvořena z podstatných, či přídavných jmen se nazývají denominativa.
Slova tvořená ze sloves jsou deverbativa.
Vlastní tvoření slov se dělá pomocí přidávání předpon (prefixace) a přípon (sufixace).
Oba způsoby se souhrnně nazývají afixace. Dalším způsobem tvoření slov je skládání slov
(kompozice), který často jako slovní základ používá slovní spojení.
Slova, která jsou odvozena od stejného slovního základu, tvoří slovní čeleď. Skupinu
těchto slov budeme také označovat jako slovotvorné hnízdo.
2.1.1 Prefixace
Předpona (prefix ) je ta část slova, jejímž připojením před slovní základ vzniká nové slovo.
Předpony se vždy připojují ke slovu, nikoliv jen ke kmeni. Kvůli tomu je slovní druh vytvoře-
ných slov shodný se slovním druhem základních slov. Předponami se tedy mění jen význam
v rámci jednoho slovního druhu (z podstatného jména například nikdy nezískáme přídavné
jméno pouhým přidáním předpony). Například předpona ne- vytváří k základovému slovu
slovo s opačným významem. Předpona do- značí dokončení činnosti (z mluvnického pohledu
většinou mění vid slovesa).
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Při tvoření slov může být použito několik předpon po sobě. Dokonce je možné použít
několik stejných předpon (například ”prapraotec“).
Prefixaci nelze zaměňovat se skládáním slov, protože předpony nejsou samostatnými
slovy, ale jen formálními prvky.
Příklad 2.1: Prefixace
Použití jedné předpony: ne–dobrý, ne–dělat, do–dělat, vy–skočit, pra–otec
Použití více různých předpon: ne–do–dělat, ne–vy–skočit
Použití více stejných předpon: pra–pra–otec
Význam slov odvozených pomocí prefixace se může výrazně lišit od významu původního
slova. Navíc lze v některých případech jen velmi obtížně popsat význam takové změny. Jako
příklad uveďme odvození ”dělat → vzdělat“, kde je velmi těžké určit významovou změnu
mezi oběma slovy. Snad jen velmi přeneseně bychom mohli, v analogii s odvozením ”letět
→ vzletět“, označit tuto změnu jako zdvižení úrovně. Je ale patrné, že takové vysvětlení je
více než krkolomné.
Předpon, které mění význam konkrétním způsobem, není mnoho většina jich byla uve-
dena výše. Největší skupina pravidelných předpon tvoří ty předpony, které se připojují ke
slovesům a označují směr konání činnosti. Jako příklad uveďme ”pro–létnout“, ”vy–létnout“,
”pře–letnout“, ”pod–létnout“, apod.
V dalších částech práce se prefixací nebudeme více zabývat.
2.1.2 Sufixace
Přípona (sufix) je ta část slova, jejímž připojením za slovní základ vznikne nový slovní
základ. Podle toho, zda přidáním přípony vzniká nové slovo nebo jen kmen, rozlišujeme
přípony slovotvorné a kmenotvorné.
Upozorněme na rozdíl mezi příponou a koncovkou. Koncovky jsou ty části slov, které se
přidávají ke kmeni při skloňování podstatných či přídavných jmen nebo při časování sloves
(kmen se při této činnosti nemění). Na rozdíl od přípon, které nesou sémantickou informaci,
slouží koncovky jen ke změně tvaroslovných kategorií, jako je například pád, číslo, osoba,
apod.
Podobně jako v prefixaci může být při odvozování slov použito několik přípon po sobě.
Formálně vzato, se použitím jedné přípony vytvoří nový kmen, ke kterému může být opět
přidána přípona.
V případě, že nové slovo vzniká bez použití přípony, hovoříme o tzv. tvoření bez přípony.
K takto vytvořeným slovům mužského rodu se nepřipojují ani žádné koncovky. Ke slovům
ženského rodu se připojují některé z koncovek –a nebo –e/–ě. Pro ilustraci uveďme slova
”vrh“ a ”ztráta“ z příkladu 2.2. Jedná se o relativně častý jev zejména při tvoření prvních
částí složenin, kde se používá jen kmen [8].
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V dalších kapitolách se zaměříme zejména na tvoření slov sufixací.
Příklad 2.2: Sufixace
Kmenotvorné přípony: kup–ovat
Slovotvorné přípony: sad–ař
Tvoření bez přípon: vrh–nout → vrh–∅, ztrat–it → ztrát–a
2.1.3 Kompozice
Skládání slov (kompozice) je proces skládání dvou slovních základů v jeden. Složeniny lze
dělit na pravé a nepravé. Pravé jsou takové, jejichž rozdělením nevzniknou dvě samostatná
slova. Nepravé složeniny lze rozdělit tak, že vytvoří dvě samostatná slova.
V češtině se jen výjimečně skládají dvě slova. Mnohem častěji se skládá dvojice kmen
a slovo. Výsledkem skládání je složenina, kde první část bývá tvořená komponentou odvoze-
nou z kmene a druhá část je tvořena komponentou ze základového slova. Mezi komponenty
se někdy vkládá tzv. interfix, což je spojovací hláska. Tato část nenese žádnou sémantickou
informaci – do složeniny je vložena jen kvůli snazší výslovnosti. Interfix je například hláska
”o“ ve složenině ”červen–o–bílý“ z příkladu 2.3.
Příklad 2.3: Kompozice
Ze dvou slov: své–životopis
Z dvojice kmen a slovo: červen–o–bílý
Nepravé složeniny: vlasti–zrádce, budiž–k–ničemu
Pravé složeniny: listo–noš, zpravo–daj
Tvoření slov pomocí kompozice je více než předchozí způsoby závislé na významu jed-
notlivých složek. Například složenina ”červenopoctivý“ je formálně správná, ale sémanticky
se jedná o nesmyslné spojení. Pokud bychom chtěli do slovníku doplňovat všechny možné
složeniny, pak bychom nejdříve museli vyřešit problém s těmito nesmyslnými spojeními.
Ovšem velmi pravděpodobně bychom při generování skončili na paměťových limitech, pro-
tože potenciálních kombinací slov je obrovské množství.
Pokud bychom se chtěli soustředit místo na generování všech složenin na analýzu jed-
notlivých složenin (například bychom zjišťovali, ze kterých slov je složenina vytvořena),
museli bychom v lexikální bázi kromě slov uchovávat i jejich kořeny.
Zcela jistě by analýza složenin probíhala jiným algoritmem než analýza slov vytvořených
sufixací. Obdobně jako prefixací, tak i kompozicí se nebudeme v dalších částech práce dál
zabývat.
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2.2 Tvoření hlásek
Hlásky jsou nejjednoduššími zvuky v promluvě. Tvořením hlásek se zabývá jazykovědný
obor zvaný hláskosloví (fonetika). Hned v úvodu upozorněme na rozdíl mezi hláskami a pís-
meny. Hlásky jsou zvuky, které jsou vytvářeny pomocí mluvidel. Písmena jsou symboly,
pomocí nichž se zapisují hlásky, přičemž se obě skupiny překrývají jen částečně. Například
hláska i může být zapsána dvěma písmeny i a y. Naopak znak n reprezentuje dvě hlásky.
Srovnejme jaké hlásky reprezentuje toto písmeno ve slovech ”nový“ a ”banka“. V prvním
případě se hláska vyslovuje s jazykem umístěným na dásních. Ve slově banka se hláska
vyslovuje na zadním patře1.
Mezi mluvidla (orgány tvořící hlásky) řadíme hlasivky, hrtan, jazyk a rty. Dále mezi ně
patří tzv. pasivní mluvidla, což jsou přední a zadní patro, zuby a dásně. Vlastní hláska je
tvořena vydechovaným proudem vzduchu z plic.
Hlásky se dělí do dvou skupin na samohlásky (vokály) a souhlásky (konsonanty). Sa-
mohlásky jsou tóny, které vznikají proudem vzduchu, který nenaráží na žádnou překážku.
Snadno je poznáme podle toho, že je možné je zpívat. Naopak souhlásky jsou šumy, vzniklé
vydechovaným proudem vzduchu, který naráží na nějakou překážku.
Dále lze hlásky dělit podle činnosti hlasivek na znělé a neznělé.
2.2.1 Samohlásky
V češtině existuje 5 různých samohlásek. To jaká samohláska bude vytvořena závisí jen na
poloze jazyka, na tvaru rtů a stupni otevření dutiny ústní. Samohlásky, při jejichž tvorbě
hlasivky kmitají, se nazývají znělé. Všechny české samohlásky jsou znělé.
Při vyslovování hlásky a je jazyk v co nejnižší poloze a ústa jsou doširoka otevřená.
Hláska e se vytváří s nezaokrouhlenými rty, s jazykem ve střední poloze blízko rtů. Pokud
rty zaokrouhlíme a jazyk posuneme trochu dále od rtů než při vyslovování hlásky a, pak
získáme hlásku o.
Jazykem ve vysoké poloze blízko u rtů s nezaokrouhlenými rty vzniká hláska i, zaokrouh-
lením rtů a posunutím jazyka dozadu, dostáváme u. Tvoření hlásek se graficky znázorňuje
pomocí souhláskového trojúhelníku (tabulka 2.1, převzato z [3]).
Podle délky trvání dělíme samohlásky na krátké a dlouhé. Dále se samohlásky dělí
na jednoduché hlásky (monoftongy) a dvojhlásky (diftongy). Dvojhlásky vznikají spojením
dvou samohlásek. V původních českých slovech se vyskytuje jediná dvojhláska ou, například
ve slově ”dlouhý“. Další dvojhlásky au a eu se vyskytují jen ve slovech přejatých z jiných
jazyků (”auto“, ”pneumatika“).
1Hláska n vyslovená na zadním patře bude dále zapisována znakem η.
9
Tabulka 2.1: Samohláskový trojúhelník (tvoření samohlásek)
Vodorovná poloha jazyka
Svislá poloha jazyka přední střední zadní
vysoké i u
středové e o
nízké a
Tabulka 2.2: Dělení samohlásek podle kvantity
Krátké souhlásky a e, ě y i o u
Dlouhé souhlásky á é ý í ó ú, ů
2.2.2 Souhlásky
Podle knihy Česká mluvnice [3] má čeština 25 souhlásek2. Souhlásky dělíme podle účasti
hlasivek na znělé a neznělé. Rozlišení tvořených hlásek spočívá v rozdílném kladení pře-
kážky vydechovanému proudu zvuku. Podle toho dále samohlásky dělíme podle způsobu
artikulace, což je typ překážky, a podle místa artikulace, která určuje místo, kde se překážka
klade. Přehled tvoření českých souhlásek je uveden v tabulce 2.3. Tato tabulka je převzata
z [3]. Podrobnější tabulka je uvedena například v [9], kde je popsáno tvoření i některých
méně častých souhlásek.
Klasicky se souhlásky také dělí na měkké a tvrdé. Toto dělení však neodpovídá tvoření
hlásek – jedná se spíše o mluvnické dělení.
Tabulka 2.3: Přehled tvoření souhlásek
Způsob artikulace Podle vlastní artikulace
re
tn
é
zu
b
od
ás
ňo
vé
př
ed
op
at
ro
vé
za
do
pa
tr
ov
é
hr
ta
no
vé
závěrové ústní b p d t ď ť g k
nosní m n ň
polozávěrové c,č
úžinové vlastní v f z,ž s,š j ch h
bokové l
kmitavé r,ř
znělost (znělá/neznělá) z. n. z. n. z. n. z. n. z. n.
2Do tohoto počtu nejsou zahrnuty úplně všechny souhlásky, například hláska η.
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2.3 Změny hlásek (alternace)
V češtině se často některé hlásky mění. Změny hlásek jsou hned na několika úrovních.
Hlásky se mění v rámci jednoho slova při skloňování nebo časování. Při odvozování jsou
změny hlásek mezi základovým a odvozeným slovem. Další změny se provádějí v proudu
řeči. Tyto změny se řídí jistými pravidly. V této části budou popsána pravidla změn hlásek,
která se používají při odvozování nových slov.
Až na několik málo výjimek je změna hlásek v češtině jen průvodním jevem. To zna-
mená, že obměna hlásek nemá vliv na význam slova. Změny hlásek dělíme na samohláskové
a souhláskové, podle toho které hlásky se mění.
Příklad 2.4: Příklady alternací hlásek na různých úrovních
V rámci jednoho slova: matka → matce (k → c)
Při odvozování slov: řemen → řemínek (e → í)
V proudu řeči: banka [baηka] (n → η), sud [sut] (d → t), sjezd [sjesd] (z → s)
2.3.1 Samohlásky
Alternaci samohlásek dále rozlišujeme na kvalitativní a kvantitativní. Kvalitativní alternace
mění dvě různé samohlásky. Jedná se o velmi pestré změny, a to díky tomu, že některé
změnu jsou již praindoevropské [8].
Kvantitativní alternace mění jen kvantitu samohlásky, což znamená, že z dlouhých sa-
mohlásek tvoří krátké a naopak. Z historických důvodů se mezi tento typ změn řadí i něk-
teré zdánlivě kvalitativní změny. Je to způsobeno vývojem dlouhých samohlásek v češtině.
Změna délky samohlásky je nejčastěji se vyskytující změnou hlásek.
Příklad 2.5: Příklady změn samohlásek
Kvalitativní: úřad → úřední (a → e)
Kvantitativní: král → kralovat (á → a), hrad → hrádek (a → á))
Následuje přehled kvalitativních změn. Příklady těchto změn jsou v tabulce 2.6.
Střídání hlásek – tato změna se projevuje velmi rozmanitými způsoby, což je způsobeno
tím, že se jedná již o praindoevropskou změnu.
Pohybné e – při této změně se přesouvá samohláska e, čehož se využívá při odstraňování
skupin souhlásek.
Přesmyk – posun samohlásky za souhlásky l a r.
Stahování – někdy se skupina α + j + β, kde α a β jsou samohlásky, mění v dlouhou
samohlásku.
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Tabulka 2.4: Kvantitativní obměny hlásek (vlevo krácení, vpravo dloužení)
obměna příklady
a → á hrad → hrádek
e → é
e → í plech → plíšek
e → ý prsten → prstýnek
ě → í květ → kvítek
i → í kalich → kalíšek
o → ů cop → cůpek
u → ú ulomit → úlomek
u → ou dub → doubek
y → ý sypat → nasýpat
obměna příklady
á → a král → kralovat
é → e slévat → slevač
í → e řídit → ředitel
ý → e
í → ě dítě → dětský
í → i kříž → křižovat
ů → o sůl → solit
ú → u
ou → u brousit → obrušovat
ý → y obývat → obyvatel
Přehlásky – při této změně se mění zadní a střední souhlásky na přední. Zejména se pak
mění u → i, a → e, ě.
Úžení – změna, při níž se nižší samohláska mění ve vyšší (výška se vztahuje ke svislé poloze
jazyka viz tabulka 2.1).
Diftongizace – v rámci této změny se mění monoftongy v diftongy. Uprostřed slov se mění
ú → ou, na začátku slov se tato změna neuplatňuje. Další změnou je ó → uo, což
se dále změnilo v ů. Změna ý → ej se masivně uplatňuje v obecné češtině, ale do
spisovného jazyka proniklo jen pár výrazů.
Změny lze také rozlišovat podle období, ve kterém se začaly používat. Pohybné e, pře-
smyk a stahování patří do českých prehistorických změn. Přehlásky, úžení a diftongizace
jsou založeny na českých historických změnách hlásek.
Příklad 2.6: Kvalitativní změny souhlásek
Střídání hlásek: mrz–nout → mráz, slyš–et → sluch, brát → beru, bij–e → boj
Pohybné e: služba → služebný, lev → lví
Přesmyk: zoř–e → zrak, ber–u → bří–mě
Stahování: bojí se → bál se, stojí → stál, moje → mé, dvoje → dvé
Přehlásky: úřad → úřední, Jan → Jeník
Úžení: řemen → řemínek, nehet → nehýtek, rozněcovat → roznítit
Diftongizace: obuv → obouvat, brýle → brejlovec, stůl → stolec
2.3.2 Souhlásky
Také změn souhlásek je několik typů. Podobně jako u samohlásek budou i zde popsány jen
změny týkající se odvozování nových slov.
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Měkčení (patalizace) – při této změně se mění nepatální souhlásky v souhlásky patální,
což de facto znamená, že se tvrdé souhlásky mění v měkké. Vladimír Šmilauer uvádí
čtyři typy měkčení. První z nich (A1) se týká jen změn hlásek v tvarosloví, a proto se
jím nebudeme dále zabývat. Druhý typ (A2) se aplikuje na všechny tvrdé souhlásky
spolu s hláskou c. Typ B upravuje hlásky k, ch, h a c. Poslední (typ C) mění souhlásky
d, t, z a s.
Depatalizace – tato změna je inverzí k typu A2.
Změna skupin souhlásek – při této změně se mění souhlásky c a s ve skupiny ck a sk.
Příkladem jsou obměny v odvození ”Rus → ruský“, ”Lužice → lužický“ nebo ”Řek
→ řecký“.
Tabulka 2.5: Patalizace (vlevo typ A2, vpravo typy B a C)
obměna příklady
d → ď Holandsko → Holanďan
t → ť Egypt → Egypťan
n → ň Atény → Atéňan
r → ř sestra → sestřin
g → ž Riga → Rižan
k → č matka → matčin
ch → š macecha → macešin
h → ž Praha → Pražan
c → č opice → opičí
sk → sč lyska → lysčí
sk → šť Omsk → Omšťan
sk → sť miska → mistička
obměna příklady
k → č vnuk → vnučka
ch → š hrách → hrášek
h → ž kruh → kroužek
c → č konec → koneček
d → z hovado → hovězí
ď → z probudit → probouzet
t,ť → c obohatit → obohacený
z → ž kněz → kněží
s → š brousit → broušený
sl → šl vymyslit → vymýšlet
zď → žď opozdit → opožďovat
sť → šť pustit → pouštět
Tabulka 2.6: Depatalizace
obměna příklady
ď → d loď → lodní
ť → t oběť → obětní
ň → n skříň → skřínka
ř → r svatý Jiří → svatojirský
obměna příklady
č → k brečet → brek
š → ch pršet → sprcha
ž → h běžet → běh
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Kapitola 3
Slovotvorné vazby
Slovotvorné vazby popisují propojení dvojice slov, z nichž je jedno odvozeno z druhého.
Vedle změny formy je vazbou popsána i změna významu odvozeného slova. V úvodu této
kapitoly bude popsáno, jak lze hodnotit vazby podle jejich produktivity.
Podrobně se budeme věnovat různým systémům vzorů. I když na první pohled tato
problematika patří spíše do tvarosloví než do slovotvorby, bude na několika příkladech
předvedeno, jak může být znalost vzoru v některých situacích důležitá. Nejdříve zhodno-
tíme klasický systém vzorů, a poté se pokusíme nalézt řešení některých nedostatků pomocí
většího počtu vzorů, čímž docílíme přesnějšího popisu. S vytvořením rozsáhlého systému
vzorů však vyvstane problém, že některé vzory mohou být velmi podobné. Takové vzory
budeme seskupovat do větších skupin, které budeme pracovně nazývat ”supervzory“.
Dále zavedeme pojem ”metavzor“, který nemá s výše uvedenými vzory nic společného.
Pojem metavzor budeme používat pro množinu vazeb, které se často vyskytují dohromady.
Poté rozebereme způsoby uložení slovotvorných vazeb do souborů. Na samotném závěru
kapitoly bude uvedeno několik příkladů významných vazeb.
V dalších částech textu budeme (tam kde nemůže dojít k záměně) pojmem slovotvorná
vazba označovat nejen propojení dvojice slov, ale také typ tohoto propojení (označení typu
vazby).
3.1 Produktivita vazeb
Produktivita je prostředek pro hodnocení významu různých vazeb v tradiční jazykovědě.
Již z principu se jedná o velmi nepřesný a vágní způsob hodnocení, který mimo jiné závisí
i na subjektivním hodnocení pozorovatele, proto v různých zdrojích můžeme nalézt různé
dělení a dokonce mohou být i některá slova zařazena v rozdílných třídách.
Produktivní slovotvorné prostředky jsou ty, které se používají v současném jazyce.
Vazby, které se již v soudobém tvoření slov nepoužívají, se nazývají neproduktivní [9].
Produktivitu lze dále dělit do velkého množství úrovní, jejichž hranice je neostrá a závisí
na subjektivním hodnocení. Na jedné straně jsou slova, která lze odvozovat naprosto pra-
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videlně. Druhou skupinu tvoří vazby, které již ani nevnímáme jako slovotvorné prostředky.
Tyto prostředky patří spíše do oboru etymologie1 [9].
Příklad 3.1: Příklad produktivních a neproduktivních vazeb
Zcela produktivní: tvoření podstatných jmen slovesných (kupuj–ící)
Velmi produktivní: tvoření jmen vlastností ( mlad–ost, štědr–ost)
Neproduktivní: například přípona –yto (kop–yto)
Jak bylo naznačeno hned v úvodu, je hodnocení vazeb podle produktivity velmi vágní
a nepřesné, což znemožňuje jeho použití. Proto se v jedné z následujících kapitol k ohodno-
cování vazeb vrátíme a za použití pojmů z oblasti získávání znalostí z databáze zavedeme
několik ohodnocení, která již budou přesně matematicky formulována.
3.2 Značení vazeb
Pro zjednodušení práce s vazbami bylo nutné zavést jednoznačný popis vazeb. Při návrhu
byl kladen důraz na seskupení vazeb s podobným významem. Proto byl použit hierarchický
systém značení obdobný adresaci v síťovém protokolu IPv4.
Def. 3.1 Každý typ vazby budeme značit čtveřicí ve tvaru (X,Y, Y ′, Z) kde X,Y, Y ′, Z ∈ N.
Tuto čtveřici budeme zapisovat v tečkové notaci takto X.Y.Y ′.Z. Na první úrovni (X)
jsou vazby rozděleny podle slovního druhu odvozeného slova. Význam hodnot na další
úrovni (Y ) se liší podle slovního druhu odvozovaného slova.
Podstatná jména se na této úrovni třídí podle významu odvozeného slova na jména osob,
vlastností, míst, dějů, atd. Protože význam přídavných jmen se mezi sebou neliší významem
tak výrazně jako podstatná jména (viz [8]), jsou tyto vazby tříděny podle slovního druhu
výchozích slov. Jedinou výjimku tvoří skupina přídavných jmen přivlastňovacích. Poslední
úroveň (Z) rozlišuje vazby většinou podle přípon.
Výhodnou zvoleného značení je jeho kompaktnost, kde díky hierarchii jsme schopni
vybrat například všechny vazby, které mají na místě odvozeného slova výraz označující
osobu. Při použití další úrovně značky můžeme snadno vybrat vazby, odvozující jméno osob
ze sloves, nebo vazby tvořící přechylování (transformaci označení osoby mužského rodu na
označení osoby rodu ženského, například ”doktor → doktorka“).
Dokument s podrobným popisem značení je uveden na přiloženém datovém nosiči.
3.3 Vzory
V této části popíšeme přechod od tradičního systému vzorů k systému, který je mnohem
rozsáhlejší a dává nám víc informací o slově. V popisu se omezíme jen na vzory podstatných
1Etymologie je jazykovědný obor zabývající se původem slov.
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jmen, protože u zbylých slovních druhů je problematika vzorů obdobná. Předem upozor-
něme na fakt, že tradičních systémů vzorů se používalo hned několik, a to s různým počtem
vzorů, ale i s jinými vzory (například změna vzoru ”nůše“ na četnější slovo ”růže“). Systém
tradičních vzorů je převzat z České mluvnice od Bohuslava Havránka ([3], str. 132).
3.3.1 Přechod od tradičního systému vzoru
V tradiční lingvistice se používá 14 vzorů2 (4 pro rod mužský životný, 2 pro rod mužský
neživotný3, 4 pro rod ženský a 4 pro rod střední). Tyto vzory tvoří poměrně jednoduchý
systém, který je velmi vhodný pro řešení gramatických problémů, zejména použití tvrdého
a měkkého ”i, y“.
Je ale tento systém vhodný pro zpracování na počítači? Hned z několika důvodů je naše
odpověď záporná. Pravděpodobně největší slabinou tohoto systému je jeho nejednoznačnost,
která se projevuje už v samotném systému u vzorů ”hrad“ a ”les“, které se běžně považují
za jeden vzor a změna koncovky v 2. pádu z ”u“ na ”a“ se považuje za výjimku. Bohužel je
těchto ”výjimek“ tak velké množství, že upustíme od používání známých vzorů a vytvoříme
nový systém vzorů, který pro každou výjimku bude tvořit vlastní vzor. Bude tedy stačit,
aby se slova lišila jen v jednom jediném tvaru a již se tato slova přiřadí do různých vzorů.
Tyto vzory lze reprezentovat dvojím způsobem. Buď se může pro každý tvar slova,
patřícího do vzoru uchovávat dvojice s morfologickou kategorií4 a koncovkou odpovídajícího
tvaru. Vzor odpovídající tradičnímu vzoru ”žena“ by pak byl reprezentován výčtem: 1. pád,
číslo jednotné - koncovka ”a“, 2. pád, číslo jednotné - koncovka ”y“, . . .
Druhý způsob reprezentace se inspiruje v původním systému vzorů, kdy se pro každý
vzor vybere slovo, které jedinečně reprezentuje celý vzor. Přívlastkem ”jedinečně“ máme
zejména na mysli to, že dané slovo nesmí patřit do více vzorů. Například slovo ”stát“ je jako
reprezentant vzorů nepřípustný, protože jej lze interpretovat minimálně dvěma způsoby.
V první významu může slovo reprezentovat sloveso, ve druhém se může jednat o ”mocenskou
organizaci ve společnosti“[4]. Další omezení kladené na reprezentanta vzoru je to, že by
takové slovo mělo mít dostatečně vysokou četnost používání, díky čemuž se takový vzor
stane snáze zapamatovatelný.
Díky volnosti při vytváření vzorů můžeme také pomocí vzorů rozlišovat životnost nejen
u rodu mužského, tak jak je tomu v tradičních vzorech, ale i u rodu ženského. Tato vlast-
nost nových vzorů se může zdát na první pohled nesmyslná, ale není tomu tak. Vhodnost
takového rozšíření je zřejmá při odvozování přídavných jmen přivlastňovacích, která se
zpravidla odvozují jen ze slov označující osoby. Jak ale určit, ze kterých slov lze odvo-
dit přivlastňovací jméno, když informaci o životnosti nemáme. Vezměme například slova
2V různých zdrojích lze nalézt bohatší systémy vzorů, zde je pro jednoduchost použit systém s velmi
malým počtem vzorů.
3Pokud považujeme vzory
”
hrad“ a
”
les“ jako jeden vzor.
4Morfologické kategorie zahrnují informace o slovním druhu a některých pojmů z tvarosloví – například
pád, číslo, rod, osoba, čas, . . .
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”holka“ a ”kotva“, obě slova se skloňují dle tradičního vzoru ”žena“ a i další morfologické
kategorie jsou shodné. Proto je pouze na základě znalosti těchto slov prakticky nemožné
rozhodnout, zda přivlastňovací jméno lze vytvořit, či ne. V případě, že použijeme systém
vzorů, ve kterém se vzory obou slov liší, může být zodpovězení otázky tvorby přivlastňo-
vacích jmen jednoduché. Vrátíme-li se zpět k příkladu, pak slovo ”holka“ má vzor ”matka“
a slovo ”kotva“ má vzor ”výzva“. Pokud víme, že ze slov patřících do vzoru ”matka“ lze
vytvářet přídavná jména přivlastňovací, pak i ke slovu ”holka“ lze utvořit slovo ”holčin“.
Protože slova patřící do vzoru ”výzva“ netvoří přivlastňovací jména, nebude se tento typ
slov odvozovat ani ze slova ”kotva“.
Samozřejmě má nový systém vzorů i jisté nevýhody. Nejvýraznější změnou je fakt,
že se z kompaktního systému 14 vzorů stal obrovitý systém čítající téměř 800 vzorů pro
podstatná jména5. I když je díky použití reprezentantů relativně snadné s těmito vzory
pracovat a rozpoznávat výrazně se lišící vzory, je často problematické zdůvodnit proč, jsou
pro dvě podobná slova použity různé vzory. Většinou pak po vypsání všech tvarů obou slov
zjistíme, že se slova liší jen v jediném tvaru. Toto činí další problémy při zařazování nových
slov do tohoto systému vzorů.
Na závěr upozorněme na obrovskou přednost tohoto systému, která přímo plyne z kon-
strukce vzorů. Pokud se vrátíme k prvně popsanému způsobu reprezentace vzorů, který
obsahuje pro každý tvar slova dvojici morfologické kategorie a koncovku, stačí pro genero-
vání všech tvarů slova zadat pouze vzor a kmen slova. Všechny tvary se vytvoří postupnou
konkatenací kmene se všemi koncovkami.
3.3.2 Převod mezi dvěma systémy vzorů
Již několikrát jsme upozornili na to, že systémů vzorů je několik. Některé se liší podrobností
zpracování, jiné tím, jak si stanovují hranici, dle které se rozhoduje o tom, zda dvě slova patří
do stejného vzoru, nebo zda se jedná o dva různé vzory. Tradiční systém není rozpracován
do takové hloubky, díky čemuž je systém velmi jednoduchý a srozumitelný. Na rozdíl od
detailně zpracovaného systému vzorů, kde se slova zařadí do různých vzorů, i když se liší
v jednom jediném detailu.
Další rozdíly mohou být ve výběru reprezentantů jednotlivých vzorů. To může být za-
přičiněno například použitím jiného frekvenčního slovníku6, podle kterého se vybíral repre-
zentant vzoru podle jeho četnosti použití v jazyce.
Nyní popíšeme jednoduchý způsob, jak lze vzájemně převést dva slovníky používající
různé systémy vzorů, kde se oba systémy liší zejména výběrem reprezentantů. Předpoklá-
dejme, že převádíme vzory ve slovníku A na vzory použité ve slovníku B. Jako výsledek
budeme očekávat slovník A′, což je slovník A, který používá reprezentanty vzorů ze slov-
5Pro všechny slovní druhy obsahuje systém kolem 1 800 vzorů.
6Frekvenční slovníky obsahují informace o frekvenci jednotlivých slov v jazyce. Pro získání těchto statistik
se většinou používá více zdrojů. Hodnoty četností se liší podle zdroje, ze kterého bylo čerpáno, protože např.
novinové články mají jiné rozložení slov než např. beletrie.
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níku B.
Převod vzorů provedeme ve dvou krocích. V prvním vytvoříme převodní tabulky mezi
vzory a v druhém kroku provede vlastní převod. Tento postup je popsán v algoritmu 3.1,
ve kterém jsou uvedeny oba kroky.
Převodní tabulku získáme tak, že slovník A převedeme do formátu, kde na každém
řádku je jen dvojice slovo a vzor. Ze vzniklých dat odstraníme redundantní řádky, které se
po převodu z některých slovníků mohou objevit.
Takto předzpracovaná data jsou vstupem pro algoritmus 3.1, ve kterém tato data po-
stupně procházíme a pro každou dvojici (slovoA, vzorA) uděláme následující kroky. Zjistíme
jaký vzor je uveden u slova ve slovníku B. Tento vzor uložíme do multimnožiny7 potenciál-
ních vzorů (pro každý vzorA je právě jedna multimnožina). Jelikož jsou reprezentanti vzorů
také slova, lze je také použít ke správnému určení vzoru. Proto zjistíme, jaký vzor je uveden
pro slovo vzorA ve slovníku B a získaný vzor opět přidáme do multimnožiny potenciálních
vzorů. Pokud jsou jako reprezentanti vzorů použita slova spolu s dalšími informacemi (např.
”Nový příjmení“), je nutné odstranit tyto informace, tak aby zbylo jen slovo. Tuto úpravu
v algoritmu představuje funkce τ .
Po průchodu všemi daty přiřadíme ke každému vzoru i ze slovníku A ten vzor, který se
v multimnožině potenciálních vzorů převáděného vzor i vyskytuje nejčastěji (v algoritmu
je použita notace #(a,A), která značí počet prvků a v multimnožině A). Pokud je multim-
nožina potenciálních vzorů prázdná, pak se vzoru ponechá jeho původní tvar, díky čemuž
bude převodní funkce definována pro všechny vzory ze vstupního slovníku.
Mohlo by se zdát, že zvolený postup je nepřesný, ale je nutné si uvědomit, že některá
slova mohou být přiřazena k více vzorům (například ”pět“ může být číslovka nebo sloveso),
nebo že některá slova mohou být uvedena jen v jednom ze slovníků. Zvoleným přístupem
máme jistotu, že nový vzor nebude zcela nesmyslný.
Jakmile vytvoříme převodní tabulku, je převod vzorů zcela triviální: vzory ze slovníku A
nahradíme podle tabulky. Díky použití převodní tabulky je možné vzory kdykoliv převést
do původní podoby. To ovšem platí pouze, když bude tabulka reprezentovat injektivní
zobrazení, tedy když nebude existovat taková dvojice vzorů, kde by se oba vzory převáděly
na stejný vzor. V takovém případě by nebylo možné provést převod slovníku na původní
systém vzorů.
Pro správnou funkci popsaného algoritmu je na vstupní slovníky kladen požadavek, aby
průnik množin slov v nich uložených byl co největší, protože slova, která jsou uvedena jen
v jednom ze slovníků, se pro konstrukci převodní tabulky nepoužijí. Dále je pro zlepšení kva-
lity výsledné tabulky vhodné převádět systém vzorů z menšího slovníku na vzory z většího
slovníku. Tím se totiž dosáhne použití většího počtu slov pro určení nového vzoru. Ideálně
je pak množina slov z převáděného slovníku podmnožinou slov ze slovníku, na jehož systém
vzorů se slovník převádí. V reálném světě bude však tento případ spíše výjimečný.
7Multimnožina je taková množina, ve která se může vyskytovat více stejných prvků. Prakticky ji lze
implementovat pomocí seznamu.
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Algoritmus 3.1: Transformace slovníku na jiný systém vzorů
Vstup: • Slovníky A ⊆ SA × VA, B ⊆ SB × VB, kde
Si je množina slov ze slovníku i,
Vi je množina vzorů ze slovníku i
Výstup: • Převodní funkce h : VA → VA ∪ VB
• Slovník A′ ⊆ SA × (VA ∪ VB)
Postup:
for each i ∈ VA {Inicializace.}
Ki := ∅, kde Ki je multimnožina
for each (slovoA, vzorA) ∈ A {Vyhledání kandidátů na vzory.}
KvzorA := KvzorA ∪ {vzorB | (slovoA, vzorB) ∈ B}
KvzorA := KvzorA ∪ {vzorB | (τ(vzorA), vzorB) ∈ B}
for each i ∈ VA {Vybrání vzoru z nejčastějších kandidátů.}
if Ki 6= ∅ {Vyber vzor s maximálním počtem výskytů v Ki.}
h(i) := argmaxx∈Ki #(x,Ki)
else {Ponech původní vzor.}
h(i) := i
A′ = ∅ {Převod slovníku pomocí převodní funkce.}
for each (slovoA, vzorA) ∈ A
A′ := A′ ∪ (slovoA, h(vzorA))
3.3.3 Hierarchie vzorů (supervzory)
Při použití podrobnějšího systému vzorů než je tradiční systém, se rapidně zvýší počet
vzorů. Při analýze slovotvorných vazeb však pracujeme pouze se základními tvary slov.
Proto prakticky nelze určit přesně vzor, ke kterému má být slovo přiřazeno, protože se slovo
může lišit v některém z tvarů, které neznáme. Další problémy mohou vznikat při vkládání
nových slov do slovníku. Pokud vkládané slovo již ve slovníku existuje, pak mohou nastat
dvě situace. Buď může mít vkládané slovo zcela rozdílný vzor než slovo, které je ve slovníku
obsažené. Opět jako příklad vezměme slova ”pět“, ”stát“, která mají minimálně dva zcela
rozdílné významy. Nebo se může slovo, které je ve slovníku a slovo, které vkládáme, lišit
jen nepatrně (například v jednom tvaru). Tím bychom, ale vkládali do slovníku data, která
mají jen velmi malou informační hodnotu. Navíc lze předpokládat, že data ve slovníku
jsou kvalitnější (důvěryhodnější) než data, která jsme vygenerovali některým z algoritmů,
protože tyto algoritmy jsou víceméně postaveny na pravděpodobnosti. Proto by bylo vhodné
slova, která se liší jen minimálně od již známých slov, do slovníku vůbec nevkládat.
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V dalších částech popíšeme dvě varianty řešení. Jedna bude ideální, druhá bude zjed-
nodušením ideálu, které částečně využívá tradičního systému vzorů.
Skupinu seskupených vzorů budeme označovat jako supervzor. Upozorněme, že se ne-
jedná o standardizovaný název. V této práci však budeme tento pojem používat pro odlišení
klasických vzorů a metavzorů (viz dále).
Ideální varianta
Ideálním řešením jak ohodnocovat blízkost dvou vzorů by bylo vybudování hierarchie vzorů.
Tato hierarchie by mohla být tvořena grafem, ve kterém by vrcholům odpovídaly vzory
a hrany by byly jen mezi uzly, jejichž vzory se liší jen minimálně.
Postup tvorby takové hierarchie je popsán algoritmem 3.2. Na začátku je množina hran
prázdná. Poté se postupně berou dvojice vzorů, které se liší minimálně (tj. není nezpraco-
vána dvojice, která by se lišila méně než vybraná dvojice). Pokud se dvojice liší v méně než
v L tvarech a přidáním hrany mezi dvojicí by nevznikla kružnice, pak se hrana vloží do
grafu. Toto se bude opakovat dokud nebudou zpracovány všechny dvojice vzorů.
Tímto postupem získáme neorientovaný graf, obsahující několik souvislých komponent8.
Díky vyloučení kružnic při konstrukci grafu, je každá souvislá komponenta dokonce stro-
mem (přímo vyplývá z věty 5.3.4 O ekvivalentních podmínkách; viz [2], str. 78). Nakonec
pro každý strom vybereme kořenový vrchol, což bude vrchol odpovídající vzoru, který je
v daném slovníku nejčetnější.
Hierarchie vzorů by mohla být ještě rozšířena o ohodnocení jednotlivých hran. Ohod-
nocení hrany by pak bylo číslo udávající počet tvarů, ve kterých se vzory propojené danou
hranou liší.
Zjednodušená varianta
Pomocí předchozího algoritmu vyhledáme přesně jaké jsou vztahy mezi vzory. Ovšem pro
zjištění toho, zda dva vzory patří do stejné skupiny vzorů, nemusíme znát celou hierarchii.
Stačí znát vzory, které jsou ve stromové struktuře kořeny. Pokud dva vzory patří do stromu
se stejným kořenem, pak tyto vzory patří do stejné skupiny vzorů. Díky tomu odpadá
složité prohledávání, při kterém by se v nejhorším případě (tj. v případě kdy vzory nepatří
do stejné skupiny) musel procházet celý strom. Jestliže se kontroluje jen rovnost kořenů,
tak se procházejí jen uzly mezi vyšetřovaným vzorem a kořenem, což je v nejhorším případě
rovno výšce stromu.
Tímto způsobem se však ztrácí význam hierarchie vzorů, protože stačí pro každý vzor
znát jen kořenový vzor. Z toho vyvstává otázka, zda je vůbec nutné vyhledávat celou
hierarchii vzorů? Zda by nestačilo pomocí nějaké heuristiky odhadnout, do jakých skupin
vzorů (supervzorů) vzory patří?
8Souvislá komponenta je takový podgraf, ve kterém mezi každou dvojici vrcholů existuje cesta.
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Algoritmus 3.2: Hledání hierarchie vzorů (ideální varianta)
Vstup: • Množina vzorů Vi
• Horní omezení pro spojení dvou vzorů L
Výstup: • Neorientovaný graf G = (V,H) reprezentující hierarchii vzorů
• Kořeny hierarchie R ⊆ V
Postup:
V := Vi
Q := V × V
while Q 6= ∅ {Propojení podobných vzorů.}
Vyber dvojici h ∈ Q, která se liší v minimálním počtu tvarů
if Dvojice vzorů z hrany h se liší v méně než L tvarech
if Přidáním hrany h do grafu G nevznikne cyklus
H := H ∪ h
Q := Q \ {h}
{Vybrání kořene pro každý ze stromů.}
for each Souvislou komponentu C grafu G
Vyber V ′ ∈ C, který má maximální četnost.
R := R ∪ V ′
Nyní popíšeme heuristiku, která využívá výsledků analýzy tradičního systému vzorů.
Začněme otázkou, co vlastně chceme pomocí vzorů vyřešit? Prakticky chceme udělat jem-
nější dělení než je jen na základě morfologických kategorií, jako jsou slovní druh, rod, číslo,
apod. Tyto informace však můžeme s úspěchem použít, protože je zřejmé, že vzory se pro
různé slovní druhy liší9. V rámci jednotlivých slovních druhů lze pak slova dělit pomocí
dalších kategorií, zejména pak u podstatných jmen, kde se i v tradičním systému vzorů
používá rozdělení podle rodu. Pomocí následujícího algoritmu se tedy budeme snažit, na-
lézt rozdíly v rámci jednotlivých kategorií. Například se budeme snažit rozlišit vzory ”pán“,
”muž“, ”předseda“ a ”soudce“ mezi slovy rodu mužského životného.
V dodatku A je udělán podrobnější rozbor vzorů. Pro účely této části však vystačíme
s tím, že vzory podstatných jmen lze rozlišovat podle posledních písmen slov v 1. a 2. pádu;
vzory přídavných jmen lze rozlišit pomocí posledního písmene 1. pádu rodu mužského, čísla
jednotného; a vzory sloves lze zařazovat do skupin supervzorů podle předposledního písmene
infinitivu. Reprezentantem supervzoru je řetězec αβ, kde α kóduje slovní druh a některé
další informace, které jsou závislé na slovním druhu. Například pro podstatná jména jsou
ještě uvedeny informace o rodu a čísle. Číslo uvádíme kvůli odlišení pomnožných slov.
9Výjimku tvoří číslovky, kde se některá slova skloňují podle vlastních vzorů, ale některá se skloňují podle
vzorů z podstatných či přídavných jmen. Dále se u podstatných jmen některá příjmení či povolání skloňují
podle vzorů přídavných jmen (např. Černý, hajný, vrátná, . . . ).
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Dále je ženský rod rozdělen na dvě skupiny – slova označující osoby a ostatní slova. Tímto
získáme možnost rozlišovat, zda lze z těchto slov odvozovat přivlastňovací přídavná jména.
U sloves uvádíme informaci o vidu a pro ostatní slovní druhy se další dodatečná informace
neuvádí.
Zbytek řetězce (β) kóduje koncovky slov ze supervzoru. Tato část je také závislá na
slovním druhu, ke kterému se supervzor váže. Pro podstatná jména uvádíme dvě již zmí-
něná písmena, dle kterých lze vzory rozlišit. U ostatních slovních druhů uvádíme jen jedno
písmeno. Příklady supervzorů jsou uvedeny opět v dodatku A.
Výhodou tohoto postupu je to, že ke správnému zařazení vzoru do supervzoru stačí znát
jen maximálně dva tvary slova. Což má pozitivní vliv na rychlost celého algoritmu.
3.4 Metavzory
Některé vazby lze seskupovat do skupin, které budeme označovat metavzory [5]. Pomocí
těchto metavzorů je možné ze základového slova vytvářet hned několik slov místo jen jed-
noho slova při použití jedné vazby. Na diagramu 3.1 je uveden příklad rozsáhlejšího meta-
vzoru.
Diagram 3.1: Metavzor humanismus
humanismus -ůvhumanista humanistův
-činhumanistka humanistčin
-ta
-ka
Pomocí metavzorů by mělo být možné identifikovat chybějící slova ve slovnících. Před-
pokládejme, že ve slovníku jsou slova ”technokratismus“, ”technokrat“ a ”technokratův“,
ale nejsou uvedena slova ”technokratka“ a ”technokratčin“
10. Zarovnáním skupiny vazeb
ze slovníku k metavzoru z diagramu 3.1 snadno zjistíme, která slova ve slovníku chybí.
Pro účely práce s metavzory zaveďme pojem pokrytá a nepokrytá vazba. Pro určitou
skupinu slov je vazba z metavzoru pokrytá, právě když pro danou vazbu metavzoru existuje
vazba ve slovníku. Nepokrytá vazba je taková, která není pokrytá. Rozšířením tohoto pojmu
na celé metavzory získáme definici pokryté části metavzoru, kterou tvoří všechny vazby
metavzoru, které jsou pokryté. Příklad 3.2 pro pokrytí vazeb pokračuje v příkladu s vazbami
odvozenými ze slova ”technokratismus“.
Zavedené pojmy využijeme v kapitole 5.3.5, ve které zavedeme takové ohodnocení vazeb,
pomocí kterého budeme schopni při částečném pokrytí metavzoru určit, s jakou pravděpo-
dobností existují i vazby v nepokryté části.
10Jedná se o reálný příklad z balíku aspell-cs (0.0.20040614.1-1) ze systému Debian GNU/Linux.
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Příklad 3.2: Pokrytí vazeb
Jako referenční metavzor použijeme metavzor z diagramu 3.1.
Pokryté vazby: ”technokratismus“ → ”technokrat“, ”technokrat“ → ”technokratův“
Nepokryté vazby: ”technokrat“→ ”technokratka“, ”technokratka“→ ”technokratčin“
Pokrytá část metavzoru: všechny pokryté vazby
Nepokrytá část metavzoru: všechny nepokryté vazby
3.5 Reprezentace vazeb
Dále budou uvedeny dva způsoby reprezentace slovotvorných vazeb. První znich je spíše
teoretického rázu, protože je pro jazyk s tak složitou morfologií jako má čeština v praxi jen
velmi obtížně použitelný. Druhý způsob reprezentace vazeb vyžívá toho, že se při odvozování
slov v češtině převážně mění jen začátek a konec slova, přičemž ve většině případů zůstává
základ slova nezměněn. Díky tomu je možné vazby popisovat jen pomocí změn těchto částí.
3.5.1 Dvouúrovňová morfologie
Tento způsob rozděluje odvozování slov na dvě úrovně. První (vnitřní) úroveň řeší, jaké pří-
pony a předpony se ke slovům přidávají. Druhá (vnější) úroveň upravuje formu odvozených
slov. Zde se uplatňují pravidla změn hlásek.
Výhodou tohoto přístupu je, že každá vazba může být reprezentována malým počtem
příponou, což velice dobře koresponduje s pravidly slovotvorby. Zásadní nevýhoda se však
skrývá ve vnější vrstvě, protože složitost hláskových změn v češtině je veliká a algoritmus,
který by byl schopen bez chyb zpracovávat tuto problematiku, by musel být velmi složitý
a pravděpodobně i časově náročný.
Z důvodů možné náročnosti tohoto přístupu nebudeme tuto reprezentaci používat.
3.5.2 Kendings
Jednodušší způsob reprezentace vazeb je použití takzvaného Kendings, kterým jsou kódo-
vány přípony. Kendings se skládá ze dvou částí (n, postfix ), kde n je počet znaků, které
mají být odstraněny z konce slova. Hodnota postfix obsahuje řetězec, který má být připo-
jen za zbytek původního slova. Dále budeme tuto dvojici reprezentovat řetězcem, kde první
znak kóduje hodnotu n tak, že znak A kóduje hodnotu 0, B hodnotu 1, C hodnotu 2, atd.
Obecně lze první znak převést na číselnou hodnotu tímto převodem: n = ord(c)− ord(′A′),
kde ord(c) značí číselnou hodnotu znaku c. Zbytek řetězce obsahuje hodnotu postfix .
Každá vazba je reprezentována výchozím slovem spolu s Kendings pro získání odvoze-
ného slova. Pro kódování předpon lze použít obdobný přístup. Vlastní vazba pak obsahuje
buďto kódováním přípony nebo předpony.
Potíž je při tvoření přídavných jmen ze slov začínajících velkým písmenem (Polsko →
polský). V tomto případě se mění velké písmeno ze začátku slova na písmeno malé. Pomocí
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Příklad 3.3: Kendings
Uvažujme odvození slov otec → otcův. Kendings kóduje toto odvození takto: Ccův.
Z prvního slova se z konce odstraní 3 znaky (znak C kóduje hodnotu 3). Odstraněním
těchto znaků získáme řetězec ”ot“, ze kterého přidáním řetězce ”cův“ získáme slovo ”ot-
cův“.
Kendings není možné tento problém nějak elegantně řešit. Pokud bychom chtěli tuto vazbu
zapsat pouze pomocí přípon, pak by se muselo odstranit celé základové slovo. Druhou část
Kendings by tvořilo celé nové slovo. V případě, že bychom chtěli začátek slova změnit jako
předponu, pak bychom museli ukládat dvě Kendings, což by komplikovalo zpracování této
reprezentace (viz tabulka 3.1).
Tabulka 3.1: Vazby typu Polsko → polský
příklad odvození pouze přípona předpona, přípona
Polsko → polský Gpolský Bp, Bo
Německo → německý Hněmecký Bn, Bo
Španělsko → španělský Jšpanělský Bš, Bo
Přes uvedený problém lze tento způsob pro reprezentaci vazeb použít, a to zejména díky
tomu, že vazby s popsanými problémy jsou jen zlomkem ze skutečného objemu dat. Jelikož
se ve většině případů mění jen malá část slov, je tento způsob velice prostorově úsporný.
V další části toto kódování použijeme při představení jednoho z existujících nástrojů, které
lze použít pro analýzu slovotvorných vazeb v češtině.
I přes všechny klady budeme tento systém používat jen okrajově, protože při současné
velikosti slovníku derivačních dat, která nedosahuje ani 10 megabytů, a při současných
kapacitách pamětí bude pro naše potřeby nejvhodnější způsob reprezentace prostým textem.
V tomto případě je vazba popsána dvojicí slov, mezi kterými se vazba uplatňuje.
3.6 Slovník s daty derivační morfologie
Nyní se zaměříme na způsob ukládání dat derivační morfologie (vazeb mezi slovy). Tradiční
způsob, který se používá v některých slovnících je ukládání slovotvorných hnízd. V tomto
typu slovníků je nejdříve uvedeno základní slovo a za ním jsou uváděna slova, která se
ze základního slova odvozují. Příklad takového slovníku je uveden v příkladě 3.4. Formát
slovníku z příkladu není převzat z některého z reálných slovníků, ale slouží jen pro ilu-
straci popisovaného formátu. Výhodou tohoto systému je to, že všechna příbuzná slova
jsou seskupena, což by mohlo být výhodné například pro analýzu metavzorů. Nevýhodou
je nehomogennost řádků, tedy to, že ne všechny řádky mají stejný význam. Protože první
řádek hnízda označuje výchozí slovo a ostatní řádky hnízda označují slova, která lze z vý-
chozího slova odvodit. Řádky s větším odsazením označují slova, která jsou odvozena ze
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slova, které je uvedeno výše s o jeden stupeň menším odsazením. Toto opět komplikuje
zpracování takto uložených dat.
Příklad 3.4: Slovník se slovotvornými hnízdy
humanismus
- humanista
- humanistův
- humanistka
- humanistčin
- humanistický
skákat
- skákadlo
- skákající
Proto byla pro ukládání těchto dat zvolena varianta, kdy na každém řádku souboru
(slovníku) je právě jedna dvojice slov. Kromě výchozího a odvozeného slova jsou také ucho-
vávány jejich vzory a označení typu vazby, které určuje význam odvození (tj. jaký vztah je
mezi pojmy popsanými výchozím a odvozeným slovem). Každý řádek souboru se slovníkem
má následující formát:
označení vazby < tab > základové slovo : vzor < tab > odvozené slovo:vzor
Každé odvození nového slova je uloženo na samostatném řádku, proto slovotvorné hnízdo
čítající n slov je uloženo na n− 1 řádcích. V příkladu 3.5 jsou data pro slovotvorné hnízdo
od slova humanismus čítající 5 slov uložena na 4 řádcích.
Příklad 3.5: Formát slovníku s derivačními daty
1.0.5.3 humanismus:komunismus humanista:husita
2.2.0.0 humanista:husita humanistův:otcův
1.0.6.0 humanista:husita humanistka:matka
2.2.1.0 humanistka:matka humanistčin:matčin
Nevýhodou tohoto formátu slovníku je to, že slova odvozená ze stejného slova nejsou
udržována pohromadě. Výhodou je pevná struktura a homogennost formátu, která zjed-
nodušuje zpracování slovníku na počítačích. Další výhodou je, že se slovníkem v tomto
formátu lze pracovat pomocí klasický unixových příkazů, zejména pak cut a sort, díky
čemuž nemusíme pro triviální operace se slovníkem vytvářet speciální nástroje.
Pokud nebude řečeno jinak, pak budeme dále pod pojmem ”derivační slovník“ předpo-
kládat právě slovník v tomto formátu.
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3.7 Příklady významných vazeb
V této části popíšeme několik vazeb, které jsou nějakým způsobem významné nebo zají-
mavé. Cílem této části však není podat vyčerpávající seznam všech možných slovotvorných
vazeb. Podrobný popis použitých typů vazeb je v dokumentu na přiloženém datovém nosiči.
Celá problematika je také podrobně rozebrána v knize Novočeské tvoření slov [8]. Bude-li to
vhodné, budou v následujících příkladech za slovy uvedeny i vzory (vzory budou odděleny
dvojtečkou). Vzory budou uváděny zejména v těch případech, kdy stejné slovo může ozna-
čovat více věcí. Ačkoliv není použit tradiční systém vzorů, mělo by být podle použitého
vzoru slova zřejmé, která varianta slova byla myšlena.
3.7.1 Podstatná a přídavná jména slovesná
Tyto typy vazeb jsou výjimečné svou produktivitou. Prakticky z každého slovesa lze vytvořit
podstatné či přídavné jméno slovesné. Kvůli tomu se v některých slovnících tato slova ani
neuvádějí [9].
Podstatná jména slovesná většinou označují název činnosti, při které se vykonává činnost
popsaná základovým slovesem (například ”hrát → hraní“). Některá výsledná slova mohou
mít význam bližší výsledku činnosti (například ”namočit → namočení“).
Při odvozování přídavných jmen se nejvíce využívají slovesa ve tvaru přechodníků (pří-
tomných i minulých). Tato slova většinou označují, jakou má vlastnost osoba nebo věc podle
základového slova.
Příklad 3.6: Podstatná a přídavná jména slovesná
Podstatná jména: sát → sání, sát → sátí, být → bytí, dojmout → dojetí, moknout →
moknutí
Přídavná jména z příčestí činného: namoknout → namočený, nasát → nasátý, tisk-
nout → tištěný, tisknout → tisknutý
Přídavná jména z příčestí trpného: loupat→ loupán, vidět→ viděn, nasát→ nasán,
obepnout → obepnut, obepnout → obepjat
Z příkladu 3.6 je patrné, že z některých slov lze odvodit dvě slova, která se liší formou,
ale mají shodný význam (”sání“, ”sátí“).
3.7.2 Jména vlastností a příslovce
O trochu méně produktivní vazbou je tvoření jmen vlastností přidáním přípony -ost ke
kmenu přídavného jména. Tuto vazbu lze aplikovat téměř na všechna přídavná jména s vý-
jimkou jmen přivlastňovacích. I když se jedná o jednu z nejpravidelnějších vazeb, lze i v ní
nalézt výjimku, a to při odvozování slova ”svěžest“, kde se ke slovu ”svěží“ připojuje přípona
-est. Ze statistik vazeb vyplývá, že se skutečně jedná o výjimečný způsob tvoření, protože
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příponou -est jsou tvořena jen dvě jména vlastností, zatímco příponou -ost je odvozeno
více než 7 000 slov.
Z kmenů stejných přídavných jmen lze odvozovat příslovce, a to připojením jedné z pří-
pon -e nebo -ě. Toto tvoření je obdobně pravidelné jako tvoření jmen vlastností.
Příklad 3.7: Jména vlastností a příslovce
Jména vlastností: bahnitý→ bahnitost, žertovní→ žertovnost, aktuální→ aktuálnost,
štíhlý → štíhlost, cizí → cizost, čilý → čilost, žárlivý → žárlivost,
Výjimka při tvoření jmen vlastností: svěží → svěžest
Příslovce: bahnitý→ bahnitě, žertovní→ žertovně, aktuální→ aktuálně, štíhlý→ štíhle,
cizí → cize, čilý → čile, žárlivý → žárlivě, svěží → svěže
3.7.3 Jména osob
Dostáváme se k tvorbě slov, která jsou relativně častá, ale množství způsobů vytváření
takových jmen je veliké. Proto nejsou vazby pro tvoření jmen osob tak produktivní, jako
například vazba pro označení vlastností.
Jména osob mohou být odvozena od místa bydliště, zaměstnání (jména konatelská)
nebo nějaké specifické vlastnosti (jména nositelů vlastností). Velice rozsáhlou skupiny tvoří
přechylování, kterým jsou ze jmen pro osoby rodu mužského vytvářena označení osob rodu
ženského.
Někdy jsou ze stejného základového slova vytvářena dvě různá jména, která mají odlišný
význam. Srovnejme slova ”nosič“ a ”nositel“. Příponou –ič se tvoří jména osob pracujících
manuálně (”nosič kufrů“). Naopak příponou –tel jsou tvořena jména osob pracujících inte-
lektuálně (”nositel řádu“).
Pomocí přípony –ič se netvoří pouze jména osob, ale i jména nástrojů (v našem příkladě
například ”nosič na jízdním kole“). Obě varianty lze snadno rozlišit, když se do vazeb kromě
přípon zahrnují i vzory výchozích a odvozených slov.
Obdobně lze použitím různé přípony měnit stylové zabarvení jmen obyvatel. Přípona
–an reprezentuje neutrální postoj mluvčího, zatímco –ák má spíše hanlivý význam.
Všimněme si, že při přechylování jména Bohumil se přidává pouze koncovka –a (Bohumil
→ Bohumila). Kdybychom však toto pravidlo aplikovali na slovo ”technik“, získali bychom
slovo ”technika“ místo správného ”technička“. Toto je další důvod, proč je nutné do vazeb
zahrnovat i vzory, protože v použitém systému vzorů se obě varianty liší11 (”technika:dýka“,
”technička:koza“).
11Na rozdíl od klasických vzorů používaných v mluvnici, kde by obě slova patřila ke vzoru
”
žena“.
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Příklad 3.8: Jména osob
Osoby pracující intelektuálně: budit → buditel:učitel, nosit → nositel:učitel, řídit →
řiditel:učitel, cestovat → cestovatel:učitel,
Osoby pracující manuálně: budit→ budič:muž, nosit→ nosič:muž, řídit→ řidič:muž,
barvit → barvič
Jména nástrojů: budit → budič:stroj, nosit → nosič:stroj
Jména podle bydliště: Afrika → Afričan, Praha → Pražan, Rakousko → Rakušan,
Praha: → Pražák, Rakousko → Rakušák, Británie → Brit, Indie → Ind
Jména odvozená z podstatných jmen: pivo → pivař, písmo → písmař, zrada →
zrádce, technika → technik, trojskok → trojskokan
Jména odvozená z přídavných jmen: trpící → trpitel, holobradý → holobrádek
Další jména: obhájit → obhájce, bojovat → bojovník, sedlat → sedlák
Přechylování: žadatel → žadatelka, kosmonaut → kosmonautka, kolega → kolegyně,
soudce → soudkyně, letec → letkyně, Bohumil → Bohumila
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Kapitola 4
Existující nástroje
Pro analýzu slovotvorných vazeb v češtině lze použít minimálně dva nástroje. V této kapitole
popíšeme možnosti těchto programů, jejich přednosti a nedostatky. Prvním nástrojem je
morfologický analyzátor, který umožňuje práci s derivačním slovníkem. Druhým nástrojem
je balík programů, z nichž jeden použijeme pro vyhledávání dosud neznámých vazeb a slov.
4.1 Knihovna Libma
Tento nástroj vznikl v rámci autorovy bakalářské práce [10], která se soustředila na flektivní
analýzu češtiny. Jádro celého nástroje tvoří knihovna Libma, zajišťující veškerou funkcio-
nalitu. Ke knihovně je vytvořeno rozhraní pro jazyk Python, ale zejména morfologický ana-
lyzátor ma, který zpřístupňuje knihovnu uživatelům, kteří tak nemusí programovat vlastní
rozhraní.
Knihovna prakticky nedělá mnoho vlastních výpočtů, spíše se soustředí na efektivní
ukládání slovníků a vyhledávaní v nich. K vlastnímu ukládání dat byl použit velmi efektivní
kód z nástroje, který popíšeme v další části této kapitoly.
Ve zmíněné bakalářské práci je popsána jen část knihovny, protože její vývoj pokračoval
i po dokončení textu práce. Celá knihovna byla rozšířena o několik funkcí, zejména pak
o práci s derivačním slovníkem. Dále bylo také výrazně přepracováno rozhraní analyzátoru
ma tak, aby se co nejvíce blížilo svému předchůdci – analyzátoru ajka, který je popsán
v diplomové práci Radka Sedláčka [7].
Knihovna je napsána v jazyce C++ a primárně je určena pro operační systém GNU/Linux,
ačkoliv překladu na jiných operačních systémech nic nebrání. Aktuální verze knihovny je
přiložena na datovém nosiči.
4.1.1 Použití ma pro slovotvornou analýzu
Analyzátor ma je konzolová aplikace, která se ovládá parametry předanými programu po-
mocí příkazové řádky. Po spuštění se na standardní výstup vypíše řetězec ”ma>“, který
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značí, že program očekává vstupní slovo, které má být analyzátorem zpracováno. Analyzá-
tor obsahuje tři funkce pro derivační analýzu, z čehož dvě funkce pracují ve dvou módech.
Všechny tři základní funkce lze libovolně kombinovat. Řádky s výsledky jsou odsazeny o dva
znaky a jsou uvozeny řetězcem <x>, kde x identifikuje funkci, ke které se výsledek vztahuje.
Nejjednodušší funkcí je získání kořene derivačního stromu, což je takové slovo, ze kterého
je slovo ze vstupu odvozeno a zároveň kořenové slovo není odvozeno z jiného slova. Tato
funkce se zapíná přepínačem -r. Informaci o kořeni derivačního stromu lze využít k identi-
fikaci celé skupiny slov, která byla odvozena ze stejného slova, což lze využít například při
indexaci textových dat internetovými vyhledávači.
Příklad 4.1: Vyhledání kořene derivačního stromu
ma>xcerny35@merlin$ ma -r
ma>kosmonautův
<r>kosmonautika (dýka)
ma>kosmonautka
<r>kosmonautika (dýka)
ma>kosmonautický
<r>kosmonautika (dýka)
Další funkce slouží k vyhledání slov, které jsou ze zadaného slova odvozena (funkce
-d a -D). Varianta s velkým písmenem vyhledá všechna možná slova, zatímco varianta
s malým písmenem se pro každé slovo dotáže, jaký typ vazby má hledat. Vazbu není nutné
zadávat celou. Stačí zadat jen její prefix, tím jsme schopni vyhledat i několik různých
vazeb, které však mají podobný význam (například vyhledání zdrobněliny ke slovu ”atom“
z příkladu 4.2).
Obdobně jako funkce pro vyhledání odvozených slov funguje vyhledávání výchozích
slov (funkce -s a -S). Řádek s výsledky je označen prefixem <b> z anglického base, tato
nesrovnalost mezi názvem funkce a označením řádku s výsledkem je způsobena snahou
o podobný výstup jako má program ajka, ve kterém řádky označené <s> značí nalezené
slovo. Na příkladě 4.3 je předvedeno, jak lze funkce kombinovat.
Nevýhodou analyzátoru ma je, že nelze specifikovat vzor vstupního slova. Pokud je třeba
při zadávání vstupních slov zadat i jejich vzor, pak je třeba využít přímo funkcí knihovny,
ve kterých je vzor jako jeden z parametrů.
4.2 Balík Finite State Automata (FSA)
Tento balík několika programů vytvořil Jan Daciuk z Gdaňské univerzity. Základ těchto pro-
gramů tvoří třída fsa, ve které je implementována datová struktura TRIE 1, která umožňuje
velice efektivní uložení slovníku spolu s vysokou rychlostí vyhledávání ve slovníku. Prosto-
1Název pochází z anglického reTRIEval. Podrobnější informace o této struktuře lze získat například v [6].
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Příklad 4.2: Vyhledání odvozeného slova podle značky vazby
xcerny35@merlin$ ma -d
ma>léčitel
ma [tag to derivated word]>1.0.6.0
<s> léčitel (učitel)
<d>[1.0.6.0] léčitelka (matka)
ma>léčitel
ma [tag to derivated word]>1
<s> léčitel (učitel)
<d>[1.0.6.0] léčitelka (matka)
ma>léčitel
ma [tag to derivated word]>2
<s> léčitel (učitel)
<d>[2.2.0.0] léčitelův (otcův)
ma>atom
ma [tag to derivated word]>1.7
<s> atom (bez)
<d>[1.7.0.0] atómek (vršek)
<d>[1.7.1.0] atómeček (vršeček)
Příklad 4.3: Kombinace několika funkcí
xcerny35@merlin$ ma -r -D -S
ma>léčitelka
<s> léčitelka (matka)
<r>léčit (léčit)
<b>[1.0.6.0] léčitel (učitel)
<d>[2.2.0.1] léčitelčin (matčin)
rová náročnost slovníků uložených pomocí TRIE je ještě snížena převodem struktury na
konečný automat2, který je následně minimalizován. Tímto postupem je možné uložit roz-
sáhlý slovník o velikosti přesahující 1,5 GB do souboru, který nepřesahuje 60 MB (viz [10]).
Vyhledávání ve struktuře TRIE se provádí průchodem stromu od kořene3, kdy se pro
přechod mezi uzly vybírá hrana odpovídající písmenu hledaného slova (pro výběr 1. hrany
použijeme 1. písmeno hledaného slova, pro 2. hranu použijeme 2. písmeno). Pokud budeme
hledat slovo ”les“ z diagramu 4.1, pak nejdříve vybereme hranu označenou písmenem ”l“,
dále budeme pokračovat hranami ”e“ a ”s“.
I když tento balík není primárně určen pro analýzu derivační morfologie, lze některé
části použít i pro analýzu slovotvorných vazeb. Základ balíku je tvořen programem fsa build,
pomocí kterého jsou vytvářeny binární soubory se zakódovanými slovníky pomocí TRIE.
2Odtud pochází název celého balíku FSA (Final State Automata – konečné automaty).
3TRIE je také někdy označována za prefixový strom.
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Diagram 4.1: Příklad jednoduché TRIE
Vstupem tohoto programu je textový soubor, kde každý řádek odpovídá jednomu záznamu
ve slovníku. Výstupem je binární soubor, který využívají další programy balíku. Pro většinu
z těchto programů se formát souboru mírně liší, proto je třeba již při zakódování souboru
specifikovat, kterým z programů bude výsledný soubor používán.
Dále ukážeme možnosti využití programu fsa guess, pro vyhledávání nových slov a va-
zeb. Původně byl tento program určen k odhadování morfologických kategorií neznámých
slov. Program funguje tak, že na vstupu má slovník známých slov a neznámá slova. Na
základě koncovky přiřazuje neznámá slova ke slovům ze slovníku, podle kterých určí prav-
děpodobné morfologické kategorie neznámých slov.
Aby bylo možné ve slovníku vyhledávat slova podle jejich koncovky, jsou slova ukládána
retrográdně – do binárního slovníku jsou ukládány reverzované varianty původních slov (tj.
poslední písmeno je uvedeno jako první, předposlední jako druhé, atd.). Před vyhledáním se
neznámé slovo také reverzuje, díky čemuž můžeme pro vyhledání slov podle jejich koncovek
použít stejný algoritmus jako pro vyhledávání slov, uložených běžným způsobem. Jelikož
vyhledáváme neznáma slova, tak ve většině případu ve slovníku nenalezneme celá slova.
Pro odhadnutí morfologické kategorie se použijí kategorie všech slov, která jsou zakódo-
vána v podstromu, jehož kořenovým uzlem je poslední uzel, do kterého jsme dospěli při
vyhledávání slova.
Tímto postupem lze získat velké množství kandidátních řešení. Počet řešení lze zreduko-
vat použitím volby pro překlad –DWEIGHTED, která způsobí, že budou upřednostňovány
ty části podstromu, které obsahují větší počet slov.
4.2.1 Použití fsa guess pro slovotvornou analýzu
Pokud dáme programu fsa guess na vstupu slovník kódující derivační data, pak jej budeme
moci bez jakýchkoliv úprav kódu použít k vyhledávání nových slov.
Nejdříve je nutné vytvořit datový soubor, který bude vhodným způsobem kódovat de-
rivační slovník. Na každou vazbu z derivačního slovníku lze pohlížet dvěma způsoby: buď
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vazba kóduje, jaké slovo je z daného slova odvozené, nebo z jakého slova je slovo odvozené.
Proto bude každý řádek z derivačního slovníku v datovém souboru reprezentován dvěma
řádky. Pro datový soubor použijeme formát, jehož první položka je retrográdně zadané
slovo, druhou položkou je uloženo odvozené slovo zakódované pomocí Kendings a poslední
položkou je typ vazby. Posledním znakem vazby specifikujeme jaký směr odvození řádek
kóduje: ”D“ pro získávání odvozených slov a ”B“ pro získávání výchozích slov.
V následujících příkladech není pro označení typu vazby použito značení z kapitoly 3.2,
což snad nemá vliv na názornost příkladů.
Příklad 4.4: Vytvoření slovníku v binárním tvaru
Předpokládejme následující derivační slovník:
334 mladý mladě
334 město městečko
Před použitím programu fsa build je nutné slovník převést do tvaru se slovy zadanými
retrográdně (jako oddělovač položek budeme používat znak ”+“):
ýdalm+Bě+334D
ědalm+Bý+334B
otsěm+Bečko+334D
okčetsěm+Eo+334B
Z tohoto souboru vytvoříme binární soubor používající strukturu TRIE. Program fsa build
předpokládá, že je vstup seřazen podle bytových hodnot (tj. bez lokalizačních specifik),
k čemuž použijeme standardní unixový příkaz sort. Parametrem -X specifikujeme, že vý-
sledný soubor bude používán program fsa guess.
$ LC ALL=’C’ sort -u | fsa build -X > guess.fsa
Takto vytvořený binární soubor již můžeme použít pro vyhledávání nových slov. Pro-
gram fsa guess se spouští s jedním parametrem, ve kterém se specifikuje soubor s binárně
uloženým slovníkem, který má být použit při hledání nových slov. Po spuštění programu se
na standardní vstup zapisují slova, ke kterým hledáme výchozí a odvozená slova. V případě
kdy jako vstup použijeme známá slova (ta, která již máme ve slovníku), získáme na výstupu
vazby, které můžeme doplnit do derivačního slovníku. Protože se používají jen koncovky
slov, tak lze na vstup vložit i neznámá slova. Z výsledků pak můžeme zjistit, ze kterého
slova je neznámé slovo odvozena a typ vazby, která je k odvození použita, což mohou být
užitečné informace pro správné zařazení neznámého slova.
4.3 Zhodnocení nástrojů
Byly představeny dva nástroje, které lze použít k analýze slovotvorných vazeb v češtině.
První z nich lze úspěšně použít k získávání informací o vazbách, které jsou již zpracovány
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Příklad 4.5: Vyhledání nových slov pomoci fsa guess
$ fsa_guess -d guess.fsa
trsátečko
trsátečko: trsě+334B, trsátko+334B, trse+334B
prasátko
prasátko: prase+334B, prasat+349B
a zařazeny v derivačním slovníku. Druhým nástrojem lze velmi snadno vyhledávat nové
vazby a slova. I když jsme schopni tímto programem nalézt správná slova, je mezi výsledky
velké množství špatně nalezených slov. To je způsobeno zejména tím, že fsa guess pro slova
vybírá jen na základě informací o koncovkách a jejich četnostech. Bylo by vhodné, kdyby
nalezená slova byla nějak ohodnocena podle toho, s jakou mírou spolehlivosti jsme nalezli
správné slovo. Obě tyto nevýhody se pokusíme vyřešit v následujících kapitolách.
Výhodou obou nástrojů je to, že jsou šířeny pod svobodnou licencí GPL. Další dobrou
vlastností, kterou mají oba nástroje společnou, je jejich veliká rychlost. Rychlosti jsou
v řádech desetitisíců až statisíců zpracovaných slov za sekundu (viz [10]).
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Kapitola 5
Odvozovací pravidla
V předchozích kapitole jsme popsali, jak jsou slova mezi sebou svázána pomocí slovotvor-
ných vazeb. Předvedli jsme, jak jsou vazby hodnoceny v klasické lingvistice. V této kapitole
popíšeme, jak lze z těchto vazeb vytvořit pravidla pro nalézání nových vazeb a slov.
Hned v úvodu upozorněme na rozdíl mezi vazbami a pravidly, tak jak budeme tyto
pojmy využívat ve zbytku práce. Slovotvorné vazby propojují dvojice slov, navíc každá
vazba reprezentuje změnu významu1, která je mezi propojenými slovy. Odvozovací pravidla
naproti tomu řeší jen formální stránku vazeb. Přesněji řečeno jsou odvozovací pravidla
předpis pro přechod od výchozího slova k odvozenému slovu.
V této kapitole podrobně rozebereme možné způsoby reprezentace odvozovacích pravidel
a algoritmus jak tato pravidla získat z derivačního slovníku. Velká část kapitoly je věnována
ohodnocování nalezených pravidel. Dále zformalizujeme pojmy slovotvorná vazba a slovo
V poslední části se budeme zabývat využitím odvozovacích pravidel, ke generování nových
vazeb a slov.
Pro další části textu budeme předpokládat, že vstupní slovníky se slovotvornými vazbami
nebudou obsahovat duplikované vazby. Tímto omezením zjednodušíme algoritmy pro zís-
kávání ohodnocení pravidel.
5.1 Reprezentace pravidel
Nejdříve musíme rozhodnout, jak budeme odvozovací pravidla reprezentovat. Je zřejmé, že
každé pravidlo musí obsahovat informaci o typu vazby, ke které se váže. Pokud by tomu tak
nebylo, tak bychom ztráceli cenné informace o změně významu při použití pravidla. Různé
typy vazeb totiž mohou mít stejná odvozovací pravidla, kvůli čemuž není možná zpětná
identifikace vazby. Srovnejme vazby ”chránit → chránič“ a ”topit → topič“, ve kterých se
slova mění stejným způsobem, avšak význam vazeb se diametrálně liší (v prvním případě
se jedná o nástroj, zatímco ve druhém se jedná o označení osoby).
Další složkou pravidel musí být vzory slov, pro které je dané pravidlo použito. Použité
1Změny nemusí být jen významové. Někdy se jedná o změny stylistické či pravopisné.
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vzory jsou totiž dobrý nástroj pro rozlišení různých významů jednoho slova (jen připomeňme
slova ”stát“, ”pět“, ”budič“ a další z předchozí kapitoly). Tím, že jako součást pravidel
použijeme vzory, si vynucujeme, aby všechny slovníky, které budou použity ve výsledném
systému, byly převedeny na jednotný systém vzorů. Tuto drobnou komplikaci však silně
převyšují pozitiva, která znalost vzorů přináší.
Předposlední údaj, který se musí k pravidlům vázat je ohodnocení kvality daného pravi-
dla. Ohodnocování pravidel se budeme věnovat podrobně v části 5.3. Zatím budeme pravidla
ohodnocovat jen podle toho, pro kolik vazeb ze slovníku se pravidlo používá.
Nejdůležitější částí pravidel je popis změny tvaru mezi slovy spojených vazbou. Tyto
změny lze kódovat několika způsoby. Otestovali jsme použití Kendings, rozšíření Kendings
o alternace hlásek a zápis obou lišících se částí bez zakódování.
Kódování Kendings je popsáno v kapitole 3.5.2 (str. 23). Výhodou tohoto přístupu
je jeho jednoduchost. Jednoduchost je však vykoupena hned několika nevýhodami. Jedna
z nich byla uvedena spolu s popisem kódování, kdy ve vazbách typu ”Polsko → polský“ je
odstraněno celé výchozí slovo, aby mohlo být velké písmeno ze začátku slova změněno na
malé (viz tabulka 3.1). Nejzávažnějším problémem je, že pomocí tohoto kódování musí být
vzaty v úvahy všechny možné alternace, čímž se celá řada vazeb štěpí na mnoho různých
variant (viz tabulka 5.1).
Tabulka 5.1: Pravidla pro tvoření zdrobnělin příponou -ík
příklad odvození změna hlásek Kendings
hroch → hrošík ch → š Cšík
kluk → klučík k → č Bčík
žert → žertík [t → ť] Aík
Zaměřme se na rozšíření Kendings o alternaci hlásek, které bylo navrženo kvůli odstra-
nění problému kódování Kendings, které pro všechny alternace hlásek tvoří různé varianty.
Při vytváření pravidla pomocí tohoto rozšíření se kontroluje, zda znaky z výchozího a odvo-
zeného slova nejsou známy jako znaky, které se mezi sebou mění v rámci alternace hlásek.
Pokud znaky mezi sebou alternují, pak se do Kendings nebudou zařazovat, ale ve výsledné
značce se uvede, jaký typ alternace byl proveden. Tímto způsobem klesne počet pravidel
oproti Kendings bez rozšíření o ta pravidla, která jsou tvořena jen kvůli alternaci. Nutno
ovšem upozornit, že je nutné uchovávat typ alternace, který byl při odvození použit, protože
například hláska ”d“ se mění na ”ď“ nebo ”z“ (příklady slov jsou uvedeny v tabulce 2.5 na
stránce 13). Pro dosažení jednoznačnosti musíme alternace rozdělit do pěti typů, což má
opět za následek několik pravidel na jeden typ vazeb. Oproti původnímu kódování je sice
počet ”redundantních“ pravidel menší, ale úplné odstranění takových pravidel se nezdařilo.
Výhodou předchozích způsobů kódování je, že minimalizují počet znaků nutných pro
uložení změn tvarů. V některých situacích by mohlo být výhodné umět odvodit tvary výcho-
zího slova ze slova, které bylo odvozené (prakticky se jedná o inverzní operaci). Efektivita
předchozích kódování se však skrývá v tom, že uchovávají jen minimální informaci o výcho-
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zím slově (konkrétně počet znaků od konce, který má být odstraněn). Abychom byly schopni
na základě odvozeného slova a Kendings získat výchozí slovo, museli bychom vytvořit nové
Kendings obsahující informace o změně tvaru z odvozeného slova na slovo základní.
Pokud však bude každé pravidlo obsahovat Kendings pro změny tvarů v obou směrech,
pak se výhody tohoto kódování ztrácejí. Protože kdyby každé pravidlo obsahovalo konce
obou slov, pak je zcela zbytečné uchovávat i počty odstraňovaných znaků, protože tyto hod-
noty lze získat z délek koncových částí. Nic tedy nebrání změnu tvarů reprezentovat dvojicí
řetězců, které získáme odstraněním společného prefixu výchozího a odvozeného slova. For-
málně pak pro výchozí slovo α a odvozené slovo β, získáme společný prefix γ, pro který platí
α = γ · b ∧ β = γ · d (kde operátor · značí konkatenaci řetězců). Zbývající části pak tvoří
odvozovací pravidlo (b, d). Tyto části budeme někdy nepřesně označovat jako koncovky,
i když ve skutečnosti tyto části zahrnují koncovky i přípony.
Příklad 5.1: Příklady různých kódování změny tvaru
Na příkladu dvou vazeb ”kluk → klučík“ a ”mladý → mladost“ porovnejme všechny tři
možnosti kódování změn tvarů. Pro varianty založené na Kendings, je kód pro získání slova
z výchozího slova zarovnán vlevo a kód pro získání výchozího slovo je zarovnán vpravo.
U třetí varianty je pro oba směry odvození jen jeden kód, který je zarovnán na střed.
kluk → klučík mladý → mladost
Kendings Bčík Dk Bost Dý
Kendings s alternacemi A*ík C* Bost Dý
koncové části k – čík ý – ost
Varianta uchovávající pouze lišící se části z konců slov je nejen jednodušší než zbylé
varianty, navíc je i méně náročná z hlediska prostoru potřebného pro uložení pravidel.
Zbývá ověřit, zda není počet pravidel používajících tuto variantu výrazně vyšší, než počet
pravidel, která využívají některou z variant založených na Kendings.
Tabulka 5.2: Porovnání různých reprezentací odvozovacích pravidel
reprezentace počet pravidel poměr
Kendings 10 362 21,93
Kendings s alternacemi 10 339 21,98
koncové části 10 446 21,74
V tabulce 5.2 jsou uvedeny počty pravidel, které lze vygenerovat ze slovníku v závislosti
na zvolené variantě reprezentace pravidel. Poslední sloupec obsahuje průměrný počet vazeb
na jedno pravidlo2.
Z tabulky plyne, že použitím rozšíření Kendings o alternace počet pravidel klesne. Tento
pokles je však v absolutních číslech téměř zanedbatelný. Navíc jsou v tabulce uvedeny
počty pravidel jen pro jeden směr odvození. Pokud by byla pravidla rozlišena pro oba
2Hodnota je získána výrazem (celkový počet vazeb ve slovníku) / (počet získaných pravidel).
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směry odvození, pak by pravděpodobně počet pravidel pro varianty založených na Kendings
vzrostl. Počet pravidel třetí varianty by přitom zůstal stejný. Proto bude pro reprezentaci
pravidel použita právě tato třetí varianta.
Shrňme výsledky této kapitoly. Nalezli jsme základní složky, které musí být uvedeny
u každé vazby. Dále jsme vybrali kódování, které bude použito pro odvozování tvarů výcho-
zích a odvozených slov. Prozatím budeme používat zjednodušená pravidla, jejichž ohodno-
cení je rovno počtu vazeb, ze kterých bylo pravidlo vygenerováno. Formální zápis takových
pravidel je uveden v následující definici.
Def. 5.1 Zjednodušené odvozovací pravidlo je šestice ve tvaru pi = (τ, ϕ, pB, pD, b, d), kde:
• τ je označení vazby,
• ϕ ∈ N+ je ohodnocení pravidla,
• pB, pD je vzor výchozího (resp. odvozeného) slova,
• b, d je řetězec vzniklý odstraněním společného prefixu z výchozího (resp. odvozeného)
slova.
5.2 Generování pravidel
Algoritmus 5.1 popisuje jak získat odvozovací pravidla ve tvaru podle definice 5.1. Al-
goritmus se skládá ze dvou částí. Nejdříve jsou identifikována všechna možná odvozovací
pravidla, a až na konci je každé z nalezených pravidel ohodnoceno.
Na vstupu algoritmu je slovník s derivačními vazbami, jehož každý řádek obsahuje
značku τ reprezentující typ vazby, dvojici (wB, pB) pro výchozí slovo spolu se svým vzorem,
a dvojici (wD, pD), která odpovídá odvozenému slovu a jeho vzoru. Prvním krokem, který
je nutné provést pro každou dvojici slov, je nalezení jejich společného prefixu. Společným
prefixem budeme rozumět nejdelší podřetězec takový, že tímto podřetězcem začínají obě
slova. Jakmile známe nejdelší společný prefix, pak je již snadné pro každé ze slov získat lišící
se části, a to prostým odstraněním společného prefixu. Tím získáme řetězec b odpovídající
koncové části výchozího slova a řetězec d pro koncovou část odvozeného slova. Nyní jsme
schopni zkonstruovat pravidlo bez ohodnocení, které obsahuje značku, koncové části slov
a vzory obou slov. Pokud jsme nalezli nové pravidlo, pak nastavíme počítadlo pro toto
pravidlo na hodnotu 1, jinak počítadlo zvýšíme o hodnotu 1. Toto provedeme pro všechny
řádky vstupního slovníku, čímž dokončíme první část algoritmu.
Ve druhé části pak jen zkombinujeme nalezená pravidla s počtem jejich výskytů, čímž
získáme odvozovací pravidla s ohodnocením.
5.3 Ohodnocení pravidel
V následující části se budeme zabývat způsoby, jak jednotlivá pravidla hodnotit podle více
kriterií, než jen podle toho z kolika dvojic slov byla odvozena. Naším cílem bude nalézt
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Algoritmus 5.1: Generování pravidel (kostra algoritmu)
Vstup: • Slovník vazeb I ⊆ T × (W × P )× (W × P ), kde
T je množina značení vazeb
W je množina slov
P je množina vzorů
Výstup: • Množina pravidel R ⊆ T × N× P × P × E × E, kde
E = {γ | α · γ ∈W} je množina postfixů slov
Postup:
Nechť R′ ⊆ T × P × P × E × E je množina pravidel bez ohodnocení
Nechť c : R′ → N je čítač pravidel z R′
R′ := ∅ {Inicializace.}
for each (τ, (wB, pB), (wD, pD)) ∈ I
α := common(wB, wD) {Získej společný prefix obou slov.}
Nechť b ∈ E je takové, že platí wB = α · b
Nechť d ∈ E je takové, že platí wD = α · d
r′ := (τ, pB, pD, d, b)
if r′ ∈ R′ {Zvyš hodnotu čítače.}
c(r′) := c(r′) + 1
else {Přidej pravidlo a nastav hodnotu čítače na 1.}
R′ := R′ ∪ {r′}
c(r′) := 1
R := ∅
for each r′ ∈ R′ {Doplň ohodnocení do pravidel.}
(τ, pB, pD, d, b) = r′
R := R ∪ {(τ, c(r′), pB, pD, d, b)}
takové ohodnocení pravidel, které bude možno použít pro určení míry, udávající správnost
nalezené vazby. Hodnoty této veličiny budou reálná čísla v intervalu 〈0, 1〉. Vazby odvozené
z pravidel s ohodnocením 1,0 budeme považovat za zcela jistě správné. S klesající hodnotou
ohodnocení bude klesat i míra jistoty, že odvozené vazby jsou správné.
Nejdříve však uvedeme dvě často používané veličiny z oblasti získávání znalostí z dat.
Využitím těchto veličin odstraníme vágnost, která je charakteristická pro hodnocení vazeb
podle produktivity. Navíc hodnoty vypočtené dle následující vztahů patří vždy do intervalu
〈0, 1〉. Následující veličiny jsou převzaty z [1].
První z nich je veličina podpora, kterou budeme značit sup z anglického support. Tato
veličina je definována jako podíl počtu výskytů měřených prvků a a počtu všech prvků a∪b.
sup(a) =
|a|
|a|+ |b| (5.1)
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Další veličinou je spolehlivost, kterou budeme značit conf z anglického confidence. Po-
mocí této veličiny lze ohodnotit, jak jsou prvky na sobě závislé (následující vztah lze odvodit
z podmíněné pravděpodobnosti).
conf(a⇒ b) = sup(a ∪ b)
sup(a)
(5.2)
V čitateli zlomku je hodnota spolehlivosti výskytu obou prvků současně. Pokud se prvek
b vyskytuje vždy společně s prvkem a, pak je hodnota spolehlivosti 1,0. Upozorněme, že
obecně jsou hodnoty conf(a⇒ b) a conf(b⇒ a) různé.
5.3.1 Ohodnocení na základě podpory pravidel
Ohodnocení pravidel, které jsme používali doposud, zcela jistě vytyčená kritéria nesplňuje,
protože hodnoty tohoto ohodnocení nepatří do intervalu 〈0, 1〉. Proto pro ohodnocení ne-
budeme používat přímo počet vazeb, ze kterých bylo pravidlo odvozeno, ale hodnotu od-
povídající veličině podpora (viz vzorec 5.3.1). Dosazením do vzorce získáme výraz sup = ab ,
kde a je počet vazeb, ze kterých bylo pravidlo odvozeno, a b značí počet všech vazeb ze
vstupního slovníku. Hodnoty této veličiny zcela jistě budou patřit do intervalu 〈0, 1〉, avšak
vlivem obrovského množství různých pravidel, dosahují i ta nejlepší pravidla maximálně
hodnot kolem jednotek procent. Experimentálně bylo zjištěno, že nejlepší pravidlo dosahuje
hodnoty podpory menší než 0,03. Tuto nevýhodu by bylo možné snadno vyřešit interpolací
dosažených hodnot tak, aby hodnota podpory nejlepšího pravidla odpovídala hodnotě 1,0.
Zásadní nevýhodou této veličiny je však to, že oba směry odvození jsou ohodnoceny
stejně. Vezměme si za příklad odvození podstatných jmen slovesných (například ”kupovat
→ kupování“), tato slova lze totiž vytvářet prakticky pravidelně ke všem slovesům. Pokud
tedy existuje nějaké sloveso, pak s mírou jistoty blížící se jedné můžeme říci, že existuje
i podstatné jméno slovesné odvozené ze vstupního slovesa. Obrácený postup však zcela jistě
neplatí, protože podstatná jména slovesná z uvedeného příkladu spadají pod vzor ”stavení“.
Ale jistě nemůžeme říci, že všechna slova patřící pod tento vzor jsou odvozena z nějakého
slovesa (například slova ”podnebí“, ”padesátiletí“, . . . ). Kvůli této asymetrii, je nutné pro
ohodnocení pravidel uvažovat více než jednu hodnotu, a to minimálně dvě (každou pro jiný
směr odvozování).
To, že tato asymetrie není nikterak výjimečná, je ilustrováno na grafu 5.1, kde jsou uve-
deny hodnoty ohodnocení pro oba směry odvození3. V grafu jsou vynesena ohodnocení pro
sto pravidel s nejvyšší podporou. Podpora je v grafu vynesena tenkou, černou čárou, přičemž
její hodnota je uvedena v procentech (tj. původní hodnota je vynásobena stem). Hodnoty
na ose x odpovídají pořadí pravidel (první pravidlo je to, které má nejvyšší hodnotu pod-
pory, druhé je to, které má druhou nejvyšší hodnotu podpory, atd.). Dále upozorněme, že
pro osu y je použita logaritmická stupnice.
3Jak takové ohodnocení získat popíšeme v následujících částech.
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Graf 5.1: Rozdíl ohodnocení podle směru derivace
 0.01
 0.1
 1
 10
 10  20  30  40  50  60  70  80  90  100
O
ho
dn
oc
en
í p
ra
vid
la
Pořadí pravidel podle četnosti
podpora
ze základního slova
z odvozeného slova
Proto pro ohodnocení pravidel nebudeme používat jen hodnotu podpory, ale navrhneme
dvě nová ohodnocení, která budou využívat znalosti ze vzorů a koncovek. Obě varianty
budou inspirovány výpočtem spolehlivosti podle vzorce 5.2.
5.3.2 Ohodnocení na základě vzorů
V předchozích kapitolách jsme na několika příkladech ukázali, jak důležitou roli hrají vzory
při určování významu slov. Díky znalosti vzorů můžeme naprosto přesně určit slovní druh,
ale i některé další morfologické kategorie jako je třeba rod u podstatných jmen. Díky
rozšíření systému vzoru, tak jak je popsáno v kapitole 3.3, jsme schopni určovat i životnost,
a to nejen u slov rodu mužského, ale i u slov rodu ženského.
Specifikujme přesněji sémantiku ohodnocení pravidel na základě vzorů. Předpokládejme,
že známe slovo a jeho vzor a chceme být schopni určit, jaká pravidla lze pro dané slovo
použít. V případě ohodnocení na základě vzorů použijeme jen informaci o vzoru. Ohodno-
cení pravidla vypočteme tak, aby jeho hodnota určovala, s jakou mírou jistoty lze pravidlo
aplikovat na slovo s daným vzorem.
Z konstrukce odvozovacích pravidel plyne, že každé pravidlo obsahuje právě dva vzory
(jeden pro výchozí slovo a druhý pro odvozené). Dále je snadné pro každý vzor zjistit,
kolik slov pod něj spadá. Dále při vyhledávání pravidel využíváme informaci o počtu vazeb,
ze kterých bylo pravidlo získáno. Zaměříme-li se jen na jeden směr odvozování jednoho
pravidla, pak také známe výchozí vzor slova, na které lze pravidlo aplikovat. Protože víme,
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z kolika vazeb bylo pravidlo odvozeno a kolik slov celkově patří pod vzor, pak jsme schopni
určit, jaké je ”pokrytí“ vzoru pravidlem.
Tento typ ohodnocení budeme značit confP , podle toho že výpočet je založen na spo-
lehlivosti, dolní index značí, že se využívá informace o vzorech (P z anglického ”paradigm“,
vzor). Vzorec pro výpočet ohodnocení na základě vzorů je následující:
confP (p⇒ r) =
cnt(r)
|p| (5.3)
Kde p značí vstupní vzor, r je hodnocené pravidlo. Pro vlastní výpočet se využívá počet
dvojic slov cnt(r), ze kterých bylo pravidlo odvozeno a počet slov |p|, která patří pod vzor p.
Na první pohled nemusí být zřejmé, že se jedná o výpočet spolehlivosti (viz vzorec 5.2), kde
se v čitateli vyskytuje spolehlivost výskytu prvku a a b současně. Toto je však implicitně
zahrnuto ve výrazu cnt(r), protože pravidlo používá pro jeden směr odvození právě jeden
vzor. Dále se v původní verzi výpočtu spolehlivosti na místě počtu prvků využívá podpora.
Jelikož bychom podporu z počtu dvojic slov a z počtu slov patřících do vzoru vypočítali
vydělením počtem všech dvojic slov ve slovníku, mohli bychom po dosazení do vzorce pro
spolehlivost tuto hodnotu pokrátit. Proto tento mezikrok do výpočtu vůbec nezahrnujeme.
Patří ale hodnoty získané dle vzorce 5.3 do intervalu 〈0, 1〉? Hodnoty zřejmě patří do
intervalu 〈0,∞). Zbývá vyšetřit, zda je výsledná hodnota vždy menší nebo rovna 1. Předpo-
kládejme, že je výsledná hodnota větší než 1, pak musí být pravidlo odvozeno z více dvojic
slov (vazeb), než je počet slov patřících do vzoru. To by mohlo nastat ve dvou případech.
Pokud by byly ve slovníku s derivačními vazbami duplicitní řádky, pak by mohla spoleh-
livost pravidel odvozených z takových dat neomezeně růst. Proto jsme se hned v úvodu
kapitoly omezily na slovníky bez duplicitních řádků.
Druhým případem, kdy by hodnota spolehlivosti mohla být větší než jedna, je v případě,
že by z jedno slova bylo možné odvodit více slov. V takové situaci ale algoritmus pro
vyhledání pravidel vytvoří dvě různá pravidla. Proto hodnoty získané vzorcem 5.3 vždy
patří do intervalu 〈0, 1〉.
Dosud jsme uvažovali jen jeden směr odvozování. Protože jsou hodnoty ohodnocení pro
obou směry různé, je nutné u každého pravidla uchovávat dvě hodnoty.
Ohodnocení pro směr odvozování z výchozího slova na odvozené získáme dosazením
do vzorce 5.3 vzor pb, který je v pravidle uveden jako vzor výchozího slovo. Ohodnocení
tohoto směru derivace budeme značit confPb. Ohodnocení druhého směru odvození získáme
obdobně, jen použijeme vzor pd. Takto získané ohodnocení budeme značit confPd.
5.3.3 Ohodnocení na základě koncovek
Tak jako jsme v předchozí části využili informace o vzorech, použijeme nyní koncové části
pravidel. Hlavní důvod proč nestačí znát ohodnocení pomocí vzorů je to, že ne vždy musí
být vzory známé. Budeme-li pracovat s neznámými slovy, která byla získána například
z Internetu, pak nebudeme informace o vzorech znát. Dále může být ohodnocení podle vzorů
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nevhodné, pokud použijeme slovník s odlišným systémem vzorů, než byl použit u slovníku,
ze kterého se získala odvozovací pravidla. I když jeden ze slovníků transformujeme tak, aby
se používal jen jeden systém vzorů, nemusí být převod vzorů dokonalý, čímž může docházet
k nepřesnostem, které se promítnou i do ohodnocení pomocí vzorů. Možná nejsilnější důvod
pro hledání dalšího ohodnocení pravidel je to, že pomocí vzorů se do jisté míry stírají detaily
mezi slovy – zejména pak alternace hlásek.
Pokud k získání spolehlivosti použijeme koncové části pravidel, pak se výše uvedené
problémy zmírňují. Například i když máme naprosto minimální informace o slově, vždy
známe jeho koncovou část. Také zvolená reprezentace pravidel pro změnu tvaru slov, je
silně závislá na alternaci hlásek, protože každá alternace hlásek je reprezentována zvláštním
pravidlem.
Ohodnocení na základě koncovky udává, jak moc daná koncovka specifikuje pravidlo.
Hodnoty tohoto ohodnocení budou opět v intervalu 〈0, 1〉, kde hodnota 1 značí, že pro danou
koncovku může být použito jen jedno pravidlo, s klesající hodnotou ohodnocení roste počet
pravidel, která mohou být použita. Ohodnocení na základě koncovek budeme značit confE
(E z anglického ”ending“, koncovka). Uveďme vzorec pro výpočet tohoto ohodnocení:
confE(e⇒ r) =
cnt(r)
cnt(e)
(5.4)
Kde e značí koncovku pravidla r. Výraz cnt(r) značí počet vazeb, ze kterých bylo pravi-
dlo odvozeno a přesně se shoduje se stejným výrazem při výpočtu ohodnocení podle vzorů.
Výraz cnt(e) značí kolik slov má koncovku e. Upřesněme význam této veličiny. S klesající
hodnotou confE může růst počet různých pravidel, která mohou být použita. Avšak počet
použitelných pravidel růst nemusí, stačí když jiné pravidlo je odvozeno z většího počtu
vazeb.
To, že se prakticky jedná o dosazení do původního vzorce pro spolehlivost (viz vzo-
rec 5.2), lze zdůvodnit obdobně jako pro vzorec 5.4 pro výpočet ohodnocení na základě
vzorů. Je snadné ukázat, že hodnoty skutečně patří do intervalu 〈0, 1〉, protože pokud něk-
teré pravidlo bylo odvozeno z x vazeb, pak ve slovníku musí být minimálně x slov mající
stejnou koncovku jako je uvedena u pravidla. Pokud by tomu tak nebylo, tak by pravidlo
muselo být odvozeno ze slov s různými koncovkami, což je ale ve sporu algoritmem 5.1 pro
vyhledávání pravidel (v algoritmu se totiž nejdříve identifikují koncové části, a až poté se
pro každou koncovou část vytvářejí odvozovací pravidla).
Nevýhodou tohoto ohodnocení je to, že některá pravidla mohou mít velmi krátké kon-
cové části. Naprostá většina takových pravidel bude mít ohodnocení blížící se nule. Pak
by ovšem celé ohodnocení ztrácelo smysl. Proto se pro každé slovo negenerují jen pravidla
obsahující koncové části vzniklé odstraněním společného prefixu, ale k těmto pravidlům
přidáme také pravidla, která budou obsahovat i část společného prefixu. Tím vzniknou pra-
vidla, která budou mít delší koncovky, díky čemuž budou méně kolidovat s jinými pravidly,
čímž vzroste jejich ohodnocení. Na diagramu 5.1 je znázorněno doplnění pravidel obsahující
i část ze společného prefixu pro dvojici slov ”soudce → soudcův“.
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Diagram 5.1: Přidávání pravidel obsahujících část společného prefixu
soudce → soudcův
výchozí slovo odvozené slovo → pravidlo počet znaků z prefixu
soudc – e soudc – ův → e – ův 0
soud – ce soud – cův → ce – cův 1
sou – dce sou – dcův → dce – dcův 2
Graf 5.2: Růst průměrného ohodnocení confE v závislosti na délce koncovky
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Konkrétně budeme přidávat pravidla jen k pravidlům s koncovkami, které jsou kratší
než jistá hodnota. V praxi se osvědčila hodnota 3, což je typická délka přípony. Delší koncové
části by s vyšší pravděpodobností zasahovaly do kořenů slov, což je krajně nevhodné, protože
bychom takto získávali pravidla jen pro konkrétní slova. Taková pravidla by se na jiná slova
dala využít jen minimálně. Dalším problém při zvětšování délky koncovek je růst celkového
počtu odvozovacích pravidel. Při použití hodnoty 3 se počet pravidel zhruba zčtyřnásobí,
což je s ohledem na získání kvalitních pravidel přijatelné.
V grafu 5.2 je vynesena závislost popisovaného ohodnocení na délce koncovek. Pravidla,
která byla použita pro vykreslení grafu, byla získána tak, že k pravidlům s koncovkami
menšími než 3 znaky se přidávala pravidla obsahující i část společného prefixu. Koncovky,
které mají délku menší než 3 znaky, mají ohodnocení velmi blízké nule. Mezi pravidly
s koncovkami o délce zhruba mezi 3-7 znaky jsou ta, která jsou dostatečně obecná (zahrnují
44
jen přípony a ne celé kořeny) a zároveň je jejich ohodnocení dostatečně vysoké, aby mohlo
být považováno za relevantní. Pravidla jejichž koncovky jsou delší než 8 znaků již příliš
zasahují do kořenů slov, a proto bude jejich použitelnost minimální.
Obdobně jako u ohodnocení na základě vzorů budeme ohodnocení na základě koncovek
pro směr odvození z výchozího slova k odvozenému značit confEb. Ohodnocení pro druhý
směr derivace budeme značit confEd.
5.3.4 Porovnání ohodnocení na základě vzorů a koncovek
V předchozích částech jsme navrhli dvě ohodnocení pravidel. Nyní se zaměříme na jejich
porovnání. Tím, že jsou obě ohodnocení založeny na rozdílných základech, se i výrazně
liší jejich hodnoty pro různá pravidla. Ohodnocení na základě vzorů upřednostňuje spíše
obecná pravidla, která jsou získána z co největšího počtu vazeb. Lepší pravidla jsou ta,
která lze aplikovat na větší počet slov. Naopak ohodnocení na základě koncovek má tendenci
upřednostňovat spíše více specializovaná pravidla. Nejlépe ohodnocená pravidla jsou taková,
která mají unikátní koncovky, tj. takové koncovky, které se nevyskytují v jiných pravidlech.
Graf 5.3: Průměry ohodnocení v závislosti na délce koncovky
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Protichůdnost obou způsobů ohodnocování je patrná z grafu 5.3, kde na ose x jsou vy-
neseny délky koncovek a na ose y jsou vyneseny průměrné hodnoty obou typů ohodnocení
(pro osu y je použito logaritmické měřítko). Je patrné, že pravidla s krátkými koncovkami
mají vyšší ohodnocení na základě vzorů (confP ), zatímco ohodnocení na základě koncovek
(confE) je malé. S rostoucí délkou koncovek ohodnocení confP klesá, zatímco hodnoty confE
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rostou, což je přesně v souladu s tím, že confP upřednostňuje obecná pravidla, a naopak
confE preferuje specializovaná pravidla. Oba typy ohodnocení dosahují shodných průměr-
ných hodnot okolo koncovek o délce tři znaky, čímž se opět potvrzuje vhodnost přidávat
pravidla obsahující i část společného prefixu, pro pravidla jejich koncovky jsou menší než
tři znaky.
5.3.5 Ohodnocení na základě metavzorů
Dosud jsme pravidla hodnotili podle toho, jak jsou dobrá v porovnání s jinými ”konku-
renčními“ pravidly. Nyní se zaměříme na ohodnocení pravidel podle toho, zda jím vytvořené
vazby budou pokryty metavzory či nikoliv.
Stejně jako v předchozích případech budou i hodnoty ohodnocení získaných pomocí
metavzorů v intervalu 〈0, 1〉. Tyto hodnoty budou udávat míru spolehlivosti, že vazby vy-
tvořené pravidlem budou patřit do slovníku v závislosti na tom, zda se ve slovníku již
vyskytují vazby patřící do stejného slovotvorného hnízda. Díky metavzorům jsme schopni
slova, která patří do stejného hnízda, identifikovat.
Diagram 5.2: Neporovnatelné hnízda a metavzory
Zde však vyvstává několik zásadních problémů, které je nutné překonat. Hlavní problém
tkví v tom, že chceme vytvořit hodnocení podle něčeho, co je jen ve výjimečných případech
porovnatelné. Uvažme slovotvorná hnízda z diagramu 5.2. Ani o jednom z hnízd nelze říci,
že je součástí toho druhého. Zároveň ale také nelze oba považovat za zcela rozdílné, protože
oba obsahují vazbu 1.0. Pokud bychom ignorovali společné prvky těchto hnízd (metavzorů),
pak bychom ztratili možnost identifikovat chybějící vazbu ”léčit→ léčení“, což je ale hlavní
důvod, kvůli kterému bychom rádi zavedli ohodnocení na základě metavzorů. S rozsáhlejšími
metavzory (například metavzor pro hnízdo ”humanismus“ z diagramu 3.1) výrazně roste
složitost jejich porovnávání, proto musíme zvolit jiný přístup.
Místo toho abychom uchovávali celé metavzory, budeme uvažovat jen nejbližší okolí
vazeb. Za nejbližší okolí vazby x budeme považovat ty vazby, které obsahují jedno ze slov,
která patří do vazby x. Na diagramu 5.3 je uveden příklad pro vazbu ”badatel→ badatelka“.
Do nejbližšího okolí patří jen ty vazby, jejichž odvozené nebo základní slovo je jedno ze slov
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”badatel“ nebo ”badatelka“. Například vazba ”bádat → bádající“ již do nejbližšího okolí
nepatří, protože obě slova, se kterými vazba operuje, jsou různá od slov z vyšetřované vazby
”badatel → badatelka“.
Diagram 5.3: Nejbližší okolí vazby ”badatel → badatelka“
Při použití nejbližšího okolí vazby nám rapidně klesá počet vazeb, které musíme kont-
rolovat. Prakticky jen vyhledáme všechny vazby, které obsahují některé slovo z vyšetřované
vazby (tj. je třeba nalézt vazby pro dvě slova). Díky tomu bude náročnost ověřování velkých
i malých metavzorů zhruba stejná.
Při použití jen nejbližšího okolí vazby klesá náročnost, ale stále nám chybí ještě infor-
mace o vztahu mezi vazbami, na jejichž základě ohodnocení vytváříme. Na diagramu 5.4
jsou znázorněny všechny čtyři varianty pozic vazeb, které mohou v rámci nejbližšího okolí
nastat. Pozice budeme rozlišovat pomocí dvoumístného kódu, kde první pozice bude re-
prezentovat, ke kterému slovu vazby se druhá vazba pojí. Znak b na první pozici značí,
že se bude ohodnocení vztahovat k vazbám připojeným na základové slovo. Pokud je na
první pozici znak d, pak se bude ohodnocení vztahovat k odvozenému slovu. Druhá pozice
kódu obsahuje informaci o tom, které ze slov připojená vazba do hnízda přidává. Znak b na
druhé pozici značí, že připojená vazba do hnízda přidává základové slovo. To znamená, že
tato vazba má s ohodnocovanou vazbou společné odvozené slovo. Pokud vazba do hnízda
přidává odvozené slovo, pak je na druhé pozici kódu znak d. Na diagramu 5.4 jsou vazby
z okolí označeny pomocí výše popsaného kódu. Vezměme za příklad vazbu r
db−→ c. Znak
d z označení vazby znamená, že tato vazba má s vazbou b
y−→ c společné slovo c. Znak b
z druhé pozice kódu vyjadřuje, že vazba r
db−→ c do hnízda přidává své základové slovo r.
Diagram 5.4: Různé pozice vazeb pro výpočet metavzoru
Nyní formálně popíšeme jak, vypočítat hodnotu ohodnocení na základě metavzoru.
K výpočtu potřebujeme slovotvorné vazby ze slovníku I. Vazby budeme značit výrazem
a
x−→ b, což značí, že slovo b lze ze slova a odvodit vazbou x. Následujícím vzorcem budeme
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získávat hodnotu spolehlivosti, že vazba y patří do slovníku, když ve slovníky již je vazba x.
Tento vztah platí jen pro vazby, mezi nimiž je vztah označený kódem bb, což znamená, že
odvozené slovo z vazby x je shodné se základním slovem z vazby y. Pro ostatní pozice mezi
vazbami jsou vzorce obdobné.
confM (x⇒ y) =
|{ b y−→ c | a x−→ b ∈ I ∧ b y−→ c ∈ I }|
|{ i x−→ j | i x−→ j ∈ I }|
(5.5)
Čitatel zlomku tvoří počet hnízd, ve kterých se vazby x a y vyskytují se stejnou vzájem-
nou pozicí. Ve jmenovateli zlomku je počet všech dvojic slov, mezi kterými je vazba x. Pokud
ve všech hnízdech obsahujících vazbu x se také vyskytuje vazba y, pak má ohodnocení na
základě metavzorů mezi těmito vazbami hodnotu 1,0. V případě, že se v hnízdech vazby x
a y vyskytují jen v polovině ze všech hnízd, která obsahují vazbou x, pak je ohodnocení
této vazby rovno hodnotě 0,5.
Na rozdíl od pravidel na základě vzorů a koncovek nestačí pro ohodnocení na základě
metavzorů jen jedna reálná hodnota, ale je nutné dodat další informace o slovníku jako je
označení vazeb, ke kterým se ohodnocení vztahuje a vzájemná pozice těchto vazeb.
Def. 5.2 Ohodnocení na základě metavzorů je čtveřice ve tvaru m = (τ, τ ′, p, confM (τ ′ ⇒
τ)), kde
• τ je označení vyšetřované vazby,
• τ ′ je označení vazby, na které je vazba τ závislá,
• p ∈ { αβ | α, β ∈ b, d } je kód vzájemné pozice vazeb,
• confM (τ ′ ⇒ τ) ∈ R je spolehlivost, že vazba τ patří do slovníku v případě, že ve
slovníku již je vazba τ ′.
Oproti předchozím ohodnocením na základě vzorů nebo koncovek, získáváme ohodnoce-
ním na základě metavzorů globálnější pohled na pravidla. Nejlépe ohodnocená pravidla jsou
ta, která jsou zcela závislá na jiných pravidlech. Dále je nutné při ohodnocování nové vazby
kontrolovat, zda příslušné vazby, na jejichž základě je ohodnocení počítáno již ve slovníku
existují. Kvůli tomu je přidávání nových vazeb do slovníku závislé na pořadí zpracování
slov.
Algoritmus pro výpočet ohodnocení na základě metavzorů je poněkud rozsáhlý, a proto
je uveden mezi dodatky v kapitole B.1. V dodatku C.3 je uveden příklad ilustrující postup
výpočtu ohodnocení pravidel.
V této kapitole jsme zavedli čtyři různá hodnocení vazeb. Prvním z nich byla podpora,
která se získávala jen na základě četnosti jednotlivých pravidel. Další typy ohodnocení
byly již sofistikovanější, protože využívaly informace o vzorech a koncovkách. Poslední typ
ohodnocení využívá označení vazeb a toho, jak tyto vazby lze skládat do větších celků –
hnízd, která lze popisovat metavzory.
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5.4 Generování nových vazeb a slov
V minulé části jsme navrhli, jakým způsobem ohodnocovat odvozovací pravidla. Nyní se
zaměříme na to, jak toto ohodnocení využít pro vyhledávání nových vazeb a slov. Budeme
předpokládat následující scénář: na vstupu je slovo (může být doplněno o vzor), pro které
budeme vybírat nejvhodnější pravidlo, dle kterého vygenerujeme nové slovo. Nové slovo
a slovo ze vstupu budou propojena typem vazby, který je uveden v pravidle.
5.4.1 Výběr pravidla k aplikaci
Prvním problémem, který musíme vyřešit je výběr pravidel, které použijeme. Počet pravidel,
ze kterých můžeme vybírat, je poměrně veliký – více než 10 tisíc pravidel. Proto, abychom
počet pravidel omezili, seřadíme získaná pravidla podle jejich podpory a budeme vybírat jen
určitý počet pravidel s nejvyšší hodnotou podpory. Odstraněním pravidel s malou podporou
se výrazně nezhorší celková kvalita souboru pravidel, protože pravidla s malou podporou
jsou právě ta, která byla odvozena z malého počtu vazeb. Některá taková pravidla pak
mohla být vytvořena jen pro konkrétní slova (příkladem mohou být pravidla s extrémně
dlouhými koncovkami – delšími než 8 písmen).
Dále je potřeba určit, která z pravidel mají být preferována. Kvůli použitému kódování
změn tvarů, je nutné ke slovům vybírat taková pravidla, pro něž jedna z koncovek zcela
odpovídá koncovce zpracovávaného slova. Čím delší bude shodující se koncovka, tím bude
přirozeně klesat počet možných pravidel, a zároveň tím bude růst pravděpodobnost výběru
správného pravidla.
Fáze výběru pravidel má zásadní vliv na úspěch celého systému. Při výběru pravidel
pomocí koncovek totiž nevybíráme všechna pravidla, která by se teoreticky mohla použít, ale
vybírají se jen ta, která jsou vhodná pro další použití. Vezměme jako příklad vzory ”matčin“
a ”otcův“, které spadají do stejného supervzoru. Pokud by bylo použito některé z kódování
pro změnu tvaru na základě Kendings, které nevyužívá informaci o koncovce výchozího
slova, pak bychom měli velmi ztíženou možnost správně určit, zda má být vybráno pravidlo
se vzorem ”matčin“ nebo se vzorem ”otcův“. Použitím výběru pravidel podle koncovek
tento problém eliminujeme na minimum.
Problémy by mohly nastávat při výběru pravidel, která mají krátké koncovky, protože
pro krátké koncovky je vysoká pravděpodobnost, že koncovka bude odpovídat slovům zcela
rozdílných typů (například koncovka ”t“ může být pro slova ”skákat“ i ”kost“). Tomuto
problému předcházíme přidáním pravidel, která v koncovkách obsahují i část společného
prefixu. Jelikož ve slovníku zůstává i původní, krátká varianta, můžeme se při výběru roz-
hodovat mezi několika ekvivalentními pravidly. Z důvodu snahy o zmenšení počtu apliko-
vaných pravidel vybereme vždy to pravidlo, které má nejdelší koncovky.
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5.4.2 Generování nových vazeb
Z předchozí kapitoly již víme, jak pro zadané slovo vybrat co nejlepší pravidla. Nyní se
zaměříme na dokončení celé snahy, jejímž výsledkem bude nová vazba mezi dvěma slovy.
Abychom byli schopni porovnávat vygenerované vazby a slova, budeme s vazbami a slovy
asociovat číslo v intervalu 〈0, 1〉, jež bude mít shodný význam s hodnotami ohodnocení
pravidel. Čím větší hodnota tohoto čísla bude, tím je větší pravděpodobnost, že jsme nalezli
správnou vazbu (resp. slovo). Pro slova a vazby, které jsou známy z některého ze slovníků
budeme používat ohodnocení 1,0, kterým značíme, že slovo (resp. vazba) zcela jistě do
slovníku patří. Slova budeme reprezentovat trojicí z následující definice.
Def. 5.3 Slovo je trojice ve tvaru (w, p, ), kde:
• w je řetězec se slovem,
• p je řetězec reprezentující vzor,
•  ∈ R je hodnota z intervalu 〈0, 1〉 udávající ohodnocení slova.
Této definice využijeme v definici slovotvorné vazby s ohodnocením, ve které je pro
výchozí a odvozené slovo použita právě výše uvedená definice 5.3 (tj. tato slovo jsou trojice).
Formálně zapsáno:
Def. 5.4 Slovotvorná vazba je čtveřice ve tvaru (τ, wB, wD, eval), kde:
• τ je označení vazby,
• wB, wD je výchozí (resp. odvozené) slovo,
• eval ∈ R je hodnota z intervalu 〈0, 1〉 udávající ohodnocení vazby.
Zbývá doplnit definici zjednodušeného pravidla (definice 5.1) o ohodnocení, která byla
představena v předchozí kapitole (zejména ohodnocení na základě vzorů a koncovek). Jelikož
se ohodnocení na základě metavzorů nevztahuje jen na jedno pravidlo, ale na všechna
pravidla, která vytvářejí stejný typ vazby, nebudeme ohodnocení na základě metavzorů
uchovávat u každého z pravidel. Dále budeme odvozovací pravidlo reprezentovat šesticí dle
definice 5.5.
Def. 5.5 Odvozovací pravidlo je šestice ve tvaru pi = (τ, (confPb, confPd, confEb, confEd),
pB, pD, b, d), kde:
• τ je označení vazby,
• (confPb, confPd, confEb, confEd) jsou ohodnocení pravidla,
• pB, pD je vzor výchozího (resp. odvozeného) slova,
• b, d je řetězec vzniklý odstraněním společného prefixu z výchozího (resp. odvozeného)
slova.
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Zadané slovo budeme značit wi = (w′, e′, ′). Výsledkem následujícího postupu bude
nová slovotvorná vazba, která bude získána aplikací pravidla pi na zadané slovo wi. Nyní
můžeme postupovat dle definice pro slovotvorné vazby položku po položce, až bude nová
vazba kompletní.
První položkou je označení vazby τ , což je triviální, protože se jedná o stejnojmennou
složku z pravidla pi.
Dalším krokem je určení, zda zadané slovo patří na pozici výchozího slova wB nebo na
pozici odvozeného slova wD. To jednoduše zjistíme podle koncovky slova. Pokud je na konci
zadaného slova koncovka b, pak slovo patří na pozici výchozího slova (tj. wB = wi). Jestliže
konec zadaného slova odpovídá koncovce d, pak zadané slovo patří na pozici odvozeného
slova (tj. wD = wi).
Nyní vytvoříme zbývající slovo ze zadaného slova a pravidla. Jestliže jsme zadané slovo
přiřadili na pozici výchozího slova, pak nové slov vytvoříme tak, že z konce zadaného slova
odstraníme tolik znaků, kolik má koncovka b. Ze zbylé části získáme připojením koncovky
d nové slovo, čímž získáme tvar odvozené slova, který označíme wq. K tomuto slovu zbývá
určit vzor, který opět získáme z pravidla (konkrétně vzoru odvozeného slova). Ohodnocení
slova prozatím neznáme, z formálních důvodů budeme zatím uvažovat nulové ohodnocení.
Tím jsme schopni určit odvozené slovo wD = (wq, pD, 0).
Jestliže zadané slovo patří na pozici odvozeného slova, pak vytvoříme tvar výchozího
slova wq tak, že z konce zadaného slova odstraníme tolik znaků, jako má koncovka d. Přidá-
ním koncovky b, ke zbylé části zadaného slova získáme tvar výchozího slova wq. Analogicky
k předchozímu případu určíme i vzor, podle vzoru pro výchozí slova, který je uveden u pra-
vidla. Výchozí slovo tedy je wB = (wq, pB, 0).
Zbývá získat nejsložitější část nové vazby, kterou je beze sporu výpočet ohodnocení.
Zásadní otázkou je, jakým způsobem zkombinovat všechny typy ohodnocení, tak abychom
se co nejvíce přiblížily ideálu, kdy slova a vazby patřící do slovníku mají hodnoty blízké
hodnotě 1,0 a ohodnocení špatně určených vazeb a nesmyslných slov se blíží k hodnotě
0,0. Kromě požadavku na to, aby ohodnocení bylo v intervalu 〈0, 1〉, by bylo dobré, kdyby
šlo kombinaci ohodnocení vhodným způsobem ovlivnit parametry. Tato vlastnost by mohla
být užitečná při práci s různými odvozovacími pravidly, která by měla některé z variant
ohodnocení pravidel výrazně lepší než hodnoty zbylých ohodnocení. Pomocí parametrů by
mohlo být možné, například penalizovat ohodnocení na základě vzorů v případě, kdy by
byla pravidla získána ze slovníku, ve kterém nebyly vzory určeny zcela správně.
Zaměřme se na ohodnocení na základě vzorů. Co se stane v případě, že u zadaného slova
není vzor uveden? V takové situaci zřejmě nemá smysl ohodnocení na základě vzorů dávat
takovou váhu, nebo jej vůbec uvažovat. Další možností je, že vzor je uveden, ale mírně se liší
od vzoru, který je uveden u pravidla, ale zároveň oba vzory patří do stejného supervzoru.
Při této konstelaci již ohodnocení na základě vzorů nějaký význam zřejmě má, ale jistě
menší než v případě, kdy jsou vzory ekvivalentní. Poslední možností je, že se vzory liší
zcela, takže ani nepatří do stejné třídy supervzoru. Co ale znamená, když se vzor zadaného
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slova a pravidla takto diametrálně liší? Pomineme-li možné chyby v určení vzoru, pak lze
říci, že se jedná o chybně vybrané pravidlo, proto by mělo být ohodnocení vygenerované
vazby rovno nule.
Poznatky o význam ohodnocení na základě vzorů jsou shrnuty v tabulce 5.3. V prvním
sloupci je uveden vztah mezi vzorem zadaného slova a vzorem, který je uveden v pravidle.
Druhý sloupec popisuje, jaký vliv na celkové ohodnocení má ohodnocení na základě vzorů.
Poslední sloupec udává, jak nejlépe může být vygenerované slovo ohodnoceno v závislosti
na vztahu mezi vzorem zadaného slova a vzorem z pravidla.
Tabulka 5.3: Závislost ohodnocení na znalosti vzoru
vztah mezi vzory význam confP max. ohodnocení
jsou ekvivalentní vysoký vysoké
jen patří do stejného supervzoru průměrný průměrný
alespoň jeden ze vzorů není znám žádný nízké
jsou zcela rozdílné žádný nulové
Nyní vágní specifikaci uvedenou v tabulce 5.3 zpřesníme. Ze začátku vyřešíme ohod-
nocení pro slova, jejichž vzory se zcela liší od vzorů pravidel. To znamená, že pro taková
slova byla špatně vybrána pravidla, tudíž ohodnocení by mělo být velice malé – zvolíme 0,0.
Ohodnocení pro zbylé případy je závislé na ohodnocení podle vzorů, čehož využijeme dále.
Jelikož jsou hodnoty obou vstupních ohodnocení (na základě vzorů a koncovek) v inter-
valu 〈0, 1〉, musíme zajistit, aby výsledné hodnoty po kombinaci těchto ohodnocení byly ve
stejném intervalu. To snadno zajistíme použitím operací násobení a maximum, které toto
omezení přesně splňují.
Jsou-li vzory ekvivalentní, pak lze bez problémů použit ohodnocení na základě vzorů.
Při pohledu na graf 5.3, ve kterém jsou vyneseny hodnoty ohodnocení na základě vzorů
a koncovek v závislosti na délce koncovky, je patrné, že obě tato ohodnocení jsou v jistém
smyslu protichůdná. Pokud bychom tato pravidla zkombinovali jen prostým vynásobením,
pak bychom dobrá pravidla, která mají velmi rozdílná ohodnocení pravidel, zbytečně pena-
lizovali, protože kvůli jednomu špatnému ohodnocení by celkové ohodnocení velmi kleslo.
To by nastávalo například pro pravidla používající dlouhé koncovky, která mohou mít ohod-
nocení dle vzorů velmi nízké. Ale pravidla s dlouhou koncovkou jsou většinou velmi kvalitní
a bývají vybrána chybně jen velmi zřídka.
Pokud bychom místo násobení použili aritmetický průměr, tak sice budou výsledné
hodnoty ohodnocení výrazně vyšší, ale v zásadě budou zůstávat stejné problémy jako při
násobení. Proto pro kombinaci ohodnocení použijeme operaci vybírající maximum z obou
hodnotu. Tím zaručíme, že pro pravidla s krátkou koncovkou budou častěji vybírány hod-
noty ohodnocení na základě vzorů, zatímco pro pravidla s dlouhou koncovkou se budou
vybírat hodnoty ohodnocení na základě koncovek.
Zbývá vyřešit kombinaci ohodnocení pro případy, kdy vzory nejsou zcela ekvivalentní
nebo nejsou známy. Jestliže vzory nejsou ekvivalentní, tak poněkud klesá význam ohod-
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nocení na základě vzorů oproti významu ohodnocení na základě koncovek. To lze snadno
vyřešit použitím váženého součtu α ·confP +β ·confE , kde α+β = 1,0. Volbou parametrů α
a β máme možnost nastavovat relativní důležitost vstupních ohodnocení. Jestliže neznáme
vzor ohodnocovaného slova, pak samozřejmě nelze ohodnocení na základě vzorů použít.
Proto bude pro celkové ohodnocení použita jen hodnota ohodnocení na základě koncovek.
Abychom zabránili tomu, že by slova, jejichž vzory nejsou známy, byla ohodnocena stejně
jako ta, jejichž vzory známe, musíme slova bez vzorů penalizovat. Tuto penalizaci prove-
deme tím, že použijeme stejný vážený součet jako v předchozím případě a za parametr
α dosadíme hodnotu 0,0, čímž prakticky odstraníme část výsledného ohodnocení. Protože
jsme parametr β nechali nezměněn, bude celkové ohodnocení menší než ohodnocení slova,
jehož vzor je známý.
Algoritmus 5.2: Výpočet celkového ohodnocení
Vstup: • Vstupní slovo wi = (w, e, )
• Ohodnocení na základě vzorů confP ∈ 〈0, 1〉
• Ohodnocení na základě koncovek confE ∈ 〈0, 1〉
• Vzor epi, který je v pravidle uveden na pozici vstupního slova.
Výstup: • Celkové ohodnocení eval ∈ 〈0, 1〉
Postup:
eval := 0,0 {Implicitní ohodnocení pro lišící se vzory.}
if e 6= ∅ {Vzor je uveden.}
if e = epi {Vzory jsou ekvivalentní.}
eval := max(confE , confP
else if super(e) = super(epi) {Vzory patří do stejné třídy.}
eval := α · confP + β · confE
else {Vzor není uveden.}
eval := β · confE
eval := eval ·  {Započítání ohodnocení vstupního slova.}
Takto jsme získali ohodnocení slova podle ohodnocení pravidel. Na vstupu však můžeme
předpokládat také slova, jejichž spolehlivost není stoprocentní (například slova, nalezená
v některém z předchozích běhů). Ohodnocení vygenerované vazby nesmí být nikdy vyšší, než
ohodnocení vstupního slova, protože bychom tímto způsobem mohli neomezeně zvyšovat
ohodnocení některých vazeb. Proto zkombinované ohodnocení ještě vynásobíme ohodnoce-
ním, vstupního slova, čímž zajistíme, že výsledné ohodnocení nebude vyšší než ohodnocení
vstupního slova. Celý výpočet ohodnocení je uveden v algoritmu 5.4.3. Hodnota ohodnocení
vazby (proměnná eval) je rovna výsledné hodnotě algoritmu 5.4.3.
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Zbývá jen doplnit ohodnocení vygenerovaného slova, které je shodné s ohodnocením
vygenerované vazby, protože míra jistoty, že vygenerované slovo skutečně existuje, je přímo
úměrná k míře jistoty, že existuje nalezená vazba, a naopak.
Tím jsme získali všechny položky z definice slovotvorné vazby, čímž je generování vazby
a slova ukončeno.
5.4.3 Doplnění ohodnocení na základě metavzorů
V minulé části byla použita jen ohodnocení na základě vzorů a koncovek. Ohodnocení
pravidel pomocí metavzorů jsme doposud ignorovali, což napravíme v této kapitole.
Pomocí algoritmu získáme hodnotu závislou jen na ohodnocení pravidla a zadaného
slova. Přidáním ohodnocení na základě metavzoru přidáme globální pohled na data tak,
že budou preferována ta slova, která jsou součástí slovotvorného hnízda, jehož část již ve
slovníku je. To znamená, že toto ohodnocení slova bude silně záviset na pořadí vkládání
slov do slovníku, protože prvně přidané slovo bude mít ohodnocení na základě metavzoru
nulové, jelikož ve slovníku ještě nebude slovo patřící do stejného hnízda. Tato skutečnost
vážně znehodnocuje význam tohoto ohodnocení. Proto pomocí tohoto ohodnocení nebu-
deme zmenšovat ohodnocení vazeb, pouze jej využijeme pro vylepšení celkového ohodnocení
vazeb.
Opět budeme muset zajistit, aby výsledná hodnota po přidání ohodnocení na základě
metavzoru patřila do intervalu 〈0, 1〉. Protože budeme výsledné ohodnocení jen vylepšo-
vat, tak budeme k ohodnocení maximálně přičítat hodnotu rozdílu mezi aktuální hodnotou
ohodnocení a hodnotou nejlepšího ohodnocení (tj. hodnotou 1,0). Tímto postupem bychom
však mohli u vazeb s téměř nulovým ohodnocením příliš zvýšili význam ohodnocení podle
metavzorů, což je nevhodné. Proto hodnotu, o kterou může být ohodnocení zlepšeno, shora
omezíme hodnotou původního ohodnocení nové vazby. Takto zajistíme, že se výsledné ohod-
nocení zvýší maximálně dvakrát.
Ohodnocení na základě metavzorů získáme, vyhledáním metavzorů z tabulky vytvořené
algoritmem B.1. Pro každý z nalezených metavzorů ověříme, zda se ve slovníku objevuje
vazba, na kterou se metavzor odkazuje. Pokud ve slovníku taková vazba existuje, pak součin
ohodnocení této vazby a metavzoru je mezivýsledek ohodnocení. Maximální hodnota ze
získaných mezivýsledků tvoří ohodnocení na základě metavzorů. Podrobněji je tento postup
popsán v dodatku B.2.
Dále ve výpočtu ohodnocení použijeme parametr n z intervalu 〈0, 1〉, kterým budeme
určovat důležitost ohodnocení na základě metavzorů. Nové ohodnocení budeme počítat
pomocí následujícího výrazu:
eval ′ := eval +min(1,0− eval, eval ) · evalM · n (5.6)
Kde proměnná eval je rovna hodnotě vypočítané z ohodnocení na základě vzoru a kon-
covky a evalM je ohodnocení vazby na základě metavzorů. Hodnoty získané tímto výrazem
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budou vždy v intervalu 〈0, 1〉.
Dále se zaměříme na to, zda je vhodné používat všechny známe metavzory. Na grafu 5.4
je vynesen histogram počtu ohodnocení na základě metavzoru, kde na ose x je hodnota
ohodnocení a na ose y je počet metavzorů s takovým ohodnocením (osa y je v logaritmic-
kém měřítku). Při pohledu na graf zjišťujeme, že většina metavzorů je ohodnocena hod-
notou menší než je 0,5. Takto ohodnocené metavzory znamenají, že typ vazeb dle kterých
ohodnocujeme byl ve slovníku dvakrát méně častý než typ vazeb, který je shodný s typem
vygenerované vazby. Proto budeme při ohodnocování na základě metavzorů používat jen ty,
jejich ohodnocení je větší než parametr l ∈ 〈0,5 1〉, čímž výrazně snížíme počet metavzorů,
které musí být zpracovány během ohodnocování vazby.
Graf 5.4: Histogram ohodnocení na základě metavzorů
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5.4.4 Doplnění vzorů do vstupních slov
Vedlejším efektem při generování vazeb je získání vzoru slova, ze kterého se vazba generuje.
Jestliže slovo, podle kterého generujeme vazbu má vzor uveden, pak se tento vzor porovná
s předpokládaným vzorem a podle tohoto porovnání se vypočítá ohodnocení vazby. Jestliže
však není u zadaného slova vzor uveden, pak lze snadno tento vzor získat z vygenerované
vazby. Vstupní slovo bez vzoru, které je implicitně ohodnocenou hodnotou 1,0, můžeme
rozšířit o vzor z vazby. Dále musíme také upravit ohodnocení tohoto slova podle ohodnocení
vazby. Protože se ohodnocení vazby vypočítalo podle původního slova, u kterého nebyl vzor
uveden, bude ohodnocení zcela jistě menší než 1,0.
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Sice takto snížíme ohodnocení, ale je třeba si uvědomit, že vstupní slova mají ohodnocení
rovno 1,0, protože předpokládáme, že na vstupu jsou zadána skutečná slova a to, že není
u slova uveden vzor nemění nic na tom, že se jedná o korektní slovo. Doplněním slova o jeho
vzor tak v podstatě získáme nové slovo, které může být ohodnoceno jinak.
Z jiného úhlu můžeme na slova bez vzoru pohlížet jako na skupinu několika slov, která
mají stejný tvar (například slovo ”stát“ reprezentuje sloveso a podstatné jméno). Přidáním
vzoru pak takové slovo konkretizujeme – vybíráme právě jedno slovo z množiny možných
slov. Tento výběr může být zatížen chybou, kterou odráží ohodnocení výsledného slova.
Doplňováním vzorů získáváme elegantní způsob, jak ke vstupním slovům získat některé
morfologické kategorie.
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Kapitola 6
Implementace
Cílem práce je vytvořit systém pro generování slovotvorných vazeb mezi základními tvary.
Částečně je možné použít program fsa guess (viz kapitola 4.2), který ale není primárně
určen pro analýzu derivační morfologie, z čehož plyne několik omezení.
Hlavní nevýhodou tohoto programu je, že vygenerované vazby nejsou žádným způsobem
ohodnoceny, takže není možné měnit ”tolerantnost“ systému při přijímání vazeb. V někte-
rých případech by bylo vhodné generovat jen takové vazby, o kterých můžeme s vysokou
mírou jistoty prohlásit, že do slovníku patří. Takový systém by bylo možné použit pro do-
plňování slovníku. V jiných případech může být vhodné mít ”tolerantnější“ systém, který
bude přijímat i takové vazby, které nemají míru jistoty tak vysokou jako vazby z předchozího
případu. Takový systém lze použít pro analýzu neznámých slov, která byla získána, např.
z Internetu. Tato data totiž mohou obsahovat některé chyby, zejména pak chyby v pravopise
či používání některých hovorových výrazů, které nemusí být vždy vhodné udržovat ve slov-
nících. S ohodnocením vazeb souvisí i druhá nevýhoda, která tkví v tom, že při generování
není použito všech dostupných informací. Obě nevýhody jsou vyřešeny použitím pravidel
tak, jak je popsáno v kapitole 5.
Pro implementaci byl zvolen skriptovací jazyk Python, jehož velkou předností je jeho
přenositelnost, ale hlavně jeho výborná podpora zpracování řetězců. Nevýhodou tohoto
jazyka je jeho volnost, kterou programátorovi dává. To se zejména projevuje při práci s ob-
jekty, kde prakticky nelze zajistit privátní metody 1. Další nevýhodou je rychlost výsledných
programů, což se s rostoucím výkonem počítačů stává stále méně a méně relevantní. Díky
použití jazyka Python získáme velmi stručný, ale přitom přehledný kód, který umožňuje
uživatelům si některé funkce upravit tak, aby přesně splňovali jejich specifické požadavky.
Samotný systém lze rozdělit na dvě logické části, kde první je tvořena fází předzpraco-
vání, ve které se ze zadaného slovníku vygenerují odvozovací pravidla spolu s jejich ohodno-
cením. Do této fáze také spadá převod vstupních slovníků na stejný systém vzorů, ale také
například vyhledání supervzorů. Druhá část je tvořena vlastním systémem pro generování
1V praxi se toto řeší konvencí, kdy se před začátek názvů privátních metod přidávají dvě podtržítka.
Například privátní metoda
”
name“ se pojmenovává
”
name“.
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slovotvorných vazeb, který využívá data získaná ve fázi předzpracování. Tato část bude dále
rozšířena o systém umožňující nalezení nových slov či určování vzorů pro neznámá slova.
Obě tyto přidané funkce využívají stejných prostředků jako systém pro generování nových
vazeb. Funkce se liší jen zvolenými parametry a různým poskládání podřízených částí.
6.1 Předzpracování slovníků
Pro fázi předzpracování byl zvolen přístup, kdy je pro každou z operací vytvořen samostatný
skript.
První dva skripty slouží k převodu slovníků na jednotný systém vzorů. Tyto skripty
implementují algoritmus 3.1. Nejdříve je skriptem get table.py vytvořena převodní tabulka
mezi vzory. Pro získávání vzorů ke vstupním slovům se využívá knihovna libma (viz kapi-
tola 4.1). Tímto přístupem zajistíme, že ve všech vstupní datech bude použit systém vzorů
použitý v libma. Po získání všech kandidátních vzorů vybereme ke každému ze vzorů převá-
děného slovníku nejčastěji se vyskytující vzor, který uložíme do tabulky. Takto vytvořená
tabulka se použije pro vlastní převod vzorů ve skriptu transform.py.
Pomocí skriptu get superparadigms.py získáváme zjednodušenou variantu pro zařazo-
vání vzorů do supervzorů, tak jak je popsáno v kapitole 3.3.3. Vstupem tohoto skriptu
je slovník, který již má převeden systém vzorů pomocí skriptu transform.py. Výstupem
skriptu je soubor, kde na každý řádek patří k jednomu vzoru. První položkou řádku je vzor
a druhou položkou je označení supervzoru, do kterého vzor náleží.
Nejdůležitější operací ve fázi předzpracování je vygenerování odvozovacích pravidel
podle algoritmu 5.1. Skriptem implementujícím tento algoritmus je get rules.py, který je
rozšířen o vypočítání ohodnocení spolehlivosti na základě vzorů a koncovek pro oba směry
(tedy čtyři hodnoty). Výsledkem tohoto skriptu je soubor s pravidly, kde každý řádek re-
prezentuje jedno pravidlo. První položkou na řádku je pořadí pravidla podle počtu vazeb,
ze kterých je pravidlo vygenerováno. Druhá položka obsahuje absolutní počet vazeb, ze
který bylo slovo vygenerováno. Následujících pět hodnot jsou ohodnocení v pořadí pod-
pora, confPb, confPd, confEb a confEd. Osmou položku tvoří označení typu vazby, která je
generována pomocí pravidla. Další položky obsahují vzor výchozího a odvozeného slova.
Výčet zakončuje pravidlo pro vygenerování chybějícího tvaru. Soubor s pravidly je seřa-
zen vzestupně podle pořadí, které se vypočítává podle počtu vazeb, ze kterých je pravidlo
odvozeno.
Příklad 6.1: Prvních pět pravidel získaných skriptem get rules.py
1 6189 2.84 0.99 0.17 0.11 0.42 1.3.0.0 účtovat stavení vat:vání
2 6189 2.84 0.99 0.17 0.08 0.30 1.3.0.0 účtovat stavení at:ání
3 5947 2.73 0.95 0.18 0.11 0.40 2.1.1.0 účtovat nesen vat:ván
4 5947 2.73 0.95 0.18 0.07 0.28 2.1.1.0 účtovat nesen at:án
5 5854 2.68 0.93 0.80 0.07 0.28 2.1.0.0 účtovat kupovaný at:aný
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Posledním skriptem fáze předzpracování je získání ohodnocení na základě metavzorů,
což je implementováno ve skriptu get metaparadigms.py, a to přesně podle algoritmu B.1.
Výsledný soubor obsahuje na každém řádku čtyři položky. První položkou je označení zpra-
covávané vazby, druhá položka obsahuje typ příbuzné vazby. Na třetí pozici je kódování
vztahu mezi oběma typy vazeb. Poslední položkou je ohodnocení metavzoru.
Pro zautomatizování celého procesu přípravy dat byl vytvořen soubor pro program
GNU/make, ve kterém stačí nastavit soubor se vstupním slovníkem. Všechny výstupní
soubory jsou pak vytvořeny bez nutnosti zásahu uživatele.
6.2 Popis systému
Nyní popíšeme základní charakteristiky programu pro generování slovotvorných vazeb,
zejména pak identifikujeme vstupy a výstupy.
Zřejmě musí jedním ze vstupů být odvozovací pravidla. Tato pravidla se aplikují na
slova, která jsou dalším vstupem. Zcela jistě bude při generování slov docházet k tomu,
že vytvoříme již existující vazbu – takové vazby budeme ve většině případů ignorovat. Pro
rozhodování, zda jsme nalezli novou vazbu, použijeme derivační slovník. Slovník vazeb je
třetím vstupem. Jelikož vygenerováním vazby můžeme získat i nové slovo, musíme být
schopni tato slova identifikovat. Proto je posledním vstupem slovník známých slov.
Před tím než popíšeme výstupy, musíme popsat, jaké funkce bude program obsaho-
vat. Ústředním bodem zadání práce je implementovat systém pro generování slovotvorných
vazeb mezi základními tvary. Touto funkcí budeme vyhledávat vazby mezi slovy ze zada-
ného slovníku. To znamená, že množina vstupních slov bude vlastní podmnožinou slov ze
slovníku. Pro každé vstupní slovo vygenerujeme množinu možných vazeb. Z těchto vazeb
odfiltrujeme ty vazby, jejich ohodnocení je menší než zadaný limit. Dále odstraníme vazby,
které propojují slova nepatřící do slovníku. Posledním krokem je kontrola, zda nalezené
vazby nejsou již uvedeny v derivačním slovníku. Výstupem této funkce je seznam nových
vazeb.
Další funkce je méně striktní verze předchozí, protože se neomezíme jen na hledání va-
zeb mezi slovy ze slovníku, ale budeme připouštět i vazby, které propojují slova nepatřící
do slovníky. Jestliže bychom však přidali novou vazbu, bylo by vhodné přidat i nové slovo,
které vazba propojuje. Protože budeme opět předpokládat, že vstupní slova jsou vlastní
podmnožinou slov ze slovníku, máme jistotu, že každá vazba může vždy doplňovat maxi-
málně jedno nové slovo. Kromě seznamu nových vazeb bude výstupem této funkce také
seznam nových slov. Tuto funkci budeme dále označovat jako hledání nových slov.
Poslední a výpočetně nejnáročnější funkcí je analýza neznámých slov. V této funkci
budeme předpokládat, že na vstupu mohou být i jiná slova než jsou ve slovníku. Funkce
bude mít dvě části. V první se pokusíme ze zadaného slova odvodit některé ze slov, které
je uloženo ve slovníku. Poté z takto nalezených slov budeme, obdobným způsobem jako
v předchozích funkcích, generovat nové vazby, přičemž se budeme snažit nalézt posloupnost
59
vazeb vedoucí ze slova ze slovníku do neznámého slova. Výstupem funkce jsou nové vazby,
ale i nová slova, která tvoří ”most“ mezi neznámým slovem a slovem ze slovníku. Tuto funkci
lze použít i pro vyhledávání vzorů neznámých slov. Jestliže se nám totiž povede neznámé
slovo propojit se slovem ze slovníku, můžeme z vazby připojené ke vstupnímu slovu zjistit
i jeho vzor. Proto budeme tuto funkci pro odlišení od výše uvedených funkcí označkovat
jako hledání vzoru.
Může se zdát, že funkci hledání vzoru lze snadno nahradit funkcí pro hledání nových
slov, které dáme na vstup všechna slova ze slovníku. Pokud bychom na nová slova apliko-
vali stejnou funkci, jistě bychom museli získat všechna slova, která mohou být vygenerována
pomocí dostupných pravidel. Nevýhodou tohoto postupu by však byla obrovská časová ná-
ročnost. Protože bychom museli přijímat vazby s jakýmkoliv ohodnocením, získali bychom
obrovské množství nesmyslných tvarů. Tím, že ve funkci pro hledání vzorů nejdříve nalez-
neme slova ze slovníku, ze kterých by mohlo být neznáme slovo odvozeno, získáme velmi
omezený počet slov, takže můžeme ověřit prakticky všechny vygenerovatelné vazby. Rozdíl
mezi oběma funkcemi bude také v typických limitech ohodnocení pro přijetí vazby. Funkce
pro hledání nových slov bude mít vyšší nároky na nalezené vazby než funkce pro hledání
vzoru.
Diagram 6.1: Popis vstupů a výstupů systému
Na diagramu 6.1 je schematicky znázorněn tok dat v programu. V tomto i následujících
diagramech budeme třídy značit obdélníkem, zatímco data budeme značit oválem, přičemž
vstupní data mají ovál vyplněn modrou barvou, výstupní data mají barvu růžovou. Všechny
tři výše uvedené funkce jsou zahrnuty v třídě Quest. Blok označující nová slova je vykreslen
čárkovaně, protože se účasní jen dvou funkcí (ve funkci pro hledání vazeb není použit).
Všechny ostatní bloky se používají ve všech popsaných funkcích.
6.3 Popis základních tříd
V této části kapitoly se zaměříme na popis použitých tříd. Třídy můžeme rozdělit do něko-
lika skupin. První skupinou jsou třídy reprezentující data, v objektech těchto tříd se budou
uchovávat slova, vazby a pravidla. Třídy ze druhé skupiny představují rozhraní mezi vstup-
ními soubory a ostatními třídami programu. K těmto třídám připojíme i ty, které slouží
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k ohodnocování pravidel, zejména třídy pracující se supervzory a metavzory. Na závěr po-
píšeme třídu zapouzdřující všechny tři funkce programu.
Diagram 6.2: Popis propojení základních tříd systému
Na diagramu 6.2 je uvedena kostra celého programu, ve které jsou, na rozdíl od před-
chozího diagramu, znázorněny i třídy spolu s metodami, prostřednictvím kterých objekty
těchto tříd mezi sebou komunikují. Pomocí šipky spojující vstupní (resp. výstupní) data
a některou z tříd značí, že třída manipuluje s těmito daty. Pojmenování šipky koresponduje
s názvem třídy, která je použita pro reprezentaci dat.
Dvě protisměrné šipky mezi dvěma třídami znázorňují volání metody, jejíž deklarací je
šipka pojmenována. Plná šipka vede od volajícího objektu k volanému.
Diagram 6.3: Hierarchie tříd
Diagram 6.3 znázorňuje hierarchii základních tříd. Abstraktní třídy jsou zvýrazněny
modrou barvou. Mezi třídami, které jsou propojeny jednoduchou šipkou je vztah, že třída,
ze které šipka vychází, obsahuje nebo využívá třídu, do které šipka směřuje. Šipka s nevy-
plněným trojúhelníkem značí relaci ”je zděděna z“. Tedy třída, ke které směřuje šipka, je
rodičovská.
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Základní třídy celého programu, které využívají ostatní třídy, jsou třídy pro ukládání
slova (třída Word) a pro ukládání vazeb (třída Bound). Obě třídy jsou zděděny z abs-
traktní třídy DictItem, která definuje některé společné vlastnosti, které se využívají při
implementaci slovníků. Třída Word prakticky odpovídá slovu z definice 5.3, což znamená,
že tato třída uchovává tvar slova, jeho vzor a ohodnocení slova. Obdobně třída Bound od-
povídá vazbě z definice 5.4. Kromě značky, výchozího a odvozeného slova reprezentovaných
objektem Word obsahuje tato třída také hodnotu ohodnocení vazby.
Mezi nejdůležitější metody zděděné ze třídy DictItem patří metody pro porovnání. Me-
toda is equal představuje klasický test na rovnost, který vrací pravdivostní hodnotu true,
pokud jsou objekty ekvivalentní. Obdobnou metodou je metoda is similar, která je méně
striktní variantou metody is equal. Tato metoda vrací hodnotu true i v případě, že si jsou
objekty jen podobné. To v případě objektů třídy Word znamená, že se shodují tvary slov
a oba vzory patří do stejného supervzoru (v metodě is equal musí být vzory ekvivalentní).
Dva objekty třídy Bound jsou podobné v případě, že mají na stejných pozicích podobná
slova.
Naproti tomu metoda cmp nevrací pravdivostní hodnotu, ale jen hodnotu z intervalu
〈0, 1〉, která udává míru podobnosti dvou objektů (vyšší hodnoty znamenají větší podob-
nost). Tohoto se využívá například při porovnávání dvou slov, která mají různé vzory. Slova
se vzory ze stejného supervzoru budou považovány za ”podobnější“, než vzory jejichž vzory
se liší zcela. Další důležitou metodou je get key, která vrací klíč, pod kterým se bude objekt
ukládat ve slovníku.
Slovník slov je reprezentován třídou WordDict a derivační slovník třídou BoundDict.
Obě třídy jsou zděděny ze třídy Dictionary. Z diagramu 6.2 plyne, že na tyto třídy byla
delegována i zodpovědnost za výstupní data. To bylo provedeno zejména proto, aby na
výstupu nebyly duplicitní hodnoty. Slovníky obsahují dva privátní slovníky. První z nich
(stable) obsahuje data, která byla načtena během inicializace ze zadaných souborů. Z tohoto
slovníku se po inicializaci jen čte. Druhý slovník (additional) obsahuje data, která byla
nalezena v průběhu vyhledávání. Data se do tohoto slovníku ukládají voláním metody
add. Jestliže v žádném ze slovníků neexistuje položka odpovídající přidávané, pak se tato
přidávaná položka vloží do slovníku. Pokud je ve slovníku podobná položka (test metodou
is similar), pak se ve slovníku zanechá ta, která má větší ohodnocení.
Třídy reprezentující slovníky obsahují několik typů vyhledávání. Metoda find předsta-
vuje klasické vyhledávání – tato metoda vrátí seznam položek, které mají stejný klíč jako
parametr metody. Další metodou je find similarity, jež vrací hodnotu podobnosti, která
odpovídá hodnotě podobnosti mezi položkou z parametru a jí nejpodobnější položkou ze
slovníku. Obdobně metoda find evaluation vyhledá nejlépe ohodnocené položky, které jsou
podobné položce zadané v parametru. Metoda vrací nejvyšší hodnotu ohodnocení.
Další dvě popsané třídy nejsou v diagramech uvedeny, protože nejsou bezpodmínečně
nutné pro běh programu. Jedná se o třídu MetaParadigms, pomocí které se získává ohodno-
cení na základě metavzorů, a třída SuperClasses, kterou se ověřuje zda dva vzory patří do
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stejného supervzoru či nikoliv. Přestože tyto třídy nejsou nutné pro běh celého programu,
budeme je využívat, protože nám umožňují lépe využívat informace obsažené v derivačních
slovnících, což využijeme při ohodnocování vazeb.
Objekty třídy pro práci s metavzory se inicializují pomocí metody init, která má dva
parametry. Prvním je objekt s derivačním slovníkem a druhým je jméno souboru, ve kte-
rém jsou uloženy informace o metavzorech (jedná se o výstupní soubor skriptu get meta-
paradigms.py). Třetím parametrem se specifikuje dolní hranice ohodnocení přijímaných
metavzorů. Ty metavzory ze vstupního souboru, které budou mít menší hodnotu než třetí
parametr, budou ignorovány. Hlavní metodou této třídy je get evaluation, která podle al-
goritmu B.2 vyhodnocuje zadanou vazbu. Při tomto vyhodnocování se využívá derivační
slovník, dle kterého se zjišťuje, zda jsou předpokládané vazby z hnízda ve slovníku uloženy.
Pro načtení supervzorů ze souboru se používá metoda load, která má jeden parametr –
jméno souboru se supervzory (výstup skriptu get superparadigms.py. Tato třída obsahuje
jeden privátní objekt se slovníkem, kde klíčem je vzor a hodnotu tvoří supervzor. Metoda
cmp má jako parametr dva vzory. Pokud jsou vzory shodné, pak metoda vrátí hodnotu
3. Jestliže se shodují supervzory obou vzorů, pak je vrácena hodnota 2. V případě, že je
jedním ze vstupních parametrů hodnota None, znamená to, že alespoň jeden ze vzorů není
známý a metoda vrací hodnotu 1. V případě, že se oba zadané vzory zcela liší (tj. liší se
i jejich supervzory), pak je vrácena hodnota 0. Při spuštění programu se vytvoří právě jeden
objekt třídy MetaParadigms a jeden objekt třídy SuperClasses.
Nyní konečně popíšeme třídy, pomocí kterých se generují nové vazby. Každé odvozovací
pravidlo je uloženo v samostatném objektu třídy Rule. Atributy této třídy přesně odpovídají
definici 5.5. Mezi nejdůležitější atributy patří vzory obou slov, koncové části a zejména
všechny hodnoty ohodnocení. Navíc tato třída obsahuje metodu generate, která ke slovu
zadanému jako parametr vytvoří dogeneruje zbytek vazby, přesně podle postupu popsaného
v kapitole 5.4.2. Nakonec se vypočítá ohodnocení podle metavzorů, které se poté přidá
k celkovému ohodnocení získaného při generování vazby. Posledním krokem je vylepšení
zadaného slova. Jestliže jsme generovali vazbu ze slova bez vzoru, pak ke slovu doplníme
vzor podle vzoru uvedeného v pravidle. Pokud upravíme vzor, pak také musíme upravit
ohodnocení slova, které bude shodné s ohodnocením celé vazby (viz kapitola 5.4.4).
Stejně jako jsou slova a vazby seskupeny ve slovnících WordDict a BoundDict, jsou
i pravidla seskupena do ”slovníku“ pravidel, který je popsán třídou Rules. Konstruktoru
této třídy se předává cesta k souboru s pravidly, která se při vytváření objektu načítají.
Dalším parametrem konstruktoru je počet pravidel, která mají být načtena. Soubor s pra-
vidly je výstupem skriptu get rules.py z fáze předzpracování. Ústřední metodou této třídy
je ale metoda generate, která k zadanému slovu vygeneruje odpovídající vazby. Toto zna-
mená nejdříve vybrat aplikovatelná pravidla, a poté nad každým pravidlem zavolat metodu
generate, která již vrací přímo vazby. Pro výběr pravidla byla použita datová struktura
TRIE obdobným způsobem jako v programu fsa guess. Druhým parametrem metody gene-
rate třídy Rules je dolní limit ohodnocení přijímaných vazeb. Prakticky se vygenerují vazby
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podle všech vybraných pravidel, a až poté jsou odstraněny vazby s menším ohodnocením,
než je zadaný limit. Výstupem této metody je seznam nalezených vazeb.
Zbývá jen podrobněji popsat třídu Quest, která zapouzdřuje všechny tři funkce systému.
Základní funkci pro vyhledávání nových vazeb zprostředkovává metoda bounds. V algo-
ritmu 6.1 je uveden zdrojový kód této metody v jazyce Python. Pro každé vstupní slovo
jsou vygenerovány všechny vazby, jejichž ohodnocení je větší než hodnota bound limit. Z ka-
ždé vazby získáme vygenerované slovo a zkontrolujeme zda patří do slovníku. Pokud ano,
pak jsme nalezli korektní vazbu a vložíme ji metodou add do slovníku vazeb. Tato metoda
zajistí, že se ve slovníku nebudou vyskytovat duplicitní vazby.
Algoritmus 6.1: Vyhledávání nových vazeb (metoda bounds)
def bounds(self, input):
for input_word in input:
generated = self.__rules.generate(input_word, bound_limit)
for bound in generated:
new_word = bound.get_new_word()
if self.__words.find_similarity(new_word) >= word_limit:
# Nalezené slovo je ve slovníku → vlož vazbu do slovníku.
self.__bounds.add(bound)
Obdobně funguje metoda words z algoritmu 6.2, která slouží k vyhledávání nových
slov. Ze začátku jsou obě metody shodné, liší se až v první podmínce, kde se v případě
metody words přijímají jen slova, která ve slovníku nejsou. To znamená, že jsme nalezli nové
slovo, které metodou add přidáme do slovníku slov. Jestliže se jedná skutečně o nové slovo,
pak metoda add vrátí hodnotu true. V takovém případě přidáme nové slovo do seznamu
vstupních slov, aby bylo zpracováno ještě v rámci aktuálního běhu algoritmu. Také přidáme
novou vazbu do derivačního slovníku.
Upozorněme na to, že se při přidávání nalezených slov do seznamu vstupních slov ne-
kontroluje, zda přidávané slovo již ve vstupních slovech není. To je z důvodu, že na vstupu
nepředpokládáme seřazenou seznam slov, kvůli čemuž by kontrola toho, zda slovo není v se-
znamu rostla lineárně s délkou vstupního vektoru. Pro větší vstupy pak délka této kontroly
přesáhne délku analýzy jednoho vstupního slova, proto při vkládání nového slova tuto kon-
trolu neprovádíme. Navíc se tyto duplicity budou vyskytovat jen v případě, že na vstupu
bude několik slov ze stejného hnízda.
Při přidávání nových slov na vstup by mohlo hrozit, že algoritmus uvázne v nekonečné
smyčce. Toto je ošetřeno tím, že nová slova mají vždy horší ohodnocení než původní slova.
Proto se v konečném počtu kroků dostaneme do situace, kdy budeme generovat jen vazby,
které nesplňují limit pro přijetí (proměnná accept limit). Toto nemusí platit při použití
ohodnocení na základě metavzorů, kde u vazeb s nízkým ohodnocením může být hodnota
64
Algoritmus 6.2: Vyhledávání nových slov (metoda words)
def words(self, input):
for input_word in input:
generated = self.__rules.generate(input_word, accept_limit)
for bound in generated:
new_word = bound.get_new_word()
# Slovo přidáme jen, když ve slovníku není žádné podobné slovo.
if self.__words.find_similarity(new_word) <= refuse_limit:
# Přidej slovo do slovníku a vstupního seznamu.
if self.__words.add(new_word):
input.append(new_word)
self.__bounds.add(bound)
původního ohodnocení až zdvojnásobena. Proto není vhodné mít limit pro přijetí nastaven
na velmi nízkou hodnotu. Experimenty bylo zjištěno, že vhodné jsou hodnoty větší než 0,2.
Třetí metoda paradigms, která slouží k vyhledání vzorů vstupních slov je velmi podobná
metodě words, jen s tím rozdílem, že se před generováním vazeb vyhledají slova, která lze
odvodit ze vstupních slova a zároveň patří do slovníku.
Výsledky všech tří funkcí jsou uloženy ve slovnících (konkrétně v části additional)
a snadno je získáme voláním metody get additional, kterou obsahují oba slovníky odvo-
zené ze třídy Dictionary.
6.4 Uživatelské rozhraní
Celý systém je zapouzdřen v konzolové aplikaci, která se spouští skriptem ma deriv.py.
Zde jsou načteny všechny nutné součásti systému a dle parametrů se zavolá požadovaná
funkce. Stručná nápověda k programu je uvedena v dodatku D. Pokud jsou předávána
vstupní slova pomocí standardního vstupu, pak program nejdříve načte celý vstup, a až
poté začne provádět požadovanou funkci. Výpočet tedy není interaktivní v tom smyslu, že
by uživatel zadal vstupní slovo a aplikace by vrátila výsledek. Toto chování je způsobeno
tím, že nechceme, aby na výstupu byly duplicity, proto nejdříve všechny výsledky ukládáme,
a až po skončení běhu algoritmu je vypíšeme. Kromě toho, že díky tomuto postupu nejsou
ve výsledcích duplicitní řádky, máme také jistotu, že každý z výsledků obsahuje nejlepší
dosaženou hodnotu ohodnocení. Nikdy nenastane to, že by ve výsledku byla například dvě
stejná slova, která by se lišila jen ohodnocením – ve výsledcích bude vždy jen to slovo
s lepším ohodnocením.
Aplikace byla navržena tak, aby byly všechny důležité parametry seskupeny v jednom
souboru Config.py. Zde je možné měnit výchozí nastavení různých parametrů programu.
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Kapitola 7
Vyhodnocení
V této kapitole zhodnotíme vytvořený systém. Nejdříve zanalyzujeme časové a prostorové
nároky aplikace. Poté se zaměříme na zhodnocení nalezených slov a vazeb. Na závěr ukážeme
některá omezení systému.
7.1 Složitostní analýza
Při analýze z teoretického hlediska se zaměříme na základní funkci celého systému, jíž je
funkce pro vyhledání nových vazeb (funkce bounds). Analýzu provedeme bez vyhodnoco-
vání ohodnocení na základě metavzorů, které není zcela nezbytnou součásti algoritmu. Pro
výpočet horního odhadu časové složitosti potřebujeme znát počet vstupních slov (n), počet
slov ve slovnících (w a b), počet pravidel (r) a počet vzorů (s). Pro každé vstupní slovo
se vyhledají aplikovatelná pravidla a dle těchto pravidel se vygenerují nové vazby. To zna-
mená, že maximálně můžeme vygenerovat n · r nových vazeb. Pokud by byly všechny tyto
vazby přijaty, pak bude složitost vyhledávání ve slovníku log(w) + log(n · r), první člen
značí složitost vyhledání v části slovníku, která byla načtena ze zadaného slovníku, a druhý
člen prohledávání slov přidaných při běhu algoritmu. Logaritmická složitost plyne z toho,
že používáme vyhledávání v seřazené posloupnosti metodou půlení intervalu. Ověřování su-
pervzoru má složitost log(s), protože se opět jedná o vyhledávání v seřazené posloupnosti.
Celkem je horní odhad složitosti funkce bounds roven následujícímu výrazu:
t(n) ≤ nr ·
[
k1 + k2
(
log(w) + log(nr)
)
+ k3
(
log(b) + log(nr)
)
+ k4 log(s)
]
(7.1)
Konstanta k1 v sobě zahrnuje vyhledání pravidel a vygenerování vazeb. V konstantách
k2 a k3 jsou zahrnuty doby konstantně trvajících operací z metod pro vyhledávání a vkládání
do slovníků. Konstanta k4 obsahuje konstantně trvající operace z metody pro porovnání
vzorů. Budeme-li všechny vstupní parametry kromě vstupních slov považovat za konstanty,
pak bude horní odhad časové složitosti pro vstup o délce n roven výrazu t(n) ≤ k′1n log(k′2n),
který patří do O(n log(n)).
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V reálné situaci však nemáme možnost volit velikost vstupu, protože ta je součástí za-
dání, proto vybereme jiný volitelný parametr, pomocí kterého budeme nastavovat časovou
náročnost výpočtu. Jako volitelný parametr nepřipadá v úvahu ani jeden ze slovníků, pro-
tože vynecháním části slovníku bychom znehodnotili výsledky. Stejně tak nesmyslným by
bylo volit počet supervzorů. Zbývající možností je počet pravidel. Zdá se, že tato hodnota je
dobrým kandidátem na parametrizování, protože od počátku uvažujeme použití jen něko-
lika nejlepších pravidel. Pokud zafixujeme hodnoty ostatních parametrů pak získáme horní
odhad časové složitosti v závislosti na počtu pravidel r roven výrazu t(r) ≤ k′1r log(k′2r),
který opět patří do O(n log(n)).
Pro analýzu prostorové složitosti použijeme stejné parametry jako pro časovou analýzu.
Do prostorové složitosti nejdříve započítáme všechna vstupní data. Dále přičteme všechny
nově nalezené vazby, kterých můžeme být maximálně n·r. Celkem je horní odhad prostorové
složitosti popsán následujícím výrazem:
s(n) ≤ kwn+ kww + kbb+ krr + kbnr (7.2)
Konstanta kw značí prostor potřebný pro uložení jednoho slova, konstanta kb udává
velikost jedné vazby a kr je rovna velikosti jednoho pravidla. Jestliže budeme vstupní para-
metry w, b a r považovat za konstanty, pak je horní odhad prostorové složitosti pro vstup
o délce n roven výrazu s(n) ≤ kn, který patří do O(n).
Tabulka 7.1: Délka výpočtu funkce bounds v závislosti na počtu pravidel
počet čas počet rychlost
pravidel [s] slov vazeb [slov·s−1] [vazeb·s−1]
10 17,61 386 374 116 097 21 939,32 6 592,29
40 64,39 386 374 338 536 6 000,09 5 257,21
160 166,10 386 374 608 119 2 326,18 3 661,20
640 932,21 386 374 774 790 414,47 831,13
V tabulce 7.1 jsou uvedeny naměřené hodnoty délky běhu algoritmu v závislosti na
počtu pravidel. Testování probíhalo na reálných datech, kde počet slov ve slovníku byl
386 374 a stejná slova byla použita jako vstup; derivační slovník obsahoval 217 916 vazeb
a vzorů bylo rovných 1 800. Do času uvedeného v tabulce není zahrnuta délka inicializace
programu, která v závislosti na počtu použitých pravidel je v rozmezí od 60 sekund pro 10
načtených pravidel a 70 sekund pro 640 načtených pravidel. V prvním sloupci je uveden
počet použitých pravidel. V druhém sloupce je délka běhu algoritmu. Následující sloupec
obsahuje počet zpracovaných slov. V případě funkce bounds je tato hodnota rovna počtu
slov na vstupu. V další sloupci je počet všech vygenerovaných vazeb, které mají větší než
je specifikovaný limit (při vytváření tabulky byl tento limit nastaven na 0,5). Poslední dva
sloupce obsahují počet zpracovaných slov (resp. vazeb) za sekundu.
Z tabulky je patrné, jak s rostoucím počtem pravidel roste i počet vygenerovaných
vazeb, kvůli čemuž se také prodlužuje délka běhu algoritmu, protože musí být ohodnocen
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a zkontrolován větší počet vazeb. Upozorněme na odchylky mezi naměřenými hodnotami
a teoreticky odvozenými vzorci. Tyto odchylky vznikají zejména kvůli tomu, že slova ve
slovníku nechybí rovnoměrně, ale často chybí celé skupiny slov. Proto může stačit přidat
jen pár pravidel, které způsobí, že nalezneme velké množství vazeb, což samozřejmě má
vliv na délku běhu algoritmu, protože musíme ověřovat, zda jsme nenalezli již známé vazby.
Při porovnání počtu vstupních slov a počtu přijatých vazeb je zajímavé, že při použití
10 odvozovacích pravidel, se při běhu algoritmu vygeneruje méně vazeb než je vstupních
slov. To ale znamená, že pro mnoho slov nebylo nalezeno žádné aplikovatelné pravidlo. Při
použití více než 80 pravidel je již počet vygenerovaných vazeb větší než počet vstupních
slov.
Tabulka 7.2: Délka výpočtu funkce bounds s použitím metavzorů
počet čas počet rychlost
pravidel [s] slov vazeb [slov·s−1] [vazeb·s−1]
10 42,27 386 374 232 565 9 140,19 5 501,64
40 232,62 386 374 694 612 1 660,98 2 986,07
160 796,91 386 374 1 296 923 484,84 1 627,44
640 3 275,31 386 374 1 976 481 117,97 603,45
Tabulka 7.2 byla získána stejným způsobem jako tabulka 7.1 s tím rozdílem, že pro
ohodnocování výsledných vazeb bylo využito i ohodnocení podle metavzorů. Při porovnání
obou výsledků je zřejmé, že se rychlost algoritmu s použitím metavzorů výrazně zhoršila.
To je zaprvé způsobeno relativně složitým výpočtem ohodnocení na základě metavzorů,
kdy se kontrolují slova z nejbližšího okolí. Delší čas běhu algoritmu je ale také způsoben
tím, že ohodnocením na základě metavzorů jen ”vylepšujeme“ celkové ohodnocení vazeb,
proto roste i počet přijatých vazeb, které se musí dále zpracovávat.
Tabulka 7.3: Délka výpočtu funkce words s použitím metavzorů
počet čas počet rychlost
pravidel [s] slov vazeb [slov·s−1] [vazeb·s−1]
10 119,32 394 584 245 498 3306,93 2 057,47
40 624,25 462 103 829 984 740,26 1 329,58
160 1 955,57 501 379 1 451 367 256,38 742,17
640 7 389,60 519 319 2 172 195 70,28 293,95
Výsledky testování funkce pro získávání nových slov jsou uvedeny v tabulce 7.3. Z ta-
bulky je zřetelné, jak s větším počtem pravidel roste i počet zpracovávaných slov. To je
způsobeno tím, že nově nalezená slova se také zařazují mezi vstupní slova, čímž dosáhneme
toho, že jsme schopni z těchto slov odvodit další nová slova.
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7.2 Výsledky
Nyní přistoupíme k zhodnocení nalezených vazeb a slov. V tabulce 7.4 jsou uvedeny počty
nalezených vazeb a slov v závislosti na počtu použitých pravidel. Limit ohodnocení pro při-
jetí nové vazby byl nastaven na hodnotu 0,5, což znamená, že ve výsledcích jsou zahrnuty jen
ty položky, které měly ohodnocení větší než hodnotu 0,5. Algoritmus pro hledání vazeb byl
otestován jak na variantě nepoužívající metavzory, tak na variantě využívající ohodnocení
metavzorů. Poslední sloupec obsahuje výsledky algoritmus pro hledání nových slov, který
využíval informace z metavzorů. Z výsledků je patrné, že pokud použijeme ohodnocení na
základě metavzorů, pak se zvýší počet přijatých vazeb.
Tabulka 7.4: Počet nalezených vazeb a slov
počet počet nalezených vazeb počet nalezených
pravidel bez metavzorů s metavzory slov
10 1 507 1 766 8 210
40 12 409 12 638 75 729
160 30 618 31 522 115 005
640 35 672 36 679 132 945
Tabulka 7.5: Rozložení ohodnocení nalezených vazeb a slov
ohodnocení počet vazeb počet slov
= 1,0 792 933
> 0,9 29 024 21 785
> 0,8 33 488 33 356
> 0,7 34 299 65 571
> 0,6 35 682 121 839
> 0,5 36 679 132 945
V tabulce 7.5 je uvedeno kolik vazeb (resp. slov) z předchozí tabulky dosáhlo ohod-
nocení, které je uvedeno v prvním sloupci tabulky. V tabulce jsou použity jen výsledky
algoritmů používajících ohodnocení na základě metavzorů s využitím 640 odvozovacích
pravidel. Při hledání nových vazeb testujeme, zda vygenerovaná slova patří do slovníku.
To však znamená, že používáme-li dobré ohodnocení, tak by vygenerovaná slova měla mít
vysoké ohodnocení. Pokud však hledáme právě ta slova, která nejsou ve slovníku obsažena,
pak bude mít většina nalezených slov ohodnocení nižší, protože lze předpokládat, že budeme
nacházet spíše méně obvyklá slova. Zejména však, ale nemáme ”odfiltrování“ nesmyslných
slov, které je při hledání nových vazeb prováděno prostřednictvím kontroly existence vyge-
nerovaného slova ve slovníku. Tato skutečnost je patrná z tabulky zejména pro ohodnocení
menší než 0,7. Podle tabulky je pro slova ohodnocená lépe než je 0,8 a 0,9, vygenerováno
více nových vazeb než slov. To lze vysvětlit tím, že pravidla jejichž aplikací vznikají nová
slova s ohodnocením větším než 0,9 jsou ve velkém množství případů ve slovníku uvedena.
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Naopak v derivačním slovníku nejsou vazby vzniklé těmito pravidly zahrnuty v takovém
rozsahu, rozhodně méně než ve slovníku slov.
V následujících příkladech jsou uvedena některá nalezená slova. Nejdříve se budeme po-
píšeme správně nalezená slova, která jsou uvedena v tabulce 7.6. Slova s ohodnocením blížící
se hodnotě jedna jsou téměř vždy nalezená správně. Některá z uvedených slov nejsou uve-
dena ani ve slovníku programu aspell1 (například slova ”zkamenivší“ a ”předimensování“).
Mezi nejčastěji nalézaná slova patří podstatná a přídavná jména slovesná, což přesně odpo-
vídá tomu, že se tento typ slov v některých slovnících neuvádí. Poslední dva příklady pod
čarou ukazují, že i některá slova s nízkým ohodnocením mohou být korektní.
Tabulka 7.6: Příklady správně nalezených slov
slovo ohodnocení
zkamenivší:zabředší P 1,000
zavulgarizování:stavení 1,000
osekávač:akcionář 1,000
oruměněn:nesen 1,000
cykloturistův:otcův 1,000
slovo ohodnocení
ukočírování:stavení 0,999
předimensování:stavení 0,999
nacestovaný:kousnutý 0,988
vánočnost:kost 0,757
zdrogovaně:nově 0,515
V tabulce 7.7 jsou uvedena chybně nalezená slova. Počet těchto slov prudce roste s pokle-
sem ohodnocení. Mezi slovy s ohodnocením v rozmezí 0,5–0,6 je jen zlomek slov korektních.
Většinou jsou chyby v těchto slovech způsobeny špatnou obměnou hlásek, což znamená,
že pro daný typ vazby byla vybrána špatná varianta odvozovacího pravidla. Další velmi
častá chyba je v příkladu reprezentována slovem ”akvarijný“, které bylo zřejmě odvozeno
ze slova ”akvarijně“ a protože je v češtině více přídavných jmen s tvrdou koncovkou než
s měkkou, bylo vybráno pravidlo pro vytvoření slova s tvrdou koncovkou. Poslední příklad
(slovo ”oslnut“) představuje obdobnou chybu jako v předchozím případě, kde bylo místo
pravidla s příponou ”ěn“ vybráno pravidlo s příponou ”ut“. Poslední dvě slova ukazují, že
i vysoce ohodnocená slova nemusí být správná. Takto výrazné chyby jsou, ale jen velmi
výjimečné.
Tabulka 7.7: Příklady chybně nalezených slov
slovo ohodnocení
namaškarázený:metrový 0,507
nalozený:metrový 0,507
nakazený:metrový 0,507
najezzený:metrový 0,507
nahromazený:metrový 0,507
slovo ohodnocení
nařezený:metrový 0,507
uhnízzený:metrový 0,507
cedený:metrový 0,509
akvarijný:nový 0,766
oslnut:nesen 1,000
Závěrem lze říci, že většina slov, která mají ohodnocení větší než 0,8 jsou skutečně
existující slova, proto je vhodné pro doplňování slovníků používat jen ta nalezená slova,
která tuto hodnotu ohodnocení přesahují.
1Konkrétně se jedná o balík aspell-cs (0.0.20040614.1-1) ze systému Debian GNU/Linux.
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7.3 Limity systému
V kapitole o existujících nástrojích jsme testovali program fsa guess na vyhledání slovo-
tvorných vazeb, do kterých patří slova ”trsátečko“ a ”prasátko“. Zkoumaný nástroj sice
rozpoznal správné vazby, ale kromě správných vazeb nalezl také několik špatných vazeb.
Proto jsme závěrem konstatovali, že by bylo dobré, aby nalezené vazby byly ohodnoceny
podle míry spolehlivosti, že je daná vazba nalezena správně.
Napravení toho nedostatku je hlavní náplní této práce, proto vytvořený systém otes-
tujeme na stejném příkladu. Pro slovo ”trsátečko“ byly nalezeny dvě možné varianty (při
použití fsa guess byla nalezena tři řešení). V případě slova ”prasátko“ byly nalezeny také
dvě varianty – stejně jako pomocí fsa guess. V prvním případě je ohodnocení správné vari-
anty horší než ohodnocení špatné varianty, zatímco v druhém případě je lépe ohodnocena
správná varianta. Nelze však říci, že by systém nefungoval, protože z předchozí části víme,
že slova s ohodnocením 0,5 a méně jsou velmi často špatná, proto není rozdíl mezi vazbami
s ohodnocením 0,393 a 0,236 natolik relevantní jako rozdíl mezi vazbami s ohodnocením
0,906 a 0,393. Pomocí nově vytvořeného nástroje jsem schopni identifikovat jen vazby, které
jsou s velkou pravděpodobností správnými variantami. U vazeb s nižším ohodnocením však
nejsme schopni vybrat správné řešení.
Největší nevýhodou tohoto řešení je, že pro získávání těchto odvození musíme použít
pravidlo pro tvorbu zdrobnělin, které je na pozici 3 553. Při použití tak velkého množství
pravidel je systém velmi pomalý (pro 640 slov klesá rychlost sytému na 70 zpracovaných
slov ze vstupu za sekundu).
Příklad 7.1: Porovnání výsledků s výsledky nástroje fsa guess
1.7.1.1 trsáte:stavení trsátečko:městečko 0.393
1.7.1.0 trsátko:městečko trsátečko:městečko 0.236
1.7.0.0 prase:kuře prasátko:městečko 0.906
1.7.1.1 prasáte:stavení prasátečko:městečko 0.393
Jedním z důvodů zavedení metavzorů byla identifikace slov patřících do slovotvorných
hnízd. Jako příklad jsme uváděli nalezení slova ”technokratka“. Proto se nyní zaměříme na
to, zda je systém skutečně schopen doplnit toto slovotvorné hnízdo. Prvním problémem je,
že pravidlo pro přechylování je až na 1 780. pozici. Při spuštění programu s parametrem
pro použití 1 800 pravidel, získáme výsledky, které jsou uvedeny v příkladu 7.2.
Dalším problémem je to, že pravidla na této pozici zpravidla nemívají vysoké ohod-
nocení, proto i získaná vazba ”technokrat → technokratka“ je ohodnocena jen 0,3. Díky
použití metavzorů má vazba ”technokratka → technokratčin“ vyšší ohodnocení než slovo,
ze kterého byla vazba odvozena. Toto je jistá nekoncepčnost, která je zavedena díky použití
metavzorů, které jen ”vylepšují“ ohodnocení. Dále upozorněme, že v případě automatic-
kého přidání vložíme do slovníku také slovo ”technokrata“, což by nemuselo být žádoucí.
Hlavním důvodem, proč má odvozovací pravidlo pro přechylování tak nízké ohodnocení je
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Příklad 7.2: Doplnění hnízda ”technokrat“
Pro doplnění tohoto hnízda je nutné použít odvozovací pravidlo pro přechylování r =
(1.0.6.0, (0,014, 0,333, 0,006, 0,001, 0,019), akrobat,matka, t, tka), které je získáno z 31
vazeb, což jej řadí na 1 780. pozici. S použitím tohoto pravidla nalezneme následující vazby.
1.0.6.0 technokrat:akrobat technokratka:matka 0.333
2.2.0.0 technokrata:husita technokratův:otcův 0.490
2.2.1.0 technokratka:matka technokratčin:matčin 0.430
to, že je pravidlo odvozeno z nedokonalého slovníku, který doplňujeme (kdyby byl dokonalý,
pak bychom ho doplňovat nemuseli). Z toho plyne zásadní omezení celého systému: systém
nenalezne nové vazby, které se generují z odvozovacích pravidel, pro něž není ve slovníku,
ze kterého generujeme odvozovací pravidla, dostatečný počet vazeb, který by zajistil dobré
ohodnocení těchto pravidel.
Výsledky vytvořeného systému jsou silně závislé na kvalitě dat, ze kterých jsou vyge-
nerována odvozovací pravidla spolu s ohodnocením. Proto v případě špatných či nekon-
zistentních dat nemusí být výsledky systému dobré. Naopak se budou výsledky zlepšovat
s rostoucí kvalitou vstupních dat.
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Kapitola 8
Závěr
V úvodu práce jsme rozebrali slovotvorné vazby v češtině z teoretického pohledu. Poté jsme
popsali existující nástroje a identifikovali jejich nedostatky. Navrhli jsme reprezentaci odvo-
zujících pravidel, která lze ohodnotit pomocí čtyř různých veličin. Díky ohodnocení pravidel
jsme byli schopni vytvořit systém, který generuje slovotvorné vazby mezi slovy, přičemž je
každá vytvořená vazba ohodnocena na základě ohodnocení použitého pravidla. Tím získá-
váme možnost nastavení tolerance pro přijímání nalezených vazeb. Použitím vytvořeného
systému jsme nalezli přes 30 tisíc nových dvojic slov spojených slovotvornými vazbami.
Vytvořený systém jsme zanalyzovali z pohledu časové a prostorové složitosti. Dále byl
vytvořen plakát, který stručně prezentuje výsledky práce, čímž byly splněny všechny body
zadání diplomové práce.
Systém pro generování slovotvorných vazeb byl rozšířen o možnost vyhledávání nových
slov, pomocí kterého jsme nalezli zhruba 20 tisíc nových slov.
Pro zvýšení výkonnosti navrženého systému by bylo vhodné implementovat systém
v některém z jazyků, ve kterých lze lépe optimalizovat rychlost výsledného kódu (například
jazyk C++). Dále by bylo možné plně využít výkon dnešních procesorů a generovat nové
vazby paralelně na více jádrech. Kritickým úsekem paralelní implementace by byla mani-
pulace se slovníky, zejména přidávání nově nalezených slov a vazeb. Jelikož je počet volání
operace pro přidávání do slovníků jen zlomkem z celkového počtu všech vygenerovaných
vazeb, bylo by zvýšení výkonu výrazné.
I přes jisté nedostatky ve výkonnosti, lze implementaci použít pro vyhledávání nových
vazeb a slov, čímž byl ověřen návrh systému.
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Dodatek A
Analýza vzorů
V tomto dodatku je uveden přehled změn koncovek u tradičních vzorů. Tyto změny jsou
pak hlavním vodítkem heuristiky pro určení supervzorů.
Pro účely vyhledání větších skupin vzoru, bylo nutné nalézt takovou morfologickou
kategorii, při které se mění koncovky tak, že je podle této změny možné přímo určit, do
jaké skupiny vzorů vyšetřovaný vzor patří. Tím jak moc se liší jednotlivé slovní druhy, bylo
nutné udělat určování supervzorů pro každý z flektivních1. slovních druhů zvlášť.
Pro popis morfologický kategorií budeme používat tzv. brněnský systém značek, který
je popsán v diplomové práci pana Radka Sedláčka[7]. Ve zbytku této přílohy bude použita
jen malá část těchto značek. Každá informace je kódována pomocí dvojice písmen. První
určuje typ informace a druhá udává hodnotu. Jako příklad rozkódujme značku ”k1“. První
část značky (”k“) značí, že značka nese informaci o slovním druhu. Druhá část značky (”1“),
kóduje konkrétní slovní druh, což je v případě této hodnoty podstatné jméno. Obdobně se
kódují všechny ostatní informace. Pro další část bude ještě nutné znát značku ”g“, která
kóduje rod. Hodnotami pro tuto značku jsou ”M“ pro mužský rod životný, ”I“ pro mužský
rod neživotný, ”F“ pro ženský rod a ”N“ pro střední rod.
Z pohledů vzorů jsou nejkomplexnějším slovním druhem podstatná jména. Pomocí mor-
fologický kategorií jsme schopni vzory rozdělit do čtyř skupin podle rodu. V rámci těchto
skupin jsme již nuceni použít informace o koncovkách.
Při podrobnějším pohledu na tabulku všech tvarů vyplývá, že pro určení, ke kterému
ze vzorů slovo patří, stačí znát jen 1. a 2. pád čísla jednotného. Tím, že se tyto tvary liší už
v prvním písmeni od konce, zcela postačuje znát jen poslední písmena z obou tvarů. Navíc
změny tvoří zejména samohlásky, což je velice výhodné, protože tím klesá počet možný
kombinací (srovnejme 25 souhlásek s 5 samohláskami). Celkem nám pro určení skupiny
vzorů u podstatných jmen postačuje znát rod a dvojici posledních písmen z tvarů 1. a 2.
pádu.
U podstatných jmen rodu středního vyvstal problém, protože pro vzory ”moře“ a ”kuře“
1Flektivní slovní druhy (ohebné) jsou ty, které se skloňují nebo časují. Neohebné slovní druhy mají jen
jeden tvar, takže je popsaný způsob pro zařazení do supervzorů nepoužitelný.
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jsou shodné i koncovky v druhém pádu čísla jednotného. Toto lze vyřešit tím, že se při
analýze slova rodu středního používá první pád čísla množného, kde se již oba vzory liší.
V tabulce A.1 je přehled změn koncovek pro lemma a další vybraný tvar. Ve sloupci
”lemma“ jsou uváděny tvary v 1. pádě čísla jednotného. Ve sloupci ”další tvar“ jsou sym-
bolem + označeny tvary v 1. pádě čísla množného, neoznačené tvary jsou čísla v 2. pádu
čísla jednotného. Ve značce pro supervzor je použit znak ”*“ pro označení souhlásky.
Tabulka A.1: Supervzory podstatných jmen
značka lemma další tvar supervzor
k1gM pán pán–a k1gM-*-a
k1gM muž muž–e k1gM-*-e
k1gM předsed–a předsed–y k1gM-a-y
k1gM soudc–e soudc–e k1gM-e-e
k1gI hrad hradu–u k1gI-*-u
k1gI les lesa–a k1gI-*-a
k1gI stroj stroj–e k1gI-*-e
k1gF žen–a žen–y k1gF-a-y
k1gF růž–e růž–e k1gF-e-e
k1gF píseň písn–ě k1gF-*-ě
k1gF kost kost–i k1gF-*-i
k1gN měst–o měst–a+ k1gN-o-a
k1gN moř–e moř–e+ k1gN-e-e
k1gN kuř–e kuřat–a+ k1gN-e-a
k1gN staven–í staven–í+ k1gN-í-í
Přídavná jména mají systém vzorů mnohem jednodušší. Prakticky rozeznáváme jen
měkké a tvrdé vzory, dále jsou dva typy přivlastňovacích přídavných jmen. Díky této jed-
noduchosti, stačí pro určení supervzoru znát jen 1. pád v čísle jednotném, rodě mužském.
Oba typy přivlastňovacích jmen spadají do stejné skupiny vzorů, což se ukázalo, že není
velký problém (viz kapitola 5.4.1 na straně 49).
Ačkoliv se příslovce řadí mezi neohebné slovní druhy, není počet vzorů tohoto slovního
druhu zanedbatelný. To je zejména tím, že příslovce mohou být, tak jako některá přídavná
jména, stupňována (například ”krásně“ → ”krásněji“ → ”nejkrásněji“).
Dalším slovním druhem jsou slovesa, která v infinitivu končí znakem ”t“. Proto je
nutné rozlišovat skupiny vzorů na základě předposledního písmene, které je různé téměř
pro všechny klasické vzory.
Ostatní slovní druhy se nezpracovávají žádným speciálním postupem. Supervzor je
tvořen pouze značkou slovního druhu. Takto jsou zpracovány i číslovky, protože vzory číslo-
vek jsou kombinací vzorů podstatných a přídavných jmen, a navíc jsou doplněny speciálními
vzory, které jsou jedinečné pro číslovky. Protože tento slovní druh je spíše na okraji zájmu
této práce, tak toto zjednodušení výrazně nezhorší očekávané výsledky.
Pro ostatní slovní druhy se nepředpokládá, že by byla nacházena nová slova, protože
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Tabulka A.2: Supervzory přídavných jmen a příslovcí
značka lemma supervzor
k2 mlad–ý k2-ý
k2 jarn–í k2-í
k2 matčin k2-*
k2 otcův k2-*
k6 nov–ě k6-ě
k6 pust–o k6-o
k6 ciz–e k6-e
Tabulka A.3: Supervzory sloves
značka infinitiv supervzor
k5 nos–i–t k5-i
k5 br–á–t k5-á
k5 pé–c–t k5-*
k5 maz–a–t k5-a
k5 pros–i–t k5-i
k5 trp–ě–t k5-ě
k5 sáz–e–t k5-e
slovní druhy typu zájmena, předložky či spojky se ve slovní zásobě jazyka mění jen mini-
málně.
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Dodatek B
Algoritmy
B.1 Výpočet ohodnocení pravidel na základě metavzorů
Algoritmus B.1, který byl navrhžen pro získávání ohodnocení pravidel na základě metavzorů
lze opět rozdělit na dvě části. První část slouží k předvypočítání hodnot, které se následně
použijí v druhé části, ve které se již vypočítá konkrétní hodnota ohodnocení.
V první části vypočítáváme čítač vazeb, ve kterém pro každý typ vazby uchováváme
kolikrát se ve vstupním slovníku vyskytuje. Dále pro každé slovo uchováváme množinu
vazeb, pomocí kterých bylo odvozeno (bB) a množinu vazeb, ze kterých lze z daného slova
odvozovat jiná slova (bD).
Druhá část je tvořena cyklem přes všechny označení vazeb (τ), které se ve slovníku
vyskytuje. Pro každou z těchto vazeb se provede cyklus přes všechny dvojice slov wB, wD,
která jsou spojena vazbou τ . Pro trojici (τ, wB, wD), získáme pomocí funkce neighbourhood
množinu i ⊆ T × P , která obsahuje všechny vazby z okolí (P je množina kódování vzájem-
ných pozic vazeb). Pro každou z vazeb z okolí zvýšíme čítač o hodnotu 1 a do množiny Q
uložíme vlastní vazbu.
Po spočítání všech vazeb z okolí, zbývá určit hodnotu ohodnocení, které získáme výpoč-
tem přes všechny prvky množiny Q (všechny vazby, které byly v okolí vyšetřované vazby).
Ohodnocení vazby je zlomek, kde v čitateli je počet vazeb z okolí (m(i)) a ve jmenovateli
je celkový počet všech vazeb se stejným označením vazby jako má vazba i (tj. t(τ ′)).
Výstupem algoritmu je množina M obsahující ohodnocení na základě metavzorů, tak jak
bylo definováno v kapitole 5.3.5. Pro připomenutí se jednalo o čtveřici, s položkami: označení
vyšetřované vazby; označení vazby, na které je vyšetřovaná vazba závislá, vzájemná pozice
obou vazeb a číselná hodnota udávající spolehlivost. Této čtveřici, podle značení použitého
v algoritmu, odpovídá čtveřice (τ, τ ′, p, e).
78
Algoritmus B.1: Výpočet ohodnocení pravidel na základě metavzorů
Vstup: • Slovník vazeb I ⊆ T ×W ×W , kde
T je množina značení vazeb
W je množina slov
Výstup: • Ohodnocení vazeb M ⊆ T × T × P × R, kde
P = {αβ | α, β ∈ {b, d}} je kódování pozice mezi vazbami
Postup:
Nechť t : T → N je čítač vazeb
Nechť bB :W → 2T je funkce pro získání vazeb, kde je W výchozí slovo
Nechť bD :W → 2T je funkce pro získání vazeb, kde je W odvozené slovo
for each τ ∈ T {Inicializace.}
t(τ) := 0
for each w ∈W
bB(w) := ∅; bD(w) := ∅
for each (τ, wB, wD) ∈ I {Příprava dat.}
t(τ) := t(τ) + 1
bB(wB) := bB(wB) ∪ {τ}
bD(wD) := bD(wD) ∪ {τ}
for each τ ∈ T ′ {Vypočti ohodnocení.}
Nechť Q ⊆ (T × P ); Q = ∅
Nechť m : (T × P )→ N je čítač vazeb z nejbližšího okolí
I ′ = { (wB, wD) | (τ, wB, wD) ∈ I }
for each (wB, wD) ∈ I ′ {Pro všechny dvojice slov spojené vazbou τ .}
for each i ∈ neighbourhood(τ, wB, wD) {Pro všechny vazby z okolí.}
m(i) := m(i) + 1
Q := Q ∪ i
for each i ∈ Q {Výpočet hodnoty ohodnocení.}
(τ ′, p) = i
e := m(i) / t(τ ′)
M :=M ∪ { (τ, τ ′, p, e) }
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B.2 Získání ohodnocení vazby na základě metavzorů
Pomocí algoritmu B.2 získáme ohodnocení vazby (τ, wB, wD) na základě metavzorů. Nejdříve
vybereme všechny metavzory, které se vztahují k zadanému typu vazby. Poté pro každý
z nalezených metavzorů ověříme, zda se ve slovníku nachází vazba τ ′ s jedním ze slov ohod-
nocované vazby. To, které slovo vazby se bude ve slovníku vyhledávat, se určí podle pozice
uvedené u metavzoru (dvojice α, β). Jestliže je α = b, pak se bude hledat výchozí slovo
wB (tj. w := wB), jinak se bude hledat odvozené slovo wD (tj. w := wD). Podle β se určí
směr derivace, který má být ve slovníku hledán. Jestliže je β = b, pak lze dle metavzoru
předpokládá, že ve slovníku je výchozí slovo. Proto ve slovníku hledáme vazby, pro které
platí w′D = w, tedy slova, jejich odvozené slovo je rovno slovu w. V případě že β = d, pak
hledáme vazby, pro které platí w′B = w.
V posledním kroku se jen vybere maximální nalezené ohodnocení.
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Algoritmus B.2: Ohodnocení vazby na základě metavzoru
Vstup: • Ohodnocovaná vazba (τ, wB, wD)
τ je značka typu vazby
wB, wD slova z vazby
• Slovník vazeb I ⊆ T ×W ×W × R, kde
T je množina značení vazeb
W je množina slov
poslední položkou je ohodnocení vazby
• Ohodnocení metavzorů M ⊆ T × T × P × R, kde
P = {αβ | α, β ∈ {b, d}} je kódování pozice mezi vazbami
Výstup: • Ohodnocení evalM na základě metavzorů
Postup:
{Získej množinu metavzorů vztahujících se k zadanému typu vazby.}
M ′ = { (τ ′, τ ′′, p, ) | (τ ′, τ ′′, p, ) ∈M ∧ (τ ′ = τ) }
evalM := 0 {Hodnota maximálního dosaženého ohodnocení.}
for each ( , τ ′, (α, β), ) ∈M ′ {Pro všechny metavzory spojené se značkou.}
if α = b {Metavzor se vztahuje ke slovu wB.}
w := wB
else {Metavzor se vztahuje ke slovu wD.}
w := wD
B′ := ∅
if β = b {Metavzor se vztahuje k výchozímu slovu slova w.}
B := { (τ ′, w′B, w′D, ′) | (τ ′, w′B, w′B, ′) ∈ I ∧ (w′D = w) }
else {Metavzor se vztahuje k výchozímu slovu slova w.}
B := { (τ ′, w′B, w′D, ′) | (τ ′, w′B, w′B, ′) ∈ I ∧ (w′B = w) }
for each (τ ′, w′B, w
′
D, 
′) ∈ B
evalM := max(evalM ,  · ′)
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Dodatek C
Příklady
V tomto dodatku uvedeme několik rozsáhlejších příkladů, kterými je ilustrován postup
výpočtů různých ohodnocení pravidel.
C.1 Výpočet ohodnocení pravidel na základě vzoru
Předpokládejme následující slovník se slovotvornými vazbami.
6.1 nový:nový nově:nově
6.1 mladý:nový mladě:nově
6.1 krásný:nový krásně:nově
1.1 nový:nový novost:kost
1.1 mladý:nový mladost:kost
Pomocí algoritmu 5.1 získáme dvě pravidla:
• r1 = (6.1, 0,6,nový,nově, ý, ě)
Hodnotu ohodnocení confPb získáme dosazením hodnoty cnt(r1) = 3 (pravidlo bylo
odvozeno ze 3 řádků) a |nový| = 3 (protože vzor ”nový“ je uveden u 3 slov). Dosazením
tedy získáme:
confPb(nový⇒ r1) =
cnt(r1)
|nový| =
3
3
= 1,00
Obdobně získáme i ohodnocení pro druhý směr derivace:
confPd(nově⇒ r1) =
cnt(r1)
|nově| =
3
3
= 1,00
• r2 = (1.1, 0,4,nový, kost, ý, ost)
Ohodnocení tohoto pravidla již bude asymetrické. Pravidlo r2 je získáno jen ze 2
řádků, proto cnt(r2) = 2. Ovšem vzor výchozího slova je stejný jako u pravidla r1,
tedy |nový| = 3. Dosazením získáme:
confPb(nový⇒ r2) =
cnt(r2)
|nový| =
2
3
= 0,67
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Pro druhý směr ohodnocení bude použit vzor ”kost“, který obsahuje jen 2 slova (|v| =
2). Proto po dosazení získáme:
confPd(kost⇒ r2) =
cnt(r2)
|kost| =
2
2
= 1,00
Budeme-li znát slovo ”chladný:nový“, které není ve slovníku uvedeno, pak podle vy-
počtených hodnot můžeme prohlásit, že pravidlo r1 lze použít se spolehlivostí 1,0, zatímco
pravidlo r2 lze použít se spolehlivostí jen 0,67. Pokud budeme mít slovo ”drobnost:kost“,
pak lze pravidlo r2 použít se spolehlivostí 1,0.
C.2 Výpočet ohodnocení pravidel na základě koncovek
Předpokládejme následující slovník se slovotvornými vazbami.
2.2 soudce:soudce soudcův:otcův
2.1 abatyše:abatyše abatyšin:matčin
2.1 Viktorie:abatyše Viktoriin:matčin
Pomocí algoritmu 5.1 získáme dvě pravidla:
• r1 = (2.2, 0,33, soudce, otcův, e,ův)
Hodnotu ohodnocení confEb získáme dosazením cnt(r1) = 1, protože pravidlo r1 bylo
odvozeno z 1 řádku, a cnt(e) = 3, protože ve vstupních datech se koncovka ”e“
vyskytuje třikrát.
confEb(e⇒ r1) =
cnt(r1)
cnt(e)
=
1
3
= 0,33
Hodnotu ohodnocení pro druhý směr derivace získáme obdobně, jen dosadíme jinou
hodnotu za počet koncovek cnt(ův) = 1.
confEd(ův⇒ r1) =
cnt(r1)
cnt(ův)
=
1
1
= 1,00
Protože mají koncovky v pravidle r1 méně než 3 znaky, doplníme další pravidla, která
mezi koncovky zahrnou i část společného prefixu. r′1 = (2.2, 0,33, soudce, otcův, ce, cův)
a r′′1 = (2.2, 0,33, soudce, otcův, dce,dcův).
• r2 = (2.1, 0,67, abatyše,matčin, e, in)
Obdobným způsobem jako u předchozího pravidla vypočteme hodnoty ohodnocení
a přidáme další pravidla.
confEb(e⇒ r2) =
cnt(r2)
cnt(e)
=
2
3
= 0,67
confEd(in⇒ r2) =
cnt(r2)
cnt(e)
=
2
2
= 1,00
Přidanými pravidly jsou r′2 = (2.1, 0,67, abatyše,matčin, še, šin), r′′2 = (2.1, 0,67, abatyše,
matčin, yše, yšin), atp. pro dvojici ”Viktorie → Viktoriin“.
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Ohodnocení v obou směrech pro všechna přidaná pravidla bude rovno hodnotě 1,00.
Na příkladu je vidět, že i pravidla odvozená z malého počtu řádků mohou mít vysoké
ohodnocení (stačí aby měla dostatečně unikátní koncovky). Mají-li dvě pravidla stejnou
koncovku, pak je lépe ohodnoceno to, které bylo odvozeno z více řádků vstupního slovníku.
C.3 Výpočet ohodnocení pravidel na základě metavzorů
1.0 léčit:léčit léčitel:učitel
1.1 léčitel:učitel léčitelka:učitelka
2.2 léčitel:učitel léčitelův:otcův
1.1 učitel:učitel učitelka:učitelka
2.2 učitel:učitel učitelův:otcův
1.0 cvičit:léčit cvičitel:učitel
Zaměříme se jen na vazbu 1.1, což je přechylování. Okolí této vazby tvoří vazba 1.0, jejíž
pozicí vůči vazbě 1.1 je zakódována jako bb, a vazba 2.2 s pozicí dd.
• m1 = (1.1, 1.0, bb, confM1)
Spolehlivost confM1 vypočteme dle vzorce 5.5, tak že za čitatele dosadíme 1, protože
pro vazbu 1.0 je ve slovníku jen jeden řádek, který má na místě odvozeného slova
slovo, které je ve vazbě 1.1 výchozím slovem (konkrétně se jedná o řádek s vazbou
”léčit
1.0−−→ léčitel“). Do jmenovatele dosadíme hodnotu 2, protože ve slovníku jsou dva
řádky s vazbou 1.0. Tímto dosazením získáváme:
confM1 =
1
2
= 0,50
• m2 = (1.1, 2.2, dd, confM2)
Hodnotu spolehlivosti confM2) získáme dosazením do obdobného vzorce. Do čitatele
dosadíme hodnotu 2, protože právě dva řádky s vazbou 2.2 obsahují jaké výchozí slovo
takové slovo, které je slovem odvozeným na řádku s vazbou 1.1 (tj. vazby ”léčitel
2.2−−→
léčitelův“ a ”učitel
2.2−−→ učitelův“). Do jmenovatele dosadíme hodnotu 2, protože ve
slovníku jsou právě dva řádky s vazbou 2.2. Dosazením získáme:
confM2 =
2
2
= 1,00
Bude-li ve slovníku řádek s vazbou ”volit
1.0−−→ volitel“, pak bude se spolehlivostí 0,50 do
slovníku také patřit vazba ”volitel
1.1−−→ volitelka“.
Jestliže by byl ve slovníku řádek s vazbou ”volitel
2.2−−→ volitelův“, pak bude vazba
”volitel
1.1−−→ volitelka“ do slovníku patřit se spolehlivostí 1,0.
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Dodatek D
Stručná nápověda
NAME:
ma_deriv - derivational (morphological) analysis
SYNOPSIS:
ma_deriv (-help|-qob|-qow|-qop) [OPTION]... -i [FILE]...
DESCRIPTION:
Operations:
-help Print this help.
-qob Quest of bounds.
-qow Quest of words.
-qop Quest of paradigms.
Input:
-i str List of input words (files are separated by white character).
Results:
-ow str File where the resulting word should be stored.
-ob str File where the resulting bounds should be stored.
-ol flt Lower evaluation of words and bounds which will be taken as result.
Options:
-r str File with rules definition.
-rl flt Number of rules, which should be used.
-mp str File with meta-paradigms.
-ml flt Lower limit of accepted meta-paradigms.
-ph str File with paradigm hierarchy (superparadigms).
-w str List of dictionaries with words (files are separated by white char).
-b str List of dictionaries with bounds (files are separated by white char).
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