Abstract. The subject of this paper is an optimal consumption/optimal portfolio problem with transaction costs and with multiple risky assets.
Introduction
In one of his seminal works, Merton [19] considered the portfolio and consumption problem faced by a price-taking agent in a continuous-time stochastic model consisting of a risk-free bond and a risky asset. The agent is assumed to have the objective of maximising discounted expected utility from consumption over the infinite horizon. In a model in which the single risky asset follows an exponential Brownian motion with constant parameters, and the agent has constant relative risk aversion, Merton showed that optimal behaviour is to consume at a rate which is proportional to wealth, and to invest a constant fraction of wealth in the risky asset.
The financial market is modelled with three stochastic processes on this space, a bond paying a constant rate of interest r, a financial (or hedging) asset with price process P = (P t ) t≥0 and a nontraded (or endowed) asset with price process Y = (Y t ) t≥0 . Assume the price processes of the risky assets satisfy
, where µ and σ > 0 are the constant mean return and volatility of the financial asset, and p 0 is the initial price, and
, where α and η > 0 are the constant mean return and volatility of the non-traded asset, and y 0 is the initial price. Let λ = (µ − r)/σ and let ζ = (α − r)/η be the Sharpe ratios of the hedging and endowed assets respectively.
Let C = (C t ) t≥0 denote the consumption rate of the individual, let Θ = (Θ t ) t≥0 denote the number of units of the endowed asset held by the investor and let Π = (Π t ) t≥0 denote the cash amount invested in the hedging asset P . The consumption rate is required to be progressively measureable and nonnegative, the process Θ is required to be progressively measureable, right-continuous with left limits and non-increasing to reflect the fact that the non-traded asset is only allowed for sale and Π is required to be progressively measurable. We assume the initial number of shares held by the investor is θ 0 . Since we allow for an initial transaction at time 0 we may have Θ 0 < θ 0 . We write Θ 0− = θ 0 . This is consistent with our convention that Θ is right-continuous.
We denote by X = (X t ) t≥0 the wealth process of the individual, and suppose that the initial wealth is x 0 . Provided the changes to wealth occur from either consumption, investment or from the sale of the endowed asset, X evolves according to dX t = Π t dP t P t + (X t − Π t ) rdt − C t dt − Y t dΘ t = σΠ t dB 1 t + {(µ − r)Π t + rX t − C t } dt − Y t dΘ t , subject to X 0− = x 0 , and X 0 = x 0 + y 0 (θ 0 − Θ 0 ). We say a consumption/investment/sale strategy triple is admissible if the components satisfy the requirements listed above and if the resulting cash wealth process X is non-negative for all time. Let A (x, y, θ) denote the set of admissible strategies for initial setup (X 0− = x, Y 0 = y, Θ 0− = θ).
The objective of the agent is to maximise over admissible strategies the discounted expected utility of consumption over the infinite horizon, where the utility function of the agent is assumed to have constant relative risk aversion, 2 with parameter R ∈ (0, ∞) \ 1 and discount factor β. In particular, the goal is to find V = V(x 0 , y 0 , θ 0 ) where Since the set-up has a Markovian structure, we expect the optimal consumption, optimal investment and optimal sale strategy to be of feedback form and to be functions of the current wealth and endowment of the agent and of the price of the risky asset.
Let V (x, y, θ, t) be the forward starting value function for the problem so that (2.2) V (x, y, θ, t) = sup (C,Π,Θ)∈A(x,y,θ,t) E ˆ∞ t e −βs C 1−R s 1 − R ds X t− = x, Y t = y, Θ t− = θ .
Here the space of admissible strategies A(x, y, θ, t) is such that C = (C s ) s≥t is a non-negative, progressively measureable process, Π = (Π s ) s≥t is progressively measurable, Θ = (Θ s ) s≥t is a right-continuous, non-increasing, progressively measureable process and satisfies Θ t − (∆Θ) t = θ, and X = (X s ) s≥t is a non-negative process given by
It is clear that V (x, y, θ, t) = e −βt V (x, y, θ, 0) = e −βt V(x, y, θ). Define V 0 (x, t) = V (x, y, 0, t) (note V 0
will not depend on y, since the agent has no units of Y ) and V 0 (x) = V(x, y, 0), and define the certainty equivalent price p = p(x, y, θ, t) as the solution to V 0 (x + p, t) = V (x, y, θ, t).
Note that p = p(x, y, θ) does not depend on t since p solves V 0 (x + p) = V(x, y, θ).
The parameters of the problem are r, β, µ, σ, α, η, ρ and R which we assume to all be constants. We will assume that ρ ∈ (−1, 1) (the limiting cases ρ = ±1 can be dealt with by similar techniques).
Define auxiliary parameters (b i ) 1≤i≤4 ,
and b 4 = It will turn out that the optimal selling and investment problem depends on the original parameters only through these auxiliary parameters and the risk aversion R.
We will see in later sections that b 1 plays the role of a 'normalised discount factor'. The parameter b 3 is the 'effective Sharpe ratio, per unit of idiosyncratic volatility' of the endowed asset. The parameter b 2 is the hardest to interpret: essentially it is a nonlinearity factor which arises from the multi-dimensional structure of the problem. The case b 2 = 1 is rather special and will be excluded to a certain extent from our analysis. (One scenario in which we naturally find b 2 = 1 is if λ = 0 = ρ. In this case there is neither a hedging motive, nor an investment motive for holding the financial asset. Essentially then, the investor can ignore the presence of the financial asset, reducing the dimensionality of the problem. This is the problem considered in Hobson and Zhu [15] . That paper uses many of the same ideas as this paper, albeit in a much simpler setting and can be seen as 'warm-up' problem for the more general problem considered here.)
Our goal is to solve for V , and hence for the certainty equivalent price p. As might be expected, V solves a variational principle, and can be characterised by a second-order, nonlinear partial differential equation in the four variables (x, y, θ, t) subject to value matching and smooth fit (of the first and second derivatives) at an unknown free boundary. In fact various simplifications can be expected from the inherent scalings of the problem. Nonetheless, the remarkable fact on which this paper is based is that expressions for V and a characterisation for the optimal solution all follow from the study of a boundary crossing problem for a single first order ordinary differential equation.
If R < 1 and b 1 ≤ 0 then the value function V 0 (x, t) is infinite for the Merton problem (in the absence of the endowed asset), and a fortiori the value function with a positive endowment of the non-traded asset is also infinite. In this case it is not possible to define a certainty equivalent price. If R > 1 and b 1 ≤ 0, then for every admissible strategy with zero initial endowment of the risky asset the expected discounted utility of consumption equals −∞, and again it is not possible to define a certainty equivalent price for units of the endowed asset. To exclude these cases we make the following non-degeneracy assumption:
Standing Assumption 1. Throughout the paper we assume that b 1 > 0.
Main results.
The key to our analysis are solutions to the first order differential equation (2.3) the properties of which are stated in Proposition 1, the proof of which is given in Appendix A.
subject to n(0) = 1 and
Suppose that if n hits zero, then 0 is absorbing for n. Figure 2 .2. For j ∈ {ℓ, m, n} let q j = inf{q > 0 : j(q) = 0} ∧ 1. 1.08
. Parameters are such that q * ∈ (0, 1) (left figure) and q * = 1 (right figure).
For fixed b 1 , b 2 and R, there exists some critical value b 3,crit (b 1 , b 2 , R), with R < b 3,crit ≤b 3 , and such that
We will show in Lemma 16 that n has a turning point at q * ∈ (0, 1) if and only if n(q * ) = m(q * ). In particular, if m is monotone, then q * = 1. From the scalings of the problem, it is clear that a key variable is the ratio of wealth in the endowed asset to liquid wealth. (Here we define liquid wealth to be the sum of cash wealth and wealth invested in the hedging asset.) We denote this ratio by Z so that
Under optimal behaviour, consumption and investment rates are functions of liquid wealth and Z.
One of the key contributions of this article is to identify the different types of solutions to the optimisation problem with different classes of solutions to the first crossing problem studied in Proposition 1.
Theorem 5.
(1) Suppose b 3 ≤ 0. Then it is always optimal to sell the entire holding of the endowed asset immediately, so that Θ t = 0 for t ≥ 0. The value function for the problem is V (x, y, θ, t) = b1 b4R
−R e −βt (x + yθ) 1−R /1 − R; and the certainty equivalent value of the holdings of the asset
Then there exists a positive and finite critical ratio z * and the optimal behaviour is to sell sufficient units of the risky asset so as to keep the ratio of wealth in the risky asset to cash wealth below the critical ratio. If θ > 0 then p(x, y, θ, t) > yθ.
Then the critical ratio z * is infinite and the optimal behaviour is first to consume liquid wealth and invest in the risky asset, and then when this liquid wealth is exhausted, to finance further consumption and investment in the risky asset from sales of the endowed asset.
Then the problem is degenerate, and provided θ 0 is positive, the value function V = V (x, y, θ, t) is infinite. There is no unique optimal strategy, and the certainty equivalent value p is not defined.
Remark 6. This theorem emphasises the role played by the parameter b 3 , the 'effective Sharpe ratio' to distinguish between the different scenarios. When b 3 is negative, the endowed asset is a bad investment and it is optimal to sell it immediately. For small and positive b 3 , there exists a finite critical ratio and sales of the nontraded asset occur to keep the fraction of wealth held in the nontraded asset below a critical value. As b 3 becomes larger, the endowed asset is more valuable and the agent waits longer for a better return from the endowed asset. For sufficiently large b 3 she does not make any sales of the endowed asset until cash wealth is exhausted. Finally, if R < 1 and b 3 becomes too large, the value function is infinite, and the problem with the endowment is ill-posed.
The most interesting cases of Theorem 5 are the middle two non-degenerate cases, and these two cases we study in more detail in the next two theorems. Recall that we suppose we have constructed the solution n to the differential equation in (2.3) . Define N (q) = n(q) −R (1 − q) R−1 , and let W be inverse
Theorem 7. Suppose R < 1, and suppose 0 < b 3 < b 3,crit (b 1 , b 2 , R), so that 0 < q * < 1.
is well-defined and increasing.
Moreover n(q
Let z * be given by and let u * = e z * . On [1, h * ] let h be the solution of
It follows that h(−∞) := lim u↓−∞ h(u) = 1. Let g be given by
Then, the value function V is given by
which by continuity extends to x = 0 via
L is increasing, continuous, L 0 = 0, and dL t is carried by the set {t : J t = 0},
, where in turn
For such a pair 0 ≤ J t ≤ z * . 
and X * 0 = x 0 + y 0 (θ 0 − Θ 0 ). Then, the optimal holdings Θ * t of the endowed asset, and the resulting wealth process are given by
and the optimal consumption process C *
, and the certainty equivalent value p are given in feedback form via
Let all quantities be defined as
is well defined and decreasing.
On (h * , 1) h is defined via
The value function V , the optimal holdings Θ * , the optimal consumption process C * , the optimal portfolio process Π * , the resulting wealth process X * and the certainty equivalent value p are the same as before. The optimal endowed asset holdings Θ * and then also the optimal cash wealth process X * are given explicitly in terms of the the solution of the Skorokhod problem; the optimal consumption and investment are then given in feedback form as functions of these primary quantities.
Theorem 9. Suppose R < 1 and suppose
Then for the given parameter combinations we have q * = 1. Then N is increasing and W is well defined. Define γ : (1, ∞) → R by
Let h be inverse to γ and let
be the unique pair such that
L is increasing, continuous, L 0 = 0, and dL t is carried by the set {t : K t = 0},
Then, the optimal holdings Θ * t of the endowed asset, and the optimal wealth process are given by
The optimal consumption process C *
, and the certainty equivalent value p = p(X * t , Y t , Θ * t ) are given in feedback form by the expressions in (2.9), (2.10) and (2.11).
Let h be inverse to γ and define g and the value function as in the case R < 1. Then the optimal holdings, optimal consumption, optimal investment in the financial asset, optimal wealth process and the certainty equivalent value of the holdings are all as given in the case R < 1. Thus, for example, the certainty equivalent value is increasing in ζ the Sharpe ratio of the endowed asset, and decreasing in β the discount factor.
Remark 11. Here is one, perhaps surprising, consequence of Theorem 9 which holds for b 2 > 1. Define the stopping time τ = inf{t; X * t = 0}. Then, for the parameter combinations studied in Theorem 9 and under optimal behaviour, the investments in the risky asset are such that
This implies that even when liquid wealth is zero, it is not optimal to invest zero amount in the financial asset. Adverse movements in the price of the financial asset have a negative impact on liquid wealth, and must be financed through sales of the endowed asset. Conversely, beneficial movements in the price of the financial asset will generate positive liquid wealth for the agent. In particular, X * = 0 is not an absorbing state. In contrast, for b 2 = 1 and for the parameter combinations where Theorem 9 applies, no sales of the endowed asset take place until liquid wealth has been exhausted, but once liquid wealth is zero, there are no investments in the financial asset, cash wealth is maintained at zero, and consumption is financed through sales of the endowed asset, continuously over time.
Proofs and verification arguments: the degenerate cases
by extending the definition of H to the region −yθ < x ≤ 0 in such a way that the derivatives of H are continuous at
Note that we will not need MH at θ = 0, but we can extend the domain of definition of M to x = 0 using the same extension of H to x ≤ 0.
3.1.
The Verification Lemma in the case of a depreciating asset. Suppose b 3 ≤ 0. Our goal is to show that the conclusions of Theorem 5(1) hold.
From Proposition 1 we know q * = 0. Define the candidate value function via G(x, y, θ, t) = e −βt G(x, y, θ) where
The candidate optimal strategy is to sell all units of the risky asset immediately.
Prior to the proof of the theorem, we need the following lemma.
Lemma 12. Suppose b 3 ≤ 0. Consider the candidate value function constructed in (3.1). Then MG = 0, and LG − βG ≤ 0 with equality at θ = 0.
Proof. Given the form of the candidate value function in (3.1), MG = 0 follows immediately. On the other hand, writing z = yθ/x,
with equality at z = 0, which completes the proof.
Theorem 13. Suppose b 3 ≤ 0. Then the value function V is given by
The optimal holdings Θ * t of the endowed asst, the optimal consumption process C * t and the resulting wealth process are given by
3)
The certainty equivalence price is given by p(x, y, θ, t) = yθ.
Proof. We prove the result at t = 0, ie we show that V(x, y, θ) = V (x, y, θ, 0) = G(x, y, θ, 0) = G(x, y, θ); the case of general t follows from the time-homogeneity of the problem.
Note that under proposed strategies in (3.3), the optimal strategy is to sell the entire endowed asset holding immediately, which gives X * 0+ = x 0 +y 0 θ 0 and to finance investment and consumption from liquid wealth thereafter. Hence, the wealth process (X * t ) t≥0 evolves as dX *
Now, consider general admissible strategies. Suppose first that R < 1. Define the process M = (M t ) t≥0 by
Applying the generalised Itô's formula [12, Section 4.7] to M t leads to
Note that for a general admissible strategy Θ and X do not need to be continuous, so that here the
Lemma 12 implies that LG − βG ≤ 0 and MG = 0, which leads to N 
Given the form of the candidate value function in (3.1), it is easy to see that G(x + yφ, y, θ − φ) is constant in φ, whence yG x = G θ and (
, as the sum of two local martingales, is a local martingale and is bounded from below and hence a supermartingale. By taking expectations we find
where the last inequality follows since
and taking a supremum over admissible strategies leads to
The case R > 1 will be considered in Appendix C.
3.2.
Proof of the ill-posed case of Theorem 5. In the case R < 1 and b 3 ≥ b1 1−R + b 2 R it is sufficient to give an example of an admissible strategy for which the expected utility of consumption is infinite.
The condition b 3 ≥ b1 1−R + b 2 R can be rewritten in terms of the original parameters as
Consider the following consumption, investment and sale strategies
Note first thatΘ is a non-increasing process. The corresponding wealth processX satisfies dX t = (ζη + r)X t dt + ηX t dB 1 t , which gives
HenceX t ≥ 0 and the strategies defined in (3.6) are admissible.
The expected utility from consumptionG corresponding to the consumption, sale and investment
where the last equality follows from (3.5).
4. Some preliminaries on n and q * .
Recall the definitions of ϕ and υ:
where
Results not proved in the main body of this section are proved in Appendix A.
Then, for R < 1, υ(q, n) < 0 and for fixed q, υ(q, n) is an increasing, concave function of n. For R > 1, υ(q, n) > 0 and for fixed q, υ(q, n) is an increasing, convex function of n.
Recall that n solves (2.3). This expression can be written in several ways.
Lemma 16.
(1) For R ∈ (0, 1), n ′ (0) is the smaller root of Φ(χ) = 0 , where We have not yet made the connection between n and the value function, but accepting for the moment the relationships in (2.7), (2.8) and (2.13) this lemma has the following important corollary.
Corollary
18. The certainty equivalent value p = p(x, y, θ) is decreasing in b 1 and b 2 and increasing in b 3 .
Lemma 19.
(
Proof of Proposition 1. Suppose R < 1. (The proof for R > 1 is similar, except that the final paragraph is not necessary.)
Recall the definition of Φ in Lemma 16. Note that Φ(m Recall the definition N (q) = n(q) −R (1 − q) R−1 and that W is inverse to N . We have h * = N (q * ).
Define w(s) = (1 − R)sW (s). We close this section with some useful results about W and w.
Moreover W is increasing and such that
. and W is decreasing such that
(3) For R < 1 and 1 < s < h * , and for R > 1 and h * < s < 1 we have 1 − R < w
5. The verification lemma in the first non-degenerate case with finite critical exercise ratio 
Then h solves (2.6). Define g via (2.7).
Lemma 21. Let z * and g be as given in Equations 2.5 and 2.7 of Theorem 7. Then,
are continuous at z = z * .
Proof. These results follow from the definition of g. For the smooth fit of first and second order, it is convenient to note that dh/du = w(h) and then for z < z * ,
The results now follow from the expressions for w(h * ) and w ′ (h * ) given in Proposition 20.
Proposition 22. Suppose g solves (2.7). Then for R < 1, g is an increasing concave function such that
Proof. Consider first R < 1. Since the statements are immediate in the region z ≥ z * , and since there is second order smooth fit at z * the result will follow if h(−∞) = 1, h is increasing and, using the second part of (5. Define the candidate value function at t = 0 by
Lemma 23. Fix y. Then G = G(x, θ) is concave in x and θ. In particular, if ψ(χ) = G(x − χyφ, y, θ + χφ), then ψ is concave in χ.
Proof. In order to show the concavity of the candidate value function it is sufficient to show that the Hessian matrix given by
has a positive determinant, and that one of the diagonal entries is non-positive.
and the determinant of Hessian matrix is
If z ≥ z * then the expression on the right-hand-side of (5.3) is zero by Proposition 22. For z ≤ z * , Proposition 20 yields
with equality at h = h * by the smooth fit condition. Further, since g is concave we have that G θθ ≤ 0.
In order to show the concavity of ψ in χ, it is equivalent to examine the sign of LG − βG = x
where we use the fact that n(q * ) = m(q * ). The required inequality follows from Lemma 16 and the fact that m is increasing on (q * , 1).
(b) In order to prove LG − βG = 0 we calculate
where the last equality follows from Proposition 20 (2) . Note that G and LG are well-defined and continuous at θ = 0. Now consider MG. We have
Hence it is sufficient to show that ψ(z) ≥ 0 on (0, z * ] where
It follows from value matching and smooth fit that ψ(z * ) = 0 and hence it it is sufficient to show that ψ is decreasing. But
where the last inequality follows from the final part of Proposition 20.
Proposition 25. Let X * , Θ * , C * and Π * be as defined in Theorem 7. Then they correspond to an admissible wealth process. Moreover
Proof. Note that if y 0 θ 0 /x 0 > z * then the optimal strategy includes a sale of the endowed asset at time zero, and the effect of the sale is to move to new state variables (X * 0 , y 0 , Θ * 0 , 0) with the property that
Consider the equation Note thatΛ(z * ) = Λ(0) = 0 =Γ(z * ) =Σ(z * ) and hence J is bounded above by z * .
Now let Z * t = z * − J t , and Θ * t = Θ * 0 exp{−L t /(z * (1 + z * ))}, and note that whenever L is increasing, (equivalently Θ is decreasing) we have Z = z * . It follows that the dynamics of Z are governed by
and C * are positive and adapted and moreover
where we use the definitions of Λ, Σ, Γ and Ψ g for the final equality. It follows immediately that X * is the wealth process arising from the consumption, portfolio and sale strategy (C * , Π * , Θ * ).
Proof of Theorem 7. First we show that there is a strategy such that the candidate value function is attained, and hence that V ≥ G.
Hence, without loss of generality we may assume that z 0 ≤ z * since if z 0 > z * the agent transacts from 
Write M * for the corresponding process under the proposed optimal strategy. Then M * 0 = G(X * 0 , y 0 , Θ * 0 ) = G(x 0 , y 0 , θ 0 ) so there is no jump of M * at t = 0. Further, although the optimal strategy may include the sale of a positive quantity of the risky asset at time zero, it follows from Proposition 25 that thereafter the process Θ * is continuous and such that
From the form of the candidate value function and the definition of g given in (2.7), we know that G is C 2,2,1 . Then applying Itô's formula to M t , using the continuity of X * and Θ * for t > 0, and writing
Since Z * t ≤ z * , and since C *
and LG − βG = 0 for z ≤ z Returning to the proof of the theorem, and taking expectations on both sides of M *
Then using Lemma 26 and applying monotone convergence theorem, we have
and hence V ≥ G. Now we consider general admissible strategies and show that V ≤ G. Exactly as in (3.4) and the proof of Theorem 13 we have
Lemma 24 implies that under general admissible strategies,
Consider the jump term,
Using the fact that (∆X) s = −Y s (∆Θ) s and writing θ = Θ s− , y = Y s , x = X s− , χ = −(∆Θ) s each non-zero jump in N 3 is of the form
Note that by Lemma 23, G(x + yχ, y, θ − χ) is concave in χ and hence (∆N 3 ) ≤ 0.
For R < 1 the rest of the proof is exactly as in Theorem 13. The case of R > 1 will be proved in Appendix C.
6. The Verification Lemma in the second non-degenerate case (scenario 3) with no finite critical exercise ratio.
Throughout this section we suppose that
Recall the definition of γ in (2.12) or (2.16), set h = γ −1 and let g be given by g(z) = (Rb 4 /b 1 ) R h(ln z).
Define the candidate value function as G(x, y, θ) = e −βt G(x, y, θ) where
We extend the definition to yθ < x ≤ 0 via g(x, y, θ) = (x + yθ)
Proof of Theorem 9. Consider first the following stochastic differential equation with reflection
for which K 0 = x 0 /(y 0 θ 0 ). By the same argument as in Proposition 25, this equation has a unique solution (K, L) which is an adapted continuous process for which K is non-negative, L 0 = 0 and L only increases when K is zero.
, and, using K t dL t = 0 and hence K t dΘ * t = 0 also,
where we use the definitions ofΛ,Γ andΣ for the final equality. It follows immediately that X * is the wealth process arising from the consumption and sale strategy (C * , Π * , Θ * ), and hence that X * is admissible.
Given admissibility of the candidate optimal strategy, the rest of the proof follows exactly as in the proof of Theorem 7, except that Lemmas 23, 24 and 26 are replaced by the following three lemmas, the proofs of which follow in an identical fashion.
Lemma 27. Fix y. Then for x ≥ 0, G = G(x, θ) is concave in x and θ. In particular, if ψ(χ) = G(x − χyφ, y, θ + χφ), then ψ is concave in χ.
Lemma 28. Consider the candidate value function constructed in (5.2). Then for x ≥ 0, LG − βG = 0, and MG ≥ 0 with equality at x = 0.
Lemma 29.
Comparative Statics
The key to our results on comparative statics is contained in Lemma 17 and Corollary 18. In the section on the problem formulation we showed how the original parameters only affect the solution via four key parameters b 1 , b 2 , b 3 and b 4 . Here b 3 is the effective Sharpe ratio of the endowed asset and measures the excess expected return, net of any expected growth from correlation with the market asset. b 1 is an effective discount parameter, taking account of the investment opportunities in the market. b 4 is a measure of the idiosyncratic risk of the endowed asset, and only affects the solution via a scaling of the value function -idiosyncratic risk also enters the other parameters b i . Finally, b 2 is the hardest parameter to interpret, but is a measure of the extent to which the investment motive and the hedging motive cancel with each other.
In this discussion we focus on the critical ratio z * = q * /(1 − q * ) of endowed wealth to liquid wealth at which sales occur, and the certainty equivalent value p = p(x, y, θ) of the holdings in the endowed asset. From Lemma 17 we conclude that the critical ratio is decreasing in b 1 and b 2 and increasing in b 3 and from Corollary 18 we conclude that the certainty equivalent value is similarly decreasing in b 1
and b 2 and increasing in b 3 . The monotonicity in b 3 is straightforward to interpret, and has a clear intuition. The greater the effective Sharpe ratio the more valuable the holdings in the endowed asset, and the longer the agent should hold units of it in her portfolio. The dependence on b 1 is also as expected. The greater the effective discount parameter, the greater the incentive to bring forward consumption which needs to be financed by sales of the risky asset -thus the endowed asset is sold sooner. Then there is less opportunity for the benefits from the expected growth of the endowed asset to be enjoyed, thus reducing its value. The dependence on b 2 is less easy to interpret, but the lemma and its corollary show that there is monotonicity in this parameter also.
In the preceding paragraphs we have discussed the comparative statics in terms of the derived parameters. In order to understand the comparative statics with respect to the original parameters r, β, µ, σ, α, η and ρ we need to consider how the auxiliary parameters depend on these original parameters.
The parameters β (discount rate) and α (mean return on the endowed asset) only affect one of the parameters (b i ) i=1,2,3 , and hence the comparative statics for these parameters are straightforward. In particular, decreasing β or increasing α increases the critical ratio of endowed wealth to liquid wealth z * at which sales occur, and increases the certainty equivalent value p = p(x, y, θ). However, the parameters r, µ, σ, η and ρ each enter into the definitions of b 1 , b 2 and b 3 . Hence the comparative statics with respect to these parameters is more complicated, and in general there is no monotonicity of the critical ratio or the certainty equivalent value with respect to any of these parameters. For example, an increase in the volatility η of the endowed asset decreases b 1 and may increase or decrease the value of b 2 or b 3 depending on the values of other parameters. Thus, the effects of a change in the volatility of the endowed asset on the critical ratio or on the certainty equivalent price are generally mixed.
We restrict our comments on the consumption and investment rate to the following observation about the critical ratio and the Merton line.
Consider an investor who is free to buy and sell units of Y with zero transaction cost. Then solving the classical Merton problem with two risky assets we find that it is optimal for the agent to invest a constant fraction (ζ−λρ)
2R of their total wealth in the risky asset. In contrast, the constrained investor chooses to keep the fraction of his total wealth invested in the endowed asset below q * , i.e. to choose Θ t to ensure that immediate from the definition that (1 − R)υ(q, n) < 0. To see that υ is increasing in n, note that
where we use that ∂ϕ/∂n = b 1 > 0. Finally to see that (1 − R)υ is concave in n, note that
Proof of Lemma 15. First we prove the equivalence of (4.1) and (4.2). Consider
Then, noting that (1 − R)q + R = R(1 − q) + q,
and multiplying by 4(1 − R)(1 − q),
Writing this last expression as the difference of two squares we find
from which the result follows, on dividing by
Now consider the equivalence of (4.1) and (4.3). We have, starting with (4.1),
The result then follows since
Proof of Lemma 16.
(1) From the expression (2.3) and l'Hôpital's rule, n ′ (0) = χ solves
where we have
and
or equivalently, we have that χ solves Φ(χ) = 0. Further,
For R < 1, we have n ′ (0) < ℓ ′ (0) by hypothesis, so that n ′ (0) is the smaller root of Φ. For R > 1, we have n ′ (0) > ℓ ′ (0) by hypothesis and n ′ (0) is the larger root of Φ.
(2) For R < 1, n ′ (0) < ℓ ′ (0) so that initially n < ℓ. Then, from (4.3), lim n↑ℓ(q) F (q, n) = −∞. Hence n(q) < ℓ(q), at least until q = 1 or ℓ hits zero. The argument for R > 1 is similar.
(3) It is clear from (4.3) that F (q, m(q)) = 0. Also, for q ≤ q n so that (1 − R)(ℓ − n) > 0, the sign of F (q, n(q)) is opposite to the sign of the factor D = D(q, m(q), n(q)) where
But ∂ϕ/∂n = b 1 , and so
Hence, D is increasing in n and D(q, m(q), n) > 0 if and only if n(q) > m(q).
In particular, q n > q * unless q * = 1 whence q n = 1 = q * .
If R < 1, then n(q) ≤ ℓ(q) on (0, 1). But from (4.1) we see that n cannot hit zero strictly before ℓ. The result follows since ℓ is concave, so q ℓ < 1 if and only if ℓ(1) < 0.
(5) We can only have q
Proof of Lemma 17. We consider monotonicity in 
Suppose R < 1. Then φ < 0 and φ < ℓ
Differentiating (4.2) with respect to b 3 we find
where D(q, n;
Since ∂ϕ/∂b 3 = (1 − R)q, we find ∂F/∂b 3 | q=q,n=ñ has the opposite sign to 1 − R. Now suppose b 3 > b 3 and let n(q) = n(q; b 3 ) and n(q) = n(q; b 3 ). Comparing derivatives at zero we conclude that initially (1 − R)n < (1 − R)n. Also if n(·) and n(·) cross at some point (q,ñ) with q < q * (b 3 )∧q * (b 3 ) then it follows from our knowledge of
But at a first crossing, (1 − R)n must cross (1 − R)n from below which is a contradiction.
This alone is not sufficient to make conclusions about q * (b 3 ) since m also depends on b 3 . Define 
Suppose R < 1. Finally, consider
But n ′ (q * ) = 0 and hence n(q
Proof of Corollary 18. In the case where 0 < q * < 1 extend the domain of h to (−∞, ∞) by
The monotonicity results for p will follow if (1 − R)h is decreasing in b 1 and b 2 and increasing in b 3 .
We focus on monotonicity in b 1 for the case R < 1; the proof of monotonicity in b 2 and b 3 and for R > 1 follows similarly.
Fix b 2 and b 3 > 0 and suppose
+ , to ensure that we are not in the case where the value function is infinite. . Also
.
. Since for n ≥ m(1) we must have n crosses the horizontal line at height m(1) before q = 1. Then also q * < 1.
(2) Note first that
It follows immediately by l'Hôpital's rule that
Then, if n ∞ (q) = lim b2↑∞ n(q; b 2 ) we have n ′ ∞ (q) = 0, which implies n(q) = n(0) = 1. It is easy to see that n ∞ crosses m at some q * ∈ (0, 1) if and only if (1 − R)m(1) > (1 − R)m(0) = (1 − R) which is equivalent to 0 < b 3 < R. Otherwise, we have q * = 1.
The final statement follows from the monotonicity of q * with respect to b 2 and b 3 .
Proof of Proposition 20.
(1) N solves
We have υ(q, n) ≤ 0 (see Lemma 14) and, for q ≤ q * , n(q) = (1 − q)
The expression for w ′ follows after some lengthy algebra.
(3) We have that n ′ (q) = F (q, n(q)) and then from the representation (4.2) and the definition of N it follows that
where n(q) = (1 − q)
(1−R)s . This is equivalent to
Consider the second of these inequalities. It can be rewritten as either
n(q) < 0, the latter of which is immediate since (1 − R)n is decreasing on (0, q * ). Now consider the first inequality in (A.3). If R > 1 then it is immediate since W is decreasing. It only remains to show that
Suppose R < 1 and let k(q) solve
In particular,
1−q has a unique solution in (m(q), ℓ(q)).) Then k is the straight line with k(0) = 1 and k(1) = ℓ(1), so that
To verify this, note that if k is as given in (A.4) then ϕ(q, k(q)) = R(1 − R)(2 − b 2 )(1 − q) and υ(q, k(q)) = −2R(1 − R)(b 2 − 1)(1 − q). The desired conclusion F (q, k(q)) = −k(q)/(1 − q) follows after some lengthy algebra. We have that Φ(k ′ (else we are in a degenerate case), and then Φ(k ′ (0)) < 0 and n ′ (0) < k ′ (0), so that n < k on some interval (0, q) to the right of zero. Suppose now that n(q) = k(q) for some q ∈ (0, q * ). Then n ′ (q) = F (q, n(q)) = − k(q)
Letq be the smallest such point, thenq is a downcrossing of n over k, contradicting the fact that n(q) < k(q) on (0,q). Hence n(q) < k(q) for any q ∈ (0, q * ). But for n ≤ k(q), F (q, n) > − 
Now use the fact that (1 − R) < w ′ (h) < 1 − RW (h) to conclude that 0 < w ′ (h) − (1 − R) < R(1 − W (h)) and h(1 − R)W ′ (h) < 1 − W (h) to conclude that
Note that this bound applies for both the proof of Lemma 26 and Lemma 26. Now we want to show that the local martingale where H = (H t ) t≥0 is the exponential martingale
Suppose G (x, y, θ, t) = e −βt G(x, y, θ) is the candidate value function. Consider for ε > 0, (C.1) V ε (x, y, θ, t) = V (x, y, θ, t) = G (x + ε, y, θ, t)
and suppose M t = M t (C, Θ) is given by In the case b 3 ≤ 0, (3.1) and (C.1) imply V (X t∧τn , Y t∧τn , θ t∧τn , t ∧ τ n ) = e −β(t∧τn) (X t∧τn + ε)
≥ e −β(t∧τn) (X t∧τn + ε)
Thus V is bounded, lim n→∞ E V (X t∧τn , Y t∧τn , θ t∧τn , t ∧ τ n ) = E V (X t , Y t , θ t , t) , and > 0. Hence V is bounded, and the argument proceeds as before.
