A large amount of observational data has been accumulated in various fields in recent times, and there is a growing need to estimate the generating processes of these data. A linear non-Gaussian acyclic model (LiNGAM) based on the non-Gaussianity of external influences has been proposed to estimate the data-generating processes of variables. However, the results of the estimation can be biased if there are latent classes. In this paper, we first review LiNGAM, its extended model, as well as the estimation procedure for LiNGAM in a Bayesian framework. We then propose a new Bayesian estimation procedure that solves the problem.
Introduction
Several methods have recently been proposed to discover a complete causal structure, that is, all the causal directions, under the assumption that disturbance variables have non-Gaussian distributions. However, the estimation results can be biased if there are "latent classes." Latent classes are unobserved discrete variables that have more than one observed child variables. Data that has been generated from different processes are mixed in the presence of latent classes. Several methods have been proposed to estimate the causal structure in the presence of latent classes [12] , but all of these are affected by local optima. Therefore, in this paper, we propose a new estimation approach that can solve this problem.
The structure of this paper is as follows. In Section 2, we briefly review the data generating process for estimating causal structure, (LiNGAM, short for Linear Non-Gaussian Acyclic Model) [11] , the LiNGAM mixture model [12] , existing estimation approaches to the LiNGAM mixture model [12] , and the BayesLiNGAM model. In Section 3, we extend previous research dedicated to solving the problem, and test the performance of our new method through experiments with simulated data in Section 4. Section 5 concludes the paper.
Background

Linear non-Gaussian acyclic model (LiNGAM)
We begin by introducing the basic LiNGAM model [11] . LiNGAM is a causal model with the following four assumptions.
1. The relations between the observed variables x i (i = 1, . . . , n) can be represented by a directed acyclic graph (DAG), as shown in Fig. 1 .
2. x i is assigned a value by a linear function of the values already assigned to the variables constituting its parents in the DAG as well as a "disturbance" (noise) term e i and an optimal constant term µ i :
where k(i) is a causal order of x i in the DAG (so that if there is a directed edge from x j to x i in the DAG, k(j) < k(i)), b ij represents the strength of the connection between x j and x i in the DAG.
3. The e i are all continuous random variables that follow non-Gaussian distributions with zero means and non-zero variances, and the e i are mutually independent, i.e., p(e 1 , . . . , e n ) = i p i (e i ).
4. The dataset D = {x 1 , . . . , x N } (each x contains components x i ) are observed, and each data vector x is generated according to the process described above with the same DAG, coefficients b ij , constants µ i , and disturbances e i , sampled independently from the same distributions. Note that this assumption implies that there are either no unobserved (latent) confounders [10] (hidden variables) or that the x i are causally sufficient [13] . 
LiNGAM mixture model
The LiNGAM mixture model [12] is an extension of the basic LiNGAM to cases where the final assumption of the basic LiNGAM model collapses because of the presence of latent classes (hidden groups). If they exist, each latent class has a different structure. "Structure" here consists of the causal order k(i), the connection strengths b ij , the densities of disturbances p i , and the means of observed variables µ i . Therefore, structure in a class c can be described using
i , and µ i ). The data within each class (c = 1, . . . , l) are assumed to be generated by the basic LiNGAM. Thus, the data-generating model within class c can be described as follows:
Moreover, the data vectors x are assumed to be generated by the following mixture density:
where l is the number of classes, and
i , and p 
Existing estimation approach to LiNGAM mixture model
In this subsection, we briefly introduce the existing estimation approach to the LiNGAM mixture model. In this approach, the LiNGAM mixture model is transformed into an Independent Component Analysis (ICA) [6] ) model, and an ICA algorithm (for example, [7] [9]) is applied to it [12] . The LiNGAM mixture model (Equation (2)) can be written in matrix form as follows:
where
, and e (c) i , respectively, and I is the identity matrix. We can then obtain the following equation by solving Equation (4) for x:
We can estimate B (c) by calculating A (c) using the ICA algorithm and computing B (c) . However, there are two important indeterminacies that ICA cannot solve: the order and the scaling of the independent components. In order to solve them, we need to permute and normalize A (c) appropriately before using it to compute B (c) (See [11] for more details).
The BayesLiNGAM method
Existing estimation methods for the LiNGAM mixture model [7] [9] are affected by local optima, because of which we propose a Bayesian approach. In this subsection, we summarize the BayesLiNGAM method [5] , which is an estimation method of basic LiNGAM. In Bayesian inference, the inference with the highest posterior probability for some hypotheses is selected. In BayesLiNGAM, the hypotheses are different possible DAGs. BayesLiNGAM outputs the DAG with the highest posterior probability of all possible DAGs given the data. The posterior probabilities can be calculated by Bayes' theorem:
Here, G m are the different possible DAGs, m = {1, . . . , N g }, where N g denotes the number of different DAGs on n variables, and D is the observed dataset D = x 1 , . . . , x N , N : sample size). Due to our assumption of independent
We then need to specify the likelihoods p(D|G m ), prior probabilities P (G m ), and normalization constant p(D) to compute the posterior probabilities.
The prior probabilities P (G m ) first incorporate any domain of knowledge and prior information. If we have no knowledge or information about the G m , all values of P (G m ) are equal, i.e., P (G m ) = 1 Ng . Furthermore, p(D) is a constant that simply normalizes posterior probabilities. Hence, we can obtain p(D) as follows:
The likelihoods p(D|G m ) can be computed by marginalizing over p(D|Θ, G m ) of Θ:
Here, Θ collects all the parameters in Equation (1) (i.e., k(j), k(i), b ij , µ j , µ i , and p i ), p(D|Θ, G m ) denotes the likelihood of the model (here, basic LiNGAM), and p(Θ|G m ) denotes the prior distributions of Θ. Note that if the G m are given, we can find the parents of x i in the G m and determine the causal order k(j) and k(i). That is, the first term of the right side in Equation (1) can be specified by the G m . We introduce the likelihood of the model and prior distribution for Θ in Section 3.
3 Proposed method
Model
We assume that the data within each class (c = 1, . . . , l) are generated by the basic LiNGAM. Thus, the data-generating model in class c can be described by Equation (2), and the probability densities of the data x are the same as in Equation (3). We then use the Bayesian approach to estimate the LiNGAM mixture model in the same manner as BayesLiNGAM in Section 2.4. Here, we need to parameterize the densities p i to specify p(D|Θ, G m ) in Equation (8) . Due to the assumption in LiNGAM that the e i are all continuous random variables with non-Gaussian distributions, we use a generalized Gaussian distribution [8] that incorporates a shape parameter. The generalized Gaussian distribution is symmetric and includes Gaussian, Laplacian, continuous uniform, and several non-Gaussian distributions. The probability density function is as follows:
Here, σ i represent the standard deviations, λ i are the shape parameters, and Γ() denotes the Gamma function. Moreover, we need to transform the density of the e i into that of the x i . The LiNGAM mixture model (Equation (2)) can be written in matrix form as follows:
where f () is a mapping vector, and B (c) , e (c) , and
i , and µ (c) i , respectively. I is the identity matrix.
The density of x within class c p(x|θ (c) , G m ) is obtained from the density of e (c) p
e (e (c) ) as follows [6] :
where Jf is a Jacobian matrix. From equations (10) and (11) with the assumption of acyclicity, detJf (f −1 (x)) equals to one, and we can obtain the following equation:
e (e (c) )
According to the assumption in LiNGAM that the e i are mutually independent,
Then, the probability density of x within each class c, using equations (2), (12), and (13), is given by
We can now specify p(D|Θ, G m ) with the assumption of IID data and equations (3) and (14):
Priors for parameters and hyperparameters
We use multinomial distribution for P (c) in Equation (3). The distribution represents, for N independent trials, each of which leads to one of the possible events c = 1, . . . , l, the number of times that each event occurs (z = [z (1) , . . . , z (l) ]). w (c) is the probability of the occurrence of each event. Generally, the probability mass function of a multinomial distribution is as follows:
where w (c) > 0 and l c=1 w (c) = 1. When we use the above distribution in Equation (3), the number of trials N is one. Then, z can be regarded as the indicator vector and corresponds to variable c. For example, if x belongs to class 2 (i.e., c = 2), z (2) = 1 and the other components are 0. From the above, we can use a multinomial distribution for P (c) in the following form:
We use a Dirichlet distribution for the parameters of the multinomial distribution (w (1) , . . . , w (l) ) because the former is a conjugate prior for the latter and is typically used in similar contexts. The density function of the Dirichlet distribution is as follows:
where w = w (1) , . . . , w (l) and a (c) (> 0) are concentration parameters. We can generate a random vector w by normalizing independent gamma random variables γ (1) , . . . , γ (l) with shape parameters a (c) (concentration parameters in the Dirichlet distribution) and scale parameter 1 [4] :
We use Gaussian distributions for b 
We heuristically determine the value of ϕ . We use the result of the Gaussian mixture model estimation and an expectation-maximization (EM) algorithm [2] for ϕ because the greater the number of latent classes, the more difficult it is to estimate µ (c)
i . The EM algorithm is a method to compute maximum likelihood solutions for models with latent variables. In the algorithm, parameters and responsibilities (conditional probabilities of latent variables given the data) are updated in turn until the change in the likelihood function falls below some threshold.
We use inverse gamma distributions [3] with shape parameters α, η, and χ and scale parameters β, ζ, and ǫ for (σ
i , and v 2 , respectively.
We can generate inverse gamma random variables using gamma random variables. If a variable X has a gamma distribution with shape parameter α and scale parameter β, Y = 1/X has an inverse gamma distribution with shape parameter α and scale parameter 1/β [3] . We determine the value of a (c) , α, β, η, ζ, χ, ǫ, and τ arbitrarily. From the above, we can compute P (D|G m ) in Equation (8) using ordinary Monte Carlo sampling [2] to compute the integral.
Simulation
In this simulation, we assume for simplicity that we know of the existence of a causal connection between two observed variables, and that its direction is the same for all classes. We can thus estimate which direction is true (x
2 ). We generated 1,000 datasets under every combination of sample size (N = 50, 100, 500) and the number of classes (l = 2, 4, 6).
The data within each class were generated by the basic LiNGAM (Equation(1)), following which we mixed them. In all datasets, the true model was x . We randomly selected the value of a (c) from among 3, 5, and 7. Our choice of values for the rest of the parameters was α = 3, β = 3, η = 3, ζ = 3, χ = 3, ǫ = 3, and τ = 0.5.
We selected the number of classes l as follows. We calculated the logmarginal likelihoods of the two models for all numbers of classes and selected the class with the largest log-marginal likelihood. The maximum number of classes tested was 2logN . This was motivated by the fact that when the sample size N approaches infinity in a Dirichlet process mixture model, the number of classes l approaches logN [1] .
We compared our method with the existing method [12] to determine the one that can correctly estimate causal directions more times given the above datasets. However, we use [9] in the existing method [12] instead of [7] . We show the simulation results in Table 1 . The numbers in the tables denote the number of times each method correctly estimated causal directions. As shown in the table, our method has more correct answers than the existing method.
Conclusion
In this paper we proposed a new estimation approach for discovering causal structure in the presence of latent classes. In a simulation run using artificial data, our method correctly estimated more causal directions than the existing method. Our plan for future research is to evaluate our method on a wide variety of real datasets. 
