Abstract Mathematical formulas challenge an OCR system with a range of similar-looking characters whose bold, calligraphic, and italic varieties must be recognized distinctly, though the fonts to be used in an article are not known in advance. We describe the use of support vector machines (SVM) to learn and predict about 300 classes of styled characters and symbols.
Introduction
Optical character recognition problems were considered very early in the development of support vector machines, with promising results [1] . However, the problem of OCR for mathematical documents is substantially more difficult than standard OCR problems for three principal reasons: atic. We aim to improve the accuracy of single-character recognition through the use of support vector machines.
Test Data
The Infty character set comprises 1,571 Roman and Greek letters, numbers, and mathematical symbols, divided into 46 categories according to purpose and style. Further details of these characters appear in [8] .
The Infty Project has selected journal articles representing diverse fields of higher mathematics, taken from a thirty year period. These articles were scanned page by page at 600 dpi to produce bitmap image files. The Infty OCR engine extracted the symbols from each page and recognized each symbol as a character from the Infty character set. College and graduate mathematics students manually inspected and corrected the results.
The results of this process appear in a "ground truth" database. Namely, for each character on a scanned page, a bitmap framed by the bounding box of that character is taken from the page. This bitmap is tagged with the correct identification of the symbol. is also available in the database, but it is not utilized in the present study.
In fact, the Infty project has produced two databases of this kind. One, called InftyCDB-1, is freely available for research purposes upon request, and is summarized in [8] . The other is used internally by the Infty Reader OCR engine.
We use the latter database in this experiment, because it has more data, and because it makes it easier to compare our results with those of the actual Infty Reader. Our data sample consists of 284,739 character symbols extracted from 363 journal articles. There are 608 different characters represented.
At random, we divide the 363 articles into three parts consisting of 121 articles each. The data from the corresponding articles is marked as "training", "selection", or "testing" accordingly. To make sure we had enough data to train and evaluate our classifiers, we examined only the characters with at least ten samples in training, selection, and testing portions of the database. This left 297 characters, pictured in 
Directional Features
Given an instance of a symbol, let w be its width and h be its height. Our feature vectors consist of the aspect ratio ( h w ), followed by 160 floating-point coordinates of mesh directional feature data. This mesh data is divided into "tall", "square", and "short" blocks of 48, 64, and 48 coordinates respectively.
When the aspect ratio of a character exceeds 1.3, the tall block contains directional feature data computed from a 3×4 mesh; otherwise it contains zero-valued entries. When the aspect ratio of a character is between The contribution of part of the outline's direction to the mesh features is determined from its position in the bitmap, using a partition of unity. Given a positive integer r, consider the r-fold partition of unity given by the functions
(1)
and
Discard every isolated black pixel from the original bitmap.
In the remaining bitmap, trace every outline between white and black pixels, following its chain code description. When visiting the pixel in location (x, y) during this trace, identify the direction (horizontal, vertical, diagonal one, or diagonal two) where the next pixel in the outline will be. For every i,
) to the coordinate of the (i, j) chunk representing that direction.
After completing the trace of each outline component, divide all the values by the perimeter of the bounding box.
This result gives the values to be entered in the corresponding block of the feature vector.
Naive classifier
Typically, a support vector machine learns a binary classification. There are various techniques for putting SVM's together to distinguish multiple classes; a comparison of some popular methods (1-vs-1, 1-vs-all, and the Directed Acyclic Graph) may be found in [4] . Except for the 1-vs-all method, these methods require the construction of O(n 2 ) classifiers to solve an n-class classification problem. Because the Infty character set includes more than 1,500 entities, this seemed unnecessarily burdensome. Therefore, we try to extract an easier part of the classification problem that can be solved without SVM.
Taking the data assigned to the "training" portion of the database, we compute the mean feature vectors for the instances of each symbol. We create a naive classifier that assigns an input to the class whose mean feature vector is nearest, by Euclidean distance.
We run this naive classifier on the "selection" portion of the database, to produce a confusion matrix. The (i, j) entry of this matrix counts the number of samples in which a character truly belonging to class i was assigned to class j by this rule. The 297 by 297 confusion matrix we produced had 947 nonzero off-diagonal entries, an average of 3.2 misrecognitions per character.
We consider some of the misrecognitions to be too difficult for any classifier to resolve on the basis of our mesh of directional features. Particularly, we do not expect bold and non-bold variants of the same character to be distinguishable. Also, we do not expect upper and lower case variants of the letters C, O, P, S, V, W, X, and Z to be distinguishable in the same style, or in styles that are identical except for boldness. Disregarding misrecognitions of these two kinds, 896
other nonzero off-diagonal entries remain in the confusion matrix.
For 62 of the 297 characters with ten training, selection, and testing samples, the naive classifier recognized less than half of the selection samples correctly. These characters are displayed in Figure 2 . In comparison, ninety percent ac- Eleven letters (plain '1', '4', 'E', 'I', 'l', 'r', 's', 't', ' " ', and italic 'γ' and 'ψ') had ten or more distinct characters appear as misrecognition results.
At runtime, the naive classifier will be used to assign each letter to a cluster of possible candidates, consisting of the recognition result and the other candidates most likely to have produced that recognition result (as determined by our confusion matrix). The harder problem of distinguishing between the letters in each of these clusters will be assigned to support vector machines.
Linear SVM
Within each cluster, we will use the 1-to-1 approach to multiclass classification. This requires first creating a binary SVM for each pair of classes in the cluster.
Because they are simple and can be computed quickly, we begin our experiment with SVM's that use the linear kernel:
The naive classifier, when restricted to two classes, can be 
where ξ is an l-dimensional vector, and w is a vector in the same feature space as the xi (see, e.g., [3] However, the addition of the parameter γ in the kernel definition makes the parameter search two-dimensional, adding computational expense to the selection of a classifier.
According to a result of Keerthi and Lin [6] , given a soft margin C, the sequence of Gaussian SVM classifiers with kernel parameter γ and soft margin
converges pointwise, as γ → 0, to the linear SVM classifier with soft margin C.
Thus, if our parameter search is wide enough, we should achieve higher accuracy with the Gaussian kernel than with the linear one.
We constructed Gaussian-kernel SVM classifiers for the 75 pairs of letters that the linear kernel failed to distinguish with 97% accuracy. A comparison of the performance of the chosen classifiers for each kernel type is given in Figure 6 .
In Figure 7 , we display the eight pairs on which the Gaussian SVM performed with at least 10% higher accuracy than the linear SVM. The 31 pairs where Gaussian SVM accuracy falls below 80% are shown in Figure 8 . 
Conclusion
Even with the simplest kernel, the support vector method is strong enough to achieve good generalization accuracy on an optical character recognition problem that causes difficulty for simpler classification methods. We believe that our SVM results may be the best classification possible on the basis of the mesh of directional features we are using.
To distinguish the characters that confuse our SVM classifier, we plan to add new features. For example, by counting the number of connected components in a symbol, we could distinguish many variants of the greater-than sign (>). We also plan to record the convexity or concavity of a symbol as traced along its outline, to distinguish various nearly vertical characters. These features will be the topic for a future paper.
To our surprise, the SVM's we constructed with the Gaussian kernel did not show significantly stronger performance on the testing data. We attribute this phenomenon to the simple nature of our mesh of directional features. We plan to repeat this comparison after attaching a greater variety of features to our data.
