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Расширенный метод Гамильтона –Якоби
В.В.Козлов
Развивается метод точного интегрирования канонических дифференциальных уравне-
ний Гамильтона, основанный на поиске семейств вихревых инвариантных многообразий
определенного вида. Случай потенциальных (лагранжевых) многообразий отвечает клас-
сическому методу Гамильтона –Якоби.
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1. Потенциалы Клебша
В [1] развит вихревой метод интегрирования дифференциальных уравнений Гамильто-
на
x˙k =
∂H
∂yk
, y˙k = − ∂H
∂xk
, 1  k  n. (1.1)
Гамильтониан H — гладкая функция от координат x = (x1, . . . , xn), импульсов y = (y1, . . . , yn)
и времени t. Этот метод связан с поиском полного решения системы обобщенных уравнений
Ламба
∂ui
∂t
+
∑
j
(
∂ui
∂xj
− ∂uj
∂xi
)
vj = − ∂h
∂xi
, 1  i  n. (1.2)
Здесь
u(x, t) = (u1(x, t), . . . , un(x, t))
— ковекторное поле на конфигурационном пространстве Mn = {x},
vj(x, t) =
∂H
∂yj
∣∣∣∣
y=u(x,t)
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— компоненты векторного поля на Mn,
h(x, t) = H(x, u(x, t), t).
Уравнения (1.2) представляют замкнутую нелинейную систему дифференциальных
уравнений в частных производных первого порядка относительно функций u1, . . . , un. Ре-
шения системы (1.2) и только они порождают инвариантные n-мерные многообразия урав-
нений Гамильтона
Σt = {x, y : y1 = u1(x, t), . . . , yn = un(x, t)},
которые однозначно проектируются на конфигурационное пространство.
Напомним, что полное решение системы (1.2) — это семейство решений u(x, t, c), гладко
зависящее еще от n параметров c = (c1, . . . , cn), такое, что
det
∥∥∥∥∂ui∂cj
∥∥∥∥ = 0. (1.3)
Геометрическая теория полных решений обобщенного уравнения Ламба развита в [1]. Мы
рассмотрим аналитический аспект этой теории применительно к задаче точного интегри-
рования дифференциальных уравнений Гамильтона.
Будем искать решение системы (1.2) следующего вида:
ω =
∑
ui dxi = α1 dβ1 + . . . + αk dβk + dS. (1.4)
Здесь α1, β1, . . . , αk, βk — функции от x1, . . . , x2k, времени и параметров c1, . . . , cn, причем
матрица скобок Лагранжа
Ω =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 [x1, x2] . . . [x1, x2k]
[x2, x1] 0 . . . [x2, x2k]
. . . . . . . . . . . . . . . . . . . . . . . . . . . . .
[x2k, x1] [x2k, x2] . . . 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
невырожденна. Напомним определение скобки Лагранжа:
[xi, xj] =
k∑
s=1
(
∂αs
∂xj
∂βs
∂xi
− ∂αs
∂xi
∂βs
∂xj
)
.
В определенном смысле скобки Лагранжа двойственны скобкам Пуассона (обсуждение см.,
например, в [2]).
В (1.4) дифференцирований по t и c нет. Формула (1.4) эквивалентна следующей серии
соотношений:
u1 =
∂S
∂x1
+ α1
∂β1
∂x1
+ . . . + αk
∂βk
∂x1
,
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ,
u2k =
∂S
∂x2k
+ α1
∂β1
∂x2k
+ . . . + αk
∂βk
∂x2k
,
u2k+1 =
∂S
∂x2k+1
, . . . , un =
∂S
∂xn
.
(1.5)
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По аналогии с гидродинамикой функции
α1, β1, . . . , αk, βk и S
будем называть потенциалами Клебша. В типичном случае (когда дифференциальная 1-фор-
ма ω имеет постоянный класс) потенциалы Клебша всегда существуют. Подчеркнем, что
функция S может зависеть от всех координат x1, . . . , xn.
Положим еще
h′ =
∂S
∂t
+ h. (1.6)
Предложение 1. В указанных предположениях функция h′ не зависит от x2k+1, . . . , xn,
а переменные
(x1, . . . , x2k) = x′
удовлетворяют дифференциальному уравнению
∂u′
∂t
+ Ωx˙′ = −∂h
′
∂x′
, (1.7)
где
u′ =
(∑
αi
∂βi
∂x1
, . . . ,
∑
αi
∂βi
∂x2k
)
.
Ясно, что матрица Ω совпадает с матрицей ротора ковекторного поля u′:
Ω =
∂u′
∂x′
−
(
∂u′
∂x′
)T
.
Системы вида (1.7) часто называются системами Биркгофа [3, 4]. Если функции ξ и η
не зависят явно от времени, то ∂u′/∂t = 0 и уравнение (1.7) совпадает с обычным урав-
нением Гамильтона, но представленным не в канонических переменных. Симплектическая
структура определяется кососимметрической матрицей Ω, а гамильтонианом служит функ-
ция h′.
В переменных x1, . . . , xn (n − 2k)-мерные вихревые многообразия матрицы ротора по-
ля u задаются равенствами
x1 = γ1, . . . , x2k = γ2k, γj = const.
Система обыкновенных дифференциальных уравнений (1.7) — это система на 2k-мерном
пространстве, которая получается из конфигурационного пространства факторизацией по
вихревым многообразиям. Такая система названа в [1] фактор-системой. Ее конструкция
тесно связана с многомерными обобщениями классических теорем Бернулли и Гельмгольца
из гидродинамики идеальной жидкости.
Подчеркнем еще, что предложение 1 справедливо при каждом фиксированном значении
папараметра c.
Доказательство предложения 1. Матрица ротора ковекторного поля (1.5) имеет вид⎡⎢⎣ Ω 0
0 0
⎤⎥⎦.
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Далее, при всех j > 2k
∂uj
∂t
=
∂2S
∂xj ∂t
.
Поэтому последние n− 2k уравнений системы Ламба (1.2) принимают вид
∂
∂xj
(
∂S
∂t
+ h
)
= 0, j > 2k.
Остается проверить, что первые 2k уравнений системы (1.2) сводятся к обыкновенным диф-
ференциальным уравнениям (1.7).
2. Основная теорема
Через b1, . . . , bn обозначим начальные координаты гамильтоновой системы (1.1):
xi(0) = bi (1  i  n), x′(0) = (b1, . . . , b2k) = b′.
Напомним, что система Биркгофа (1.7) зависит еще от n параметров c1, . . . , cn. Пусть
x′ = X(t, b′, c) (2.1)
— общее решение замкнутой системы обыкновенных дифференциальных уравнений (1.7):
X(0, b′, c) = b′
при всех значениях c = (c1, . . . , cn).
Теорема 1. Пусть u(x, t, c) — полное решение системы уравнений Ламба (1.2) ви-
да (1.5), причем
det
∥∥∥∥ ∂2S∂ci ∂xj
∥∥∥∥ = 0, i, j = 2k + 1, . . . , n. (2.2)
Если известно общее решение (2.1) системы (1.7), то остальные канонические переменные
x2k+1, . . . , xn, y1, . . . , yn
в системе уравнений Гамильтона (1.1) находятся из соотношений
∂S
∂cj
∣∣∣∣
x′=X
=
t∫
0
[
∂h′
∂cj
+
2k∑
i=1
x˙i
∂
∂cj
(
k∑
s=1
αs
∂βs
∂xi
)]
x′=X
dt + aj , (2.3)
aj =
∂S
∂cj
∣∣∣∣
t=0
, j = 2k + 1, . . . , n, (2.4)
и
y1 = u1(x, t, c), . . . , yn = un(x, t, c). (2.5)
Доказательство. Согласно предложению 1,
∂S
∂t
+ H(x1, . . . , xn, u1, . . . , un, t) = h′(x1, . . . , x2k, t, c1, . . . , cn). (2.6)
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Вычислим сначала(
∂S
∂cj
)·
=
∂
∂t
∂S
∂cj
+
∑
i
∂2S
∂xi ∂cj
x·i =
∂2S
∂t ∂cj
+
∑
i
∂2S
∂xi ∂cj
∂H
∂yi
∣∣∣∣. (2.7)
Вертикальная черта обозначает подстановку (2.5). С другой стороны, согласно (2.6),
∂h′
∂cj
=
∂2S
∂cj ∂t
+
∑
i
∂H
∂yi
∣∣∣∣ ∂ui∂cj .
Далее, по формулам (1.5),
∂ui
∂cj
=
∂2S
∂cj ∂xi
+ θij,
где
θij =
∂
∂cj
[
k∑
s=1
αs
∂βs
∂xi
]
, 1  i  2k,
θij = 0, i > 2k.
Ясно, что дополнительные слагаемые θij не зависят от x2k+1, . . . , xn.
Следовательно,
∂h′
∂cj
=
∂2S
∂cj ∂t
+
∑
i
∂2S
∂cj ∂xi
∂H
∂yi
∣∣∣∣+ 2k∑
i=1
θijx
·
i. (2.8)
Сопоставляя (2.7) с (2.8), приходим к равенству(
∂S
∂cj
)·
=
∂h′
∂cj
−
2k∑
i=1
x·i
∂
∂cj
(
k∑
s=1
αs
∂βs
∂xi
)
. (2.9)
Отметим между прочим, что это равенство справедливо при всех j = 1, . . . , n.
Производные x˙1, . . . , x˙2k находятся из (1.7) как функции от x1, . . . , x2k, времени t и па-
раметров c1, . . . , cn. Подставляя в правую часть соотношения (2.9) решения системы обык-
новенных дифференциальных уравнений (1.7) и интегрируя по t, получаем искомую фор-
мулу (2.3). Конечно, в выражениях для ∂S/∂cj также следует сделать подстановку (2.1).
При t = 0 решениями n− 2k уравнений (2.3)–(2.4) будут, очевидно,
x2k+1 = b2k+1, . . . , xn = bn.
Следовательно, по теореме о неявной функции (с учетом условия (2.2)) из (2.3)–(2.4) можно
найти координаты x2k+1, . . . , xn как функции времени и 2n параметров
b1, . . . , bn, c1, . . . , cn. (2.10)
Подстановка координат в формулы (2.5) дает нам импульсы в виде функций времени и па-
раметров (2.10). В результате мы получили общее решение дифференциальных уравнений
Гамильтона, так как при t = 0
∂(x, y)
∂(b, c)
= det
⎡⎢⎣ E 0
 ∂u
∂c
⎤⎥⎦ = det∥∥∥∥∂ui∂cj
∥∥∥∥ = 0.
Теорема доказана.
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Рассмотрим некоторые частные случаи.
a) Пусть k = 0. Тогда все α, β равны нулю и h′ — функция времени и параметров
c1, . . . , cn. Согласно теореме 1, общее решение системы канонических уравнений Гамильтона
определяется по формулам
∂S
∂cj
=
t∫
0
∂h′
∂cj
dt + aj, aj =
∂S
∂cj
∣∣∣∣
t=0
, (2.11)
yi =
∂S
∂xi
, i, j = 1, . . . , n. (2.12)
Ясно, что
t∫
0
∂h′
∂cj
dt =
∂
∂cj
t∫
0
h′ dt.
После подстановки
Ŝ = S −
t∫
0
h′ dt (2.13)
соотношения (2.11)–(2.12) принимают вид классических формул Якоби:
∂Ŝ
∂cj
= aj , yi =
∂Ŝ
∂xi
, i, j = 1, . . . , n.
Вторая формула (2.11) при этом не меняется:
aj =
∂Ŝ
∂cj
∣∣∣∣∣
t=0
.
Таким образом, теорема 1 является прямым обобщением теоремы Якоби о полном ин-
теграле. Кроме того, формулами (2.11)–(2.12) можно пользоваться, не прибегая к калибро-
вочному преобразованию (2.13).
b) Пусть функции α1, . . . , αk, β1, . . . , βk не зависят от времени t и параметров c1, . . . , cn.
Тогда условие невырожденности (1.3) полного решения (1.5) принимает привычный вид:
det
∥∥∥∥ ∂2S∂xi ∂cj
∥∥∥∥ = 0. (2.14)
Уравнения (1.7) становятся обычной гамильтоновой системой относительно симплектиче-
ской структуры с матрицей Ω. Общее решение канонической системы Гамильтона (1.1)
определяется равенствами
∂S
∂cj
=
t∫
0
∂h′
∂cj
∣∣∣∣
x′=X
dt +
∂S
∂cj
∣∣∣∣
t=0
, 1  j  n, (2.15)
и (2.5), в которых компоненты ковекторного поля u(x, t, c) выражаются формулами (1.5).
С учетом неравенства (2.14) систему уравнений (2.15) можно локально разрешить отно-
сительно всех координат x1, . . . , xn. Правда, первые 2k из них уже найдены как решения
гамильтоновой системы (1.7).
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c) Пусть теперь k = 1, исходная гамильтонова система (1.2) автономная и полное реше-
ние (1.5) также не зависит от t. В этом случае вспомогательная гамильтонова система (1.7)
легко интегрируется в квадратурах, а после этого решения уравнений Гамильтона (1.2)
находятся из алгебраических соотношений (2.3)–(2.5).
Сделаем еще одно замечание. Предположим, что найдено решение системы уравнений
Ламба, зависящее не от всех параметров c1, . . . , cn, а только от их части. Более точно, пусть
имеется решение
u(x1, . . . , xn, t, c2k+1, . . . , cn),
такое, что выполнено условие (2.2). Легко понять, что соотношения (2.3)–(2.4) по-прежнему
будут выполняться. Число этих соотношений равно n−2k. Первые 2k координат x1, . . . , x2k
находятся как решения замкнутой системы обыкновенных дифференциальных уравнений.
А из уравнений (2.3)–(2.4) с учетом неравенства (2.2) находятся остальные n−2k координат
x2k+1, . . . , xn как функции времени, зависящие еще от n + (n− 2k) = 2(n − k) параметров
b1, . . . , bn, c2k+1, . . . , cn. (2.16)
Соотношения (2.5) (вместе с (1.5)) дают нам импульсы в виде функций времени и тех же
2(n − k) параметров (2.16). Таким образом, при сделанном выше предположении мы на-
ходим 2(n− k)-параметрическое решение исходной системы дифференциальных уравнений
Гамильтона. При k = 0 получаем общее решение. Однако в ряде случаев можно показать,
что наличие этого 2(n− k)-параметрического семейства полностью решает задачу интегри-
рования системы канонических уравнений Гамильтона.
3. Волчок Эйлера
Продемонстрируем развиваемый метод точного интегрирования на примере волчка Эй-
лера. Без ущерба для общности будем считать вертикальным постоянный кинетический
момент твердого тела. Его величину обозначим c (∈ R). В качестве обобщенных координат
примем обычные углы Эйлера ϑ, ϕ, ψ. Согласно [1, гл. III, § 2], уравнения движения волч-
ка допускают семейство стационарных инвариантных многообразий, причем форма (1.4)
имеет следующий вид:
ω = c dψ + c cos θ dϕ. (3.1)
Следовательно,
S = cψ, α = c cos θ, β = ϕ.
Первыми 2k = 2 координатами служат углы ϑ и ϕ. Легко вычисляется их скобка
Лагранжа:
[ϑ,ϕ] = c sinϑ. (3.2)
Так что кососимметрическая 2× 2-матрица Ω невырожденна, если c = 0.
Ввиду стационарности функция Бернулли h′ совпадает с h — ограничением кинетиче-
ской энергии твердого тела на инвариантное многообразие. Нетрудно проверить, что
h =
c2
2
(
sin2 θ sin2 ϕ
I1
+
sin2 θ cos2 ϕ
I2
+
cos2 θ
I3
)
. (3.3)
Здесь I1, I2, I3 — главные моменты инерции твердого тела.
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Используя (3.2) и (3.3), получаем систему дифференциальных уравнений (1.7):
θ˙ = c
(
1
I1
− 1
I2
)
sinϑ sinϕ cosϕ,
ϕ˙ = c cos θ
(
1
I3
− sin
2 ϕ
I1
− cos
2 ϕ
I2
)
.
(3.4)
Поскольку эта система автономная и допускает непостоянный интеграл (3.3), то она инте-
грируется в квадратурах.
Соотношение (2.9) (
∂S
∂c
)·
=
∂h
∂c
−
[
∂
∂c
(c cos θ)
]
ϕ˙ (3.5)
с учетом (3.3) и (3.4) определяет угол прецессии ψ. После элементарных преобразований
получаем уравнение
ψ˙ = c
(
sin2 ϕ
I1
+
cos2 ϕ
I2
)
. (3.6)
Уравнения (3.4) и (3.6), конечно, хорошо известны в теории волчка Эйлера [2]. Отметим
еще, что
∂2S
∂ψ ∂c
= 1.
Следовательно, условие (2.2) теоремы 1 заведомо выполнено.
Хотя решение (3.1) содержит всего один параметр (а не три), мы фактически получи-
ли общее решение уравнений свободного вращения твердого тела с неподвижной точкой,
поскольку выбор направления кинетического момента не имеет никакого значения.
4. Ларморовское движение
В качестве иллюстративного примера рассмотрим еще задачу Лармора о движении
заряженной частицы в постоянном магнитном поле. Ее движение описывается уравнением
Ньютона
x¨ = x˙×H, x ∈ E3. (4.1)
Мы положили для простоты записи массу частицы, ее заряд и скорость света равными
единице. В любом случае эти параметры можно «включить» в магнитное поле
H = (H1,H2,H3).
Уравнения (4.1) допускают очевидное семейство стационарных трехмерных инвариант-
ных многообразий
x˙1 = H3x2 −H2x3 + c1, x˙2 = H1x3 −H3x1 + c2,
x˙3 = H2x1 −H1x2 + c3.
(4.2)
Чтобы применить развитый выше метод, эти многообразия следует представить в канониче-
ских переменных. Уравнение (4.1), очевидно, эквивалентно уравнению Лагранжа с лагран-
жианом
L =
1
2
(x˙21 + x˙
2
2 + x˙
2
3) +
1
2
[
(H2x3 −H3x1)x˙1 + (H3x1 −H1x3)x˙2 +
+(H1x2 −H2x1)x˙3
]
.
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Зная лагранжиан, можно вычислить обобщенные импульсы yi = ∂L/∂x˙i и представить
инвариантные многообразия (4.2) в канонических переменных:
y1 =
1
2
(H3x2 −H2x3) + c1, y2 = 12 (H1x3 −H3x1) + c2,
y3 =
1
2
(H2x1 −H1x2) + c3.
(4.3)
Условие невырожденности (1.3) здесь, конечно, выполнено.
Можно ли формулы (4.3) представить в виде (1.5)? В общем случае это затруднительно.
Однако можно обойти эту трудность, считая, что магнитное поле направлено, скажем, вдоль
оси x3. Такое предположение, конечно, не уменьшает общности рассмотрения. Отметим, что
специальный выбор переменных — обычный прием и в классическом методе Гамильтона–
Якоби.
Итак, пусть
H1 = H2 = 0, H3 = H (4.4)
— компоненты магнитного поля. Тогда формулы (4.3)
y1 =
H
2
x2 + c1, y2 = −H2 x1 + c2, y3 = c3
уже допускают представление (1.5), если положить
S = c1x1 + c2x2 + c3x3, α =
x21 + x
2
2
2
H, β = arctg
x1
x2
.
Мы, следовательно, имеем частный случай b) из § 2.
Скобка Лагранжа [x1, x2] равна H. Следовательно, при H = 0 матрица Ω невырожден-
на. Легко вычисляется функция Бернулли:
h =
1
2
(Hx2 + c1)2 +
1
2
(−Hx1 + c2)2 + c
2
3
2
. (4.5)
Очевидно, h  c23/2. Вспомогательная гамильтонова система (1.7) принимает вид
x˙1 = Hx2 + c1, x˙2 = −Hx1 + c2.
Она совпадает с системой из двух первых уравнений (4.2) после подстановки (4.4). Линии
уровня первого интеграла (4.5) дают окружности Лармора радиуса√
2h− c23/H.
Из формулы (2.15) с учетом (4.5) получаем простой закон изменения третьей координаты:
x3 = c3t + x3(0).
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5. Некоммутативное интегрирование
Предыдущее рассмотрение касалось n-параметрических семейств решений уравнений
Ламба и основывалось на теории n-мерных инвариантных многообразий уравнений Га-
мильтона, которые однозначно проектируются на конфигурационное пространство. Однако
возможны и другие расширения метода Гамильтона–Якоби, в которых фигурируют инва-
риантные многообразия меньшего числа измерений. Начала теории таких инвариантных
многообразий содержатся в работе [5]. Решения соответствующих обобщенных уравнений
Ламба будут зависеть от бо´льшего числа параметров.
Итак, предположим, что гамильтонова система (1.1) с n степенями свободы допускает
m  n интегралов
F1(x, y, t), . . . , Fm(x, y, t), (5.1)
независимых почти всюду. Пусть 2q — ранг кососимметрической матрицы их скобок Пуас-
сона
‖{Fi, Fj}‖. (5.2)
Мы рассматриваем область фазового пространства, где этот ранг принимает максимальное
значение. Числа n, m и q связаны неравенством
n + q  m. (5.3)
Согласно классической теореме Пуассона, все скобки
{Fi, Fj} (5.4)
также будут первыми интегралами системы (1.1). В силу этого замечания естественно рас-
сматривать замкнутые наборы первых интегралов (5.1), когда их попарные скобки Пуассо-
на (5.4) функционально выражаются через F1, . . . , Fm. Согласно Э.Картану, любой набор
первых интегралов можно дополнить до замкнутого; нужные для этого вычисления требу-
ют только дифференцирований [6].
Рассмотрим теперь интегральные инвариантные многообразия Σ2n−mt дифференциаль-
ных уравнений Гамильтона размерности 2n − m  n, которые определяются следующей
системой алгебраических уравнений:
F1(x, y, t) = c1, . . . , Fm(x, y, t) = cm. (5.5)
Предположим, что
∂(F1, . . . , Fm)
∂(y1, . . . , yn, x1, . . . , xk)
= 0.
Здесь
k = m− n  0. (5.6)
Тогда из (5.5) можно найти (по крайней мере локально) импульсы системы и первые k
обобщенных координат как функции от остальных обобщенных координат, времени и па-
раметров c = (c1, . . . , cm):
y1 = u1(xk+1, . . . , xn, t, c), . . . , yn = un(xk+1, . . . , xn, t, c),
x1 = un+1(xk+1, . . . , xn, t, c), . . . , xk = un+k(xk+1, . . . , xn, t, c).
(5.7)
Локальными координатами на Σ2n−mt служат переменные xk+1, . . . , xn.
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Ограничим фундаментальную 1-форму
n∑
j=1
yj dxj
на инвариантное многообразие Σ2n−mt :
ω = u1 dun+1 + . . . + uk dun+k + uk+1 dxk+1 + . . . + un dxn. (5.8)
Хорошо известно, что если m = n и функции (5.1) попарно находятся в инволюции, то
ω = dS,
причем функция S(x, t, c) будет полным интегралом уравнения Гамильтона–Якоби (см.,
например, [2]). Наша ближайшая цель — обобщить этот классический результат на случай
m > n.
Дифференциальная 1-форма (5.8) имеет вид
ω = Uk+1 dxk+1 + . . . + Un dxn. (5.9)
Ее коэффициенты — гладкие функции от xk+1, . . . , xn; они еще зависят от t и c1, . . . , cm как
параметров. Эти коэффициенты вычисляются по следующим формулам:
Uk+1 = u1
∂un+1
∂xk+1
+ . . . + uk
∂un+k
∂xk+1
+ uk+1,
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ,
Un = u1
∂un+1
∂xn
+ . . . + uk
∂un+k
∂xn
+ un.
(5.10)
Пусть 2s — ранг внешней 2-формы dω. Иными словами, 2s — это ранг кососимметрической
матрицы ∥∥∥∥∂Ui∂xj − ∂Uj∂xi
∥∥∥∥, k + 1  i, j  n.
Наша задача — оценить ранг этой матрицы.
Предложение 2. Справедливо равенство
s = n−m + q. (5.11)
Согласно неравенству (5.3), s  0.
Следствие 1. Если
n + q = m, (5.12)
то k = q и дифференциальная форма ω замкнута: локально ω = dS, где S — гладкая
функция от xk+1, . . . , xn, t и c1, . . . , cm.
Следствие 2. Если m = n, то ω = dS(x, t, c). В частности, при этом условии
функции (5.1) находятся попарно в инволюции.
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Равенство (5.12) известно как условие некоммутативной интегрируемости гамильто-
новой системы (1.1). Обсуждение этого круга вопросов и соответствующие ссылки можно
найти, например, в [7].
Доказательство предложения 2. Так как набор функций (5.1) замкнутый, то по тео-
реме Ли–Картана [6] найдутся m функций
Φ1, . . . ,Φm,
которые функционально зависят только от F1, . . . , Fm, такие, что
{Φ1,Φ2} = . . . = {Φ2q−1,Φ2q} = 1, (5.13)
а остальные скобки Пуассона {Φi,Φj} равны нулю. Число 2q — это ранг матрицы (5.2).
С учетом неравенства (5.3) и леммы о наполненииКаратеодори можно так ввести новые
канонические координаты (обозначим их снова x1, . . . , xn, y1, . . . , yn), что
xi = Φ2i−1, yi = Φ2i,
если i  q, и yi = Φi, если i > 2q. Ввиду (5.13) такое преобразование координат будет
каноническим.
С точностью до дифференциала некоторой функции (что несущественно для анализа
дифференциала dω) 1-форма (5.5) принимает вид
n∑
i=1
yi dxi, (5.14)
где импульсы y1, . . . , ym−q (m− q  n) и координаты x1, . . . , xq следует заменить константа-
ми. Следовательно, дифференциал формы (5.14) в новых канонических переменных будет
n∑
i=m−q
dyi ∧ dxi.
Ранг этой 2-формы, очевидно, равен
2[n − (m− q)] = 2s.
Что и требовалось.
Воспользуемся теперь уравнением Ламба (см. [5]):
∂ω
∂t
+ iv dω = −dh. (5.15)
Здесь v — векторное поле на Σ2n−mt с компонентами
vk+1 =
∂H
∂yk+1
∣∣∣∣, . . . , vn = ∂H∂yn
∣∣∣∣. (5.16)
Вертикальная черта означает подстановку (5.7). В свою очередь,
h(xk+1, . . . , xn, t, c) = H|.
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Ограничение гамильтоновой системы (1.1) на инвариантное многообразие Σ2n−mt (за-
висящее от параметров c1, . . . , cm) имеет вид
x˙k+1 = vk+1, . . . , x˙n = vn. (5.17)
Если эта система будет проинтегрирована, то остальные канонические переменные легко
находятся по формулам (5.7).
Пусть выполнено условие некоммутативной интегрируемости (5.12). Тогда (по след-
ствию 1) dω = 0. Уравнение (5.15) дает нам
∂
∂x
[
∂S
∂t
+ h
]
= 0,
откуда
∂S
∂t
+ h = f(t, c).
Калибровочное преобразование
Ŝ = S −
∫
f(t, c) dt
приводит нас к обобщенному уравнению Гамильтона–Якоби:
∂Ŝ
∂t
+ H(un+1, . . . , un+k, xk+1, . . . , xn, u1, . . . , un, t) = 0. (5.18)
При m = n оно совпадает с классическим уравнением Гамильтона–Якоби, поскольку в этом
случае k = 0 и
uj =
∂Ŝ
∂xj
.
Теорема 2. Предположим, что среди m параметров c1, . . . , cm найдутся n− k пара-
метров (обозначим их αk+1, . . . , αn), таких, что
1)
k∑
j=1
∂H
∂xj
∣∣∣∣ ∂un+j∂αp +
k∑
j=1
∂H
∂yj
∣∣∣∣ ∂uj∂αp −
n∑
i=k+1
∂H
∂yi
∣∣∣∣ ∂∂αp
⎛⎝ k∑
j=1
uj
∂un+j
∂xi
⎞⎠ = 0
для всех k + 1  p  n,
2) выполнено неравенство
det
∥∥∥∥ ∂2S∂xp ∂αq
∥∥∥∥ = 0; k + 1  p, q  n. (5.19)
Тогда полное решение канонических дифференциальных уравнений (1.1) найдется из
n− k алгебраических уравнений
∂Ŝ
∂αj
= aj = const, k + 1  j  n (5.20)
и n + k соотношений (5.7).
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В условии (5.19) функцию Ŝ можно, очевидно, заменить на S. Калибровочное преобра-
зование, связывающее функции S и Ŝ, имеет еще одну интерпретацию: добавление к функ-
ции Гамильтона слагаемого, зависящего явно только от времени, не меняет канонических
уравнений Гамильтона.
Роль 2n произвольных постоянных играют 2n параметров c1, . . . , cm (m = n + k)
и ak+1, . . . , an. Если k = 0 (m = n), то теорема 2 переходит в классическую теорему Якоби
о полном интеграле.
Собственно говоря, теорема 2 будет доказана, если мы установим, что производные
∂Ŝ/∂αj (5.21)
суть первые интегралы системы дифференциальных уравнений (5.17). Для этого вычислим
полную производную по времени от (5.21) с учетом первого условия теоремы 2 и соотноше-
ний (5.10). Из (5.18) имеем:(
∂Ŝ
∂αp
)·
=
∂2Ŝ
∂αp ∂t
+
n∑
j=k+1
∂H
∂yj
∣∣∣∣ ∂2Ŝ∂αp ∂xj = 0. (5.22)
Учитывая определение (5.16) компонент векторного поля v, из (5.22) получаем окончатель-
но:
∂
∂t
(
∂Ŝ
∂αp
)
+
n∑
j=k+1
vj
∂
∂xj
∂Ŝ
∂αp
= 0.
Что и доказывает теорему 2.
Теорема 2 дает способ явного некоммутативного интегрирования гамильтоновых си-
стем. Дополнительное ограничение — это первое условие теоремы. Можно ли вообще обой-
тись без него? Успех применения теоремы 2 зависит от удачного выбора канонических пе-
ременных. Это замечание характерно вообще для метода Гамильтона–Якоби. В частности,
при подходящем выборе канонических переменных условия теоремы 2 заведомо выполнены.
Достаточно воспользоваться переменными, введенными выше при доказательстве предло-
жения 2 с помощью теоремы Ли–Картана.
Теорему 2 можно обратить. Справедлива
Теорема 3. Предположим, что уравнения Гамильтона (1.1) допускают m-парамет-
рическое семейство (2n−m)-мерных инвариантных многообразий, задаваемых соотноше-
ниями (5.7), причем выполнены следующие условия:
1)
∂(u1, . . . , un+k)
∂(c1, . . . , cn+k)
= 0, n + k = m,
2) дифференциальная 1-форма (5.8) является полным дифференциалом: ω = dS, где S —
гладкая функция от xk+1, . . . , xn, t и c.
Среди n+k параметров c1, . . . , cn+k найдутся n−k параметров (обозначим их αk+1, . . . , αn),
таких, что
3)
k∑
j=1
∂H
∂xj
∣∣∣∣ ∂un+j∂αp +
k∑
j=1
∂H
∂yj
∣∣∣∣ ∂uj∂αp −
n∑
i=k+1
∂H
∂yi
∣∣∣∣ ∂∂αp
⎛⎝ k∑
j=1
uj
∂un+j
∂xi
⎞⎠ = 0
для всех k + 1  p  n,
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4) det
∥∥∥∥∥ ∂2Ŝ∂xp ∂αq
∥∥∥∥∥ = 0, k + 1  p, q  n.
Тогда полное решение канонических дифференциальных уравнений (1.1) находится из
n− k алгебраических уравнений (5.20) и n + k соотношений (5.7).
Если k = 0, то теорема 3 переходит в классическую теорему Якоби о полном инте-
грале. При этом надо иметь в виду, что решениям уравнения Гамильтона–Якоби отвечают
инвариантные лагранжевы многообразия уравнений Гамильтона.
Теоремы 2 и 3 двойственны друг другу в следующем смысле. Согласно первому условию
теоремы 3, из соотношений (5.7) можно выразить (хотя бы локально) параметры c1, . . . , cn+k
через канонические переменные и время. В результате получим m = n+ k первых интегра-
лов дифференциальных уравнений Гамильтона, которые удовлетворяют условию некомму-
тативной интегрируемости (5.12). После этого замечания теорема 3 сводится к теореме 2.
Отметим, что параметры α = (αk+1, . . . , αn) можно выбирать более общим способом,
считая исходные параметры c1, . . . , cm гладкими функциями от α. Это замечание придает
развиваемому методу дополнительную гибкость.
6. Автономный случай
Покажем, как выглядит обобщенный метод Гамильтона –Якоби в том случае, когда исход-
ная гамильтонова система (1.1) автономная и первые интегралы (5.1) не зависят явно от вре-
мени. Естественно считать, что среди функций (5.1) есть интеграл энергии; пусть F1 = H.
Алгебраическая система (5.5) теперь не содержит времени. Поэтому при условии (5.15)
ω = dS,
где S — гладкая функция от xk+1, . . . , xn и c1, . . . , cm. Ясно, что
H| = c1,
и, значит, уравнение (5.18) принимает вид
∂Ŝ
∂t
+ c1 = 0, (6.1)
где (согласно калибровочному преобразованию)
Ŝ = S − g(t, c).
В силу уравнения (6.1),
g = −c1t + G,
где G — некоторая гладкая функция, зависящая только от параметров c1, . . . , cm.
Соотношения (5.20) теперь принимают вид
∂S
∂αj
=
∂c1
∂αj
t + aj, k + 1  j  n. (6.2)
Здесь
aj = a′j −
∂G
∂αj
,
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где a′j — произвольные постоянные. В силу произвольности в выборе постоянных a
′
j мы
можем положить G ≡ 0. Условие невырожденности (5.19) имеет тот же вид, но только
функцию Ŝ следует заменить на S.
Соотношения (6.2) являются непосредственным обобщением классических формул Яко-
би. При этом следует иметь в виду, что основное уравнение (6.1) выведено нами из других
соображений.
Рассмотрим случай, когда первые n−k функций (5.1) находятся в инволюции со всеми
остальными и интегральные многообразия Σn−k компактны. Тогда, как показано в [8], Σn−k
диффеоморфны (n−k)-мерным торам и в окрестности этих торов существуют канонические
координаты I, p, ϕ mod 2π, q, такие, что
Is = Is(F1, . . . , Fn−k), 1  s  n− k,
а p, q зависят от всех Fi. В этих координатах фундаментальная 1-форма принимает вид∑
Ij dϕj +
∑
pi dqi,
а функция Гамильтона H = F1 зависит только от I1, . . . , In−k.
Переменные I, p, ϕ, q — это «глобализованные» канонические переменные, существо-
вание которых вытекает из теоремы Ли–Картана.
Как в этих переменных выглядит заключение теоремы 2? Уравнения (5.1) принимают
вид
Ij = I0j , pi = p
0
i , qi = q
0
i , j = 1, . . . , n− k, i = 1, . . . , k.
Следовательно,
ω =
∑
I0j dϕj = dS,
откуда
S =
∑
I0j ϕj
— многозначная функция в окрестности инвариантных торов Σn−k.
Далее, функция
Ŝ = S − f(t, I0, p0, q0)
удовлетворяет уравнению (5.18):
∂Ŝ
∂t
= −H(I0). (6.3)
Следовательно,
Ŝ = S −H(I0)t + g(I0, p0, q0).
Параметры αk+1, . . . , αn — это начальные данные переменных действие I01 , . . . , I0n−k. Усло-
вия 1 и 2 теоремы 2, очевидно, выполнены. Следовательно, согласно (5.20),
∂Ŝ
∂I0j
= aj, j = 1, . . . , n− k,
откуда получаем формулы для изменения угловых переменных со временем:
ϕj =
∂H
∂I0j
t + aj +
∂g
∂I0j
.
Поскольку aj — произвольные постоянные, то можно положить g = 0.
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В рассматриваемом случае уравнение (6.3) принимает вид
∂Ŝ
∂t
+ H
(
∂Ŝ
∂ϕ1
, . . . ,
∂Ŝ
∂ϕn−k
)
= 0.
Это — обычное уравнение Гамильтона –Якоби для приведенной гамильтоновой системы
с n− k степенями свободы. Этот факт является отражением следующего более общего на-
блюдения: теоремы о некоммутативно интегрируемых системах сводятся к классической
теореме Лиувилля о вполне интегрируемых системах и теореме Ли–Картана о замкнутых
наборах первых интегралов.
В качестве иллюстративного примера к теоремам 2 и 3 рассмотрим задачу о движении
по инерции материальной частицы по плоскости R2 = {x1, x2}. Ясно, что частица движется
по прямой с постоянной скоростью. В этом смысле задача тривиальна. Но с другой сто-
роны, движение частицы по плоскости — простой пример некоммутативно интегрируемой
системы, на котором можно проиллюстрировать теорему 2, не прибегая к специальным
каноническим переменным I, p, ϕ, q.
Гамильтонова система с гамильтонианом
H =
1
2
(y21 + y
2
2)
допускает три первых интеграла:
F1 = y1, F2 = y2, F3 = x2y1 − x1y2. (6.4)
Этот набор интегралов замкнутый, поскольку
{F1, F2} = 0, {F1, F3} = −F2, {F2, F3} = F1.
Если c21 + c22 = 0, то уравнения (5.1) задают одномерное инвариантное многообразие. В про-
тивном случае первые интегралы (6.4) зависимы.
Пусть c1 = 0. В качестве координаты на Σ1 примем x1. Тогда
y1 = c1, y2 = c2, x2 =
c2x1 + c3
c1
и
ω = c1 dx1 +
c22
c1
dx1 = dS,
откуда
S =
c21 + c
2
2
c1
x1.
Далее,
Ŝ =
c21 + c
2
2
c1
x1 − c
2
1 + c
2
2
2
t. (6.5)
Можно проверить, что первое условие теоремы 2 сводится к равенству
c1
∂c2
∂α
− c2∂c1
∂α
= 0. (6.6)
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Если в качестве параметра α принять полярный радиус (c1 = α sinψ, c2 = α cosψ; по-
скольку c1 = 0, то sinψ = 0), то соотношение (6.6) будет автоматически выполнено. Тогда
функция (6.5) примет вид
Ŝ =
α
sinψ
x1 − α
2
2
t.
Второе условие теоремы 2, конечно, выполнено. Следовательно, соотношение (5.20) дает
нам закон изменения первой координаты:
x1
sinψ
− αt = a.
Итак, x1 = c1t + a′, a′ = const.
7. Исторический комментарий
В 1909 году В.А.Стеклов опубликовал три заметки по теории гамильтоновых систем [9–
11]. Недавно они переведены на русский язык и помещены в сборнике [12]. К сожалению,
в отличие от других работ В.А.Стеклова, сжато написанные статьи [9–11] оказались невос-
требованными и не попали в орбиту современной аналитической динамики и теории дина-
мических систем. Оказывается, они имеют много общего с содержанием настоящей работы
(особенно §§ 5 и 6), и поэтому здесь уместно дать их краткий комментарий.
Отправным пунктом для В.А.Стеклова служат «Лекции по динамике» Якоби, особен-
но лекция 35, в которой развивается связь метода Гамильтона–Якоби с теорией канониче-
ских преобразований, представленной в форме соответствующих свойств скобок Пуассона.
В.А.Стеклов рассматривает m  n алгебраических уравнений (5.1) (не содержащих вре-
мя) и выражает из них импульсы системы и часть обобщенных координат через другие
координаты (как это делается в § 5; см. соотношения (5.7)). На функции из набора (5.1)
накладывается условие: ограничение фундаментальной 1-формы Σyi dxi на интегральные
многообразия (5.1) будет замкнутой дифференциальной формой. С локальной точки зрения
(принимаемой В.А.Стекловым), это полный дифференциал некоторой гладкой функции,
зависящей от части обобщенных координат: ω = dS. Согласно предложению 2, это означает,
что набор m функций (5.1) удовлетворяет условию некоммутативной интегрируемости.
Таким образом, за 60 лет до работ Н.Н.Нехорошева [8] и А.С.Мищенко и А.Т.Фо-
менко [13] В.А.Стеклов фактически ввел класс некоммутативно интегрируемых систем
и исследовал их локальные свойства. Отправляясь от исходного набора функций (5.1),
В.А.Стеклов вводит канонические переменные, сходные по своим свойствам с канониче-
скими переменными Н.Н.Нехорошева (переменные I, p, ϕ, q из § 6) [11]. Этот результат
позволяет В.А.Стеклову прийти к заключению, что общий случай существования некомму-
тативного набора первых интегралов по существу сводится к классической теореме Лиувил-
ля, примененной к редуцированной гамильтоновой системе [11]. Результаты В.А.Стеклова
«поглощаются» более общей теоремой Ли–Картана, которую мы использовали при доказа-
тельстве предложения 2.
Стоит отметить, что теорема Ли–Картана установлена Софусом Ли еще в 1873 году.
Она изложена им в книге [14] (гл. 9, теорема 23). Конечно, для современного читателя
покажется непривычной терминология, которую использовал С.Ли. Теорема Ли передока-
зана Э.Картаном в [6] без упоминания работы С.Ли. Э.Картан использовал эту теорему
для решения задачи о понижении порядка гамильтоновых систем с известными первыми
интегралами. В.А.Стеклов в своих заметках [9–11] упоминает результаты Ли и Майера, но
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без точных ссылок. Вообще, заметки [9–11] — это вариации на темы теоремы Ли–Картана,
связанные с точным интегрированием уравнений Гамильтона.
В.А.Стеклов постоянно стремится придать своим построениям конструктивный ха-
рактер, используя только алгебраические операции и простые квадратуры. Поэтому в [9–
11] фактически сформулирована известная теорема А.В.Браилова [15] об интегрируемости
в квадратурах гамильтоновых систем с функционально замкнутым набором первых инте-
гралов, удовлетворяющих условию некоммутативной интегрируемости.
Наши результаты, содержащиеся в §§ 5 и 6, следует рассматривать как развитие идей
и результатов работ В.А.Стеклова [9–11]. Мы соединяем идеи В.А.Стеклова по некомму-
тативно интегрируемым системам с идеями классического метода Гамильтона–Якоби и тем
самым предлагаем еще один путь явного интегрирования уравнений классической механи-
ки, который, конечно, нуждается в дальнейшем изучении и совершенствовании.
Автор признателен А.В.Болсинову и А.В.Борисову за полезные обсуждения.
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We develop a new method for solving Hamilton’s canonical diﬀerential equations. The method
is based on the search of invariant vortex manifolds of special type. In the case of Lagrangian
(potential) manifolds, we arrive at the classical Hamilton – Jacobi method.
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