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 Incorporating safety into the transportation planning stage, which is often termed as 
transportation safety planning (TSP), relies on the vital interplay between zone characteristics 
and zonal traffic crashes. Although a few safety studies had made some effort towards 
integrating safety and planning, several unresolved problems and a complete framework of TSP 
are still absent in the literature. This research aims at examining the suitability of the current 
traffic-related zoning planning process in a new suggested planning method which incorporates 
safety measures. In order to accomplish this broader research goal, the study defined its research 
objectives in the following directions towards establishing a framework of TSP- i) exploring the 
existing key determinants in traditional transportation planning (e.g., trip generation/distribution 
data, land use types, demographics, etc.) in order to develop an effective and efficient TSP 
framework, ii) investigation of the Modifiable Aerial Unit Problem (MAUP) in the context of 
macro-level crash modeling to investigate the effect of the zone’s size and boundary, iii) 
understanding neighborhood influence of the crashes at or near zonal boundaries, and iv) 
development of crash-specific safety measure in the four-step transportation planning process. 
 This research was conducted using spatial data from the counties of West Central Florida. 
Analysis of different crash data per spatial unit was performed using nonparametric approaches 
(e.g., data mining and random forest), classical statistical methods (e.g., negative binomial 
models), and Bayesian statistical techniques. In addition, a comprehensive Geographic 
Information System (GIS) based application tools were utilized for spatial data analysis and 
representation. 
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 Exploring the significant variables related to specific types of crashes is vital in the 
planning stages of a transportation network. This study identified and examined important 
variables associated with total crashes and severe crashes per traffic analysis zone (TAZ) by 
applying nonparametric statistical techniques using different trip related variables and road-
traffic related factors. Since a macro-level analysis, by definition, will necessarily involve 
aggregating crashes per spatial unit, a spatial dependence or autocorrelation may arise if a 
particular variable of a geographic region is affected by the same variable of the neighboring 
regions. So far, few safety studies were performed to examine crashes at TAZs and none of them 
explicitly considered spatial effect of crashes occurring in them. In order to understand the clear 
picture of spatial autocorrelation of crashes, this study investigated the effect of spatial 
autocorrelation in modeling pedestrian and bicycle crashes in TAZs. Additionally, this study 
examined pedestrian crashes at Environmental Justice (EJ) TAZs which were identified in 
compliance with the various ongoing practices undertaken by Metropolitan Planning 
Organizations (MPOs) and previous research. Minority population and the low-income group are 
two important criteria based on which EJ areas are being identified. These unique areal 
characteristics have been of particular interest to the traffic safety analysts in order to investigate 
the contributing factors of pedestrian crashes in these deprived areas.  
 Pedestrian and bicycle crashes were estimated as a function of variables related to 
roadway characteristics, and various demographic and socio-economic factors. It was found that 
significant differences are present between the predictor sets for pedestrian and bicycle crashes. 
In all cases the models with spatial correlation performed better than the models that did not 
account for spatial correlation among TAZs. This finding implied that spatial correlation should 
be considered while modeling pedestrian and bicycle crashes at the aggregate or macro-level. 
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Also, the significance of spatial autocorrelation was later found in the total and severe crash 
analyses and accounted for in their respective modeling techniques. 
 Since the study found affirmative evidence about the inclusion of spatial autocorrelation 
in the safety performance functions, this research considered identifying appropriate spatial 
entity based on which TSP framework would be developed. A wide array of spatial units has 
been explored in macro-level crash modeling in previous safety research. With the advancement 
of GIS, safety analysts are able to analyze crashes for various geographical units. However, a 
clear guideline on which geographic entity should a modeler choose is not present so far. This 
preference of spatial unit can vary with the dependent variable of the model. Or, for a specific 
dependent variable, models may be invariant to multiple spatial units by producing a similar 
goodness-of-fits. This problem is closely related to the Modifiable Areal Unit Problem which is a 
common issue in spatial data analysis. The study investigated three different crash (total, severe, 
and pedestrian) models developed for TAZs, block groups (BGs) and census tracts (CTs) using 
various roadway characteristics and census variables (e.g., land use, socio-economic, etc.); and 
compared them based on multiple goodness-of-fit measures. 
 Based on MAD and MSPE it was evident that the total, severe and pedestrian crash 
models for TAZs and BGs had similar fits, and better than the ones developed for CTs. This 
indicated that the total, severe and pedestrian crash models are being affected by the size of the 
spatial units rather than their zoning configurations. So far, TAZs have been the base spatial 
units of analyses for developing travel demand models. Metropolitan planning organizations 
widely use TAZs in developing their long range transportation plans (LRTPs). Therefore, 
considering the practical application it was concluded that as a geographical unit, TAZs had a 
relative ascendancy over block group and census tract. 
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 Once TAZs were selected as the base spatial unit of the TSP framework, careful 
inspections on the TAZ delineations were performed. Traffic analysis zones are often delineated 
by the existing street network. This may result in considerable number of crashes on or near 
zonal boundaries. While the traditional macro-level crash modeling approach assigns zonal 
attributes to all crashes that occur within the zonal boundary, this research acknowledged the 
inaccuracy resulting from relating crashes on or near the boundary of the zone to merely the 
attributes of that zone. A novel approach was proposed to account for the spatial influence of the 
neighboring zones on crashes which specifically occur on or near the zonal boundaries.  
 Predictive model for pedestrian crashes per zone were developed using a hierarchical 
Bayesian framework and utilized separate predictor sets for boundary and interior (non-
boundary) crashes. It was found that these models (that account for boundary and interior crashes 
separately) had better goodness-of-fit measures compared to the models which had no specific 
consideration for crashes located at/near the zone boundaries. Additionally, the models were able 
to capture some unique predictors associated explicitly with interior and boundary-related 
crashes. For example, the variables- ‘total roadway length with 35mph posted speed limit’ and 
‘long term parking cost’ were statistically not significantly different from zero in the interior 
crash model but they were significantly different from zero at the 95% level in the boundary 
crash model. 
 Although an adjacent traffic analysis zones (a single layer) were defined for pedestrian 
crashes and boundary pedestrian crashes were modeled based on the characteristic factors of 
these adjacent zones, this was not considered reasonable for bicycle-related crashes as the 
average roaming area of bicyclists are usually greater than that of pedestrians. For smaller TAZs 
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sometimes it is possible for a bicyclist to cross the entire TAZ. To account for this greater area of 
coverage, boundary bicycle crashes were modeled based on two layers of adjacent zones.  
 As observed from the goodness-of-fit measures, performances of model considering 
single layer variables and model considering two layer variables were superior from the models 
that did not consider layering at all; but these models were comparable.  
 Motor vehicle crashes (total and severe crashes) were classified as ‘on-system’ and ‘off-
system’ crashes and two sub-models were fitted in order to calibrate the safety performance 
function for these crashes. On-system and off-system roads refer to two different roadway 
hierarchies. On-system or state maintained roads typically possess higher speed limit and carries 
traffic from distant TAZs. Off-system roads are, however, mostly local roads with relatively low 
speed limits. Due to these distinct characteristics, on-system crashes were modeled with only 
population and total employment variables of a zone in addition to the roadway and traffic 
variables; and all other zonal variables were disregarded. For off-system crashes, on contrary, all 
zonal variables was considered.  
 It was evident by comparing this on- and off-system sub-model-framework to the other 
candidate models that it provided superior goodness-of-fit for both total and severe crashes. 
 Based on the safety performance functions developed for pedestrian, bicycle, total and 
severe crashes, the study proposed a novel and complete framework for assessing safety (of these 
crash types) simultaneously in parallel with the four-step transportation planning process with no 
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1 
CHAPTER ONE: INTRODUCTION 
Background and Research Motivation 
 The recent emphasis on transportation safety planning (TSP) issues has shed light on the 
importance in dealing with macroscopic crash data. Understanding the interplay between various 
covariates and zonal level crashes is important in road safety, as a built-in component, has been 
increasingly considered in the transportation planning (TP) process. The Safe, Affordable, 
Flexible, Efficient, Transportation Equity Act - A Legacy for Users (SAFETEA-LU)  (FHWA, 
2005) in accordance with the United States (US) Code, requires the US Department of 
Transportation (DOT) to consider safety in the transportation planning process. As such, safety 
conscious planning is under rapid development. Of vital importance in integrating safety with 
planning is a reliable tool to forecast safety at the regional planning scale. This requires the 
forecast of crash potentials (measures) for alternative transportation planning schemes given a 
number of zone-level characteristics. Moreover, there is a need for transportation agencies at 
various levels to regularly monitor region-level safety and provide incentives to reduce the 
number of traffic casualties in a region’s safety programs. Therefore, a reliable assessment of 
safety is indispensable by estimating the aggregate crash potentials associated with the target 
road network residing in different spatial scales.  
 In the past decade, toward a performance-based planning approach, considerable efforts 
have been made to explore various safety conscious planning approaches to form the next-
generation planning method, i.e., TSP. However, most of these efforts are still limited to a mono-
directional pattern, i.e. from safety to planning. More specifically, major focus has been on 
incorporating safety measures into typical TP processes at various levels. This limitation is by 
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virtue of the fact that most existing studies have been accomplished by safety partners, rather 
than planning. Hence, for a practical advancement of TSP, there is a significant need to also 
consider the safety from the perspective of planning, and thus resulting in a rational bi-
directional pattern. 
 Recently, aggregate crash prediction models have been developed to facilitate the 
implementation of TSP. Most of these studies are based on existing zonal scale levels such as 
TAZ or census tract. However, traffic crashes exhibit extreme spatiotemporal heterogeneity 
which has never been a consideration in partitioning traffic zones. Moreover, most of the data 
used in the TSP analysis models, e.g., socioeconomic and demographic data, are collected and 
aggregated at different scale and zone delineations.  
Incorporating safety in the transportation planning stage has been challenging from 
different perspectives. For example, macroscopic crash modeling of aggregated crash data is 
criticized of having problems with multicollinearity and spatial dependence. Also, up till now, 
there is no comprehensive investigation assessing how scale and zoning effects influence 
statistical results of safety modeling. This problem is closely related to the Modifiable Areal Unit 
Problem (MAUP) that is a common issue in spatial data analysis. MAUP refers to the issue of 
inconsistent statistical analysis results when dealing with geographic zonal data with different 
aggregation configurations. The identification and assessment of MAUP effects becomes a 
pressing issue in the emerging TSP as it may lead to unreliable and inaccurate analysis results. 
Therefore, it is questionable if the traditional TP-related zonal delineations appropriate or 
adequate to reflect various heterogeneities from the safety perspective.  
 The study integrates safety and planning by optimizing safety analysis zones and 
incorporating trip-related data in safety analysis. This would provide significant advancements in 
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TSP theory and hence facilitate practitioners with a more effective and efficient framework for 
safety conscious planning practice.   
Research Objectives and Strategies 
 This research aims at establishing the suitability of the current traffic-related zoning 
planning process in a new suggested planning method which incorporate safety measures and 
would also be known as the Transportation Safety Planning (TSP). In order to accomplish this 
broader research goal, the study defined its research objectives in the following directions 
towards establishing a framework of TSP-  
i) exploring the existing key determinants in traditional transportation planning (e.g., trip 
generation/distribution data, land use types, demographics, etc.) in order to develop an 
effective and efficient TSP framework,  
ii) investigation of Modifiable Aerial Unit Problem (MAUP) in the context of macro-level 
crash modeling, 
iii) understanding neighborhood influence of the crashes at or near zonal boundaries, and  
iv) development of crash-specific safety measure in the four-step transportation planning 
process. 
 To accomplish the above listed goals the following major strategies were followed- 
• Exploring significant factors associated with different types of macro-level/aggregated 
crashes.  
• Understanding spatial autocorrelation between zonal geographic entity and various 
dependent/independent predictors. 
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• Macroscopic modeling of different crash types per Traffic Analysis Zone (TAZ) using 
nonparametric approach (e.g., data mining and random forest), classical statistical 
methods (e.g., negative binomial models), and Bayesian statistical techniques. 
• Investigating the Modifiable Areal Unit Problem in different crash models in the context 
of TAZs, census tracts and block groups.  
• Addressing the problem of zonal affiliation of crashes (explicitly for pedestrian and 
bicycle crashes) that are located on Traffic Analysis Zone boundaries. 
• Modeling total and severe type crashes based on the network hierarchy within a TAZ. 
• Developing a framework for TSP using the results from the aforementioned research 
efforts. 
Organization of the Dissertation 
 Following this chapter a detailed review of literature is provided which introduces Traffic 
Analysis Zones and then discusses previous researches relevant to specific objectives of the 
study in different sub-sections. The third chapter provides a brief overview of the data used in 
this study. Chapter four uses some data mining techniques to explore the associations of various 
types of variables with total and severe crashes. While chapter five investigates spatial 
autocorrelation in development of safety performance functions by considering pedestrian and 
bicycle crashes as modeling examples. This chapter also sheds light on examining factors related 
to the pedestrian crashes in environmental justice areas. Chapter six deals with the famous 
modifiable areal unit problem (MAUP) by investigating total, severe, and pedestrian crashes  for 
three different geographical units (census tracts, traffic analysis zones, and block groups). 
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Chapters seven and eight present the novel approach for accounting neighborhood effect on 
boundary related pedestrian and bicycle crashes, respectively. Chapter nine argues the 
justification of separating motor vehicle crashes (total and severe crashes) based on on-system 
and off-system locations which is a different approach compared to that of bicycle/pedestrian 
crashes; and presents safety performance functions for total and severe crashes. Finally, the 
dissertation ends with a summary of the research efforts, concluding remarks and some future 
extension of this work. 
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CHAPTER TWO: REVIEW OF LITERATURE 
 In the past decade aggregate or macro-level safety research has been emphasized in the 
transportation literature. The SAFETEA-LU (FHWA, 2005) in accordance with the United 
States (US) Code, requires the US Department of Transportation (DOT) to consider safety in the 
transportation planning process. Since transportation planning steps always involve some sort of 
geographical entity, predicting crashes for those entities has not only been a mere avenue of 
safety research but also demanded practical application from practitioners.   
 Since macro-level crashes have been investigated at various spatial aggregations, we start 
with discussing the census geography hierarchy in the context of the United States.  
Census Geography Hierarchy and the Traffic Analysis Zones 
 The breakdown of census geography of the United States is shown in Figure 1 below. As 
illustrated, the smallest geography/spatial unit is the census block. According to the geography 
hierarchy, a block group is a collection of census blocks and a census tract is a collection of 




Figure 1: The Main Census Geography Hierarchy (Based on Peter and MacDonald, 2004). 
 
Block, Block Group, and Census Tract 
 This discussion in this subsection is based explicitly on U.S. Census Bureau (2007, 
Appendix A) 
 According to the US Census Bureau, census blocks are the smallest geographical unit. A 
census block is usually bounded by visible features, such as streets, roads, streams, and railroad 
tracks, and by invisible boundaries, such as city, town, township, and county limits, property 
lines, and short imaginary extensions of streets and roads. Geographical boundary of census 
blocks may range from small areas (such as a block bounded by city streets) to many square 
miles of territory (for sparsely settled areas). Typically there are about 85 people per block. 
8 
Therefore, due to confidentiality requirements, comparatively little census information is made 
available for blocks. 
 Block groups (BGs) are collection of census blocks. BGs cannot cross the boundaries of 
states, counties, or equivalent entities, except for a BG delineated by American Indian tribal 
authorities. In addition a BG cannot cross a census tract boundary, but if needed, may cross the 
boundary of any other geographic entity such as census block. BGs population ranges between 
600 and 3,000 people, with an optimum size of 1,500 people. BGs are the lowest level for which 
census data are made available.  
 BGs are then assembled into census tracts (CTs). CTs are designed to provide a stable set 
of geographic units for the presentation of statistical data. A CT usually covers a contiguous area 
with a general population size of 1200-8000 people, with an optimum size of 4000 people. When 
first delineated, CTs were created in such a way that they represent a relatively homogeneous 
area in terms of population characteristics, economic status, and living conditions. 
Traffic Analysis Zones  
 A traffic analysis zone (TAZ) is a statistical entity delineated by state departments of 
transportation (DOTs) and/or metropolitan planning organizations (MPOs) officials for 
tabulating traffic-related census data such as, journey-to-work and place-of-work statistics (U.S. 
Census Bureau, 2007). A TAZ may consist of one or more census blocks, block groups, or 
census tracts (U.S. Census Bureau, 2007); but usually it is a spatial aggregation of census blocks 
(Peters and MacDonald, 2004). TAZ boundaries generally coincide with identifiable physical 
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barriers such as major streets and water bodies and delineated in such a way that within each 
TAZ the land use activities are relatively homogeneous. 
 As cited by You et al. (1997) the most important criteria used to define TAZs include 
spatial contiguity, homogeneity, and compactness. Therefore, it is speculated that TAZs should 
have advantage in macro-level crash prediction models not only because they are relatively 
homogeneous but also are defined based on available transportation and traffic factors and 
widely used by Metropolitan Planning Organizations (MPOs) for travel demand management 
(TDM). Also TAZs have been considered as a basis for the aggregate modeling process (Miller 
and Shaw, 2001). 
Previous Research on Macro-Level Safety 
 A macro-level analysis, by definition, will necessarily involve aggregating crashes per 
spatial units ignoring the specific crash locations. On the contrary, site-specific or micro-level 
safety research involves studying crashes at intersections, corridors, etc. which are components 
of a spatial entity. Different spatial units of analysis have been used in previous macro-level 
safety research. These include Block Group (Levine et al., 1995), TAZ (Abdel-Aty et al., 2011; 
De Guevara et al., 2004; Hadayeghi et al., 2003, 2006, 2010a, 2010b; Ng et al., 2002; Siddiqui, 
2009; Washington et al., 2010; Naderan and Shahi, 2010), Wards of London (Noland and 
Quddus, 2004a; Quddus, 2008), Standard Statistical Regions of the United Kingdom (Noland 
and Quddus, 2004b), Census Tract (LaScala et al., 2000; Loukaitou-Sideris  et al., 2007; Wier et 
al., 2009; Cottrill and Thakuriah, 2010; Ukkusuri et al., 2011), County (Aguero-Valverde and 
Jovanis, 2006; Amoros and Laumon, 2003; Huang et al., 2010; Karlaftis and Tarko, 1998; 
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Noland and Oh, 2004), State (Noland, 2003), local health areas (MacNab, 2004), and grid-based 
structure (Kim et al., 2006). All the studies mentioned above have aggregated crashes based on 
their respective spatial unit of analysis. Crashes within a geographic boundary were assigned to 
various attributes of the same geographic region and modeled using different statistical 
techniques. 
 The crash models developed in these studies have incorporated different categories of 
variables in predicting crash occurrences. Amoros and Laumon (2003) compared traffic safety in 
several counties in France taking different road types and socio-economic characteristics into 
account. Aguero-Valverde and Jovanis (2006) investigated crash risk for Pennsylvania counties 
with respect to socio-demographics, weather conditions, transportation infrastructure and amount 
of travel. Noland and Oh (2004) examined association of various road network infrastructure and 
some demographic and socio-economic variables with crashes in the counties of Illinois. Amoros 
and Laumon (2003) found significant interaction between county and road type. Other positively 
associated road related significant factors in the above mentioned studies included road mileage 
and road density (Aguero-Valverde and Jovanis, 2006) and number of lanes (Noland and Oh, 
2004). Among the demographic variables Aguero-Valverde and Jovanis (2006) found that 
counties with a higher percentage of the population under poverty level, higher percentage of 
their population in age groups 0-14, 15-24, and over 64 have significantly increased crash risk. 
Huang et al. (2010) concluded that the safety status is worse for more deprived areas with lower 
income and educational level, and higher unemployment rate, in comparison to relatively 
affluent areas. Also counties with higher traffic intensity and population density, and a higher 
level of urbanization are associated with higher crash risks (Huang et al., 2010). Noland and Oh 
(2004) argued that their analyses results did not change much when demographic variables were 
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included, although they found these variables appear to capture the residual time trend associated 
with reductions in both fatalities and reported crashes. 
 Karlaftis and Tarko (1998) used clustering techniques to generate homogeneous groups 
with similar socio-economic, traffic and infrastructure characteristics for the counties of Indiana. 
Their results showed that models developed for homogeneous clusters of counties were more 
efficient than the models considering all counties together (pooled data).  
 Wier et al. (2009) looked at the vehicle-pedestrian injury collisions at 176 San Francisco, 
California census tracts which are spatially disaggregated from the counties. The predictor 
variables that were examined in their study included street, land use, and population 
characteristics and their final model was able to explain approximately 72% of the systematic 
variation of the vehicle-pedestrian injury collisions at the census tract level. It was evident from 
their study that traffic volume was the primary cause of vehicle-pedestrian injury collisions at the 
area level. Additionally, employee and resident populations, arterial streets without public 
transit, proportion of people living in poverty, and proportion of people aged 65 and over were 
among the other statistically significant predictors.  
 Noland and Quddus (2004) analyzed ward level crash data for England using land use 
types, road characteristics and demographic data. Their (Noland and Quddus, 2004) findings 
suggested that areas with high employment density had more traffic casualties, urbanized more 
densely populated areas were associated with fewer casualties, and road length had positive 
association with serious injuries. Levine et al. (1995) examined the zonal relationship of motor 
vehicle crashes to population, employment and road characteristics using census block group as 
the unit of analysis. Their analysis revealed that increased population and miles of major arterials 
were associated with increased number of crashes per census block group. 
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 LaScala et al. (2000) investigated relationships between specific environmental and 
demographic characteristics of the City and County of San Francisco and pedestrian injuries. The 
key variables related to the pedestrian injury rates were identified as the traffic flow, population 
density, age composition of the local population, unemployment, gender and education. They 
used a linear regression model that provided statistical correction for spatial correlation. The 
study retrieved dependent and independent variable information across census tract units.  
 Loukaitou-Sideris et al. (2007) attempted ordinary least square regression to model the 
frequency of pedestrian crashes and socio-demographic and land use characteristics at the census 
tract level. The study found that neighborhoods with high population and employment density, 
high traffic volumes, and large concentration of commercial/retail and multifamily residential 
land uses have a higher probability for pedestrian crashes. 
 Also, Loo and Tsui (2010) conducted a spatial analysis of bicycle crashes in which they 
aggregated crashes that occurred within 10, 100 and 500 meters of a buffer from the centerlines 
of bicycle tracks in Hong Kong for a period of three years (2005-2007). They applied buffer 
analysis, Chi-square tests, analysis-of-variance and binary logistic regression to analyze these 
crashes and concluded that the bicycle safety problem has a clear spatial dimension. They 
reported that the crash circumstances in different parts of Hong Kong differed systematically. 
 Cottrill and Thakuriah (2010) analyzed the relationship between pedestrian-vehicle 
crashes and characteristics of areas with high minority and low-income populations in the 
Chicago metropolitan area. The authors emphasized the incorporation of measures for safety 
improvement within EJ areas. They found that pedestrian crashes in EJ areas are related to the 
pedestrian exposure variable, crime rates, transit availability, and general population 
demographics such as income and presence of children.  
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 The above mentioned studies contribute in developing knowledge base for safety 
considerations during the transportation planning stages which is also termed as transportation 
safety planning (TSP). The following section discusses some of the TSP initiatives undertaken so 
far at the state, federal and research level. 
Transportation Safety Planning Initiatives 
 A number of programs have been initiated at the state and federal levels to explore how 
transportation safety planning (TSP) could be implemented effectively and efficiently. Some of 
the existing topics cover- 
• detailing how to integrate safety into transportation planning at various levels, e.g. 
NCHRP Report 546 (Washington et al. 2006);  
• providing factual information and tools to facilitate the explicit safety consideration into 
roadway design and operational decision, e.g. Highway Safety Manual (2010); 
• standardizing safety performance measures in the transportation planning process, e.g. 
FHWA Report FHWA-HEP-09-043 (Herbel et al., 2009); 
• summarizing noteworthy safety practices of stakeholders, e.g. FHWA Report FHWA-
HEP-08-017 (FHWA, 2008); 
• forecasting the safety impacts of socio-demographic changes and safety countermeasures 
(Washington et al., 2010) 
• relating crashes to congestion and evaluating the cost to society; and 
• the federal initiative of performance based planning. 
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 These efforts are, however, from safety to planning. To overcome this limitation the next 
step would be a bi-directional integration of the developed safety measures and tools with the 
conventional transportation planning practice. Therefore, this study would possibly be a critical 
step toward the efficient and effective TSP practices in a new agenda.   
 Leur and Sayed (2003) argued that although a proactive approach is supposed to improve 
the overall safety performance, there is a poor understanding of incorporating safety in proactive 
plans. They (Leur and Sayed, 2003) identified some of the reasons of such poor understanding 
which include- lack of opportunity within the traditional transportation planning process to 
explicitly consider road safety issues, and lack of necessary methodology and reliable tools to 
evaluate road safety in a proactive manner. 
 Lovegrove and Sayed (2006a) developed a series of crash prediction models for 
evaluating neighborhood traffic safety. They (Lovegrove and Sayed, 2006b) used these models 
in two road safety planning applications where they evaluated four neighborhood network 
structures. The authors (Lovegrove and Sayed, 2006b) found that their conceptual networks were 
safer than the conventional grid and cul-de-sac neighborhood street patterns. Recently they 
(Lovegrove and Sayed, 2010) applied these models to evaluate road safety of a regional 
transportation plan in Greater Vancouver neighborhoods in British Columbia, Canada.  
Statistical Approaches in Modeling Aggregated Crashes 
 A wide spectrum of modeling approaches have been incorporated in the aggregate level 
safety research so far. For example, negative binomial (NB) models have been widely used in 
analyzing aggregated crashes at TAZs (Hadayeghi et al., 2003, 2006; De Guevara et al., 2004; 
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Siddiqui, 2009), ward (Noland and Quddus, 2004), and county (Karlaftis and Tarko, 1998; 
Amoros and Laumon, 2003; Noland and Oh, 2004; Aguero-Valvarde and Jovanis, 2006) level. 
Wier et al. (2009) used ordinary least square regression to predict vehicle-pedestrian injury 
collision for the census tracts. Other methodologies found in the literature include log linear 
models (Washington et al., 2006) and geographically weighted regression (GWR) models 
(Hadayeghi et al., 2003) for TAZs, spatial lag models for block groups (Levine et al., 1995), and 
more recently Bayesian hierarchical models for the wards (Quddus, 2008) and Bayesian spatial 
models for the counties (Huang et al., 2010). 
 Some suggested statistical approaches for TSP are discussed below. 
Classification and Regression Tree 
 The application of the classification and regression tree (CART) in road safety analysis 
has been advocated due to its nonparametric nature and for providing strong, yet simple, variable 
exploration and predictive ability. CART has the advantage of handling a relatively large number 
of independent predictors. Also, being a nonparametric tool no functional form is required in 
modeling with CART and has both theoretical and applied ascendancy over multiple linear and 
negative binomial models in analyzing crash rates (Karlaftis and Golias, 2002). 
 The safety literature reflects several examples of CART application in analyzing crashes. 
For example, Stewart (1996) applied CART models to analyze motor vehicle crash data to 
estimate measures of driver injury severity when the crash consisted of a vehicle striking a fixed 
object on the roadside. He (Stewart, 1996) concluded that the tree structure has the advantage of 
determining complex interaction among the variables easily; however, if the target variable can 
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be approximated accurately by a known functional form of the independent predictors, the 
standard regression procedure would be expected to perform better than CART. It is well known 
that crash pattern often violates underlying assumptions made by the traditional regression 
functions. To compensate for multicollinearity between variables, missing observations, and the 
fact that the true model form was unknown for different factors affecting crashes at signalized 
intersections, Abdel-Aty et al. (2005) used tree based regressions. Chang and Chen (2005) 
analyzed two years of crash data from the national freeways in Taiwan using CART and 
traditional negative binomial models using different geometric, traffic characteristics, and 
environmental factors. Their study demonstrated CART to be a good alternative in analyzing 
freeway crash frequencies compared with negative binomial regression models from the 
prediction performances. More recently Yan et al. (2010) used hierarchical tree-based regression 
(HTBR) to explore train-vehicle crashes occurring at highway-rail grade crossings. The authors 
(Yan et al., 2010) developed several predictive crash models and assessed the effectiveness of 
the stop-sign treatment utilizing HTBR. Washington (2000) commented on tree based regression 
as a valuable data exploration technique for understanding the data structure or relationships 
among variables. Harb et al. (2009) used similar technique to classify drivers with evasive action 
and drivers with no evasive actions in their study exploring several driver, vehicle, and 
environmental characteristics associated with crash avoidance maneuvers. 
 Application of nonparametric regression trees in the other safety literature include- 
predictive modeling of rural crash frequency by Karlaftis and Golias (2002), analyzing rear end 
crashes by Yan and Radwan (2006), classification of intersection crashes by Qin and Han (2008), 
and exploring factors associated with crash avoidance maneuvers by Harb et al. (2009).  
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Random Forest 
 Random forest is a relatively new tool in exploring the importance ranking for the 
variables. Like other data mining tools random forest can handle large number of variables for a 
large dataset. Random forest technique can be incorporated in this regard to examine and rank 
important variables. Abdel-Aty et al. (2005) extensively used tree based variable importance 
ranking to identify important factors related with different collision types occurring at signalized 
intersections. Also, Abdel-Aty et al. (2008) argued that random forest is more robust variable 
selection tool as it exhausts a collection of multiple tree classifiers as compared to one single 
decision tree. 
 Random forest technique exploits bootstrap sampling to grow a collection of tree 
classifiers. The results from these trees are then used to assess the importance of the variables 
used in the tree modeling. Along with bootstrap sampling random forest also applies Gini 
impurity criterion so that the Gini impurity for the child nodes is less than the parent nodes. Gini 
decrease for each individual variable are added up for all trees in the forest and used to generate 
variable importance measure (Breiman and Cutler, web link). Abdel-Aty et al. (2008) and Harb 
et al. (2009) provide more details on how random forest important variable ranking algorithm 
works.  
Bayesian Safety Modeling 
 Bayesian methods offer a comprehensive and robust approach to model estimation. Also 
Bayesian models are not usually dependent on the assumption of asymptotic normality 
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underlying classical estimation methods such as maximum likelihood. Traditional classical 
estimation methods (e.g., Newton-Raphson method, least square, etc.) are designed to find a 
single optimum estimate, such as the maximum likelihood estimate. Sampling based methods of 
Bayesian estimation instead focus on estimating the entire density of a parameter. For example, 
in classical statistics the prediction of out-of-sample data often involves calculating moments or 
probabilities from the assumed likelihood for y evaluated at the selected point estimate θm, 
namely p(y∣θm). In the Bayesian method, the information about θ is contained not in a single 
point estimate but in the posterior density p(θ|y) and so prediction is correspondingly based on 
averaging p(y∣θ) over this posterior density (Congdon, 2001). 
 Several previous studies (Miaou et al., 2003; Aguero-Valvarde and Jovanis, 2006; 
Quddus, 2008) support the appropriateness of using Bayesian hierarchical models in macro-level 
crash analysis. Congdon (2003) argued that, among the benefits of the Bayesian approach are a 
more natural interpretation of parameter intervals, often termed Bayesian credible or confidence 
intervals, and the freedom of obtaining true parameter density. On the contrary, maximum 
likelihood estimates rely on normality approximations based on large sample asymptotics. New 
estimation methods assist in the application of Bayesian random effects models due to pooling 
strength across sets of related units (Congdon, 2003). 
 Huang and Abdel-Aty (2010) provided a good discussion on the advantages of Bayesian 
inference over the classical statistical methods in the context of traffic safety. 
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Transportation Safety Planning Challenges: I. Understanding Spatial Autocorrelation 
 Spatial dependence or autocorrelation arises when a particular variable of a geographic 
region is affected by the same variable of the neighboring regions. Therefore, it makes more 
sense to test for the existence of spatial autocorrelations of variables and if present, to account 
for the spatial effect in the analyses. This section addresses previous and relevant works pertinent 
with investigating spatial autocorrelation between zonal geographic entity, and different types of 
crashes and different independent predictors 
 The presence of spatial correlation in aggregated crash models based on any geographic 
entity has been reflected in previous handful of studies. LaScala et al. (2000) found that 
significant spatial relationships exist between specific environmental and demographic 
characteristics of the City and County of San Francisco and pedestrian injuries.  
 El-Basyouny and Sayed (2009) investigated the inclusion of spatial effects in micro level 
crash prediction models. They (El-Basyouny and Sayed, 2009) studied 281 urban corridors in 
Vancouver, Canada, and their fitted models had significant estimates for both heterogeneity and 
spatial correlation parameters. Also they found a significant correlation between the 
heterogeneity and spatial effects.  
 Aguero-Valvarde and Jovanis (2006) developed full Bayes models in the macro-level 
analysis of injury and fatal crashes at Pennsylvania counties. Their (Aguero-Valvarde and 
Jovanis, 2006) models for injury crashes revealed the existence of spatial correlation although no 
such evidence was found in their fatal crash models. Recently Huang et al. (2010) studied 
county-level variation in crash risk in Florida using Bayesian spatial model accommodating for 
spatial autocorrelation of adjacent counties. The authors (Huang et al., 2010) identified 
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significant spatial correlations in crash occurrence across adjacent counties. Levine et al. (1995) 
examined spatial relationship between activities which generate trips and motor vehicle crashes 
aggregated per census block using a spatial lag model for the City and County of Honolulu, 
Hawaii. They (Levine et al., 1995) commented that space is an important variable and need to be 
considered in crash models. 
 Quddus (2008) did a detailed aggregated crash analysis on census wards from the Greater 
London metropolitan area using non-spatial models (e.g., NB model), traditional econometric 
models, and Bayesian hierarchical model. He found contradicting results in the significance of 
spatial autoregressive coefficient between spatial autoregressive (SAR) model and spatial error 
model (SEM). He commented that SAR model specification is not appropriate for the crash data. 
The following excerpt is part of his conclusion from the study, 
“From the results found in paper, it can be suggested that the parameter estimates of 
crash prediction models associated with spatial units using NB models would be 
appropriate if the residuals from such models are not spatially correlated. It is envisaged 
that spatial dependence among spatial units would decrease at higher levels of spatial 
aggregation such as regions, counties and states. At a lower levels of spatial aggregation 
such as wards, enumeration districts postcode sectors, and super output areas (SOA), the 
presence of spatial correlation may be more common. This is certainly an active area for 
further research.” 
 In spite of being relatively superior zonal units from a transportation standpoint, not 
many safety studies were performed to examine crashes at TAZs. And none of them explicitly 
considered spatial effect of crashes occurring at TAZs. There is a dire need to understand the 
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clear picture of spatial autocorrelation of crashes in order to propose a proactive transportation 
safety plan based on this zonal unit. 
Transportation Safety Planning Challenge: II. Affiliation of Crashes on or Near Zonal 
Boundaries 
 All the previously mentioned macro-level safety studies have aggregated crashes based 
only on their respective spatial unit of analysis. That is crashes within a geographic boundary 
were assigned to various attributes of the same geographic region and modeled using different 
statistical techniques. However, question arises about the validity of such data preparation 
approach if there is considerable number of crashes on or near the boundaries between two 
zones. This problem is illustrated in Figure 2. Each polygon in the figure represents a TAZ and 
each black dot represents the location of a pedestrian crash. As seen, there were two pedestrian 
crashes on the boundary between TAZ # 200 and 201. It would be a reasonable assumption that 
attributes from both of these TAZs would have impacted in some way the risk of these two 
crashes. Similar analogy can be applied to the three other crashes at the junction between TAZs 
189, 190, 200, and 201.  
 As previously mentioned, many of these TAZs are delineated based on the existing 
highway network. If a substantial number of crashes occur in these particular highway links, it 
becomes a mandate to investigate the zonal affiliation of these crashes before they are aggregated 
for application in any kind of macro-level crash models.  
 It is my understanding that this specific issue was not adequately addressed in the 
previous macro-level safety literature and needs specific attention. 
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 Aside from the issue of boundary crashes, some other issues have been pointed out by 
some researchers. For example, De Guevara et al. (2004) mentioned that they had a problem with 
a varying level of accuracy among various data sources. This resulted in some street segments to 
belong to more than one zone. They neglected those segments as the error was thought to be 
small (about 5%). The same problem was reported in assigning data to a point such as crash 
location and bus-stop. Again this error was small and neglected by the authors. Washington et al. 
(2010) in their safety forecasting software proposed a solution to this problem by estimating the 
probability of a point or line to lie within a polygon. The analyst would have the option to 
estimate this probability using equal weight or by using a selected weight variable such as 
population, area, etc. Therefore, if a crash appears to be within the user specified search radius 
(measured from boundaries), it is divided into equal/unequal fractions depending on the type of 
weight variable and the number of zones appearing within that search radius. The crash fractions 
are then assigned to the respective TAZs. This procedure, however, does not account for or 
estimate the effect of neighboring zones on the aggregated crashes. 
 
Figure 2: Illustration of Boundary and Interior Crashes, TAZs of Hillsborough County, Florida, 
U.S. 
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Transportation Safety Planning Challenge: III. The Modifiable Areal Unit Problem 
 The Modifiable Areal Unit Problem (MAUP) is presented when artificial boundaries are 
imposed on continuous geographical surfaces and the aggregation of geographic data cause 
variation in statistical results (Openshaw, 1984). MAUP is bifurcated into two components: the 
scale effects and the zoning effects. The scale effects are the results of different levels of 
aggregation while the zoning effects are due to different zoning configurations at the same 
aggregate level.  
 Thomas (1996) provided insights on how the length of road segment influences the 
statistical description of accident counts and density. She found three distinct groups of segment 
based on her studied aggregation levels- i) for small segments about 100 meters, crash counts 
followed almost Poisson distribution, ii) for medium size segments (300 - 2000 meters), crash 
counts had an intermediate empirical distribution, and iii) for large segments (more than 2000 
meters), crash counts were almost normally distributed. Therefore, generalizations made at one 
level of spatial aggregation did not necessarily hold at another level (Thomas, 1996). This 
happened due to the scale effect of MAUP which caused inconsistent statistical results when data 
were aggregated at different geographic level. Even at the same level of aggregation, different 
zoning configurations will cause similar statistical anomalies (the zoning effect of MAUP).  
 Few transportation studies addressed MAUP. The studies by Chang et al. (2002) and 
Viegs et al. (2009) investigated the scale effect of traffic analysis zone (TAZ) on travel demand 
modeling. The other transportation research on MAUP focused mainly on transportation 
planning and travel demand analysis (e.g. Ding, 1998; Zhang and Kukadia, 2005). The TAZ 
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design problem was explored by Ding (1998) who assessed spatial data aggregation effects on 
multiple TAZ alternatives that are interactively generated.  
 Several authors (Cressie, 1993; Fotheringham et al., 2000; Griffith, 2003; and Swift et al., 
2008) argued that statistical techniques developed in disaggregate non-spatial data may not apply 
to the spatially aggregated data. This is related to the trust in the reliability of the statistics 
derived from different magnitude of spatial aggregation (Swift et al., 2008).  
 Blalock (1964) investigated the effect of four different aggregation criteria on the 
correlation coefficient and slope estimate of a bivariate linear model. His aggregation were based 
on i) random grouping, ii) grouping by independent variable, iii) grouping by dependent variable, 
and iv) grouping by proximity. In transportation safety analysis, crashes are typically aggregated 
based on census geographies. U.S. census geographies are in part function of population. 
Geographical units like census blocks, block groups, tracts, etc. have a specific range of 
population. In other words, these entities are function of independent variables such as 
population which is often used as one of the explanatory covariates in crash modeling. In this 
sense Blalock’s (1964) finding on ‘grouping by independent’ variable is of specific interest.  
Blalock found that for aggregation based on independent variable, the correlation coefficient 
increases with scale, but the aggregation does not have any systematic effect on the slope 
parameters. To assess MAUP in multivariate framework Fotheringham and Wong (1991) applied 
a linear and a logit regression model separately for block groups and census tracts of Buffalo 
metropolitan area in New York. They reported that unlike bivariate analysis, the effects of the 
MAUP in multivariate analysis are ‘essentially unpredictable’. Therefore, a specific type of crash 
model may have a better goodness-of-fit for a particular geographic entity while other crash 
types may not. To our knowledge, a clear picture about the extent to the MAUP in safety 
25 
analyses is still absent although the scale and zoning effect of MAUP is acknowledged by the 
researchers. MAUP has been a little addressed topic in the aggregate/macro-level safety research.  
 Enlisted below are some of the issues that exist while dealing with MAUP. 
• Assessment of MAUP effects varies greatly by literature, for example root-mean-square 
error (Khatib et al., 2001; Chang et al., 2002), spatial autocorrelation (Chou, 1991), 
Pearson’s correlation statistic (Openshaw and Taylor, 1979; Swift et al., 2008), general 
information statistic (Batty, 1976), segregation index D (Wong et al., 1999), Akaike 
Information Criterion (Nakaya, 2000), variance ratio (Larsen, 2000) etc. Moreover, most 
of these are for assessing scale effect.  
• Finding optimal zoning configurations and scales since mutivariate spatial non-
stationarity varies over space and there is no way to control it. 
• The use of spatial autocorrleation (Moran’s I and LISA) in examining MAUP effects; 
• Temporal MAUP bias. 
• Lack of study of MAUP in the context of specific statistical models e.g. Poisson 
distribution (Amrhein and Flowerdew, 1992). 
• Other effects besides scale and zoning impacts. 
Why Effects of MAUP in Macro-Level Crash Modeling should be Investigated? 
 With the advancement of Geographic Information System (GIS) digitalized boundary 
maps of various geographic units are now being readily available. Also, GIS maps for several 
census geographic regions are made available for public on the U.S. Census Bureau website. 
Road networks are also digitized and converted in the form of maps. This has made geo-coding 
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crash locations possible. Therefore, a safety analyst will have the luxury of fitting crash models 
for any type of spatial units. The above mentioned literature shows that various crash analyses 
had been conducted at different geographic entities. However, which geographic entity should 
the modeler choose has not yet been addressed. This preference of spatial unit can vary with the 
dependent variable of the model. Or, for a specific dependent variable, models may be invariant 
to multiple spatial units by producing a similar goodness-of-fits. To the best of our knowledge, 
this particular issue has not been properly addressed in the prior safety studies.  
 Up till now, there is no comprehensive investigation assessing how scale and zoning 
effects influence statistical results of safety modeling. MAUP may offshoot inconsistent 
statistical analysis results when dealing with geographic zonal data with different aggregation 
configurations. The identification and assessment of MAUP effects becomes a pressing issue in 
the emerging macro-level crash modeling as it may lead to unreliable and inaccurate analysis 
results. 
Application of Geographic Information System (GIS) and Geo-visualization in Traffic Safety 
 In the last two decades handful of studies have been conducted to explore, investigate and 
utilize Geographical Information System (GIS) as a tool in the analysis of crashes. In this study 
GIS is being used as an important platform for macro-level crash analysis and visualization. GIS 
map based software has been considered strongly as analytic tools in solving some of the 
objectives of the study. To help readers have a brief overview on the application of GIS in safety 
analysis a terse literature review is provided below. 
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 GIS has persuasively been used for ranking crash locations for effective use of safety 
funds (Chu et al., 1999), understanding child pedestrian crashes (Braddock et al., 1994) and in 
analyzing crash types (Levine et al., 1995; Hank et al., 1996), in identifying causes of crashes 
(Kim et al., 1995), analyzing pedestrian crash risk (McMahon, 1999; Schneider et al., 2004) etc.  
 GIS has been recommended as a useful tool for analyzing geographic context of crashes 
(Peled et al., 1996; Miller, 2000) and can be used in making practical decisions by identifying 
high risk locations (North Carolina Center for Geographic Information and Analysis, 2000). For 
example, Pulugurtha et al. (2007) applied GIS based methodology to identify high pedestrian 
crash zones in the Las Vegas metropolitan area. Miaou et al. (2003) emphasized that mapping 
transforms of spatial data into a visual form enhances the ability of users to observe, 
conceptualize, validate, and communicate information. Anderson (2009) presented an elaborate 
technique to identify hotspots using GIS along with Kernel density and K-means clustering 
considering crash and environmental data. Erdogan et al. (2008) used GIS as a management 
system for crash analysis and determination of hotspots in the highways of Afyonkarahisar in 
Turkey with statistical analysis methods. Later Erdogan (2009) further implemented the spatial 
analysis to identify higher risk provinces instead of a stretch of roadway in terms of roadway 
crashes and mortality. 
 Ng et al. (2002) applied GIS along with cluster and regression analysis to develop an 
algorithm to estimate the frequency and assess the risk of crashes. Kam (2003) applied GIS 
methodology to make operational his disaggregate measure of crash rate analysis in terms of 
crash rates where he removed the linearity assumption inherent in the conventional quotient 
indicator of crashes per unit travel distance. 
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 GIS has a strong ability to enhance spatial data preparations and analysis. GIS can be 
applied to validate crash locations before any quantitative spatial analysis (Loo, 2006). Abdel-
Aty et al. (2007) investigated spatial distribution of pedestrian/bicyclist crashes involving school-
aged children using GIS and estimated likelihoods of crash occurrence under different 
conditions. Their (Abdel-Aty et al., 2007) geo-spatial analysis identified crash-prone schools 
vicinity and recommended appropriate solutions to improve safety of school-aged children.  
 Bindra et al. (2009) in their study on predicting segment-intersection crashes concluded 
that using land development (by type) in areas surrounding the links instead of the traffic volume 
and other information about the minor roads and driveways, improves the performance of the 
models of minor intersection-related crashes. They used GIS land use inventories to supplement 
observed traffic volumes as exposure measures in their analyses. Li et al. (2007) developed a 
GIS-based Bayesian approach for intra-city motor vehicle crash analysis. Their (Li et al., 2007) 
results demonstrate the approach to be useful in estimating the relative risks, eliminating the 
instability of estimates while maintaining overall safety trends.  
Why This Research is Needed 
 Recently, aggregate crash prediction models have been developed to facilitate the 
implementation of TSP. Most of these studies are based on existing zonal scale levels such as 
TAZ/census tract. However, traffic crashes exhibit extreme spatiotemporal heterogeneity which 
has never been a consideration in partitioning traffic zones. Moreover, most of the data used in 
the TSP analysis models, e.g., socioeconomic and demographic data, are collected and 
aggregated at different scale and zone delineations.  
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 As mentioned in previous sections, aggregate crash analyses have been investigated 
considering various demographic, socio-economic, road and traffic characteristics. However, 
very few studies have taken trip data into account. This study aims at an efficient use of trip data 
in TSP modeling so as to essentially integrate the safety measures with the traditional TP 
practice. 
 Based on the literature review it is evident that the picture about the spatial 
autocorrelation among different zones and the covariates used for macro-level crash modeling is 
not very detailed. A thorough investigation at different zonal aggregation and different crash 
types is required prior to moving into the issue of TSP. 
 There is a serious gap in the safety literature addressing delineation of crashes occurring 
at zonal boundaries. To best of my knowledge, no studies yet have successfully investigated how 
crashes occurring at boundary are influenced by the neighboring zones or vice versa. In this 
regard, this study is thought to be very practical and timely.  
 Up till now, there is no comprehensive investigation assessing how scale and zoning 
effects influence statistical results of safety modeling. This problem is closely related to the 
Modifiable Areal Unit Problem (MAUP) that is a common issue in spatial data analysis. MAUP 
refers to the issues of inconsistent statistical analysis results when dealing with geographic zonal 
data with different aggregation configurations. The identification and assessment of MAUP 
effects becomes a pressing issue in the emerging TSP as it may lead to unreliable and inaccurate 
analysis results. Therefore, it is questionable that if the traditional TP-related zonal delineations 
are appropriate or adequate to reflect various heterogeneities from the safety perspective.  
30 
 It is expected that this research would contribute to the existing literature through detailed 
analysis of macro-level crashes with its implication toward transportation safety management 
and planning.  
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CHAPTER THREE: A BRIEF OVERVIEW OF THE DATA USED IN THE 
STUDY 
 The study was conducted using data from the District Seven counties of Florida, United 
States. District Seven (D7) as defined by the Florida Department of Transportation (FDOT) 
comprises of five counties which are Citrus, Hernando, Pinellas, Pasco, and Hillsborough (Figure 
3). The raw datasets for this research have been collected from various sources. Table 1 
summarizes various data sources used in the study.  
 
Table 1: Dataset Sources. 
 
Dataset description Data Source(s) 
Crash location maps Florida Department of Transportation (FDOT) 
TAZ maps FDOT District 7 (Hillsborough, Pinellas, Pasco, Citrus and Hernando 
County) Intermodal Systems Development Unit 
Census Tract maps United States Census Bureau  
Block Group maps United States Census Bureau  
Roadway maps FDOT and MetroPlan Orlando 
Demographic dataset FDOT District 7 Intermodal Systems Development Unit; 
US Census Tract Poverty Data 
Land use type Florida Geographic Data Library  
 
 The data were essentially received in two forms- as GIS maps (in ArcGIS (2008) shape 
or layer type files) and regular spreadsheets. Roadways were shown as line entities and (Figure 
4). Census tracts, block groups, and TAZs were as polygons in their respective shape files. 
Crashes were geocoded as point entity in the state map of Florida (Figure 5). Also a separate map 








Figure 4: GIS Map Depicting Roadway Network of District 7, Florida.  
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Figure 5: Spatial Distribution of Crashes Occurring in 2005-2006 at District 7, Florida. 
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 Census block, TAZ, and census tract were used as the spatial units of analysis. 
Depending on the nature of research objectives various sets of covariates were aggregated per 
spatial unit of analysis. Therefore, each of the following chapter comprises a separate sub-section 
describing necessary data preparation steps performed to accomplish that particular objective. 
The number of TAZ, census block and census tract used in the analyses of the study are shown in 
the table below. Note that the number of TAZs is based on 2004 Tampa Bay Regional Planning 
Model data; and the number of census blocks and census tracts are based on 2000 US Census. 
 
Table 2: Number of TAZ, Census Block and Census Tract Used in the Study. 
 







Citurs 92 Not used Not used NA 
Hernando 192 Not used Not used NA 
Hillsborough 738 795 249 1782 
Pasco 332 Not used Not used NA 
Pinellas 741 543 208 1492 
∑ 2095 1338 457  
 
 Preparation of dataset involved multiple software. ArcMap and ArcCatalog (ArcGIS, 
2008) was primarily used to perform majority of data extraction and visualization task. Several 
other statistical software were used for data preparation and crash modeling.  
 The complete list of different responses and predictors used in various steps of the study 
is provided in Table 3. 
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Table 3: List of Various Explanatory Variables. 
 
Variable Name Definition  
TAZ2004 Traffic Analysis Zone (as per year 2004)  
  
Response variables (per TAZ in years 2005-2006) 
 
Crash_freq Total number of crashes   
Severe_crashes Total number of fatal and severe injury crashes   
ped_crash_freq Total number of pedestrian crashes  
bicycle_crash_freq Total number of bicycle crashes   
   
Independent variables related to roadway characteristics 
 
seglen15 Total roadway segment length within a TAZ with posted speed limit (PSL) of 15 mph 
seglen25 Total roadway segment length within a TAZ with PSL of 25 mph  
seglen35 Total roadway segment length within a TAZ with PSL of 35 mph  
seglen45 Total roadway segment length within a TAZ with PSL of 45 mph  
seglen55 Total roadway segment length within a TAZ with PSL of 55 mph  
seglen65 Total roadway segment length within a TAZ with PSL of 65 mph  
TOT_ROAD Total roadway length  within a TAZ  
Intersection Total number of Intersections per TAZ  




Average AADT of major roads within a TAZ 
= Arithmetic mean of all the AADTs (of major roads) within a TAZ 
= 1
𝑛𝑛




Weighted average of AADT of major roads within a TAZ 
=
∑ [(𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴)𝑖𝑖 ∗ (𝐿𝐿𝐿𝐿𝑛𝑛𝐿𝐿ℎ𝑡𝑡 𝑜𝑜𝑜𝑜 𝑡𝑡ℎ𝐿𝐿 𝑚𝑚𝑚𝑚𝑚𝑚𝑜𝑜𝑚𝑚 𝑚𝑚𝑜𝑜𝑚𝑚𝑟𝑟)𝑖𝑖]𝑛𝑛𝑖𝑖=1
∑ (𝐿𝐿𝐿𝐿𝑛𝑛𝐿𝐿𝑡𝑡ℎ 𝑜𝑜𝑜𝑜 𝑡𝑡ℎ𝐿𝐿 𝑚𝑚𝑚𝑚𝑚𝑚𝑜𝑜𝑚𝑚 𝑚𝑚𝑜𝑜𝑚𝑚𝑟𝑟)𝑖𝑖𝑛𝑛𝑖𝑖=1
 
where, n is the total number of major roads within a TAZ 
 
AADT_sum 
Total AADT of major roads within a TAZ 
= ∑ (𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴)𝑖𝑖𝑛𝑛𝑖𝑖=1  , where, n is the total number of major roads within a TAZ 
 
 
AADT_max Maximum AADT of major roads within a TAZ  
AADT_min Minimum AADT of major roads within a TAZ  
VMT_major Vehicle Mile Traveled for major roads within a TAZ  
logAADTmean Natural logarithm of AADT_mean  
logAADTwmean Natural logarithm of AADT_wmean 
logAADTsum Natural logarithm of AADT_sum  
logAADTmax Natural logarithm of AADT_max  
logVMT Natural logarithm of VMT_major  
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Variable Notation Variable Description  
Independent variables related to various trip productions and trip attractions 
   
HBWP Home Base Work Productions  
HBWA Home Base Work Attractions  
HBSHP Home Base Shop Productions  
HBSHA Home Base Shop Attractions  
HBSRP Home Base Social Recreational Productions  
HBSRA Home Base Social Recreational Attractions  
HBSCP Home Base School Productions  
HBSCA Home Base School Attractions  
HBOP Home Base Other Productions  
HBOA Home Base Other Attractions  
NHBWP Non Home Base Work Productions  
NHBWA Non Home Base Work Attractions  
NHBOP Non Home Base Other Productions  
NHBOA Non Home Base Other Attractions  
LTRKP Light Truck Productions  
LTRKA Light Truck Attractions  
HTRKP Heavy Truck Productions  
HTRKA Heavy Truck Attractions  
TAXIP Taxi Productions  
TAXIA Taxi Attractions  
EIP External Internal Productions  
EIA External Internal Attractions  
AIRPP Airport Productions  
AIRPA Airport Attractions  
COLP College Productions  
COLA College Attractions  
TOTALP Total Productions  
TOTALA Total Attractions  
logtp Natural Log of TOTALP  
logta Natural Log of TOTALA  
   
Neighborhood-related variables 
   
URBAN 1 = Urban, 0 = NOT an Urban TAZ   
ACTCTR_TAG An activity Center TAZ as designated by Metropolitan Planning Organization (MPO); 
1 = TRUE, 0 = NOT an Activity Center 
 
Demographics and socio-economic variables 
   
LOGPOPSM Log of Total Population per square mile of a TAZ  
DU Total Dwelling Units  
HU Total Hotel Units  
LOG_TOTEMP Log of Total Number of Employment within a TAZ  
K12ENR Kindergarten through 12th Grade School Enrollment  
HIEDUC Higher Education Enrollment  
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Variable Name Definition  
STPC Short Term Parking Cost; 3-hour cost (in cents)  
LTPC Long Term Parking Cost; 8-hour cost (in cents)  
RET % of Households with at least One Retired Person  
W0 % of Households that has Non-Retired Workers and Zero (0) Auto  
W1 % of Households that has Non-Retired Workers and One (1) Auto  
W2 % of Households that has Non-Retired Workers and Two (2) Autos  
W3 % of Households that has Non-Retired Workers and Three (3) Autos  
W2+ % of Households that has Non-Retired Workers and Two (2) or more Autos  
HH_INC Median Household Income (as in 1999) in Thousands of U.S. Dollars  
 
Land Use Types (expressed as percentages of the total area of a TAZ) 
   
ANZA Acreage not zoned for agriculture  
AGRI Agricultural  
IND Industrial  
INST Institutional  
PSP Public/Semi-public  
REC Recreational  
RES Residential  
RET Retail/Office  
VACANT Vacant residential/non-residential  
OTHER Mining, Right of Way, Centrally Assessed, etc.  
NULL No data or parcel with no values  
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CHAPTER FOUR: AGGREGATE NON PARAMETRIC SAFETY 
ANALYSIS OF TRAFFIC ZONES 
Introduction 
 The recent emphasis on transportation safety planning (TSP) issues has shed light on the 
importance in dealing with macro-level crash data. Incorporating safety in the transportation 
planning stage has been challenging from different perspectives. For example, aggregated crash 
data is criticized of having problems with heterogeneity. Also, planning for an unused land area 
or even for an existing area requires considerations from socio-economic, demographic and 
different traffic-related factors. The interplay between these factors becomes a significant 
problem for prediction during the planning stage.  
 For the last decade researchers have been trying to capture significant factors associated 
with crashes at different aggregation levels. In this study we consider Traffic Analysis Zones 
(TAZs) as the base spatial unit of analysis. That means, crashes were aggregated for a TAZ. 
TAZs are thought to be homogenous in demographic and land use patterns (You et al., 1997). 
Also they are widely used building blocks of transportation planning networks and frequently 
used by metropolitan planning organizations (MPOs) in their travel demand models (TDMs) and 
various traffic related analysis.  
 This study aims to identify and examine important variables associated with total and 
severe crashes per TAZ. In doing so, different trip related variables and road-traffic related 
factors were investigated. Very few studies have addressed the effect of trip related variables 
onto crashes. Trips usually depend on demographic and land use patterns of an area. Thus, trip 
variables were thought to be advantageous in accounting for different correlated effects between 
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demographic and land use factors. Investigating these factors in such aggregate level analysis 
will be helpful in incorporating proactive safety measures for long range transportation planning.  
Data mining techniques such as decision trees and random forests were applied to find important 
factors and develop predictive crash models. These techniques are nonparametric in nature and 
do not depend on any functional form. Also, they account for missing values and outliers and can 
handle a dataset with large number of predictors without being affected by the multicollinearity 
problem between them. The superiority and robustness of tree based algorithms are extensively 
discussed in Karlaftis and Golias (2002), Chang and Wang (2006), Harb et al. (2009), and Yan et 
al. (2010). 
 The study analyzed total and severe crashes at 1349 TAZs of four counties of the state of 
Florida with variations in urban and rural landscape. The study considered several road network 
characteristics and various trip related predictors in the crash analysis. 
Study Objectives 
 The objectives of this part of the research were two-fold. The study investigated 
important variables associated with total and severe crashes per traffic analysis zone (TAZ). It 
also illustrated the application of data mining techniques such as decision trees and random 
forests to find these important factors. Application of non parametric methods (such as decision 
trees) is relatively new in safety modeling. Therefore, its robustness was emphasized as 
compared to classical/traditional regression models. 
 Several previous studies looked into the aggregated crash data and several regression 
techniques were applied to predict crashes and to capture significant variables associated with 
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aggregate crashes. However, application of data mining techniques to investigate important 
variables and the association between the predictors and target at aggregated levels has not been 
performed. In this study, this has been incorporated through application of CART and random 
forest (Siddiqui et al., 2012a). 
Data Description 
 The study presented in this chapter was based on 1349 TAZs of four counties in the state 
of Florida. The counties considered were Hillsborough, Citrus, Pasco, and Hernando. Crashes 
which occurred during the years 2005 and 2006 in these four counties were used for the analysis 
in the study. The Geographic Information System (GIS) maps with crash locations were 
collected from Florida Department of Transportation (FDOT). Each crash in the GIS map was 
geocoded and provided with several attributes. The roadway characteristics were identified from 
separate GIS shape files provided by FDOT. These GIS maps represented actual locations of 
crashes and lengths of roadways.  
 The TAZ cartographic boundary maps of the study counties and the number of trip 
attraction and production per day per TAZ for thirteen different categories were collected from 
FDOT District Seven Intermodal Systems Development Unit. The latest trip data based on 
‘taz2004’ data structure (generated from Tampa Bay Regional Planning Model version 6.0) was 
used in the study.  
 According to the United States Department of Transportation (USDOT), planners use 
home as a base to predict travel patterns since typically household characteristics related to travel 
are easier to identify and forecast. The conventional meaning of a trip origin and destination is 
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not valid for trip productions and attractions. The following are a few rules suggested by the 
USDOT (National Transportation Laboratory): 
Rule 1: If a trip begins or ends at the traveler’s home, the trip is produced at the home end. 
Rule 2: If a trip begins or ends at the traveler’s home, the trip is attracted to the non home end. 
Rule 3: If a trip begins at a non home location and ends at a non home location, the trip is 
produced at the origin and attracted to the destination.    
 Classifying trips by trip purposes is typical in trip-based travel demand models adopted 
by different agencies (such as, MPOs). This enables the simulation of trip behaviors more 
accurately. For example, a social-recreational trip is more likely to have higher number of 
occupants in a vehicle as compared to a work trip. Home based work, home based non work and 
non home based work attractions/productions are usually personal trips. Trips in the other 
categories portend vehicle trips. A home based work trip is made between traveler’s home and 
his/her workplace. A home based non work trip (may be for various purposes, e.g., shop, school, 
social recreational, etc.) is made between home and any other destination except workplace. A 
non home based trip has neither ends at home, regardless of purpose. A trip with one end inside 
the study area and the other end outside is defined as an external-internal trip. Also a trip may be 
categorized by the vehicular usage (taxi, light truck, heavy truck, etc.) and specific purposes 
(such as college, airport, etc.) 
 All variables were aggregated at the TAZ level using ArcGIS (2008). The complete list 
and descriptive statistics of different responses and predictors are provided in Table 4.  
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Table 4: Variable Description. 
 
Variable Name Definition N Mean Standard  Deviation Min Max 
TAZ2004 Traffic Analysis Zone (as per year 2004) 1349 - - - - 
       
Response variables      
(per TAZ in years 2005-2006) 
log_totcr Natural logarithm of total number of crashes  1349 3.41 1.269 0 6.18 
log_sevcr Natural logarithm of total number of fatal 
and severe injury crashes  1349 1.47 0.925 0 3.87 
       
Independent variables related to roadway characteristics      
(Total roadway segment length within a TAZ with) 
seglen15 15 mph posted speed limit 1349 0.22 0.434 0 4.063 
seglen25 25 mph posted speed limit 1349 8.27 11.729 0 244.595 
seglen35 35 mph posted speed limit 1349 1.40 1.749 0 24.934 
seglen45 45 mph posted speed limit 1349 0.11 0.422 0 6.709 
seglen55 55 mph posted speed limit 1349 0.13 0.621 0 11.248 
seglen65 65 mph posted speed limit 1349 0.22 0.711 0 10.221 
SUM_SEG_LEN All roads 1349 10.76 14.050 0 265 
Intersection Total number of Intersections per TAZ 1349 12.32 12.055 1 119 
       
Independent variables related to various trip productions and attractions 
       
HBWP Home Base Work Productions 1349 864.44 940.174 0 8056 
HBWA Home Base Work Attractions 1349 852.97 1262.400 0 17788 
HBSHP Home Base Shop Productions 1349 889.98 929.371 0 7363 
HBSHA Home Base Shop Attractions 1349 851.82 1402.270 0 15842 
HBSRP Home Base Social Recreational Productions 1349 422.59 436.225 0 3173 
HBSRA Home Base Social Recreational Attractions 1349 400.12 649.275 0 8127 
HBSCP Home Base School Productions 1349 247.14 286.247 0 2965 
HBSCA Home Base School Attractions 1349 246.75 684.592 0 6832 
HBOP Home Base Other Productions 1349 587.35 614.641 0 4533 
HBOA Home Base Other Attractions 1349 556.74 795.465 0 7992 
NHBWP Non Home Base Work Productions 1349 215.03 299.583 0 3606 
NHBWA Non Home Base Work Attractions 1349 215.03 299.583 0 3606 
NHBOP Non Home Base Other Productions 1349 575.41 860.352 0 10144 
NHBOA Non Home Base Other Attractions 1349 575.41 860.352 0 10144 
LTRKP Light Truck Productions 1349 268.62 231.951 0 2264 
LTRKA Light Truck Attractions 1349 268.62 231.951 0 2264 
HTRKP Heavy Truck Productions 1349 68.76 102.811 0 1591 
HTRKA Heavy Truck Attractions 1349 68.76 102.811 0 1591 
TAXIP Taxi Productions 1349 20.26 21.849 0 323 
TAXIA Taxi Attractions 1349 20.26 21.849 0 323 
EIP External-Internal Productions 1349 0 0 0 0 
EIA External-Internal Attractions 1349 40.21 56.448 0 647 
AIRPP Airport Productions 1349 12.58 34.145 0 540 
AIRPA Airport Attractions 1349 0 0 0 0 
COLP College Productions 1349 79.64 161.303 0 3234 
COLA College Attractions 1349 38.40 341.085 0 5069 
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Classification and Regression Tree 
 Classification and regression trees (CART) are mainly used for variable selection, 
variable importance, interaction detection, stratified modeling, missing value imputation, model 
interpretation, predictive modeling, etc. This study mainly focuses on the variable selection, 
variable importance and predictive modeling for total and severe crashes occurring at TAZs. As 
mentioned previously CART is a non parametric method and invariant to monotonic 
transformation of its independent predictors.  
 The CART analysis consisted of growing the large initial tree, calculating tree pruning 
criteria such as AIC, BIC, and deviance values for different tree sizes, and finally pruning the 
tree to determine the best tree structure. Initially the tree was grown by binary recursive 
partitioning by dividing the variables into Y<a and Y ≥ a, where Y is any variable that belongs to 
roadway or trip characteristics, and a is the splitting value for that variable. The objective of such 
kind of splitting was to reduce impurity in the child nodes. An optimal splitting rule was being 
used by the CART procedure where the reduction in impurity in the child nodes was maximized. 
Gini criterion and misclassification rates were used in this study as the potential node impurity 
measures. As the initial large tree grew, node impurity of offspring from every node compared to 
the parent node was minimized. The measure of the node impurity for any node t using Gini 
criterion follows, 
 
i(t) = ∑ p( i ∣ t )p( j ∣ t )j≠i          (1) 
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is defined where i(t) is the node impurity of node t, and p(i ∣ t) and p(j ∣ t) are the fraction of 
cases in node t for which the splitting variable falls into category i or j. For a tree with N terminal 
nodes misclassification rate is given by, 
 
Misclassification rate = ∑ p(t)�1-p(j∣t)�Nt=1        (2) 
 
where, p(t) is the proportion of the data belonging to node t.  
 The impurities were calculated using learning dataset. The learning dataset constituted 
67% of the total sample size. As the size of the initial tree increases, the nodal impurity 
decreases. The optimal splitting rules developed for the initial tree was then used in the test 
dataset to calculate model performance. Finally, the initial large tree was snipped based on the 
selected pruning criterion. CART process exhausts the most important variables to construct the 
final tree complying with the pruning criterion. Readers who are interested in deeper 
understanding of the CART procedure would be referred to Chang and Chen (2005) and Breiman 
et al. (1984) as they provide an extensive description of the tree algorithm. 
 The CART analyses were also performed using 10-fold cross validation (CV) technique. 
In general, a k-fold CV is a relatively more efficient remedy than the traditional holdout data (i.e. 
partitioning dataset into learning and testing). Performance measures of the trees are averaged 
over k models. Each model is then fit with (k-1)/k of the data and assessed on the remaining 1/k 
of the data. Then the average over the k holdout datasets is used to estimate the performance of 
the model fitted to the full dataset.  
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Random Forest 
 Random forest is a relatively new tool in exploring the importance ranking for the 
variables. Like other data mining tools random forest can handle large number of variables for a 
large dataset. Random forest technique exploits bootstrap sampling to grow a collection of tree 
classifiers. The results from these trees are then used to assess the importance of the variables 
used in the tree modeling. Along with bootstrap sampling random forest also applies Gini 
impurity criterion so that the Gini impurity for the child nodes is less than the parent nodes. Gini 
decrease for each individual variable are added up for all trees in the forest and used to generate 
variable importance measure (Breiman and Cutler, web link). Abdel-Aty et al. (2008) and Harb 
et al. (2009) provide more details on how random forest important variable ranking algorithm 
works.  
 Statistical computing software R (The R Project) and SAS® (2009) were used in this 
study to perform various data mining analyses.  
Models and Results 
 Regression trees were developed for predicting total crashes and severe crashes occurring 
at the study TAZs. Natural logarithmic transformations of the response variables were 
considered to stabilize variance and to minimize average square error. Two regression trees were 
modeled and their results were compared. The first tree was developed based on the learning and 
test samples. The second tree was based on the 10-fold cross validation (CV) technique which 
used the complete dataset. Table 5 provides the summary statistics of the regression trees. It can 
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be noted that regression trees developed by 10-fold CV provided better goodness-of-fit (i.e. 
lower residual mean deviance and average square error). Therefore these trees (in Figure 7and 
Figure 8) were used in predictive interpretation of crashes and are discussed in the following 
sub-sections and next sections. 
 Please note that in order to compare regression trees with the parametric models, negative 
binomial (NB) models were developed for the same predictor sets. It was found that the 
mean/average square error for the NB model developed for ‘log of total crash’ was 1.116 which 
is clearly higher than that of both the trees developed for the similar response variable. Average 
square error of the NB model for ‘log of severe crash’ was found to be 0.649 which is again 
higher than that of the regression trees developed considering ‘log of severe crash’ as the 
response. Since a smaller value is desirable for this error, the regression trees developed using 
cross-validation (CV) technique provided the best fit. 
 
Table 5: Goodness-of-fit Statistics for Different Pruned Trees. 
 








Log of total crash as response 
Regression tree-1 (test 
sample) 0.9165 0.911 4 5 
Regression tree-2 (CV) 0.7419 0.734 7 11 
Log of severe crash as response 
Regression tree-1 (test 
sample) 0.5855 0.581 5 7 
Regression tree-2 (CV) 0.551 0.547 6 9 
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Modeling Total Crashes 
 The initial large tree provided one hundred and forty-three terminal nodes based on 24 variables 
selected from the batch of all input variables. Figure 6 shows the Bayesian Information Criterion 
(BIC), Alkaike Information Criterion (AIC), and deviance values for different tree sizes developed 
for modeling log of total crashes. The large tree was pruned based on the least BIC value. It can be 
observed that the trends of all three Goodness-of-fit statistics follow similar pattern. Although BIC is 
chosen for tree size selection, minimum AIC and deviance values are also achieved by the same 
number of terminal leaves. This was also found for severe crashes (discussed in the following 
section). The pruned tree (Figure 7) produced eleven terminal nodes using seven significant 
variables which were- total number of intersections per TAZ, light truck productions, total roadway 
length with 15 mph posted speed limit (PSL), with 35 mph PSL, with 65 mph PSL, airport 





Figure 6: Tree Size Selection for Regression Tree-2 (log of total crash as response) Developed 
Using 10-Fold CV Technique. 
 
Minimum BIC 




Figure 7: Regression Tree for Total Crashes Using 10-Fold CV Technique.
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Modeling Severe Crashes 
 Similar to the total crash model, a regression tree was developed using 10-fold CV technique and 
pruned using minimum BIC criterion. The pruned tree (Figure 8) had nine terminal nodes with six 
variables. These variables were- total number of intersections per TAZ, light truck productions, total 
roadway length with 15 mph PSL, with 35 mph PSL, with 65 mph PSL, and home-based school 
productions. It was interesting to note that all variables used in regression tree-1 were also used for 
regression tree-2. The residual mean deviance for regression tree-2 was found to be 0.551 which was 




Figure 8: Regression Tree for Severe Crashes Using 10-Fold CV Technique. 
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Crash Prediction Models Using Trees  
Regression Tree Model for Total Crashes 
 The final tree structure for total crashes used seven significant variables and had eleven 
terminal nodes. As shown in Figure 7, total number of intersections per TAZ was used to create 
the first split of the data.This classified total crashes into two groups: if the number of 
intersections was less than 4.5 per TAZ, the tree predicted 11 crashes/TAZ (e2.41) and for TAZs 
with total number of intersections ≥ 4.5, the tree predicted 46.5 crashes/TAZ (e 3.84). Being used 
as the first splitting variable, indeed, total number of intersections per TAZ is considered to be 
the most important variable by the decision tree. The complexity of intersections itself has 
demanded separate research in the safety studies. Therefore, it is expected that the number of 
total crashes is dependent on the increase in the number of intersections within a TAZ. 
 Light truck productions (LTRKP) and airport productions (AIRPP) were used in the 
second level split. For the TAZs with less number of intersections (< 4.5) and LTRKP ≥ 76.5 
trips, the tree predicted 19 crashes (e2.94). On contrary, TAZs with more number of intersections 
(≥ 4.5) and higher number of AIRPP (≥ 3.5 trips/TAZ), the tree predicted 62.2 total crashes/TAZ 
(e4.13).  
 The third level of the tree splitting occurred with three variables which were total 
roadway length with 35 mph PSL (seglen35), light truck productions (LTRKP) and total 
roadway length with 65 mph PSL (seglen65). Following the branch which had less number of 
intersections (< 4.5/TAZ) but higher light truck production trips (≥ 76.5 trips/TAZ at second 
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level and then ≥ 303 trips/TAZ at third level), the tree pre dicted an average of 30 total 
crashes/TAZ. On the other side, if a TAZ had total intersections ≥ 4.5, less airport production 
trips (< 3.5 trips/TAZ), and total roadway length with 65 mph PSL ≥ 0.3171 miles, the tree 
predicted 58 total crashes for that TAZ.  
 The branch with more intersections (≥ 4.5/TAZ) and more airport production trips (≥ 3.5 
trips/TAZ) had the highest propensity of total crashes. As the split indicates- if total length of 
roadway with 65 mph PSL is less than 0.1676 miles/TAZ, the tree predicts 54 total crashes/TAZ 
(e3.99); and 110 total crashes/TAZ (e4.70), otherwise. Therefore, from the tree structure, it can be 
noted that the variables ‘light truck productions’ and ‘total roadway length with 35 mph PSL’ so 
far were associated with the occurrence of relatively less number of total crashes. On the other 
side, the variables ‘airport productions’ and ‘total roadway length with 65 mph PSL’ were 
associated with TAZs which were predicted to experience a higher number of total crashes. 
Hasty attitude to reach the destination may influence airport productions to be at risk. Also 
airport trips could be related to non-familiar travelers (rental cars). Among all the vehicles that 
are involved in crashes between 2005 and 2006, automobiles and light trucks constituted about 
81% with light trucks having its own share of approximately 21%. Higher involvement in 
crashes justifies the significance of ‘light truck productions’ as an important variable.  
 In the fourth and final level of split, non home based work production (NHBWP) type 
trips were associated with highest number of total crashes. Following the splitting rule: if for any 
particular TAZ, the total number of intersections is ≥ 4.5, airport productions ≥ 3.5 trips, and 
total roadway length with 65 mph PSL is < 0.1676 miles, the tree predicted 37 total crashes for 
having NHBWP < 125.5 trips; and 63.4 total crashes,  otherwise. Naderan and Shahi (2010) 
found non-home based work productions as a significant predictor in every crash generation 
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models they developed for total, severe, injury and PDO crashes. In agreement with these 
authors (Naderan and Shahi, 2010) it is thought that since these trips mostly occur during rush 
hours and on a periodic basis, they bear more exposure to risk. 
Regression Tree Model for Severe Crashes 
 The best regression tree for severe crashes per TAZ (Figure 8) exhausted six variables to 
produce nine terminal nodes. Similar to the total crashes number of intersections per TAZ was 
identified as the first splitting variable, thereby considering as the most important predictor 
associated with the severe crashes. It may be observed that, compared to the first level of split for 
total crashes, the splitting rule associated with the total number of intersections and severe 
crashes/TAZ shifted to the right (4.5 versus 7.5). This indicates to the fact that a high density of 
intersection in a TAZ will propagate the risk for severe crashes. 
 At the second level of the tree, for TAZs with less number of intersections (< 7.5) but 
higher (≥ 0.18045 miles) roadway  length with 35 mph PSL (seglen35), the tree predicted 3.4 
severe crashes (e1.22). On contrary, for TAZs with more intersections (≥ 7.5) the split was 
performed using light truck productions (LTRKP) in such a way that if LTRKP was ≥ 347 trips, 
the tree predicted 8.6 severe crashes (e2.15); and 5 severe crashes (e1.61), otherwise. 
 The four subgroups created in second level split were further split using three different 
variables. Variable ‘total roadway length with 65 mph PSL’ was used twice in the third level 
splitting rules. For TAZs with less number of intersections (< 7.5), higher roadway lengths with 
35 mph PSL (≥ 0.38045 miles), and higher (≥ 319) number of home -based school production 
(HBSCP) type trips, the tree predicted 5.1 severe crashes (e1.63). For TAZs with higher 
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intersections (≥ 7.5), lower number (< 347) of light truck productions (LTRKP), and higher 
length (≥ 0.36995 miles) of roadways with 65 mph PSL, the tree predicted 8.7 severe crashes 
(e2.16). However, following LTRKP ≥ 347 trips/TAZ, f or the higher length (≥ 0.50365 miles) of 
roadways with 35 mph PSL, the tree predicted 9.7 severe crashes/TAZ (e2.27) which is the 
highest number of predicted severe crashes among all the terminal nodes.  
 Roadways with 65 mph PSL represent roads with higher speed limit and higher speeds 
tend to worsen crash severity (Kloeden et al., 2002; Elvik et al., 2004). The length of roadways 
with 35 mph speed limit was the second highest (13.83%) after roadways with 25 mph posted 
speed limit. Tignor and Warren (1990) in the study on driver speed behavior found that driver 
compliance with speed limits is poor and on average, 7 out of 10 motorists exceeded the posted 
speed in urban areas. They (Tignor and Warren, 1990) also reported that the compliance tends to 
be worse on low-speed roads. Possibly, a road that is not designed for higher speed (e.g., roads 
with 35 mph PSL) is riskier for the travelers who tend to drive above the posted speed limit. 
Consequently, this driving behavior increases the probability of a crash to be more severe. 
Educational trip production was found to be a significant variable in severe crash and injury 
crash generation models developed by Naderan and Shahi (2010) for the 380 TAZs of Iran. 
Finding Home-based school productions as an important splitting variable comply with their 
findings.  
Variable Importance Ranking Using Random Forest 
 The variables which were used in the pruned tree indicate their relatively higher level of 
importance among the variables used in this study. To further verify the relative importance of 
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these variables random forest technique was adopted. The R package ‘randomForest’ was used in 
analyzing and displaying the variable importance plots. The variable importance ranking (in 
Figure 9 and Figure 10, right panel) was calculated using the total decrease in node impurities 
from variable splits and then average over all the trees. Also, the node impurity was measured 
using residual sum of squares (Figure 9 and Figure 10, left panel).  
 As shown in Figure 9, total number of intersections per TAZ was top ranked for both 
cases. Total roadway segment length with 65 mph and 35 mph posted speed limit were ranked 
second and third, respectively, based on the percentage mean square error. These two variables 
along with airport productions and light truck productions were within the top one-third 
important variables according to the node purity. Light truck production was ranked fourth by 
the mean square error whereas airport productions were ranked eleventh by the same. All four 
variables selected in regression tree-1 were used in regression tree-2; therefore indicating higher 
importance for those variables. These variables were- number of intersections per TAZ, airport 
productions, light truck productions, and roadway length with 65 mph posted speed limit. 
 Variable importance rankings for the regression tree built for severe crashes are shown in 
Figure 10. According to the increased node purity total number of intersections per TAZ and 
total roadway segment length with 35 mph posted speed limit were ranked first and second most 
important variables, respectively. Among the other variables which were used in the trees, total 
roadway segment length with 65 mph posted speed limit, light truck productions, and home-
based school productions were within the top one-third of the most important variables ranked in 




Figure 9: Variable Importance Ranking for Regression Tree Developed for Total Crashes 
 
 




 The regression trees developed in this study provided simple ‘if-then’ relationship of the 
significant variables affecting total and severe crashes per TAZ. Macro-level crash analysis had 
been undergone in several studies during the past few years to capture important variables 
associated with different crash environment and types. However, the challenge for this kind of 
work sustains in the sense that there are different sets of predictors that may interplay with 
crashes or among themselves in numerous ways. Several researchers used demographic and 
socio-economic characteristics for different spatial aggregation. Using trip variables as the 
predictors for crashes is thought to be privileged as to the fact that by nature of their generation 
characteristics, trips are function of different demographic and socio-economic factors and are 
also affected by the land use pattern of an area. Therefore, trips themselves take into account the 
multicollinearity between several factors. Trips ultimately are directly related to crashes and 
exposure. On the contrary, the cumulative effect of these sets of predictors may to some extent 
make the interpretability of the trip variables difficult while predicting aggregated crashes 
(frequency or rates). However, this outcome is not surprising since aggregating crashes for a 
spatial unit is basically accumulating multiple types of crashes for that geographic boundary. 
And multiple types of crashes are the phenomena resulting from the complex interactions of 
those crash specific attributes.  
 As seen in the regression trees, and also from Figure 9 and Figure 10, it is evident that 
few variables were associated with both total and severe crashes. Five variables in particular 
were present in the top six of the variable rankings in terms of increasing node ‘purity’ for both 
total and severe crashes. These variables were the total number of intersections, total roadway 
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length with 35 mph PSL, total roadway length with 65 mph PSL, light truck productions and 
attractions. Except light truck attractions, the other four variables were used as splitting variables 
in the regression trees (Figure 7 and Figure 8). Therefore, both trees and random forest outputs 
indicate that the effect of these variables should be considered while developing a strategy for 
improving the safety of a zone. For example, a TAZ with higher number of intersections can be 
prioritized for allocating funds for safety treatment, if necessary. TAZs with higher lengths of 
roadways with 35 mph posted speed limit may be scrutinized carefully by transportation officials 
to reduce severe crashes as well as total crashes. Alternatives such as installing speed calming 
devices or lowering the speed limit may be additionally taken into account to improve safety. 
Similarly, increasing number of signage and driving directions may be considered for unfamiliar 
drivers in a TAZ with greater amount of airport production. It appears that some of the variables 
are contributing to both total and severe crashes. However, the trees also indicated the unique 
predictors related to these two crash response variables. For example, Airport productions were 
uniquely associated with total crashes per TAZ and were also identified as one of the top 
important variables according to the random forest rankings. Home based school productions on 
the other hand appeared to be only associated with severe crashes per TAZ. 
 Aggregate level analyses have been criticized due to the problem of heterogeneity and 
multicollinearity. TAZs are relatively homogeneous geographic entities as compared to other 
spatial units (such as, census blocks, tracts, etc.), they are thought to compensate for the 
heterogeneity problem. Also, the CART procedure is not affected by the collinearity among the 
predictors. However, one of the limitations of the study is disregarding the spatial effect which 
might play a role in the neighboring TAZs. Considering spatial effect in nonparametric crash 
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modeling e.g. data mining, artificial neural network, and hierarchical Bayesian analysis would 
definitely be an important extension to this analysis.  
 Examining significant variables related to specific types of crashes are vitally important 
in the planning stage of a transportation network. The need to predict future safety at the 
planning level has been reflected in NCHRP 8-44(2) project (Washington et al. 2010) which 
develops a planning-level decision support tool by addressing socio-demographic changes. It is 
wise to act proactively before crashes would occur in the roadway network.  
 The long range implication of this work and other along the same line leads to a new 
direction where safety considerations could be successfully integrated into the planning level. 
The variables found significant in this study provide a guideline toward the factors that could be 
assessed critically in evaluating macro-level safety. These variables may be considered as critical 
factors in a newly built area and/or transportation network where transportation planners can 
address and insert appropriate safety measures depending on the intensity of these factors.  
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CHAPTER FIVE: INVESTIGATION OF SPATIAL 
AUTOCORRELATIONS 
Macroscopic Spatial Analysis of Pedestrian and Bicycle Crashes 
Introduction 
 According to the United States National Highway Transportation Safety Administration 
(NHTSA), on average a pedestrian is killed almost every 2 hours and injured every 9 minutes in 
a traffic crash (NHTSA 2009 pedestrian traffic safety fact). Thirteen percent of the overall 
fatalities in the United States in years 2005 and 2006 were pedestrians and bicyclists (NHTSA, 
FARS Data). As of 2009, Florida had the highest pedestrian fatality rate (2.51 per 100,000 
population) among all states (NHTSA Pedestrian Safety Facts). This is more than double the 
national average which is 1.33 pedestrian fatalities per 100,000 of the population. This situation 
for the bicycle fatality rate in Florida is as bad as the pedestrian fatality rate. According to 
NHTSA bicyclists and other cyclists safety facts, Florida ranks second in pedalcyclist fatality 
rate (5.77 per million population) (NHTSA web link). This is also more than double the national 
average (2.05 per million population). 
 The statistics mentioned above demand specific attention. In the past years a good 
number of research investigated pedestrian and bicycle safety. However, macro-level pedestrian 
and bicycle crash modeling with implications for transportation planning were barely researched. 
LaScala et al. (2000), Loukaitou-Sideris et al. (2007), Wier et al. (2009), and Cottrill and 
Thakuriah (2010) were among the few to analyze pedestrian crashes at the macro-level. All of 
them considered census tracts as the base spatial unit of analysis. Spatial heterogeneity is likely 
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to exist in an aggregated data for any geographic entity. Karlaftis and Tarko (1998) referred to 
this heterogeneity by the presence of persistent site-specific (or area-specific) but unobserved 
factors. Alternate and/or similar studies, if any, on other geographic units will have the same 
heterogeneity related problems unless this issue has been specifically accounted for. Note that, 
heterogeneity may lead to biased coefficient estimates for the models (Greene, 1991).  
 In this study crashes were aggregated per Traffic Analysis Zone (TAZ) in Hillsborough 
and Pinellas counties of Florida. 
 This study explicitly accounted for spatial correlation among TAZs within a Bayesian 
framework. The Bayesian models were then compared with the traditional Negative Binomial 
(NB) models to assess the effect of the spatial correlation in the modeling scheme. The study 
investigated the effect of different roadway characteristics, environmental, demographic and 
socio-economic variables associated with pedestrian and bicycle crashes (Siddiqui et al., 2012b).  
Previous Work 
 Crash safety analysis and Safety Performance Functions (SPFs) may be divided into two 
broad categories. One branch of safety research investigates crashes by specific type (e.g., total 
crashes, fatal crashes, etc.) and/or specific micro-level roadway entities (such as intersections, 
corridors, and freeways). These analyses are ‘disaggregate’ in nature as they do not usually 
consider spatial confinement or aggregation in crash data preparation. The other branch of safety 
studies, often referred to as macro-level/aggregate analysis, examines accumulated crashes for a 
specific geographic entity such as census blocks, census tracts, and TAZs.  
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 Disaggregate analysis on pedestrian and bicycle crashes were addressed in the studies of 
Carter and Council (2007) and Kim et al. (2007). Carter and Council (2007) examined factors 
contributing to pedestrian and bicycle crashes on rural highways in North Carolina. Their study 
was exploratory in nature examining the differences between pedestrian and bicycle crashes in 
rural and urban settings and to identify problem areas on rural highways that are of high priority 
for safety treatment. The study (Carter and Council, 2007) identified eleven pedestrian problem 
areas, such as crashes on rural two-lane roads, pedestrians failing to yield at the midblock and 
intersection.  Their identified bicycle problem areas included bicyclists turning/merging into the 
path of drivers midblock on rural two-lane roads, overtaking at midblock and failure to yield at 
the intersection. 
 Kim et al. (2007) explored various crash, roadway, land and environmental factors 
contributing to the injury severity of bicyclists in bicycle–motor vehicle crashes in North 
Carolina. Their results showed that several factors more than double the probability of a bicyclist 
suffering a fatal injury in a crash, all other factors being kept constant; notably, inclement 
weather, darkness with no streetlights, morning peak (06:00 a.m. to 09:59 a.m.), head-on 
collision, speeding, vehicle speeds above 48.3 km/h (30mph), truck involvement, intoxicated 
driver, bicyclist age 55 or over, and intoxicated bicyclist.  
 Loo and Tsui (2010) conducted a spatial analysis of bicycle crashes in which they 
aggregated crashes that occurred within 10, 100 and 500 meters of a buffer from the centerlines 
of bicycle tracks in Hong Kong for a period of three years (2005-2007). They applied a buffer 
analysis, Chi-square tests, analysis-of-variance and binary logistic regression to analyze these 
crashes and concluded that the bicycle safety problem has a clear spatial dimension. They 
reported that the crash circumstances in different parts of Hong Kong differed systematically. 
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 Noland and Quddus (2004a) applied a fixed effects negative binomial model to analyze 
pedestrian crashes at Standard Statistical Regions of the United Kingdom. Their (Noland and 
Quddus, 2004a) study found that more serious pedestrian injuries are associated with lower 
income areas, higher proportion of local roads, increased per capita expenditure on alcohol, and 
total population.  
 Cottrill and Thakuriah (2010) analyzed the relationship between pedestrian-vehicle 
crashes and characteristics of areas with high minority and low-income populations in the 
Chicago metropolitan area. The authors emphasized the incorporation of measures for safety 
improvement within Environmental Justice (EJ) areas. They found that pedestrian crashes in EJ 
areas are related to the pedestrian exposure variable, crime rates, transit availability, and general 
population demographics such as income and presence of children. Both Cottrill and Thakuriah 
(2010) and Wier et al. (2009) agreed about the spatial dependence in their count models of 
pedestrian crashes; however neither of them accounted for it.  
 In general, it was found from previous studies that a bicycle crash is more likely to occur 
in turning/merging and overtaking maneuvers and also due to failure to yield at intersections by 
bicyclists. In addition, bicycle crashes were found to be associated with inclement weather, dark 
streets with no lights, older aged bicyclist (55 or over), and higher vehicle speed (>30mph). 
Commonly associated factors with pedestrian crashes were found to be traffic volume, employee 
and resident population, poverty level, age composition and residential land use. 
 This study investigated pedestrian and bicycle crashes by aggregating them at the TAZ 
level. The macro-level crash prediction models were extended by accounting for spatial 
correlation. The results are presented through comparing the traditional or non-Bayesian NB 
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models with two Bayesian models - one that considers only random effects and does not account 
for spatial correlation, and the other accounts for both random effects and spatial correlation.  
 Congdon (2003) argued that, among the benefits of the Bayesian approach are a more 
natural interpretation of parameter intervals, often termed Bayesian credible intervals (BCIs), 
and the freedom of obtaining true parameter density. On the other hand, maximum likelihood 
estimates rely on normality approximations based on large sample asymptotics (Congdon, 2003). 
Data Preparation 
 The study was conducted on pedestrian and bicycle crashes that occurred in District 
Seven of Florida. During the years 2005-2006 a total of 3993 pedestrian and bicycle crashes 
occurred in these five counties. This is about 15.5% of the total pedestrian and bicycle crashes 
that occurred in Florida during these study years. Figure 11 presents the spatial distribution of the 
crashes in these five counties. 
 A careful inspection of the distribution clearly indicated that the crashes were 
concentrated in the bottom two counties of the map. Therefore, it was decided to analyze crashes 
that occurred in Hillsborough and Pinellas counties only. These two counties constituted 3305 of 
the pedestrian and bicycle crashes which are about 83% of the total similar crashes in the five 
counties mentioned before.  
 Since the study investigated safety at the TAZ level, all analyses conformed to TAZ level 
aggregation. Hillsborough and Pinellas counties are divided into 738 and 741 TAZs, 
respectively. All covariates and the response variable were aggregated for each of these 1479 
TAZs. A complete list of variables is provided in Table 6. Pedestrian and bicycle crashes were 
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separately aggregated at TAZ level (PED_CRASH_FREQ and BICYCLE_CRASH_FREQ). 
These variables were considered as two different responses in the analysis. This provided an 
insight on the difference in the characteristics of these two specific crash types. The predictors 
used in the analysis are grouped into roadway characteristics, neighborhood-related, 
demographics and socio-economic variables. Natural logarithmic transformation of population 
density per square mile per TAZ (LOGPOPSM) and total employment (LOG_TOTEMP) was 
performed to reduce variance of each of these variables. 
 ArcMap, ArcCatalog (ArcGIS, 2008) and GeoDa™ (2004) were used for dataset 




Figure 11: Spatial Distribution of Pedestrian and Bicycle Crashes in the TAZs of Hillsborough, 
Pinellas, Pasco, Citrus and Hernando Counties of Florida.  
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Table 6: Summary Statistics of the Variables Used in the Study. 
 
Variable Name Definition Mean Standard  Deviation Min Max 
TAZ2004 Traffic Analysis Zone (as per year 2004) N = 1479 
      
Response variable 
      
PED_CRASH_FREQ Total number of pedestrian crashes (per TAZ in 
years 2005-2006) 1.126 1.742 0 24 
BICYCLE_CRASH_
FREQ 
Total number of bicycle crashes (per TAZ in years 
2005-2006) 1.109 1.663 0 14 
      
Variables related to roadway characteristics     
                                        (Total roadway segment length within a TAZ with) 
SEGLEN15 posted speed limit (PSL) of 15 mph 0.1851 0.358 0 4.025 
SEGLEN25 PSL of 25 mph 6.3834 5.7862 0 48.124 
SEGLEN35 PSL of 35 mph 1.2767 1.3311 0 15.0231 
SEGLEN45 PSL of 45 mph 0.0989 0.3381 0 4.0741 
SEGLEN55 PSL of 55 mph 0.076 0.486 0 12.3733 
SEGLEN65 PSL of 65 mph 0.1994 0.6378 0 9.7928 
TOT_ROAD All roads 8.332 7.0264 0 63.3918 
INT_COUNT Total number of Intersections 11.9154 10.6648 0 83 
      
Neighborhood-related variables 
      
URBAN 1 = Urban, 0 = NOT an Urban TAZ  1 => 94.86%, 0 = > 5.14% 
ACTCTR Activity Center TAZ as designated by 
Metropolitan Planning Organization (MPO) NA 
ACTCTR_TAG 1 = TRUE, 0 = NOT an Activity Center 1 => 21.03%, 0 = > 78.97% 
EJ_TAG 1 = EJTAZ, 0 = NOT an EJTAZ 1 => 56.80%, 0 = > 43.20% 
      
Demographics and socio-economic variables 
      
LOGPOPSM Log of Total Population per square mile of a TAZ 7.0471 2.374 -1.325 10.136 
DU Total Dwelling Units 615.7342 559.3563 0 4191 
HU Total Number of Hotel Units per TAZ 28.8384 114.8782 0 1943 
HH_INC Median Household Income (as in 1999) in 
Thousands of U.S. Dollars 39.275 17.405 0 115.657 
LOG_TOTEMP Log of Total Number of Employment within a 
TAZ 6.033 1.3662 0. 9.4353 
K12ENR Kindergarten through 12th Grade School 
Enrollment 206.3502 518.6522 0 5398 
HIEDUC Higher Education Enrollment 80.6572 925.835 0 29689 
STPC Short Term Parking Cost (reflects a 3-hour cost in 
cents) 8.6119 63.1329 0 812 
LTPC Long Term Parking Cost (reflects an 8-hour cost in 
cents) 14.8506 103.9919 0 1575 
RET % of Households with at least One Retired Person 26.3022 14.8391 0 90 
W0 % of Households that has Non-Retired Workers 
and Zero (0) Auto. 5.6782 6.2429 0 54 
W1 % of Households that has Non-Retired Workers 
and One (1) Auto. 28.6741 10.2872 4 100 
W2 % of Households that has Non-Retired Workers 
and Two (2) Autos. 30.0467 11.7726 0 62 
W3 % of Households that has Non-Retired Workers 




 In addition to the classical negative binomial (NB) model which had been extensively 
used in the previous road safety literature (Hadayeghi et al., 2003; De Guevara et al., 2004; 
Noland and Quddus, 2004a, 2004b; etc.), Bayesian Poisson-lognormal models was applied. A 
Heuristic approach in variable selection along with forward and backward elimination methods 
were tried while developing the non-Bayesian NB models. Multi-collinearity among the 
variables was examined. Additionally, variables which had obvious inter-relations were not 
included into one explanatory group while testing the model fit. For example, it was found that 
long term parking cost and short term parking cost had a Pearson product-moment correlation of 
0.8019 and Spearman’s rank order correlation of 0.6479. Therefore, it was decided to keep ‘long 
term parking cost’ since it appeared to be more significant in the model. 
 Bayesian methods offer a comprehensive and robust approach to model estimation. Also 
Bayesian models are not usually dependent on the assumption of asymptotic normality 
underlying classical estimation methods such as maximum likelihood. Traditional classical 
estimation methods (e.g., Newton-Raphson method, least square, etc.) are designed to find a 
single optimum estimate, such as the maximum likelihood estimate. Sampling based methods of 
Bayesian estimation instead focus on estimating the entire density of a parameter. For example, 
in classical statistics the prediction of out-of-sample data often involves calculating moments or 
probabilities from the assumed likelihood for y, p(y∣θm), which is evaluated at the selected point 
estimate θm (Congdon, 2001). However, the information about θ is contained in the posterior 
density p(θ|y) in the Bayesian method; thus prediction is estimated based on averaging p(y∣θ) 
over this posterior density (Congdon, 2001). 
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 Non-Bayesian NB was modeled in SAS® (2009). WinBUGS (BUGS Project, 2010) was 
used for Bayesian analysis. WinBUGS, developed by Lunn et al. (2000), uses Bayesian inference 
using Gibb’s sampling to estimate means and standard deviations of the model parameters. 
 It is known that the Poisson model differs from the NB model as it has the property of 
variance equal to the mean of the distribution. For a NB crash frequency model the variance of 
crashes can be expressed as the following second order polynomial with mean and over-
dispersion parameter, 
 
Variance of y[i]’s  = µ + αu2         (3) 
 
where, y[i] is aggregated pedestrian and/or bicycle crashes of the ith TAZ, u is the mean of y[i]’s 
and α is the over-dispersion parameter of the model.  
 Also, for an NB crash frequency model the error structure will have a non-negative 
distribution. To replicate similar distribution in the Bayesian framework, a Poisson-lognormal 
model was specified as follows: 
 
y[i] ~ Poison (µ[i])          (4) 
 
log(µ[i]) = β0 + βXi + θ[i]         (5) 
 
θ[i] ~ Normal(0, τθ)          (6) 
 
Here θ[i] is the unstructured over-dispersion or unobserved heterogeneity component of the 
model, β0 is the intercept term, β’s are the coefficient estimates of the model covariates and τθ is 
the precision parameter in the WinBUGS modeling scheme which is the inverse of the variance 
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and given a prior gamma distribution. This variance (1/τθ) provides the amount of variation not 
explained by the Poisson assumption (Lawson et al., 2003). A vague (non-informative) 
Normal(0, 100000) prior was given for β’s. A uniform prior distribution was assumed for β0. 
 To account for the portion of heterogeneity that occurred due to spatial correlation a 
second error component (φ[i]) was added to the model (as shown below).  
 
log(µ[i]) = β0 + βXi + θ[i] + φ[i]        (7) 
 
 Spatial distribution was implemented by specifying intrinsic Gaussian Conditional 
Autoregressive (CAR) prior with Normal(φ�[i], τi2) distribution recommended by Besag (1974). 





          (8) 
 
where, Wij is the element of adjacency matrix with a value of 1 if i and j are adjacent or 0 
otherwise. Apportionment of variability in error component due to spatial correlation was 
calculated as follows, 
 
ψ = standard deviation of φ[i]
standard deviation of φ[i] + standard deviation of θ[i]
       (9) 
 
 Estimates of these empirical marginal standard deviations (Huang et al., 2010) were used 
to calculate the contribution of spatial correlation in the variability of the random effect models. 
For both over-dispersion and ψ the 95% Bayesian credible interval (BCI) was reported. In 
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contrast to confidence intervals reported in the classical statistical models, Bayesian analytic 
framework calculates 95% Bayesian credible intervals which contain the true parameter value 
with approximately 95% certainty (Congdon, 2006). To reduce autocorrelation in the sample a 
thinning size of 20 was used for each model. Also for each model 1000 burn-in samples were 
excluded from the total 2000 iterations with three Markov chains. 
Exploratory Analysis 
 Among the previous traffic safety studies, Aguero-Valverde and Jovanis (2006) found no 
evidence of spatial correlation in fatal crashes for the counties of Pennsylvania. The effects of 
covariates in their fatal and injury crash models were mostly consistent in direction and 
magnitude for both the negative binomial and the full Bayes frameworks. Contrary to Aguero-
Valverde and Jovanis’ findings, Huang et al. (2010) found that the variations accounted by 
spatial clustering are substantial for total and severe crash risk models developed for the counties 
of Florida. Significant spatial correlations in crash occurrence were identified in their (Huang et 
al., 2010) study across different adjacent Florida counties.  
 The preliminary exploration regarding the existence of spatial correlation of different 
dependent and independent variables among TAZs were carried out using global and local 
Moran’s I statistics. The mathematical expression for global Moran’s I follows, 
 
Global Moran's I = 
n∑ ∑ Wij�y[i] - y��nj=1
n
i=1 �y[j] - y��
�∑ ∑ Wijnj=1
n
i≠j ��∑ �y[i] - y��
2n
i=1 �
       (10) 
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where, n = total number of observations, and y� is the mean of y[i]’s. Global I ranges between -1 
and +1. Higher positive values are associated with higher degrees of spatial clustering of similar 
values while negative values indicate spatial dispersion. The significance of the global I was 
tested based on the Z-scores. 
 
Z(I)= I - E(I)
S(I)
           (11) 
 
where, E(I) and S(I) are the expected value and standard deviation of I. Table 7 presents global 
Moran’s I statistic for some of the variables used in the study. It can be observed that some of the 
independent variables e.g., population density (LOGPOPSM), total employment 
(LOG_TOTEMP), long term parking cost (LTPC), percent of households with non-retired 
workers and no auto (W0),  percent of households with non-retired workers and one auto (W1) 
demonstrated strong spatial clustering (Moran’s I > 0.50). This spatial correlation indicated the 
need to incorporate a spatial error term in the unobserved heterogeneity of a crash model. It was 
also found that the enrollment of students between Kindergarten and 12th Grade was randomly 
oriented in the spatial distribution of TAZs. 
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Table 7: Global Moran’s I Statistics for Dependent and Independent Variables Used in the 
Model. 
 
Variables Moran’s I a Z-Score 
Spatial 
Orientation Variable Description 
PED_CRASH_FREQ 0.22 12.82 Clustered Pedestrian crashes per TAZ 
BICYCLE_CRASH_FREQ 0.22 13.08 Clustered Bicycle crashes per TAZ 
SEGLEN15 0.23 13.63 Clustered Total roadway length with 15mph posted speed limit 
SEGLEN35 0.33 19.68 Clustered Total roadway length with 35mph posted speed limit 
INT_COUNT 0.27 15.97 Clustered Total number of intersection per TAZ 
DU 0.27 16.11 Clustered Dwelling Units 
W0 0.74 43.50 Clustered % of households with non-retired workers and 0 auto 
W1 0.59 34.76 Clustered % of households with non-retired workers and 1 auto 
LOGPOPSM 0.51 29.63 Clustered Log of total population per square mile 
LOG_TOTEMP 0.25 14.90 Clustered Log of total employment 
K12ENR 0 0.28 Random Kindergarten through 12th grade school enrollment 
LTPC 0.60 36.19 Clustered Long term parking cost 
a Significant at p = 0.01 level. 
 
 Additionally, a significance map of Local Indicators of Spatial Association (LISA) 
(Anselin, 1995) for crashes were generated to have further understanding about the existence of 
spatial clusters. The global Moran’s I is the mean of the local Moran statistics. The mathematical 
expressions for local Moran’s I and Z-score are as follows, 
 
Local Moran's I[i]= �y[i] - y��
S2
∑ Wij�y[j] - y��j        (12) 
 
Z(I[i])= I[i] - E(I[i])
S(I[i])
          (13) 
 
 The significance of the local Moran statistics is based on a conditional permutation 
procedure which is somewhat sensitive to the number of permutations selected. Different 
permutations may lead to slightly different results between replications (Anselin, 2003). LISA 
cluster map for both pedestrian and bicycle crashes at Hillsborough and Pinellas counties were 
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generated for 99, 199, 499 and 999 permutations. However, no significant changes were 
observed indicating that the sensitivity is low and spatial clusters exist.  
Discussion of Results 
 Three different models- Model-a) non-Bayesian NB model, Model-b) Bayesian Poisson-
lognormal model without accounting for spatial correlation, and Model-c) Bayesian Poisson-
lognormal model accounting for spatial correlation, were estimated and compared. The 
goodness-of-fit of subsequent candidate models were judged based on deviance value/degree-of-
freedom, Pearson Chi-square value/degree-of-freedom, 𝑅𝑅𝛼𝛼2 , Akaike Information Criterion (AIC), 
and Bayesian Information Criterion (BIC) values. Deviance Information Criterion (DIC) values 
were calculated to compare models-b and -c. The lower the DIC, the better the model fit. In 
addition, a general R2 value was reported for all three models.  DIC is a Bayesian generalization 
of AIC and penalizes models with larger number of parameters (El-Basyouny and Sayed, 2009).  
 Note that, 𝑅𝑅𝛼𝛼2 = 1 −
𝛼𝛼
𝛼𝛼𝑖𝑖𝑛𝑛𝑡𝑡𝐿𝐿𝑚𝑚𝑖𝑖𝐿𝐿𝑖𝑖𝑡𝑡
 was suggested by Miaou (1996) and later used by 
Hadayeghi et al. (2003) in their study for goodness-of-fit testing of model with NB error 
structure. Here α and αintercept are the estimated over-dispersion parameters of the chosen model 
and the intercept-only model, respectively. 
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Bayesian versus Non-Bayesian Models 
 The results showed that variations contributed by spatial correlations in pedestrian and 
bicycle crashes at TAZs are about 36% and 79%, respectively. These percentages clearly 
indicate that the effect of spatial clustering is substantial for these two particular crash types.  
 For the Bayesian models developed for TAZs in Hillsborough and Pinellas counties it is 
observed that, based on the DIC values, models that controlled for spatial correlation resulted in 
a better fit. The differences in DIC values for pedestrian crash models (between model 7c and 
7b) and bicycle crash models (between model 8c and 8b) at TAZs were 7.51 and 71.03, 
respectively. El-Basyouny and Sayed (2009) stated that roughly, differences in DIC of more than 
10 might definitely rule out the model with the higher DIC, differences between 5 and 10 are 









 Bayesian model without accounting for spatial 
correlation (Model-7b) 
 Bayesian model accounting for spatial correlation 
(Model-7c) 
Estimates P-value  Mean Std. Dev. Bayesian Credible Interval  Mean Std. Dev. Bayesian Credible Interval  2.5% 97.5%  2.5% 97.5% 
Length of road with PSL 15mph -0.1401 0.1719  -0.1380** 0.1048 -0.3397 0.0707  -0.1580** 0.1065 -0.3748 0.0485 
Length of road with PSL 35mph 0.0919 0.0029  0.0813 0.0297 0.0211 0.1388  0.0738 0.0305 0.0121 0.1332 
Total no. of Intersection 0.0284 <.0001  0.0283 0.0031 0.0224 0.0343  0.0292 0.0033 0.0228 0.0358 
Median household income -0.0149 <.0001  -0.0156 0.0032 -0.0219 -0.0095  -0.0140 0.0032 -0.0201 -0.0075 
Dwelling unit 0.0002 0.0005  2.47E-04 6.71E-05 1.14E-04 3.77E-04  2.07E-04 7.07E-05 6.63E-05 3.46E-04 
Hotel unit 0.0005 0.0782  5.2E-04 * 2.65E-04 -1.1E-06 0.001041  4.2E-4** 2.70E-04 -1.24E-04 9.39E-04 
Log(Population per sq. mile) 0.1022 <.0001  0.1000 0.0206 0.0594 0.1412  0.1003 0.0213 0.0587 0.1423 
W0 a 0.0267 <.0001  0.0283 0.0063 0.0160 0.0407  0.0295 0.0067 0.0166 0.0430 
W1 b 0.0136 <.0001  0.0120 0.0034 0.0051 0.0188  0.0102 0.0037 0.0031 0.0176 
K to G12 enrollment - -  - - - -  - - - - 
Long term parking cost 0.0008 0.0151  7.46E-04 3.23E-04 1.04E-04 0.001387  8.84E-04 3.38E-04 2.34E-04 0.00156 
Log(total employment) 0.1487 <.0001  0.1494 0.0325 0.0881 0.2154  0.1603 0.0345 0.0931 0.2285 
             
Intercept -2.3697 <.0001  -2.596 0.3283 -3.234 -1.93  -2.577 0.3305 -3.198 -1.954 
Over-Dispersion 0.5407 -  0.4986 0.0563 0.3932 0.4098  - 
ψ -  -  0.3628 0.08141 0.1679 0.5034 
Std. Dev. of θ[i] -  0.705 0.0399 0.627 0.6402  0.647 0.04637 0.5555 0.7382 
Std. Dev. of φ[i] -  -  0.379 0.1131 0.1405 0.6116 
Rα2 0.5308  -  - 
AIC 3976.10  -  - 
BIC 4050.30  -  - 
DIC -  3807.99  3800.48 
Thinning Sample   20  20 
Burn-in Sample   1000  1000 
# of Markov Chains   3  3 
N 1479  1479  1479 
R2-value e 0.19  0.80  0.80 
* Significantly different from zero at 90% Bayesian credible interval; ** Significantly different from zero at 80% Bayesian credible interval 
a % of households that has non-retired workers and zero (0) auto 
b % of households that has non-retired workers and one (1) auto 
c % of households that has non-retired workers and two (2) autos 
e 𝑅𝑅2 = 1 − ∑(𝑦𝑦[𝑖𝑖]−𝑦𝑦�[𝑖𝑖])
2
∑(𝑦𝑦 [𝑖𝑖]−𝑦𝑦�)2
, where 𝑦𝑦�[𝑖𝑖] = predicted crashes and 𝑦𝑦� = global mean of crashes  
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 Bayesian model without accounting for spatial 
correlation (Model-8b) 
 Bayesian model accounting for spatial correlation 
(Model-8c) 
Estimates P-value  Mean Std. Dev. Bayesian Credible Interval  Mean Std. Dev. Bayesian Credible Interval  2.5% 97.5%  2.5% 97.5% 
Length of road with PSL 15mph -0.3317 0.0037  -0.3298 0.1155 -0.5679 -0.1069  -0.3243 0.1111 -0.541 -0.108 
Length of road with PSL 35mph 0.1769 <.0001  0.1638 0.0317 0.1008 0.2250  0.159 0.03245 0.09625 0.2218 
Total no. of Intersection 0.0165 <.0001  0.0174 0.0031 0.0116 0.0235  0.02363 0.003292 0.0174 0.03015 
Median household income -0.0095 0.0005  -0.0097 0.0028 -0.0153 -0.0041  -0.00436** 0.003207 -0.01061 0.001883 
Dwelling unit 0.0003 <.0001  2.81E-04 6.71E-05 1.50E-04 4.13E-04  2.79E-04 6.69E-05 1.48E-04 4.12E-04 
Log(Population per sq. mile) 0.1471 <.0001  0.1471 0.0228 0.1024 0.1923  0.08795 0.02486 0.04003 0.1379 
W0 a 0.0259 <.0001  0.0258 0.0059 0.0138 0.0371  0.02713 0.006904 0.01359 0.04073 
W1 b 0.0152 <.0001  0.0152 0.0035 0.0084 0.0222  0.01398 0.003851 0.006276 0.02176 
Urban Flag for a TAZ 0.5629 0.0110  0.5414 0.2201 0.1326 0.9894  0.3983** 0.2504 -0.09484 0.8774 
K to G12 enrollment 0.0001 0.0165  1.44E-04 5.90E-05 2.71E-05 2.58E-04  8.64E-5** 5.72E-05 -3.08E-05 1.97E-04 
Long term parking cost - -  - - - -  - - - - 
Log(total employment) 0.1553 < 0.0001  0.1560 0.0338 0.0918 0.2200  0.161 0.03308 0.09784 0.2266 
             
Intercept -3.4347 < 0.0001  -3.653 0.3899 -4.411 -2.892  -3.389 0.3958 -4.148 -2.639 
Over-Dispersion 0.5281 -  0.4889 0.05604 0.3845 0.608  - 
ψ -  -  0.792 0.08622 0.6392 0.9517 
Std. Dev. of θ[i] -  0.6981 0.04008 0.62 0.7797  0.2948 0.1207 0.06506 0.4971 
Std. Dev. of φ[i] -  -  1.123 0.1426 0.8376 1.387 
Rα2 0.556  -  - 
AIC 3938.51  -  - 
BIC 4007.39  -  - 
DIC -  3780.41  3709.38 
Thinning Sample   20  20 
Burn-in Sample   1000  1000 
# of Markov Chains   3  3 
N 1479  1479  1479 
R2-value 0.23  0.78  0.75 
** Significantly different from zero at 80% Bayesian credible interval 
a % of households that has non-retired workers and zero (0) auto 
b % of households that has non-retired workers and one (1) auto 
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Pedestrian Crash Models for TAZs  
 The final non-Bayesian NB model for pedestrian crashes (7a in Table 8) retained nine 
significant variables at the 95% significance level. These variables are total length of roadways 
with 35mph posted speed limit, total number of intersections per TAZ, median household 
income per TAZ, total number of dwelling units, log of population per square mile of a TAZ, 
percentage of households with non-retired workers but zero auto, percentage of households with 
non-retired workers and one auto, long term parking cost, and log of the total employment 
number in a TAZ. These variables were also found significantly different from zero at 95% 
Bayesian credible interval (BCI) in both of the Bayesian models (7b and 7c in Table 8). 
 Population density (LOGPOPSM) and total employment (LOG_TOTEMP) per TAZ can 
be considered as surrogate measures for pedestrian exposure in a street network. The effect of 
both population density and total employment variable were evident in all of the models. We find 
signs of their coefficient estimates consistent with the previous studies. For example, the positive 
effect of population was reflected in the studies of LaScala et al. (2000), Loukaitou-Sideris et al. 
(2007), Wier et al. (2009), Cottrill and Thakuriah (2010). Loukaitou-Sideris et al. (2007) found 
employment density per census tract to be positively associated with pedestrian-automobile 
crashes. Also the census tract level vehicle-pedestrian injury collision model developed by Wier 
et al. (2009) found employee population to be similarly associated. Similar estimates from the 
Bayesian model accounting for spatial correlation fostered additional support to the fact that as 
the pedestrian exposure increases, the higher the probability of pedestrian crashes.  
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 Carter and Council (2007) found that in urban areas 39% of pedestrian crashes are 
intersection-related. About ninety-five percent of the TAZs in Hillsborough and Pinellas counties 
were identified as urban areas. This explains the positive association between number of 
intersections per TAZ and pedestrian crashes. Also, intersections are usually locations that have 
a relatively higher number of pedestrians crossing streets and complex vehicular maneuvers. 
Therefore intersections would have higher pedestrian exposure with a higher probability of 
vehicle-pedestrian interactions. 
 Crashes were positively associated with the total dwelling units per TAZ. Higher number 
of dwelling units will usually imply more residents (unless a large number of houses are vacant). 
For example, a residential zone will have higher dwelling units as compared to an industrial 
zone. Therefore the residential zone is expected to have higher internal pedestrian activity, for 
example, morning and evening walks, etc. Note that the number of dwelling units should not be 
confused with the population of a TAZ. A TAZ in a central business district might have zero 
dwelling units but will experience a high number of people during business hours.  
 Percent of households with non-retired workers and zero auto (W0) and one auto (W1) 
both had positive coefficient estimates. W0 estimates were almost double the W1 estimates. 
Workers with no autos will possibly walk, bike, or if available, use public transportation. Even 
trips to public transportation may need some extent of walking. On the other hand, workers with 
one auto can still avoid walking or biking. Cottrill and Thakuriah (2010) found a similar 
significant association between ‘percent of population without access to a vehicle’ and pedestrian 
crashes per census tract. 
 Long term parking cost (LTPC) had a positive estimate, as LTPC goes up, higher 
pedestrian crashes are likely to occur, other covariates being controlled. Possibly LTPC is a 
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proxy for areas with a high demand for land and more consequent activities (including 
pedestrian). This may, in turn, increase pedestrian vulnerability to crashes. 
Median household income was found to be negatively associated with pedestrian crashes 
at TAZs. This means low income areas have a higher probability of pedestrian crashes. The 
relationship between pedestrian crashes and areas with low income and/or minority population 
has been supported by several previous studies (e.g., Dougherty et al., 1990; Laflamme and 
Diderichsen, 2000; STPP 2002; Sargent et al., 2004; Loukaitou-Sideris et al., 2007; Lyons et al., 
2008, Cottrill and Thakuriah, 2010, etc.).  
 The positive estimate of total roadway length with 35mph posted speed limit may be 
explained by the fact that about ninety-five percent of TAZs in the study counties were also 
tagged as urban TAZs. Tignor and Warren (1990) in their study on driver speed behavior found 
that the driver compliance with speed limits is poor and on average, 7 out of 10 motorists 
exceeded the posted speed in urban areas. They (Tignor and Warren, 1990) also reported that the 
compliance tends to be worse on low-speed roads. Over-speeding may be a problem in roadways 
with 35mph posted speed limit and thereby may increase the propensity of pedestrian crashes. 
 The variables that had p-values greater than 0.05 but were retained at the 80% 
significance level in the non-Bayesian NB model (model-8a) include - total roadway lengths 
with a 15mph posted speed limit (SEGLEN15), and total number of hotel units within a TAZ 
(HU). Later while used in the Bayesian models these variables were insignificant from zero at 
the 95% credible level (however were retained in the models). Slower vehicular speed explains 
the negative estimate of total roadway with 15mph posted speed limit for pedestrian crashes. The 
total number of hotel units inside a TAZ had a positive estimate. The number of hotel units per 
TAZ reflects somewhat the land use pattern of a TAZ. In Florida, where there are many tourists 
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and visitors, more hotels are generally associated with more attractions, restaurants, stores, which 
in general indicate more pedestrians. This eventually could increase the probability of pedestrian 
related crashes. 
Bicycle Crash Models for TAZs  
 Eleven significant variables were retained in the non-Bayesian NB model (8a in Table 9) 
developed for the bicycle crashes in Hillsborough and Pinellas counties. These variables were the 
total length of roadways with 15mph posted speed limit, total length of roadways with 35mph 
posted speed limit, total number of intersections per TAZ, median household income per TAZ, 
total number of dwelling units, log of population per square mile of a TAZ, percentage of 
households with non-retired workers but zero auto, percentage of households with non-retired 
workers and one auto, urban flag for a TAZ, number of Kindergarten through 12th grade 
enrollment, and log of total employment number in a TAZ.  
 Similar variables were found to be significant in the Bayesian bicycle crash model (8b in 
Table 9) that did not account for spatial correlation. When spatial correlation was accounted for 
(in model-8c), median household income per TAZ, urban flag for a TAZ (URBAN), and number 
of Kindergarten through 12th grade enrollments (K12ENR) turned to be statistically insignificant 
from zero at 95% level. Therefore, no significant differences between neighborhood-related 
variables were observed in the models.  Kim et al. (2007) also reported a similar conclusion from 
their analysis except for the institutional areas (i.e., schools) which tend to increase the 
possibility of incapacitating injury and decrease other injury severities, compared to other areas. 
The spatial orientation of kindergarten through 12th grade school enrollment was found 
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‘random’ from the global Moran’s I statistics. This explains why it was not significant in the 
model that accounted for the spatial relationship separately in the error structure. This variable 
was not retained in the pedestrian crash models. 
 The total roadway length with 15mph posted speed limit (SEGLEN15) was the only 
variable negatively associated with the bicycle crashes. Possibly low speed enables drivers to 
avoid or react appropriately to a bicyclist. On the other hand, total roadway length with 35mph 
posted speed limit (SEGLEN35) was found to have positive estimates. Kim et al. (2007) found a 
similar positive association between 30-40mph estimated vehicular speed and bicyclists’ injury 
severity. 
 Similar to pedestrian crashes, the number of intersections was highly associated with 
bicycle crashes. Carter and Council (2007) found that in urban areas 48% of bicycle crashes are 
intersection-related. It is speculated that a higher degree of vehicle-bicycle interaction at 
intersections increases the probability of bicycle crashes. 
 The estimate for Percent of households with non-retired workers and zero auto (W0) was 
about two times that of one auto (W1) in model-8c. This implies W0 to be more critical than W1, 
other variables being controlled. Similar to the pedestrian crash models (7a-7c), population 
density (LOGPOPSM) and total employment (LOG_TOTEMP) per TAZ were found to be 
positively associated with bicycle crashes. These two variables can also be considered as 
surrogate measures for bicycle exposure in a street network, thereby explaining their positive 
correlation with bicycle crashes. 
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Pedestrian versus Bicycle Crash Models 
 Although Total roadway length with 15mph posted speed limit (SEGLEN15), urban flag 
for a TAZ (URBAN), and kindergarten through 12th grade school enrollment (K12ENR) were 
found significantly different from zero at the 95% certainty level in the bicycle crash models 8a 
and 8b, they did not appear to be significant (at same level) in any of the pedestrian models 
developed for TAZs. However, while accounting for the spatial correlation in the bicycle crash 
model (8c), URBAN and K12ENR were found to be insignificant. Alternately, long term parking 
cost (LTPC) appeared to be significant in the models developed for pedestrian crashes but was 
not significant in any of the bicycle crash models.  
Conclusions 
 This study examined pedestrian and bicycle crashes occurring in two counties of Florida. 
Macro-level crash prediction models were developed, analyzed and compared for TAZ level 
aggregation. The significant variables included various roadway characteristics, demographics, 
socio-economic and neighborhood-related factors. Median household income, urban flag for a 
TAZ, and kindergarten through 12th grade school enrollment were the variables that were found 
significantly different from zero at 95% Bayesian credible interval in the bicycle crash model 
accounting for spatial correlation. However, the variables urban flag for a TAZ, and kindergarten 
through 12th grade school enrollment did not appear significant at all in the pedestrian crash 
models that were developed for TAZs in Hillsborough and Pinellas counties. Total roadway 
length with 15mph posted speed limit and total number of hotels per TAZ were observed to be 
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insignificant from zero at 95% level for the same model. On the other hand, long term parking 
cost was a significant variable in all three models developed for pedestrian crashes (models 7a-
7c) but was not significant in the bicycle crash models.  
 In all cases Bayesian Poisson-lognormal models with spatial correlation performed better 
than the models that did not account for spatial correlations among TAZs. This indicates that 
spatial correlation should be accounted for while modeling pedestrian and bicycle crashes for 
spatially aggregated data, in general, and TAZs, in particular. The Bayesian framework is more 
capable of accurately accounting for spatial correlation and uncorrelated heterogeneity normally 
present in macro-level crash data (Quddus, 2008) and is unbiased to the assumptions made by the 
classical estimation methods.  
Investigating Factors Associated with Pedestrian Crashes in Environmental Justice Areas 
Introduction 
 Cairns et al. (2003) described Environmental Justice (EJ) as an increasingly important 
element of policy making in transportation and fundamentally related to fairness toward the 
disadvantaged groups of the society, often addressing the exclusion of racial and ethnic 
minorities from decision making. EJ has been identified by the federal government as an 
important goal in transportation, and as a result the local and regional governments are required 
to incorporate EJ into their transportation programs (Cairns et al., 2003).  
 Generally, EJ areas are those with a high proportion of minority and low-income 
households (Cottrill and Thakuriah, 2010). The areal characteristics of racial and ethnic minority 
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population and low-income group of the EJ areas make them particularly interesting to 
investigate for traffic crashes. Because of the unique criteria by which EJ areas are determined, 
examining the causal factors associated with different types of crashes can be helpful to the local 
and/or regional government (such as metropolitan planning organizations, state departments of 
transportation, etc.) from various perspectives such as, safety management, policy making, 
allotting safety funds, etc. 
 This study identified EJ areas for two counties of the state of Florida and analyzed 
pedestrian crashes which occurred specifically in those areas. The relationship between 
pedestrian crashes and areas with low income and/or minority population has been supported by 
several previous studies (e.g., Dougherty et al., 1990; Laflamme and Diderichsen, 2000; STPP, 
2002; Sargent et al., 2004; Loukaitou-Sideris et al., 2007; Lyons et al., 2008). The findings of 
these studies indicate the need for particular attention to pedestrian crashes in such areas. Cottrill 
and Thakuriah (2010) provided a broad reasoning for investigating pedestrian crashes in low-
income and minority populations. To avoid redundancy we direct interested readers to this article 
(Cottrill and Thakuriah, 2010). 
Defining Environmental Justice Areas 
 Cairns et al. (2003) indicated that since ideas about justice differ between communities, 
local and regional governments have flexibility in changing their policies to reflect EJ. However, 
the link between EJ and minority and low-income groups are found in the Presidential Executive 
Order 12898 (1994) titled ‘Federal Actions to Address Environmental Justice in Minority 
Populations and Low-Income Populations’. The Council on Environmental Quality (CEQ) which 
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coordinates Federal environmental efforts and works closely with agencies and other White 
House offices in the development of environmental policies and initiatives, developed guidance 
for implementing environmental justice under National Environmental Policy Act (NEPA). 
According to CEQ “minority populations should be identified where either: (a) the minority 
population of the affected area exceeds 50 percent or (b) the minority population percentage of 
the affected area is meaningfully greater than the minority population percentage in the general 
population or other appropriate unit of geographic analysis” (Desk Guide Environmental Justice 
in Transportation Planning and Investments, web link). Also, CEQ guideline states that a low-
income population of an affected area should be identified based on the U.S. Census Bureau 
annual statistical poverty thresholds. 
 Therefore, the responsible authorities often define EJ areas. However, the definition 
varied between different Metropolitan Planning Organizations (MPOs) and research studies. In 
this study, definitions were adopted for EJ areas (for census tracts) from Cottrill and Thakuriah 
(2010) who replicated the rule given in Sriraj et al. (2003). Similar guidelines on determining the 
Environmental Justice areas are also used by several MPOs around the United States, i.e., South 
Alabama Regional Planning Commission (www.mobilempo.org), Puget Sound Regional Council 
(www.psrc.org) in Seattle, Washington, Metropolitan Planning Organization for New York's 
Capital Region (www.cdtcmpo.org), Albany, New York, etc. EJ definition criteria of some of 
these MPOs are enlisted in Table 10. Environmental justice traffic analysis zones (in the data 
preparation section) were further defined and referred to as EJTAZs. 
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Table 10: Definition Criteria for Environmental Justice Traffic Analysis Zones (EJTAZs). 
 
Organization 
EJTAZ Defining Criteria 
Source 
Minority Population Household Income 
South Alabama Regional Planning 
Commission (SARPC) 
"The low-income and minority 
threshold populations were 
determined as an area 
wide index, and target populations 
were identified based on each traffic 
zone’s low-income and minority 
population percentage compared to 
this index." 
All non-white people and whites of Hispanic 
origin were defined as the minority. 
According to 2000 U.S. Census 37.5% of the 
population of the Mobile County were 
classified as minority. Therefore, 37.5% was 
used as the minority threshold index. 
 
According to 2000 U.S. Census 18.5% of 
the population in Mobile County lived 
below the poverty level. Therefore, 18.5% 






Plan, web link) 
Puget Sound Regional Council, Seattle, 
Washington 
Thresholds were based upon regional 
averages: 
23.6% - for total minority  
10% - Black/African American 
10% - Hispanic 
In 1999, the region-wide poverty rate was 







Capital District Transportation 
Committee - The Metropolitan 
Planning Organization (MPO) for New 
York's Capital Region, Albany, New 
York. 
The region’s four counties were composed of 
11.2% minority population and 2.6% Hispanic 
population. Therefore, any TAZ which had 
more than or equal to these percentages were 
identified as EJ target areas. 
According to 2000 U.S. Census data 8.9% 
of the four county region was below the 
1999 poverty level. Any TAZ with 8.9% or 
greater population below the poverty level 





Boston Region Metropolitan Planning 
Organization, Massachusetts 
According to 2000 Census 21.4% of the 
MPO’s population was minorities (non-white 
and Hispanic). Therefore, any TAZ with 
21.4% or more minority population was 
categorized as a minority TAZ. 
A low-income TAZ was defined to have a 
median household income at or below 80% 
of $55,800 (approximately) which was 







The Contribution of This Study to the EJ Literature 
 This study is thought to benefit the EJ literature in two ways. The study identified EJ 
traffic analysis zones in two counties of Florida. The superiority of using traffic analysis zones in 
terms of data accuracy and error minimization in the statistical analysis of EJ data have been 
advocated by Sriraj et al. (2003). To the best of my knowledge so far no traffic safety study has 
been conducted for the EJ traffic analysis zones. Therefore, the results from this study will allow 
the comparison and comprehension of the association between the contributing factors related to 
pedestrian crashes in traffic analysis zones and that of other geographic units (predominantly 
census tracts). Unlike other geographic units, TAZs are being defined for transportation 
purposes, usually by the MPOs or state departments of transportation (DOTs). TAZs have been 
and are being widely used as the fundamental spatial units for aggregate travel demand analysis 
and forecasting in the framework of the four-step travel demand modeling. 
 Secondly, the statistical model formulated in the study explicitly accounts for the spatial 
autocorrelation of the zonal factors among the neighboring zones. The need to account for spatial 
autocorrelation of the census tract based safety data was acknowledged by Cottrill and Thakuriah 
(2010). However, their (Cottrill and Thakuriah, 2010) pedestrian crash model which was based 
on the EJ areas of Chicago Metropolitan area, did not account for this autocorrelation and 
recommended as a future scope of work.  
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Data Preparation 
 Pedestrian crashes which occurred in Hillsborough and Pinellas counties of Florida were 
investigated in this study. Census tract maps were downloaded from the U.S. Census Bureau 
website, and percentages of population below poverty line per census tract were retrieved from 
2000 U.S. census tract poverty data. Note that the census 2010 data for poverty has not yet been 
made available in the U.S. Census Bureau website. Summary statistics of the variables used in 
the study is shown in Table 6. 
 A total of 1665 pedestrian crashes occurred in Hillsborough and Pinellas counties in the 
period of 2005-2006. These two counties consist of 1479 TAZs and 457 census tracts. Among 
1479 TAZs eight hundred and forty (56.8%) TAZs were identified as EJ areas. At first glance 
this percentage may seem to be high. However, the higher percentages of EJ areas are not 
unusual and may be area specific. For example, Sriraj et al. (2003) identified 69% of their study 
areas to be under EJ classification in their study. Their (Sriraj et al., 2003) study was on the 
analysis of EJ compliance of the Chicago Transit Authority (CTA). Out of 1665 pedestrian 
crashes in Hillsborough and Pinellas County (2005-2006), 1186 (71.2%) occurred in EJTAZs.  
 The identification process of EJTAZs is elaborated in the following subsection.  
Figure 12 illustrates the boundaries of TAZs and tracts of Hillsborough and Pinellas County. In 




Figure 12: Geographic Boundaries of TAZs and Tracts (top row); and the Distribution of 
Pedestrian Crashes per EJTAZ in Hillsborough and Pinellas County, Florida.  
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Identifying Environmental Justice Traffic Analysis Zones (EJTAZs) 
 Identifying environmental Justice (EJ) areas started at the census tract level since TAZ-
level data for minority population and low income group were not readily available for the study. 
At first, based on the 2000 Census, average Black population was calculated for all residents in 
Hillsborough and Pinellas counties, which were about 15% and 9%, respectively. These 
percentages were used as the EJ thresholds. Therefore, any census tract in Hillsborough with a 
Black population greater than 15% qualified as an EJ neighborhood. Similarly, any census tract 
in Pinellas with a Black population greater than 9% qualified as an EJ neighborhood. Hispanic 
population in Hillsborough and Pinellas were 18% and 5%, respectively. Any census tract in 
Hillsborough with a Hispanic population greater than 18% qualified as an EJ neighborhood. 
Similarly, any census tract in Pinellas with a Hispanic population greater than 5% qualified as an 
EJ neighborhood.  
 In addition, the study used household income in defining 'percent of persons below 
poverty'. The percentages of persons below poverty were calculated in the following way: 
 
% of persons below poverty = 
Total income in 2000 below poverty level (for all ages)
Total  income  in  2000 above  poverty  level  (for  all  age )+ Total  income  in  2000 below  poverty  level  (for  all  age )
*(100) 
 
The cutoff income to define above or below poverty level was based on the US Census 2000 
poverty threshold (Poverty Thresholds 2000, web link). The 2000 Census percentages of the 
population below the poverty line in Hillsborough and Pinellas counties were 12.5% and 10.0%, 
respectively (American FactFinder, web link). Any census tract in Hillsborough County with 
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more than 12.5% of the population below poverty line was considered as an EJ census tract. 
Similarly, any census tract in Pinellas County with more than 10.0% of the population below 
poverty line was considered as an EJ census tract.  
 Any census tract that satisfied any of the criteria mentioned above was considered as an 
EJ zone. A total of 130 and 103 such census tracts were identified in Hillsborough and Pinellas 
County, respectively. Once EJ census tracts were selected, TAZs within those census tracts were 
considered as EJTAZs. This selection was performed manually using ArcGIS (2008). A total of 
840 EJTAZs with an area of 601.02 square miles were found in these two counties. We 
recognize that manually selected EJTAZs (from EJ census tracts) include only 4.28 square miles 
(0.71%) of areas which actually did not belong to EJ census tracts. This amount of error was 
considered reasonable for the study.  
 Table 11 provides the number and percentages of census tracts which were identified as 
EJ areas based on minority population and low income group. High correlation between 
geographic locations of minority population and low-income group was observed. Out of 233 EJ 
census tracts in the study counties, 137 (about 59%) were qualified for both criteria.  
 
Table 11: Percentage Distribution of Census Tracts (CTs) Based on Minority Population and 
Low-Income Group in the Study Area. 
 
EJ Criterion 













Minority Population 113 45.4  85 40.9  198 43.3 
          Black 64 25.7  41 19.7  105 23.0 
          Hispanic 74 29.7  54 26.0  128 37.6 
Low-income 99 39.8  73 35.1  172 43.3 
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LISA Analysis of Spatial Dependence 
 Local Indicators of Spatial Association or LISA maps (Anselin, 1995) for pedestrian 
crashes in the study region were generated to further understand the existence of spatial clusters. 
 The significance of the local Moran statistics is based on a conditional permutation 
procedure which is somewhat sensitive to the number of permutations selected, meaning that 
different permutations may lead to slightly different results between replications (Anselin, 2003). 
LISA maps are particularly useful in the exploratory analysis of spatial data as they (LISA maps) 
indicate local spatial clusters and form the basis for a sensitivity analysis which is potentially 
useful when spatial autocorrelation is present in the dataset (Anselin, 1995). GeoDa™ (2004) 
was used for spatial analyses and visual representation of the LISA maps of the study counties. 
 LISA cluster map for pedestrian crashes at Hillsborough and Pinellas counties were 
generated for 99, 199, 499 and 999 permutations. However, no significant changes were 
observed indicating that the sensitivity is low and spatial clusters exist. Figure 13 illustrates 
cluster and significance maps for LISA statistics generated using 99 permutations for pedestrian 
crashes at the study counties. These two maps are synchronized but with the significant locations 
color coded by type of spatial autocorrelation. Each of the elements of this figure is discussed 
below.   
 Local Moran scatter plot for pedestrian crashes in Hillsborough and Pinellas counties is 
shown in Figure 13c. The slope of the line is the global Moran’s I statistic. Four quadrants of this 
scatter plot correspond to two different types of spatial correlation. TAZs with local Moran I 
statistic in the upper right and lower left quadrant in the scatter plot were represented by the 
high-high and low-low type correlations, respectively in Figure 13a. The TAZs that had local 
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Moran value in the lower right and upper left quadrant were indicated as high-low and low-high 
type correlation, respectively in Figure 13a. It appears that the distribution of local Moran 
statistics (in the scatter plot) is asymmetric and skewed. This implies that the spatial cluster is 
associated with high-high patterns. Figure 13b illustrates four significance levels (p-values) of 
LISA statistics of each TAZ in the map. Each p-value is indicated beside the respective color 
code. The white regions in the map are not significant. Figure 13d shows the box-plot for local 
Moran statistics. Figure 13a and Figure 13b jointly allow a reader interested in any one particular 
TAZ to understand the type of spatial cluster for a specific type of variable and its level of 
significance. It can be observed that most of the significant TAZ spatial clusters are located in 
the central part of the map. Roughly speaking, high-high areas are mostly distributed in the 
central part and low-low areas seem to be grouped in different parts of the map. Both low-high 





Figure 13: (a) LISA Cluster Map, (b) LISA Significance Map, (c) Moran Scatter Plot, and (d) 
LISA Box Plot for Pedestrian Crashes in Hillsborough and Pinellas Counties (GeoDa 0.9.5-i 






Developing Statistical Models for Pedestrian Crashes 
 Since preliminary analysis indicated spatial autocorrelation among the variables, a 
Bayesian Poisson-lognormal model accounting for spatial effect was proposed for modeling 
pedestrian crashes at EJTAZs. The Bayesian methodology has several merits compared with the 
traditional regression models such as negative binomial. Some of the advantages of Bayesian 
inference in the context of modeling traffic crash data include- flexible and reliable measure to 
accommodate updating requirement (if necessary) in the Bayesian algorithm, automatic 
modeling of missing data (considering them as latent variables), and capability of handling small 
size of sample (Huang and Abdel-Aty, 2010). In addition, we also developed a Bayesian 
Poisson-lognormal and a non-Bayesian negative binomial (NB) model which did not account for 
spatial autocorrelation. The performances of all three models were then compared.  
 Non-Bayesian NB models have been popular in crash modeling for quite a few years 
because of its property of representing non-negative and (sometimes) overdispersed crash count 
data. Poisson distribution alone fails to account for overdispersion of crash data, if present. 
Overdispersion occurs if the mean of crashes is not equal to the variance. Pedestrian crash data 
used in this study had a greater variance than the mean (3.035 > 1.126). In the Bayesian 
framework, the non-negative nature and overdispersion were replicated by providing a Poisson 
model with an error term which has a log-normal distribution. The Poisson-lognormal model was 
coded and run in the WinBUGS package (The BUGS Project). 
 Variables which had no correlations with any other variables and were significant at 99% 
confidence interval (p-value ≤0.01) in the NB models were chosen for the Bayesian Poisson -
lognormal models.  
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 The results of the model estimates are presented in Table 13 and discussed in the 
following section. Note that  
Table 12 shows the coefficient estimates of the non-Bayesian NB model for pedestrian crashes; 
this model was developed considering all TAZs of Hillsborough and Pinellas County. It is 
evident from the model that the EJ dummy variable (EJ_TAG) was positively associated with 
pedestrian crashes at the 95% confidence level. This indicates that clearly EJTAZs require 
specific attention in the investigation of pedestrian related crash factors. 
 
Table 12: Non-Bayesian Negative Binomial Model for All TAZs in Hillsborough and Pinellas 
County. 
 
Variables Estimates p-value 
Length of road with PSL 35mph 0.0687 0.0197 
Total number of intersections 0.0286 < 0.0001 
EJ dummy variable (1 = EJTAZ, 0 = NOT an EJTAZ) 0.2729 0.0011 
Dwelling unit 0.0002 0.0015 
Log of population per sq. mile 0.1025 < 0.0001 
W0 a 0.0335 < 0.0001 
W1 b 0.0129 0.0002 
Long term parking cost 0.0011 0.0008 
Log of total employment 0.1671 < 0.0001 
Intercept - 3.1326 < 0.0001 




a % of households that has non-retired workers and zero (0) auto 
b % of households that has non-retired workers and one (1) auto 
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Bayesian model accounting spatial correlation 
Estimates p-value 
 
Mean Std. Dev. 
Bayesian Credible Interval 
 2.5% 97.5% 
Length of road with PSL 35mph 0.0864 0.0258  0.0860 0.0428 0.0018 0.1697 
Total number of intersections 0.0312 < 0.0001  0.0306 0.0039 0.0228 0.0381 
Dwelling unit 0.0003 0.0028  2.425E-4 9.256E-5 6.027E-5 4.238E-4 
Log of population per sq. mile 0.1077 < 0.0001  0.1042 0.0256 0.0549 0.1543 
W0 0.0313 < 0.0001  0.0282 0.0061 0.0163 0.0400 
W1 0.0171 < 0.0001  0.0091a 0.0050 -7.053E-4 0.0190 
Long term parking cost 0.0014 0.0002  0.0012 3.743E-4 4.773E-4 0.0019 
Log of total employment 0.1201 0.0017  0.1239 0.0410 0.0445 0.2050 
        
Intercept - 2.8176 < 0.001  - 2.913 0.3784 - 3.664 - 2.198 
Over-Dispersion 0.5061 -  - 
ψ -  0.7590 0.1323 0.4175 0.9340 
Std. Dev. of θ[i] -  0.6129 0.0566 0.5031 0.7228 
Std. Dev. of φ[i] -  2.762 1.918 0.4311 8.556 
Rα2 0.50  - 
AIC 2541.59  - 
BIC 2588.92  - 
DIC -  2412.69 
Thinning Sample   20 
Burning Sample   1000 
# of Markov Chains   3 
N 840  840 
R2-value 0.17  0.65 
a Not significantly different from zero 
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Discussion of Results 
 Table 13 presents the coefficient estimates for the pedestrian crash models that were 
estimated for pedestrian crashes for EJTAZs. The non-Bayesian NB model had eight significant 
variables. These variables were total roadway length with 35mph posted speed limit (PSL), total 
number of intersections per TAZ, total number of dwelling units, log of population per square 
mile of a TAZ, percentage of households with non-retired workers and zero auto (W0), 
percentage of households with non-retired workers and one auto (W1), long term parking cost, 
and log of the total employment number in a TAZ. However, the Bayesian model accounting for 
spatial autocorrelation revealed that the percentage of households with non-retired workers and 
one auto (W1) was not significantly different from zero at the 95% Bayesian Credible Interval 
(BCI). 
 Variation due to spatial autocorrelation in the total unobserved heterogeneity (error 
component of the Bayesian model) was found to be about seventy six percent. Bayesian model 
with spatial effect had a lower DIC value than the model that did not account for the spatial 
effect (2412.69 versus 2420.29). The difference in DIC values was 7.6; this means there is a 
considerable difference in the goodness-of-fit of the models (El-Basyouny and Sayed, 2009, 
2010). Both apportionment of spatial autocorrelation effect in the error component, and DIC 
value indicate that the Bayesian model accounting spatial effect is superior among the three 
models developed in this study. 
 All covariates that were found significant in the model were positively associated with 
pedestrian crashes at EJTAZs. Among the factors related to roadways, ‘total roadway length with 
35mph PSL’ and ‘total number of intersections per EJTAZ’ were found to be significantly 
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associated with pedestrian crashes. Not maintaining appropriate posted speed limit (over-
speeding) may be a potential problem for the roads with 35mph PSL. Tignor and Warren (1990) 
reported that drivers’ compliance with speed tend to be worse on low-speed roads and on an 
average, 7 out of 10 motorists exceed the posted speed limit in the urban areas. About 95% of the 
TAZs in the study counties were identified as urban areas by the Florida District Seven 
Intermodal Systems Unit.  
 Intersections are places of high interactions between pedestrian and motorized traffic. 
Also, an intersection may experience high volume of pedestrians crossing the streets. This 
increases the possibility of pedestrian related crashes associated with intersections. Carter and 
Council (2007) found in their study that in urban areas 39% of pedestrian crashes are 
intersection-related. 
 Population density and total employment can be considered as the surrogate measures of 
pedestrian exposure. Both of these variables were significantly different from zero at 95% BCI. 
This result was in accordance with several previous studies which found the positive effect of 
population on to pedestrian crashes (LaScala et al., 2000; Loukaitou-Sideris et al., 2007; Wier et 
al., 2009;  Cottrill and Thakuriah, 2010). Both Loukaitou-Sideris et al. (2007) and Wier et al. 
(2009) found employment related variables to be positively associated with pedestrian crashes at 
the census tract-level.  
 The model indicates that a unit increase in the total dwelling units per EJTAZ is likely to 
increase the number of pedestrian crashes, other variables remaining the same. Residential areas 
would have more dwelling units compared to industrial zones. Therefore, a residential EJTAZ 
neighborhood would have an elevated probability of pedestrian crashes. Note that the number of 
dwelling units is not correlated with the population of an EJTAZ. A TAZ in a central business 
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district might have very few dwelling units but will experience a high pedestrian population 
during business hours. 
 Among non-retired workers only the percent of households with no cars were positively 
associated with pedestrian crashes at EJ areas. Possibly high poverty level dejects people from 
owning a vehicle. People with no auto are most likely to walk, bike, or use public transits more 
that the ones with autos.  
 Long term parking cost (LTPC) reflected an eight hour parking cost. The model indicates 
that for a higher LTPC pedestrian crashes are likely to increase. Expensive parking may force 
people to walk more; therefore increasing pedestrian activity. Higher pedestrian activities result 
in higher pedestrian exposure which, as mentioned before, will increase the possibility of 
pedestrian related crashes. LTPC was found to be correlated with short term parking cost 
(STPC). Short term parking cost was measured based on two hour pricing of vehicular parking. 
However, LTPC provided a better model fit compared to STPC. So, LTPC was chosen to retain 
in the final model. 
Conclusions 
 This part of the research aimed at investigating factors associated with pedestrian crashes 
at the EJ areas of Hillsborough and Pinellas counties of Florida. In doing so, the study began 
with presenting various EJ target area defining criteria practiced by different MPOs and previous 
research. Then the environmental justice traffic analysis zones (EJTAZs) in compliance with the 
previously mentioned EJ target area definitions were identified. Percentages of Black and 
Hispanic population were used to identify minority areas. Percent of population living below 
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poverty line was used to find low-income areas. For both cases the analysis was based on 2000 
U.S. Census data.  
 Once EJTAZs were identified, an advanced statistical model was fit to capture the effect 
of spatial autocorrelation among the zonal factors on pedestrian crashes in these areas. In 
addition, the model accounted particularly for the overdispersion of the crash count data in the 
EJTAZs. The covariates in the model represented both roadway characteristics and demographic 
variables. The Bayesian Poisson-lognormal model accounting for spatial effect indicated that 
about 76% variation in the error component of the model was due to the spatial autocorrelation 
among the EJTAZs. This model was compared with two other models which did not account for 
spatial autocorrelations- traditional negative binomial model and a Bayesian Poisson-lognormal 
model only with random effect error term. These three models were compared in terms of DIC 
and R-squared values. It was found that the Bayesian model accounting for spatial effect 
performed the best; this model had the least DIC value and higher R-squared value. The 
variables found from this model are- total roadway length with 35mph posted speed limit (PSL), 
total number of intersections per TAZ, total number of dwelling units, log of population per 
square mile of a TAZ, percentage of households with non-retired workers and zero auto (W0), 
long term parking cost, and log of the total employment number in a TAZ. The coefficient 
estimates of each of these variables were significantly different from zero at 95% Bayesian 
credible interval. 
 It was believed that the association of the significant variables with the pedestrian crashes 
at EJTAZs was appropriately represented by the statistical model. This provided better insight 
into the causal factors of this particular type of crashes. This study might be further extended for 
bicycle related crashes at the EJ neighborhoods. 
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 Road safety is increasingly considered as a necessary component in the transportation 
planning process. Of vital importance in integrating safety with planning is reliable ways to 
forecast safety at the regional planning scale. This requires the forecast of the crash potential 
(measures) for alternative transportation planning schemes given a number of zonal-level 
characteristics. Currently in practice, a reactive approach to mitigate roadway crashes is 
prevalent. This research identified safety problems and contributing factors associated with 
pedestrian crashes at the EJTAZ neighborhoods, with an intention that it would help managing 
pedestrian crashes proactively at the zonal level. For example, it was found that the number of 
intersections per EJTAZ is positively associated with pedestrian crashes. Therefore, to reduce 
future number of pedestrian crashes, TAZs with higher number of intersections should be 
considered with particular attention. Safety measures such as dedicated pedestrian signal phase, 
etc. may be proactively built into the system during the planning stages. In addition, increasing 
fines for over-speeding on roads with 35mph speed limit, providing dedicated pedestrians zones 
etc. may be considered for these disadvantaged areas/groups. 
 Figure 12 depicts the spatial distribution of pedestrian crashes in the EJTAZs of 
Hillsborough and Pinellas counties. These choropleth maps can effectively be used to identify 
and prioritize EJTAZs for pedestrian safety management.  Also, in case of budget constraints, 
safety funding may be allocated based on the identified and prioritized TAZs. Thus, relevant 




CHAPTER SIX: A COMPARISON OF GEOGRAPHICAL UNIT-BASED 
MACRO-LEVEL SAFETY MODELING 
Background 
 In the past decade aggregate or macro-level safety research has been emphasized in the 
transportation literature. Since transportation planning steps always involve some sort of 
geographic entity, predicting crashes for those entities has not only been a mere avenue of safety 
research but also a demanded practical application.   
 A wide array of spatial units has been explored in macro-level crash modeling in previous 
safety literature. This includes block group (Levine et al., 1995), traffic analysis zone or TAZ 
(Abdel-Aty et al., 2011; De Guevara et al., 2004; Hadayeghi et al., 2003, 2006, 2010a, 2010b; 
Ng et al., 2002; Washington et al., 2010; Naderan and Shahi, 2010), census wards of London 
(Noland and Quddus, 2004a; Quddus, 2008), standard statistical regions of the United Kingdom 
(Noland and Quddus, 2004b), census tract (LaScala et al., 2000; Loukaitou-Sideris  et al., 2007; 
Wier et al., 2009; Cottrill and Thakuriah, 2010; Ukkusuri et al., 2011), county (Aguero-Valverde 
and Jovanis, 2006; Amoros and Laumon, 2003; Huang et al., 2010; Karlaftis and Tarko, 1998; 
Noland and Oh, 2004), state (Noland, 2003), local health areas (MacNab, 2004), grid-based 
structure (Kim et al., 2006), etc. Some of the dependent variables modeled in these previous 
studies include-  
• total crashes per TAZ (Hadayeghi et al., 2003, 2006, 2010b; Naderan and Shahi, 2010), 
per block group (Levine et al., 1995), per county (Huang et al., 2010);  
• severe (fatal and non-fatal) injury crashes per TAZ (Hadayeghi et al., 2003, 2006, 2010b; 
Naderan and Shahi, 2010), per county (Huang et al., 2010); 
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• total crashes, during morning peak, per TAZ (Hadayeghi et al., 2006);  
• severe (fatal and injury) crashes, during morning peak, per TAZ (Hadayeghi et al., 2006);  
• only fatal crashes per TAZ (De Guevara et al., 2004), per county (Aguero-Valverde and 
Jovanis, 2006);  
• only injury crashes per TAZ (De Guevara et al., 2004; Naderan and Shahi, 2010), per 
county (Aguero-Valverde and Jovanis, 2006);  
• property damage only (PDO) crashes per TAZ (De Guevara et al., 2004; Naderan and 
Shahi, 2010);  
• total number of fatalities per state (Noland, 2003), per county (Noland and Oh, 2004), per 
census ward (Noland and Quddus, 2004a; Quddus, 2008);  
• total number of injuries per state (Noland, 2003), per census ward (Noland and Quddus, 
2004a; Quddus, 2008);  
• pedestrian crashes per census tract (LaScala et al., 2000; Loukaitou-Sideris et al., 2007; 
Wier et al., 2009; Cottrill and Thakuriah, 2010; Ukkusuri et al., 2011), per standard 
statistical regions (Noland and Quddus, 2004b);  
• number of crashes involving aged drivers per county (Karlaftis and Tarko, 1998); etc.  
 With the advancement of Geographic Information System (GIS) digital boundary maps 
of various geographic units are now being readily available. GIS maps for several census 
geographic regions are made available for the public on the U.S. Census Bureau website. Road 
networks are also converted in the form of digital maps and crash locations are being geocoded 
in these digital maps. All of these have facilitated safety analysts to analyze crash models for any 
type of spatial unit. The literature mentioned above show that various crash analyses have been 
conducted at different geographical entities. However, which geographic entity should a modeler 
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choose has not been addressed. This preference of spatial unit can vary with the dependent 
variable of the model. Or, for a specific dependent variable, models may vary by spatial units 
and might produce different goodness-of-fits. We think that this particular issue has not been 
properly addressed in the prior safety studies.  
 To date, there is no comprehensive investigation assessing how scale and zoning effects 
influence statistical results of safety modeling. This problem is closely related to the Modifiable 
Areal Unit Problem (MAUP) which is a common issue in spatial data analysis. MAUP may 
offshoot inconsistent statistical analysis results when dealing with geographic zonal data with 
different aggregation configurations. This topic has been briefly discussed in the following 
section. 
 Few transportation studies addressed MAUP so far. The studies by Chang et al. (2002) 
and Viegs et al. (2009) investigated the scale effect of traffic analysis zone (TAZ) on travel 
demand modeling. The other transportation research on MAUP focused mainly on transportation 
planning and travel demand analysis (e.g., Ding, 1998; Zhang and Kukadia, 2005). A TAZ 
design problem was explored by Ding (1998) who assessed spatial data aggregation effects on 
multiple TAZ alternatives that are interactively generated.  
Study Objectives  
 In this study three different crash models were investigated for TAZs, block groups (BG) 
and census tracts (CT) of two counties of Florida. The models were developed for the total 
crashes, severe crashes and pedestrian crashes in this region. The primary objective of the study 
was to explore and investigate the effect of zonal variation on these specific types of crash 
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models. TAZs happened to be the base spatial units of the traditional four-step transportation 
planning process. State departments of transportation (DOTs) and/or metropolitan planning 
organizations (MPOs) often define TAZs for developing their long range transportation plans 
(LRTPs). Therefore, in terms of practical usage the TAZ seem to be a preferred geographic 
entity as compared to block group or census tract. But from the context of developing macro-
level crash models, prior safety research does not offer a specific guideline toward the relative 
advantages/disadvantages of using various geographic entities. This study investigates this 
research gap by examining three types of crash prediction models for three different geographic 
units (Siddiqui et al., 2012c). 
Relative Comparison among BGs, CTs, and TAZs 
 Based on the aforementioned discussion it can be summarized that a CT is a greater 
geographic entity than a BG and most likely than a TAZ. However, the size of a BG and a TAZ 
may be comparable. Therefore, the scale effect of MAUP is supposed to be pronounced between 
statistical estimates from BGs and CTs or between TAZs and CTs. However, since both CT and 
TAZ are spatial aggregation of census blocks, zoning effect of MAUP is likely to have an effect 
on the statistical estimates. This is simply because although both CT and TAZ are collection of 
census blocks, they are defined differently by different authorities. 
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Data Preparation 
 Crashes which occurred in Hillsborough and Pinellas counties in the period of 2005-2006 
were analyzed for the study. These two counties are located midway along the west coast and 
two of the most populous counties of Florida. The geographic region of these two counties are 
divided into 1479 traffic analysis zones, 1338 block groups and 457 census tracts. A total of 
87,718 crashes occurred in these two counties among which 7106 (8.1%) were severe crashes 
and 1665 (1.9%) pedestrian crashes. In this study, severe crashes were defined as the combined 
sum of all fatal and incapacitating injury crashes. The geographic distributions of severe crashes 





Figure 14: Geographic Distribution of Severe Crashes per CT, TAZ and BG.  
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 GIS shape files (maps) of block groups and census tracts were downloaded from U.S. 
Census Bureau website. Shape file of TAZ boundary was collected from Florida DOT District 7 
(comprising Hillsborough, Pinellas, Pasco, Citrus and Hernando County) Intermodal Systems 
Development Unit. Census 2000 data was downloaded from U.S. Census Bureau website using 
PLANSAFE Census Tool (Washington et al, 2010).  The same tool was used to aggregate census 
information by each polygon (block group/tract/TAZ). A total of 75 variables were available for 
each polygon. A complete list of these variables can be found in pages 107-109 of PLANSAFE 
manual (Washington et al, 2010). In addition to these variables seven roadway related variables 
were created for each geographic entity (BG/CT/TAZ). These variables are- total number of 
intersections, total roadway length with 15, 25, 35, 45, 55, and 65mph posted speed limit (PSL). 
Please note that, these roadway-related variables were prepared by the authors and were not 
calculated using PLANSAFE tools. 
 Many of the census-related variables were thought to be correlated with population and 
employment. Therefore, collinearities among the variables were specifically investigated before 
fitting the statistical models for total, severe and pedestrian crashes. The final estimation of the 
models ensured the non-inclusion of correlated variables.  The description of the variables that 
were found significant in these models is provided in Table 14. 
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Table 14: List of Significant Variables at 90% Confidence Level Derived from Negative Binomial Models. 
 
Crash Types → Severe Crash Total Crash Pedestrian Crash 
Variable Description ↓ TAZ BG CT TAZ BG CT TAZ BG CT 
Roadway length with 25mph PSL   √ #   √ √ √ #   √   
Roadway length with 35mph PSL √ √ √ √ √ √ √ ** √   
Roadway length with 45mph PSL √ √ *   √ √ **         
Roadway length with 55mph PSL √ √ √ √ √         
Roadway length with 65mph PSL √ √ √ √ √ √       
Total number of intersections √ √ √ √ √ √ √ √ √ 
Population age 0 to 15 √     √ √         
Population age 16 to 64 √ √   √ √ # √ √ √ √ 
Density of children K to 12 grade √ √   √ √   √     
Proportion minority population √ √   √ √ √       
Number of workers whose travel time to work was 0-4 min.     √             
Number of workers whose travel time to work was 5-9 min. √   √     √ #       
Number of workers whose travel time to work was 15-19 min.     √         √   
Number of workers whose travel time to work was ≥ 30 min. √   √ * √ #       √   
Number of workers who worked at home √ √ √       √     
Number of workers who traveled to work using vehicles   √ √             
Number of workers who drove alone to their work             √ √   
Number of workers who walked to their work   √ √   √ √   √ √ * 
Housing units per acre √ √ √ √ # √ √       
Log of median household income (as of 1999)       √ # √ √ √ √ √ 
* Significantly different from zero at 90% Bayesian credible interval 
** Significantly different from zero at 80% Bayesian credible interval 
# Statistically not significantly different from zero 




 A series of negative binomial models were initially developed in this analysis. Models 
were developed for three response variables- i) total crashes, ii) severe crashes, and iii) 
pedestrian crashes for different geographic entities. Any predictors which had no problem of 
multi-collinearity and were significant at the 90% confidence level were selected in the final 
models.  
 In the second step of the analyses, multivariate Poisson-lognormal models in a Bayesian 
framework were fitted for the same response variables i.e., total, severe and pedestrian crashes 
per geographic entity (block group/tract/TAZ). In this case predictors selected from the negative 
binomial regression models were used.  
 The model convergence and performance were decided based on Brooks-Gelman-Rubin 
statistics, overlaps among the Markov chains, autocorrelation plots, and density plots. The 
significance of the model parameters were judged based on Bayesian credible intervals (BCIs). 
BCI infers on the true parameter value; for example a 95% BCI will contain the true parameter 
value with approximately 95% certainty.  
Comparison of Model Performances  
 Significant factors associated with total, severe and pedestrian crashes at 90% confidence 
level were analyzed. As mentioned before these factors were identified using negative binomial 
estimates. The lists of these significant predictors are presented in Table 14. Once identified, 
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each response variable was modeled for block groups, census tracts and TAZs separately in the 
Bayesian framework with respective significant predictor sets. Therefore, nine (3 response 
variable X 3 geographic entity) sets of predictors were found. In the next step, best significant 
predictors for each geographic entity were applied to the other two entities to compare the 
relative fits of the models. For example, the third column in Table 14 lists the best set of 
significant variables for severe crashes per TAZ (termed as the best TAZ-based variables in 
Table 15). These variables were used to predict severe crashes/BG and severe crashes/CT. The 
same were done for other significant predictor sets. So, finally a total of 27 models were 
developed. All of these models are being presented in Appendix A. 
 These models were evaluated based on three measures of goodness-of-fit which are 
Deviance Information Criterion (DIC), Mean Absolute Deviation (MAD), and Mean Square 
Prediction Error (MSPE). The lower the DIC, the better the model fit. DIC is compared among 
the models that are developed for the same response variable and the same geographic entity. 
Very roughly, a difference of 10 in DIC advocates that the model with a lower DIC performs 
very well, differences between 5 and 10 are considered substantial, whereas for a difference less 
than 5 could be misleading to just report the model with lowest DIC (El-Basyouny and Sayed, 
2009, 2010). Similar to DIC, lower values of MAD and MSPE indicate relatively better 
prediction ability of a model. Unlike DIC, MAD and MSPE values are comparable for all 
models. Several previous studies (Hadayeghi et al., 2006, 2010; Haleem et al., 2010) supported 
using MAD and MSPE to assess relative model performances. 
 Equations (14) and (15) were used to evaluate MAD and MSPE, respectively. 
 
𝑀𝑀𝐴𝐴𝐴𝐴 =  1
𝑛𝑛
∑ |𝑦𝑦[𝑖𝑖] −  𝜇𝜇[𝑖𝑖]|          (14) 
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𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 =  1
𝑛𝑛
∑(𝑦𝑦[𝑖𝑖] −  𝜇𝜇[𝑖𝑖])2         (15) 
 
where, n = number of observations, and μ[i] = predicted number of crashes in the iith geographic 
unit. Table 15 displays measures of goodness-of-fit from all twenty-seven models developed in 
this study.  
 No significant changes in DIC values for total crash models were observed. DIC value 
(6478.73) of severe crash model for TAZs with the best TAZ-based variables were substantially 
less than the other two (6489.91 and 6503.99).  DIC values of severe crash models for BGs were 
similar to each other. And DIC value (2736.85) of severe crash model for CTs with best CT-
based variables was the smallest (compare to 2745.01 and 2746.01).  
 DIC value (3851.08) of pedestrian crash model for TAZs based on the best TAZ-based 
variable was the smallest. DIC values (3578.88 and 3573.64) of pedestrian crash models for BGs 
with best TAZ-based and best BG-based variables, respectively, were similar; but these values 
were substantially smaller than that of (3599.98) the best CT-based variables. DIC values of 
pedestrian crash models for CTs were very similar. 
 For all three types of crashes which were modeled in this study, a common pattern in 
MAD and MSPE values were observed. MAD and MSPE values of the models that were 
developed for TAZs and BGs were similar and comparable. However, MAD and MSPE values 
of the models developed for CTs for all three types of crashes were always greater than that of 
TAZs and BGs. This indicates that crash models based on TAZs and BGs have a superior fit 
compared to the ones developed for CTs. The crash models are found to be affected by the scale 
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TAZ 10882.6 10882.6 10884.4 6478.73 6489.91 6503.99 3851.08 3866.44 3894.25 
BG 9846.38 9845.47 9845.29 5932.78 5937.81 5930.29 3578.88 3573.64 3599.98 
CT 3991.78 3992.14 3988.68 2745.01 746.01 2736.85 1860.72 1863.66 1861.84 
MAD 
TAZ 0.94 0.92 0.92 0.81 0.80 0.79 0.59 0.59 0.58 
BG 0.94 0.95 0.94 0.78 0.79 0.79 0.59 0.60 0.59 
CT 1.29 1.32 1.35 1.15 1.15 1.20 0.96 0.97 0.96 
MSPE 
TAZ 1.37 1.34 1.34 1.00 0.98 0.96 0.57 0.56 0.53 
BG 1.38 1.41 1.4 0.92 0.94 0.94 0.58 0.59 0.57 
CT 2.59 2.63 2.8 2.03 2.04 2.17 1.53 1.59 1.54 
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Discussion of Results 
 When the variables listed in Table 14 were chosen for Bayesian log-normal models, 
significance levels of some of these variables in terms of BCI were changed. The variables which 
were not significantly different from zero at 95% BCI are indicated in the footnote of Table 14. 
In terms of MAD and MSPE (in Table 15) of the BG-based models, it was obvious that the 
models with the best TAZ-based variables performed equal to or better than the models with the 
best BG- or CT-based variables. But, for the TAZ-based models with the best TAZ-based 
variables, MAD and MSPE values were not always lower than the TAZ-based models with best 
BG- and CT-based variables; yet these numbers were very close and comparable. TAZ-based 
models for total, severe and pedestrian crashes developed using the best TAZ-based variables are 
presented in Table 16. Similar BG-based models with the best BG-based variables were also 
developed (presented in the Appendix).  
 Comparisons of the significant variables for each type of the crashes are presented in the 
following subsections. Since crash models based on TAZs and BGs had a better fit compared to 
those of CTs, the models developed for TAZs and BGs are mainly discussed in this section. 
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Table 16: TAZ-Based Crash Bayesian Multivariate Poisson-Lognormal Models with the Best TAZ-Based Variables (N = 1479). 
 
Variables 
Total Crash Model Severe Crash Model Pedestrian Crash Model 
Mean Std. Dev. 
Bayesian Credible 
Interval Mean Std. Dev. 
Bayesian Credible 
Interval Mean Std. Dev. 
Bayesian Credible 
Interval 
2.50% 97.50% 2.50% 97.50% 2.50% 97.50% 
Intercept 2.711 0.1661 2.352 2.974 0.1002** 0.07 -0.0345 0.2349 -0.3702** 0.2989 -1.035 0.18 
Roadway length with 25mph PSL -0.0142 0.0056 -0.0248 -0.0035           
Roadway length with 35mph PSL 0.2263 0.02121 0.1853 0.2695 0.2467 0.02163 0.2051 0.289 0.0467** 0.02953 -0.0113 0.105 
Roadway length with 45mph PSL 0.4581 0.07598 0.3069 0.6053 0.4815 0.07589 0.3341 0.6348      
Roadway length with 55mph PSL 0.2061 0.04892 0.1125 0.3019 0.2328 0.04873 0.1372 0.3334      
Roadway length with 65mph PSL 0.1602 0.04089 0.08113 0.2406 0.1885 0.0404 0.1098 0.2645      
Total # of intersection 0.0331 0.0023 0.0285 0.0376 0.0214 0.00266 0.0163 0.0267 0.0312 0.0033 0.0247 0.0376 
Population age 0 to 15 -9.9E-4 3.1E-4 -0.0016 -3.6E-4 -0.0016 0.0003 -0.0022 -0.0009      
Population age 16 to 64 4.2E-4 1.2E-4 1.92E-04 7.2E-4 8.5E-4 1.8E-4 4.67E-4 0.0012 0.001 1.76E-4 6.9E-4 0.0013 
Density of children K to 12 grade 2.577 0.6209 1.294 3.74 3.43 0.7697 1.94 4.941 2.778 0.6507 1.405 4.076 
Proportion minority population 0.7995 0.1206 0.5582 1.034 0.3195 0.1347 0.06311 0.5867      
Number of workers whose travel 
time to work was 5-9 min.      -0.0033 0.0009 -0.0051 -0.0015      
Number of workers whose travel 
time to work was ≥ 30 min. 3.8E-4 
# 3.16E-4 -2.1E-4 9.97E-4 8.09E-4 3.9E-4 1.25E-4 0.0016      
Workers: worked at home      -0.0075 0.0016 -0.0107 -0.0045 -0.01 0.0022 -0.0147 -0.0057 
Workers: drive alone to work           -0.0011 2.79E-4 -1.68E-3 -5.95E-4 
Housing units per acre -0.2279 # 0.1906 -0.5938 0.1309 -0.5904 0.2478 -1.089 -0.1247      
Log of median household income 
(as of 1999) -0.0256 
# 0.0157 -0.0505 0.0079      -0.067 0.0294 -0.1221 -0.0046 
Std. Dev. of θ[i] 0.825 0.0171 0.7929 0.859 0.7901 0.0244 0.7437 0.8377 0.7634 0.03859 0.6911 0.8439 
** Significantly different from zero at 80% Bayesian credible interval 
# Statistically not significantly different from zero 




Total Crash Models 
 The population aged between 16 and 64 was the only variable that was found 
significantly different from zero at the 95% BCI for total crashes per TAZ but was not 
significantly different from zero for total crashes per BG. Conversely, three variables were found 
significantly different from zero for total crashes per BG at 95% BCI but were not significantly 
different from zero for total crashes per TAZ. These variables were the number of workers who 
worked at home, housing units per acre, and logarithmic transformation of median household 
income (as of 1999).  
 Washington et al. (2010) argued that aggregate-level safety prediction models are 
intended only for prediction of crashes and not for explanation of crash causation. We partially 
agree with this statement as some of the variables in our crash prediction models are intuitive 
whereas for some other variables a strong justification of being or not being associated with the 
dependent variable is difficult to find. For example, we expect that the higher the roadway 
mileage, the higher is the possibility of crash occurrences. This hypothesis was clearly supported 
by both of the total crash models (TAZ-based and BG-based). Meaning that, we find variables 
enumerating total roadway lengths with various posted speed limit (PSL) were found to be 
positively associated with total number of crashes (aggregated per TAZ and per BG) only with 
the exception of total roadway length with 25mph PSL. Roads with 25mph PSL are low speed 
local roads and we have evidence of having speed to be positively correlated with crash rates 
(Aarts and Schagen, 2006) and crash severities (Elvik et al., 2004). Similarly, the number of 
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intersections within a TAZ or within a BG was also found to be positively associated with 
aggregated total crashes for the respective spatial unit. However, we find that the coefficient 
estimate of the population aged between 16 and 64 was not significantly different from zero for 
total crashes/BG. A significant association between population and total number of crashes per 
BG of Honolulu, Hawaii was found by Levine et al. (1995). In spite of this, the goodness-of-fits 
for TAZ- and BG-based crash models (with their respective best variable sets) were very similar 
(MAD: 0.94 for TAZ vs. 0.95 for BG; MSPE: 1.37 for TAZ vs. 1.41 for BG). Washington et al. 
(2010) commented in this regard that if a population variable is used to predict fatal crashes per 
TAZ, for example, the estimated coefficient of population should then be used only for 
prediction purposes and not be interpreted to have specific explanatory marginal effects. He 
(Washington et al., 2010) also pointed out that this restriction is similar to the restriction placed 
on travel demand models, whose primary purpose is to predict demand for motor vehicles’ use in 
the roadways for future hypothetical scenarios. 
 Population aged between 0 and 15 was negatively associated with the total crashes 
aggregated per TAZ; however, the variable had positive association with total crashes per block 
group. Total number crashes per TAZ was positively associated with the density of children in K 
to 12th grade; but this variable had a negative association with the total number of crashes 
aggregated per BG. Intuitively, variables ‘population aged between 0 and 15’, and ‘density of 
children in K to 12th grade’ may seem to have some kind of collinearity. Therefore, the 
collinearity between these two variables was investigated. It was found that for TAZs, the 
Pearson product-moment correlation and Spearman’s rank order correlation between these 
variables were 0.475 and 0.63, respectively; the same for BGs were 0.18 and 0.32, respectively. 
None of these numbers indicated any obvious correlation.  
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 For both TAZ- and BG-based models the proportion of minority population was 
positively associated with the number of total crashes of the respective spatial unit. This 
indicates the vulnerability of minority population in regard to be involved in crashes. Among the 
three variables which were only significant in the BG-based models, the number of workers who 
walked to their workplaces was positively associated with the total crashes/BG and the other two 
variables were negatively associated with the number of total crashes per BG. These variables 
were ‘housing units per acre’ and ‘log of median household income’. The correlation between 
‘log of median household income’ and ‘proportion of minority population’ was checked. It was 
found that for TAZs, the Pearson product-moment correlation and Spearman’s rank order 
correlation between these variables were -0.41 and -0.44, respectively; the same for BGs were -
0.42 and -0.445, respectively. As before, none of these numbers indicated any obvious 
correlation. 
 Correlations between the above mentioned two sets of variables were further investigated 
using bivariate posterior scatter plots of correlations derived from Bayesian analysis of both TAZ 
and BG-based datasets, which, too, did not indicate any necessary correlations. 
Severe Crash Models 
 Most of the variables in TAZ-based severe crash model were similar to the TAZ-based 
total crash model. But there were four variables which were unique in the predictor set of the 
TAZ-based severe crash model. These variables were ‘number of workers whose travel time to 
work was 5-9 minutes’, ‘number of workers whose travel time to work was ≥ 30 minutes’, 
‘number of workers who worked from home’, and ‘housing units per acre’. These variables were 
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not significant in the TAZ-based total crash model. Except ‘number of workers whose travel 
time to work was ≥ 30 minutes’, the other three of these variables were negatively associated 
with severe crashes per TAZ. Also, similar to total crash model, ‘population aged between 0 and 
15’ had negative association with severe crashes per TAZ. All other variables in the predictor set 
had positive coefficient estimates. 
 For BG-based severe crash model, there were two variables which were not significant 
for total crashes per BG. These two variables were the ‘number of workers who worked from 
home’ and ‘number of workers who used vehicles to travel to work’. Among the significant 
covariates of severe crashes per BG, ‘density of children in K to 12th grade’, ‘number of workers 
who worked from home’, and ‘housing units per acre’ were negatively associated with the 
number of severe crashes per BG.  
 As predictor sets of TAZ- and BG-based models are compared, several variables were 
found to be uniquely associated with severe crashes in the respective spatial entity. For example, 
variables ‘population aged between 0 and 15’, ‘number of workers whose travel time to work 
was 5-9 minutes’, and ‘number of workers whose travel time to work was ≥ 30 minutes’ were 
significantly different from zero (at 95% BCI) for severe crashes per TAZ but were not 
significantly associated at all with that of BG. On the contrary, ‘number of workers who used 
vehicles to travel to work’ and ‘number of workers who walked to their workplace’ were 
significantly different from zero (at 95% BCI) for severe crashes per BG but were not 
significantly associated at all with severe crashes per TAZ. In spite of having different predictor 
sets, the goodness-of-fits for TAZ- and BG-based crash models (with their respective best 
variable sets) were very similar (MAD: 0.81 for TAZ vs. 0.79 for BG; MSPE: 1.00 for TAZ vs. 
0.94 for BG). 
 
125 
Pedestrian Crash Models 
 Six variables were found significantly different from zero at 95% BCI in the TAZ-based 
pedestrian crash model. Total roadway length with 35mph PSL was positively associated and 
significantly different from zero at 80% BCI with the number of pedestrian crashes per TAZ. 
Variables ‘number of workers who walked to their workplace’, ‘number of workers who drove 
alone to work’ and ‘log of median household income’ were negatively associated with pedestrian 
crashes per TAZ. The variables which were positively associated with pedestrian crashes per 
TAZ include ‘total number of intersections per TAZ’, ‘population aged between 16 and 64’, and 
‘density of children in K to 12th grade’. 
 In the BG-based pedestrian crash model, nine variables were found significantly different 
from zero at 95% BCI. Among these variables, five variables were similar to the TAZ-based 
pedestrian model. These variables are ‘total roadway length with 35mph PSL’, ‘total number of 
intersections per BG’, ‘population aged between 16 and 64’, ‘number of workers who drove 
alone to work’, and ‘log of median household income’.  The other four variables were uniquely 
associated with pedestrian crashes per BG. These variables were ‘total roadway length with 
25mph PSL’, ‘number of workers whose travel time to work was 15-19 minutes’, ‘number of 
workers whose travel time to work was ≥ 30 minutes’, and the ‘number of workers who walked 
to their workplace’. Among the covariates of the model, ‘total roadway length with 25mph PSL’, 
‘number of workers who walked to their workplace’ and ‘log of median household income’ were 
negatively associated with pedestrian crashes per BG.  
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 Similar to the total and severe crash models, the goodness-of-fits for TAZ- and BG-based 
pedestrian crash models (with their respective best variable sets) were quite alike (MAD: 0.59 
for TAZ vs. 0.60 for BG; MSPE: 0.57 for TAZ vs. 0.59 for BG).  
Conclusions and Summary 
 This study was carried out particularly to understand the zoning and scale effects in 
modeling of three types of crashes (total, severe and pedestrian crashes) in three types of 
geographic entity (BG, TAZ, and CT).  These models were developed based on various roadway 
characteristics and census variables. The goodness-of-fits of the models were compared based on 
three measures of goodness-of-fit- DIC, MAD, and MSPE. Based on MAD and MSPE it was 
evident that total, severe and pedestrian crash models for TAZs and BGs had similar fits. Also, 
crash models based on TAZs and BGs had better fits compared to the ones developed for CTs. 
This indicates that the total, severe and pedestrian crash models are being affected by the size of 
the spatial units rather than their zoning configurations. This is related to the modifiable aerial 
unit problem which often affects the results from statistical analysis conducted on spatially 
aggregated data. This problem has been acknowledged by the researchers in other applications 
for some time, but so far its effect on macro-level crash analyses has not been investigated. It 
was hoped that the relative comparison of macro-level crash models developed in this study for 
different spatial units will be a contribution to the growing body of traffic safety literature in this 
regard. 
 Coefficient estimates from both TAZ-based and BG-based crash models were discussed. 
For many of the variables, their causal effects onto the response variables (total, severe or 
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pedestrian crashes) were explainable. But there were a few variables for which a satisfactory 
elucidation in terms of their association with particular crash type was difficult to find. This is 
most likely due to the information loss which occurs during the process of aggregation of data 
for a spatial unit. This limitation can be compensated while models are to be used for prediction 
only which is also one of the important objectives in transportation safety planning (TSP) 
framework. So far, TAZs have been the base spatial units of analyses for developing travel 
demand models. Metropolitan planning organizations widely use TAZs in developing their long 
range transportation plans (LRTPs). You et al. (1997) cited that, the most important criteria used 
to define TAZs include spatial contiguity, homogeneity, and compactness. Additionally, TAZs 
are one of the Census Transportation Planning Products (CTPPs). Note that CTPP is a set of 
special tabulations from decennial census demographic surveys designed for transportation 
planners (CTPP web link). Therefore, TAZs seem to be preferred spatial units compared to block 
groups. And since performances of the crash specific models for TAZs and BGs are similar, the 
study concludes that as a geographical unit, TAZ has a relative ascendancy over block group and 




CHAPTER SEVEN: ON THE NATURE OF MODELING BOUNDARY 
CRASHES AT ZONES 
Introduction 
 Crash analysis is often termed ‘aggregate or macro-level’ when crashes are being 
aggregated based on any geographical entity. As seen from the previous safety literature, these 
entities may be census block, census tract, traffic analysis zone (TAZ), county, etc. Both 
dependent and independent variables are being aggregated based on the selected geographical 
unit of a macro-level crash safety analysis. It had been customary, so far for the macro-level 
safety study, to associate zonal characteristics to the crashes that occurred within a zone. 
However, a little had been thought about crashes that occur specifically on or near a zonal 
boundary. For geographic regions where street network are not used in delineating zones, there 
will be no crashes on the boundaries. Since crashes are supposed to occur on the street network, 
not using streets and/or highways as delineators of zonal boundaries will result in no boundary 
crashes. But if streets and/or highways are used as demarcation between zones, which is the case 
with most TAZs, there will be locations of crashes on or near the boundaries. This may void the 
assumption of modeling crashes solely based on the characteristics of a zone where the crash is 
spatially located. This issue has been investigated in this part of the research. 
 The objective of this study is to model crashes at TAZs with specific considerations for 
crashes that occurred on or near TAZ boundaries. Crashes which were spatially located within a 
TAZ boundary are divided into two mutually exclusive groups: i) crashes that occurred 
'reasonably inside' a TAZ: these crashes will be called 'interior' crashes from now on, and ii) 
crashes on boundaries and within a specified buffer distance from the boundary: these crashes 
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will be referred to as 'boundary' crashes. In the previous studies, irrespective of a crash that 
occurred inside or on the boundary of a spatial entity, all crashes were aggregated and modeled 
using attributes of the same spatial entity. One reason for this may be due to a small percentage 
of crashes that occurred on or near the boundaries. However, this is not the case for all spatial 
delineations, particularly TAZs. TAZs are thought to be preferred in macro-level analysis 
because they are special areas delineated by state and/or local transportation officials particularly 
for tabulating traffic-related data and are defined as part of the Census Transportation Planning 
Package (CTPP web link). 
 Crashes on boundaries may be substantially affected by the attributes of the neighboring 
zones. For example, probability of pedestrian crashes on or close to a zonal boundary is more 
likely to be affected by the population and land-use pattern of the neighboring zones as well. 
Therefore, these particular crashes may be associated with different set of predictors as compared 
to interior crashes. Or, association with the same predictor may be different between boundary 
crashes and interior crashes. These aspects of macro-level crash modeling become important to 
consider while there are evidence of considerable number of crashes occurring at or near the 
boundaries of zones. In this study a two-level Bayesian hierarchical framework has been 
proposed for solving boundary issues which is not adequately addressed in traditional macro-
level crash modeling (Siddiqui and Adbel-Aty, 2012). In this regard predictive models for 
pedestrian crashes per traffic analysis zone in Hillsborough and Pinellas counties of Florida were 
developed and discussed. 
 To account for the research gap concerning boundary-related crashes in prior macro-level 
safety studies, this study proposes separate data structures for interior and boundary crashes. 
Crashes on boundaries were found to have a large share in the TAZs of Hillsborough and 
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Pinellas counties in the state of Florida. For example, it was found that about seventy percent of 
pedestrian crashes in these two counties occurred within 100 feet of TAZ boundaries in years 
2005 and 2006.  
 The effect of neighboring zones on crashes that occurred on or near boundaries of TAZs 
was explicitly accounted for. A buffer zone around the zonal boundary was created to identify 
and aggregate boundary-related crashes. A hierarchical Bayesian framework accounting for 
spatial autocorrelation was applied in developing predictive models for pedestrian crashes per 
TAZ. Model fit from the traditional approach (TAZ-level pedestrian crash prediction models 
ignoring the boundary and neighboring zone(s) effects) was then contrasted with the model fits 
achieved from the proposed methodology of this study. 
Data Preparation 
Identifying Boundary and Interior Crashes 
 Any crash that fell inside the geographic boundary of a TAZ was classified as one of the 
two following categories: i) boundary crash, or ii) interior crash. If the crash was located within 
100 feet from the boundary line, it was defined as a boundary crash. Otherwise, the crash was 
defined as an interior crash. A buffer distance of 100 feet was selected because it was found that 
starting from 100 feet, the curve slopes of ‘buffer distance versus percent of total pedestrian 
crashes’ (in Figure 15) tend to be almost flat  as compared to that of between 0 and 100 feet. 






Figure 15: Percent of Total Pedestrian Crashes within Various Buffer Distances from TAZ 
Boundaries. 
 
 Figure 16 illustrates the above mentioned crash classification. The numerals within the 
each polygon represent TAZ labels and the grey areas are the 100 feet buffer centering at TAZ 
boundary lines. Each point in the illustration represents a crash location. As an example, 
according to the definition used in this study, TAZ # 200 has three points inside the buffer area. 
Therefore, TAZ # 200 has three boundary crashes. TAZ # 200 has one point which is outside the 
buffer area but within the zonal boundary. Thus, TAZ # 200 has one interior crash. Following 
similar analogy, TAZ # 202 has three boundary crashes but no interior crash. Similarly, TAZ # 




































Figure 16:  (a) Roadways of Hillsborough County; (b) Pedestrian Crashes in Hillsborough 
County; (c) Illustration of Boundary and Interior Crashes; (d) a Closer View of TAZ 203.  
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Allocating Attributes to the Aggregated Crash Types 
 Interior crashes are hypothesized to be influenced solely by the characteristics of the zone 
within which they are spatially located. Therefore, these crashes were modeled only on the 
individual zonal-level variables. Boundary crashes, on the other hand, were thought to be 
influenced by the neighboring zones. In this case variables were transformed to account for this 
effect. For each variable, a weighted average, based on the length of shared boundary between 
neighboring zones, was calculated. Calculated variable value was then normalized. This was 
done to minimize the scale effect on the variable estimates. 
 Let any TAZ i shares its boundary with 1, 2, ..., k different neighboring zones. Any 






𝑟𝑟𝑖𝑖1 ∗ 𝑥𝑥1 + 𝑟𝑟𝑖𝑖2 ∗ 𝑥𝑥2 +  … … … +  𝑟𝑟𝑖𝑖𝑖𝑖 ∗ 𝑥𝑥𝑖𝑖
𝑟𝑟𝑖𝑖1 + 𝑟𝑟𝑖𝑖2 +  … … … +  𝑟𝑟𝑖𝑖𝑖𝑖
� 
            (16) 
where,  
xi = variable x for ith zone, 
di1 = length of the shared boundary between zones i and 1, 
x1, .... .... .... xk = variable x for the 1, 2, ..., k neighboring zones, 
di1 + di2 + ... ... ... + dik = perimeter of zone i. 
 The coefficient estimates of these variables presented in Table 18 (and latter discussed) 
allows a relative comparison between the effects of each explanatory variable that is related to 
interior and boundary crashes. Note that data aggregated for interior crashes are based on the 
characteristics of a single zone. For boundary crashes, the explanatory variables were calculated 
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considering the effect of the neighboring zones. The calculation of xB applies a distance based 
weighted average to each of these variables and then normalizes them so they have similar scale 
as that of interior crashes. Therefore, although aggregated differently, the effects of these 
parameters presented in Table 18 remains comparable. 
Data Description 
 The study analyzed pedestrian crashes in Hillsborough and Pinellas counties of Florida 
which comprise 1479 TAZs. A total of 1665 pedestrian crashes occurred in these two counties in 
years 2005 and 2006. Among the 1665 pedestrian crashes, 497 (29.7%) were identified as 
'interior' crashes. The remaining 1171 (70.3%) crashes occurred within the 100 feet buffer area 
from the TAZ boundary; thus these crashes were considered as 'boundary' crashes.  Geo-coded 
crash location map and road network map were obtained from Florida Department of 
Transportation (FDOT). TAZ boundary shape file and zonal attributes were collected from 
FDOT District Seven Intermodal Systems Development Unit.  Several roadway characteristics, 
area type, demographic and socio-economic variables were considered in developing the best 
model fit for predicting pedestrian crashes per TAZ. Table 6 provides a complete list of these 
variables. Data processing and manipulation involved extensive usage of ArcMap®, 




 The schematic of the adopted model is illustrated in Figure 17 interior and boundary 
crashes were modeled simultaneously inside one parent Bayesian framework. Therefore, the 
parent model had two components running in parallel. Number of interior crashes/TAZ was 
modeled using variables associated with the same TAZ. However, modeling boundary 
crashes/TAZ was done using transformed variables (as explained in the previous section). 
Transformed variables for each TAZ had different spatial aggregation based on the shared 
boundaries of each TAZ. In this sense, a two-level variable structure was specified in the parent 
model. The unobserved heterogeneity component or the error term of these sub-models 
comprised of random effect and spatial effect parameters. The random effect term captures the 
unaccounted causal factors associated with each of the response variables. This term was 
separately assigned for each sub-model. However, since geographic orientation of TAZs is a 
‘stable’ parameter, the heterogeneity due to their spatial autocorrelation would have a common 
consequence on the aggregated crashes. Therefore the sub-models had a common spatial error 
term. Crash estimates from interior and boundary crash model were then combined to predict the 
total number crashes per TAZ. Each sub-model was specified to follow a Poisson-lognormal 
distribution. 
 The model was initially run considering a diffuse (non-informative) Normal(0, 100000) 
prior for β’s. To examine the spatial effect in the unobserved heterogeneity of the model, it was 
run both with and without accounting for spatial autocorrelation. The distributions of β’s 
estimated from the models with non-informative priors were then used to update the sub-models. 
The re-estimated models (after updating) are presented in Table 18. 
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 Three Markov chains with thinning sample size of 25 were used to attain desirable 
autocorrelations. The model convergence and performance were decided based on Brooks-
Gelman-Rubin (BGR) statistics, overlaps among the Markov chains, autocorrelation plots, and 
density plots. The significance of the model parameters were judged based on Bayesian credible 
intervals (BCIs). BCI infers on the true parameter value; for example a 95% BCI will contain the 
true parameter value with approximately 95% certainty. 
 
 
Figure 17: Schematic Model of the Proposed Methodology. 
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Variable Selection and Model Fit 
 Variable selection was based on the p-values from the non-Bayesian NB models and the 
multicollinearity among the explanatory variables. Only one variable from the correlated 
predictor sets was chosen for the model. For example, correlation between long term and short 
term parking cost was evident. Long term parking cost was selected as it had a lower p-value 
compared to that of short term parking cost. Also, for boundary crashes, correlation between 
dwelling units and population per square mile (density) was found. Population density was 
chosen because it provided a better model fit compared to that of dwelling units. Please note that 
all explanatory variables listed in Table 6 were transformed using the equation mentioned in the 
data preparation section. The transformed variables were then used for modeling boundary 
crashes. However, interior crashes were modeled using the original predictor set.   
 Variable selection was relaxed up to 80% confidence level. Therefore, if any variable had 
a p-value less than 0.20 from the non-Bayesian NB model, it was kept in both interior and 
boundary crash models. Variable ‘long term parking cost’ had a p-value of 0.47 while modeled 
for interior crashes. But the same variable was retained in the boundary crash model with a p-
value less than 0.0001. Therefore, 'long term parking cost' was used in both models. Similarly 
was the case for total roadway length with 15mph posted speed limit (PSL), and total roadway 
length with 25mph PSL. 
 The selected variables were then modeled in Bayesian framework in two ways- with and 
without accounting for spatial autocorrelation. These models were then compared with the 




 The goodness-of-fit of subsequent candidate models were judged based on Bayesian 
Information Criterion (BIC), Deviance Information Criterion (DIC), Mean Absolute Deviation 
(MAD), Mean Square Prediction Error (MSPE), Mean Square Error (MSE) and R-squared 
values. For all cases the lower the value, the better the fit. El-Basyouny and Sayed (2009, 2010) 
stated that roughly, differences in DIC of more than 10 might definitely rule out the model with 
the higher DIC, differences between 5 and 10 are considered substantial, whereas a difference 
less than 5 could be misleading to just report the model with lower DIC.  
 Table 17 lists BIC values (for NB models) and DIC values from different Bayesian 
models. DIC/BIC values in each column are compared. It is clearly evident that the Bayesian 
model with spatial autocorrelation performed the best since it had the lowest value.  In addition, 
spatial autocorrelation was found significantly different from zero at 95% Bayesian credible 
level. Unobserved heterogeneity due to spatial autocorrelation shared 35.06% and 34.59% of 
total error component of the interior crash model and boundary crash model, respectively. This 
indicates the existence of spatial correlation among the explanatory variables associated with 
pedestrian crashes/TAZ. 
 Several previous studies (Hadayeghi et al., 2006, 2010; Wier et al., 2009; Cottrill and 
Thakuriah, 2010; Haleem et al., 2010) applied MAD, MSPE, MSE and R-squared values to 
assess relative model performances. As shown in Table 17, interior and boundary crash models 
had smaller values than that of traditional models. 
 Apportionment of spatial variability in the error component and DIC value both favor 
Bayesian model with spatial autocorrelation as a superior fit. This model is displayed in Table 17 
and discussed in detail in the following section. The spatial model disregarding the effects of 
neighboring zones (traditional model) is also presented in Table 18. 
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 Pedestrian crash models without accounting for spatial autocorrelation, on the other hand, 
were not presented. However, results from these models are occasionally referred to in the 
discussion. 
 
Table 17: Goodness-of-fit Measures of Different Pedestrian Crash Models. 
 
Goodness-of-fit measures by model types 








Negative Binomial (BIC values) 2119.76 3443.57 4063.30 
Bayesian, without spatial autocorrelation 
error component (DIC values) 1964.51 3171.47 3823.02 
Bayesian, with spatial autocorrelation 
error component (DIC values) 1961.84 3161.84 3809.76 
Goodness-of-fit measures of Bayesian models with spatial autocorrelation error component: 
Mean Absolute Deviation (MAD) 0.337 0.490 0.607 
Mean Square Prediction Error (MSPE) 0.226 0.40 0.613 
Mean Square Error (MSE) 0.228 0.404 0.618 
R-square a 0.636 0.807 0.627 
 
a 𝑅𝑅2 = 1 − ∑(𝑦𝑦[𝑖𝑖]−𝑦𝑦�[𝑖𝑖])
2
∑(𝑦𝑦[𝑖𝑖]−𝑦𝑦�)2





Table 18: Pedestrian Crash Model Accounting for Spatial Correlation. 
 
Variable Description 
Bayesian estimates of interior crash model Bayesian estimates of boundary crash model Bayesian estimates of the traditional model 
 Mean Standard Deviation 
Bayesian Credible 
Intervals  Mean Standard Deviation 
Bayesian Credible 
Intervals  Mean Standard Deviation 
Bayesian Credible 
Intervals 
2.50% 97.50% 2.50% 97.50% 2.50% 97.50% 
Length of road with PSL 15mph -0.3234 0.129 -0.5801 -0.0645 -0.2827 * 0.1473 -0.5697 0.00216 -0.1852 * 0.1071 -0.3989 0.0167 
Length of road with PSL 25mph 0.06735 0.0074 0.05246 0.0821 -0.0077 # 0.01118 -0.0298 0.01374 0.01929 0.0079 0.0038 0.0349 
Length of road with PSL 35mph 0.02522 # 0.0326 -0.0382 0.08873 0.0898 0.0402 0.00980 0.1667 0.05565 * 0.0319 -0.0057 0.1179 
Total no. of Intersections 0.02008 0.0036 0.0127 0.02701 0.049 0.0044 0.04049 0.05747 0.0299 0.0033 0.0233 0.0363 
Hotel unit 0.001354 0.00027 0.00082 0.00186 -0.0011 0.00047 -0.0020 -0.0002 3.4E-4 # 2.87E-4 -2.4E-4 9.0E-4 
W0 a 0.03906 0.0066 0.02648 0.0522 0.03735 0.00687 0.02363 0.05067 0.03463 0.0068 0.0217 0.0483 
W1 b 0.01625 0.0041 0.00805 0.0242 0.01924 0.00418 0.0112 0.02739 0.01314 0.0039 0.0057 0.0205 
W2 c -0.00909 0.0045 -0.0178 -0.0001 -0.0162 0.00437 -0.025 -0.0077 -0.0089 0.0043 -0.017 -2.5E-4 
Log(total employment) 0.1095 0.0384 0.03574 0.1881 0.6013 0.09596 0.4212 0.7892 0.1728 0.0327 0.1109 0.24 
Log(Population per sq. mile) 0.1683 0.02811 0.1126 0.2228 0.3002 0.04129 0.2216 0.3833 0.1112 0.02055 0.072 0.1518 
Long term parking cost -6.5E-4 # 0.00065 -0.0012 0.0006 0.0029 0.00040 0.00221 0.0038 0.00107 3.45E-4 3.8E-4 0.0017 
Intercept -4.701 0.3919 -5.478 -3.951 -5.945 0.4728 -6.859 -5.05 -3.035 0.3298 -3.691 -2.349 
ψ 0.3506 0.0636 0.2248 0.4746 0.3459 0.06181 0.2211 0.4651 0.4265 0.07277 0.2716 0.565 
Std. Dev. of θ[i] 0.8119 0.0822 0.646 0.9715 0.8262 0.05493 0.7187 0.9328 0.6353  0.0489 0.5393 0.7288 
Std. Dev. of φ[i] 0.444 (Mean) 0.483 0.1203 0.2559 0.7371 
Thinning Sample 25 
Burning Sample 1000 
# of Markov Chains 3 
N 1479 
a % of households that has non-retired workers and zero (0) auto 
b % of households that has non-retired workers and one (1) auto 
c % of households that has non-retired workers and two (2) autos 
* Significantly different from zero at 90% Bayesian credible interval; # Statistically not significantly different from zero 
All other variables are significantly different from zero at 95% Bayesian credible interval 
 
141 
Discussion of Results 
 Unless otherwise mentioned all parameter estimates in Table 18 were significantly 
different from zero at the 95% Bayesian credible interval (BCI). The terms 'interior crashes' and 
'boundary crashes' for this section are used to refer 'interior pedestrian crashes' and 'pedestrian 
crashes on or near zonal boundary', respectively. 
Roadway Characteristics 
 Four roadway related characteristics were found significant in the models. These 
variables are different roadway lengths with posted speed limit (PSL) of 15mph, 25mph, 35mph 
and the total number of intersections per TAZ.  
 Total number of intersections per TAZ was found to be positively associated with 
pedestrian crashes. Intersections are usually locations that have relatively higher number of 
pedestrians crossing streets and complex vehicular maneuvers. Therefore intersections would 
have higher pedestrian exposure with a higher possibility of vehicle-pedestrian interactions. The 
coefficient estimate of 'total number of intersections' for boundary crashes was about 2.56 times 
higher than that of interior crashes. This implies that pedestrian crashes at or near boundaries are 
more influenced by the number of intersections. Carter and Council (2007) found that in urban 
areas 39% of pedestrian crashes are intersection-related. FDOT District Seven Intermodal 
Systems Development Unit identified about ninety-five percent of the TAZs in Hillsborough and 
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Pinellas counties as urban areas. This also supports the direction of association between number 
of intersections and pedestrian crashes. 
 Roadway length with 15mph PSL was negatively associated with pedestrian crashes. Its 
coefficient estimate was significantly different from zero at the 95% BCI for interior crashes. But 
for boundary crashes the estimate was significantly different from zero at 90% BCI. The 
negative association of this variable suggests that roads with lower PSL are more pedestrian 
friendly. These roads are usually prevalent in residential areas and shopping complexes where 
the speed limit is low. These roads are often facilitated with various pedestrian friendly features 
such as dedicated footways, frequent speed humps and regulatory speed signs. 
 Roadway length with 25mph PSL had positive estimate in the interior crash model; 
however, it was not found significant for boundary crashes. Roadway length with 35mph PSL, 
on contrary, was not significant in interior crash model but was retained in the boundary crash 
model with its estimate being positive and significantly different from zero at 95% BCI. Tignor 
and Warren (1990) in their study on driver speed behavior found that the driver compliance with 
speed limits is poor and on average, 7 out of 10 motorists exceeded the posted speed in urban 
areas. They (Tignor and Warren, 1990) also reported that the compliance tends to be worse on 
low-speed roads. Over-speeding, therefore, may be a problem with the length of roadways with 
25 and 35mph PSL and thereby imposing greater risk to pedestrians. 
 It is important to note that in addition to the total length of roadways, densities (length of 
roadway per square mile of a TAZ) with different PSLs were also attempted but the model 
performance was worse and therefore was not used in the final model. 
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Demographics and Socio-economic Factors 
 The number of hotel units within a TAZ had positive association with interior crashes. 
Possibly hotels influence greater pedestrian activity around their facilities. The resulting increase 
in pedestrian exposure will raise the probability of pedestrians to be involved in crashes. The 
‘hotel unit’ variable was found to be negatively associated with boundary crashes. 
 Percent of households with non-retired workers with no auto (variable W0) and one auto 
(variable W1)- both were positively associated with both interior and boundary crashes. This is 
reasonable as people with no or one auto are more likely to walk compared to people with more 
autos. This was reflected in the coefficient estimate of 'percent of households with non-retired 
workers and two autos (W2)'. The estimate of W2 was significant (at 95% BCI) and negatively 
associated in both interior and boundary crash models. The coefficient estimate of W0 was about 
2.4 and 2 times higher than that of the W1 in interior and boundary crash model, respectively. 
People with no auto have no other alternative but to walk, even if they want to avail public 
transit. Cottrill and Thakuriah (2010) found similar significant association between ‘percent of 
population without access to a vehicle’ and pedestrian crashes per census tract in Illinois. 
 In accordance with previous studies, both total number of employment and population 
density were found to be positively associated with pedestrian crashes. The effects of these 
variables were more pronounced for boundary crashes. Coefficient estimate of total employment 
in the boundary crash model was about 5.5 times higher than that of the interior crash model. 
Also, its estimate was the highest among all other predictors in the boundary crash model. Total 
number of employment and population density both imply surrogate exposure level of pedestrian 
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traffic. Therefore, probabilities of pedestrian crashes are expected to increase with higher 
exposure level. 
 Long term parking cost was only significant in the boundary crash model. This variable 
had a positive estimate. Therefore, if long term parking cost goes up, higher pedestrian crashes 
are likely to occur, other covariates being controlled. Possibly more expensive parking force 
more people to walk and therefore increase pedestrian activity in the vicinity which may, in turn, 
increase pedestrian vulnerability to crashes. More parking cost also might indicate specific land 
use pattern such as business activities. This variable was not significant in the interior crash 
model.  
 In summary, major differences were evident in the significance of the variables between 
the interior and boundary crash models. For example, variables- ‘total roadway length with 
35mph PSL’ and ‘long term parking cost’ were not significant in the interior crash model but 
their estimates were significantly different from zero at the 95% level in the boundary crash 
model. However, the opposite was true for the variable ‘total length of roadway with 25mph 
PSL’. The coefficient estimate of ‘total roadway length with 15mph PSL’ was found 
significantly different from zero at 95% BCI in interior crash model; but its significance level 
dropped to 90% in boundary crash model. Also, the association of ‘hotel units’ were found 
positive with pedestrian crashes inside the TAZ and negative with pedestrian crashes on or near 
TAZ boundary. This clearly indicates that crashes based on their locations (interior/boundary) 




 The primary effort made in this study was to address crashes on or near zonal boundaries 
explicitly considering the effects of neighboring zones, and thus to enhance performances of 
predictive model. To do this, pedestrian crashes at two counties of Florida were analyzed using 
non spatial NB models and Bayesian hierarchical models (both spatial and non-spatial). Spatial 
autocorrelation was found to be significantly present among the predictors of pedestrian crashes 
at the TAZ level. About thirty-five percent of the model variability for both boundary and 
interior pedestrian crashes was apportioned by spatial autocorrelation. Therefore, it can be 
argued that spatial influence of TAZs in pedestrian crash modeling should be accounted for. 
Several covariates of the crash models developed in this study complied with some previous 
macro-level pedestrian analyses (Cottrill and Thakuriah, 2010; Carter and Council, 2007) which 
were performed for separate spatial units in other geographic regions. 
 It was found that separate considerations for interior and boundary-related crashes, was 
able to capture some unique predictors associated with them. The pedestrian models developed 
in this study had better goodness-of-fit measures than the traditionally aggregated pedestrian 
crash models that did not consider the effect of neighboring zones. This indicated that accounting 
for interior and boundary crashes separately increased the model fit. 
 The proposed methodology in this study is primarily applicable for safety analyses of 
geographic entities with considerable number of crashes on or near their delineating boundaries. 
This makes investigating crashes at TAZs desirable since TAZ boundaries are often delineated 
by major streets. Also, as identified by the study a considerable number of crashes were found to 
occur within the vicinity of the specified buffer distance from the boundaries of these TAZs. It is 
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thought that, this approach will help in accounting for the effect of neighboring factors onto 
boundary crashes in a more realistic way. In addition, the methodology enhanced the model fit. 
However, the proposed modeling approach may be limited to pedestrian and bicycle-related 
crashes since pedestrian and to a lesser extent bicyclists usually ply within a smaller radius of 
distance. Therefore, unlike motor vehicles, pedestrian and bicycle trips are reflected more by the 




CHAPTER EIGHT: ANALYSIS OF BICYCLE CRASHES AT ZONES 
WITH EXPLICIT BOUNDARY CONSIDERATIONS 
 In the previous chapter adjacent zones were defined for pedestrian crashes and boundary 
pedestrian crashes were modeled based on the characteristic factors of these adjacent zones. This 
was considered reasonable as pedestrians often have limited walking distance. For bicyclists, 
however, the average roaming area is greater than that of pedestrians. For smaller TAZs 
sometimes it is possible for a bicyclist to cross the entire TAZ. To account for this greater area of 
coverage, boundary bicycle crashes were modeled based on two layers of adjacent zones. The 
methodology for manipulating zonal factors for boundary bicycle crashes is explained below.  
 Similar to pedestrian crashes, interior bicycle crashes were modeled entirely based on the 
zonal characteristics where the crash occurred. 
Allocating Attributes for Boundary Bicycle Crashes 
 As mentioned before, a two layer concept of neighboring zones was adopted for 
allocating zonal attributes for bicycle crashes occurring on or near TAZ boundaries. Similar to 
pedestrian crashes, a buffer zone of 100 feet was considered for identifying boundary bicycle 
crash. Let TAZ # 517 (as in Figure 18) be considered for illustration. Any TAZ that would share 
a common boundary with any TAZ i would be defined as the ‘first-layer’ neighboring zones. For 
TAZ 517, first-layer neighbors are TAZ # 506, 516, 588, and 518 which share a common 
boundary of length b1, b2, b3, and b4, respectively with TAZ 517. The characteristics of the 
first-layer neighboring zones were weighted based on their shared boundary lengths. Any zone 
that shared a common boundary with the first-layer zones but was not considered one of the first-
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layer zones was defined as the ‘second-layer’ neighbor of TAZ i. For TAZ 517, the second-layer 
neighbors were TAZ # 505, 515, 587, 602, 589, 519, and 507. The zonal characteristics of the 
second-layer neighbors were weighted based on their inverse centroidal Euclidian distance from 
TAZ i.  
 Let any TAZ i shares its boundary with 1, 2, ..., j different first layer neighboring zones 
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             (17) 
where, 
xi = variable x for ith zone, 
x1L = variable x for the first-layer neighbors to TAZ i, 
x2L = variable x for the second-layer neighbors to TAZ i, 
bij = length of the shared boundary between zones i and j, 
dik = Euclidian distance between centroids of zone i and k, 





Figure 18: Illustration of Two Layers of Neighboring Zones for TAZ # 517.  
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Candidate Models and Goodness-of-fit Measures for Model Evaluation 
 Several models were developed based on different zonal factors. Also, model complexity 
was varied ranging from regular negative binomial (NB) to multi-level Poisson-lognormal 
models.  Table 19 below lists the each candidate model with a brief description. 
 
Table 19: List of Candidate Models for Bicycle Crashes. 
 
Model # Brief Description 
Model-1 NB model; Independent variables: roadway factors, total trip attraction, total trip 
production; Spatial autocorrelation not accounted; Traditional aggregation (without 
distinguishing boundary crashes) 
Model-2 NB model; Independent variables: roadway factors, and different types of trip 
attractions and productions; Spatial autocorrelation not accounted; Traditional 
aggregation 
Model-3 NB model; Independent variables: roadway and demographic factors; Spatial 
autocorrelation not accounted; Traditional aggregation 
Model-4 Bayesian Poisson-lognormal model; Independent variables: Roadway and 
demographic factors; Spatial autocorrelation accounted; Traditional aggregation 
Model-5 Hierarchical Bayesian Poisson-lognormal model; Independent variables: Roadway 
and demographic factors; Spatial autocorrelation accounted; Sub-models for 
boundary and interior type bicycle crashes; Variable transformation for boundary 
crash sub-model was based on single layer neighbors (first-layer) 
Model-6 Hierarchical Bayesian Poisson-lognormal model; Independent variables: Roadway 
and demographic factors; Spatial autocorrelation accounted; Sub-models for 
boundary and interior type bicycle crashes; Variable transformation for boundary 
crash sub-model was based on two layer neighbors (both first- and second-layer) 
 
 General R-squared value, Mean Absolute Deviation (MAD), Mean Square Prediction 
Error (MSPE), and Mean Prediction Bias (MPB) were calculated and compared to investigate 
relative performances of the developed candidate models. Several previous studies (Hadayeghi et 
al., 2006, 2010; Wier et al., 2009; Cottrill and Thakuriah, 2010; Haleem et al., 2010) applied 
MAD, MSPE, MSE and R-squared values to assess relative model performances. Higher values 
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of R-square indicate better fit. Whereas, lower values of MAD and MSPE indicate superior 
model fit. Goodness-of-fit measures of the candidate models are presented in Table 20. MPB 
shows potential over- or under-fitting of the predicted model estimates. 
 Mathematical expressions for R-square (general), MAD, MSPE, and MPB are provided 
below. 
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where, 
n = number of observations, 
𝑦𝑦𝑖𝑖  = observed crashes in the iith geographic unit, 
?̂?𝜇𝑖𝑖  = predicted crashes in the iith geographic unit, and  




 General R-squared value is a weak measure of model fit for complex models such as NB 
or Poisson-lognormal. However, the trend of R-squared values can be noted into account. Heinzl 
and Mittlböck (2003) proposed an adjusted R-squared measure for overdispersed Poisson model. 
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This adjusted R-squared value was calculated for each of the candidate model using the 
following mathematical expression. 
 
𝑅𝑅𝐴𝐴𝑟𝑟𝑚𝑚𝐴𝐴𝐴𝐴𝑡𝑡𝐿𝐿𝑟𝑟2 = 1 −
∑ [𝑦𝑦𝑖𝑖 log(𝑦𝑦𝑖𝑖/?̂?𝜇) − (𝑦𝑦𝑖𝑖 − ?̂?𝜇)] +𝑖𝑖 𝑖𝑖𝜑𝜑𝑀𝑀�
∑ [𝑦𝑦𝑖𝑖 log(𝑦𝑦𝑖𝑖/𝑦𝑦�) − (𝑦𝑦𝑖𝑖 − 𝑦𝑦�)]𝑖𝑖
 
            (22) 
 
where, 𝜑𝜑𝑀𝑀  is the dispersion parameter estimated by the generalized Pearson statistic, χ2, divided 
by the degrees of freedom, which is 
 
𝜑𝜑𝑀𝑀� = � �
(𝑦𝑦𝑖𝑖 − ?̂?𝜇)2
?̂?𝜇 �𝑖𝑖
/(𝑛𝑛 − 𝑖𝑖 − 1) 
            (23) 
 
k = number of covariates fitted (without intercept) in the full model, and for 𝑦𝑦𝑖𝑖 = 0, 𝑦𝑦𝑖𝑖 log(𝑦𝑦𝑖𝑖/?̂?𝜇) 
and 𝑦𝑦𝑖𝑖 log(𝑦𝑦𝑖𝑖/𝑦𝑦�) take a zero value 
 A lower value of MAD, and MSPE indicate better model fit. Whereas, the greater the R-
squared value, the better the model fit. MPB indicates biasness of the overall model fit toward 




Table 20: Goodness-of-fit Measures of Candidate Models for Bicycle Crashes at Hillsborough 
and Pinellas Counties. 
 




MAD MSPE MPB 
(*1/1479) 
Model-1 0.118 0.1426 1.062 2.457 +9.95 
Model-2 (-0.14) 0.1862 1.054 3.18 +68.89 
Model-3 0.23 0.2477 0.988 2.14 +6.322 
Model-4 0.75 0.6278 0.624 0.68 -0.64 
Model-5 0.7920 0.6535 0.589 0.58 -0.2434 
Model-6 0.7904 0.6536 0.588 0.584 +0.805 
 
 As observed from the goodness-of-fit measures, performances of Model-5 and Model-6 
are superior to others and comparable among themselves. This means both first-layer and 
second-layer concepts of allocating neighborhood zonal factors yielded similar predictive 
performances. Therefore, the hypothesized reasoning for including second-layer zonal 
characteristics are not conclusively supported from the goodness-of-fit measures of the models 
developed for Hillsborough and Pinellas counties. Model-5 has been presented in Table 21 and 
briefly discussed in the following section. 
Discussion on Model-5 
 There were six common variables between interior and boundary bicycle crash sub-
models. These variables are- ‘total length of roadways with 15mph posted speed limit (PSL)’, 
‘total hotel units’, ‘percent of households with non-retired workers and no auto’, ‘total 
employment’, ‘population density’, and the ‘median household income’ of the zones.  
 In addition to the above mentioned variables there were three additional covariates in the 
interior crash sub-model. These three variables were uniquely associated with interior bicycle 
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crashes. These variables are- ‘total length of roadways with 25mph PSL’, ‘total length of 
roadways with 35mph PSL’, and ‘higher education enrolment’. Out of all covariates in the 
interior bicycle crash sub-model, coefficient of ‘total hotel units’ was the only one which was 
significantly different from zero at 90% Bayesian credible interval (BCI); all other variables had 
coefficient estimates significantly different from zero at 95% BCI. Except ‘total roadway length 
with 15mph PSL’ and ‘median household income’ all other covariates in the sub-model had 
positive coefficient estimates. The negative estimate of ‘median household income’ indicates 
adversity of bicycle crashes in areas with lower income population. The negative coefficient for 
‘total length of roadways with 15mph PSL’ implies that this roadway type is safer to the 
bicyclists. 
 Boundary bicycle crash sub-model also had nine variables out of which coefficients of 
‘total length of roadway with 15mph PSL’ and ‘total dwelling units’ were found significantly 
different from zero at 90% BCI; all other variables had coefficient estimates significantly 
different from zero at 95% BCI. Three variables which were uniquely associated with boundary 
bicycle crashes are ‘total number of intersections’, ‘total dwelling units’, and ‘percent of 
households with non-retired workers and one auto’. Variables ‘total length of roadway with 
15mph PSL’, ‘total hotel units’, and ‘median household income’ were found to be negatively 
associated with bicycle crashes occurring on or near boundaries. All other covariates in the 




Table 21: Model-5 for Bicycle Crashes. 
 
Variable Description 
Bayesian estimates of interior crash model Bayesian estimates of boundary crash model 
 Mean Standard Deviation 
Bayesian Credible 
Intervals  Mean Standard Deviation 
Bayesian Credible 
Intervals 
2.50% 97.50% 2.50% 97.50% 
Length of road with PSL 15mph -0.8053 0.2205 -1.24 -0.381 -0.3661* 0.2057 -0.7691 0.0329 
Length of road with PSL 25mph 0.07583 0.01199 0.052 0.998     
Length of road with PSL 35mph 0.1521 0.0458 0.0615 0.239     
Total number of intersections     0.03373 0.005808 0.02237 0.0449 
Hotel unit 8.8E-04* 4.50E-04 -2.9E-5 0.00175 -0.0017 7.65E-04 -0.0033 -3.0E-4 
Dwelling unit (in hundreds)     0.03124
* 0.01654 -0.0017 0.06939 
W0 a 0.02901 0.01055 0.0087 0.0493 0.02875 0.01046 0.00858 0.0495 
W1 b     0.01441 0.005906 0.00261 0.0263 
Log(total employment) 0.1229 0.05781 0.00872 0.2379 0.6848 0.1319 0.4228 0.9295 
Log(Population per sq. mile) 0.2757 0.049 0.1825 0.3765 0.2721 0.0836 0.1063 0.4372 
Household Income (in thousands) -0.01788 0.00538 -0.0286 -0.0078 -0.0117 0.005011 -0.0211 -0.0012 
Higher Education (in hundreds) 0.01095 0.00288 -0.0053 0.0167     
Intercept -4.658 0.6047 -5.831 -3.457 -5.731 0.7573 -7.213 -4.304 
ψ 0.5052 0.05606 0.3896 0.6146 0.5072 0.05126 0.3944 0.5995 
Std. Dev. of θ[i] 0.7381 0.09315 0.5522 0.9205 0.7288 0.05952 0.6103 0.845 
Std. Dev. of φ[i] 0.7571 
Thinning sample 25 
Burning sample 1000 
Number of Markov Chains 3 
N 1479 
a Percent of households that has non-retired workers and zero (0) auto 
b Percent of households that has non-retired workers and one (1) auto 
* Significantly different from zero at 90% Bayesian credible interval 




CHAPTER NINE: ANALYZING BOUNDARY DEPENDENCY OF MOTOR 
VEHICLE CRASHES 
Preliminary Analysis of Motor Vehicle Crashes (Total and Severe Crashes) 
 The preliminary analysis on total and severe crash models in Pinellas and Hillsborough 
counties of District 7, Florida showed that while accounting for the boundary crashes separately 
into the safety performance functions, the predictive ability of the models improved compared to 
the traditional aggregated models. Note that, traditional aggregate models are termed to those 
which do not account for the crashes occurring on or close to the boundary.  
 Five models were developed and compared for the following two types of motor vehicle 
crashes per TAZ: 
• Total crashes 
• Severe crashes 
Severe crashes being defined as sum of all fatal and incapacitating type crashes. 
 Trip, demographic, and roadway predictor sets (as shown in Table 3) were used to 
develop the following five models for each response variable (crashes per TAZ): 
i. A Negative Binomial (NB) model with different roadway characteristics + total trip 
productions + total trip attractions. Boundary crashes were not identified while 
aggregating crashes per TAZ. All crashes within a TAZ boundary were aggregated and 
modeled (also known as ‘traditional’ aggregation). No spatial effects among the TAZs 
were considered in the model. 
ii. A Negative Binomial (NB) model with different roadway characteristics + different trip 
attractions and productions. Boundary crashes were not identified while aggregating 
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crashes per TAZ. All crashes within a TAZ boundary were aggregated and modeled. No 
spatial effects among the TAZs were considered in the model. 
iii. A Negative Binomial (NB) model with different roadway characteristics + different 
demographic and socio-economic variables. Boundary crashes were not identified while 
aggregating crashes per TAZ. All crashes within a TAZ boundary were aggregated and 
modeled. No spatial effects among the TAZs were considered in the model. 
iv. A Bayesian Poisson-lognormal model with different roadway characteristics + different 
demographic and socio-economic variables. Boundary crashes were not identified while 
aggregating crashes per TAZ. All crashes within a TAZ boundary were aggregated and 
modeled. Spatial effects among the TAZs were considered in the model. 
v. A Bayesian Poisson-lognormal model with different roadway characteristics + different 
demographic and socio-economic variables. Boundary crashes were identified while 
aggregating crashes per TAZ. Boundary and non-boundary crashes were modeled 
simultaneously under a hierarchical framework. Spatial effects among the TAZs were 
considered in the model. 
 Table 22 provides comparisons of these model fits. General R-squared value, Mean 
Absolute Deviation (MAD), Mean Square Prediction Error (MSPE), and Mean Prediction Bias 





Table 22: Comparison of Models (Number of TAZ = 1479). 
 
Model type MAD MSPE MPB (*1/1479) 
     
 Total Crashes    
     
i. NB model with roadway + total trip attraction & total trip 
production 
45.27 25649.4 +16665.26 
ii. NB model with roadway + trip variables 43.4 27346.3 +17358.7 
iii. NB model with roadway + demographic variables 43.30 19582.9 +15873.48 
iv. Bayesian model with roadway + demographic variables + 
spatial effect among TAZs 
1.076 1.833 -9.36 
v. Bayesian model with roadway + demographic variables + 
spatial effect among TAZs; (accounting boundary crashes) 
0.91 1.316 +0.661 
     
 Severe Crashes (Fatal + Incapacitating Injury)    
     
i. NB model with roadway + total trip attraction & total trip 
production 
4.07 164.8 +1383.6 
ii. NB model with roadway + trip variables 5.56 5087.53 +3769.24 
iii. NB model with roadway + demographic variables 3.85 120.15 +1218.37 
iv. Bayesian model with roadway + demographic variables + 
spatial effect among TAZs 
0.947 1.41 +1.016 
v. Bayesian model with roadway + demographic variables + 
spatial effect among TAZs; (accounting boundary crashes) 
0.813 1.001 +0.991 
 
 In general, model performance followed similar pattern irrespective of the type of 
crashes. The following conclusions were drawn based on the various performance measures 
presented in Table 22. 
• Demographic and socio-economic variables perform better than trip variables in terms of 
model fit and prediction. 
• A Bayesian Poisson-lognormal model always performs better than an NB model. 
• Accounting for spatial autocorrelation among TAZs improves model performances. 




Extended Analysis of Total and Severe Crashes in District Seven Geographic Region 
 The analyses for total and severe crashes were extended for all five counties under 
District 7’s jurisdiction. In addition to the ‘boundary’ approach, a separate methodological 
attempt was undertaken in pursuit of better predictive models. This procedure divides crashes 
into ‘on-system’ and ‘off-system’ types. These names are defined based on the on-system and 
off-system roads as identified by Florida Department of Transportation (FDOT). On-system 
roads are roads under Florida State Highway System. These roads are under the jurisdiction of 
FDOT, state-chartered expressway authorities, and other state agencies (Highway Systems, 
Numbering and Jurisdiction; FDOT web link). Roads which do not belong to the State Highway 
System are designated as Off-system roads.  
Figure 19 depicts crashes that occurred on on-system and off-system roads, respectively in 
District 7.  
 On-system and off-system roads refer to two different roadway hierarchies. On-system or 
state maintained roads typically possess higher speed limit and carries traffic from distant TAZs. 
Off-system roads are, however, mostly local roads with relatively lower speed limits. Therefore, 
these roads carry a relatively higher number of local traffic. Due to these distinct characteristics, 
it was hypothesized that crashes occurring on the on-system roadways may not be related to all 
of the zonal characteristics where the crash is located. Rather on-system crashes could be more 
influenced by the roadway and traffic related factors. Therefore, while modeling on-system 
crashes only population and total employment variables of a zone was considered in addition to 
the roadway and traffic variables; and all other zonal variables were disregarded. For off-system 
crashes, on contrary, all zonal variables was considered.  
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 Similar to the pedestrian crash analysis, Figure 20 was used to determine buffer distance 





Figure 19: Spatial Distribution of (a) On-System Severe Crashes; (b) Off-System Severe 






Figure 20: Percent of Total and Severe Crashes within Various Buffer Distances from TAZ 
Boundaries. 
Candidate Models and Goodness-of-fit Measures for Model Evaluation 
 Based on the experience gained from the pedestrian and bicycle crash models, it was 
evident that the Bayesian models accounting spatial autocorrelations always perform better than 
the NB models without spatial effect terms. Therefore, all the candidate models developed for 
the severe and total crashes were Bayesian Poisson-lognormal models in nature. Note that, 
severe crashes were the sum of all fatal or incapacitating type crashes. Table 23 lists all the 
models developed for total and severe crashes at five counties of District 7. Except covariates 
related to different trip attractions and productions, all other independent variables listed in Table 
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Table 23: List of Candidate Models for Total and Severe Crashes. 
 
Model # Brief Description 
Model-1 Traditional aggregation (without distinguishing boundary crashes) 
Model-2 Separate sub-models for boundary and interior crashes; Variable transformation for 
boundary crash sub-model was based on two layer neighbors (both first- and second-
layer) 
Model-3 Separate sub-models for on-system and off-system crashes; No boundary crashes 
were considered 
Model-4 Separate sub-models for on-system and off-system crashes; Boundary crashes were 
considered for off-system crashes only; Variable transformation for off-system 
boundary crash sub-model was based on single layer neighbors (first-layer) 
Model-5 Separate sub-models for on-system and off-system crashes; Boundary crashes were 
considered for off-system crashes only; Variable transformation for off-system 
boundary crash sub-model was based on two layer neighbors (both first- and second-
layer) 
 
 Only off-system crashes were divided into boundary and interior types as these crashes 
occur on comparatively low speed roads and are thought to be influenced by the local traffic and 
neighboring zones. On on-system roads, however, it is thought that the trip makers ply from 
distant zones and have little influence from the neighboring zones. Therefore, for Model-4 and 





Figure 21: Nested Structure of Model-4 and Model-5. 
 
 Table 24 presents different goodness-of-fit measures for severe and total crash models. 
R-squared values for the models were not deliberately provided because of their unrealistic 
values which were thought to be inappropriate for model comparison purposes. It is evident from 
the table that Model-3 has a superior fit for both severe and total crashes.  
 Note that the nested structure for Model-4 and -5 showed higher goodness-of-fit 
measures compared to Model-3 which is a simpler model. The rationale of having off-system 
crashes separated and fitting them into two sub-models were justified based on the fact of having 
influence from the neighboring zones. But it appears that the increase in complexity of the model 
structure has been compensated by the relatively poor goodness-of-fit values. While the models -
4 and -5 may have captured the effect of covariates for each crash type, Model-3 is concluded to 
be the final best model for both total and severe crashes because of its simpler model structure 







Boundary crashes Interior crashes 
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Table 24: Goodness-of-fit Measures for Severe and Total Crash Models. 
 
Model type MAD MSPE MPB 
(*1/2095) 
Severe Crashes    
Model-1 0.9783 1.556 -1.8373 
Model-2 0.782 0.9215 +0.4696 
Model-3 0.708 0.811 +0.5166 
Model-4 0.8049 1.1035 -1.5071 
Model-5 0.8117 1.1162 +0.3691 
    
Total Crashes    
Model-1 1.142 2.0783 -0.1704 
Model-2 0.86 1.1685 -6.2381 
Model-3 0.7813 0.982 +2.5382 
Model-4 0.8772 1.2453 -9.4568 
Model-5 0.8834 1.2657 -3.3538 
 
 In the following section Model-3 for severe crash is briefly discussed. This model is 
presented in Table 25. 
Discussion on Model-3 for Severe Crashes 
 Both on-system and off-system sub-models for severe crashes had three variables in 
common. These variables are- ‘total length of roadways with 25mph posted speed limit (PSL)’, 
‘total number of intersections’, and ‘total employment’.  
 Apart from the above mentioned variables, there were six other unique covariates 
significantly associated only with off-system crashes. These variables are- ‘total length of 
roadways with 35mph posted speed limit (PSL)’, ‘total hotel units’, ‘percent of households with 
non-retired workers and one, two and three autos respectively’, and ‘population density’. Only 
the variable ‘total hotel units’ had negative coefficient estimates in the off-system severe crash 
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sub-model. It is evident from the model that all auto ownership levels (percent of households 
with non-retired workers and one, two and three autos) are positively associated with severe 
crashes indicating that a higher level of motorization has potential to increase exposure level 
which in turn may influence crash severity positively. 
 On-system severe crash sub-model had a total of six variables and all of their coefficients 
were significantly different from zero at 95% Bayesian Credible Interval (BCI). Out of these six 
variables, three variables were uniquely associated with on-system severe crashes. These 
variables are- ‘total length of roadways with 55mph PSL’, ‘total length of roadways with 65mph 
PSL’, and ‘vehicle miles traveled (VMT)’.  Total roadway lengths with 25mph and 65mph were 
negatively associated with the on-system severe crashes.  Possibly low speed (25mph) roads and 






Table 25: Model-3 for Severe Crashes. 
 
Variable Description 
Bayesian estimates of off-system crash 
model 
Bayesian estimates of on-system crash 
model 
Mean Standard Deviation 
Bayesian Credible 
Intervals Mean Standard Deviation 
Bayesian Credible 
Intervals 
2.50% 97.50% 2.50% 97.50% 
Length of road with PSL 25mph 0.01565 0.00276 0.0102 0.0209 -0.01612 0.00374 -0.0238 -0.009 
Length of road with PSL 35mph 0.08914 0.01838 0.05365 0.1262     
Length of road with PSL 55mph     0.1173 0.0385 0.0394 0192 
Length of road with PSL 65mph     -0.10 0.0337 -0.1677 -0.0352 
Total number of intersections 0.01643 0.00278 0.01106 0.0217 0.0199 0.0029 0.01413 0.0257 
Log(VMT)     0.6963 0.0251 0.6479 0.7474 
Hotel unit -9.1E-04 3.5E-04 -0.0017 -2.4E-4     
W1 a 0.01005 0.0032 0.0037 0.0165     
W2 b 0.01416 0.0034 0.0076 0.0209     
W3 c 0.0151 0.00697 9.5E-04 0.0284     
Log(total employment) 0.09167 0.02148 .0498 0.1333 0.09177 0.0214 0.04976 0.1352 
Log(Population per sq. mile) 0.1193 0.01513 0.0901 0.1495     
Intercept -2.424 0.2079 -2.827 -1.993 -6.796 0.2633 -7.316 -6.281 
ψ     0.4814 0.091 0.4364 0.5262 
Std. Dev. of θ[i]     0.7284 0.0389 0.6556 0.8091 
Std. Dev. of φ[i] 0.6771 
Thinning sample 30 
Burning sample 1000 
Number of Markov Chains 3 
N 2079 
a Percent of households that has non-retired workers and one (1) auto 
b Percent of households that has non-retired workers and two (2) autos 
c Percent of households that has non-retired workers and three (3) autos 





Discussion on Model-3 for Total Crashes 
 Off-system crash sub-model retained thirteen variables in the final model. Two of these 
variables (percent of households with non-retired workers and one, and three autos) had 
coefficient estimates significantly different from zero at 90% BCI; but the remaining eleven 
variables had coefficient estimates significantly different from zero at 95% level. On-system 
crash sub-model, on other side, had six variables in the final model in which all but one had 
estimates significantly different from 95% BCI. Only ‘industrial land use’ variable in the on-
system sub-model had its estimate significantly different from zero at 90% level. Both of these 
sub-models shared three variables in common, which are- ‘total length of roadways with 15mph 
PSL’, ‘total length of roadways with 45mph PSL’, and ‘total number of intersections’ in a TAZ. 
 Variables ‘total hotel unit’ and ‘total length of roadways with 45mph PSL’ were the only 
ones that had negative estimates in the off-system sub-model.  
 Variable ‘total length of roadways with 25mph PSL’ was the only one that had negative 





Table 26: Model-3 for Total Crashes. 
 
Variable Description 
Bayesian estimates of off-system crash 
model 
Bayesian estimates of on-system crash 
model 
Mean Standard Deviation 
Bayesian Credible 
Intervals Mean Standard Deviation 
Bayesian Credible 
Intervals 
2.50% 97.50% 2.50% 97.50% 
Land use - Industrial     0.8966 
* 0.5192 -0.1049 1.939 
Land use - Retail/Office     3.442 0.3476 2.777 4.198 
Length of road with PSL 25mph 0.0201 0.002437 0.01544 0.02497 -0.0263 0.00592 -0.0377 -0.0144 
Length of road with PSL 35mph 0.08931 0.01597 0.05716 0.1197     
Length of road with PSL 45mph -0.2029 0.05883 -0.3197 -0.0886 0.2673 0.09435 0.0913 0.4559 
Total number of intersections 0.01931 0.002314 0.01491 0.02388 0.0375 0.00455 0.0288 0.0459 
Log(VMT)     0.7439 0.0198 0.704 0.7846 
Hotel unit -7.8E-04 2.53E-04 -0.0013 -2.9E-4     
W0 a 0.01467 0.005677 0.0038 0.0257     
W1 b 0.0049 * 0.002811 -0.001 0.01013     
W2 c 0.0119 0.003025 0.0058 0.0179     
W3 d 0.01158 * 0.005922 -2.4E-4 0.023     
Log(total employment) 0.1084 0.01658 0.0748 0.1406     
Log(Population per sq. mile) 0.112 0.01103 0.09 0.1332     
Kindergarten to High School 
(Grade-12) Enrollment 9.30E-05 4.12E-05 1.3E-5 1.8E-4     
URBAN 0.2217 0.08553 0.0616 0.3881     
Intercept -0.2458 0.1619 -0.5404 0.0072 -5.36 0.1943 -5.746 -5.009 
ψ 0.4624 0.0245 0.4137 0.5104 0.2957 0.0165 0.2624 0.3275 
Std. Dev. of θ[i] 0.8169 0.0233 0.77 0.862 1.675 0.0471 1.586 1.771 
Std. Dev. of φ[i] 0.7044 
Thinning sample 30 
Burning sample 1000 
Number of Markov Chains 3 
N 2079 
a Percent of households that has non-retired workers and zero (0) auto 
b Percent of households that has non-retired workers and one (1) auto 
c Percent of households that has non-retired workers and two (2) autos 
d Percent of households that has non-retired workers and three (3) autos 
* Significantly different from zero at 90% Bayesian credible interval 





 The preliminary analyses of motor vehicle crashes (total and severe) were done in 
Hillsborough and Pinellas counties of Florida and the methodology was similar to that of 
pedestrian and bicycle crash analyses. The preliminary results indicated that demographic and 
socio-economic variables constitute better model fit than that of trip variables. Therefore, trip 
variables were not included in the selection of the final candidate models. Also, it was found that 
the Bayesian Poisson-lognormal model always performs better than the regular NB models and 
including a spatial component in the model’s error structure always improves the model fit.  
 Due to the nature of motor vehicle trips, the analyses of crashes involving motor vehicles 
were extended by separating them based on their place of occurrence in the roadway hierarchy- 
namely ‘on-system’ and ‘off-system’ type crashes and analyzing them over five counties of 
District Seven. Furthermore, since off-system roads are mostly local roads, crashes on these 
types of roads were divided into ‘boundary’ and ‘interior’ type; thus a nested model structure 
was specified (as shown in Figure 21). Comparison among the goodness-of-fit measures of the 
candidate models yielded interesting results.  It was found that the complex nested model did not 
necessarily provide the best model fit. Models with sub-models for on-system and off-system 
crashes were found to have the best goodness-of-fit measures and therefore, were considered for 
the final formulations of the safety performance functions for total and severe crashes. 
 The number of significant covariates in the total crash model (Table 26) was higher than 
that of severe crash (in Table 25). Some of the land use types (industrial and retail/office) were 
found to have positive association with on-system total crashes. Also, variables ‘kindergarten to 
high school enrollment’ and ‘URBAN’ were found uniquely associated with off-system total 
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crashes. Both of these variables had positive estimates implying that the urban environment and 
the number of school-going children within a zone increase the possibility of having a higher 




CHAPTER TEN: CONCLUSIONS 
Summary and Concluding Remarks 
Exploratory Analysis of Zonal Covariates 
 Macro-level crash analysis had been attempted in several studies during the past few 
years to capture important variables associated with different crash environment and types. 
Several researchers used demographic and socio-economic characteristics for different spatial 
aggregation. Using trip variables as the predictors for crashes is thought to be privileged as to the 
fact that by nature of their generation characteristics, trips are function of different demographic 
and socio-economic factors and are also affected by the land use pattern of an area. Therefore, 
trips themselves take into account the multicollinearity between several factors. In order to 
understand the effect of various trip attraction and production types in addition to the roadway 
variables, exploratory analysis using regression trees and random forests (data mining tools) 
were performed for total and severe crashes. Later the identified important covariates found in 
this analysis for these two crash types were tested for developing safety performance functions 
using zonal factors from other different groups (e.g., traffic, neighborhood-related, demographic 
and socio-economic, land use, etc.). 
 The regression trees developed in this study provided simple ‘if-then’ relationship of the 
significant variables affecting total and severe crashes per TAZ. As seen in the regression trees, 
and also from Figure 9 and Figure 10, it is evident that few variables were associated with both 
total and severe crashes. Five variables in particular were present in the top six of the variable 
rankings in terms of increasing node ‘purity’ for both total and severe crashes. These variables 
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were the total number of intersections, total roadway length with 35 mph PSL, total roadway 
length with 65 mph PSL, light truck productions and attractions. Except light truck attractions, 
the other four variables were used as splitting variables in the regression trees (Figure 7 and 
Figure 8). It appeared that some of the variables are contributing to both total and severe crashes. 
However, the trees also indicated the unique predictors related to these two crash response 
variables. For example, Airport productions were uniquely associated with total crashes per TAZ 
and were also identified as one of the top important variables according to the random forest 
rankings. Home based school productions on the other hand appeared to be only associated with 
severe crashes per TAZ. 
 Therefore, both trees and random forest outputs indicated that the effect of these variables 
should be considered while developing a strategy for improving the safety of a zone. For 
example, a TAZ with higher number of intersections can be prioritized for allocating funds for 
safety treatment, if necessary. TAZs with higher lengths of roadways with 35 mph posted speed 
limit may be scrutinized carefully by transportation officials to reduce severe crashes as well as 
total crashes. Alternatives such as installing speed calming devices or lowering the speed limit 
may be additionally taken into account to improve safety. Similarly, increasing the number of 
signs and driving directions may be considered for unfamiliar drivers in a TAZ with greater 
amount of airport production.  
Investigating Spatial Autocorrelations 
 The study examined pedestrian and bicycle crashes occurring in two counties of Florida. 
Macro-level crash prediction models were developed, analyzed and compared for TAZ level 
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aggregation. In all cases Bayesian Poisson-lognormal models with spatial correlation performed 
better than the models that did not account for spatial correlations among TAZs. This indicates 
that spatial correlation should be accounted for while modeling pedestrian and bicycle crashes 
for spatially aggregated data, in general, and TAZs, in particular. Also, the significance of spatial 
autocorrelation was later in the study found significant in the total and severe crash models.  
 The study additionally investigating factors associated with pedestrian crashes at the 
Environmental Justice (EJ) areas of Hillsborough and Pinellas counties of Florida. In doing so, 
the study began with presenting various EJ target area defining criteria practiced by different 
MPOs and previous research. Then the environmental justice traffic analysis zones (EJTAZs) in 
compliance with the previously mentioned EJ target area definitions were identified. The 
Bayesian Poisson-lognormal model fitted for this analysis was formulated to capture the effect of 
spatial autocorrelation among the zonal factors on pedestrian crashes in these areas, and the 
overdispersion of the crash count data in the EJTAZs. The covariates in the model represented 
both roadway characteristics and demographic variables. The model indicated that about 76% 
variation in the error component of the model was due to the spatial autocorrelation among the 
EJTAZs. This model was compared with two other models which did not account for spatial 
autocorrelations- i) traditional negative binomial model and, ii) a Bayesian Poisson-lognormal 
model only with random effect error term. These three models were compared in terms of DIC 
and R-squared values. It was found that the Bayesian model accounting for spatial effect 
performed the best; and had the least DIC value and higher R-squared value. The variables found 
from this model are- total roadway length with 35mph posted speed limit (PSL), total number of 
intersections per TAZ, total number of dwelling units, log of population per square mile of a 
TAZ, percentage of households with non-retired workers and zero auto (W0), long term parking 
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cost, and log of the total employment number in a TAZ. The coefficient estimates of each of 
these variables were significantly different from zero at 95% Bayesian credible interval. 
The Modifiable Aerial Unit Problem 
 The modifiable aerial unit problem often affects the results from statistical analysis 
conducted on spatially aggregated data. This study, in this regard, was carried out particularly to 
understand the zoning and scale effects in modeling of three types of crashes (total, severe and 
pedestrian crashes) in three types of geographic entities (BG, TAZ, and CT).  Multivariate 
Bayesian models were developed based on various roadway characteristics and census variables. 
The goodness-of-fits of the models were compared based on three measures of goodness-of-fit- 
DIC, MAD, and MSPE. Based on MAD and MSPE it was evident that total, severe and 
pedestrian crash models for TAZs and BGs had similar fits. Also, crash models based on TAZs 
and BGs had better fits compared to the ones developed for CTs. This indicates that the total, 
severe and pedestrian crash models are being affected by the size of the spatial units rather than 
their zoning configurations.  
 For many of the variables, their causal effects onto the response variables (total, severe or 
pedestrian crashes) were explainable. But there were a few variables for which a satisfactory 
elucidation in terms of their association with particular crash type was difficult to find. This is 
most likely due to the information loss which occurs during the process of aggregation of data 
for a spatial unit. This limitation can be compensated while models are to be used for prediction 
only which is also one of the important objectives in the transportation safety planning (TSP) 
framework. So far, TAZs have been the base spatial units of analyses for developing travel 
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demand models. Metropolitan planning organizations widely use TAZs in developing their long 
range transportation plans (LRTPs). You et al. (1997) cited that, the most important criteria used 
to define TAZs include spatial contiguity, homogeneity, and compactness. Additionally, TAZs 
are one of the Census Transportation Planning Products (CTPPs). Note that CTPP is a set of 
special tabulations from decennial census demographic surveys designed for transportation 
planners (CTPP web link). Therefore, TAZs seem to be the preferred spatial units compared to 
block groups. Also since performances of the crash specific models for TAZs and BGs are 
similar, the study concludes that as a geographical unit, TAZ has a relative ascendancy over 
block group and census tract in terms of crash prediction models and integration with LRTPs. 
Pedestrian Crashes 
 This study addressed crashes on or near zonal boundaries explicitly considering the 
effects of neighboring zones, and thus to enhance the performance of the predictive model. To do 
this, pedestrian crashes at two counties of Florida were analyzed using non spatial NB models 
and Bayesian hierarchical models (both spatial and non-spatial). Several covariates of the crash 
models developed in this study complied with some previous macro-level pedestrian analyses 
(Cottrill and Thakuriah, 2010; Carter and Council, 2007) which were performed for separate 
spatial units in other geographic regions. 
 It was found that separate considerations for interior and boundary-related crashes, was 
able to capture some unique predictors associated with them. The pedestrian models developed 
in this study had better goodness-of-fit measures than the traditionally aggregated pedestrian 
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crash models that did not consider the effect of neighboring zones. This indicated that accounting 
for interior and boundary crashes separately increased the model fit. 
 The proposed methodology in this study is primarily applicable for safety analyses of 
geographic entities with considerable number of crashes on or near their delineating boundaries. 
This makes investigating crashes at TAZs desirable since TAZ boundaries are often delineated 
by major streets. Also, as identified by the study a considerable number of crashes were found to 
occur within the vicinity of the specified buffer distance from the boundaries of these TAZs. It is 
thought that, this approach will help in accounting for the effect of neighboring factors onto 
boundary crashes in a more realistic way. However, the proposed modeling approach may be 
limited to pedestrian and bicycle-related crashes since pedestrian and to a lesser extent bicyclists 
usually ply within a smaller radius of distance. Therefore, unlike motor vehicles, pedestrian and 
bicycle trips are reflected more by the characteristics of the neighboring zones. 
Bicycle Crashes 
 Since bicyclists would typically have a larger radius of exposure compared to that of 
pedestrians, calculations for estimating boundary related variables was modified. In this case, a 
‘two-layer concept’ of neighboring zones was formulated. This means in addition to the TAZs 
(primary layer) that are sharing boundaries with any zone ‘i’, a second layer of zones which are 
neighboring to the primary layer was considered. This technique of variable estimation was 
applied to analyze bicycle crash data from Hillsborough and Pinellas counties. Similar to 
pedestrian crash models, a better model fit for predicting bicycle crashes was achieved by having 
an explicit consideration for bicycle crashes that occurred at zonal boundaries. However, it was 
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found that both first-layer and second-layer concepts of allocating neighborhood zonal factors 
yield similar predictive performances. Therefore, the hypothesized reasoning for including 
second-layer zonal characteristics were not conclusively supported from the goodness-of-fit 
measures of the models developed for Hillsborough and Pinellas counties.  
 There were six common variables between interior and boundary bicycle crash sub-
models. These variables are- ‘total length of roadways with 15mph posted speed limit (PSL)’, 
‘total hotel units’, ‘percent of households with non-retired workers and no auto’, ‘total 
employment’, ‘population density’, and the ‘median household income’ of the zones. In addition 
to the above mentioned variables there were three additional covariates which were uniquely 
associated with interior bicycle crashes. These variables are- ‘total length of roadways with 
25mph PSL’, ‘total length of roadways with 35mph PSL’, and ‘higher education enrolment’. The 
variables which were uniquely associated with boundary bicycle crashes are ‘total number of 
intersections’, ‘total dwelling units’, and ‘percent of households with non-retired workers and 
one auto’. Variables ‘total length of roadway with 15mph PSL’, ‘total hotel units’, and ‘median 
household income’ were found to be negatively associated with bicycle crashes occurring on or 
near boundaries. All other covariates in the boundary bicycle sub-model had positive coefficient 
estimates.  
Motor Vehicle Crashes 
 Motor vehicle crashes (total and severe crashes) were classified as ‘on-system’ and ‘off-
system’ crashes and two sub-models were fitted in order to calibrate the safety performance 
function for these crashes. On-system or state maintained roads typically possess higher speed 
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limit and carries traffic from distant TAZs. Off-system roads are, however, mostly local roads 
with relatively lower speed limits. Therefore, these roads carry a relatively higher number of 
local traffic. Due to these distinct characteristics, it was hypothesized that crashes occurring on 
the on-system roadways could be more influenced by the roadway and traffic related factors. 
Therefore, while modeling on-system crashes only population and total employment variables of 
a zone was considered in addition to the roadway and traffic variables; and all other zonal 
variables were disregarded. For off-system crashes, on the contrary, all zonal variables were 
considered. It was evident by comparing this on- and off-system sub-model-framework to the 
other candidate models that it provided superior goodness-of-fit for both total and severe crashes. 
 The number of significant covariates in the total crash model was higher than that of 
severe crash. Some of the land use types (industrial and retail/office) were found to have positive 
association with on-system total crashes. Also, variables ‘kindergarten to high school 
enrollment’ and ‘URBAN’ were found uniquely associated with off-system total crashes. Both of 
these variables had positive estimates implying that the urban environment and the number of 
school-going children within a zone increase the possibility of having a higher number of crashes 
within that zone. 
Proposed Framework to Incorporate Safety Indices into the Traditional Transportation Planning 
 Figure 22 depicts the proposed framework to incorporate and evaluate safety indices in 
parallel to the traditional transportation planning process.  
 In the four-step transportation planning process, the existing land use, demographic and 
socio-economic factors are commonly been used as the primary input variables for developing 
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the transportation planning models. The forecasted zonal attributes are then used to project trip 
generation, trip distribution, modal split and network volume. The forecasted planning data are 
utilized to estimate operational characteristics (such as level of service) of the roadway network. 
 In addition to the land use, demographic and socio-economic factors, different traffic and 
roadway characteristics are used to calibrate various safety performance functions (also known 
as crash prediction models) for the prevailing conditions. To estimate future safety measures 
these functions will then be utilized using forecasted zonal attributes (projected population, 
AADT, total employment, etc.). Various projected safety indices per zone along with the 
traditional forecasted planning data will be added information for the transportation 
planners/engineers/decision makers. It is expected that the proposed framework would provide a 
broader picture of both the safety and operational condition of zones for the future years; and 




Figure 22: A Framework for Transportation Safety Planning (TSP) to Provide Better Safety, 
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APPENDIX: LIST OF MODELS DEVELOPED TO INVESTIGATE MAUP 
 Table 27 provides descriptions of the variable notations presented in the models (Table 
28 - Table 54) developed to investigate MAUP in Chapter Six. Bayesian credible intervals (BCI) 
show the boundary values in determining the level of significance. So, the coefficient estimate of 
a variable will be significantly different from zero at 95% BCI if it’s [2.50% and 97.50%] values 
do not include zero. Similarly a variable will have a coefficient estimate significantly different 
from zero at 90% BCI and 80% BCI if it’s [5.00% and 95.00%] and [10.00% and 90.00%] 
values do not include zero, respectively. 
 
Table 27: Description of the Variable Notations Used in MAUP Models. 
 
Notations Variable Description  
seglen25 Roadway length with 25mph PSL 
seglen35 Roadway length with 35mph PSL 
seglen45 Roadway length with 45mph PSL 
seglen55 Roadway length with 55mph PSL 
seglen65 Roadway length with 65mph PSL 
Int_Count Total number of intersections 
POP00_15 Population age 0 to 15 
POP16_64 Population age 16 to 64 
P3_K12D Density of children K to 12 grade 
POPMINP Proportion minority population 
WT_00_04 Number of workers whose travel time to work was 0-4 min. 
WT_05_09 Number of workers whose travel time to work was 5-9 min. 
WT_15_19 Number of workers whose travel time to work was 15-19 min. 
WT_30 Number of workers whose travel time to work was ≥ 30 min. 
WT_HOME Number of workers who worked at home 
WT_PRV Number of workers who traveled to work using vehicles 
WT_PRVA Number of workers who drove alone to their work 
WT_WALK Number of workers who walked to their work 
HU_PACRE Housing units per acre 




Table 28: Pedestrian Crash Models for Block Groups Fitted with Best BG-Based Variables. 
 
   Bayesian Credible Intervals  Variables  Mean Std. Dev. 2.50% 5.00% 10.00% 90.00% 95.00% 97.50% Sample 
Intercept 0.5755 0.3117 -0.03072 0.0726 0.177 0.9748 1.089 1.209 2000 
seglen25 -0.02203 0.008515 -0.03906 -0.0364 -0.03286 -0.01122 -0.00834 -0.00516 2000 
seglen35 0.05625 0.02605 0.005199 0.01428 0.02333 0.08933 0.09814 0.1074 2000 
Int_Count 0.03043 0.002905 0.02472 0.02556 0.02671 0.03413 0.03515 0.03615 2000 
POP16_64 7.98E-04 1.63E-04 4.74E-04 5.24E-04 5.84E-04 0.001015 0.001064 0.001109 2000 
ln(HH_INC) -0.1429 0.02976 -0.2035 -0.1923 -0.1803 -0.1042 -0.09495 -0.08622 2000 
WT_WALK 0.006437 0.001833 0.002809 0.003495 0.004118 0.008824 0.009529 0.01009 2000 
WT_PRVA -0.002 3.14E-04 -0.00262 -0.00251 -0.0024 -0.00159 -0.00146 -0.00136 2000 
WT_15_19 0.003282 8.57E-04 0.001627 0.001875 0.002155 0.004351 0.004661 0.004955 2000 
WT_30 9.90E-04 4.51E-04 1.25E-04 2.50E-04 4.05E-04 0.001581 0.001751 0.001868 2000 
Std. Dev. of θ[i] 0.7589 0.03963 0.6839 0.6957 0.7069 0.8093 0.8273 0.8434 2000 
 
Table 29: Pedestrian Crash Models for Census Tracts Fitted with Best BG-Based Variables. 
 
   Bayesian Credible Intervals  Variables  Mean Std. Dev. 2.50% 5.00% 10.00% 90.00% 95.00% 97.50% Sample 
Intercept 4.731 1.912 2.013 2.181 2.469 7.494 7.891 8.276 2000 
seglen25 -0.00911 0.004806 -0.01877 -0.01701 -0.01526 -0.00298 -0.00131 1.20E-04 2000 
seglen35 0.02572 0.01501 -0.00377 0.00106 0.006088 0.0443 0.05011 0.05549 2000 
Int_Count 0.00939 0.001326 0.006748 0.007162 0.007658 0.01112 0.01161 0.01188 2000 
POP16_64 0.7918 0.1747 0.4275 0.4786 0.5569 1.013 1.053 1.082 2000 
ln(HH_INC) -0.9374 0.1373 -1.273 -1.185 -1.107 -0.7825 -0.7336 -0.7087 2000 
WT_WALK 0.001725 9.96E-04 -2.77E-04 7.20E-05 4.48E-04 0.00302 0.003318 0.003694 2000 
WT_PRVA -6.72E-04 1.84E-04 -0.00102 -9.53E-04 -9.04E-04 -4.28E-04 -3.71E-04 -2.98E-04 2000 
WT_15_19 0.001191 5.10E-04 1.06E-04 3.05E-04 5.21E-04 0.00184 0.001999 0.002157 2000 
WT_30 4.33E-04 2.47E-04 -5.67E-05 1.78E-05 1.13E-04 7.51E-04 8.36E-04 9.00E-04 2000 





Table 30: Pedestrian Crash Models for Traffic Analysis Zones Fitted with Best BG-Based Variables. 
 
   Bayesian Credible Intervals  Variables  Mean Std. Dev. 2.50% 5.00% 10.00% 90.00% 95.00% 97.50% Sample 
Intercept -0.2936 0.2866 -0.8419 -0.7675 -0.6617 0.0862 0.1764 0.2391 2000 
seglen25 -0.02538 0.008978 -0.04248 -0.04031 -0.03723 -0.01346 -0.0106 -0.00792 2000 
seglen35 0.03901 0.03066 -0.02339 -0.01082 -1.89E-04 0.07885 0.09157 0.0989 2000 
Int_Count 0.03194 0.003391 0.02545 0.02645 0.02756 0.03634 0.03762 0.03879 2000 
POP16_64 0.001371 2.09E-04 9.44E-04 0.001007 0.001103 0.001632 0.001703 0.001781 2000 
ln(HH_INC) -0.06168 0.02786 -0.1143 -0.1069 -0.09806 -0.02449 -0.01632 -0.00982 2000 
WT_WALK 0.002718 0.002497 -0.00238 -0.00158 -4.19E-04 0.005909 0.006712 0.007344 2000 
WT_PRVA -0.00233 3.56E-04 -0.00306 -0.00292 -0.00276 -0.00185 -0.00173 -0.00161 2000 
WT_15_19 0.002828 9.98E-04 9.64E-04 0.001244 0.001578 0.004119 0.004547 0.004826 2000 
WT_30 1.34E-04 5.68E-04 -0.00103 -7.87E-04 -5.54E-04 8.55E-04 0.001102 0.001314 2000 
Std. Dev. of θ[i] 0.7745 0.04059 0.6958 0.7083 0.7225 0.8283 0.8441 0.8551 2000 
 
Table 31: Pedestrian Crash Models for Block Groups Fitted with Best CT-Based Variables. 
 
   Bayesian Credible Intervals  Variables  Mean Std. Dev. 2.50% 5.00% 10.00% 90.00% 95.00% 97.50% Sample 
Intercept 0.9151 0.2829 0.3597 0.4441 0.5577 1.272 1.39 1.497 2000 
Int_Count 0.03213 0.002601 0.02706 0.02792 0.02877 0.03547 0.03635 0.03731 2000 
POP16_64 1.06E-04 5.08E-05 7.29E-06 2.39E-05 4.20E-05 1.69E-04 1.87E-04 2.06E-04 2000 
ln(HH_INC) -0.1766 0.02737 -0.2303 -0.222 -0.212 -0.1421 -0.1313 -0.1226 2000 
WT_WALK 0.01064 0.001764 0.007242 0.00776 0.008363 0.0129 0.01358 0.01406 2000 





Table 32: Pedestrian Crash Models for Census Tracts Fitted with Best CT-Based Variables. 
 
   Bayesian Credible Intervals  Variables  Mean Std. Dev. 2.50% 5.00% 10.00% 90.00% 95.00% 97.50% Sample 
Intercept 10.16 1.007 8.236 8.573 8.971 11.6 11.99 12.24 2000 
Int_Count 0.009406 0.001253 0.006998 0.007402 0.007849 0.01099 0.01146 0.01189 2000 
POP16_64 0.4889 0.08162 0.343 0.3616 0.3889 0.5893 0.6236 0.6541 2000 
ln(HH_INC) -1.274 0.1163 -1.507 -1.487 -1.442 -1.126 -1.084 -1.046 2000 
WT_WALK 0.00196 9.92E-04 -7.49E-06 2.63E-04 7.06E-04 0.003232 0.003596 0.00385 2000 
Std. Dev. of θ[i] 0.5348 0.0387 0.4607 0.4726 0.4864 0.5846 0.6014 0.6165 2000 
 
Table 33: Pedestrian Crash Models for Traffic Analysis Zones Fitted with Best CT-Based Variables. 
 
   Bayesian Credible Intervals  Variables  Mean Std. Dev. 2.50% 5.00% 10.00% 90.00% 95.00% 97.50% Sample 
Intercept 0.01232 0.2771 -0.5462 -0.452 -0.3371 0.3712 0.4543 0.5368 2000 
Int_Count 0.03507 0.003072 0.02887 0.02995 0.0311 0.03908 0.0402 0.0411 2000 
POP16_64 1.73E-04 5.41E-05 6.56E-05 8.31E-05 1.04E-04 2.41E-04 2.61E-04 2.75E-04 2000 
ln(HH_INC) -0.09777 0.02714 -0.1494 -0.1409 -0.1324 -0.06307 -0.0538 -0.0453 2000 
WT_WALK 0.00991 0.002408 0.005099 0.005851 0.006795 0.01293 0.01379 0.01451 2000 





Table 34: Pedestrian Crash Models for Block Groups Fitted with Best TAZ-Based Variables. 
 
   Bayesian Credible Intervals  Variables  Mean Std. Dev. 2.50% 5.00% 10.00% 90.00% 95.00% 97.50% Sample 
Intercept 0.5311 0.2935 -0.03995 0.04589 0.1467 0.9124 1.029 1.099 2000 
seglen35 0.02841 0.02416 -0.01841 -0.01007 -0.00348 0.05946 0.06888 0.07648 2000 
Int_Count 0.03145 0.00293 0.02568 0.02656 0.02763 0.03507 0.03596 0.03722 2000 
POP16_64 0.001089 1.47E-04 7.96E-04 8.35E-04 8.98E-04 0.001277 0.00133 0.001369 2000 
P3_K12D 0.05818 0.038 -0.01545 -0.00547 0.009432 0.1056 0.1175 0.1315 2000 
ln(HH_INC) -0.1461 0.02759 -0.1983 -0.1911 -0.183 -0.1101 -0.09918 -0.09201 2000 
WT_PRVA -0.00117 2.21E-04 -0.00161 -0.00154 -0.00145 -8.78E-04 -7.87E-04 -7.22E-04 2000 
WT_HOME -0.00781 0.001726 -0.01115 -0.01064 -0.01008 -0.00563 -0.00505 -0.00456 2000 
Std. Dev. of θ[i] 0.7765 0.03943 0.7011 0.7113 0.7279 0.8262 0.8411 0.8573 2000 
 
Table 35: Pedestrian Crash Models for Census Tracts Fitted with Best TAZ-Based Variables. 
 
   Bayesian Credible Intervals  Variables  Mean Std. Dev. 2.50% 5.00% 10.00% 90.00% 95.00% 97.50% Sample 
Intercept 5.926 1.373 3.144 3.535 3.982 7.694 8.021 8.351 2000 
seglen35 0.008197 0.01494 -0.02058 -0.01606 -0.01073 0.02772 0.03243 0.03735 2000 
Int_Count 0.009637 0.001366 0.006979 0.007324 0.007872 0.0114 0.01191 0.0123 2000 
POP16_64 0.9139 0.0998 0.6996 0.7415 0.7895 1.033 1.073 1.097 2000 
P3_K12D -0.0199 0.07185 -0.1613 -0.1387 -0.1131 0.06979 0.09652 0.1219 2000 
ln(HH_INC) -1.135 0.1414 -1.397 -1.368 -1.326 -0.946 -0.9061 -0.8795 2000 
WT_PRVA -2.46E-04 7.19E-05 -3.83E-04 -3.60E-04 -3.34E-04 -1.55E-04 -1.26E-04 -9.90E-05 2000 
WT_HOME -0.00171 0.001018 -0.00376 -0.00337 -0.003 -4.49E-04 -9.08E-05 2.30E-04 2000 





Table 36: Pedestrian Crash Models for Traffic Analysis Zones Fitted with Best TAZ-Based Variables. 
 
   Bayesian Credible Intervals  Variables  Mean Std. Dev. 2.50% 5.00% 10.00% 90.00% 95.00% 97.50% Sample 
Intercept -0.3702 0.2989 -1.035 -0.8852 -0.7526 -0.00734 0.0995 0.18 2000 
seglen35 0.04665 0.02953 -0.01129 -0.00121 0.009612 0.08509 0.09656 0.105 2000 
Int_Count 0.03124 0.003275 0.0247 0.02564 0.02717 0.03539 0.03673 0.03757 2000 
POP16_64 0.00103 1.76E-04 6.92E-04 7.42E-04 8.01E-04 0.001258 0.001324 0.001363 2000 
P3_K12D 2.778 0.6507 1.405 1.699 1.965 3.58 3.864 4.076 2000 
ln(HH_INC) -0.06715 0.02944 -0.1221 -0.1139 -0.1041 -0.02969 -0.01581 -0.00463 2000 
WT_PRVA -0.00115 2.79E-04 -0.00168 -0.00161 -0.00151 -7.86E-04 -6.84E-04 -5.95E-04 2000 
WT_HOME -0.01003 0.002257 -0.01465 -0.01397 -0.01299 -0.00716 -0.0065 -0.00574 2000 
Std. Dev. of θ[i] 0.7634 0.03859 0.6911 0.7014 0.7147 0.8129 0.8282 0.8439 2000 
 
Table 37: Severe Crash Models for Block Groups Fitted with Best BG-Based Variables. 
 
   Bayesian Credible Intervals  Variables  Mean Std. Dev. 2.50% 5.00% 10.00% 90.00% 95.00% 97.50% Sample 
Intercept 0.6142 0.0784 0.4574 0.4844 0.5126 0.7159 0.7379 0.7701 2000 
seglen25 -0.00559 0.007116 -0.01988 -0.01723 -0.01497 0.00332 0.006008 0.008599 2000 
seglen35 0.1303 0.02108 0.08827 0.09507 0.1033 0.1582 0.165 0.172 2000 
seglen45 0.1498 0.07949 -0.0062 0.02054 0.05187 0.2518 0.2815 0.3071 2000 
seglen55 0.1599 0.05293 0.05656 0.07306 0.09083 0.2252 0.2459 0.2627 2000 
seglen65 0.1878 0.0419 0.102 0.1175 0.1366 0.241 0.2586 0.2698 2000 
Int_Count 0.01925 0.002526 0.0142 0.01501 0.01593 0.02252 0.02355 0.02424 2000 
POP16_64 1.66E-04 8.26E-05 4.83E-06 3.05E-05 6.05E-05 2.72E-04 3.03E-04 3.30E-04 2000 
P3_K12D -0.1496 0.04556 -0.2409 -0.226 -0.2071 -0.09095 -0.07593 -0.06058 2000 
WT_HOME -0.00502 0.001385 -0.00777 -0.00733 -0.0068 -0.00328 -0.00278 -0.00227 2000 
POPMINP 0.4146 0.1359 0.146 0.195 0.2427 0.5862 0.6413 0.6842 2000 
HU_PACRE -0.0691 0.01702 -0.1029 -0.09708 -0.09061 -0.0475 -0.04146 -0.03652 2000 
WT_PRV 0.002514 6.42E-04 0.001308 0.001473 0.00167 0.003312 0.003572 0.003821 2000 
WT_WALK 0.00416 0.001576 0.001087 0.00158 0.002189 0.0062 0.006804 0.007234 2000 




Table 38: Severe Crash Models for Census Tracts Fitted with Best BG-Based Variables. 
 
   Bayesian Credible Intervals  Variables  Mean Std. Dev. 2.50% 5.00% 10.00% 90.00% 95.00% 97.50% Sample 
Intercept -0.1187 0.7429 -1.361 -1.25 -1.084 0.9296 1.154 1.304 2000 
seglen25 -0.0034 0.004257 -0.01168 -0.01022 -0.00895 0.001976 0.003805 0.004978 2000 
seglen35 0.06489 0.01378 0.03797 0.04293 0.04737 0.08245 0.08776 0.09265 2000 
seglen45 0.08223 0.05969 -0.0358 -0.01736 0.007001 0.1547 0.1772 0.1974 2000 
seglen55 0.0805 0.03217 0.01647 0.028 0.03827 0.1217 0.1332 0.1438 2000 
seglen65 0.1083 0.02977 0.05089 0.06 0.06934 0.146 0.1576 0.1659 2000 
Int_Count 0.005199 0.001236 0.002869 0.0032 0.003578 0.006803 0.007271 0.007602 2000 
POP16_64 0.636 0.2483 0.1737 0.211 0.2785 0.9729 1.016 1.06 2000 
P3_K12D 0.02814 0.08745 -0.1412 -0.1179 -0.07967 0.1412 0.1792 0.2081 2000 
WT_HOME -0.00348 8.18E-04 -0.0051 -0.00479 -0.0045 -0.00242 -0.00214 -0.00194 2000 
POPMINP 0.1325 0.215 -0.2809 -0.2169 -0.1425 0.4057 0.4813 0.5456 2000 
HU_PACRE -0.09571 0.02596 -0.1483 -0.1391 -0.1295 -0.06241 -0.05317 -0.04569 2000 
WT_PRV 0.001001 3.50E-04 3.29E-04 4.34E-04 5.51E-04 0.001459 0.001582 0.001666 2000 
WT_WALK 0.002424 9.97E-04 4.86E-04 8.11E-04 0.001171 0.003682 0.004025 0.004384 2000 





Table 39: Severe Crash Models for Traffic Analysis Zones Fitted with Best BG-Based Variables. 
 
   Bayesian Credible Intervals  Variables  Mean Std. Dev. 2.50% 5.00% 10.00% 90.00% 95.00% 97.50% Sample 
Intercept 0.169 0.07323 0.02666 0.04774 0.07517 0.2623 0.2883 0.3115 2000 
seglen25 -0.01336 0.00671 -0.02682 -0.0245 -0.02163 -0.00479 -0.00213 -3.25E-04 2000 
seglen35 0.2613 0.02279 0.2174 0.2248 0.2319 0.2904 0.2991 0.3086 2000 
seglen45 0.4493 0.07609 0.3023 0.3246 0.35 0.546 0.5743 0.6027 2000 
seglen55 0.2337 0.05017 0.1393 0.1518 0.1693 0.2975 0.3145 0.3318 2000 
seglen65 0.1985 0.04221 0.1164 0.1301 0.1444 0.2543 0.2704 0.2816 2000 
Int_Count 0.01955 0.002657 0.01431 0.01514 0.01618 0.0229 0.02397 0.02472 2000 
POP16_64 3.54E-04 1.08E-04 1.49E-04 1.76E-04 2.15E-04 4.92E-04 5.37E-04 5.76E-04 2000 
P3_K12D 1.462 0.6864 0.1448 0.331 0.5907 2.338 2.611 2.866 2000 
WT_HOME -0.00619 0.001798 -0.00976 -0.00911 -0.00839 -0.00382 -0.00333 -0.0028 2000 
POPMINP 0.2731 0.1391 0.001477 0.04447 0.09713 0.4487 0.5014 0.5555 2000 
HU_PACRE -0.388 0.2315 -0.8517 -0.7704 -0.6858 -0.0938 -0.01078 0.05466 2000 
WT_PRV 8.90E-04 8.23E-04 -7.33E-04 -4.72E-04 -1.78E-04 0.001935 0.002208 0.00245 2000 
WT_WALK -1.62E-04 0.002056 -0.00426 -0.0035 -0.00278 0.002437 0.003265 0.003779 2000 





Table 40: Severe Crash Models for Block Groups Fitted with Best CT-Based Variables. 
 
   Bayesian Credible Intervals  Variables  Mean Std. Dev. 2.50% 5.00% 10.00% 90.00% 95.00% 97.50% Sample 
Intercept 0.6033 0.06936 0.467 0.4888 0.5146 0.6926 0.723 0.7422 2000 
seglen35 0.153 0.02073 0.1138 0.1196 0.1265 0.1803 0.1884 0.1956 2000 
seglen55 0.1366 0.0522 0.03945 0.05248 0.07001 0.2017 0.2231 0.239 2000 
seglen65 0.2464 0.03492 0.1804 0.19 0.2024 0.2904 0.3032 0.317 2000 
Int_Count 0.02105 0.002535 0.01602 0.01688 0.0178 0.02432 0.02511 0.02585 2000 
WT_HOME -0.00585 0.001426 -0.00866 -0.00829 -0.00768 -0.00405 -0.00348 -0.00308 2000 
HU_PACRE -0.08127 0.01489 -0.1105 -0.1061 -0.1003 -0.06245 -0.05621 -0.05177 2000 
WT_PRV 0.002591 6.28E-04 0.001374 0.001588 0.00179 0.003404 0.00363 0.003803 2000 
WT_WALK 0.008103 0.001694 0.004937 0.005374 0.005952 0.01032 0.01098 0.01139 2000 
WT_00_04 -0.00387 0.001848 -0.00752 -0.00701 -0.00627 -0.00147 -8.41E-04 -2.94E-04 2000 
WT_05_09 -0.00199 7.37E-04 -0.00337 -0.00317 -0.00295 -0.00103 -7.86E-04 -5.67E-04 2000 
WT_15_19 3.70E-04 4.64E-04 -5.36E-04 -3.59E-04 -2.14E-04 9.77E-04 0.001166 0.001313 2000 
WT_30 6.70E-04 2.14E-04 2.52E-04 3.18E-04 3.96E-04 9.47E-04 0.001025 0.001088 2000 





Table 41: Severe Crash Models for Census Tracts Fitted with Best CT-Based Variables. 
 
   Bayesian Credible Intervals  Variables  Mean Std. Dev. 2.50% 5.00% 10.00% 90.00% 95.00% 97.50% Sample 
Intercept 1.748 0.1037 1.541 1.574 1.612 1.88 1.908 1.942 2000 
seglen35 0.0651 0.01257 0.04138 0.04468 0.04862 0.08096 0.0853 0.08981 2000 
seglen55 0.06361 0.03168 0.001249 0.01275 0.02369 0.1047 0.1154 0.1243 2000 
seglen65 0.1445 0.02302 0.1002 0.1067 0.1144 0.1744 0.1834 0.1913 2000 
Int_Count 0.006382 0.001255 0.003932 0.004371 0.004792 0.007986 0.008476 0.00881 2000 
WT_HOME -0.00318 8.33E-04 -0.00482 -0.00452 -0.00426 -0.0021 -0.00182 -0.0016 2000 
HU_PACRE -0.07367 0.02171 -0.1157 -0.1091 -0.1016 -0.04651 -0.03884 -0.03103 2000 
WT_PRV 0.001266 3.52E-04 5.81E-04 6.71E-04 8.18E-04 0.001732 0.001853 0.001939 2000 
WT_WALK 0.004586 0.001068 0.002509 0.002842 0.003186 0.005937 0.006369 0.006809 2000 
WT_00_04 -0.00254 0.001179 -0.00491 -0.00449 -0.00403 -0.00102 -5.84E-04 -1.85E-04 2000 
WT_05_09 -0.00159 4.27E-04 -0.00246 -0.00229 -0.00212 -0.00104 -8.97E-04 -7.72E-04 2000 
WT_15_19 7.89E-04 2.66E-04 2.79E-04 3.62E-04 4.48E-04 0.001134 0.00122 0.001303 2000 
WT_30 2.25E-04 1.26E-04 -1.68E-05 2.22E-05 6.64E-05 3.91E-04 4.39E-04 4.84E-04 2000 





Table 42: Severe Crash Models for Traffic Analysis Zones Fitted with Best CT-Based Variables. 
 
   Bayesian Credible Intervals  Variables  Mean Std. Dev. 2.50% 5.00% 10.00% 90.00% 95.00% 97.50% Sample 
Intercept 0.2733 0.06331 0.146 0.1656 0.19 0.353 0.3767 0.3977 2000 
seglen35 0.2309 0.02154 0.1897 0.1973 0.2033 0.2579 0.2663 0.2738 2000 
seglen55 0.1681 0.04749 0.07645 0.09232 0.1089 0.229 0.2468 0.2611 2000 
seglen65 0.3038 0.03846 0.2272 0.2424 0.2544 0.3526 0.3668 0.3793 2000 
Int_Count 0.02331 0.00273 0.01792 0.01874 0.01975 0.0268 0.02787 0.0287 2000 
WT_HOME -0.00795 0.001732 -0.01137 -0.01076 -0.01017 -0.00566 -0.00505 -0.00457 2000 
HU_PACRE 0.03248 0.1945 -0.3541 -0.2879 -0.2126 0.288 0.3467 0.405 2000 
WT_PRV 0.00208 7.59E-04 5.84E-04 7.74E-04 0.001112 0.003027 0.003338 0.00357 2000 
WT_WALK 0.003038 0.002287 -0.00146 -6.42E-04 1.90E-04 0.005936 0.006785 0.007564 2000 
WT_00_04 -0.00207 0.002345 -0.00664 -0.00597 -0.00509 8.20E-04 0.001799 0.002584 2000 
WT_05_09 -0.0028 8.59E-04 -0.00447 -0.00419 -0.00388 -0.00169 -0.00138 -0.00112 2000 
WT_15_19 0.001122 5.98E-04 -3.22E-05 1.63E-04 3.47E-04 0.001886 0.002117 0.002276 2000 
WT_30 8.16E-04 2.43E-04 3.25E-04 4.07E-04 5.14E-04 0.001135 0.001221 0.001279 2000 





Table 43: Severe Crash Models for Block Groups Fitted with Best TAZ-Based Variables. 
 
   Bayesian Credible Intervals  Variables  Mean Std. Dev. 2.50% 5.00% 10.00% 90.00% 95.00% 97.50% Sample 
Intercept 0.5679 0.07475 0.4207 0.4433 0.4727 0.6613 0.694 0.7162 2000 
seglen35 0.1378 0.02044 0.09955 0.1057 0.1114 0.165 0.1731 0.1799 2000 
seglen45 0.1401 0.08034 -0.02197 0.004681 0.0386 0.2411 0.2704 0.2988 2000 
seglen55 0.1655 0.05144 0.0639 0.07946 0.1001 0.2318 0.2501 0.2652 2000 
seglen65 0.1951 0.04049 0.1164 0.129 0.1442 0.2483 0.2623 0.2745 2000 
Int_Count 0.02 0.002458 0.01531 0.01591 0.01677 0.02307 0.02406 0.02469 2000 
POP00_15 6.13E-04 2.68E-04 7.12E-05 1.61E-04 2.61E-04 9.57E-04 0.001048 0.001135 2000 
POP16_64 2.37E-04 1.27E-04 -9.14E-06 3.15E-05 7.70E-05 3.94E-04 4.58E-04 5.09E-04 2000 
P3_K12D -0.1882 0.04605 -0.2785 -0.2653 -0.249 -0.1309 -0.1146 -0.1031 2000 
WT_HOME -0.00799 0.00141 -0.01079 -0.01033 -0.00972 -0.00621 -0.00566 -0.00527 2000 
POPMINP 0.3945 0.1414 0.1199 0.1659 0.2101 0.5758 0.6317 0.6855 2000 
WT_05_09 -0.00136 7.63E-04 -0.00288 -0.00264 -0.00234 -3.82E-04 -1.17E-04 1.32E-04 2000 
WT_30 3.06E-04 3.22E-04 -3.30E-04 -2.14E-04 -9.74E-05 7.17E-04 8.43E-04 9.52E-04 2000 
HU_PACRE -0.02801 0.01653 -0.06095 -0.05554 -0.04949 -0.00733 -0.00112 0.003179 2000 





Table 44: Severe Crash Models for Census Tracts Fitted with Best TAZ-Based Variables. 
 
   Bayesian Credible Intervals  Variables  Mean Std. Dev. 2.50% 5.00% 10.00% 90.00% 95.00% 97.50% Sample 
Intercept -1.776 0.5224 -2.754 -2.651 -2.517 -1.089 -0.9656 -0.8281 2000 
seglen35 0.0712 0.01312 0.04685 0.05051 0.0547 0.08811 0.09276 0.09769 2000 
seglen45 0.09194 0.06101 -0.02864 -0.00984 0.01403 0.1693 0.1921 0.2122 2000 
seglen55 0.08337 0.03274 0.02075 0.02992 0.04203 0.1254 0.1396 0.1496 2000 
seglen65 0.1034 0.03175 0.04319 0.05168 0.06162 0.1454 0.1564 0.166 2000 
Int_Count 0.007058 0.001252 0.004727 0.005047 0.005432 0.008695 0.009161 0.009601 2000 
POP00_15 -0.1242 0.1326 -0.4048 -0.3456 -0.2892 0.04168 0.08997 0.118 2000 
POP16_64 1.249 0.2186 0.8741 0.9172 0.9814 1.536 1.653 1.714 2000 
P3_K12D 0.04726 0.08601 -0.1197 -0.08978 -0.0608 0.1598 0.192 0.2173 2000 
WT_HOME -0.00456 8.11E-04 -0.00611 -0.00587 -0.00558 -0.00351 -0.0032 -0.00297 2000 
POPMINP 0.1965 0.2087 -0.2095 -0.141 -0.07236 0.4569 0.5373 0.5942 2000 
WT_05_09 -0.00112 3.75E-04 -0.00184 -0.00173 -0.0016 -6.24E-04 -5.00E-04 -3.81E-04 2000 
WT_30 3.15E-04 1.17E-04 8.71E-05 1.24E-04 1.64E-04 4.63E-04 5.08E-04 5.49E-04 2000 
HU_PACRE -0.04363 0.02427 -0.09054 -0.08504 -0.07582 -0.01234 -0.00422 0.003655 2000 





Table 45: Severe Crash Models for Traffic Analysis Zones with Best TAZ-Based Variables. 
 
   Bayesian Credible Intervals  Variables  Mean Std. Dev. 2.50% 5.00% 10.00% 90.00% 95.00% 97.50% Sample 
Intercept 0.1002 0.06988 -3.45% -1.42% 0.83% 18.94% 21.34% 23.49% 2000 
seglen35 0.2467 0.02163 0.2051 0.211 0.2188 0.2744 0.2825 0.289 2000 
seglen45 0.4815 0.07589 0.3341 0.361 0.3887 0.5808 0.6066 0.6348 2000 
seglen55 0.2328 0.04873 0.1372 0.1516 0.1722 0.2957 0.3171 0.3334 2000 
seglen65 0.1885 0.0404 0.1098 0.1202 0.1347 0.24 0.2523 0.2645 2000 
Int_Count 0.02135 0.00266 0.0163 0.0171 0.01799 0.02488 0.02583 0.02668 2000 
POP00_15 -0.00162 3.39E-04 -0.00226 -0.00217 -0.00206 -0.00118 -0.00105 -9.20E-04 2000 
POP16_64 8.52E-04 1.82E-04 4.67E-04 5.32E-04 6.08E-04 0.001085 0.001132 0.001182 2000 
P3_K12D 3.43 0.7697 1.94 2.182 2.445 4.425 4.685 4.941 2000 
WT_HOME -0.00753 0.001616 -0.01069 -0.0102 -0.00961 -0.00541 -0.00485 -0.0045 2000 
POPMINP 0.3195 0.1347 0.06311 0.1055 0.1418 0.4907 0.5467 0.5867 2000 
WT_05_09 -0.00331 9.36E-04 -0.00507 -0.00483 -0.0045 -0.00207 -0.00174 -0.00145 2000 
WT_30 8.09E-04 3.90E-04 1.25E-04 2.16E-04 3.17E-04 0.001352 0.001489 0.001607 2000 
HU_PACRE -0.5904 0.2478 -1.089 -1.005 -0.9069 -0.2656 -0.1841 -0.1247 2000 





Table 46: Total Crash Models for Block Groups Fitted with Best BG-Based Variables. 
 
   Bayesian Credible Intervals  Variables  Mean Std. Dev. 2.50% 5.00% 10.00% 90.00% 95.00% 97.50% Sample 
Intercept 3.943 0.2666 3.456 3.521 3.575 4.322 4.421 4.476 2000 
seglen25 -0.01991 0.006495 -0.03205 -0.03036 -0.02834 -0.01158 -0.00954 -0.00765 2000 
seglen35 0.1233 0.01927 0.08625 0.09345 0.09917 0.1488 0.1547 0.1601 2000 
seglen45 0.1221 0.07987 -0.02842 -0.00598 0.02021 0.2268 0.2575 0.2819 2000 
seglen55 0.1114 0.04687 0.01591 0.03158 0.05078 0.1728 0.1889 0.2043 2000 
seglen65 0.194 0.0409 0.1068 0.1189 0.1393 0.2445 0.256 0.2666 2000 
Int_Count 0.03284 0.002263 0.02832 0.02903 0.02998 0.03582 0.03659 0.03738 2000 
POP00_15 7.94E-04 2.16E-04 3.51E-04 4.08E-04 4.94E-04 0.00106 0.001117 0.001164 2000 
POP16_64 5.62E-05 7.60E-05 -8.11E-05 -6.47E-05 -4.29E-05 1.63E-04 1.88E-04 2.13E-04 2000 
P3_K12D -0.123 0.03558 -0.1903 -0.1796 -0.1681 -0.07636 -0.06257 -0.04975 2000 
POPMINP 0.7338 0.1109 0.5161 0.5537 0.595 0.8787 0.9149 0.9492 2000 
HU_PACRE -0.03619 0.01191 -0.06005 -0.05592 -0.05174 -0.02075 -0.01693 -0.01375 2000 
ln(HH_INC) -0.1098 0.02429 -0.1589 -0.1525 -0.1436 -0.07607 -0.06927 -0.06445 2000 
WT_WALK 0.00646 0.001355 0.003811 0.004225 0.004695 0.008176 0.008731 0.009141 2000 





Table 47: Total Crash Models for Census Tracts Fitted with Best BG-Based Variables. 
 
   Bayesian Credible Intervals  Variables  Mean Std. Dev. 2.50% 5.00% 10.00% 90.00% 95.00% 97.50% Sample 
Intercept 5.988 0.5136 5.325 5.349 5.383 6.766 6.893 6.936 2000 
seglen25 -0.00395 0.00368 -0.01194 -0.01008 -0.00855 6.30E-04 0.002107 0.003178 2000 
seglen35 0.0532 0.01151 0.03039 0.03382 0.03759 0.06794 0.07195 0.07492 2000 
seglen45 0.07738 0.06257 -0.04603 -0.03226 -0.00545 0.1567 0.1728 0.1897 2000 
seglen55 0.05595 0.03001 -0.00334 0.007672 0.01768 0.09433 0.1054 0.1134 2000 
seglen65 0.1004 0.02677 0.04782 0.05674 0.06717 0.1332 0.1449 0.1554 2000 
Int_Count 0.01049 0.001169 0.008277 0.008581 0.008978 0.012 0.01248 0.01287 2000 
POP00_15 0.08579 0.0352 0.01981 0.02674 0.03666 0.1302 0.1368 0.1432 2000 
POP16_64 0.07405 0.06719 -0.027 -0.01842 -0.00682 0.1801 0.1942 0.2012 2000 
P3_K12D 0.09395 0.06509 -0.04287 -0.01876 0.01111 0.1747 0.1971 0.2177 2000 
POPMINP 0.2898 0.1809 -0.05729 0.007332 0.06039 0.5234 0.5912 0.6735 2000 
HU_PACRE -0.073 0.02354 -0.1198 -0.113 -0.1051 -0.04303 -0.03549 -0.02938 2000 
ln(HH_INC) -0.2727 0.04362 -0.3876 -0.3783 -0.3389 -0.2258 -0.2218 -0.2154 2000 
WT_WALK 0.003176 7.89E-04 0.001614 0.001806 0.002132 0.004163 0.004431 0.004693 2000 





Table 48: Total Crash Models for Traffic Analysis Zones Fitted with Best BG-Based Variables. 
 
   Bayesian Credible Intervals  Variables  Mean Std. Dev. 2.50% 5.00% 10.00% 90.00% 95.00% 97.50% Sample 
Intercept 2.808 0.1674 2.429 2.481 2.593 3.022 3.06 3.092 2000 
seglen25 -0.01422 0.006343 -0.02633 -0.02446 -0.02219 -0.00638 -0.004 -0.00168 2000 
seglen35 0.2234 0.02118 0.1808 0.1888 0.197 0.2508 0.2588 0.2668 2000 
seglen45 0.4492 0.07233 0.3035 0.3313 0.3588 0.5376 0.5672 0.599 2000 
seglen55 0.2038 0.04963 0.1074 0.1211 0.1401 0.2679 0.2863 0.3005 2000 
seglen65 0.1523 0.03972 0.07224 0.08647 0.1007 0.2024 0.2181 0.2308 2000 
Int_Count 0.0331 0.002248 0.02887 0.02947 0.03024 0.03609 0.03702 0.03782 2000 
POP00_15 -0.00098 0.000324 -0.00161 -0.00154 -0.0014 -0.00057 -0.00048 -0.00039 2000 
POP16_64 0.00055 0.000118 0.000341 0.000364 0.000389 0.000703 0.000758 0.000794 2000 
P3_K12D 2.3 0.6312 1.073 1.275 1.463 3.125 3.353 3.483 2000 
POPMINP 0.803 0.111 0.5744 0.6222 0.6618 0.9492 0.9828 1.016 2000 
HU_PACRE -0.2593 0.1965 -0.6663 -0.6067 -0.5159 -0.01436 0.05046 0.1002 2000 
ln(HH_INC) -0.03473 0.01567 -0.06116 -0.05744 -0.0541 -0.01443 -0.00525 0.001813 2000 
WT_WALK 0.000151 0.001856 -0.00344 -0.00285 -0.00223 0.002491 0.003235 0.003924 2000 





Table 49: Total Crash Models for Block Groups Fitted with Best CT-Based Variables. 
 
   Bayesian Credible Intervals  Variables  Mean Std. Dev. 2.50% 5.00% 10.00% 90.00% 95.00% 97.50% Sample 
Intercept 3.907 0.2229 3.486 3.515 3.586 4.177 4.224 4.248 2000 
seglen25 -0.00927 0.005938 -0.02013 -0.01862 -0.017 -0.00124 4.99E-04 0.002032 2000 
seglen35 0.1195 0.01916 0.08321 0.08859 0.0945 0.1449 0.1514 0.1567 2000 
seglen65 0.2347 0.03421 0.1644 0.1781 0.1922 0.2792 0.2924 0.3005 2000 
Int_Count 0.0333 0.002184 0.02869 0.02952 0.03049 0.03617 0.03684 0.0373 2000 
POP16_64 2.38E-04 5.97E-05 1.25E-04 1.41E-04 1.61E-04 3.16E-04 3.37E-04 3.59E-04 2000 
POPMINP 0.6894 0.09929 0.5011 0.5286 0.5635 0.8188 0.8545 0.8839 2000 
HU_PACRE -0.0629 0.01108 -0.08349 -0.0805 -0.07698 -0.04825 -0.04429 -0.04074 2000 
ln(HH_INC) -0.11 0.02047 -0.143 -0.1398 -0.1365 -0.08032 -0.0759 -0.07177 2000 
WT_WALK 0.006302 0.001392 0.003474 0.004002 0.004524 0.008108 0.008566 0.009133 2000 
WT_05_09 2.19E-05 6.10E-04 -0.00106 -9.11E-04 -7.41E-04 8.51E-04 0.001125 0.001259 2000 
Std. Dev. of θ[i] 0.8238 0.01772 0.7914 0.7959 0.8011 0.8474 0.8541 0.8589 2000 
 
Table 50: Total Crash Models for Census Tracts Fitted with Best CT-Based Variables. 
 
   Bayesian Credible Intervals  Variables  Mean Std. Dev. 2.50% 5.00% 10.00% 90.00% 95.00% 97.50% Sample 
Intercept 6.568 0.453 594.60% 602.00% 609.30% 740.00% 753.80% 759.80% 2000 
seglen25 -0.00441 0.003965 -0.01142 -0.01031 -0.00923 6.15E-04 0.002587 0.004681 2000 
seglen35 0.04555 0.01164 0.02178 0.02588 0.03131 0.06074 0.06489 0.06859 2000 
seglen65 0.1288 0.02165 0.08771 0.09455 0.1012 0.1574 0.1638 0.17 2000 
Int_Count 0.01026 0.00116 0.007879 0.008288 0.008831 0.01169 0.01214 0.01252 2000 
POP16_64 0.3571 0.08658 0.2427 0.2548 0.265 0.4746 0.5546 0.5696 2000 
POPMINP 0.3556 0.1469 0.07438 0.1186 0.1702 0.5459 0.6088 0.6589 2000 
HU_PACRE -0.08419 0.01868 -0.1191 -0.1131 -0.1073 -0.06083 -0.05352 -0.04717 2000 
ln(HH_INC) -0.4585 0.05719 -0.5612 -0.5514 -0.5194 -0.3826 -0.3639 -0.3414 2000 
WT_WALK 0.002564 8.82E-04 8.05E-04 0.001083 0.001407 0.003691 0.003996 0.004331 2000 
WT_05_09 -4.09E-04 3.76E-04 -0.0012 -0.00107 -8.93E-04 7.19E-05 1.82E-04 2.49E-04 2000 




Table 51: Total Crash Models for Traffic Analysis Zones Fitted with Best CT-Based Variables. 
 
   Bayesian Credible Intervals  Variables  Mean Std. Dev. 2.50% 5.00% 10.00% 90.00% 95.00% 97.50% Sample 
Intercept 2.734 0.135 2.446 2.478 2.528 2.895 2.919 2.935 2000 
seglen25 -0.01815 0.006085 -0.02976 -0.02778 -0.02589 -0.01035 -0.00789 -0.0056 2000 
seglen35 0.2162 0.02176 0.1712 0.1779 0.1876 0.2432 0.2509 0.2574 2000 
seglen65 0.2815 0.03484 0.2176 0.2257 0.2375 0.3284 0.3396 0.3499 2000 
Int_Count 0.03499 0.002393 0.0305 0.03108 0.03183 0.03808 0.0389 0.03958 2000 
POP16_64 2.76E-04 5.48E-05 1.58E-04 1.80E-04 2.06E-04 3.46E-04 3.64E-04 3.80E-04 2000 
POPMINP 0.9201 0.1008 0.7112 0.7446 0.7901 1.05 1.078 1.106 2000 
HU_PACRE 0.08743 0.1675 -0.2312 -0.1805 -0.1281 0.3093 0.3715 0.423 2000 
ln(HH_INC) -0.02116 0.01325 -0.04136 -0.03906 -0.03596 -2.49E-04 0.005298 0.007884 2000 
WT_WALK 0.001587 0.001872 -0.00204 -0.0015 -8.51E-04 0.004044 0.004657 0.005405 2000 
WT_05_09 -2.54E-04 6.87E-04 -0.00154 -0.00135 -0.0011 6.45E-04 9.44E-04 0.001142 2000 





Table 52: Total Crash Models for Block Groups Fitted with Best TAZ-Based Variables. 
 
   Bayesian Credible Intervals  Variables  Mean Std. Dev. 2.50% 5.00% 10.00% 90.00% 95.00% 97.50% Sample 
Intercept 4.04 0.2076 3.662 3.702 3.753 4.319 4.356 4.388 2000 
seglen25 -0.01978 0.006959 -0.03342 -0.03129 -0.02849 -0.01045 -0.00842 -0.00655 2000 
seglen35 0.1244 0.0195 0.08748 0.09282 0.09961 0.1488 0.1562 0.1658 2000 
seglen45 0.1416 0.07887 -0.01771 0.01191 0.03631 0.2415 0.2673 0.2848 2000 
seglen55 0.1111 0.05184 0.009916 0.02816 0.04618 0.1801 0.1984 0.215 2000 
seglen65 0.1851 0.0408 0.1041 0.1176 0.1325 0.2378 0.2536 0.2634 2000 
Int_Count 0.03288 0.002199 0.02891 0.02952 0.03017 0.03578 0.03682 0.03757 2000 
POP00_15 8.08E-04 2.48E-04 2.75E-04 3.92E-04 5.27E-04 0.001126 0.001212 0.001276 2000 
POP16_64 2.28E-04 8.61E-05 6.27E-05 8.62E-05 1.13E-04 3.42E-04 3.57E-04 3.74E-04 2000 
P3_K12D -0.1319 0.03439 -0.1994 -0.1895 -0.1773 -0.08817 -0.07675 -0.06797 2000 
POPMINP 0.7413 0.1163 0.5028 0.5481 0.5912 0.888 0.9257 0.9674 2000 
HU_PACRE -0.02717 0.01204 -0.05079 -0.04724 -0.04276 -0.01207 -0.00737 -0.00398 2000 
ln(HH_INC) -0.1208 0.0196 -0.1558 -0.1507 -0.1457 -0.09301 -0.08658 -0.08204 2000 
WT_30 -3.92E-04 2.41E-04 -8.13E-04 -7.75E-04 -7.20E-04 -7.47E-05 7.65E-06 6.26E-05 2000 





Table 53: Total Crash Models for Census Tracts Fitted with Best TAZ-Based Variables. 
 
   Bayesian Credible Intervals  Variables  Mean Std. Dev. 2.50% 5.00% 10.00% 90.00% 95.00% 97.50% Sample 
Intercept 5.664 0.5746 4.903 4.938 4.985 6.484 6.573 6.627 2000 
seglen25 -0.00701 0.004034 -0.01514 -0.01375 -0.0123 -0.00159 -3.54E-04 6.71E-04 2000 
seglen35 0.06196 0.01263 0.03935 0.04326 0.04681 0.07796 0.08368 0.09004 2000 
seglen45 0.1117 0.05552 0.003912 0.02002 0.03774 0.1835 0.198 0.2137 2000 
seglen55 0.06439 0.03184 0.002108 0.01264 0.02472 0.106 0.1172 0.1289 2000 
seglen65 0.08445 0.02821 0.03253 0.03986 0.0482 0.1208 0.1312 0.1399 2000 
Int_Count 0.01183 0.001065 0.009712 0.01004 0.01049 0.01316 0.01353 0.01386 2000 
POP00_15 0.09197 0.06771 -0.02396 -0.01515 -0.00485 0.1919 0.2109 0.2195 2000 
POP16_64 0.03773 0.1053 -0.08558 -0.07875 -0.07037 0.1897 0.1999 0.2075 2000 
P3_K12D 0.03201 0.08375 -0.1358 -0.1033 -0.07721 0.1369 0.1627 0.1808 2000 
POPMINP 0.4884 0.1705 0.1445 0.1965 0.2638 0.6991 0.7696 0.811 2000 
HU_PACRE -0.03672 0.02243 -0.07765 -0.07187 -0.06579 -0.00596 1.78E-04 0.00784 2000 
ln(HH_INC) -0.2351 0.0341 -0.296 -0.279 -0.2688 -0.1773 -0.1693 -0.1625 2000 
WT_30 2.67E-04 1.15E-04 5.55E-05 8.42E-05 1.22E-04 4.25E-04 4.64E-04 4.88E-04 2000 





Table 54: Total Crash Models for Traffic Analysis Zones Fitted with Best TAZ-Based Variables. 
 
   Bayesian Credible Intervals  Variables  Mean Std. Dev. 2.50% 5.00% 10.00% 90.00% 95.00% 97.50% Sample 
Intercept 2.711 0.1661 2.352 2.399 2.447 2.91 2.948 2.974 2000 
seglen25 -0.01419 0.005626 -0.02477 -0.0234 -0.02169 -0.00652 -0.00477 -0.00352 2000 
seglen35 0.2263 0.02121 0.1853 0.1916 0.199 0.2523 0.2605 0.2695 2000 
seglen45 0.4581 0.07598 0.3069 0.3331 0.3603 0.5583 0.5845 0.6053 2000 
seglen55 0.2061 0.04892 0.1125 0.1243 0.1424 0.2696 0.2859 0.3019 2000 
seglen65 0.1602 0.04089 0.08113 0.0951 0.1094 0.2144 0.227 0.2406 2000 
Int_Count 0.03307 0.002296 0.02852 0.02945 0.03024 0.03601 0.03684 0.03755 2000 
POP00_15 -9.90E-04 3.11E-04 -0.00157 -0.00148 -0.00138 -5.76E-04 -4.29E-04 -3.59E-04 2000 
POP16_64 4.23E-04 1.27E-04 1.92E-04 2.13E-04 2.48E-04 5.61E-04 6.61E-04 7.21E-04 2000 
P3_K12D 2.577 0.6209 1.294 1.507 1.778 3.36 3.581 3.74 2000 
POPMINP 0.7995 0.1206 0.5582 0.6022 0.6485 0.9517 0.9891 1.034 2000 
HU_PACRE -0.2279 0.1906 -0.5938 -0.5485 -0.4793 0.02075 0.08627 0.1309 2000 
ln(HH_INC) -0.02558 0.01572 -0.05054 -0.04856 -0.04547 -0.00182 0.003796 0.007943 2000 
WT_30 3.82E-04 3.16E-04 -2.10E-04 -1.53E-04 -6.08E-05 7.79E-04 8.91E-04 9.97E-04 2000 
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