As background, we note that the problem of constructing all central simple Lie algebras of a given type over a field of characteristic 0 has previously been solved for types A n (n > 1), B n (n > 2), C n (n > 3), D n (n > 5), G2 and F4 by W. Landherr, N. Jacobson, and M. L. Tomber ([J5, Chapter X], [F&F, Section 7] ). Over number fields, this problem has been solved for types E 6 , E Ί and E% by J. C. Ferrar using the 2nd Lie algebra construction of J. Tits and the Galois cohomological results of M. Kneser, G. Harder and V. I. Cernousov ([Fl] , [F2] , [F3] ).
Our main tool in this paper will be an associative algebra invariant if (o^7), which we call the Allen invariant, that can be associated to any Lie algebra 3* of type D4 over a field of characteristic 0. !?(<=$?) was introduced for special D^s by Jacobson [J2] and in general by H. P. Allen [AM]. Sections 2-6 of this paper are devoted to the study of the invariant <£{&). The main result obtained in these sections is a characterization, using the corestriction of algebras, of the associative algebras that can arise as Allen invariants of Lie algebras of type Z>4 over a number field. In §7 (and in an appendix- §12), we use the cohomological results of Harder and Kneser to prove a general isomorphism theorem for Lie algebras of type D4 over number 209 fields. Section 8 then contains the proof of the main results mentioned previously regarding the construction Jf(CΌ (^, μ) , γ) over number fields. In § §9 and 10, we apply our results to describe anisotropic and Jordan Z) 4 's over number fields. In §9 we also obtain a local global principle for strongly isotropic D 4 's. Finally, in §11, we describe how to use the construction 3£{QX)(βί 9 μ), γ) to obtain all D 4 's with a given Allen invariant I? over a number field Φ. There are 2 k such ZVs up to isomorphism, where k is the number of real primes p so that ^ is a full matrix algebra over its centre.
We wish to thank T. Tamagawa for helpful suggestions regarding the Allen invariant and A. Weiss for providing a key step in the proof of Lemma 12.6. ASSUMPTIONS AND NOTATION. Throughout the paper we assume that Φ is a field of characteristic zero. With the exception of field extensions, all algebras will be assumed to be finite dimensional. Also, with the exception of Lie algebras, all algebras are assumed to be unital (and hence subalgebra means subalgebra containing 1). If Sf is any algebra we denote by 8?^ := $? Θ Θ %? the algebra direct sum of n copies of Sf and by M n {βf) the algebra of n x n-matrices with entries from %?. If 3? is an associative algebra over Φ, then t%> and n$? (or t%>/φ and ftr/φ) will denote respectively the generic trace and norm on 8? [J3, Chapter VI] . We use the notation Φ for a fixed algebraic closure of Φ and we let G := Gal(Φ/Φ) be the Galois group of Φ/Φ regarded as a topological group using the usual Krull topology. If s e G and a e Φ, we often writeJa := sa. Also, if P/Φ is any field extension, we use the notation P (or JP~) for an algebraic closure of P, and we use P x for the multiplicative group of P. Finally, if P/Φ is an extension and ^ is an algebra over Φ, Sfp will denote the P-algebra P <g>φ 3?. Jf(CD(^, μ), γ) . Throughout this section, we assume that 3S is a 4-dimensional separable commutative associative algebra over Φ (and so 3 §~ = φ( 4 )), μ φ 0 e Φ, and γ = diag(7i, 72 > Ϊ3) is a 3 x 3-diagonal matrix with 7i, 72 ? 73 Φ' 0 E Φ. In this section, we recall the definition of the Lie algebra JίCD^, μ), γ) constructed from 38, μ and γ. This construction is a modified version [A3] of a special case of a construction due to Seligman [Sel2, §7.3].
The Lie algebra
We first look at the nonassociative algebra CD (^, μ) (J/ , -) is an 8-dimensional algebra with involution which we denote by CD(^, μ). We call CD(^, μ) the quartic Cayley algebra determined by 3$ and μ.
We can now construct the Lie algebra Jf(CD (&, μ) , γ) from {sf , -) = CD(^, μ) and y. 
=XY-YX-]-tτ(XY -YX)I.
Then, under the product (1.1), ^(CD(^, μ), γ) is a central simple Lie algebra of type D 4 over Φ [A3, Theorem 7.2] . That is, 3£{CE){β, μ), γ)~ is the simple Lie algebra of type D 4 over Φ. Our main goal in this paper is to show that if Φ is a number field then any Lie algebra of type D 4 over Φ is obtained from the construction just described.
2. The Lie algebra 3? and its automorphisms. In preparation for our investigation of Lie algebras of type D 4 over Φ, we need to recall in this section some facts due to Jacobson about automorphisms of the simple Lie algebra of type D 4 over Φ. We will use the specific realization S* of that Lie algebra that was introduced by Jacobson in Let (^, -) be the Cayley algebra over Φ with its canonical involution. Let h and t be the norm and trace on ^ respectively. Define a Φ-trilinear form ( , ) on i? by
(x,y,z):=±t(x(yz)).
Then, (x, y, z) = (z, x, y) = {y, x, z) for x, y, z e #.
Denote by o(h) the orthogonal Lie algebra of h consisting of all skewsymmetric elements of End-(^) relative to h. Put and so ^ = End^ίf 7 ) = M 8 (Φ), /= 1,2,3. We then have ^c f , and in fact ^ is the Φ-associative algebra generated by £?. The
where E x = (1, 0, 0), £ 2 = (0, 1, 0) and E 3 = (0, 0, 1). Let / be the involution of & defined by J{X\, X 2 , X 3 ) := (X 2 *, X 2 , X 3 ), where X* denotes the adjoint of X relative to h . Thus, 
Moreover, p is uniquely determined and U\, C/ 2 , t/3 αr^ uniquely determined up to multiplication by three scalars from {-1, 1} whose product is 1.
Proof. In [J2] , Jacobson works with the split Liealgebra of type D4 over a finite Galois extension of Φ rather than 3?. The same arguments work here. By [J2, p. 139] there exists s-semilinear automorphisms T x , T 2 , Γ 3 of f 7 so that n(TiX) = μi s n(x), (T x x, Γ 2 j, Γ 3 z) = z/ 5 (x, ^, z), and where τ = ~, j = 0 or 1 according as p is even or odd, μ /? z/ G Φ x , /? is uniquely determined and Γi, Γ 2 , Γ3 are determined up to multiplication by scalars in Φ x . Replacing 7} by a multiple, we can assume μ, = 1. But by [J2, Lemma 3] and the argument on p. 139 of [J2] , it follows that (τT x τ)(xy) = iy~ι(T 2 x)(T 3 y) for JC, y G #. 
The Allen invariant.
In this section, we suppose that 5f is a Lie algebra of type D 4 over Φ. The basic tool used in the study of & will be its Allen invariant <^(J?). We recall here the definition and some properties of I?(J?) due to Allen [AM] , and then prove that the corestriction of &(Jϊ?) over its centre is trivial.
We recall first the notion of a Φ-form of an algebra over Φ. If Slf is an algebra over Φ, a Φ-form of Sf is a Φ-subalgebra 3? of Sf so that the natural map Sf^ -• Sf is a Φ-algebra isomorphism. In that case, we usually identify <^~ and Sf. Then, if P/Φ is a subextension of Φ/Φ, Jp isa P-form of 2?. Also Endφ(Jf) naturally identifies as a Φ-form of End-(if Finally, we need the notion of corestriction of associative algebras. If P/Φ is a finite extension and 8f is a central simple associative algebra over P, then the corestriction c P jφ(βf) oϊ Sf is a central simple associative algebra over Φ of dimension (dim/> Jf ) [i>: φ] . The reader is referred to [R] or [Tig] for the definition and main properties of this construction. The property that we will use in the next proposition is the following. The assignment 8? -• Cp/φ(8?) induces Q a homomorphism Bv (P) P/Φ > Br(Φ) of Brauer groups so that if we identify P/Φ in Φ/Φ and set K := Gal(Φ/,P) then the diagram for 5, r G G. But then since Ui{(rs)t) = ί//(r(sί)), we get using (3.1) and (3.11) that
for r,J,ί G G. Finally, using (3.8)-(3.13), one can show without difficulty that p^t is constant on cosets of K in G, and hence We now consider cases. Suppose first that ^f has type D41. So H = G and Γ = Φ. Then, p s = (1) for 5 e G, and so, by (3.14),
where g := f (^) n^ is a Φ-form of Ij , / = 1, 2, 3 . Thus, ^ is a 64-dimensional central simple algebra over Φ, i=l,2,3. Also, by (3.14), the projection maps for the decomposition ΐ? 
S? is orthogonal <* W{&) has a simple summand isomorphic to Afg(Φ).
Indeed the implication "=>" follows from the fact that the projec- 4. The Allen invariant of 3?{CD{β, μ) 9 γ). Suppose in this section that 3S, μ, γ are as in §1 and X := X{CD{β, μ),γ). In this section we recall the results from [A2] and [A3] that we will need regarding the Allen invariant of 3P and its use in the description of isotropic IVs.
Quaternion algebras will play a fundamental role in our discussion here and in the rest of the paper. If Z is a separable commutative associative algebra over Φ, an algebra 31 over Φ is called a quaternion algebra over Z if 31 has centre Z and 3! = (α, β/Z) as (Such a choice is always possible.) Let
In both cases the roots are necessarily distinct. With this notation, we have the following description of £ and 3Z which is part of Propositions 6.2 and 6.7 of [A3] . PROPOSITION 
31 has a generator v with minimum polynomial h(x) so that @ =
In the following corollary of Propositions 4.1 and 4.4, we compute the Z> 4 -tyρe of X and determine when 3£ is orthogonal (see Remark 3.20). This last determination will be useful later in the description of anisotropic ZVs over number fields. \ϊ K is a group, we use the term K-cubίc (resp. K-quartic) to refer to a degree 3 (resp. degree 4) extension of Φ whose minimum Galois splitting field has Galois group isomorphic to K. The rest of the argument is a case-by-case check. We consider the most complicated case and leave the others to the reader. Suppose 38 is a dihedral quartic. We may identify 33 = Φ [λχ] and relabel λ 2 , λ 3 , λ* if necessary so that 33 is the fixed field of (34) in P& . In that case, G& = ( (1324), (34)). Hence, by (4.6), G^ has order 2 and so X has type Z> π Also, v 3 := (λ 3 + λ 4 ) 2 is a root of A(x) in Φ. Thus, there is a homomorphism of 3ί onto Φ so that v -> z/ 3 , which induces a homomorphism of £f onto (z/ 3 , μ/Φ). Since ^ has type Z> 4Π and ^(^) = M${β), (ι/ 3 , μ/Φ) is the unique 4-dimensional simple summand of S. Hence, by Remark 3.20, 2? is orthogonal iff (1/3, μ/Φ) splits, which holds iff μ is a norm for Φ[Λ, 3 + Λ4] [Lam, Theorem 2.7, p. 58] . Q Recall next that a Lie algebra J2? of type D 4 over Φ is said to be isotropic if J? has a nonzero element X so that ad(X) is diagonalizable over Φ. Otherwise, «£* is said to be anisotropic. We say that J? is strongly isotropic if J? is isotropic and ^ is not isomorphic to the orthogonal Lie algebra o(q) of an 8-dimensional nondegenerate quadratic form of Witt index 1. We now see using results from [A2] and [A3] that the /Vs that are strongly isotropic all come from the construction in §1, and that they are determined up to isomorphism by their Allen invariants. 33, μ [resp. 38', μ!) .
Proof. We use the fact that 3?{CD{β, μ), y 0 ) = ^(CD(^, μ)), where 3? (CD(&, μ) ) is the Lie algebra constructed from CD(^, μ) using I. L. Kantor's Lie algebra construction [A3, Theorem 2.2]. With that fact in mind, the present proposition is part of Theorems 5.1 and 8.1of [A2] . D REMARK 4.8. Theorem 5.1 of [A2] (used above) is proved using the description of finite dimensional central simple structurable algebras* given in [Al] . Recently O. N. Smirnov [Sm] has pointed out that there is a missing class of 35-dimensional algebras in that description and has corrected its proof. The proof of Theorem 5.1 of [A2] The first proposition computes the Allen invariant and signature of the Lie algebra 3£{CD{βt, μ), γ) in the case when Φ is the real field R. In the table, C and H denote respectively the complex field and the real quaternion division algebra. The top row lists the possibilities for £%, and the first column lists the possibilities for μ and γ. "y, same sign" covers the cases when γ\, γ 2 , Jι are all positive or all negative, while "y, diff. sign" covers the remaining cases.
PROPOSITION 5.1. Let Φ = R and let 3£ = 3? (CD(β, μ) ,γ), where 3 §, μ, γ are as in §1. Then, the Allen invariant <o(3ί) and the signature of 3? are given in the following table:
Proof. We use the notation of §4. Also, let B be the Killing form of Jf and let q m 9 n denote the symmetric bilinear form with matrix [ &^3"<* &{&) = %{3").
6. The Allen invariant over a number field. In this section, we characterize the associative algebras that can occur as Allen invariants over a number field Φ.
We recall some number theoretic notation that we will use here and frequently in the rest of the paper. If Φ is a number field we denote by S(Φ) the set of all primes of Φ (finite or infinite) and by 5R(Φ) the set of all real primes of Φ. If p G S(Φ), Φ p will denote the completion of Φ at p and, if Sf is an algebra over Φ, we write Sf p := β? φp := Φ p (g> φ %?. If p G SR(Φ) , we denote by σ p an embedding of Φ into R which induces the prime p. Its extension to an isomorphism Φ p -• R of valued fields will also be denoted by σ p . If p G SR(Φ) and a G Φ p , we say that α is positive at p (resp. negative at p) if σ p (a) > 0 (resp. if σ p (a) < 0). This is written as α> p 0 (resp. a < p 0). where 3Sχ is a quaternion algebra over its centre Λ/, and Λ, is a field, / = 1, ... , m. "(i) => (ii)" For each /, 3>ι ΘΛ Λ z φ = M 2 (Λ/φ) as Λ/φ-algebras for all but a finite number of primes <p of Λ z [P, p. 358] . Here, Λ/φ denotes the completion of Λ; at φ. Thus, we may choose a finite nonempty set {pi, ... , p/} of finite primes of Φ so that To see this it suffices, by the Albert-Hasse-Brauer-Noether theorem [P, p. 354] , to show that
for all primes £} of Ki. If £3 is infinite, this is clear, since μ is totally negative. So suppose 0 is finite and put φ = 0 n Λ, . Then,
Thus, by (6.2), we may assume that φπΦ = ρ ; for some j e {1, ...,/}. But then ^ = A/cpίvT?) = A^iy/pJ) (by (6.4)) and hence, by (6.3), K^ is a quadratic extension of Λ/φ. But any quadratic extension splits a quaternion algebra over a p-adic field [Lam, Lemma 2.14, p. 517]. Thus, by (6.7), we have (6.6) and hence (6.5).
Since Ki = Λ/(//) it follows from (6.5) that we may write where bo has minimum polynomial f(x) over Φ. (b) Theorem 6.2 is also true if Φ = R or a p-adic field. Indeed, since index equals exponent in the Brauer group over those fields [P, p. 339] , the proofs of "(i) => (ii)" and "(ii) => (iii)" are the same as above. If Φ = R, "(iii) => (i)" follows from Proposition 5.1. Finally, if Φ is a p-adic field, then the implication "(i) => (ii)" in Proposition 6.1 follows from the "local part" of the argument given in the number field case. Hence, the proof of "(iii) => (i)" in the Theorem is also valid in the p-adic case.
(c) Suppose Φ is a p-adic field. Then, it is an easy matter to list the possible algebras 3! such that 3! is a quaternion algebra over a 3-dimensional separable algebra 3Z and c^jφiβ) ~ 1. Indeed, let Ό(E) denote the unique quaternion division algebra over E for each finite extension E/Φ. IfJΓ^ΦθΦΘΦ, then we must have 
5], c Λ/φ (D(Λ)) = D(Φ)(8)φB(Φ)®φlD)(Φ) which is not similar to Φ and so 31 = M 2 (A)
. Thus, the list of quaternion algebras 3! over 3-dimensional separable algebras Z so that c&/φ{3f) ~ Φ is:
and ¥ 2 (Φ)θD(Φ) 7. Isomorphism of D 4 9 s over number fields. Now that the possible Allen invariants of Lie algebras of type D 4 over number fields have been identified, it is natural to ask how close the invariants come to determining the Lie algebras. In this section, we prove an isomorphism theorem that answers that question. We begin with some preliminary results^ _ _ If Jf is a semisimple Lie algebra over Φ, an automorphism^of </# is said to be inner if it lies^in the connected component Aut(^) 0 of the algebraic group Aut(Λf). Otherwise, the automorphism is said to be outer. \ϊ 3? is a Lie algebra of type D 4 over Φ, an automorphism of J? is called inner or outer according as its extension to an automorphism of <5^ is inner or outer. Proof. Suppose first that ^[2") has a simple summand that is isomorphic to Afg(Φ). Hence, by Remark 3.20, & = o(q) for some 8-dimensional quadratic form q. Regarding this isomorphism as an identification, we may take φ to be the automorphism of 2 defined by φ(X) = RXR~ι, where R is an orthogonal reflection (relative to q) in a hyperplane. It follows from [J4, §4] that φ (extended to <S~) lies outside a proper closed subgroup of finite index in Aut(=S^). Hence φ is outer. This, by Proposition 5.1 and Corollary 5.3, completes the proof if Φ = R or C. Suppose then that Φ is a p-adic field. In that case Br(Φ) has exactly two elements of exponent 1 or 2, namely [Φ] and [D] , where D is the unique quaternion division algebra over Φ [Lam, Theorem 2.10, p. 154] .
If & has type D 4l , then ^ = Af 8 (Φ) for some / (by (3.17)) and so we're done by the above. Suppose next that 3* has type Z> 4II . With the notation of Remark 3.16, 9" = M 8 (Φ) or M 4 (B) . Thus, we may assume that 9" = Af 4 (D). But then, as in Remark 3.20, 3 ^ ^%^, J^). Hence, by [Jl, § §6 and 7] Then, ω\J? = φ and hence ω{%{&)) = g 7^' ). Moreover,
Also since ψ(Ei) = JF/, we have (7.4) ψΦϊ) = %u /=1,2,3.
Now it suffices to find an automorphism η G Aut(^) so that (denoting the extension of η to S? by η as well) the permutation p(η) in ^3 determined by η is p. Indeed, in that case we would have = &' and φη~ι e Aut(iF) 0 by Corollary 2.6. Thus, we certainly may assume that p Φ (1). We now consider cases and use the notation of Remark 3.16 for 3? and 3" (with primes in the latter case). We note that since %{&) = ^{<S?'), & and &' have the same Z> 4 -type (by Remark 3.16).
Suppose first that & has type Zλu. Then, by (7.3) and (7.4), (7.5) ω(g/) = g^-,. and gj = g?, i = 1, 2, 3.
Since /? ^ (1), (7.5) forces two distinct g/'s to be isomorphic, say < §2 = gβ . Thus, by (3.17), gj ~ Φ. Suppose now that g*> ~ Φ Then, gϊ = g2 £ gβ ~ Φ. Thus, by [J2, Theorem 7] , S? isomorphic to o(n), where « is the norm form of a Cayley algebra W over Φ. We may identify W as a Φ-form of ίP. Then, o(n) is isomorphic to the following Φ-form of &:
Lemma 2]. Hence, J?" is isomorphic to Jz?. It is clear from Remark 2.5(b) that &" has automorphisms which determine all 6 permutations in S3. Hence, the same is true of £? and we're done in the case when < §2 ~ Φ So suppose that < §2 is not similar to Φ. Then, by (7.5), p = (23). But by Lemma 7.1, J? has an outer automorphism η. Extending η to an automorphism v of % (just as we extended φ at the beginning of the proof), we see that z/gj = g^., ι = l,2,3, where q = /?(*/). Hence, p(η) = (23). Suppose next that J? has type D411. Then, by (7.4), we may assume that gT(^) = &®% and ^(^) = ^θ^, where Jf =9 = (f 2 ef 3 )nr(^), ^ = ging 7^) and ^ = (g^φg By (7.3), /? = (23). But £f has an outer automorphism η, and again extending η to ^, we see that p(η) = (23).
Suppose finally that i? has type Z> 4in or £> 4 vi. Since ψ\Z = /, (o^) = ^(^O . Thus, by (7.3), ω restricts to a nontrivial automorphism of ^(Jz?) whose order is the order of p. Hence, J? has type Z>4Πi and p = (123) or (132). But <S? has an outer automorphism η and extending η to ^ we see that /?(//) = (123) is injective.
The injectivity theorem will be proved using the corresponding result for simply connected groups due to Harder [Ha] . This involves a short excursion into Galois cohomology that is independent of the rest of the paper. We therefore postpone the proof until an appendix ( §12). For the terminology used in the statement of the theorem see for example [Tl] .
We now use the injectivity theorem and Proposition 7.2 to prove the following result: Proof. We need only prove "<=".
Choose an algebraically closed extension Ω/Φ of high enough transcendency degree to contain copies of Φ p /Φ for all p e S(Φ). We identify Φ p /Φ in Ω/Φ for all p G S(Φ), and we take Φ (resp. Φ£) to be the algebraic closure of Φ (resp. Φ p ) in Ω. for s E G. Therefore, (ζ s )seG is a continuous 1-cocycle with values in A(Φ) which therefore represents an element ζ G H ι (Φ, A) . (This is the standard assignment of a cohomology class to a Φ-form relative to 3*. Under this assignment 2" -• £ and i? -• 1. (7.9) says that 3" is an inner twist of J?.) But then C = 1 if and only if 3 = 0 ^r. Thus, the injectivity theorem tells us that
So it suffices to verify that J? p = 0 J? p ' for all p G S{Φ). But then by (7.8) and Proposition 7.2, it is enough to show that «5p = ^; for all p G *S(Φ). If p is real this is being assumed, if p is complex it i § trivial, and if p is finite it follows from (5.5) and (7.8).
• 8. Construction of 2) 4 's over number fields. This section contains the main results of the paper. If Φ is a number field, we show that the construction in § 1 is complete in the sense that it yields all Lie algebras of type D 4 over Φ. We also give necessary and sufficient conditions for isomorphism of the Lie algebras obtained from the construction.
If Φ is a number field and p e SR(Φ) , we may identify Φ p and R by means of σ p . If <S? is a Lie algebra of type D 4 and p e SR(Φ) , we may then refer to the signature sig(-2p) of Jδp. 1, y 2 , 1) , where y 2 Φ 0 e Φ.
Proof. By Theorem 6.9, if (.2*) = M A {3), where 3 is a quaternion algebra over a 3-dimensional separable algebra JΓ over Φ and c&IΦ(β) ~ φ Then, by Proposition 6.1 3 = (i/, μjZ) for some generator v of Z so that n&(v) e Φ x2 and some totally negative μ G Φ x . By the ^-construction lemma, we may choose 38 so that 3 is isomorphic to the quaternion algebra $ determined by 38 and μ. Thus, ^(J?) = M A {β) and the theorem follows from Lemma 8.1. D
If 38 is as in §1, we say that 38 has a 1 -dimensional summand if 38 has a 1-dimensional simple ideal. We say that 38 is split if Proof. Observe that if we assume (a), then the real primes p for which £&p has a 1-dimensional summand are the same as those for which £%p has a 1-dimensional summand (by (8.5)). Now put JΓ = 3£{CD{β ,μ),γ) and 3T = Jf (CD(^', μ f ), /). By Proposition 4.1, we may assume that (a) holds. Thus, if p e 5R(Φ) is such that & p has no 1-dimensional summand, then 3ί^ = Xp automatically (by (8.5)). Thus, by the ^-isomorphism theorem, it suffices to show that for p e 5R(Φ) such that & p has a 1-dimensional summand, we have Since 3 §p also has a 1-dimensional summand and %>{3ίp) = and μ, μ! are negative at p, this follows from Proposition 5.1. D 9. Anisotropic Z> 4 's over number fields. In this section, we identify the anisotropic D 4 's over a number field Φ. The first lemma holds over any field Φ of characteristic zero. 
c) If X is not orthogonal, then 3? is isotropic if and only if for each p G 5R(Φ) SO that & p has a I-dimensional summand we have
Proof, (a) follows from Lemma 9.1 and the isomorphism theorem for the construction, and (c) follows from (a). For (b), suppose 3? = o(q) for some 8-dimensional nondegenerate quadratic form q. Now it is well known that o{q) is isotropic if and only if q is isotropic (over any Φ). (See for example [Tl, 2.4] .) Thus, by the local global principle for isotropic quadratic forms [Lam, Corollary 3.5. p. 169 Proof. By the completeness theorem, we may assume that 3 = X = 3? (CΌ(& ,μ),γ) , with 3S, μ, γ as in Theorem 9.2. (a) If p G S(Φ), then «5p is strongly isotropic if and only if p is finite, p is complex or p is real and -2p has signature -4, 2 or 4 (see §5). Thus, (a) follows From Theorem 9.2 (a) and Proposition 5.1. (b) If S* is orthogonal, the claim follows from the argument in the proof of Theorem 9.2(b). Suppose 3 is not orthogonal and 3 had type £>4i or Ami. Then, 3 is isotropic iff 3 is strongly isotropicS Also, 3Γ{&) = Φ Θ Φ Θ Φ or Z(3) is a Z/(3)-cubic. Thus, if p G 5R(Φ) , %(3\ = Φp Θ Φp Θ Φp . Hence, by Proposition 5.1, î s isotropic if and only if =2p is strongly isotropic. Thus, our claim follows from (a). D REMARK 9.5. Kneser's local global principle for isotropic quaternion skew-hermitian forms [Sch, Theorem 4.1, p. 366] in the rank 4 case is closely related to Proposition 9.3 in the case when Sf has type or REMARK 9.6. Part (b) of Corollary 9.4 is false for nonorthogonal iλm's and for Z> 4V i's. Indeed, Example 11.8 will describe an anisotropic Lie algebra 3? of type iλm over the field Q of rational numbers so that -SR is isotropic. An example of type Zλm is obtained REMARK 10.6. Suppose Z is a 3-dimensional separable associative commutative algebra over a number field Φ. By the approximation theorem and Theorem 10.4, there are exactly 2 n Jordan ZVs (up to isomorphism) with Allen invariant isomorphic to M%(Z), where n is the number of real primes of Φ. By Theorem 9.2, if Z is a field or Z = ΦφΦθΦ, then exactly one of these Jordan i^'s is isotropic (the quasi-split one with γ = y 0 ). If Z = ΦθΓ, where Γ/Φ is a quadratic extension, then exactly 2 n~ι of these Jordan D^s are isotropic, where / is the number of real primes p so that Γ p is split. We will see a more general result of this type in the next section.
The classification problem for £> 4
9 s over a number field. Suppose in this section that Φ is a number field. We show how to construct the distinct (isomorphism classes) of D^s over Φ with a specified Allen invariant If. We begin by describing the construction.
Construction 11.1. Suppose I? = M^{β), where 2 is a quaternion algebra over a 3-dimensional separable algebra Z over Φ so that C3r/φ(2) ~ Φ. (This is a necessary assumption by Theorem 6.12.) Choose a generator v of Z and μ e Φ x so that
and μ is totally negative. Proof. The statements about orthogonality follow from Remark 3.20. We need to prove the statements about the number of isotropic JfW's. If 3 has a simple summand isomorphic to Af2(Φ), we may number the p/s so that 3 P is split if and only if j < I, in which case 3£W is isotropic if and only if γ^ < p 0 for j = 1, ... , / (by Theorem 9.2(b) and (8.6)). If 3 has no simple summand isomorphic to Λf 2 (Φ), then 3?^ is isotropic if and only if γ^ < Pj 0 for j = 1, ... , k (by Theorem 9.2(c) and (8.5)).
' D REMARK 11.7. Theorem 11.5 reduces the classification problem for Lie algebras of type Z> 4 over a given number field Φ to two associative problems:
(1) Classifying all associative algebras 3 up to isomorphism so that 3 is a quaternion algebra over a 3-dimensional separable algebra Z over Φ and c&/φ(3) ~ Φ.
(2) Given 3 as in (1), expressing 3 in the form (11.
2) The remaining parts of Construction 11.1 are the comparatively straightforward. In particular, choosing the real primes pi, ... , pŝ o that (11.3) holds is equivalent to determining the real primes p so that the polynomial h{x) does not have a negative root in Φ p . EXAMPLE 11.8. Suppose Φ = Q and 3 = {v, -3/Λ), where Λ = Φ(v) and v has minimum polynomial h(x) = x^ + lx-9 over Φ. Λ is an 53-cubic extension of Φ and, by Proposition 6.1, Cχ/φ{3) ~ Φ. If we reduce mod 3, h(x) factors as x(x -ί)(x + 1). Thus, h(x) has a root v § in the 3-adic integers so that the image of vo in Z/(3) under the residue class map is a nonsquare. Hence, (u 0 , -3/Φ(3)) is a division algebra [Lam, Theorem 2.2, p. 149] and so 3^ is not a full matrix algebra over its centre. Therefore, 3 is a division algebra. Finally, h(x) has one positive real root and two conjugate nonreal roots. Thus, «3fe = M 2 (R) Θ M 2 (C) . We now carry out Construction1 (^, -1), yW) is the unique Lie algebra of type Z>4 with Allen invariant isomorphic to 3f. 3?^ is an isotropic non-Jordan Lie algebra of type 12. Appendix: Proof of the injectivity theorem. In this appendix, we give the proof, postponed from §7, of the injectivity theorem (Theorem 7.6). We assume throughout the section that A is an almost simple adjoint algebraic group of type D 4 over a number field Φ. Let B be the simply connected covering group defined over Φ of A [Tl, §2.6 ] and let C be the centre of A.
We wish to prove that the map
Now, by a theorem of Kneser, we have H ι (Φ p , B) = {1} for all finite primes p of Φ (see [Knl, Satz 1] or [B&T, Proposition 7] ). Also, by a theorem of Harder [Ha] , the map H ι (Φ, B) -+ Π P eS(Φ) H l (Φp, B ) is injective. Using these two facts, a standard argument involving a twist of the Galois action and a diagram chase (see for example [Kn2, §5.1] or [Fl, §2] ) shows that, for the proof of (12.1), it suffices to show that the map As in the proof of the /^-isomorphism theorem, it will be convenient to regard Φ, Φ p and Φ~ for p e S(Φ) as subfields of some large algebraically closed extension Ω/Φ. If p e S(Φ), we put G p := Gal(ΦjjVΦp) and identify G p as a subgroup of G (by the restriction map). Also since C(Φ^) has order 4, we may identify:
We now prove (12.2) using work of K. Hoechsmann [Ho] 
, C).
The top row is injective since [Λ : Φ] is relatively prime to the order of C(Φ) [Serl, [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] . The vertical map on the right-hand side is injective by the case considered previously. Thus, the vertical map on the left-hand side is injective as required. D
So it remains to prove (12.3). We let pi, ... , p n be the distinct real primes of Φ labelled so that the primes of Γ lying above p; are all real if 1 < / < m and all complex if m + I < i < n. (This is possible since Γ/Φ is Galois.) LEMMA \2.5. If 1 < i < m, then G p acts trivially on C(Φ). // m+l < i <n, then G p acts nontrivially on C(Φ) and H ι (Φ p , C) =
{1}.
Proof, First if 1 < i < n, then G p acts trivially on C(Φ) <* G p c ff^Γcφp ol</</n. So if m + 1 < / < n, G p is a cyclic group of order 2 acting nontrivially on the Klein 4-grouρ C(Φ) Proof. In this proof, we identify C(Φ) with the multiplicative group {(εi, β2, 63): βi: = ±1, e^2^3 = 1} by nieans of the identification ci = (1,-1,-1), c 2 = (-1,1,-1) , c 3 = (-1,-1,1).
In that case the action of G on C(Φ) is given by (12.7) s(εχ, ε 2? β 3 ) = (e q -ι x , e^-i 2 , β^-i 3 ) for 5 G G.
Suppose next that 1 < i < m. Then, Γ c Φ p and we let φ, be the real prime of Γ determined by the restriction of the absolute value on Φ p to Γ. Thus, the completions Γφ and Φ p are equal. Also, the distinct real primes of Γ lying above p^ are the primes sφi, s G Gal(Γ/Φ). Finally, G p . acts trivially on C(Φ) and so where χij: G p . -» C(Φ) is the group homomorphism so that Cj 9 j = 1, 2, 3, and S; denotes the generator (of order 2) of G p . Now, by Lemma 12.5, we must show that the map m i=\ is surjective. Thus, with the above notation, it suffices to show that (1, ... , Xi Q j o , , ... , 1) is in the image of this map for 1 < i 0 < m, 1 < 7o ^ 3. So we fix 1 < i$ < m and 1 < y' o ^ 3. Suppose for the moment that we have chosen a\, #2 > a 3 ^ Γ x so that: (12.9) s<*j = <*q,j for s eG, 7 = 1,2,3, (12.10) αiα 2 α 3 GΦ x2 , and (12.11) if 1 < /<mand 1 <j <3 then oίj <φ 0 <& i = /Q and 7 ^ JQ .
We then choose β x , β 2 , fo G Φ x so that βj = a J9 j = 1,2,3 From (12.9) and (12.10) it follows that ^ G C(Φ) for s G G. Also, using (12.7), one easily checks that ( Then, Gal(Γ/Φ) = (r| Γ ) and so we may choose a e Γ x so that α >«p 0, ra <φ ι 0, α >φ 0, and ra ><p 0 for / = 2, ... , m. If q r = (12), we put a\ = α, α 2 = rα and α 3 = α(rα) in which case (12.9)-(12.11) hold. Similarly, if q r = (13), we put a\ = α, α 2 = α(rα) and α 3 = rα. 
