We introduce a new practical and more general definition of local symmetrypreserving operations on polyhedra. These can be applied to arbitrary plane graphs and result in plane graphs with the same symmetry. With some additional properties we can restrict the connectivity, e.g. when we only want to consider polyhedra. Using some base structures and a list of 10 extensions, we can generate all possible local symmetry-preserving operations isomorphfree.
Introduction
Symmetry-preserving operations on polyhedra have a long history -from Plato and Archimedes to Kepler, Goldberg, Coxeter, Conway, and many others. Notwithstanding their utility, until recently we had no unified way of defining or describing these operations without resorting to ad-hoc descriptions and drawings. In [BGS17] the concept of local symmetry-preserving operations on polyhedra (lsp operations for short) was introduced. This established a general framework in which the class of all lsp operations can be studied, without having to consider individual operations separately. It was shown that many of the most frequently used operations on polyhedra fit into this framework.
But of course we sometimes do want to examine the operations individually, e.g. to check conjectures on as much examples as possible before we try to prove them, or to find operations with certain properties. We can do this for a few operations by hand, but a computer can do this a lot faster, and in a systematic way such that no operations are missed.
In this paper we shall slightly extend the definition of lsp operation so it can be applied to any plane graph, and at the same time provide a reformulation of these operations as decorations, which will turn out to be easier to use in practice.
Decorations and lsp operations
Every plane graph G has an associated chamber system C G ([DH87] ). This chamber system is obtained by contructing a barycentric subdivision of G by adding one vertex in the center of each edge and face of G, and edges from each center of a face to its vertices and centers of edges. These vertices can be chosen invariant under the symmetries of G. In C G , each vertex has a type that is 0, 1, or 2, indicating the dimension of its corresponding structure in G. Each edge has the type of the opposite vertex in the adjacent triangles. In Figure 1 , the chamber system of the plane graph of a cube is given. The original graph consists of the edges of type 2 in the chamber system. From now on, we will use the drawing conventions from Figure 1 for the types of the edges. Since the vertex types can be deduced from the edge types, we will not display them in the figures. Definition 2.1. A decoration D is a 2-connected plane graph with vertex set V and edge set E, together with a labeling function t : V ∪ E → {0, 1, 2}, and an outer face which contains vertices v 0 , v 1 , v 2 , such that 1. all inner faces are triangles 2. for each edge e = (v, w), {t(e), t(v), t(w)} = {0, 1, 2} 3. for each vertex v with t(v) = i, the types of incident edges are j and k with {i, j, k} = {0, 1, 2}. Two consecutive edges with an inner face in between can not have the same type.
for each inner vertex
for each vertex v in the outer face and different
Note that condition 3 implies that all inner vertices have an even degree.
For all {i, j, k} = {0, 1, 2}, the k-side of a decoration D is the path on the border of the outer face between v i and v j that does not pass through v k .
We can now fill each triangular face of a chamber system C G with a decoration, by identifying the vertex of type i with v i for i ∈ {0, 1, 2} and identifying corresponding vertices on the boundary. This results in a new chamber system C G ′ of a new graph G ′ , as can be seen in Figure 2 . This is very similar to the lsp operations of [BGS17] . We are constructing new plane graphs by subdividing the chambers of the chamber system. One key difference is that we impose no restrictions on the connectivity. This means that we can apply decorations to arbitrary plane graphs, but when applied to a polyhedron -i.e. a 3-connected plane graph -it is possible that the result has a lower connectivity. We will address this problem later with additional restrictions on decorations.
For now, we will repeat Definition 5.1 of [BGS17] without the restrictions on the connectivity. An lsp operation is called k-connected for k ∈ {1, 2, 3} if it is derived from a k-connected tiling T . So the original definition was for 3-connected lsp operations only. In order to correctly determine the connectivity, we first need to identify which chamber systems correspond to k-connected graphs. To decide whether a graph G is k-connected based on its chamber system C G , we can look at the type-1 cycles in C G . A type-1 cycle is a cycle in the subgraph of C G that consists of the type-1 edges only. A type-1 cycle is empty if there are no vertices on the inside or on the outside of the cycle in this type-1 subgraph. Note that in the graph C G these cycles are not necessarily empty. 
3-connected if and only if G is 2-connected and C G contains no non-empty type-1 cycles of length 4.
Proof.
1. Suppose C G contains a type-1 cycle of length 2. This cycle contains one type-0 vertex v, incident to at least one type-2 edge inside the cycle and at least one type-2 edge outside the cycle (see Figure 3(a) ), because C G is a barycentric subdivision. It is clear that v has to be a cut-vertex of G.
Conversely, if G has a cut-vertex v, there is a face of G for which v occurs at least two times in its border. In C G this face corresponds with a type-2 vertex, incident with at least two type-1 edges to v. These edges form a type-1 cycle in C G .
2. Suppose C G contains a non-empty type-1 cycle of length 4, as can be seen in Since we introduced a more general definition of lsp operations, we can also formulate a more general version of Theorem 5.2 in [BGS17] .
Theorem 2.4. If G is a k-connected plane graph with k ∈ {1, 2, 3}, and O is a k-connected lsp operation, then O(G) is a k-connected plane graph.
Proof. It is clear that O(G) is a plane graph. For k = 1, we know that T and G are connected, and it follows easily that O(G) is connected. For k = 3, the proof is given in [BGS17] . For k = 2, we will prove that there is no cut-vertex in O(G).
A type-1 cycle of length 2 in C O(G) is either completely contained in one chamber of C G 1 (see Figure 4 (a)), or it is split between two chambers of C G (see Figure 4(b) ). Both cases cannot appear, as for any chamber (resp. any pair of adjacent chambers) there is an isomorphism between this chamber (resp. these two chambers) and the corresponding area in T , and according to Lemma 2.3 T has no type-1 cycles of length 2.
This implies that C O(G) contains no type-1 cycles of length 2, and thus, invoking once again Lemma 2.3, O(G) contains no cut-vertices. We can prove similar properties for decorations, but it is easier to use the correspondence between lsp operations and decorations. Although the way they are defined is rather different, in reality they are the same thing. The triangle v 0 , v 1 , v 2 of an lsp operation that is derived from a tiling has exactly the properties of a decoration, and each decoration can be derived as an lsp operation from a tiling.
Theorem 2.5. Each decoration defines an lsp operation and vice versa.
Proof. It is straightforward that the graph defined by an lsp operation is unique and satisfies the conditions of Definition 2.1. We still have to prove that each decoration defines an lsp operation.
Given a decoration D, we can take the hexagonal lattice H and use D to decorate each chamber of the chamber system C H . The result will be a chamber system C T of a tiling T .
We will first prove that the type-2 subgraph of D is connected. Let u and v be two vertices in the type-2 subgraph. Since D is 2-connected, Menger's theorem ( [Men27] ) gives us that there exist two vertex-disjoint paths between u and v. Since all faces of D except for possibly the outer face are triangles, these two paths form a cycle with only triangles on the inside. Since u is in the type-2 subgraph, it has type 0 or 1, and there is an edge (u, u ′ ) of type 2 on or in the cycle. If
we can do the same for vertices u ′ and v, and we can choose a cycle that contains less triangles than the previous one. By induction, there exists a path between u and v in the type-2 subgraph of D.
Given vertices u and v in the type-2 subgraph of C T , there exists a sequence of chambers C 0 , . . . , C n of H such that two consecutive chambers C i and C i+1 share one side, and u is contained in C 0 and v in C n . Since there are at least two vertices on each side of D, and they are not both of type 2, at least one of them is in the type-2 subgraph of C T . Thus, there is a type-2 path between u and v that passes through all chambers in the sequence C 0 , . . . , C n , and the type-2 subgraph of C T is connected. It follows immediately that T is connected too.
We can choose the vertices of one chamber of C H in T as v 0 , v 1 and v 2 . This satisfies the properties of Definition 2.2, and it is clear that the decoration defined by the
This correspondence can be further extended to 2-connected and 3-connected operations. Note that, when seen as a graph, a decoration is always at least 2-connected.
Theorem 2.8. Each 2-connected decoration D defines a 2-connected lsp operation and vice versa.
Proof. A 2-connected decoration is a decoration, so it follows from Theorem 2.5 that D defines an lsp operation. We still have to prove that the corresponding tiling T is 2-connected. If T is not 2-connected, there is a type-1 cycle of length 2 in C T . If this cycle is completely contained in the triangle v 0 , v 1 , v 2 , there is a cycle of length 2 in D too, which is impossible. The only other possibility is that the cycle of length 2 is cut in half by L i j , but then there would be an internal type-1 edge between 2 vertices on L i j , which is a side of D.
A 2-connected lsp operation with corresponding tiling T defines a decoration D according to Theorem 2.5. We still have to prove that the extra conditions of Definition 2.6 are satisfied. If there is a type-1 cycle of length 2 in D, this cycle occurs in C T too, and T would not be 2-connected. If there is an internal type-1 edge between 2 vertices on the same side, this will result in a cycle of length 2 in T because this side lies on a mirror axis of T . 
Predecorations
The generation of all decorations will be split into two phases. In the first phase, we will construct the type-1 subgraph, consisting of all edges of type 1.
Let n A be the number of vertices in the type-1 subgraph of degree 1 with a neighbouring vertex of degree 2, n B the remaining number of vertices of degree 1, and n C the number of quadrangles with three vertices of degree 2. We find that n A ≤ |{v 0 , v 2 }| = 2 and n A + n B + n C ≤ |{v 0 , v 1 , v 2 }| = 3.
Definition 3.2.
A predecoration is a connected plane graph with an outer face that satisfies the properties of Lemma 3.1.
Given a predecoration P, we can try to add edges, vertices and labels to get a decoration with P as its type-1 subgraph. We will have to add one type-1 vertex in each inner face of P, as in Figure 7 . Then we can add type-1 vertices in the outer face, and connect them to three consecutive vertices of P. Finally, we can add a type-1 vertex in the outer face and connect it to two consecutive vertices of P. This vertex has to be v 1 . By definition, the type-1 subgraph of a decoration D is a predecoration. Unfortunately, not each predecoration corresponds to a type-1 subgraph of some decoration. This is e.g. the case if there are too many cut-vertices, as in Figure 8 . 
Construction of predecorations
All predecorations can be constructed from the base decorations K 2 and C 4 (see Figure 9 ) using the 10 extension operations shown in Figure 10 . We will prove this by showing that each predecoration, with the exception of K 2 and C 4 , can be reduced by the inverse of one of the extension operations. We will then use the canonical construction path method ( [McK98] ) to generate all predecorations without isomorphic copies. Given a predecoration P, we will choose a canonical parent of P. This is a predecoration obtained by applying one of the reductions to P. We will always use the reduction with the smallest number among all possible reductions. It is possible that there is more than one way to apply this reduction to P, and if P has nontrivial symmetry, some of these can result in the same parent. If we choose one special edge in the subgraph that is affected by the reduction operation, each way to apply this reduction corresponds to an edge of P. We can choose an orbit of edges under the symmetry group of P by constructing a canonical labeling of the vertices -similar to [BM07] -and choosing the edge with the lowest numbered 1.
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Figure 10. The extensions. In the first row, the subgraphs before the extension is applied are given. New edges and vertices are green, and vertices that are broken apart in two new vertices are red. The outer face is always on the outside, and shadowed parts contain at least one vertex.
vertices. The canonical parent of P is then obtained by applying the corresponding reduction.
During the construction, we will try each possible extension in all possible ways, and then check if it is the inverse of the reduction used to get the canonical parent of the resulting predecoration. If that is the case, we can continue to extend this predecoration.
It is possible to construct all predecorations with fewer extensions, but it is important that a canonical reduction always results in a valid predecoration. The order of extensions 1-4 ensures that a canonical reduction never increases n A , and extensions 5-7 ensure that a canonical reduction never increases n A +n B +n C . Extensions 8-10 are necessary when none of the other reductions are possible, so that each predecoration different from the base decorations has a possible reduction. We will prove this in Lemma 4.2 and Theorem 4.3. The only extensions that can increase n A are extensions 1 and 2. The only extension that can increase n B is extension 2. The only extension that can increase n C is extension 5.
This makes it easier to keep count of n A , n B and n C during the construction. Proof. For the first part, it is clear that each reduction results in a 'smaller' graph, so we only need to verify that at least one reduction can be applied. If P contains at least one quadrangle, there is at least one quadrangle Q with an edge in the outer face. Since P is not C 4 , there is at least one other vertex not contained in Q in the graph, and reduction 10 is possible. If there is no quadrangle in P, reduction 1 is possible.
For the second part, it is immediately clear that all reductions preserve the properties that all inner faces are quadrangles and that all inner vertices have degree at least 3. It remains to be proven that for the new graph n A ≤ 2 and n A +n B +n C ≤ 3.
Some reductions can increase n A , n B or n C , but only if another reduction with a smaller number can be applied too. This is the reason that we need so many extension operations in that particular order. In Table 1 , all these situations are given.
It is impossible to increase n A with a reduction that has the smallest possible number. Therefore, we still have n A ≤ 2 in the new graph.
Reduction 1 can increase n B , but only by removing a vertex of degree 2 neighbouring a vertex of degree 1, i.e. decreasing n A by the same amount. Therefore, we still have n A + n B + n C ≤ 3 in the new graph.
Reduction 2 can increase n C , but only by decreasing n B by the same amount. Therefore, we still have n A + n B + n C ≤ 3 in the new graph.
Algorithm 1 Construction of predecorations function EXTEND(P) output P for i = 1, . . . , 10 do for O an orbit of edges in the outer face of P do e ← edge in O P ′ ← apply extension i to edge e of P if P canonical parent of P ′ then
for G a base predecoration do EXTEND(P) Proof. This follows immediately from [McK98] and Lemma 4.2.
Construction of decorations
Now that we can construct all predecorations, we can use the homomorphism principle [GLM97] and complete each predecoration in all possible ways to get all k-decorations. We first have to compute the symmetry group of the predocration, in order to avoid completions that result in the same decoration. After the first 4 steps, all symmetry is broken by choosing v 0 , v 1 and v 2 .
We don not have to take isomorphy into account, because all symmetry of the predecorations is broken by choosing v 0 , v 1 and v 2 , and two isomorphic decorations will have isomorphic predecorations.
Sometimes it is impossible to complete a predecoration in Step 6 such that there are no cut-vertices left.
Connectivity
In
Step 7, we will always obtain a decoration. The additional properties for 2-connected decorations and 3-connected decorations have to be checked. The properties in the outer face cannot be checked earlier in the construction process, because they depend on the chosen completion. But we can prevent type-1 cycles the removal leaves k ≥ 2 components corresponds to 2(k − 1) chambers. So Table 3 . All decorations with small inflation rates. The green lines are edges of type 1. The black lines are edges of type 0 and 2. For each of the given decorations, the edges of type 0 and 2 can be chosen in two different ways. All decorations except the symmetric ones (marked with a star) can be mirrored.
