Evidence of internal structure validity extends from the relationships among test items and test components. These relationships should be consistent with the construct that the assessment is intended to measure; that is, the component structure of the test should imitate the theoretical model of the construct under consideration. This paper will discuss the analyses that were conducted to evaluate these relationships and the internal structure of the interim assessments.
Validity Evidence Based on the Internal Structure of the Interim Assessment
Evidence of internal structure validity extends from the relationships among test items and test components. These relationships should be consistent with the construct that the assessment is intended to measure; that is, the component structure of the test should imitate the theoretical model of the construct under consideration. This paper will discuss the analyses that were conducted to evaluate these relationships and the internal structure of the interim assessments.
Research Questions
This study was conducted in part to address these research questions:
1. What is the reliability of the interim assessments? 2. Is the structure of the interim assessment at a given grade similar to the structure of the summative assessment at the same grade based on its content specification?
Method
Three types of analyses were conducted. Item statistics were calculated and analyzed to evaluate the accuracy of test scores. These calculations included both Classical Test Theory (CTT) and Item Response Theory (IRT) statistical values and comparisons. Item statistics were also used to evaluate the reliability of the interim assessments; that is, coefficient alpha, adjusted reliability estimates, and reliabilities based on simulation data were examined for each interim assessment. Factor analysis was used to evaluate the component structure of the interim assessments. Four different structural models were analyzed for each interim assessment to reflect the four-tiered structure of the Kansas mathematics curriculum. The first level in this structure is the content area, which in this case is mathematics. The second level consists of four standards -number and computation, algebra, geometry, and probability and statistics. The third level consists of one to four benchmarks per standard. The fourth level consists of one to eight indicators per benchmark. The first structural model was unidimensional, reflecting the content area of mathematics. The second structural model was a four-factor model, reflecting the four standards. The third structural model reflected the benchmarks tested at each grade level. The fourth structural model reflected the tested indicators for each grade level.
Assessments
The analyses were conducted on both interim assessment scores and summative assessment scores for grades 3 and 8. The scores analyzed were collected during the academic year extending from fall 2010 to spring 2011. For each grade, three interim assessments were administered at different time periods and one summative assessment was administered at the end of the academic year. The three interim assessments were named Fall1, Fall2 and Winter, according to when they were administered. Each assessment was built to assess the entire tested curriculum. The interim assessment content specifications were based on the same content specifications as the summative assessments, thereby reflecting the four levels of the Kansas mathematic curriculum standards.
Grade 3. The content specification structure and the item counts for grade 3 mathematics interim and summative assessments are presented in Table 1 . These data show that the interim assessments contain approximately the same proportion of items for each indicator as the summative assessment. The grade 3 assessment has four standards, eight benchmarks, and 12 indicators. Each indicator is represented by two or three items on each interim assessment and by three to seven items on the summative assessment. Each interim assessment contains 32 items, and the summative assessment contains 60 items.
Grade 8. The content specification structure and the item counts for grade 8 mathematics interim and summative assessments are presented in Table 2 . These data show that the interim assessments contain approximately the same proportion of items for each indicator as the summative assessment. The grade 8 assessment has four standards, 10 benchmarks, and 15 indicators. Each indicator is represented by two or three items on each interim assessment and by three to seven items on the summative assessment. Two interim assessments contain 42 items each, the third interim assessment contains 41 items, and the summative assessment contains 71 items.
Sample Characteristics
The mathematics interim assessment was available for students enrolled in grades three through eight. In order to offer accurate scores and maintain relatively short tests, a multi-stage, fixed length, adaptive design was used for the interim assessment. Each test consisted of three stages or parts, called testlets. Student responses to the items on each testlet determined that student's subsequent testlet assignments. The structure of the mathematics interim assessment is shown in Figure 1 . Interim Assessment. The structure of the interim assessment makes it possible for examinees to navigate 21 different test paths. Only students who took the test path consisting of the hardest testlets were included in the analyses discussed in this paper. This test path was chosen because a large percentage of students who took the interim assessment were assigned the three testlets included in this path. For third grade, the percent of students who were assigned to this test path was 27% for Fall1, 49% for Fall2, and 57% for Winter. For eighth grade, the percent of students who were assigned to this path was 19% for Fall1, 31% for Fall2, and 23%
for Winter. This test path way is in the red circle in Figure 1 .
The sample sizes for grade 3 three interim assessments were 1,036 of Fall1, 2,678 of Fall2 and 2,058 of Winter. The sample sizes for grade 8 three interim assessments were 897 of Fall1, 1,956 of Fall2 and 1,140 of Winter. The descriptive statistics of the scale scores for these samples and also for all the students who took the any interim assessments at these grades are shown in tables 3 and 4. These data include sample size, mean, and standard deviation (SD) of all students who took interim assessments (Total) and the same statistics for students who took the hardest test paths (Sample) for grades 3 and 8. The scale scores of the group of students who took the hardest tests (sample) have smaller standard deviations and higher means when compared to the group of students who took any interim assessment at the same grade. This finding is likely related to the generally higher and more similar abilities of the students in the sample who were assigned to the hardest test path.
Summative Assessment. There are two summative samples for each grade. The first summative sample includes all students who had summative assessment scores (full sample) and the second summative sample includes students who had both a summative assessment score and at least one interim assessment scores at the same grade (part sample). The numbers of students in this sample do not necessarily match the numbers listed in Table 3 because students listed in Table 3 may have taken the interim assessment in one or more administration windows. For grade 3, 31,275 students had summative assessment scores (total sample), and 3,419 of these also had at least one interim assessment score (part sample). For grade 8, 31,831 students had summative assessment scores (total sample), and 2,671 of these had at least one interim assessment score (part sample).
The summative assessment has a large sample size, which strongly affects the confirmatory factor analysis model fit indices, especially the chi-square statistic. The reason for choosing the second summative sample is to make the summative sample more similar and closer in size to the interim sample and also to constrain the effect of the large sample size on model fit indices.
Analytic Procedures
Item Statistics and Reliability. The same analyses were conducted for every sample to evaluate the accuracy of the interim assessment test scores for grades 3 and8. Both CTT and IRT item level statistics were calculated. For CTT, p-values were computed to estimate item difficulties and point-biserial coefficient correlations were calculated to evaluate each item's discriminating value. Since a one-parameter logistic model was used, IRT thresholds (bparameters) were estimated and used to evaluate item difficulties. These item statistics were calculated based on interim assessment student responses. The summary tables for these statistics are shown in table 4 and 5.
Item statistics based on interim assessment responses were compared to item statistics based on prior year pilot data. The items on the interim assessments were field tested on the summative assessments one year before the implementation of the interim assessments. The same statistics listed previously were calculated for the items when they were administered during the embedded field test as pilot items. These statistics were compared to the item statistics calculated based on interim assessment students' responses. For each item statistic the correlation between the value based on interim assessment data and the value based on pilot data was computed. Every statistic had three resulting correlations corresponding to each of the three interim assessments and one pilot test for each grade, which are shown in tables 6 and 7.
Three ways were used to evaluate the reliability of each interim assessment. First, coefficient alpha (ρ 1 ) was calculated. Second, the reliability adjusted for range restriction was estimated by the following formula (Mendoza & Mumford, 1987) :
where ρ 2 is the adjusted reliability. In Table 3 the SD of sample is less than the SD of students who took the interim assessment, which resulted in a small coefficient alpha (ρ 1 ), and indicated a restricted range of scores.
Third, the reliability (ρ 3 ) was calculated based on simulated student responses and corresponding estimated abilities for the simulated students. Let I be the number of predetermined ability levels, which were also used for simulating response data. The i-th ability level, θ i , has a weight, w i , which is the probability of this ability level existing in the population from which pilot data were collected. N i replications were generated of i-th ability level. The replications were generated by Monte Carlo simulation using the adaptive design and item bank of the interim assessment. A theta estimate ! ! was calculated after every replication. For example, ! !" is the estimate of θ i from the j-th replication. Then the reliability is the proportion of true variance (TV) of ability levels to the total variance, which is the sum of ability level true variance and estimation error variance (EV):
Confirmatory Factor Analyses. There were five samples for every grade and analyses were conducted on each of these samples. The five samples at each grade were the samples of students who took the three interim assessments and the two summative assessments; that is, the entire sample of students who had summative assessment scores, and the subset of these students that also had at least one interim assessment score. The analytic tool used in this step was confirmatory factor analysis. There were four models examined for every sample. The first model to be tested was unidimensional, reflecting the notion that mathematics performance relied on a single latent construct. The second model was a four-factor model with the assumption that each of the four standards aligned with a different latent trait. The third model explored whether different benchmarks (eight for grade 3 and ten for grade 8) corresponded to different latent traits. The fourth model explored whether each indicator corresponded to different latent traits. The graphic representations of these four models are presented in Figures 2-5 using grade 3 Fall2 interim assessment as an example. We expected the interim assessments to have the same structure as the summative assessment because they were developed based on the same content specifications. LISREL was used for estimation. Math   I17   I11   I10   I9   I12   I15   I14   I13   I16   I18  I19  I20  I21  I22  I23  I24   I30   I31   I32   I29   I26   I27   I28   I25   I8  I7  I6  I5  I4  I3 I26   I32   I24   I31   I23   I11   I12   I19  I27  I28  I8  I10  I20 Nos. and Comp. Algebra Geometry  Data  I15   I16   I17   I25   I1  I2  I3   I4   I5   I13   I14   I6  I7  I18  I9  I21  I22 
Results
The results will be presented corresponding to the method section in two parts. The first part is the results of item statistics and reliability and the second part is the results of confirmatory factor analyses.
Item Statistics and Reliability
Item Level Statistics. The mean and standard deviation (SD) of the p-values (P), point biserial coefficient correlations (Pbs), and b-parameters (b) of all the items in every interim assessment are in Table 4 for grade 3 and in Table 5 for grade 8. When interim assessments were administered closer to when the summative assessments were administered, it is likely that examinees mastered more knowledge by the administration dates of the interim assessment administration and that their levels of knowledge at this time were more similar to their levels of knowledge when the summative assessments were administered. Thus, the items appear to be easier for students during administrations that occur later in the school year. While the ps rised consistently as expected, the bs are most difficult in Fall 2 rather than Fall 1 of grade 3. The ps of grade 8 Fall1 and Fall2 are very similar and the p of Winter is higher than Fall1's and Fall2's. The bs of grade 8 decrease as expected.
In order to verify that the items used on the interim assessments performed as expected, their item statistics were compared to the item statistics based on pilot data. The correlations of p-value (P), point biserial coefficient correlation (Pbs), and b parameter (b) between interim assessments' and the pilot tests' are in Table 6 for grade 3 and Table 7 for grade 8. Coefficient Alpha. Table 8 presents (1) the coefficient alpha for each interim assessment containing the items included in the hardest path, calculated from the interim assessment sample;
(2) the reliability of each interim assessment after the range restriction correction, based on the coefficient alpha from the interim assessment sample; and (3) the reliability of each interim assessment, based on simulated data. Table 3 . The proficiency levels of the students in the sample are more similar when compared to all of the students who took the interim assessment. This is also the reason for providing the reliability after the range restriction correction and the reliability estimated based on simulated data. The reliability based on simulated data tends to overestimate the reliability (Personal communication with Dr. Rob McKinley).The adjusted reliability and reliability based on simulated data of these six interim assessments are high; that is, they all are 0.85, which provides evidence of the accuracy of the test scores. In conclusion, the summary statistics of item level statistics, correlations, and reliabilities provided evidence that the items on the interim assessment have the ability to provide accurate test scores.
Confirmatory Factor Analyses
Confirmatory factor analysis was used to evaluate the structure of the interim assessment.
Four models were tested. The first model was unidimensional, the second model for each grade tested for four factors, the third model tested for eight factors in grade 3 and ten factors in grade 8
, and the fourth model tested for 12 factors in grade 3 and 15 factors in grade 8.
There were a few items on the interim assessments that appeared to be quite easy for a very large portion of the population. These items displayed high p-values, that is, p > 0.97, and therefore, contributed very little information to any factor analytic model. These items were removed from certain models to allow the estimation to converge.
Loadings and Residuals.
The loadings and residuals of four models are presented in tables 9, 10, 11, and 12 using the grade 3 Fall2 interim assessment as an example. higher from the summative sample than from the interim assessment samples. This could be a result related to the larger sample of students who had summative assessment scores or to the longer test length of the summative assessment.
Standard Level Model.
The correlations between the latent construct according to the four standards are presented in Table 14 using the grade 3 Fall2 interim assessment as an example. The correlation between the number and computation standard and the algebra standard from ten samples is higher for these data than the correlation among other standards. In some samples, the correlation between the geometry standard and the algebra standard is high too, such as grade 8 Fall1, grade 8 Fall2, grade 8 summative part sample, and grade 8 summative full sample.
Benchmark Level Model. The correlations between latent constructs according to the benchmarks are presented in Table 14 using the grade 3 Fall2 interim assessment as an example. The correlations between the number sense benchmark and other seven benchmarks are higher than the correlations between other benchmarks for the five samples in grade 3. The correlation between the measurement and estimation benchmark and the probability benchmark is high across these five samples. However, these results do not indicate that the correlations between the benchmarks in the same standards are higher than the correlation between the benchmarks in the different standards for the grade 3 samples. The correlations among the computation benchmark, the variable, equations, and inequalities benchmark, the functions benchmark, and the models benchmark from five samples of grade 8 are all higher than the correlations among other benchmarks. The correlations among the number sense benchmark, the number systems benchmark, and the computation benchmark are also high from two summative samples of grade 8.
Indicator Level Model. The correlations between latent constructs according to indicators
are presented in Table 15 using the grade 3 Fall2 interim assessment as an example. Geo. Table 16 . Table 17 . of the benchmark level model are presented in Table 18 . Table 19 . In a nutshell, the model fit of the same model from summative samples are better than from the interim assessment samples because there are more items for summative assessment which improve the model fit. The model fit indices from the same sample present that the model fit is getting better from content level model to indictor level model as the number of parameters estimated increases. Generally, the best fit is found at indicator level models.
RMSEAs, RMSEA 90% CI, AICs, and CAICs are used to compare the model fits of different models on the same sample. The comparison will be conducted for each grade.
Grade 3. Table 20 and Table 21 are the RMSEAs, RMSEA 90% CI, AICs, and CAICs of four models from five grade 3 samples. The RMSEAs decrease from the content level model to the indicator level model as the number of parameters increases. The same pattern was found in all five grade 3 samples.
However, the RMSEA 90% CIs of the summative samples are smaller than the interim assessment samples. The differences between the RMSEA of the content level model and the RMSEA of the indicator model of the summative samples are smaller than the interim assessment samples. The RMSEA differences of the summative samples are not as obvious as the interim assessment samples. The Table 22 and Table 23 are the RMSEAs, 90% RMSEA CIs, AICs, and CAICs of four models from five grade 8 samples. The RMSEAs decrease from the content level model to the indicator level model as the number of parameters increases. The same pattern was found in all five grade 8 samples.
However, the RMSEA 90% CIs from the summative samples are smaller than from the interim assessment samples. The RMSEAs and AICs indicate that the models with more parameters have better fit, which means the indicator level models have the best model fit. Since CAICs penalize the effect of many parameters, this statistic might not be useful for evaluating the model fit of indicator level models. Therefore, it may be inaccurate to draw any conclusions about which model had the best fit when the model with the smallest AICs and the model with the smallest CAICs are different within one sample. However, the similar patterns of RMSEAs and AICs and CAICs across four models were found in the interim assessment samples and the summative samples, which provide strong evidence that the internal structure of the interim assessments conforms to the internal structure of the summative assessment.
Discussion
This study provided validity evidence about the internal structure of grades 3 and 8 interim assessments from the accuracy of interim assessment scores and the structure of interim assessments. However, there were some limitations:
1. Only the students who took the hardest test path were included. The conclusions of this study could not be generalized to other students who took other path way.
The same analysis should be conducted on the students who took other test path.
2. Only grades 3 and 8 interim assessments and summative assessments were examined. The conclusions of this study could not be generalized to students in other grades. The same analysis should be conducted on the students in other grades.
3. The model fit indices (AICs and CAICs) did not give the same answer to the question about which model has the best fit among four models. More investigations on finding the best fit model should be conducted in future.
