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In many engineering applications where sensor arrays are employed, such as radar,
sonar, telecommunications, speech processing and medical imaging, the signals
observed are often nonstationary. This dissertation addresses particular prob-
lems in narrowband array signal processing for nonstationary signals. By making
use of spatial time-frequency distributions, one is able to eﬀectively exploit the
nonstationary nature of the source signals, with one caveat: the time-frequency
localization of the sources should be known a priori, or must needs be estimated.
The task of determining the time-frequency localization properties of signals from
noise-contaminated sensor array measurements, is composed in this work as prob-
lems of ‘point selection’ and ‘signature estimation’.
A ‘point selection’ scheme for automatically determining the time-frequency
locations at which spatial time-frequency distribution matrices exhibit underly-
ing diagonal or oﬀ-diagonal structure is proposed, based on multiple hypothesis
testing. The tendered method is used to achieve blind source separation of non-
stationary signals via joint diagonalization and joint oﬀ-diagonalization of a set
of spatial time-frequency distribution matrices.
Toward the goal of ‘signature estimation’, a computationally attractive imple-
mentation of a time-frequency Hough transform is proposed. Statistical analysis
of the method is conducted to determine the achievable estimation accuracy.
The proposed approach is applied to direction-of-arrival estimation, based on the
averaging of spatial time-frequency distribution matrices.
The problem of micro-Doppler signature estimation is also examined. Micro-
Doppler signatures arise, for example in radar, due to the vibrational or rotational
motion of targets. The aforementioned signature estimation approach is shown
to yield biased estimates of the micro-Doppler amplitude, and a bias correction
procedure is given. The methods developed here are applied to data from a radar
experiment for validation of the theoretical ideas.
Near-ﬁeld parameter estimation is also considered. When sources are in the
near-ﬁeld of an array, it is possible to perform passive localization in both range
i
and direction. The use of spatial time-frequency distributions for near-ﬁeld lo-
calization is investigated. A means of distinguishing between the time-frequency
representations of far- and near-ﬁeld sources is also proposed. Data from an
experimental radar system is analyzed using the proposed techniques.
ii
Zusammenfassung
In vielen Anwendungen der Signalverarbeitung, in denen Sensorgruppen zum
Einsatz kommen, wie z.B. Radar, Sonar, Telekommunikation, Sprachsignalver-
arbeitung und bildgebende Verfahren der Medizintechnik, sind die beobachteten
Signale nicht stationa¨r. Diese Doktorarbeit behandelt verschiedene Probleme
der Sensorgruppensignalverarbeitung fu¨r schmalbandige, nicht stationa¨re Signale.
Unter Verwendung von ra¨umlichen Zeit-Frequenz-Verteilungen ist es mo¨glich die
nichtstationa¨ren Eigenschaften der Quellensignale auszuwerten. Dabei muss die
Zeit-Frequenz-Lokalisierung entweder vorher bekannt sein oder muss gescha¨tzt
werden. Die Lokalisierung von nichtstationa¨ren Signalen, die durch Sensorgrup-
pen gescha¨tzt wird, wird in dieser Arbeit als Punkt-Selektion und Signatur-
Scha¨tzung bezeichnet.
Ein Verfahren fu¨r die Punkt-Selektion, basierend auf einem multiplen Hy-
pothesentest, wird vorgestellt, das zur automatischen Bestimmung der Zeit-Fre-
quenz-Lokalisierung verwendet werden kann. Die Matrizen der ra¨umlichen Zeit-
Frequenz-Verteilungen haben eine diagonale oder nichtdiagonale Struktur. Das
vorgeschlagene Verfahren wird verwendet, um blinde Quellentrennung von nicht-
stationa¨ren Signalen unter Verwendung der sogenannten “joint diagonalization”
und “joint oﬀ-diagonalization” aus einer Menge von Matrizen der ra¨umlichen
Zeit-Frequenz Verteilungen zu erzielen.
Fu¨r die Signatur-Scha¨tzung wird eine schnelle Implementierung der Zeit-
Frequenz-Hough-Transformation vorgestellt. Diese Implementierung wird statis-
tisch analysiert, um die erreichbare Genauigkeit des Scha¨tzers zu bestimmen.
Dieser Ansatz wird auf ein Problem der Richtungsscha¨tzung angewandt, die auf
der Mittelung von ra¨umlichen Zeit-Frequenz-Verteilungsmatrizen basiert.
Weiterhin wird das Problem der Mikro-Doppler-Signatur-Scha¨tzung unter-
sucht. Radarsignale weisen beispielsweise Mikro-Doppler-Eﬀekte auf, die durch
eine Vibrations- oder Rotationsbewegung des Zielobjektes entstehen ko¨nnen. Die
eben erwa¨hnte Methode zur Signatur-Scha¨tzung fu¨hrt allerdings zu systematis-
chen Fehlern der Amplitude des Mikro-Doppler-Eﬀekts. Aus diesem Grund wird
iii
ein Verfahren vorgeschlagen, das den systematischen Fehler korrigiert. Um die
theoretischen Ergebnisse zu evaluieren, werden die entwickelten Methoden auf
echte Daten angewandt, die bei einem Radar-Experiment erzeugt wurden.
Des weiteren wird die Parameterscha¨tzung fu¨r das Nahfeld behandelt. Wenn
sich Quellen im Nahfeld einer Sensorgruppe beﬁnden, ist es mo¨glich eine pas-
sive Lokalisierung der Quellen zu erzielen. Dabei ko¨nnen Richtung und Abstand
der Quellen gescha¨tzt werden. Die Verwendung von ra¨umlichen Zeit-Frequenz-
Verteilungen fu¨r die Nahfeld-Lokalisierung wird untersucht. Außerdem wird eine
Methode entwickelt, die es ermo¨glicht zwischen Quellen von Nah- und Fern-
feld zu unterscheiden. Hierbei werden ebenfalls echte Daten von einem Radar-
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In a wide range of engineering applications, a collection or “array” of measure-
ment sensors is employed to solve the problem at hand. The type of sensors
employed will depend on the given application, for example antennas measur-
ing an electrical ﬁeld are used in telecommunications and radar, while sensors
for measuring pressure ﬂuctuations are needed in acoustic applications such as
sonar, ultrasound and speech processing. Regardless of the type of sensor em-
ployed, by using more than one sensor, one may acquire more information about
the measured phenomena.
Typically, the placement of sensors in diﬀerent physical locations is performed
to exploit any spatial diversity in the signal being measured, and to potentially
infer spatial characteristics about the underlying process. For example, in a radar
or sonar application, one may wish to determine from which direction an echo is
returning, and thus infer the position of a target. In speech processing, it may
be desirable to extract the speech signal from a speaker standing in a known
position, while suppressing any “noise” coming from other locations, in order to
improve intelligibility of the speech in hands-free communications or improve the
performance of a speech recognition program.
In many real-world problems, the characteristics of the signals acquired by
the sensors are varying with time. This may be a property of the originating
process, such as with speech, or due to the surrounding environment, as when
the measurement system is in motion with respect to the source of interest. A
familiar example is the changing pitch of an ambulance siren as it drives past an
observer. Due to the motion of the ambulance, the siren initially sounds “higher”
as it approaches, then “lower” as it is driving away. This phenomenon is known
as the Doppler eﬀect, named after J. Christian A. Doppler who ﬁrst hypothesized
on the nature of this occurrence, which arises in many situations.
1
2On the one hand, estimation of parameters linked to the time-varying nature
of a signal may be enhanced through the use of multiple sensors. This may be
relevant, for example, if one wishes to infer the velocity of a moving target with
a radar system. On the other hand, if the time-varying nature of the process is
expected, this property may be used to enhance the estimation of spatial parame-
ters related to the physical location of the signal source, for example the position
of a target observed using radar. It is speciﬁcally the combined consideration of
both the time-varying characteristics of a measured signal and the spatial infor-
mation provided by an array of measurement sensors, which forms the cynosure
of this dissertation.
A particular ﬁeld of signal processing, motivated by the existence of nonsta-
tionary signals, i.e. signals with time-varying spectral characteristics, is that of
joint time-frequency analysis (TFA) [48]. While the notions and tools of TFA
have been developed over more than seventy years1 the application of TFA di-
rectly to sensor array processing problems has only begun to receive great interest
over the last ten years. In particular, the notion of a spatial time-frequency dis-
tribution (STFD), introduced by Belouchrani and Amin in [20], has emerged as
a powerful means of exploiting nonstationarity for solving multi-sensor problems.
The technical aspects of this dissertation are primarily based on the use of
STFDs to solve problems such as blind source separation and direction-of-arrival
estimation of nonstationary sources. These approaches focus on the spatial infor-
mation to be gained by using an array of sensors. Also considered is the use of
TFA for estimation of parameters describing nonstationary signals, in particular
frequency modulated signals, which arise in many applications. The remainder of
this chapter is organized as follows: In the following section, the array processing
model is introduced and the processing problems which are dealt with in this
dissertation are deﬁned. The research objectives of this work are stated in Sec-
tion 1.2 and the original contributions made by the author are then summarised
in Section 1.3. Finally, an overview of this dissertation is given in Section 1.4.
1For a more detailed discussion on the history and development of time-frequency analysis,
the reader is referred to [48].
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1.1 Array signal processing
1.1.1 The array processing model
In the section we develop the model used to describe the signals received at an
array of sensors with distinct spatial locations, due to the emission or reﬂection
of signal energy from certain sources. The physical environment is depicted in
Figure 1.1 where the angles θ and φ are termed the azimuth and elevation angles
of the source, respectively. In general, there will be a number of sources present,
each with distinct spatial locations. We assume that the sources are points in
space, from which the propagation of signal energy originates. This may be due
to, for example, emission of electro-magnetic (EM) energy from a transmitter in
a wireless communications system, reﬂection of EM energy from a target in a









Figure 1.1: Sensor array environment containing two sensors and a point source.
The signal energy is described by a wave propagating radially outward from
the source location, resulting in a spherical wavefront on which all points share
the same phase. If the physical size of the sensor array is very small compared
with the distance to the source, the wavefront may be considered as a plane across
the array and the source is said to be in the far-ﬁeld. On the other hand, if the
sphericity of the wavefront must be taken into account, the sources are said to
be in the near-ﬁeld of the array.
The signal model developed in this section will be based on the far-ﬁeld as-
sumption. For simplicity, we shall also consider that the sources and array are
coplanar, which means that the azimuth angle θ is the only relevant spatial pa-
rameter of a source. Furthermore, it is assumed that source signals are narrow-
band (have a small bandwidth) with respect to a known carrier frequency. These
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simplifying assumptions (which are consistent with applications such as wireless
communications and radar) will be useful in the following development of the
sensor array signal model.
We consider an array of m sensors with locations {rk}mk=1, where the ﬁrst
sensor is taken as a reference and assumed to reside at the spatial origin (r1 = 0).
The source signal waveform with respect to time t, at a given point r in space, is
denoted S(r, t). Under the narrowband signal representation, the signal waveform
at the origin is
S(0, t) = s(t)ejωct
where ωc is the known carrier frequency and s(t) is slowly time-varying with
respect to the carrier term. We assume that the direction of propagation with
respect to the origin is given by a vector2 rs having magnitude ‖rs‖ = 1/c,
where c is the speed of propagation. Under the far-ﬁeld assumption, the signal
wavefront is planar and the waveform at sensor k is simply a time-shifted version
of the waveform at the origin, as illustrated in Figure 1.2. The signal waveform
at sensor k is therefore given by













Figure 1.2: A plane wave incident on a sensor array.
If the signal s(t) has bandwidth ωB then approximation
s(t− rs · rk) ≈ s(t) (1.1)
2rs has been referred to as the slowness vector in the literature.
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holds provided |rs · rk| << 2π/ωB. Given the carrier has wavelength λ = 2πc/ωc
and since |rs ·rk| ≤ ‖rs‖‖˙rk‖, the requirement of Equation (1.1) can be expressed
as
 << ωc/ωB, (1.2)
where  = ‖rk‖/λ. When rk is the location of the sensor furthest from the
reference sensor (origin),  corresponds to the array size in wavelengths, also
termed the array aperture. Assuming that Equation (1.2) is satisﬁed, then the
following approximation holds:
S(rk, t) ≈ s(t)ejωcte−jrk·ks , (1.3)
where ks = ωcrs is called the wave vector of the source and has magnitude
‖ks‖ = 2π/λ = k, called the wave-number. In the following, it is assumed that
the inverse relative bandwidth of the source signal is much greater than the array
aperture (i.e. Equation (1.2) holds).
We assume that the sensor measurement of the space-time ﬁeld is linear and
time-invariant and that the sensor output is demodulated with the known carrier
frequency. The baseband output of sensor k is therefore given by
xk(t) = gk(θ)e
−jrk·kss(t), (1.4)
where gk(θ) denotes the gain of sensor k in the direction θ. By organizing the
outputs of each sensor into a vector;
x(t) = [x1(t), . . . , xm(t)]
T,
and deﬁning the vector
a(θ) = [g1(θ)e
−jr1·ks , . . . , gm(θ)e−jrm·ks ]
T
,
one may represent the complete array output in vector form as
x(t) = a(θ)s(t). (1.5)
The vector a(θ) describes the response of the array to a source at azimuth θ and
is often referred to in the literature as the steering vector. The set of steering
vectors formed as θ is varied across the parameter range of interest is termed the
array manifold. For the array manifold to be known, the physical locations of the
sensors, {rk}mk=1, as well as the sensor gain functions {gk(θ)}mk=1, must be known.
In practice this requires a ﬁnely calibrated array of sensors.
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In the case of multiple sources, we deﬁned the kth source signal waveform
and azimuth angle by sk(t) and θk respectively, for k = 1, . . . , d, where d is the
number of sources present. Since the sensors are assumed to act as linear systems,





a(θk)sk(t) = A(θ)s(t), (1.6)
where
s(t) = [s1(t), . . . , sd(t)]
T,
θ = [θ1, . . . , θd]
T,
and A(θ) = [a(θ1), . . . ,a(θd)]
T.
In order to account for inaccuracies in modeling the array response, for various
sources of noise and interference, etc., an additive noise term V (t) is also included
in the array model;
X(t) = A(θ)s(t) + V (t). (1.7)
Due to the stochastic nature of V (t) one may consider X(t) to be a vector or
multi-channel continuous-time random process. We note that, depending on the
context, it may also be appropriate to model the source signals as stochastic
processes. This assumption is made, depending on the application.
1.1.2 Array processing problems
We assume that the demodulated sensor outputs are sampled at certain time
instants {tn}N−1n=1 , yielding a set of N vector “snapshots” of the array output. For
the sake of notational convenience, we shall denote the snapshot at time tn by
X(n). We shall also assume that a constant sampling interval Δ is used such
that {tn = nΔ+ t0}N−1n=0 , where t0 denotes the time at which the ﬁrst snapshot is
taken. The data model, based on Equation (1.7), is
X(n) = A(θ)s(n) + V (n); n = 0, . . . , N − 1, (1.8)
where the set of snapshots, {X(n)}N−1n=0 , is modelled as a multi-channel discrete-
time random process, whose characteristics are speciﬁed by a multivariate prob-
ability density function.
Depending on what a priori information is available, one may deﬁne diﬀerent
problems to be solved given the data model in Equation (1.8). In this dissertation,
we shall consider the following problems:
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• Estimation of the source azimuth angles, θ, when the array manifold is
known.
• Estimation of the mixing matrix, A, or its inverse, when the array manifold
is unknown.
The ﬁrst problem listed above is referred to as direction-of-arrival (DOA) estima-
tion or direction ﬁnding. The second problem is known as blind source separation
(BSS). In order to solve the stated problems, certain assumptions on the signal
and noise are made, which are stated below.




V (n + κ)V H(n)
]
= σ2vδ(κ)I and E
[
V (n + κ)V T(n)
]
= 0 ∀κ. (1.9)
Equation (1.9) implies that the noise is zero-mean and both spatially and tempo-
rally white.
Assumption 2 (Uncorrelated sources) If a stochastic model for the sources





= Diag[[P1(κ), . . . , Pd(κ)]
T]. (1.10)







s(n + κ)sH(n) = Diag[[P1(κ), . . . , Pd(κ)]
T]. (1.11)
The assumptions in Equation (1.10) or (1.11) imply that the sources are spatially
uncorrelated, though they may be temporally correlated if Pl(κ) = 0 for κ > 0.
The value Pl(0) is termed the power of source l, for l = 1, . . . , d.
1.2 Research objectives
The primary research objective is the development of advanced array signal pro-
cessing algorithms for nonstationary signals. This objective is to be achieved in
the context of blind source separation and direction-of-arrival estimation.
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1.3 Summary of original contributions
The original contributions of this dissertation are summarised below.
1. Automatic time-frequency point selection
The development of procedures for automatically determining the time-
frequency locations where spatial time-frequency distribution matrices have
desired underlying diagonal or oﬀ-diagonal structure.
2. Blind source separation
The application of automatic time-frequency point selection procedures to
the problems of blind source separation via joint diagonalization and joint
oﬀ-diagonalization algorithms.
3. Time-frequency signature estimation
The development of a computationally eﬃcient means of estimating time-
frequency signatures using a time-frequency Hough transform.
4. Direction-of-arrival estimation
The application of the time-frequency Hough transform to the problem of
direction-of-arrival estimation, including the under-determined case where
the number of signals exceeds the number of sensors.
5. Micro-Doppler signature estimation
The application of the time-frequency Hough transform to estimation of
micro-Doppler signatures arising from vibrational or rotational motion of
targets observed by a passive radar array.
6. Near-ﬁeld parameter estimation
The application of spatial time-frequency distributions to the near-ﬁeld es-
timation problem and the development of a method for discriminating the
time-frequency representations of far- and near-ﬁeld sources from an ob-
served mixture.
1.4 Overview of the dissertation
An overview of this dissertation is given below. The structure of the dissertation
is also depicted graphically in Figure 1.3. It should be noted that Chapters 2 and
3 are principally review chapters, while the major contributions of this work are
contained in Chapters 4 and 5. Chapters 6 and 7 present results obtained using
experimental data from diﬀerent radar systems.
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Chapter 2: A summary of conventional array processing methods is given.
Both problems of blind source separation and direction-of-arrival es-
timation are considered. The methods reviewed in this chapter are
quite general in nature and do not deal speciﬁcally with the case of
nonstationary signals.
Chapter 3: The application of TFA to array processing problems is re-
viewed. A brief introduction to TFA is followed by a discussion
on STFDs. Approaches to blind source separation and direction-of-
arrival estimation using STFD matrices are reviewed. This chapter
provides the most essential background material for topics covered
later in the dissertation.
Chapter 4: The topic of time-frequency ‘point selection’ is discussed in
detail and a solution based on multiple hypothesis testing is presented.
The proposed point selection approach is applied to the problem of
blind source separation of nonstationary signals.
Chapter 5: The topic of time-frequency ‘signature estimation’ is discussed
in detail and a solution based on a time-frequency Hough transform is
presented. The proposed signature estimation approach is applied to
the problem of direction-of-arrival estimation of nonstationary signals.
Chapter 6: The speciﬁc application of micro-Doppler parameter estima-
tion is considered. The time-frequency signature estimation procedure
developed in Chapter 5 is applied to both simulated and experimental
data. The estimator bias is also considered.
Chapter 7: In contrast to the preceding work, in this chapter it is con-
sidered that the sources may be in the near-ﬁeld of the sensor array.
Estimation of near-ﬁeld parameters using STFDs is investigated. A
method for discriminating between the time-frequency representations
of near- and far-ﬁeld sources is proposed.
Chapter 8: The conclusions of this work are presented and possible direc-
tions for future research are discussed.





















The purpose of this chapter is to provide a review of “conventional” methods
for blind source separation (in Section 2.1) and direction-of-arrival estimation
(in Section 2.2). By “conventional,” we refer to approaches which either assume
(require) stationarity or do not exploit nonstationarity if it is present. Due to the
huge body of literature available on array processing topics, the review given here
is not meant to be exhaustive by any means, rather to give the “ﬂavour” of the
ﬁeld by concentrating on the more well-cited and seminal works. We note that
the methods presented herein are conﬁned to the narrowband model introduced
in Chapter 1 and do not consider the problem of convolutive or wideband models,
which are beyond the scope of this dissertation.
2.1 Blind source separation
The ﬁeld of BSS is relatively new, though it has developed rapidly over the past
two decades. During this period, considerable developments have been made
and many diﬀerent approaches to solving the problem have been considered. In
this section, a brief overview of some of the most important and fundamental
approaches to BSS is provided, which will serve as an appropriate background
for material covered in the following chapters.
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2.1.1 Problem
The data model from Section 1.1.1 is repeated here for convenience, where the
dependence on the source DOAs, θ, is not assumed to be known for BSS:
X(n) = AS(n) + V (n); n = 0, . . . , N − 1. (2.1)
We note that in Equation (2.1) the sources are assumed to be stochastic. The
sampled sensor outputs, X(n) are modelled by a discrete-time random process.
The problem is to estimate the source signal waveforms modeled by S(n). There
are, however, inherent indeterminacies in the model of Equation (2.1), which
mean that (without further assumptions) the sources may be estimated only up
to an arbitrary scaling and permutation. The indeterminacy is illustrated by










+ V (n); n = 0, . . . , N − 1, (2.2)
where, for k = 1 . . . , d; αk ∈ C is a scalar, ak denotes the kth column of A and
σ(k) denotes the kth element of some permutation on {1, . . . , d}. Let us then
deﬁne a permutation matrix P ∈ Rd×d containing a single unit entry on every
row and column, and a diagonal scaling matrix D ∈ Cd×d.
The goal of the blind source separation, is to estimate a matrix B, such that
BA = PD.
2.1.2 Identiﬁability conditions
Conditions which guarantee that the matrix B may be estimated from the model
in Equation (2.1) are termed identiﬁability conditions and generally require cer-
tain assumptions on the sources to be made. The two most common assumptions
made are that the sources are mutually independent or mutually uncorrelated.
Some identiﬁability conditions based on these two assumptions are outlined here:
2.1.2.1 Mutually independent sources
(C1) Let the sources be independently, identically distributed (IID) with respect





The noise-free version of the model in Equation (2.1) is identiﬁable provided
that at most one source is Gaussian [49].
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(C2) Let the sources be IID with respect to time and have joint pdf satisfying







2 ; ∀k = l. (2.4)
The condition (C2) actually implies (C1) since the fourth order moments of
Gaussian sources are speciﬁed by the second-order moments. These conditions
are based on the assumption of IID sources and therefore do not make any use of
(i.e. do not assume) any time-domain structure in the sources. The separation
is therefore purely spatial in nature (i.e. based on the linear independence of the
columns of A).
2.1.2.2 Mutually uncorrelated sources












= Diag[[rS1(κ), . . . , rSd(κ)]], (2.6)
where {rSk(κ) ∈ C}dk=1 are the auto-correlation sequences of the sources.






; ∀k = l. (2.7)
(C4) Let the sources be nonstationary and temporally colored such that:




= Diag[[rS1(n, κ), . . . , rSd(n, κ)]], (2.8)
where {rSk(n, κ) ∈ C}dk=1 are the ‘local’ auto-correlation sequences of the
sources. The model in Equation (2.1) is identiﬁable provided that ∃(n0, κ0)





; ∀k = l. (2.9)
The conditions (C3) and (C4) allow for separation of sources using only
second-order statistics, provided there is some time-domain structure which can
be exploited (i.e. coloration). These conditions could also be equivalently cast in
the frequency domain due to the uniqueness of the Fourier transform; conditions
(C3) and (C4) require the sources to have unique normalized spectra.
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2.1.3 Orthogonalization
In many BSS algorithms, a whiteness constraint is placed on the data which allows
separation via an orthogonal transformation. Implementation of the whiteness
constraint usually requires a whitening transform to be ﬁrst applied to the data,
before separation can be achieved. Calculation of the whitening transform for
the model in Equation (2.1) is outlined here, based on the derivation in [111].
A singular value decomposition of the mixing matrix A ∈ Cm×d yields
A = UΛV (2.10)
where U ∈ Cm×d is termed the signal subspace and satisﬁes UHU = I, Λ ∈ Cd×d
is a positive deﬁnite diagonal matrix and V ∈ Cd×d is orthogonal. The whitening
transform matrix is deﬁned as
W  Λ−1UH, (2.11)
which means that
WA = Λ−1UHUΛV = V ,
which is orthogonal. Applying the transformation W to the data results in an
orthogonal transformation of the sources, which, given one of the conditions (C1)-
(C4) holds, implies that the signal part of the observations is spatially ‘white’.
Calculation of W from Equation (2.11) depends on the unknown mixing sys-
tem, A. One can, however, estimate the whitening transformation from the





















We note that, under assumptions (C1)-(C4), the matrix RSS is diagonal. Based
on the indeterminacy illustrated in Equation (2.2), one can assume, without loss
of generality, that RSS = I, where the dynamic range of the sources is accounted





2 + σ2V I)[UUV ]
H
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where U and Λ are the same matrices as in Equation (2.10).
A given estimate, Rˆxx, of RXX is obtained from observations {x(n)}N−1n=0 by
replacing X(n) with x(n) in Equation (2.12). Based on the sample covariance
matrix Rˆxx one may estimate the whitening transform as outlines in Table 2.1.
The whitening transform has the advantage of reducing the computational com-
plexity of the BSS process, as the dimension of the data is reduced from m to
d. Also, estimation of the unknown orthogonal mixing matrix V is easier than
directly trying to estimate the non-orthogonal mixing matrix A . The disadvan-
tage of whitening is a reduced interference-to-signal ratio (ISR), which becomes
bounded from below [33].






2. Compute the eigen-values of Rˆxx, denoted λ1 ≤ · · · ≤ λm,
and the corresponding eigen-vectors u1, . . . ,um.
3. Estimate the noise variance:




4. Construct the diagonal scaling matrix:
Λˆ = Diag[[
√
λm−d+1 − σˆ2v , . . . ,
√
λm − σˆ2v ]]
5. Construct the unitary matrix:
Uˆ = [um−d+1, . . . ,um]
6. Form an estimate of the whitening transform:
Wˆ = Λˆ−1Uˆ .
Table 2.1: Estimation of the whitening transform.
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2.1.4 Independent component analysis
Separation of sources based on the assumption of mutual independence was ﬁrst
discussed around 1985 by Herault and Jutten [69]. Because of similarities with
principle component analysis (PCA), the problem was named independent com-
ponent analysis (ICA), a term which is now prevalent in the BSS literature. The
goal of ICA is to ﬁnd an appropriate unmixing matrix, B, such that BX(n)
yields components which are statistically mutually independent.
The initial work of Jutten and Herault was motivated from a biological nervous
system which transmits mixtures of information regarding, e.g. joint movement,
over nervous ﬁbers. The central nervous system is then able to separate the
relevant information from the received mixtures. Since neither the source signals
sent nor the mixing system are observable, the extraction of the sources must be
done in a ‘blind’ manner, assuming only independence of the sources.
The neural model for source separation can be viewed as a recursive linear
adaptive ﬁlter, which was discussed in detail in [80] for the two input two output
(TITO) case. The separation structure is illustrated in Figure 2.1, where the co-
eﬃcients, c12(n) and c21(n) are adapted until independence of the ﬁlter outputs is
achieved. With respect to the problem as deﬁned in Section 2.1.1, the separation
matrix is B(n) = (I + C(n))−1 where C has zero entries on the diagonal, and








Figure 2.1: A neural network structure for BSS in the TITO case.
An adaptive algorithm for updating the ﬁlter coeﬃcients of Figure 2.1 based on
the gradient method was shown to lead to uncorrelated output signals in [80]. In
order to achieve independent outputs, the following adaptation rule was proposed:
ckl(n) = ckl(n− 1) + af(Sˆk(n))g(Sˆl(n)); n = 1, . . . , N − 1, (2.14)
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where a is a positive adaptation gain, and f(·) and g(·) are two diﬀerent nonlinear
functions. Convergence based on Equation (2.14) implies statistical independence
of the outputs provided the probability densities of the sources are even functions.
One advantage of this adaptive approach is that the separation remains successful
in time-varying mixtures provided the adaptation rate is faster than the evolution
of the mixing system. One major disadvantage is that convergence and stability
are not guaranteed and can depend greatly on the initialization of the ﬁlter [61,80].
We note that the method of Jutten and Herault makes implicit use of higher-
order statistics in Equation (2.14), through the nonlinear functions f(·) and g(·),
though no theoretical basis for the choice of the most appropriate functions is
discussed. A more formal approach to designing ICA algorithms was proposed
by Comon in [49] based on contrast functions of the probability distribution of the
data. A summary which ties together several popular ICA algorithms through
the use of contrast functions can be found in [35, 36]. Following the notational
convention in [35], we shall denote a function, f , of a random vector, X, as f(X)
and a function of the distribution of X as f [X].
In the following it is assumed that the observations are noise-free, i.e. {X(n) =
AS(n)}N−1n=0 in Equation (2.1), and the data satisﬁes condition (C1). A contrast
function for BSS is denoted φ[·] and is deﬁned in such a way that φ[CS] ≥ φ[S]
with equality iﬀ C = DP , where D and P are the scale and permutation matri-
ces deﬁned in Section 2.1.1. Mixing of the sources increases the contrast function
and minimization of the contrast function leads to separation of the sources. An
algorithm for BSS is therefore deﬁned by ﬁnding an appropriate contrast function
and applying a minimization technique.
Maximum likelihood
BSS based on the maximum likelihood (ML) principle has been considered in
[3, 64, 96]. The contrast function corresponding to the ML solution was shown
in [34] to correspond to the Kullback-Leibler divergence between the distributions
of the separated and true source signals. It was also shown in [34] that the
ML contrast corresponds to the same contrast derived according to the infomax
principle in [15]. The Kullback-Leibler divergence between the distributions of









where fY and fS denote the probability density functions of Y and S respectively.
K[·, ·] is considered a measure of how diﬀerent two distributions are from one
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another. Deﬁning Y (n) = BX(n) to be the separated sources, the maximum
likelihood contrast function is shown in [34] to be asymptotically equivalent (as
N →∞) to:
φML[Y ] = K[Y ,S], (2.16)
where Y and S represent random vectors having the same distributions and Y (n)
and S(n) respectively, for all n = 0, . . . , N −1 (the sources are assumed IID with
respect to n).
Minimization of Equation (2.16) with respect to B has been proposed using
gradient based techniques [2,37]. The gradient of the Kullback-Leibler divergence
between Y and S is given by [35]:
∇φML[Y ] = ∇K[Y ,S] = E [H(Y )] , (2.17)
where H is the vector-to-matrix mapping:
H(y) = ϕ(y)yH − I (2.18)
and ϕ(y) = [ϕ1(y1), . . . , ϕd(yd)]
T is a vector of score-functions, deﬁned in terms






; k = 1, . . . , d. (2.19)
Given observations {x(n)}N−1n=0 of the random process X(n), an on-line imple-
mentation [3] of a relative gradient descent algorithm for minimization of Equa-
tion (2.16) is given in Table 2.2, and an oﬀ-line implementation [96] in Table 2.3,
based on the deﬁnition of H in Equation (2.18).
The same procedures given in Tables 2.2 and 2.3 may be implemented with a
whiteness constraint [37] by modifying the gradient function according to:
H(y) = yyH − I + ϕ(y)yH − yHϕ(y). (2.20)
It is discussed in [36] that the whitening constraint provides some practical advan-
tages, by allowing a two-stage implementation of the source separation process.
In the ﬁrst stage, a whitening transform is estimated (as outlined in Section 2.1.3),
which is applied to the data. The optimisation of the contrast function is then
with respect to an orthogonal matrix, which may be implemented eﬃciently by
the Jacobi technique [38].
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1. Initialize the separation matrix: B(0) = I.
2. Compute the initial estimate of the sources: y(0) = B(0)x(0).
3. For n = 1, 2, 3, . . . , N − 1:
• Update the separation matrix according to:
B(n) = (I − μ(n)H(y(n− 1)))B(n− 1) (2.21)
• Update the estimate of the sources:y(n) = B(n)x(n)
where {μ(n) ∈ R+}N−1n=1 is a scalar sequence of learning steps.
Table 2.2: On-line implementation of the maximum-likelihood BSS algorithm.
1. Initialize the output: y(n) = x(n), for n = 0, . . . , N − 1.
2. Estimate the average ﬁeld: H¯ = N−1
∑N−1
n=0 H(y(n)).
3. Update the output:
y(n) = (I − μH¯)y(n); n = 0, . . . , N − 1. (2.22)
If H¯ is small, stop, else repeat from 2.
Table 2.3: Oﬀ-line implementation of the maximum-likelihood BSS algorithm.
Mutual information
In the maximum likelihood approach to BSS, the distribution of the sources is
assumed known (or a good guess is available). If the distribution is unknown,
the Kullback-Leibler divergence should be minimized with respect to both the
separating matrix B and the source distribution fS. For a random vector S
of independent entries, the Kullback-Leibler divergence between the separation
output and the sources can be expressed as
K[Y ,S] = K[Y , Y˜ ] +K[Y˜ ,S], (2.23)
where Y˜ is a vector of independent entries, each having distribution given by
the marginal distribution of the corresponding element of Y . The divergence is
therefore minimized by setting S = Y˜ which leads to the contrast function:
φMI [Y ] = K[Y , Y˜ ] = min
fS
K[Y ,S], (2.24)
which is known as the mutual information contrast function.
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The use of mutual information to deﬁne a source separation contrast was ﬁrst
proposed by Comon in [49]. Unfortunately, the contrast Equation (2.24) is not
easily minimized using a gradient approach, as the gradient does not reduce to
the expectation of a simple function of Y , as is the case for maximum likelihood.
Proposed approaches based on mutual information include the use of kernel es-
timates for the marginal distributions of Y as in [95] or parametric estimates
of these distributions [86, 92]. Comon proposed the use of higher-order statistics
in [49] to approximate Equation (2.24), based on an Edgeworth expansion.
Use of higher-order statistics
A number of approximations to the ML solution of the BSS problem have been
proposed using higher-order statistics. An in-depth review and analysis of such
techniques, in terms of the accuracy and computational eﬃciency of certain im-
plementations, is given in [36]. The higher-order approximations are conveniently
expressed in terms of cumulants. Typically, the second and fourth order cumu-
lants are used, though in the following, only fourth-order cumulants shall be
required due to the orthogonality constraint. Given real variables X1, . . . , X4
and deﬁning X¯k  Xk − E [Xk] for k = 1, . . . , 4, the fourth-order cumulant is
deﬁned as:
Cum [X1, X2, X3, X4] = E
[
X¯1X¯2X¯3X¯4
]− E [X¯1X¯2]E [X¯3X¯4]
−E [X¯1X¯3]E [X¯2X¯4]− E [X¯1X¯4]E [X¯2X¯3] .
For a vector of complex random variables X = [X1, . . . , Xm]
T the cumulants of
elements of X shall be denoted Cklmn [X]  Cum [Xk, X∗l , Xm, X∗n].
In [49], Comon considers a fourth-order Edgeworth expansion of the pdf and
a random variable about its best Gaussian approximation. The approximation of
the mutual information contrast function for BSS under a whiteness constraint




|Cklmn [Y ] |2. (2.25)
An algorithm for minimization of Equation (2.25) for real signals is proposed by
Comon based on Givens rotations. It is noted in [38], however, that the Givens
angles can not be computed in closed form for the complex case.
In [38] a smaller subset of cross-cumulants was considered in forming the





|Cklmn [Y ] |2, (2.26)
which was motivated by the fact that Equation (2.26) can be used as a joint
diagonalization criterion, allowing a computationally eﬃcient implementation of
the minimization of φJADE[Y ]. Details of a Jacobi-like algorithm for the mini-
mization of Equation (2.26) are given in [38], which apply to the complex case.
2.1.5 Separation using second-order statistics
The BSS methods discussed in the previous section generally make the assump-
tion that the observed data is IID. In this respect, no time-domain structure is
present which could be exploited. However, if the signals of interest have some
coloration, i.e. there is some correlation between the signal at diﬀerent points in
time, then this information may also be exploited for source separation. Perhaps
the simplest method for separation using second-order statistics is the Algorithm
for Multiple Unknown Signals Extraction (AMUSE) [111].
The AMUSE algorithm involves computing a whitening transform (see Sec-
tion 2.1.3), which is applied to the observed data to achieve an orthogonal trans-
formation of the sources. The unknown orthogonal transformation is then deter-
mined by an eigen-decomposition of the whitened data covariance matrix, which
is in turn used to estimate the mixing matrix or the source signals. This algo-
rithm is summarised in Table 2.4. The main problem with this approach, is the
selection of an appropriate time-lag at which to compute the covariance matrix.
If the time-lag is not chosen correctly, the covariance matrix will not have distinct
eigen-values and the separation procedure will fail.
One possible extension to the AMUSE algorithm, is to jointly diagonalize a
number of covariance matrices to determine the unitary factor V in Table 2.4,
which can increase robustness to the problem of degenerate eigen-values and
improve statistical performance. It was proposed in [84] to perform the joint
diagonalization of the covariance matrix at lag κ = 0 and at another value of
κ > 0. We note that in this work, the noise-free version of Equation (2.1) was






1The acronym JADE stands for joint approximate diagonalization of eigen-matrices
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1. Estimate the whitening transform, W , according to the procedure in
Table 2.1. Obtain the whitened data samples
z(n) = Wˆx(n); n = 0, . . . , N − 1.
2. Select a lag, κ > 0, and calculate the matrix:




such that (Rˆzz(κ) + Rˆ
H
zz(κ))/2 has distinct eigen-values.
3. Calculate the matrix, V , of eigen-vectors of (Rˆzz(κ) + Rˆ
H
zz(κ))/2.
4. Estimate the mixing matrix, A, according to: Aˆ = Wˆ †V .
5. Estimate the signal waveforms, s(n), according to: sˆ(n) = V Hz(n), for
n = 0, . . . , N − 1.
Table 2.4: Summary of the AMUSE algorithm for blind source separation.
where Λ0 and Λκ are unknown diagonal matrices. The combination of Equations












which can be solved using standard numerical linear algebra methods.
Further extending the AMUSE algorithm, is the proposed BSS technique of
Belouchrani et al in [17]. In this approach, a number of covariance matrices are
jointly diagonalized to determine the separating matrix. This is achieved via
minimization of a joint diagonality (JD) criterion. The JD criterion given in [17]
is expressed in terms of the matrix “oﬀ” operator, deﬁned for a matrix M ∈ Cp×p
as:




Given a set M = {M1, . . . ,MK} of square matrices of dimension p, the JD









A unitary matrix which minimizes Equation (2.31) over the set of all unitary
matrices is said to be a joint diagonalizer of M. The uniqueness of joint diag-
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onalization is discussed in [17]. The BSS algorithm based on Equation (2.31) is
termed second order blind identiﬁcation (SOBI) and is summarised in Table 2.5.
1. Estimate the whitening transform, W , according to the procedure in
Table 2.1. Obtain the whitened data samples
z(n) = Wˆx(n); n = 0, . . . , N − 1.
2. Select a set of K lags, {κ1, . . . , κK} and calculate the set of sample
covariance matrices:
M  {Rˆzz(κk); k = 1, . . . , K}.





4. Estimate the mixing matrix, A, according to: Aˆ = Wˆ †V .
5. Estimate the signal waveforms, s(n), according to: sˆ(n) = V Hz(n), for
n = 0, . . . , N − 1.
Table 2.5: Summary of the SOBI algorithm for blind source separation.
We note that the SOBI algorithm makes use of the whitening transformation
discussed in Section 2.1.3, therefore the matrix determined by the minimization
of Equation (2.31) is orthogonal. This has the advantage that computationally
eﬃcient methods based on Jacobi rotations may be used in the minimization of the
JD criterion [17]. However, as mentioned in Section 2.1.3, the BSS performance
is limited through the use of a whitening transform. An approach based on non-
orthogonal joint diagonalization has later been suggested by Yeredor [121] which
minimizes a least-squares JD criterion without the orthogonal constraint, and
oﬀers improved BSS performance. Non-orthogonal JD shall be discussed further
in the following chapter, in the context of BSS of nonstationary signals.
2.2 Direction-of-arrival estimation
The topic of DOA estimation has received considerable attention in the literature
over the last three decades. A concise and approachable summary of the ﬁrst
two decades of research in this ﬁeld may be found in [81], while a more recent
24 2.2. Direction-of-arrival estimation
and comprehensive treatment of the subject is complied in [112]. In this section,
a brief overview of some of the most important and fundamental approaches
to DOA estimation is provided, which will serve as appropriate background for
material covered in the following chapters.
2.2.1 Problem
The signal model deﬁned in Section 1.1.1 is repeated here for convenience:
X(t) = A(θ)S(t) + V (t), t ∈ R, (2.32)
where θ = [θ1, . . . , θd]
T is the vector of source locations.
The goal of DOA estimation, is to estimate the vector θ, given observations
{x(n)}Nn=1 of the appropriately sampled random process X(t).
2.2.2 Classical Beamforming
An early approach to direction-ﬁnding with sensor arrays, involved “looking” or
“steering” the array toward all possible directions of interest successively, and
calculating the received power in each direction. Signal directions are then said
to be those at which a high received power is obtained. This approach has also
been termed spectral-based [81], as one eﬀectively searches through a spectrum-
like function (of power), taking the locations of the highest peaks to be estimates
of the direction.
The classical Beamformer is obtained by steering the array using a linear
combination of the sensor outputs: Y (t) = wHX(t), where w is denoted the
weighting vector. Assuming that a ﬁnite amount of energy is available for beam-











If a single source is present at spatial location θ1, then according to the model in




[|S(t)|2] |wHa(θ1)|2 + σ2v) , (2.34)
where k = 1 is arbitrarily chosen without loss of generality. The solution to
Equation (2.34) yields the Beamformer weighting vector: wBF  a(θ1)/‖a(θ1)‖.
This means that the output power is maximized when the array is steered to the
true source location.
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Given measurements {x(n)}Nn=1 from the array sensors, the output power may
be estimated as a function of the weighting vector w:










w = wHRˆxxw (2.35)
As the true source location θ1 is unknown, one can substitute the Beamformer
weighting vector into Equation (2.35) as a function of the spatial parameter θ,




Since the output power is maximized for θ = θ1, an estimate of the source location




In cases where more than one source is present, it is common practice to take the
locations of the largest separated peaks of Equation (2.36) as estimates of the
sources’ locations.
It is interesting to note that, while the Beamformer has been derived in a
somewhat ad hoc manner, the estimator corresponding to Equation (2.37) is ac-
tually optimal in the sense of achieving statistical eﬃciency, when only one source
is present. However, the main limitation of the Beamformer is its ability to re-
solve multiple closely-spaced sources. The spatial resolution of the Beamformer
is determined solely by the array geometry, hence, collecting a larger number of
observations does not help in resolving closely-spaced sources. Other approaches
which better exploit the model of Equation (2.32) and can obtain better estima-
tion accuracy are discussed in the following sections.
2.2.3 The MUSIC estimator
One of the most well-known approaches for DOA estimation is the MUlitiple
SIgnal Classiﬁcation (MUSIC) algorithm [99]. The MUSIC algorithm exploits the
spectral expansion of the array covariance matrix according to: RXX = UΛU
H,
where U is an othonormal matrix of Eigen-vectors and Λ is a diagonal matrix
of Eigen-values of RXX. Given the model Equation (2.32) and assuming that
RSS has full rank and V (t) is white noise according to Assumption 1, one may
separate the spectral decomposition of the array covariance matrix into signal
2Also referred to as the spatial spectrum.





where Λs corresponds to the Eigen-values of A(θ)RSSA
H(θ) and Us spans the
same column space as A(θ). The entries of Λn are called noise Eigen-values and
are equal to the noise power σ2V , while the columns of Un span the null-space of
A(θ) and are called noise Eigen-vectors.
The MUSIC estimator exploits the orthogonality between the signal and noise
subspaces, which implies that:
UHn a(θ) = 0 for θ ∈ {θ1, . . . , θd}. (2.39)





which will, theoretically, become inﬁnitely large for θ ∈ {θ1, . . . , θd} as Uˆn → Un.
The estimate of θ is therefore formed from the locations of the d largest peaks of
PM(θ). In practice Un is estimated from the Eigen-vectors corresponding to the
m− d smallest Eigen-values of Rˆxx.
An example of the MUSIC and the Beamformer spectrum is shown in Fig-
ure 2.2, for two incident plane waves on a uniform linear array of sensors. It can
be seen that, for closely spaced signals, the MUSIC spectrum is able to resolve
the two directions while the Beamformer fails. The dramatic resolution improve-
ment over the Beamformer has lead to the wide popularity of MUSIC. In fact,
assuming that the sensor data is accurately modelled, MUSIC can provide sta-
tistically consistent estimates for suﬃciently large SNR and sample size [105]. It
was also shown in [105] that for uncorrelated source signals, MUSIC corresponds
to a large sample realization the ‘deterministic’ maximum likelihood estimator
(which is discussed in the following section).
Although the MUSIC estimator has many attractive properties, it still demon-
strates relatively poor spatial resolution for small sample sizes and at low SNR.
The inability to resolve closely spaced sources is especially accentuated if the sig-
nals are highly correlated. In applications where coherent signals are present, the
principle of the MUSIC algorithm given in Equation (2.39) no longer holds and
the the MUSIC algorithm can not be applied. Given these limitations, there exist
a large number of extensions and generalizations of MUSIC (see e.g. [9,30,57,58]),
which aim to provide improved performance as well as more computationally ef-
ﬁcient implementations.
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Figure 2.2: An example of the MUSIC and Beamformer spectra for the case of
two plane waves incident on a uniform linear array of sensors. The true DOAs
are indicated by dotted lines.
2.2.4 Maximum likelihood
Given an appropriate statistical model for the observations, the maximum likeli-
hood (ML) approach may be applied to derive an estimator for the source direc-
tions [108]. The ML estimator for direction-ﬁnding provides improved accuracy
w.r.t. the previously discussed methods, and can be applied in the cases of highly
correlated and coherent signals. A detailed discussion of the ML principle can
be found in most textbooks on estimation theory (see e.g. [83]), and will not be
presented here. It is noted, however, that under certain regularity conditions,
every consistent ML estimator is asymptotically eﬃcient. Moreover, if the statis-
tical model for the observations belongs to the exponential family (including the
Gaussian distribution), all regularity conditions are fulﬁlled and every consistent
ML estimator is asymptotically eﬃcient.
The probability density function (pdf) of the random variables {X(n)}Nn=1 is
denoted f(α1, . . . ,αN ;θ), where θ is a vector of all unknown parameters (includ-
ing the source locations θ). The ML estimator for θ is given by:
θˆ = argmax
θ
f(X(1), . . . ,X(N);θ) (2.41)
A particular estimate of θ is obtained from a given set of observations by re-
placing {X(n)}Nn=1 with {x(n)}Nn=1 in Equation (2.41). The function to be max-
imized, l(θ) = f(x(1), . . . ,x(N);θ) is termed the likelihood function. It is also
common practice to consider the negative log likelihood function (NLL), given by
L(θ)  − log l(θ). As the logarithmic function is strictly monotonic, the mini-
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mum of − log l(θ) and the maximum of l(θ) coincide, while the functional form
of the log likelihood function is often much simpler (especially when dealing with
exponential distributions) than that of the likelihood function.
Depending on which statistical model is assumed in Equation (2.32), the NLL
can be derived and possibly “concentrated” with respect to the source locations




Two diﬀerent statistical assumptions are common in the literature and shall be
reviewed here.
Deterministic maximum likelihood
The ‘deterministic’ maximum likelihood (DML) estimator is based on the follow-
ing assumption:
Assumption 3 (Deterministic sources) The source signals have unknown de-
terministic waveforms, s(t), while the noise is a white Gaussian process, V (t),
satisfying Assumption 1.
This assumption is intuitive in problems where the emitter signals arise from
a speciﬁc (but possibly unknown) generating process, as opposed to the noise
waveform which is assumed to arise from the combination of many independent
sources. Based on Assumption 3 the NLL function (ignoring constants) is given
by [31,98]:






where ‖ · ‖ denotes the Euclidean norm. Concentration of the NLL with respect












is the sample covariance matrix. The DML estimate of the source locations is
obtained via minimization of Equation (2.44) with respect to θ.
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Stochastic maximum likelihood
After DML, the other popular ML formulation of the direction-ﬁnding problem
is known as ‘stochastic’ maximum likelihood (SML) and is based on the following
assumption:
Assumption 4 (Stochastic sources) The source signals are modelled by a Gaus-










and the noise is a white Gaussian process, V (t), satisfying Assumption 1 and
uncorrelated with S(t).
Modeling the source waveforms as stochastic processes may be appropriate, for
example, where measurements are obtained by applying narrowband bandpass
ﬁlters to wideband signals. The assumption that the sources are Gaussian leads
to a tractable ML solution, though it should be noted that this approach is also
applicable to non-Gaussian signals. In fact, the asymptotic estimation accuracy
has been shown to depend only on the second-order statistics of the signal wave-
forms [90,106].
The normalized NLL (ignoring constants) obtained using Assumption 4 is
given by:





It is also possible to concentrate Equation (2.45) with respect to the source lo-
cation parameters, as for the DML case. A compact form for the concentrated
NLL is:
LSML(θ) = log |A(θ)RˆssAH(θ) + σˆ2V I|, (2.46)







†(θ)(Rˆxx − σˆ2V I)A†H(θ). (2.48)
The SML estimate of the source locations is obtained via minimization of Equa-
tion (2.46) with respect to θ.
Implementation
The practical implementation of DOA estimates based on Equation (2.44) or
Equation (2.46) can be a computationally demanding task. In general, the opti-
mization problem of minimizing the NLL function requires a multi-dimensional
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search over a nonlinear and non-convex function. A typical approach is to obtain
initial estimates of the DOAs using a less complex estimator, for example MUSIC.
Given suﬃciently accurate initial estimates, Gauss-Newton type algorithms may
then be used to perform the minimization of the NLL function [32, 91, 104, 115].
However, if the initial estimates are poor, the search may not converge to the
global minimum. Subspace approximations to the ML solution have also been
proposed [108,109,114,115], which yield the same statistical accuracy at reduced
computational cost. For the speciﬁc case of uniform linear arrays (ULAs), the spe-
cial structure of the matrix A allows for re-parametrization of the DML criterion
in terms of the co-eﬃcients of a polynomial having roots on the unit circle. This
insight has lead to both iterative [29] and essentially closed-form solutions [109]
for the DML estimator for ULAs.
2.3 Summary
In this chapter, a review of “conventional” narrowband array processing tech-
niques has been provided. Two important signal processing problems have been
considered: blind source separation; in which the structure of the mixing system is
unknown, and DOA estimation; in which the mixing system can be parametrized
in terms of the spatial locations of the sources.
In solving the BSS problem, the use of HOS may be seen as an approximation
to the ML solution, when the sources are modelled as statistically independent
IID random processes. Such approaches are appropriate for non-Gaussian sources.
The use of SOS also provides an eﬀective means for separating colored sources
with diﬀerent normalized spectra. A robust approach to implementing a num-
ber of BSS algorithms is based on the joint-diagonalization of a set of matrices
composed with the HOS or SOS of the data. Using an orthogonal constraint for
the JD provides more computationally attractive implementations at the cost of
reduced BSS performance, in comparison with a non-orthogonal JD implementa-
tion.
DOA estimation methods allow one to infer the spatial location of the sources
from the sensor array data, provided the array response can be appropriately
parametrized. Estimation of the sources’ locations can most easily be achieved
by a linear combination of the sensor outputs, known as “beamforming”. Beam-
forming does not, however, provide good resolution of closely-spaced sources.
The subspace-based MUSIC algorithm is more complex than beamforming but
can provide better resolution and consistent estimation. Accuracy is generally
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poor for highly correlated sources. ML estimators can provided consistent, eﬃ-
cient estimation at a large computational cost. The ML approach allows location





The array processing methods discussed in Chapter 2 were not conceived with the
application to nonstationary signals in mind. These“conventional” approaches
exploit the spatial information or certain (stationary) signal structure for solving
particular problems. As discussed in Chapter 1, there are many applications
where sensor arrays are employed which deal with nonstationary signals. One
well known and well developed approach to the analysis of nonstationarity is
that of joint time-frequency analysis (TFA). In this chapter, a brief review of
the important aspects of TFA is presented in Section 3.1. In Section 3.2 we
discuss how TFA may be used to allow conventional array processing methods to
exploit nonstationarity when it is present in the signals of interest. The chapter
is summarized in Section 3.3 and the important problems to be addressed in the
following chapters are outlined.
3.1 Time-frequency analysis
In the following, a review of basic time and frequency descriptions of signals is
ﬁrst provided, which paves the way for the use of joint time-frequency distri-
butions, presented in Section 3.1.3. We will restrict our attention to the case
of deterministic signals for the most part, while mentioning how the theory is
extended to stochastic processes in Section 3.1.4.
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3.1.1 Time and frequency descriptions of signals
A “signal” of interest usually arises from observing some physical phenomenon
over time, e.g., an electromagnetic ﬁeld, pressure, voltage, or sound waveform,













We note that Equation (3.1) provides an alternate description of the time-domain
signal s(t), in terms of frequency Ω. This description provides insights into the
periodicities present in the signal which may not necessarily be obvious from its
time-domain waveform.
In electrical engineering, one often wishes to know how much energy is re-
quired to produce (or is contained within) a given signal. In the case of elec-
tromagnetic theory, Poynting’s theorem states that the electric (resp. magnetic)
energy density is the absolute square of the electric (resp. magnetic) ﬁeld. In
general, whether ones talks about electromagnetic, voltage, sound or other signal
waveforms, the signal energy is given by |s(t)|2 and |s(t)|2Δt is the amount of
energy required to produce the signal in a small time interval of Δt, at time t.
We shall denote the signal energy density herein as
Dss(t) = |s(t)|2 (3.3)





We note that the total energy contained within a signal is equivalently expressed








A signal for which Es < ∞, i.e. has ﬁnite total energy, is referred to as an energy
signal.
While both the time and frequency descriptions of a signal provide an eﬀective
basis for signal analysis, they lack the ability to capture the dependency between
time and frequency of a signal’s energy distribution. For example, a large value
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of Dss(Ω) at a given frequency Ω = Ω0, tells us that there is signiﬁcant signal
energy at frequency Ω0, but it does not indicate how this energy is distributed with
respect to time. It may be spread out over the whole signal interval, contained in
the ﬁrst ten percent of the signal’s duration, or be present intermittently. Clearly
a joint time-frequency representation of the signal energy is needed in order to
better analyze such signals.
3.1.2 Instantaneous frequency and the analytic signal
The concept of a signal having an instantaneous frequency (IF) is an intuitive idea
which stems from observing many signals in nature, e.g. the changing color of the
sky during a sunset, or the varying pitch from a musical instrument being played.
The IF of a signal is therefore the frequency which is present at a particular
instant in time. The most appropriate way to mathematically deﬁne the IF is
not, however, obvious. A common approach in the literature, discussed in detail
by Cohen in [48], is to deﬁne the IF as the derivative of the phase of the analytic
signal.
The analytic signal is formed by considering only positive frequencies, i.e. the
components S(Ω) for Ω > 0. One forms the analytic signal, z(t), corresponding
to a signal s(t), by using the Hilbert transform, denoted here by H [·], according
to:
z(t) = s(t) + jH [s(t)] , (3.6)
where







The complex signal z(t) may then be expressed in the polar form
z(t) = A(t)ejψ(t) (3.8)
where A(t) is termed the amplitude and ψ(t) the phase. It was shown in [48] that
the analytic procedure of Equation (3.6) eﬀectively encodes the low frequency
content of the signal into A(t) and the high frequency content into ejψ(t).
Given the signal as expressed in Equation (3.8), the IF, ω˜(t), is then deﬁned





The signal IF can be thought of as the conditional average of frequencies existing
at a particular time. A related concept is the instantaneous bandwidth (IB),









The IB is a measure of the spread of frequencies at a particular time and can be
thought of as the conditional standard deviation of frequencies about the IF. A
more in depth discussion on the motivation for the deﬁnitions in Equations (3.9)
and (3.10) can be found in [48].
3.1.3 Joint time-frequency descriptions of signals
As mentioned Section 3.1.1, the notion of a joint time-frequency description of
signals is of great interest. The question of how to deﬁne the joint TF distribution
of a signal has been the subject of signal processing research for many years. One







φ(θ, τ)z(t′ + τ/2)z∗(t′ − τ/2)e−jθt−jΩτ+jθt′dt′dτdθ, (3.11)
where φ(θ, τ) is termed the kernel function [46]. The kernel functions for a number
of TFDs are listed in Table 3.1. It is interesting that certain desirable properties
of a TFD may be expressed in terms of conditions on the kernel function. Some
of these properties are listed in Table 3.2. It is also interesting that certain
properties listed in Table 3.2 may not be satisﬁed by some kernels which have
nevertheless proved useful in signal analysis problems [14,77].










h(u + τ/2)h∗(u− τ/2)e−jθudu
Zhao-Atlas-Marks g(τ)|τ | sin(aθτ)
aθτ
B-Distribution |τ |α 22α−1
Γ(2α)
Γ(α + jπθ)Γ(α + jπθ)
Table 3.1: Kernel functions of some well-known TFDs. The functions g(·) and
h(·) denote windowing functions.
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An alternative form for Equation (3.11) which will be used in the following,








One may then express the TFD given in Equation (3.11) in terms of the kernel






ϕ(t− t′, τ)z(t′ + τ/2)z∗(t′ − τ/2)e−jΩτdt′dτ. (3.13)
It is also of interest to deﬁne a cross-TFD between two signals, which shall be







ϕ(t− t′, τ)w(t′ + τ/2)z∗(t′ − τ/2)e−jΩτdt′dτ. (3.14)
We note that the TFD of a sum of a number of signals may be expressed in terms
of the TFDs and cross-TFDs of the individual signals.
Multicomponent signals
In simple terms, “multicomponent” signals are those which exhibit multiple peaks
or ridges in the time-frequency plane. A monocomponent signal is therefore one
which exhibits only a single ridge in the TF plane. A more formal description
of multicomponent signals is given by Cohen [48] in terms of the instantaneous
frequency and instantaneous bandwidth of a signal. Consider the signal:
x(t) = w(t) + z(t) = Awe
jψw(t) + Aze
jψz(t). (3.15)
If the instantaneous bandwidths of s(t) and z(t) are small with respect to the
diﬀerence between their instantaneous frequencies, then two “ridges” will result
in the TF plane. A condition for x(t) to be multicomponent can therefore be
given as ∣∣∣ ddtAw(t)Aw(t)
∣∣∣ << ∣∣ ddtψs(t)− ddtψz(t)∣∣
and
∣∣∣ ddtAz(t)Az(t)
∣∣∣ << ∣∣ ddtψs(t)− ddtψz(t)∣∣ , ∀t. (3.16)
Now let us consider the TFD of the signal x(t) from Equation (3.15):
Dxx(t,Ω) = Dww(t,Ω) + Dwz(t,Ω) + Dzw(t,Ω) + Dzz(t,Ω). (3.17)
The components Dww(t,Ω) and Dzz(t,Ω) are called auto-terms, wile the compo-
nents Dwz(t,Ω) and Dzw(t,Ω) are called cross-terms of the distribution of x(t).
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The cross-terms arise due to the bilinear nature of the TFD and can result in arti-
ﬁcial peaks at TF locations where there is no signal energy. Often, the role of the
kernel function is to reduce the eﬀect of cross-terms. In particular, the reduced
interference distributions (RID) were designed to reduce the artifacts in the TF
representation while retaining good resolution of the signal auto-terms [79] for
multicomponent signals.
To illuminate the discussion on multicomponent signals and TFA, a short
example is given. Consider again the two-component signal x(t) deﬁned in Equa-
tion (3.15), where the phases of components w(t) and z(t) are given respectively
by
ψw(t) = 2π(0.3.t + 9.375× 10−04.t2 − 1.831× 10−06.t3)
and ψz(t) = 2π(0.02.t− 1.172× 10−04.t2 + 1.221× 10−06.t3).
The TFDs of x(t) = w(t)+z(t) computed using various kernel functions are shown
in Figure 3.1. What can be seen from this ﬁgure is that the pseudo Wigner-Ville
distribution (PWVD) contains two ‘ridges’ along the signal IFs, corresponding to
the auto-terms of the signal components (Dww and Dzz), as well as large peaks
between these two ridges which correspond to the cross-terms (Dwz and Dzw).
When comparing the PWVD to the other TFDs shown in Figure 3.1 one can
see that the cross-term artifacts have been suppressed to varying degrees, at the
expense of reduced auto-term resolution (broader ridges along the signal IFs).
3.1.4 Analysis of stochastic processes
The joint TF analysis of a complex stochastic process X(t) may be performed






ϕ(t− t′, τ)E [X(t′ + τ/2)X∗(t′ − τ/2)] e−jΩτdt′dτ, (3.18)
where it is assumed that the kernel function ϕ(t, τ) is independent of the sig-
nal. Equation (3.18) describes the average energy of a random signal at a given
frequency and a given point in time. A cross-TFD between stochastic processes






ϕ(t− t′, τ)E [X(t′ + τ/2)Z∗(t′ − τ/2)] e−jΩτdt′dτ, (3.19)
We note that the cross-TFD between two zero-mean, uncorrelated random pro-
cesses will always be zero.












































































Figure 3.1: The TFDs of a multicomponent signals computed using various kernel
functions.
3.2 Spatial time-frequency distributions
The analysis of single-sensor data using TFA was outlined in the previous section.
The extension of this analysis to multi-variate data as in the case of sensor-array
applications was proposed by Belouchrani et al in [19]. By forming a matrix of
the auto- and cross-TFDs of the sensor signals, one can compute the so-called
spatial TFD (STFD). Using matrix notation, the STFD of a vector signal x(t) =
[x1(t), . . . , xm(t)]






Φ(t− t′, τ) [x(t′ + τ/2)xH(t′ − τ/2)] e−jΩτdt′dτ, (3.20)
where the ijth element of the matrix Φ(t, τ) is the TF kernel function used to
compute the cross-sensor TFD between sensor i and sensor j and  denotes the
Hadamard (element-wise) matrix product. To the author’s knowledge, there has
been no work to date looking at using diﬀerent TF kernels to compute each cross-
sensor TFD. In the following, a single TF kernel function, ϕ(t, τ) from Cohen’s






ϕ(t− t′, τ)x(t′ + τ/2)xH(t′ − τ/2)e−jΩτdt′dτ. (3.21)
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If the data is modelled as a vector random process, X(t), then the STFD matrix






ϕ(t− t′, τ)E [X(t′ + τ/2)XH(t′ − τ/2)] e−jΩτdt′dτ. (3.22)
With respect to the linear model deﬁned in Equation (1.8) for array processing,
the STFD matrix may be expressed as
DXX(t,Ω) = ADss(t,Ω)A
H + σ2I (3.23)
where Dss(t,Ω) is the STFD of the source signals (assumed to be deterministic)
and σ2 = σ2V (2π)
−1 ∫
R
ϕ(u, 0)du is a constant determined by the noise power and
the TF kernel function used. Comparing Equation (3.23) to the array covariance
matrix (see Equation (2.13)), the STFD matrix retains the same ‘structure’. In
Equation (3.23), the auto-source TFDs (diagonal entries of Dss(t,Ω)) and the
cross-source TFDs (oﬀ-diagonal entries of Dss(t,Ω)) play an analogous role to
the signal auto- and cross-correlations, respectively. This important observation
allows one to apply many of the conventional second-order based array processing
methods to nonstationary signals by replacing the covariance matrix with the
STFD matrix [7, 20,22,123].
It should be noted that calculation of the STFD matrix is usually done in








X(n + m + l)XH(n + m− l)] ej2ωl. (3.24)
A possible estimator of Equation (3.24) given the ﬁnite-length random sample










ϕ(m, l)X(n + m + l)XH(n + m− l)ej2ωl, (3.25)
for n = 0, . . . , N − 1, where M and L above are odd ‘window’ lengths whose
maximum value is limited due to the ﬁnite observation interval. A particular
estimate of DXX(n, ω) is obtained by substituting the observations {x(n)} for
{X(n)} into Equation (3.25) and is therefore denoted by Dˆxx(n, ω).
3.2.1 Structure of the source STFD
The relationship given in Equation (3.23) holds for every point, (t,Ω), on the
TF plane. However, the underlying structure of the matrix Dss plays a great
1A practical guide to the implementation of discrete-time TFDs can be found in [25].
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role in the applicability of the STFD matrix to array processing problems. In
particular, certain points on the TF plane lead to a strongly diagonal or oﬀ-
diagonal structure in Dss which may be exploited for direction-ﬁnding or blind
source separation, as will be discussed in the following sections.
To illustrate how a particular structure in Dss arises, we take the example of
two FM signals impinging on a sensor array from diﬀerent directions. The signals
are given by:
s1(t) = exp{jψ(t)} (3.26)
s2(t) = exp{j(ψ(t) + ω0t)}, (3.27)
for t ∈ R. Assume that the sensor array output is sampled at 1/Ts samples per
second yielding samples {x(0), . . . , x(N − 1)}. The STFD matrix is computed





x(n + l)xH(n− l)ej2ωl, (3.28)
where n refers to the time index corresponding to time nTs and ω is the normal-
ized frequency in radians per second, i.e. ω = ΩTs. The source STFD matrix,
Dss(n, ω), is obtained by substituting s(n) for x(n) in Equation (3.28). We as-
sume that the signal IF, ω˜(n), is approximately linear within each time interval
of length LTs and that L << N . For n ∈ {(L− 1)/2, . . . , N − (L− 1)/2− 1}, we





sin[(ω˜(n) + ω0/2− ω)L]
sin(ω˜(n) + ω0/2− ω) e
−jω0n (3.30)




Ds2s2(n, ω) = Ds1s1(n, ω − ω0), (3.32)
where the above expressions become exact if ψ(t) is a quadratic function of time
(i.e. the signals are linear FM). The TFD at the reference sensor is plotted in
Figure 3.2, where a mixture of all source auto- and cross-distributions is observed.
From Figure 3.2 one can clearly see the constant peaks due of the auto-source
and oscillatory peaks of the cross-source distributions.
Let us now examine the particular regions of interest on the TF plane, namely
the locations of auto- and cross-source peaks. From expressions (3.29) and (3.32)















































Figure 3.2: PWVD of a mixture of two FM signals as observed at a sensor array.
we see that the auto-source peaks of sources one and two occur at TF locations
(n, ω˜(n)) and (n, ω˜(n) + ω0) respectively, and are of constant amplitude L. On
the other hand, the cross-source peaks are oscillatory but exhibit the largest
magnitude along the TF trajectory (n, ω˜(n) + ω0/2). In these cases, the source




















where ij denotes a small value with magnitude much less than L. What is clear
from (3.33)-(3.35) is that the matrix Dss exhibits diagonal and oﬀ-diagonal struc-
ture at auto- and cross-source peaks respectively2. It is this particular structure
which gives rise to powerful array processing methods for solving BSS and DOA
estimation problems. The application of STFD matrices to these problems is
2In the example given here, we have considered a simple case with parallel TF signatures
which do not directly overlap. If the TF signatures do cross, then the cross-source peaks occur
at the same TF locations as the auto-source peaks, and there is no guarantee of a particular
(oﬀ-)diagonal structure in Dss at these points.
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reviewed in the following sections.
3.2.2 Blind source separation using STFD matrices
A number of BSS algorithms have been proposed, which make use of the STFD
matrices discussed in the previous section. [18, 54, 66]. The various schemes all
exploit the underlying diagonal or oﬀ-diagonal structure of STFD matrices at
certain locations on the TF plane. BSS is achieved by ﬁrst constructing a set of
STFD matrices, followed by joint diagonalization (JD), joint oﬀ-diagonalization
(JOD) or combined JD/OD, to estimate the mixing system. The optimization of
JD/OD criteria has been proposed using both orthogonal [18] and non-orthogonal
[54,121] constraints.
In the following, a brief review of diﬀerent STFD-based approaches to BSS
are given. For notational convenience, we shall denote a point, (t,Ω), on the
TF plane by the symbol ζ. Further, it is assumed that there are two known sets
of TF points, SD and SO, at which the matrix Dss(ζ) has a strong diagonal or
oﬀ-diagonal structure respectively. Based on Equation (3.23), one can deﬁne a
“noise compensated” STFD matrix as:
DXX(ζ) DXX(ζ)− σ2I = ADss(ζ)AH. (3.36)
For ζ ∈ SD or ζ ∈ SO, the matrix A−1 is a diagonalization or oﬀ-diagonalizer
of DXX(ζ), respectively. As deﬁned in Section 2.1.1, the goal of BSS is to ﬁnd
an unmixing matrix, B, which is similar to A−1 (up to scaling and permutation
indeterminacy).
Orthogonal JD/OD
Orthogonal JD of STFD matrices was ﬁrst proposed in [20], and later extended
to orthogonal JD/OD in [18]. This approach requires the mixing matrix to be
orthogonal, which in general is not the case. A whitening step is therefore ﬁrst
applied to the data, to fulﬁll the orthogonality constraint. A matrix W is found,
such that WA = U where U is orthogonal. One then forms two sets of matrices:
M = {Mk = WDXX(ζk)W H; ζk ∈ SD}Mk=1
N = {Nk = WDXX(ζk)W H; ζk ∈ SO}Nk=1
(3.37)
The matrices in M and N are jointly diagonalized and oﬀ- diagonalized by the
same, unknown orthogonal mixing matrix U . To perform orthogonal JD/OD the
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following criterion was proposed in [18], which can be optimized using an eﬃcient
iterative Jacobi-like technique:











where V = [v1, . . . ,vn] is an orthogonal matrix. BSS based on C1 is summarized
in Table 3.3
1. Obtain an estimate, Wˆ , of the whitening transforma.
2. Form the sets of STFD matrices M and N .




4. Estimate the separating matrix: Bˆ = UˆHWˆ
aEstimation of W from the observations is discussed in [20] and reviewed
in Section 2.1.3 of this dissertation.
Table 3.3: Orthogonal JD/OD algorithm for BSS using STFD matrices.
Non-Orthogonal JD/OD
As noted in [33], the whitening transform used in orthogonal methods limits the
achieveable BSS performance. It is therefore of interest to use non-orthogonal
approaches. In this case, two sets of matrices are formed from the unwhitened
STFDs:
M = {Mk = DXX(ζk); ζk ∈ SD}Mk=1
N = {Nk = DXX(ζk); ζk ∈ SO}Nk=1
(3.38)
which are jointly diagonalized and oﬀ-diagonalized respectively by the same, un-
known mixing matrix A. Two non-orthogonal JD/OD methods have been pro-
posed in the literature.
The ﬁrst approach is from [121], which implements JD only, and therefore





where {γk}Mk=1 are positive weights and L = {Λk}Mk=1 are diagonal matrices.
The matrix C corresponds to an estimate of the mixing matrix A. Iterative
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optimization of Equation (3.39) was proposed in two steps: In the ﬁrst step C2
is minimized w.r.t. to the l-th column of C, in the second step C2 is minimized
w.r.t. L. It should be noted that this approach only holds when there are the
same number of sensors as sources (m = n). A BSS algorithm based on C2 was
proposed in [66] and is summarized in Table 3.4.
1. Form the set of STFD matrices M.




3. Estimate the separating matrix: Bˆ = Aˆ−1
Table 3.4: Non-orthogonal JD algorithm for BSS using STFD matrices.
A second approach to non-orthogonal JD/OD was proposed in [54] via mini-






















with 0 ≤ α ≤ 1 and B = [b1, . . . , bm]T . Minimization of Equation (3.40) was
proposed in an iterative row-wise scheme. The BSS algorithm based on C3 is
summarized in Table 3.5.
1. Form the sets of matrices M and N .




Table 3.5: Non-orthogonal JD/OD algorithm for BSS using STFD matrices.
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Orthogonal vs. non-orthogonal schemes
While the orthogonal JD/OD schemes provide a potential performance improve-
ment over the non-orthogonal schemes, this point alone does not give the overall
picture of which scheme would be ‘best’ in a given application. In Appendix 3.A,
a more detailed comparison of the orthogonal and non-orthogonal schemes is con-
ducted in terms of BSS performance, computational complexity and robustness
to the correct choice of TF points.
In general it was found that, for high SNR, the non-orthogonal algorithms
could achieve superior performance to the orthogonal approach, at the cost of
higher computational complexity. The non-orthogonal JD-only algorithm sum-
marized in Table 3.4 was the most computationally expensive of the schemes,
though it proved slightly more robust than the other non-orthogonal scheme, to
erroneous TF point selection. The orthogonal JD/OD algorithm was found to
give superior performance at low to mid SNR, at the lowest computational com-
plexity, while being the most robust method overall to the inclusion of falsely
chosen TF points. Given the above considerations, the orthogonal JD/OD ap-
proach is very attractive, especially for noisy environments, and shall be re-visited
in the following chapter.
Choice of the TF kernel
The STFD matrices required for BSS, as deﬁned in Equations (3.37) and (3.38)
may be calculated according to Equation (3.21), using an arbitrary TF kernel
function. There are, however, certain disadvantages in using the TF smoothing
kernels discussed in Section 3.1.3, with respect to the BSS problem. The use of
the smoothing kernels generally reduces the resolution of the auto-terms, while
suppressing the cross-terms peaks. This eﬀect is not desirable for either JD or
JOD as it degrades the desired matrix structure which is exploited for BSS. Some
general comments on the use of TF smoothing kernels for BSS have also been
made in [122]. The main points raised are as follows:
1. The eﬀectiveness of smoothing kernels at reducing cross-terms is highly
impaired in the case of signals with closely spaced TF signatures.
2. Smoothing kernels are not eﬀective at reducing cross-terms in all regions of
the TF plane.
3. Some kernels displace cross-terms to reside over auto-term locations, violat-
ing the diagonal nature of STFDs which is required for source separation.
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4. When ﬁnite observation periods are considered, leakage eﬀects will generally
cause main and/or side-lobes of cross-terms to intrude on auto-term regions
and this cannot be prevented or entirely removed.
Given the above reasoning, we focus on the pseudo Wigner-Ville (PWVD)
distribution in the following, which retains good resolution of both the auto-
and cross-term peaks, provided the IF is approximately linear within all time
sub-intervals equal to the PWVD window length L.
3.2.3 Direction-of-arrival estimation
Solving the direction ﬁnding problem using STFD matrices has been considered
in [7, 22, 123, 124]. As illustrated by Equation (3.23), the STFD matrix exhibits
the same Eigen-structure as the sensor covariance matrix. This fact has facili-
tated the direct application of many conventional direction ﬁnding methods to
STFD matrices. In the following, a brief review of two techniques for direction-
ﬁnding based on STFD matrices is provided. The ﬁrst approach is based on the
subspace decomposition of an averaged STFD matrix and the second on joint
block-diagonalization of a number of STFD matrices.
For clarity of the presentation, the data is modelled deﬁned in Section 2.2, is
repeated here:
X(t) = A(θ)s(t) + V (t), (3.41)
where the source signal vector is given by Equation (3.42). Given observations
{x(n)}Nn=1, of X(t), the goal is to estimate θ.
Subspace estimation via averaged STFD matrices
As discussed in Section 2.2, the popular MUSIC estimator performs direction
ﬁnding based on the decomposition of the sensor covariance matrix into signal
and noise subspaces. Subspace analysis of the STFD matrix can therefore provide
useful insight into the performance characteristics of STFD-based estimators.
Constant amplitude FM source signals were considered in [124] due to the clear
TF signature they exhibit:
s(t) = [s1(t), . . . , sd(t)]
T = [A1e




where source k has constant amplitude Ak and time-varying phase ψk(t).
The analysis done in [124] was based on using the discrete-time PWVD to
calculate the STFD matrices, as deﬁned in Equation (3.28). The results assume
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that the source signals are mutually uncorrelated over the observation period
and have negligible third-order derivative of the phase over the PWVD window
length L. Under these assumptions and from Equation (3.28), the auto-source
TFDs along the signal IFs are approximately
Dsksk(n, ω˜k(n)) ≈ L|Ak|2, n ∈ SNo , (3.43)
where SNo = {(L−1)/2, . . . , N− (L−1)/2−1}. By substituting Equation (3.43)





≈ L|Ak|2a(θk)aH(θk) + σ2I (3.44)
for k = 1, . . . , d. Let us deﬁne a subset Sdo ⊆ {1, . . . , d} of the source indices con-
taining do = #Sdo ≤ d elements. Averaging DˆXX(n, ω) over the instantaneous
frequency of do signals and over the No = #SNo = N − L + 1 points of constant









Substituting the result of Equation (3.44) into Equation (3.45) gives the expec-








AoSo(Ao)H + σ2I, (3.46)
where Ao is the mixing matrix formed with steering vectors {ak}k∈Sdo and So is
a diagonal matrix with diagonal elements {|Ak|2}k∈Sdo .
It follows from Equation (3.46) that the averaged STFD and the array output
covariance matrix have identical signal and noise subspaces, for the particular do
signals for which the TF averaging is performed. Further, in [124] it is shown










σ2, i ≤ do
(σtf )2 = σ2, do < i ≤ m
(3.47)
where λoi is the eigenvalue corresponding to the ith source obtained from Eigen
decomposition of the array covariance matrix and λtfi is the corresponding eigen-
value obtained using Equation (3.46). This implies that the largest do eigenvalues
are ampliﬁed using STFD analysis. These results have a signiﬁcant consequence;
any subspace-based methods for array signal processing which use the spatial
covariance matrix may be directly applied to the averaged STFD matrix instead,
50 3.2. Spatial time-frequency distributions
with a gain in performance. The best gain in performance is obtained by se-
lecting do = 1 and performing the TF averaging over each individual source for
direction-ﬁnding. Further, by selecting do < d sources, the number of sensors
required for indentiﬁability of the DOA estimation problem is reduced.
To illustrate the eﬀectiveness of using the averaged STFD matrix for direc-
tion ﬁnding, a short example is given here. We consider two linear FM signals
impinging on a uniform linear array of 6 sensors having DOAs of −2◦ and 3◦
w.r.t. the array broadside respectively. The MUSIC spectrum is calculated ac-
cording to Equation (2.40), where the noise subspace is estimated using both the
spatial covariance matrix and the averaged STFD matrix. TF averaging over all
sources (do = d = 2) and over each source individually (do = 1) is considered.
Several realizations of the MUSIC spectrum at an SNR of −15 dB are shown
in Figure 3.3. It can be seen that, while covariance-based MUSIC fails to prop-
erly resolve both sources, TF-MUSIC is still successful, with the best resolution
obtained for do = 1.
Subspace estimation via joint block-diagonalization
The concept of joint block diagonalization (JBD) for estimating signal and noise
subspaces was introduced by Belouchrani et al with application to direction ﬁnd-
ing in correlated noise ﬁelds [21]. This method was later applied to STFD matrices
for DOA estimation [22]. A singular value decomposition (SVD) of the mixing
matrix yields
A = [Us Un][S 0]V
H (3.48)
which can be combined with Equation (3.23) to show that:
DXX(ζ) = [Us Un]S(ζ)[Us Un]
H. (3.49)
In the above, S(ζ) is a block diagonal matrix given by
S(ζ) = [SV HDss(ζ)V S 0].
The matrices Es and En are independent of the TF location and span the signal
and noise subspaces respectively, allowing block diagonalization of any matrix
DXX(ζ) by the unitary transform E = [Es En].
Rather than simply estimating Es and En from a single matrix Dˆxx(ζ), it is
proposed in [22] to perform JBD of a set {Dˆxx(ζk)}Kk=1 of STFD matrices. This
avoids indeterminacy problems which can arise when Dss(ζ) is singular. JBD is
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Figure 3.3: Several realisations of the MUSIC spectrum computed using the array
covariance matrix (top) and the averaged STFD matrix for do = 2 (middle) and
do = 1 (bottom).







over the set of unitary matrices U = [u1, . . . ,um]. Use of JBD to estimate the
signal and noise subspace was shown in [7] to be more robust to inclusion of
cross-term locations than the averaged STFD.
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3.3 Summary
This chapter has provided an introduction to the topic of time-frequency analysis
and a brief review of how, through the use of spatial time-frequency distributions,
this powerful signal analysis tool may be applied to array processing problems.
With respect to the blind source separation problem, the STFD solution in-
volves joint diagonalization or oﬀ-diagonalization of a number of STFD matrices.
These matrices must be constructed at TF locations corresponding to source
auto- and cross-term peaks respectively. While the JD/OD may be done with
or without an orthogonality constraint, the orthogonal approach was found to
have lower computational complexity, better performance at low SNR and be
more robust against incorrect selection of STFD matrices. A critical step in the
BSS algorithm, not discussed in detail in this chapter, is the procedure for au-
tomatically selecting the TF locations at which the STFD matrices for JD/OD
are constructed. This problem shall be addressed in the following chapter of this
dissertation.
When solving the direction ﬁnding problem, the use of averaged STFD matri-
ces was shown via simulations to provide improved performance over covariance-
based techniques, especially at low SNR and for closely spaced signals. By aver-
aging over TF signatures of a subset of the source signals, the dimensionality of
the direction ﬁnding problem may also be reduced. The best performance could
be achieved by averaging over the TF signature of each source individually. If
the TF signatures of the signal are not know a priori, then they must ﬁrst be
estimated before one can construct the averaged STFD matrix for direction ﬁnd-
ing. The problem of TF signature estimation is addressed in Chapter 5 of this
dissertation.
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3.A Comparison of orthogonal and non-orthogonal
JD/OD for BSS
This appendix provides a comparison of the BSS methods discussed in Sec-
tion 3.2.2 in terms of BSS performance, computational complexity and robustness
to incorrect TF point selection. The algorithms summarized in Tables 3.3, 3.4
and 3.5 shall be referred to as Bel., Yer. and Fad. respectively.








Note that the source signals include both overlapping and non-overlapping TF
components. In order to show results comparing all algorithms, we used an









The observations were obtained by taking 256 samples of X(t), with V (t) gener-
ated as a complex circular white Gaussian noise process. The SNR was deﬁned
as = β2/σ2v , where β = β1 = β2 = β3. The STFD matrix was computed using a
discrete pseudo Wigner-Ville distribution (PWVD) with a Hamming window of



























which measures the average power of interfering sources present in each separated
source.
3.A.1 Performance vs SNR
The BSS performance of the algorithms was simulated with respect to SNR, with
M = N = 60. The results shown in Figure 3.4 indicate that Bel. is better for low
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to mid SNR. This result is signiﬁcant because in the previous presentation of non-
orthogonal schemes [54, 55, 66], no noise was considered. Clearly, for very high
SNR, the performance of the orthogonal scheme becomes limited by the whitening
bound, however in many practical situations where the noise is signiﬁcant, the
orthogonal JD/OD approach can, in fact, demonstrate superior BSS performance.























Figure 3.4: BSS performance vs SNR.
3.A.2 Computational Complexity
With respect to computational complexity, there are three main factors: The
cost of computing the set of STFD matrices, the cost of computing the JD/OD
criterion for each iteration and the number of iterations required for convergence.
The cost of computing TFDs depends on the choice of distribution and the num-
ber of observations, which is assumed common to all schemes, and not discussed
further here3. For the orthogonal scheme, there is also the initial cost of com-
puting the whitening transform. The cost per iteration to compute the JD/OD
3Complexity and computationally eﬃcient implementations of TFDs are discussed in [5,50,
51,113].
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criteria, in terms of the order of the number of ﬂoating point operations required,
is summarized in Table 3.6.
Algorithm Whitening Cost per Iteration
Bel. O(m3) O((M + N) · n3)
Fad. − O((M + N) ·m3)
Yer. − O(M ·m4)
Table 3.6: Comparison of the computational complexity of the BSS algorithms.
It is important to note that, while the orthogonal scheme has a once-oﬀ cost for
computing the whitening transform, this is insigniﬁcant with respect to the cost
per-iteration of optimizing the JD/OD criterion. Further, in cases where there are
more sensors than sources, the whitening transform reduces the dimension of the
optimization problem from O(m3) to O(n3), implying a signiﬁcant computational
saving compared with the non-orthogonal approach, as the number of sensors
increases.
It was found that all algorithms achieve convergence at about the same number
of iterations, when m = n. It was also found that the convergence was not
signiﬁcantly eﬀected by the SNR. These points are illustrated by an example
where the BSS performance index versus the number of iterations was simulated
for SNRs of 5, 20 and 40 dB. The results are shown in Figure 3.5.
3.A.3 Robustness to TF Point Selection
The robustness of each algorithm with respect to the choice of TF points was
also considered. For this study, we have simulated the BSS performance of each
algorithm versus the number of points used from SD or SO, when a number of
falsely selected points are included. The false points are chosen from the TF
locations where there are strong peaks simultaneously in both auto- and cross-
source distributions, which are likely to be falsely selected. At these locations,
the source STFD does not have a particular diagonal or oﬀ-diagonal structure.
The simulations were conducted for an SNR of 20 dB, choosing 0, 1 and 3
false points. The results of JD and JD/OD are shown in Figure 3.6. It can be
seen that the Bel. algorithm (orthogonal JD/OD) is the most robust to inclusion
of false TF points. Combined JD/OD approaches were, in general, more robust
to false PS, while JOD-only approaches (not shown) were the least robust. It
is interesting to note that for the orthogonal Bel. algorithm, using a combined
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JD/JOD Performance vs Iterations 3x3 A is real 
 
 
Yer. (JD) 5 dB
Fad. (JD) 5 dB
Bel. (JD) 5 dB
Yer. (JD) 20 dB
Fad. (JD) 20 dB
Bel. (JD) 20 dB
Yer. (JD) 40 dB
Fad. (JD) 40 dB
Bel. (JD) 40 dB
Figure 3.5: BSS performance vs iterations.
JD/OD approach meant that the inclusion of false TF points did not degrade
BSS performance signiﬁcantly.
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Fad. (JD) [0 Bad Points]
Fad. (JD) [1 Bad Point]
Fad. (JD) [3 Bad Points]
Yer. (JD) [0 Bad Points]
Yer. (JD) [1 Bad Point]
Yer. (JD) [3 Bad Points]
Bel. (JD) [0 Bad Points]
Bel. (JD) [1 Bad Point]
Bel. (JD) [3 Bad Points]



















Fad. (JD/OD) [0 Bad Points]
Fad. (JD/OD) [1 Bad Point]
Fad. (JD/OD) [3 Bad Points]
Bel. (JD/OD) [0 Bad Points]
Bel. (JD/OD) [1 Bad Point]
Bel. (JD/OD) [3 Bad Points]





Based on the review of time-frequency array processing methods given in the pre-
vious chapter, the problem of TF point selection, i.e. determining which locations
on the TF plane correspond to auto- or cross-source peaks, is of great impor-
tance. One major component of this dissertation deals with the point selection
problem.
4.1 Introduction
The use of STFD matrices for BSS was reviewed in the previous chapter and
shown to provide excellent performance for separation of nonstationary sources.
This approach requires joint diagonalization (JD) or oﬀ-diagonalization (JOD) of
a set of STFD matrices formed at source auto- or cross-term locations on the TF
plane, respectively. A key issue in applying these methods is ‘point selection’,
i.e. blindly choosing appropriate auto- and cross- source locations on the time-
frequency plane which are suitable for applying the JD/OD criterion.
A number of approaches to TF point selection have been proposed in the
literature. In the initial work of Amin et al [1], a criterion was suggested for
discriminating peaks of the sensor STFD as belonging to auto- or cross-source
distributions. One major disadvantage of this approach, is that it requires an
ad hoc threshold to be chosen when making a decision. The appropriate value
of this threshold is heavily signal dependent, as discussed in [59], where an al-
ternative method for choosing single auto-term (SAT) locations was proposed.
SAT locations are TF points at which the energy of a single source is dominant.
This approach then provides information for JD only and does not exploit the
cross-source terms in the separation process.
Other work on point selection has been based on hypothesis testing. In such
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methods, one tries to formulate a test statistic which contains information about
the auto- or cross-source terms and to set an appropriate threshold based on
the probability distribution function of the statistic. Initial work was based on
the criterion of Amin et al [1]. Because the distribution of the statistic was too
complicated to obtain analytically, a resampling scheme was proposed to estimate
this distribution [44]. This approach, however, implies a signiﬁcant computational
burden. In later work, simpler test statistics were proposed in [45,67], where the
distribution could be well approximated analytically. These studies, however, did
not consider the multiplicity of the problem, i.e. that we wish to test many TF
locations simultaneously in the search for the desired TF points.
In this chapter, we propose a point selection scheme based on multiple hy-
pothesis testing. The proposed approach is used to determine both auto- and
cross-terms to be used in JD and/or JOD respectively. Use of a statistical MHT
approach allows one to control the probability of selecting false TF locations and
provides an appropriate framework for testing multiple locations on the TF plane
simultaneously. Suitable statistics are proposed for determining the auto- and
cross-source locations, along with second-order analysis needed to deﬁne pivotal
test statistics. The chapter is organized as follows: The proposed TF point se-
lection scheme is described in Section 4.2. The application of the proposed point
selection procedure to the BSS problem is considered in Section 4.3. Conclusions
are given in Section 4.4.
4.2 Testing in the time-frequency plane
Let us assume that the STFD matrix is evaluated for a set S = {ζi; i ∈ [1, p]} of
points on the TF plane. We deﬁne the set SA ⊆ S of auto-source points as
SA 
{





and the set SC ⊆ S of cross-source points as
SC 
{








In practice SA and SC are not necessarily mutually exclusive, as the main- and
sidelobes of the auto- and cross-distributions may signiﬁcantly overlap.
The problem of point selection, i.e. estimating SA and SC , is tackled herein
using a hypothesis testing framework. For a single point, ζ, on the TF plane, we
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may wish to test the hypothesis H against the alternative K, deﬁned respectively
by
H : g (Dss(ζ)) = 0,
K : g (Dss(ζ)) = 0,
(4.1)
where g(·) yields some combination of the source signal auto- and/or cross-TFDs
at the TF point ζ. The hypothesis test is evaluated such that the probability of
rejecting H when H is true is kept below a certain nominal value, termed the level
of signiﬁcance (LOS), while the power of the test to reject H when K is true, is
maximized [82].
In the more general case, we wish to test a set, S = {ζi; i ∈ [1, p]} of TF loca-
tions, with the ith null and alternative hypothesis for each ζi ∈ S given respec-
tively by
Hi : g (Dss(ζi)) = 0,
Ki : g (Dss(ζi)) = 0,
(4.2)
for i = 1, . . . , p. In this case, evaluation of the multiple hypothesis test (MHT)
will result in r rejected hypotheses, of which rH were true (erroneously rejected)
and rK were false (correctly rejected). Various approaches exist for evaluating an
MHT which aim to control a global LOS, while achieving a high power [71].
Often in multiple hypothesis tests, the global level of signiﬁcance, denoted α,
is deﬁned as the family wise error rate (FWE) which is the probability of rejecting
at least one hypothesis when all are true:
α = P [reject at least one Hi|all Hi are true] . (4.3)
Strong control of the FWE implies that Equation (4.3) is satisﬁed for all subsets
of hypotheses including the global null and therefore α ≡ P [rH ≥ 1]. Testing
procedures which strongly control the FWE include the sequentially rejective
Bonferroni (SRB) tests of Holm [72] and Hochberg [70], and the closed test pro-
cedure of Hommel [73]. Although it can be shown that Hommel’s test is the most
powerful among these methods [74], all tests tend to give similar performance as
the number of hypotheses increases. However, the complexity of Hommel’s test
is also the greatest. Among the relatively simple SRB procedures, Hochberg’s
approach is most powerful and will be used herein.
Strong control of the FWE tends to be conservative as the number of hypothe-
ses increases. More recently, Benjamini and Hochberg have proposed controlling
the expected proportion of falsely rejected null hypotheses [23]. In this case, the
global level of signiﬁcance, α, is termed the false discovery rate (FDR):
α = E [rH/r] for r = 0 and α = 0 for r = 0. (4.4)
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The FDR is equivalent to the FWE when all null hypotheses are true, otherwise it
is smaller. Therefore when control of the FDR is appropriate, there is a potential
for a gain in power over methods strongly controlling the FWE.
In the following we describe suitable test statistics for detecting auto- and
cross-source locations and discuss how the FWE and FDR controlling procedures
apply to the problem at hand.
4.2.1 Auto-Source Test Statistic
In constructing a test for the auto-source points, the function g of Equation (4.1)
is chosen to be the matrix trace operation, denoted Tr [·],




The test is therefore to determine if the sum of auto-source terms is nonzero. If
we choose a TFD kernel which always yields positive peaks at the signal auto-
terms, then we have a one-sided test with the ith alternate hypothesis stated as
Ki : g (Dss(ζi)) > 0; i = 1, . . . , p, in Equation (4.2).








where W is the whitening matrix discussed in Section 2.1.3 and U = WA is
a unitary matrix. Since the matrix trace operation is invariant under a unitary













where σA(ζ) is chosen such that TA(ζ) has unit variance under the null hypothesis.
A derivation of the variance, σ2A(ζ), for a general class of discrete-time TFDs
can be found in the appendix. In the case of the PWVD, we show that
σ2A(ζ) ≈ Ewσ2v
(
2 ‖W ‖2 + ∥∥WWH∥∥2 σ2V ), (4.7)
where Ew denotes the energy of the PWVD window function. We note that the
variance is uniform across the TF plane for the PWVD, which has also been
shown for the single sensor case by Stankovic [103].
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4.2.2 Cross-Source Test Statistic
In the case of cross-source points, it is intuitive to deﬁne the function g of Equa-
tion (4.2), as the sum of of the magnitude of oﬀ-diagonal elements, denoted Oﬀ [·];




Typically the cross-terms peaks are highly oscillatory in nature and take on both
positive and negative values. By considering the magnitude of components in
Dss(ζ), we ensure that terms in the summation of Equation (4.8) do not add
destructively.
Unfortunately, the quantity Oﬀ [Dss(ζ)] is not easily estimated from the ob-
served data. It is possible, however, to determine a statistic which is zero when
Equation (4.8) is zero, and greater than or equal to zero when Equation (4.8) is





















for k = 1, . . . ,m. The auto-source contribution in the above expression occurs











= 0 when |aij|2 = Pj ∀ i ∈ [1.m],
where Pj is the received power of source j at the array. The diﬀerence of a sensor
TFD and the average of sensor TFDs therefore results in complete cancellation of
the auto-source terms, independent of the array geometry, provided the received
power for each source is the same at each sensor. This condition is met when
each sensor has the same gain, and the sources are in the far-ﬁeld of the array.












where σ2Ci is the variance of DˆXiXi(ζ), for i = 1, . . . ,m. The variances {σ2Ci(ζ)}mi=1
are derived for a general class of discrete-time TFDs in the appendix. In the case
of the PWVD, it is shown that:
σ2Ci ≈ Ewσ2V
(
2Tr [RXX] /m− σ2V
)
; i = 1, . . . ,m, (4.11)
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where RXX is the spatial covariance matrix and Ew denotes the energy of the
PWVD window function.
From Equation (4.9) we can see that the scaling of cross-source terms depends
on the array response. Let us assume that the sensor positions are given in polar
co-ordinates by {rk, φk}mk=1, where r is the distance of the sensor from the origin
measured in carrier wavelengths and φ is the angle of the sensor w.r.t the origin.
The response of sensor k to source l is given by
akl =
√
Pl exp {−j2πrk cos(φk − θl)} , (4.12)
where Pl and θl denote the received power and DOA of source l, respectively.












b′(k, φuv,m)  ej4πrk sin(φk) sin(δθuv/2) −m−1
m∑
l=1
ej4πrl sin(φl) sin(δθuv/2), (4.13)
for k = 1, . . . ,m, where δθuv = θv − θu. We note that at each sensor k, Equa-
tion (4.13) depends on the diﬀerence between the source directions, δθuv, and the
array geometry. To illustrate how cross-source terms are scaled in Equation (4.10)
for two typical array conﬁgurations; a uniform linear array (ULA) and uniform
circular array (UCA), we plot the function
∑m
k=1[b
′(k, φuv,m)]2 for various values
of δθuv and m in Figure 4.1. The surface is generated, assuming the two sources
have DOAs of (−δθ/2, δθ/2) degrees broadside, by varying δθ from 0 to 180 de-
grees. We note that as δθ → 0◦ or δθ → 180◦ for the ULA and as δθ → 0◦ for the
UCA, the cross-terms are scaled to zero. For other values of δθ the cross-terms
are ampliﬁed approximately linearly w.r.t the number of sensors.
4.2.3 Evaluation of the test
To evaluate the test given in Equation (4.2), for either auto- or cross-source terms,
one must know or estimate the probability distribution of the test statistic under
the null hypothesis. We have found that for a PWVD window length of greater
than 30 samples, the distribution of elements of DˆXX(ζ) is well approximated
as multivariate Gaussian, for a range of ﬁnite variance distribution models of
V (t). Under this approximation, the null distributions of TA(ζ) and TC(ζ) are
the standard normal distribution and the Chi-Squared distribution with m − 1






































CT Scaling for UCA
number of sensors
(b)
Figure 4.1: Scaling of cross-source terms for an (a) ULA and (b) UCA.
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degrees of freedom (χ2m−1), respectively. Also, the use of consistent estimators
of W , σ2V and RXX instead of the true values, does not change the asymptotic
distribution of the test statistics1.
We will deﬁne the MHT procedures used in terms of p-values; P1, . . . , Pp,
corresponding to hypotheses H1, . . . ,Hp, where Pi is the lowest LOS for which
Hi would be rejected based on the observed data. Let P(1) ≤ P(2) ≤ · · · ≤ P(p)
be the ordered p-values with corresponding null hypotheses H(1),H(2), . . . ,H(p).
Hochberg’s SRB procedure for strongly controlling the FWE is deﬁned as [70]:
Let k be the largest i for which P(i) ≤ 1
p− i + 1α
then reject all H(i) for i = 1, 2, . . . , k.
Benjamini and Hochberg’s SRB procedure of controlling the FDR is given by [23]:
Let k be the largest i for which P(i) ≤ i
p
α
then reject all H(i) for i = 1, 2, . . . , k.
In the case of auto-terms, we evaluate the p-values based on Equation (4.6)
and deﬁne
SˆA = {ζk; ∀k ∈ [1, p] where Hk is rejected}. (4.14)
We shall denote the estimate from Equation (4.14) obtained using the FWE based
procedure as SˆA1 and using the FDR based procedure as SˆA2. In the same way,
calculating p-values based on Equation (4.10), we obtain estimates of the cross-
term locations; SˆC1 and SˆC2. To illustrate the diﬀerence between controlling the
FWE and FDR in TF point selection, we provide an example in Figure 4.2, for
selection of auto-source locations. The true peaks of the auto-source distributions
lie along the dotted lines. It is clear in comparing Figure 4.2 (a) and (b) that
the FWE procedure has a lower number of correct detections, whereas the FDR
procedure results in a larger number of false detections.
4.3 Application to blind source separation
As outlined in the previous chapter, one may perform BSS through the JD/JOD of
STFD matrices. The matrices to be jointly diagonalized or oﬀ-diagonalized must
be constructed at TF points where Dss(ζ) has a strong diagonal or oﬀ-diagonal
1An alternative to asymptotic distributions is to use resampling techniques such as the
Bootstrap [53] to estimate the null distribution. This topic is discussed further in Appendix 4.B.
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Auto?source point selection using test controlling FDR












Figure 4.2: Example of the MHT procedure for ﬁnding auto-term locations, using
(a) the FWE and (b) the FDR controlling procedures.
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structure, respectively. In order to ensure the desired structure of Dss(ζ), we











To maximize the number of points in SA˜ and SC˜ , we choose a distribution char-
acterized by ϕ such that the auto- and cross-term points for the signal class of
interest, are both well separated and highly localized in the TF plane. An exam-
ple of such a kernel is the Wigner-Ville distribution (WVD) when dealing with
chirp signals. In the following, we shall make use of the PWVD, since other
distributions diminish the amplitude and localization of the cross-terms which in
turn degrades the performance of the JD/OD algorithm.
As discussed in the previous section, strong control of the FWE is a stricter
condition than control of the FDR and therefore results in selection of only the
stronger auto- or cross-source points. In the use of JD for BSS, we only need
to ﬁnd a few TF locations where the source STFD has strong diagonal structure
(large auto-source terms). However, even the presence of weak oﬀ-diagonal terms
in the source STFD can destroy the desired structure for JD. This concept holds
in reverse for JOD. We therefore propose estimation of the desired TF points for
BSS according to:
SˆA˜ = SˆA1 ∩ SˆC2 and SˆC˜ = SˆC1 ∩ SˆA2, (4.17)
such that the strongest auto-source (resp. cross-source) terms are chosen for JD
(resp. JOD) and locations with any detectable cross-source (resp. auto-source)
contribution are rejected.
4.3.1 Simulation Results
To evaluate the performance of the point selection scheme, in the application to
BSS, we use a variation of the performance index proposed in [17]. The power
of interference source q in the pth separated source, may be expressed as Ipq =






which gives the average power of an unwanted source component in a separated
source. We assess the performance in terms of the SNR and the number, K, of
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TF points selected. For the proposed scheme, the LOS is set to α = 0.01 for both
the FWE and FDR controlling procedures. We then choose the K/2 points each
from SˆA˜ and SˆC˜ having the largest values of TA and TC respectively.
We also compare the performance of two other existing approaches as follows:
Belouchrani et al proposed classifying peaks of the sensor TFDs as auto- or cross-







Large (resp. small) values of C1(ζ) indicate diagonal (resp. oﬀ-diagonal) struc-
ture. However, one must set an arbitrary threshold for point selection using
Equation (4.19). In this experiment, we decide a point, ζ, belongs to SA˜ or SC˜
if C1(ζ) > 0.8 or |C1(ζ)| < 0.2 respectively3. We then take K/2 points from
each set, corresponding to the largest values of
∥∥∥Dˆxx(ζ)∥∥∥, for use in the JD/OD
criterion.
A second approach, proposed by Fe´votte et al in [59], is to choose the TF
locations where only a single diagonal entry of Dss(ζ) is signiﬁcant (termed SAT
locations). Denoting the sample eigenvalues of Dˆxx(ζ) by {λζk; k = 1, . . . , d}, the






which should be close to one at true SAT locations and smaller otherwise. We note
that computation of C2(ζ) requires an Eigen-decomposition at many points in the
TF plane which implies a high computational load, whereas the p-values required
for the proposed scheme can be pre-calculated and stored as a table in memory.
It was suggested to choose TF points corresponding to local maxima [59], or
simply the largest values [56] of the criterion in Equation (4.20). However, we
obtained the best results by selecting K points from SˆA2 corresponding to the
largest values of Equation (4.20). This approach uses only JD to estimate the
unitary transform of Equation (4.5).
The following test sources are used in the simulation experiments, consisting
2Herein ‖·‖ denotes the Frobenius norm of a matrix.
3These thresholds were found to give the best results in the examples considered.
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The mixing system used corresponds to a ULA of m = 8 sensors and the sources
have direction with respect to the array broadside of (−15◦, 10◦,−5◦). N = 128
observations are generated with unit sampling period and Gaussian noise is added.
In calculation of the STFD matrices, we used the PWVD with a Hamming window
of length 31 samples.
The diﬀerent point selection procedures are illustrated in Figure 4.3, where the
TF points selected by each scheme for K = 40 and an SNR of 10 dB (with respect
to each source) are shown. We see that the scheme of Belouchrani et al chooses
points for JD where both the auto- and cross-source signatures overlap. Since
such points contain contributions from both auto- and cross-source TFDs, the
performance of the JD/OD algorithm is signiﬁcantly degraded. This algorithm
tends to work better for non-overlapping TF signatures. Fe´votte et al’s method
chooses only auto-source terms, though very few points corresponding to source
2 are chosen due to the overlapping cross-source signature. This can degrade
the quality of the source 2 waveform estimate. The proposed scheme selects
appropriate auto- and cross-source locations, though no auto-source points are
chosen from source two. However, the selection of cross-source locations involving
source two means that separation is still successful.
The overall performance of the point selection schemes, across a range of
K = 4 to K = 100, and SNR=0 dB to SNR=20 dB, is shown Figure 4.4, where
the mean rejection level has been estimated using 1000 Monte Carlo runs. Clearly
the proposed method achieves the best BSS performance with respect to both
SNR and number of TF points chosen. We note that the performance using
C1(ζ) is especially poor, due to the selection of points for JD at the intersection
of the overlapping TF signatures. The method of Fe´votte et al is successful,
though the best performance is not reached for much higher SNR and number of
TF points than the proposed scheme. Though the total number of points chosen
with each method was the same, the selection of some strong cross-source terms
for use with JD/OD provides better performance than JD alone.
In a second example, we have sources (s2(t), s3(t)) with DOAs (−5◦, 5◦) present.
An example of each point selection procedure is shown in Figure 4.5 computed
for K = 40 and an SNR of 10 dB. In this example we note that the method
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based on C2(ζ) chooses points much farther from the TFD peaks than that of
the proposed method. This is because the Eigen-value based criterion may have a
high value, even at noise locations on the TF plane. The BSS performance index
is evaluated across the same range of K and SNR as in the previous example,
and the results are shown in Figure 4.6. We note that, while both the proposed
scheme and that of Fe´votte et al are able to choose appropriate points for separa-
tion, the energy criterion fails. This is because there are no non-overlapping TF
signatures, as in the previous example, from which correct points for JD would
be chosen. In the results shown, the proposed method is seen to achieve good
performance with fewer TF points than the method of Fe´votte et al, due both to
selection of points closer to the TFD peaks and inclusion of cross-source locations
as mentioned previously.






In this case, the sources have very close TF signatures and close DOAs. An
example of the point selection results from each scheme is shown in Figure 4.7. We
note that here even the criterion C2(ζ) chooses many points near the intersection
of the TF signatures. This results because the DOAs are very close, so the Eigen-
values of the STFD matrices are not so well separated, and the use of C2(ζ)
is therefore not as eﬀective in discriminating SAT locations, especially in the
presence of noise. The proposed method, however, is based on selecting peaks
of the auto- or cross-source TFDs and therefore less eﬀected by closely spaced
sources. The BSS performance of all three point selection schemes is evaluated
as previously and the results are plotted in Figure 4.8. We see that only the
proposed method achieves reasonable separation of the sources. Both the energy
based criterion and that of Fe´votte et al fail to determine correct TF point for
separation due to the closely spaced TF and spatial signatures of the sources.
4.4 Conclusions
A ‘point selection’ scheme for selecting STFD matrices with underlying diagonal
or oﬀ-diagonal structure has been proposed based on multiple hypothesis testing.
The proposed method allows blind application of BSS based on JD/OD of the
STFD matrices. In contrast to other proposed point selection schemes, there is
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no ad hoc, signal dependent threshold value to be chosen, rather, one decides on
an acceptable probability of falsely selecting TF points. The simulation examples
given here highlight a number of advantages of the proposed scheme:
• Selection of points when overlapping TF signatures are present is handled
properly, even with closely spaced sources.
• By selection of both auto- and cross-source locations one can achieve better
performance via JD/OD than with JD alone.
• The proposed selection scheme results in good BSS performance with fewer
chosen TF points and at lower SNR than other methods.
To elaborate upon the last point: as BSS performance is achieved for a smaller
number of selected points with the proposed method, fewer STFD matrices must
be evaluated and the time required for optimizing the JD/OD criterion is reduced.
Also, as pivotal test statistics are used, the thresholds for the MHT procedure
may be pre-computed and called from a table. The computational complexity of
the proposed method is therefore relatively low, compared with that of Fe´votte et
al, which requires the Eigen-decomposition of many STFD matrices to compute
the SAT criterion.
As a further point, one can envision the use of the proposed scheme in en-
vironments where there may be sparse sources, and given block of observations
can contain no signals. In this case, the criterion based methods would still try
to select points based on the largest values of the criterion, whereas the proposed
method would set an appropriate threshold based on the noise power, and only
(falsely) selected points according to the set LOS.
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Figure 4.3: Example of point selection based on (top) the proposed scheme (cen-
ter) Belouchrani et al (bottom) Fe`votte et al. Chosen diagonal and oﬀ-diagonal
terms are indicated by ‘x’ and ‘o’ respectively. The auto- and cross-source signa-











































































Figure 4.4: Mean rejection level versus SNR and number of TF points chosen
based on (top) the proposed scheme (center) Belouchrani et al (bottom) Fe`votte
et al.
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Figure 4.5: Example of point selection based on (top) the proposed scheme (cen-
ter) Belouchrani et al (bottom) Fe`votte et al. Chosen diagonal and oﬀ-diagonal
terms are indicated by ‘x’ and ‘o’ respectively. The auto- and cross-source signa-










































































Figure 4.6: Mean rejection level versus SNR and number of TF points chosen
based on (top) the proposed scheme (center) Belouchrani et al (bottom) Fe`votte
et al.
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Figure 4.7: Example of point selection based on (top) the proposed scheme (cen-
ter) Belouchrani et al (bottom) Fe`votte et al. Chosen diagonal and oﬀ-diagonal
terms are indicated by ‘x’ and ‘o’ respectively. The auto- and cross-source signa-












































































Figure 4.8: Mean rejection level versus SNR and number of TF points chosen
based on (top) the proposed scheme (center) Belouchrani et al (bottom) Fe`votte
et al.
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4.A Derivation of the test statistic variance
In the following we derive the variances required for forming the auto- and cross-
source statistics given in Equation (4.6) and (4.10) respectively. We consider the
following discrete-time estimator of the STFD matrix in bilinear form:





ϕ(m, l)X(n + m + l)X∗(n + m− l)e−j2ωl (4.21)
where ϕ(m, l) is the kernel deﬁning the distribution. We also require the corre-
sponding STFD in the inner product form:





ψ(m, k)[X(n + m)e−jωm] [X(n + k)e−jωk]H (4.22)
where ψ(m, k) = ϕ((m + k)/2, (m − k)/2). We deﬁne the signal part of the
observations as y(n) = As(n). The STFD matrix estimator has the form
DˆXX(n, ω, ϕ) = A + B + C
where the matrices A, B and C are deﬁned as
A = Dˆyy(n, ω, ϕ)
B = DˆyV (n, ω, ϕ) + DˆV y(n, ω, ϕ)
C = DˆV V (n, ω, ϕ)
and the dependence on n, ω and ϕ is omitted from the notation for convenience.
The matrices A, B and C shall be referred to as the signal, signal-noise and
noise STFDs respectively. We note that only matrices B and C are comprised
of random entries due to the noise.
Lemma 1 (Signal-noise STFD)
1. The expected value is given by E [B] = 0 and the covariance of two elements
of B is given by




Cˆyiyk(n, ω, φ)δj−l + Cˆylyj(n, ω, φ)δk−i
]
(4.23)





















This means that two elements on the same row or column of B are corre-
lated.
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where  denotes the Hadamard or element-wise matrix product.
Proof 1 1. We note that E [B] = 0 since E [V (n)] = 0 and the covariance
between two elements of B is given by
Cov [Bij, Bkl] = E
[
(DˆyiVj(n, ω, φ) + Dˆ
∗
yjVi
















= σ2V (Cˆyiyk(n, ω, φ)δj−l + Cˆylyj(n, ω, φ)δk−i),
where the last step follows from the results of Stankovic [103] and the noise
properties [6].




. Clearly E [K] = 0 since E [B] = 0. The variance
of K is therefore













































































[(WWH]i2i1 [WCˆyy(n, ω, φ)W
H]i1i2











) (WCˆyy(n, ω, φ)WH)]
i1i2
]
Lemma 2 (Noise STFD)
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1. The expected value of the noise STFD and the covariance of two elements
of C are given respectively by












This results implies that any two diﬀerent elements of C are uncorrelated.
2. The expected value and the variance of the trace of the whitened noise STFD























Proof 2 1. The expected value of the noise STFD given in Equation (4.26)
follows directly from the noise properties. The variance of an element Cij
is given by, for i = j,


















K = E [Vi(n + m1 + l1)Vi(n + m2 + l2)]E [Vj(n + m1 − l1)∗Vj(n + m2 − l2)] .
From the noise properties, it can be seen that K is zero unless m1 + l1 =
m2 + l2 and m1 − l1 = m2 − l2, or equivalently m1 − m2 = l2 − l1 and
m1 −m2 = l1 − l2. This condition is only met for m1 −m2 = l1 − l2 = 0,
which leads to K = σ4V δm1−m2δl2−l1 and














l |ϕ(m, l)|2 which
follows directly from the results of Amin [6]. It is also easily veriﬁed from
the noise properties that
Cov [Cij, Ckl] = 0 ∀ (i, j) = (k, l).




, with expected value:










ϕ(m, 0) ‖W ‖2 .
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|ϕ(m,u)|2 ∥∥W HW∥∥2 .
We now consider the use of the PWVD which is deﬁned by the kernel
ϕ(m, l) = w(l/L)δm, (4.30)
where w(t) is a real positive symmetric function which is zero outside the interval
(−0.5, 0.5). In Equation (4.30), L is an odd integer which speciﬁes the windowing
length. Substituting Equation (4.30) into (4.24) leads to
φ(m1,m2) = w(m1/L)w(m2/L)δm1−m2 (4.31)
and using the above results gives





j (n + m). (4.32)
Equation (4.32) can be interpreted as a correlation between signals yi(n) and
yj(n) over a window of length L centered at time n. Under the assumption of
uncorrelated sources as described in Assumption 2, for a suﬃcient window length
Equation (4.32) may be approximated as









2(n) is the window function energy.












W (B + C)WH
]]
.
Therefore, by substituting Equation (4.33) into (4.25) and combining this
with (4.29) we obtain the expression for σ2A(ζ) given in Equation (4.7).
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= Var [Bii + Cii]









H ]ii + σ
2
V ),
for i = 1, . . . ,m. Assuming that each sensor has the same gain, then the
diagonal elements of AAH are equal, while under the uncorrelated sources
assumption the array covariance matrix is RXX = AA
H+σ2V I, which leads
to the result given in Equation (4.11).
4.B Estimation of the null distribution using Boot-
strap resampling
This appendix presents an extension to the multiple hypothesis testing (MHT)
framework for detecting the locations in the TF plane at which the auto-source
TFDs exhibit a signiﬁcant value. The MHT approach allows testing of multiple
points on the TF plane simultaneously while controlling the overall probability
of a false detection. A bootstrap based scheme for estimating the null distribution
of the test statistics is discussed here. Performance of the detector using both
the asymptotic and bootstrap estimates of the null distributions is presented in
terms of the operating characteristics, for diﬀerent SNR values.
4.B.1 Bootstrap Procedure
For each test statistic Ti  TA(ζi) deﬁned in Equation (4.6) we require the dis-
tribution under the null hypothesis in order to evaluate signiﬁcance levels for the
MHT. As opposed to using an asymptotic approximation to the distribution, one
may estimate the null distribution using a resampling technique known as the
Bootstrap [53].
Due to the non-stationary nature of the source signals, we cannot directly
resample columns from the array data matrix X = (x(1), . . . ,x(N)), as has been
done by Brcich et al for the purpose of source number detection [28]. However, the
noise is assumed to be independently identically distributed across the sensors.
We may therefore resample rows of X to generate a bootstrap data set X∗.
Recalculating the test statistic from X∗ according to Equation (4.6) gives us
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1. Randomly draw a set of data from a single sensor (a row of the matrix
X), with replacement.
2. Repeat the random selection m times to obtain a resample of the array
data matrix, X∗.
3. Compute the Eigen-value decomposition of the sample correlation ma-
trix
Rˆ∗ = N−1X∗(X∗)H
and form estimates Wˆ and σˆ2v of the whitening transform and noise
variance respectively. a
4. Substitute Wˆ and σˆ2V into Equation (4.7) to obtain σˆ
2
A. Compute the
test statistic T ∗i from Equation (4.6).
5. Repeat steps 1 to 4 B times to obtain the bootstrap test statistics
T ∗i (b), b = 1, . . . , B.
aEstimation of W and σ2v is discussed in Section 2.1.3.
Table 4.1: Bootstrap procedure for resampling non-stationary array data.
T ∗i and repeating the procedure B times then gives T
∗
i (b), b = 1, . . . , B for i =
1, . . . , p. The procedure is summarised in Table 4.1.
One must show caution in the procedure of Table 4.1 that the bootstrap
sample correlation matrix Rˆ∗ retains at least rank d + 1 for the estimation of
the whitening transform. This problem is less likely to occur as the ratio m/d of
sensors to sources becomes large. However, to ensure the rank condition is met
one can add a test for the rank of Rˆ∗ to the procedure of Table 4.1, at step 3.
Since the null distribution of the test statistic is zero mean, it can be approx-





b = 1, . . . , B. One can then use this distribution to determine signiﬁcance levels
or p-values to be used in the multiple test. In order to accurately estimate the
tails of the null distribution one must have a large enough number of sensors to
resample from, especially if one wishes to set a very low level of signiﬁcance for
the test. Experience has shown that 30 sensors are suﬃcient for signiﬁcance levels
of 0.05 and greater.
An advantage of the proposed resampling scheme is that we can estimate the
null distribution in the presence of temporally correlated and non-Gaussian noise.
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The only requirement is that the noise is independently distributed with respect
to the sensors. Whitening methods can be considered if this scheme is to be
applied in a spatially colored noise environment. An obvious disadvantage of the
proposed scheme is increased computational burden since the test statistic must
be computed B times instead of once.
4.B.2 Simulation examples
Under certain conditions, it can be shown that the asymptotic null distribution
of the test statistic is standard Gaussian [43]. Detection based on the asymp-
totic Gaussian assumption has been proposed and discussed in the main body
of this chapter. In the following we illustrate that in some cases the bootstrap
detector can achieve better performance than detectors based on the asymptotic
distribution of the test statistic.
Here we present simulation results demonstrating the performance of the MHT
procedure for point selection. In the following examples, we use a uniform linear
array of m = 32 sensors and N = 128 snapshots of data. There are three
linear FM (chirp) source signals present, having directions of arrival (DOA) with
respect to the array broadside given by (−3o, 0o, 3o) respectively. The noise-free
sum of the chirp source signals, Tr [Dss(n, ω)], is shown in Figure 4.9, where the
PWVD is computed with a window length of 33. In the following we refer to the
detector based on the bootstrap and the asymptotic distributions as D1 and D2
respectively.
To evaluate the performance of the point selection procedure, a set of 30
points from the TF plane is tested. We choose 15 points at which there are
auto-source terms, and 15 locations which are dominated by noise. For this set of
points, we apply Holm’s sequentially rejective Bonferroni procedure, using both
the asymptotic distribution and the bootstrap distribution of the test statistic.
The number of bootstrap replications is B = 200. Shown in Figure 4.10 are the
operating characteristic (OC) curves for SNRs of -9, -6 and -3 dB which plot the
probability of detection versus the probability of false alarm.
It can be seen that both D1 and D2 have similar performance, and D1 slightly
outperforms D2 for the middle SNR value. The probability of detection plotted
is the overall probability of detection, i.e. the probability of rejecting all of the
(false) Hi’s. The individual decisions for each Hi are actually rejected at a higher
rate than that shown on the OC.
Shown in Figure 4.11 is the achieved FWE rate versus the nominal level of
signiﬁcance of the test. It can be seen that D2 maintains the FWE rate at less
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than or equal to γ as desired. However, the error rate of D2 appears to be
aﬀected by the SNR value, which indicates that the asymptotic approximation
of the distribution is not as accurate at lower SNR. The error rate of bootstrap
approach, on the other hand, remains approximately the same regardless of the
SNR value.
It can also be seen from Figure 4.11 that the bootstrap detector D1 deviates
slightly above the set level for small values of γ. This is due to the diﬃculty in
accurately estimating the tails of the null distribution when there is a limited
number of sensors from which to resample. This problem is alleviated as the
number of available sensors increases.
Both D1 and D2 exhibit a signiﬁcantly lower FWE rate than the nominal level
of signiﬁcance for higher values of γ which indicates that the MHT procedure is
conservative. However, for typically used values of γ (less than 0.1) this is not a
problem. It is also possible to employ a more sophisticated MHT procedure [24],
which may yield a less conservative test.
4.B.3 Summary
The idea presented in this appendix demonstrates how the application of a re-
sampling scheme may be applied to the sensor array data, in order to estimate
the null distribution of the test statistic used for point selection. This could po-
tentially be applied to a wide range of noise models, since few assumptions on
the noise distribution are made.
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Sum of auto?source distributions
Figure 4.9: Sum of the auto-source TFDs of the three chirp source signals.


























Figure 4.10: Operating Characteristic curves. SNR = -3 dB (∗ D1, ∨ D2), SNR
= -6 dB (◦ D1,  D2), SNR = -9 dB (• D1,  D2).
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Figure 4.11: FWE for (top) normal approximation and (bottom) bootstrap based




The problem of TF point selection was tackled in the previous chapter and demon-
strated in the application of BSS. As outlined in Chapter 3, the problem of TF
signature estimation is also crucial for the application of TF methods to array
processing, in particular for DOA estimation. This chapter describes a parametric
approach to TF signature estimation, based on the Hough transform of a TFD.
5.1 The time-frequency Hough transform
We begin with the problem of TF signature estimation based on single-sensor
data. This approach is then extended to array data and applied to the DOA
estimation problem in the following section.
5.1.1 Signal model
We consider the estimation of the phase parameters of mono- or multicompo-




jψk(t;ϑk), where K is the number of components, {Ak} are
complex-valued amplitudes and {ψ(t;ϑk)}Kk=1 are the phase functions parame-
terised by {ϑk}Kk=1 and containing no constant term with respect to time. The IF
of component k is deﬁned according to Equation (3.9) as ω˜(t;ϑk) = dψ(t;ϑk)/dt.
Given N noisy samples of s(t), the problem is to estimate {ϑk}. In particular,
we focus on the case of a linear FM model, which has importance in many signal
processing applications.
A number of approaches exist for estimating {ϑk} given particular phase
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models such as the polynomial phase transform (PPT) [94], also known as the
higher-order ambiguity function (HAF), generalized product and integrated forms
of the HAF [12, 13], the Wigner-Hough transform (WHT) [10, 119] and a gener-
alized time-frequency Hough transform [11]. The WHT is of particular interest
for linear FM signals, as it oﬀers optimal detection and asymptotically eﬃcient
estimation, with an improved SNR performance threshold over other methods
such as the PPT. It also provides signiﬁcant suppression of cross-terms in the
multicomponent case.
Statistical analysis of the WHT method was presented in [10], where the out-
put SNR and the estimated parameter variance were derived. It was shown that
the method exhibits a performance “threshold eﬀect” in additive white Gaus-
sian noise, such that the performance degrades rapidly for SNR below 1/N . The
method was also shown to be asymptotically eﬃcient. However, the phase pa-
rameter estimation using the WHT requires optimization of a function with many
local minima and operating in a very narrow region of attraction about the global
maximum. It was suggested in [10], that this problem may be approached by ﬁrst
decimating and lowpass ﬁltering the Wigner-Ville distribution (WVD) before ap-
plying the Hough transform, in order to broaden the peak centered about the true
parameter values. While this approach may reduce the total number of Hough
transform trajectories needed to ﬁnd the global maximum, each trajectory implies
a computational cost higher than that of the unﬁltered WHT, which is already
of order N2.
In the following we investigate an approach based on the Hough transform
of the pseudo Wigner-Ville distribution (PWVD) and demonstrate improved nu-
merical properties with respect to the WHT based estimator. The PWVD is
computed by ﬁrst windowing the local auto-correlation function in the lag do-
main, which serves to both reduce the computational cost, and broaden the peaks
of interest in the subsequent Hough transform domain, and as such, improving
the numerical properties of the estimator. The price is paid in terms of a reduced
SNR performance threshold and statistical eﬃciency with respect to the WHT.
However, using the pseudo Wigner-Hough transform (PWHT) as an initialization
step for the WHT provides a computationally eﬃcient means of achieving optimal
estimation, in much the same manner that nonlinear instantaneous least-squares
(NLIS) improves over a direct nonlinear least-squares (NLLS) approach [8].
In the following we outline an estimation method for linear FM signals based
on the PWHT. A region of attraction (RoA) for the estimator is derived which
deﬁnes the required accuracy of an initial estimate or grid search, such that an
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eﬃcient gradient-based optimization algorithm will converge to the true global
maximum. Statistical analysis in terms of the output SNR and estimation vari-
ance is provided and compared to the corresponding results for the WHT method.
In addition, we investigate the application of the PWHT to estimation of multi-
component and nonlinear FM signals.
5.1.2 The Wigner-Hough Transform
The Wigner-Hough transform (WHT) of a signal s(t) is deﬁned as the line integral
through the WVD of s(t), along the IF model; ω˜(t;ϑ). The WHT is therefore a
mapping from the time domain to the parameter domain of ϑ. The discrete-time













⎦ s(n + l)s∗(n− l)e−j2ω˜(n;ϑ)l, (5.1)
where N is assumed to be even. The WVD is known to be an unbiased estimator
of the IF for linear FM signals [118]. However, as the IF becomes nonlinear
in nature, the WHT becomes increasingly biased and in most cases, not useful.
We therefore restrict our attention to a linear FM signal of the form s(n) =
Aej(a0n+b0/2n
2), where A is a complex valued amplitude, and a0 and b0 correspond
to the mean frequency and sweep rate respectively.
In the following, we derive expressions for the RoA of the WHT in the case
of linear FM signals. Given the point (a0, b0) lies somewhere within the space
Ω ⊂ R2, the aim is to ﬁnd a region Ωc ⊂ Ω such that a gradient-based optimization
procedure initialized within Ωc will converge to the maximum at (a0, b0). We
derive a conservative RoA as the diamond shaped area centered at (a0, b0) with
width and height given by the peak width in the a and b directions respectively,
as illustrated in Figure 5.1. The width of the RoA in a and b will be denoted by
Δa and Δb respectively.
When additive noise is present, the observations can be modelled as X(n) =
s(n) + V (n), n = 0, . . . , N − 1; where s(n) is as deﬁned previously and V (n) is
a complex random process. In this case, one may express the WHT of {X(n)}
as WX(a, b) = Ws(a, b) + δWX(a, b). In [10], Barbarossa conducted a statistical
analysis of WX(a, b) in the case of additive white Gaussian noise (AWGN) of vari-
ance σ2V . At the true parameter location (a0, b0), the variance of the perturbation
term, δWX(a, b), was found to be
Var [δWX(a0, b0)] =
1
2
[N3|A|2σ2V + N2σ4V ]. (5.2)








Figure 5.1: The RoA is conservatively derived as the diamond shape deﬁned by
the peak width in a and b.
In a close neighborhood of (a0, b0), we may therefore express the WHT as




Ws(a, b) + O(1/
√
N)]. (5.3)
We note that Ws(a, b) takes its maximum value at (a0, b0) of N
2|A|2/2, which
is O(N2). Thus, from Equation (5.3) we observe that, to within O(1/
√
N), the
shape of Wx(a, b) is determined by the function Ws(a, b), in a close neighborhood
of the true parameter values. We therefore determine an approximate RoA for
the WHT estimator based on the shape of Ws(a, b).
It can be readily shown by direct substitution into Equation (5.1) that














⎦ sin(b¯n(1 + 2n− 2N))
sin(b¯n)
(5.5)
where a¯ = a0−a and b¯ = b0−b. From Equation (5.4) it is clear that the main peak
width is Δa = 2π/N . However, it is not easy to analytically solve for the peak
width of Equation (5.5) due to the nonlinear nature of the expression. We have
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numerically solved1 for the main peak width of (5.5) across a range of values of
N , as the distance between the ﬁrst local minima either side of the origin (b¯ = 0).
The useful approximation; Δb ≈ 8π/[N(109 N −1)], was found to deviate from the
numerical solution by a maximum of 1.769%, across the range of values N = 23
to N = 214.
Restricting attention to the case of non-aliased2 linear FM signals, we note
that a ∈ [0, π) and b ∈ [−a/N, (π−a)/N ], i.e. we must search for the true value of
a and b over intervals of π rad/s and π/N rad/s2 respectively. From the previous
discussion, we conclude that the RoA for the WHT is O(1/N) in a and O(1/N2)
in b, though we may say the RoA is O(1/N) for both a and b with respect to
the non-aliased parameter range. The problem of estimating a and b using the
WHT is therefore evident; the desired peaks of the WHT become narrower as the
number of observations increases, making the peak ﬁnding problem increasingly
diﬃcult.
5.1.3 The pseudo Wigner-Hough Transform
In the discrete-time case, the pseudo Wigner-Hough transform (PWHT) is cal-






s(n + l)s∗(n− l)ej2ω˜(n;ϑ)l (5.6)
where M is a parameter deﬁning the odd PWVD window length; L = 2M + 1.
We have deﬁned the PWHT as the summation over the N − L + 1 points in the
center of the PWVD, leaving out the rising and falling edges of the distribution,
assuming that L << N . Deﬁning Rs(n, l) = s(n + l)s
∗(n − l) as the local auto-
correlation function, we observe that the PWHT is a weighted sum over the center
rectangle of the support of Rs(n, l), whereas the WHT sums over the full diamond-
shaped support, as illustrated in Figure 5.2. As such the computation time of
the PWHT is less than that of the WHT. The number of complex multiplications
and additions required is summarised in Table 5.1 (for N even), which shows that
the PWHT has reduced computational cost by a factor of approximately 2L/N
for L << N .
1Optimization routines available within the software package MATLAB were successfully
employed to this end.
2Due to the inherent frequency axis scaling of the discrete-time WVD, non-aliased signals
are those whose IF lies within [0, π) rad/s within the observation interval.










Figure 5.2: Support of Rs(n, l) and the points used in computation of the PWHT
and WHT.
Method # Complex Mult’s # Complex Add’s
WHT N2 N2/2− 1
PWHT 2L(N − L + 1) L(N − L + 1)− 1
Table 5.1: Comparison of the computational complexity of the PWHT and the
WHT.
Apart from reducing the computational complexity, the PWHT has another
important and fundamental advantage over the WHT. The PWVD may be seen
as the WVD convolved with a sinc function in the frequency domain, which results
in a widening of the main lobe of any signal component. Figure 5.3 depicts the
PWHT and WHT functions for a two linear FM component signal observed in
AWGN at an SNR of 0dB, with N = 128 and M = 5. Clearly the peak width
in the parameter space is much larger for the PWHT than for the WHT. This
implies improved numerical properties with respect to the WHT, when performing
optimization, i.e. a larger RoA. Of course, there is also a disadvantage in the
windowing used in the PWHT, which is also evident in Figure 5.3. Namely,
the noise ﬂoor has increased due to the shorter summation interval used. This
implies that the SNR performance threshold and estimator variance of the PWHT
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is worse than that of the WHT. In order to clarify these points, we derive in the




Figure 5.3: (a) WHT and (b) PWHT of the sum of two chirp signals.
5.1.3.1 Region of Attraction
Herein, we determine an approximate expression for the RoA of the PWHT es-
timator of linear FM signals. The same notation is used as previously in Sec-
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tion 5.1.2. In the case of noisy observations, the PWHT may be expressed as
Px(a, b) = Ps(a, b) + δPx(a, b). As shown in Appendix 5.A, the variance of the
perturbation term δPX(a, b) at the true parameter location (a0, b0) is given by
Var [δPX(a0, b0)] =
2
3
σ2V |A|2L(3NL− (L− 1)(4L+ 1)) + σ4V (N −L+ 1)L, (5.7)
which is O(NL2). In a close neighborhood of (a0, b0), we may therefore express
the PWHT as
PX(a, b) = NL[
1
NL
Ps(a, b) + O(1/
√
N)]. (5.8)
We note that Ps(a, b) takes its maximum value at (a0, b0) of (N − L + 1)L|A|2,
which is O(NL). Accordingly, to within O(1/
√
N), the shape of PX(a, b) is
determined by the function Ps(a, b), in a close neighborhood of the true parameter
values. We therefore determine an approximate RoA for the PWHT estimator
based on the shape of Ps(a, b).
To determine Δa and Δb, we ﬁrst compute
3 the derivatives of Ps(a, b) with
respect to a¯ = a0 − a and b¯ = b0 − b. Substituting the linear FM signal into
Equation (5.6) and taking b = b0 we obtain:




= (N − 2M) [M sin(2a¯(M + 1))− (M + 1) sin(2a¯M)]
sin2(a¯)
. (5.9)












n[(M + 1) sin(2b¯Mn)−M sin(2b¯(M + 1)n)]
sin2(b¯n)
. (5.10)
To determine the peak width in a, one may solve Equation (5.9) for the location
of the ﬁrst zeros occurring either side of a¯ = 0. However, for Equation (5.10)
this approach is not always valid. Depending on the value of M and N , the peak
in b¯ may not have local minima at the edges, as illustrated in Figure 5.4, where
Ps(a, b) and its derivative are plotted for M = 10 and N = 128. In this case
we deﬁne the peak edges as the midpoint between the ﬁrst and second points of
3We work with the window parameter M = (L− 1)/2, as it leads to more compact expres-
sions.
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inﬂection. Determining Δa and Δb, therefore, requires solving for the zeros of










M(M + 1) cos(2b¯Mn)
−M(M + 1) cos(2b¯(M + 1)n)
−2 cot(2bn)[(M + 1) sin(2b¯Mn)
−M sin(2b¯(M + 1)n)]]. (5.11)
For a particular value of M and N , one may numerically solve for the zeros of the
nonlinear equations (5.9) and (5.11) to determine Δa and Δb. We have performed
the numerical analysis across a wide range of values of M and N and found the








(−1.19M2 + 1.2MN − 3M + 0.4N + 17.5)
=
2π
18.7025− 0.2975L2 + L(−0.905 + 0.6N)− 0.2N . (5.13)




























Figure 5.4: Normalized plot of Hs(a0, b¯) versus b¯ (solid) and its derivative with
respect to b¯ (dashed).
The expressions (5.12) and (5.13) demonstrate that the RoA in both a and
b increases with reduced window length, in the computation of the PWHT. In
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comparison to the ROA of the WHT, the ROA of the PWHT increases in a from
O(1/N) to O(1/L) and in b from O(1/N 2) to O(1/(LN)). Again, considering
only the non-aliased parameter ranges, the RoA for both a and b is O(1/L).
This results is particularly interesting, because the RoA is now independent of
the number of samples, and as such we may control the RoA using the window
parameter. Further, the Equations (5.12) and (5.13) can be used to determine the
appropriate grid sampling density for performing a grid search of the parameter
space using the PWHT. By sampling along the a and b parameter directions with
spacing Δa/2 and Δb/2 respectively, we can ensure that one of the trajectories
evaluated will lie within the RoA of the PWHT, yielding a suitable initialization
for optimization routines. The implementation of the PWHT is further elaborated
in the ﬁnal part of this section.
To illustrate the results derived above, the PWHT and the approximate RoA
speciﬁed by Equations (5.12) and (5.13) are plotted in Figure 5.5, over the range
of non-aliased parameter values. In this example, we show the PWHT function
simulated at an SNR of 0 dB, for various values of N and M . The black diamond
and cross in each sub-ﬁgure show the approximate RoA and true parameter lo-
cations respectively. In all sub-ﬁgures, the approximate RoA regions lie over the
main peak contour as expected. Comparing Figure 5.5 (a) and (c) we observe
that although the sample lengths are diﬀerent (N = 64 and N = 128 respec-
tively), using the same PWVD window length (L = 13) yields the same RoA.
This illustrates how the RoA is independent of the sample length, with respect
to the range of non-aliased parameter values. Comparing Figure 5.5 (b)-(d) we
observe how increasing the PWVD window length decreases the RoA, for L = 7,
13 and 27 respectively.
5.1.3.2 Output SNR
In the following, we perform a statistical analysis of the PWHT based estimate,
in terms of the output SNR. In the case of nonlinear FM signals, the analysis
holds based on the assumption:
Assumption 5 (Locally linear IF)
We assume that ∃M ∈ Z+ and an interval In = {n−M, . . . , n+M}} such that:
ω˜(k;ϑ) ≈ an + bnk ∀k ∈ In; and ∀n ∈ {M, . . . , N −M − 1},
i.e. the signal IF is approximately linear within all time intervals of length L,
over the entire observation period.







PWHT for N=64 and L=13 with SNR=0 dB


















PWHT for N=128 and L=7 with SNR=0 dB



















PWHT for N=128 and L=13 with SNR=0 dB


















PWHT for N=128 and L=27 with SNR=0 dB













Figure 5.5: An example of the PWHT at SNR=0 dB, for (a) N = 64 and L = 13,
(b) N = 128 and L = 7, (c) N = 128 and L = 13 and (d) N = 128 and L = 27.
The approximate RoA given by Equations (5.12) and (5.13) is shown as a black
diamond. The true parameter location at the intersection of the vertical and
horizontal solid lines.
We also assume that the noise V (n) is a complex white Gaussian process of
variance σ2V .
Given a model for the observations {X(n) = s(n) + V (n)}N−1n=0 where s(n) =





Assuming the value of M is chosen such that Assumption 5 is satisﬁed for the
given signal and using Equation (5.6), we obtain the following expression for the
output SNR in terms of the input SNR; SNRin = |A|2/σ2V :
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where the above expression becomes exact in the case of linear FM signals. The
derivation of Equation (5.15) is included as Appendix 5.A. Assuming L << N ,
then the denominator of Equation (5.15) is approximately equal to (2L)SNRin+1.
We therefore see a thresholding eﬀect versus the input SNR; for SNRin >>
1/(2L), the output SNR is approximated as SNRout ≈ N(SNRin/2). For SNRin
<< 1/(2L) the output SNR degrades rapidly according to SNRout ≈ (NL)SNR2in.
The SNR performance threshold of the method is therefore said to occur at the
interception point of these two limiting behaviors, i.e. at SNRin = 1/(2L). In
comparison with the the WHT (suitable only for linear FM signals) which has
an SNR performance threshold at 1/N , the threshold of the PWHT is higher
(worse), however the output SNR performance above the input SNR threshold is
the same.
In Figure 5.6 we plot theoretical and simulated values of SNRout versus SNRin
for various window lengths. In this example we use N = 256 samples of a fourth
order polynomial phase signal, of which the PWVD is shown in Figure 5.6 (a)
using L = 21. We note that for L = 3 and L = 21 the simulation shows close
agreement with theory. However for L = 41 the IF is no longer close to linear
within all summation intervals and the simulation shows an output SNR worse
than that for L = 21. Clearly, having a larger window length is advantageous in
lowering the SNR threshold. However, as L increases the estimation of nonlinear
IF laws becomes increasingly biased and the approximation given in (5.15) is no
longer valid, since the peak location in the noise free case moves away from ϑ0.
5.1.3.3 Estimation accuracy
The mean and variance of the PWHT estimator are derived below via a gener-
alization of the perturbation approach taken in [10], for analysis of the WHT.
Assuming the same signal model as in the previous section, we may express the
PWHT of the observations as the sum of Ps(ϑ) being the PWHT of the noise-free
signal and a perturbation δP (ϑ) composed of cross signal-noise and noise only
terms. Under Assumption 5, the maximum of Ps(ϑ) occurs at ϑ0, but in the pres-
ence of noise, the maximum of the PWHT shifts to a location ϑ0 + δϑ due to the
inﬂuence of δP (ϑ). The bias and variance of the estimator are therefore deter-
mined by the mean and covariance matrix of δϑ. As a ﬁrst order approximation,
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PWVD of 4th order PPS
(a)

















Figure 5.6: (a) PWVD of the 4th order PPS signal. (b) Simulated and theoretical
SNRout curves: L = 3; (−·) theory, (◦) simulation. L = 21; (· · · ) theory, ()
simulation. L = 41; (−−) theory, (∗) simulation. Solid line shows asymptotic
SNRout bound.























































The derivation of the above formulae is included in Appendix 5.B. From (5.16)








where the matrices D and E depend on M , N and the ﬁrst and second order
derivatives of the IF model at ϑ0. We note that the above expression for Γδϑ has
the same form as the variance of the WHT estimator given in [10], for linear FM
signals. Further, for particular IF models such as PPS, it is evident from (5.16)
and (5.17) that the variance is independent of the true signal parameter value
ϑ0.
A Monte Carlo simulation was conducted to verify theoretical results for a
number of signal models. In Figures 5.7, 5.8 and 5.9 we show the simulated
variance and root mean-squared error (RMSE) for linear FM (LFM), quadratic
FM (QFM) and sinusoidal FM (SFM) signal models respectively. The phase
function for each case is deﬁned as
ψLFM(n;ϑ) = an + b/2n
2; ϑ = (a, b)T
ψQFM(n;ϑ) = an + b/2n
2 + c/3n3; ϑ = (a, b, c)T
ψSFM(n;ϑ) = B sin(ω0n + φ); ϑ = (B,ω0, φ)
T .
All simulations were conducted with 500 Monte Carlo runs, N = 128 samples
and PWVD window lengths 27, 21 and 11 respectively. The Crame´r-Rao Bound
(CRB) for each case is also shown as a reference4. We note that the simulated
variance coincides with the theoretical expression in all cases. However, the MSE
4A general form of the CRB for the signal model considered here is derived in Appendix 5.C.
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for the amplitude parameter, B, of the sinusoidal FM model and the ﬁrst-order
phase parameter, a, of the quadratic FM model, diﬀer from the variance at higher
SNR. This bias results from the nonlinearity of the IF and can be reduced by using
a smaller window length, at the expense of increased variance.
For the particular case of linear FM signals, we have also obtained closed
form expressions for the estimator variance. The signal parameters of interest
are denoted a0 and b0, corresponding to the mean frequency and the sweep rate,






112(M6 −M5(2N − 1))
+(N − 1)2(35N2 + 7N − 1)
−4M3(77N3 − 177N2 + 95N + 5)
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8M3 + N − 12M2N −N3 + M(−2 + 6N2)]}
×
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While the above expressions are somewhat complicated, it can be shown that the
estimator is not asymptotically eﬃcient. To illustrate this we have plotted the
ratio of the variance of aˆ and bˆ to the CRB, in Figure 5.10. In these plots we have
considered only the dominant SNR term when SNRin > 1, i.e. ignored the term
proportional to 1/SNR2in. We note that although the estimation is not eﬃcient,
there is clearly an optimal value of M for which the variance is minimized, which
occurs around M = 0.1N .














Magnitude of TFD ? linearFM (N=128, M=13)











































Figure 5.7: Theoretical and simulated accuracy of the PWHT estimator for a
LFM signal model. (a) PWVD of the signal. (b) Accuracy: theoretical variance
(-) CRB (-) simulated variance (◦) simulated RMSE (×).
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Figure 5.8: Theoretical and simulated accuracy of the PWHT estimator for a
QFM signal model. (a) PWVD of the signal. (b) Accuracy: theoretical variance
(-) CRB (-) simulated variance (◦) simulated RMSE (×).
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Figure 5.9: Theoretical and simulated accuracy of the PWHT estimator for a
SFM signal model. (a) PWVD of the signal. (b) Accuracy.
Since M is real-valued, the optimal value of M which gives the lowest variance
may be obtained by diﬀerentiating (5.18) and (5.19) with respect to M and solving























































Figure 5.10: Eﬃciency of the PWHT estimator for mean frequency (a) and chirp-
rate (b).
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for the location of the minimum variance in terms of N . However, a direct
algebraic solution of the above equations is somewhat diﬃcult due to the high
order terms present. Since the minimum is known to occur close to M = 0.1N ,
we have taken a ﬁrst order Taylor series expansion of the derivatives of (5.18)
and (5.19) about this location, and solved for M . The approximate expression of
the optimal value of M for a and b respectively, were found to be
Mopt,a = −0.311009 + 1
SNRin
2.69542 + 0.103864N + O(1/N),
Mopt,b = −0.344559 + 1
SNRin
2.64928 + 0.106091N + O(1/N).
In many practical cases of interest, e.g. for SNRin > 1 and N >> 27, the optimal
value of M is close to 0.1N for estimation of both a and b and one may use this
value as a rule of thumb.
5.1.3.4 Implementation
The proposed estimation algorithm is summarised in Table 5.2 and described as
follows: Firstly, one chooses a set of window lengths M1 < M2 < · · · < Mp and
an initial estimate of the strongest signal component is obtained. This may be
done, e.g, via a grid search of the PWHT with M = M1. The appropriate grid
spacing in the case of linear FM signals is determined from the RoA expressions
given in Section 5.1.3.1. The estimate is then reﬁned in steps via optimization
of the PWHT using M1, . . . ,Mq successively, where the estimate obtained using
M = Mi serves to initialize the optimization with M = Mi+1. In the case of linear
FM signals, one may use the ﬁnal estimate (M = Mq) to initialize optimization
of the WHT function.
1. Deﬁne M1 < M2 < · · · < Mp.
2. Perform grid search of using M = M1 to obtain ϑˆ0. Set i ← 1.
3. Obtain ϑˆi, via gradient-based optimization of (5.6), with initial
location ϑˆi−1.
4. Set i ← i + 1. While i <= p repeat from 3.
5. If a linear FM model is applies, use ϑˆp to initialize optimization of
the WHT, otherwise ϑˆ = ϑˆp.
Table 5.2: Estimation algorithm based on the PWHT.
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For optimization of the PWHT using eﬃcient gradient based schemes, one may
require both the ﬁrst and second order derivatives with respect to the parameters.
We ﬁrst reformulate the PWHT given in Equation (5.6), in a more compact matrix
equation:
Pxx(ϑ) = 1
′(Rxx W (ϑ))1 (5.20)
where 1 is a length L vector of ones and Rxx and W (ϑ) are L × N − L + 1
complex-valued matrices given by
[Rxx]pq = x(q + p− 2)x∗(q − p + L− 1)
[W (ϑ)]pq = exp[−j2ω˜(q + M − 1;ϑ)(p−M − 1)]
for p = 1, . . . , L and q = 1, . . . , N −L+1. The ﬁrst and second order derivatives
of P (ϑ) with respect to the parameters are then given by
∂P (ϑ)
∂ϑi
= 1′(Rxx W (ϑ)Gi(ϑ))1 (5.21)
∂2P (ϑ)
∂ϑi∂ϑk
= 1′(Rxx  (Gi(ϑ)Gk(ϑ) + W (ϑ)Kik(ϑ)))1 (5.22)
where




2ω˜(q + M − 1;ϑ)
∂ϑi∂ϑk
(p−M − 1)
We can see that to compute the gradient vector and Hessian matrix, we require
the ﬁrst and second order derivatives of the IF model. We also notice from
Equation (5.21) and Equation (5.22) that the data matrix Rxx and the weighting
matrix W (ϑ) need only be computed once. From the matrix formulation in
Equation (5.20) it is clear that there is a separation between the data and model
based calculations. For example, one must only calculate the data matrix Rxx
once for a given set of observations. A set of trajectories {ϑk} through the TF
plane corresponding to a rough grid search of the parameter space may be pre-
computed and the weighting matrices {W (ϑk)} stored in memory.
To illustrate the performance of the PWHT estimator with the implemen-
tation strategy given in Table 5.2, we take the example of an LFM signal with
mean frequency a0 = 0.12/Ts and chirp rate b0 = 0.23/(NTs), where Ts denotes
the sample period. The root mean square error (RMSE) of the estimator for a
and b is simulated and compared with theoretical variance expressions and the
CRB, as shown in Figure 5.11, with N = 128. The algorithm of Table 5.2 is
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applied, with the window parameter M values (3, 6, 9, 13). The initial estimate
is computed by a grid search of the PWHT with M = 3. The parameter space
is sampled in the range a ∈ [0, π) and b ∈ [−a/N, (π − a)/n] with spacing Δa/2
and Δb/2 along a and b direction respectively, where Δa and Δb are given by
(5.12) and (5.13), respectively. This sampling scheme requires pre-calculation of
a total of 50 PWHT trajectories. We note that a grid search using the same
sampling scheme for the WHT (using Δa and Δb as given in Section 5.1.2) would
require 4736 trajectories. In optimization of the PWHT we have used an eﬃcient
gradient based technique proposed by Fletcher and Powell (FP) [60] for an SNR
of 0 dB and above. It was found that for an SNR below 0 dB, the FP algorithm
did not always converge and in these cases we have used a more robust, albeit
more complex, algorithm proposed by Nelder and Mead (NM) [88], which was
found to produce good results down to about -5 dB SNR. The simulation results
have been obtained by averaging 500 Monte Carlo runs.
In order to illustrate the eﬀect of increasing the window length, in the proce-
dure of Table 5.2, the RMSE for each value of M is plotted in Figure 5.11. While
the initial accuracy of the grid search (with M = 3) is very poor, it is suﬃcient
for initialization of the optimization routine, which provides increasing accuracy
as the value of M is increased. We note that the simulated accuracy shown in
Figure 5.11 is consistent with theoretical analysis (for M = 13), down to about
-3 dB SNR. The discrepancy at extremely low SNR is expected as assumptions
inherent in the derivation of the RoA are no longer valid. As the noise ﬂoor
increases, the true RoA shrinks, and for SNR << 1 one needs to use a denser
grid search in order to achieve convergence. For higher SNR, although the es-
timation is not eﬃcient, the performance is still very close to the CRB and the
computation time has been greatly reduced when compared to the WHT based
estimator. In this case, the need to use the WHT becomes questionable, since
the large increase in computational burden provides only a minor improvement in
estimation accuracy. However, statistical eﬃciency is easily achieved, if desired,
by optimising the WHT using the PWHT estimate for initialising the search. The
overall approach is still far more computationally eﬃcient than trying to directly
optimise the WHT function.
5.1.4 Multicomponent Signal Estimation
In the case of multicomponent signals, there will be a number of peaks within
the parameter space of the PWHT, as illustrated in Figure 5.3. One approach in
this case, is to threshold the (P)WHT function to determine the number and/or
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Figure 5.11: Single-component linear FM estimation performance; simulated,
theoretical and the CRB. (a) RMSE for a. (b) RMSE for b.
rough location of the peaks. However, such a method would require a relatively
ﬁne grid search despite the increased peak width of the PWHT, and the issue of
how to set an appropriate threshold must be considered. From a statistical point
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of view, one may formulate the peak search as a detection problem, and set the
threshold based on a certain level of signiﬁcance. This then requires knowledge
of the probability distribution of the (P)WHT.
To avoid these issues, we propose sequential estimation of each component.
One estimates the ‘strongest’ component from the largest peak of the PWHT,
using the method outlined in Table 5.2. The complex amplitude is then esti-
mated, for example using a simple least-squares approach, and the reconstructed
component is then subtracted from the observations. This is repeated until all
components have been estimated. If the number of components is unknown, one
may construct a test to determine when the residual term contains no more signal
components, though this is not elaborated upon here. The estimation procedure
is summarised in Table 5.3.
1. Set i ← 1. Organize the observations into the vector x =
(x(0), . . . , x(N − 1))′.
2. Estimate ϑi using the procedure of Table 5.2, to obtain ϑˆi.
3. Form the vector si = (e
jψ(0;ϑˆi), . . . , ejψ(0;ϑˆi))′.
4. Estimate the amplitude according to Aˆi = s
Hx/N .
5. Remove the estimated component: x ← x− Aˆisi.
6. Set i ← i + 1. If i ≤ d, repeat from Step 2.
Table 5.3: Multicomponent estimation algorithm based on the PWHT.
In contrast to sequential phase-based estimation of multicomponent signals
[89], we do not require that the component being estimated is stronger than
the other components present. However, the proposed approach suﬀers from an
inherent bias since the multiple peaks disturb one another through main and/or
side lobes, resulting in a shift of the peak location from the true parameter values,
even if Assumption 5 holds. In order to reduce this bias, one may obtain the initial
estimates {ϑˆi}qi=1 using the procedure of Table 5.3, followed by a bias reduction
step, in which all estimated components but the desired are subtracted from
the observations, and the desired component parameters are then re-estimated
using the PWHT. In this bias reduction step, one may use the previous (biased)
estimate to initialize optimization of the PWHT with the ﬁnal value M = Mq,
i.e. it is not necessary to repeat the full estimation procedure of Table 5.2 again.
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To demonstrate the multicomponent estimation procedure, we ﬁrst consider
a multicomponent LFM signal, of which the PWVD and PWHT is shown in
Figure 5.12. Although the PWVD contains signiﬁcant cross-terms, the PWHT
contains only three clear peaks. In the implementation of the procedure from
Table 5.2 (in step 2 of Table 5.3), we have used the same grid-search points as
in the previous section. We have also applied the WHT after the last PWHT
step, with two ﬁnal iterations to reduce bias. Figure 5.13 shows the simulated
estimation accuracy using N = 128 observations. It can be seen from the results
that after two bias reduction iterations, the estimation accuracy becomes close
to that of the single component case. Of course, at extremely high SNR when
the bias becomes the dominant source of estimation error, more bias reduction
iterations are typically required to achieve statistical eﬃciency.
5.2 Application to DOA estimation
Let us ﬁrst recall the idea by Amin et al [7] for direction ﬁnding based on a spatial
TFD matrix, which was reviewed in Section 3.2.3. The estimate of the DOAs,
θ, for a subset of d0 ≤ d signals is obtained via subspace decomposition of an









where {ω˜q(n)}dq=1 are the IF functions of the source signals. Compared with
the sample covariance matrix of the array output, the matrix in Equation (5.23)
provides an eﬀective improvement in SNR by ampliﬁcation of the source Eigen-
values with respect to the noise Eigen-values [124]. We note that direction ﬁnding
based on Equation (5.23) is performed under the constraint d0 < m, where m
is the number of sensors. The best estimator performance is achieved by using
d0 = 1, and successively estimating the DOAs of each source.
5.2.1 Direction Finding with the Hough transform
The use of Equation (5.23) requires knowledge of the source signal IFs {ω˜k(t)}dk=1
for each corresponding direction parameter to be estimated [124]. In order to im-
plement such a scheme without a priori knowledge of the signal IFs, we may
apply the TF signautre estimation method described earlier in this chapter. This
approach requires us to know a general functional form that is suitable for describ-
ing the IF, but not the particular parameters for the signals being observed. By















































Figure 5.12: Multicomponent linear FM signal example: (a) Threshold-ed PWVD
of the noise-free signal. (b) Threshold-ed PWHT of the noise-free signal.
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a ? init. est.
b ? init. est.
a ? after bias red.
b ? after bias red.
a ? CRB
b ? CRB
a ? init. est.
b ? init. est.
a ? after bias red.
b ? after bias red.
a ? CRB
b ? CRB
a ? init. est.
b ? init. est.
a ? after bias red.
b ? after bias red.
a ? CRB
b ? CRB
Figure 5.13: Multicomponent linear FM signal example. RMSE of the estimator;
simulated, theoretical and the CRB. From top to bottom corresponds to the ﬁrst,
second and third estimated components respectively.
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parameterizing the signal IFs we can translate the problem of estimating {ωk(t)}
into peak detection in a parameter space.
Denoting the parametrized IFs by {ω˜(t;ϑk)}dk=1, where ϑk is the vector of







DXX(n, ω˜(n;ϑk)), k = 1, . . . , d (5.24)
which we call a spatial time-frequency Hough transform (STFHT) matrix. In
order to use the Hough transform for estimating {ϑk}dk=1, we ﬁrst average the
auto-sensor TFDs across the array sensor data. This is known to reduce the eﬀect
of noise and cross-source components in the TF-plane [87]. The Hough transform















where HXkXk(ϑ) denotes the time-frequency Hough transform of the waveform at
sensor k. The estimates {ϑˆk}dk=1 are obtained from Equation (5.25) as the values
of ϑ corresponding to the d largest peaks in HXX(ϑ). In the case of an unknown
number of sources, it would be necessary to appropriately threshold HXX(ϑ)
before applying a peak-search algorithm. However the details and performance
of such a source number detection scheme will not be discussed here.
Direction of arrival estimation for the signal sk(t) is conducted by ﬁrst obtain-
ing estimates ϑˆk from Equation (5.25) and forming the corresponding STFHT
matrix according to Equation (5.24). A high resolution second-order direction
ﬁnding method such as MUSIC can be applied. We note that obtaining {θˆk}dk=1
requires searching for a single peak d times as opposed to searching for d peaks
in, e.g. a conventional MUSIC spectrum. By appropriate choice of the IF model,
we also have the possibility of only estimating {θˆk} for those sources with, e.g.
a strongly linear IF such as chirp signals and ignoring others with non-localized
TF representations. If the IFs of the diﬀerent source signals do not signiﬁcantly
overlap, then each peak in the Hough transform isolates the energy of a single
signal. The use of the matrices in Equation (5.24) then potentially allows direc-
tion ﬁnding for an arbitrary number of source signals, using only two sensors.
The DOA estimation procedure is summarized in Table 5.4.
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1. Determine an appropriate parametrization (ϑ) for the signal IF.
2. Compute HXX(ϑ), the array averaged TFHT, according to Equa-
tion (5.25).
3. Form the estimates {ϑˆk}dk=1 from the values of ϑ corresponding to the
d largest peaks of HXX(ϑ).
4. Calculate the STFHT matrix HXX(ϑˆk) for k = 1, . . . , d.
5. Form the DOA estimates {θˆk}dk=1 by applying MUSIC or other sub-
space based technique to the matrices formed in Step 4.
Table 5.4: DOA estimation algorithm using the Hough transform.
5.2.2 Simulations
In the following simulations, we focus on the chirp signal, whose Hough transform
corresponds to taking line integrals through the TF plane. The signal IFs are
given by {ω˜(t,ϑk) = 2π(ak + bkt)}dk=1 where the parameter vector in the TFHT




To illustrate the eﬀect of the array averaging, we show in Figure 5.14 the
Hough transform at a reference sensor and that averaged across the array. In this
example two chirp signals are impinging on an eight-sensor ULA, each with an
SNR of -20 dB and respective DOAs of −10 and 10 degrees. 1024 snapshots are
used and the TFD is a pseudo Wigner-Ville distribution with odd window length
of 129 samples. Clearly the noise ﬂoor over the parameter space is reduced due
to array averaging, and the two peaks due to the two chirp signals are enhanced.
We note also that due to their oscillatory nature, the cross-terms are signiﬁcantly
reduced by the integration through the TF plane when calculating the TFHT.
This is in addition to the reduction of cross-source components achieved by the
array averaging.
In the next example, we show the overall performance in DOA estimation, for
the signal mixture deﬁned previously. Figure 5.15 shows the root mean-squared
error (RMSE) obtained from averaging 200 Monte Carlo runs, for estimation of
the ﬁrst source’s DOA, as obtained by the algorithm in Table 5.4. The estimator
performance is simulated vs SNR and compared with the case of known signal

















































Source 1 Source 2
Figure 5.14: Example of TFHT before (top) and after (bottom) the array aver-
aging.
IF, the conventional root-MUSIC algorithm and the CRB. We observe that the
proposed algorithm performs as well as the case of known signal IF, for SNR
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greater than -20 dB. This shows that estimation of the signal IF is suﬃciently
accurate at low SNR where TF-MUSIC exhibits a signiﬁcant performance gain
over conventional MUSIC.
In the third simulation example, we consider the case of fewer sensors than
sources. The same signals previously used are present, plus a third chirp signal,
all with SNR of -5 dB. The signal DOAs are given by -12, 2 and 15 degrees
respectively and the ULA has only two sensors. Due to the isolation of individual
signal TF signatures by the use of the Hough transform, we are able to estimate
the DOA of each source individually despite the fact that the system is under-
determined (d > m). MUSIC spectra are plotted in Figure 5.16 which illustrate
that the three chirp signals are able to be resolved.






















Figure 5.15: RMSE of DOA estimator vs SNR. (-) CRB. (o) TF-MUSIC with
known signal IF. (*) TF-MUSIC with estimated signal IF. (·) root-MUSIC.
5.3 Conclusions
With the goal of TF signature estimation in mind, the ﬁrst part of this chapter
examined a computationally attractive implementation of the WHT estimator for
linear FM signals. A technique for reducing the number of required trajectories
to be computed was proposed based on the PWVD, having window length L,
which widens the peak of interest in the parameter space. It was shown that the
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Figure 5.16: MUSIC spectra in the under-determined case (d = 3 > m = 2) with
signal DOAs [−12, 2, 15] degrees.
peak width is increased from O(1/N) for the WHT to O(1/L) for the PWHT,
allowing one to eﬀectively control the RoA of the estimator.
An estimation scheme for both single and multicomponent signals was pro-
posed based on this result. The application of the PWHT to nonlinear FM signals
was also considered, and shown to be eﬀective under the assumption that the sig-
nal IF is approximately linear within all intervals of length L. Statistical analysis
was performed in the case of additive white Gaussian noise, which showed how the
SNR performance threshold is aﬀected, and interestingly, that the output SNR
is the same as that of the WHT, despite the reduced computational requirement.
A general expression for the estimator variance was provided for nonlinear FM
signals, and in closed form for linear FM signals.
It was shown that in the case of linear FM signals there is clearly an optimal
choice for the PWVD window length which yields a performance level close to
that of the CRB. Theoretical results presented were veriﬁed with simulations for
linear and sinusoidal FM signals, in both the single and multicomponent case.
The second part of this chapter looked at the application of the proposed
TF signature estimation to the problem of DOA estimaion. The proposed ap-
proach was based on STFD matrices. Prior knowledge of the source TF signa-
tures was not assumed, but estimated according to a parametric model using
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the TF Hough transform. Two important conclusions of the latter work are as
follows; ﬁrstly, the use of the Hough transform provides performance close to the
case of exactly known TF signatures at low SNR, where there is a signiﬁcant
gain in performance to be achieved by using STFD direction ﬁnding, over tradi-
tional methods. Secondly, the Hough transform allows DOA estimation for more
sources than sensors, in an automatic way.
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5.A Derivation of the output SNR
In order to determine the output SNR as deﬁned in Equation (5.14) we need to
ﬁnd |Ps(ϑ0)|2 and Var [PX(ϑ0)] where s(n) = Aejψ(n;ϑ0) and X(n) = s(n)+V (n).
In the following we assume V (n) to be a complex circular white Gaussian process
of variance σ2V .







[s(n + l)V ∗(n− l) + s∗(n− l)V (n + l)]e−j2ω˜(n,ϑ)l (5.26)
and the expressions for Ps(ϑ) and PV (ϑ) follow the deﬁnition given in Equa-
tion (5.6). Since the third order moments of V (n) are zero, then Var [PX(ϑ0)] =
Var [PsV (ϑ0)] + Var [PV (ϑ0)].
From Equation (5.26) it is clear that E [PsV (ϑ)] = 0. The variance is calculated
according to:
Var [PsV (ϑ0)] = E









×E[[s(n + l)V ∗(n− l) + s∗(n− l)V (n + l)]











×[s(n + l)s∗(m + k)E [V ∗(n− l)V (m− k)]
+s∗(n− l)s(m− k)E [V (n + l)V ∗(m + k)]].
Using the circular property of the noise process and Assumption 5, we obtain










×[ej(ann+bn(n+1)2/2)δ(n−m + k − l)
+ej(amm+bm(m+1)
2/2)δ(n−m + l − k)],
where (an, bn) and (am, bm) denote the parameters of the linear IF approximation
on the intervals In and Im respectively. Since the Kronecker delta functions
restrict non-zero terms of the summation to the case |n − m| < L, we assume
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an ≈ am and bn ≈ bm in the above equation, allowing the simpliﬁcation:









[ej(n−m+k−l)(2an+bn(n+m−l−k))/2δ(n−m− l + k) +


















L(3NL− (L− 1)(4L + 1)).
The closed form expression in second-to-last line above was obtained with the
aid of the software package Mathematica, and is valid under the condition that
N > 4M + 1.






















× [E [V (n + l)V ∗(n− l)]E [V ∗(m + k)V (m− k)]
+ E [V (n + l)V ∗(m + k)]E [V ∗(n− l)V (m− k)]]
Using the circular property of the noise process and Assumption 5, we obtain
E









×[δ(l)δ(k) + δ(l − k)δ(n−m)],
where (an, bn) and (am, bm) denote the parameters of the linear IF approximation
on the intervals In and Im respectively. Given the arguments of the Kronecker
delta functions the above expression simpliﬁes to:
E








[δ(l)δ(k) + δ(l − k)δ(n−m)]
= σ4V ((N − 2M)2 + (N − 2M)(2M + 1))
= σ4V ((N − L + 1)2 + (N − L + 1)L).
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Also, E [PV (ϑ)] = σ
2
V (N − L + 1), which leads the overall variance expression
Var [PX(ϑ0)] = |A|2σ2V
2
3
L(3NL− (L− 1)(4L + 1)) + σ4V (N − L + 1)L. (5.27)
It is easily veriﬁed by direction substitution that, under Assumption 5,
Ps(ϑ0) = |A|2L(N − L− 1). (5.28)
Substitution of Equation (5.28) and (5.27) into Equation (5.14) yields the desired
expression for the output SNR given in Equation (5.15). 
5.B Derivation of the estimator bias and variance
The maximum of PX(ϑ) = Ps(ϑ)+δP (ϑ) occurs at a location ϑ0+δϑ, where ϑ0
is the true parameter value and δϑ is a perturbation due to noise. The maximum
of PX(ϑ) satisﬁes [
∂
∂ϑ




We expand Equation (5.29) using a ﬁrst order approximation:[
∂
∂ϑ










δϑ ∼= 0. (5.30)
Under Assumption 5, [ ∂
∂ϑ















Deﬁning C  [ ∂2
∂ϑ∂ϑT







, where b is a random vector,




] − E [b]E [bT ])C−T respectively. Substituting Equation (5.6) into
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where the ﬁnal simpliﬁcation above is made using Assumption 5. Expanding the












× [s(n + l)V ∗(n− l) + s∗(n− l)V (n + l) + V (n + l)V ∗(n− l)] .
Using the assumption of AWGN,












which means that, to a ﬁrst order approximation, μδϑ = 0 and the estimator is























×[s(n + l)s∗(m + k)E [V ∗(n− l)V (m− k)]
+s∗(n− l)s(m− k)E [V (n + l)V ∗(m + k)]
+E [V (n + l)V ∗(n− l)V (m− k)V ∗(m + k)]],






















×[|A|2σ2V [δ(n−m− l + k) + δ(n−m + l − k)]
+σ4V [δ(l)δ(k) + δ(n−m + l − k)δ(n−m− l + k)]
]
.












5.C The Crame´r-Rao Bound for FM signals
In this section we derive a general form of the Crame´r-Rao Bound (CRB) for
estimating the parameter vector ϑ ∈ Rp×1 from observations {X(n) = s(n) +
V (n)}N−1n=0 where s(n) = Aejψ(n;ϑ) and V (n) is a complex white Gaussian noise se-
quence of variance σ2V . The full vector of unknown parameters is η = [ϑ
T , |A|,∠A,
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σ2V ]
T . We organize the observations and signal samples into vectors X = [X(0),
. . . , X(N − 1)]T and s = (s(0), . . . , s(N − 1))T respectively. The CRB is given
by the inverse of the Fisher information matrix (FIM); J . Given a Gaussian



















where Γ andμ correspond to the covariance matrix and mean vector of X re-
spectively. Clearly Γ = σ2V I and μ = s in this case. We ﬁrst ﬁnd the partial








 s , |A|−1s , js , 0N
]
(5.33)
where 0N denotes a length N column vector of zeros. In Equation (5.33) we have
used the deﬁnition ψ(ϑ) = (ψ(0;ϑ), . . . , ψ(N − 1;ϑ))T . We wish to construct






such that the entries concerned with ϑ are contained in J11. Using (5.32) and
the partial derivatives of s from Equation (5.33) , we ﬁnd
J11 = 2|A|2/σ2V QTQ
J12 = J
T
21 = [ 0p , 2|A|2/σ2V QT1N , 0p]
J22 = Diag[ 2N/σ
2
V , 2N |A|2/σ2V , N/σ4V ]
where Q = ∂ψ(ϑ)/∂ϑT and 1N is a length N column vector of ones. By use of
the partitioned matrix inversion identity we may ﬁnd the CRB with respect to ϑ
as




(QT (NI − 1TN1N)Q)−1
where SNRin = |A|2/σ2V . 
Chapter 6
Micro-Doppler Signature Estimation
In this chapter, the estimation of micro-Doppler TF signatures is considered. The
problem and model are ﬁrst reviewed in Section 6.1. Optimal estimation of micro-
Doppler parameters is then considered in Section 6.2. The PWHT estimator
introduced in the previous chapter is discussed in Section 6.3, where the problem
of estimation bias is considered in detail. Finally, experimental data is used to
validate the proposed estimation strategy.
6.1 The micro-Doppler phenomenon
The Doppler eﬀect was discussed in Chapter 1 as a motivating example for the
analysis of nonstationary signals. A well known example occurs in radar systems,
where a transmitted electromagnetic signal is reﬂected by a target back toward
the radar system [101]. If the target is at a distance r0 and the radar signal has
wavelength λ, then the total phase change in the two-way propagation is given
by
ψ = 2π × 2r0
λ
= 4πr0/λ.
If the target is in motion relative to the radar, the distance is time-varying which
in turn results in a time-varying phase. In the simple case of a target moving
at a constant radial velocity, v, in the radar line of sight (LOS), the distance is



















where fc is the radar carrier frequency and c is the speed of electromagnetic wave
propagation in the medium. Diﬀerentiating Equation (6.1) with respect to time
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= 2π × 2v0
c
fc = 2πfd, (6.2)
where fd corresponds to the Doppler frequency shift.
For targets with more complex motion, or time-varying velocity, the resulting
frequency shift may also be time-varying. In certain cases, such as when the
target endures simple harmonic motion such as vibration or rotation, the phase
modulation can be sinusoidal [16,75,117]. These kinds of motions arise in a num-
ber of applications such as microphone calibration [110], medical imaging [120],
radar target identiﬁcation [16] and indoor radar imaging [4, 100]. For instance,
if the radar signal is back-scattered from the moving parts of the compressor
and blade assembly of a jet airplane, this leads to the Jet Engine Modulation
(JEM) eﬀect [16] which can well modeled as sinusoidal FM. Another example is
a radar system observing a walking person, where the swinging action of the per-
son’s arms and hands induces a typical micro-Doppler eﬀect in the back-scattered
waveform [39,41,42].
In the following, the signal model for the micro-Doppler signal is derived.
In later sections, the problem of estimating micro-Doppler parameters shall be
addressed.
6.1.1 Point scatterer model
In this section, the micro-Doppler signal model and the corresponding spectrum
are derived. We consider a radar system located at the origin of a coordinate
system which is observing a target (point scatterer) at polar coordinate position
(r0, θ, φ), as depicted in Figure 6.1.
It is assumed that the point scatterer is undergoing simple harmonic motion
and the coordinate system is aligned such that the motion is parallel to the x-axis.
The position of the scatterer at time t is therefore given by:
x(t) = dx − d sin(ωmt + φ),
where dx = r0 sin θ sinφ. Due to the target motion, the range from the target to
the radar system is time-varying according to:
r(t) =
√
x2(t) + (r0 cos θ sinφ)2 + (r0 sinφ)2.
Assuming the vibration amplitude of the target is small compared to the distance
to the radar, i.e. d << r0, the range may be approximated as [102]:
r(t) ≈ r0 − (d sin θ sinφ) sin(ωmt + φ). (6.3)










The above equation has the following interpretation: the range is varying accord-
ing to the projection of the target motion on to the LOS of the radar. Clearly,
if θ = 0, i.e. the target lies in the y − z plane, then the eﬀect of the oscillation
is perpendicular to the LOS and will not be observed by the radar. Conversely,
a target motion parallel to the LOS will have the most pronounced eﬀect (cause
the most signiﬁcant phase change) in the radar return. The range ‘deviation’ of
the target is now deﬁned as:
δr(t)  r(t)− r0 = −d˜ sin(ωmt + φ),
where d˜ = (d sin θ sinφ). The target range deviation results in a modulation of




δr(t) = B sin(ωmt + φ), (6.4)
where B  −4πd˜/λ is the modulation index and ωm is the angular modulation
frequency. We note that, although Equation (6.4) was obtained under the as-
sumption of vibrational motion, the same result follows from rotational motion1.
In addition to a “local” harmonic motion, a target may simultaneously have
“global” motion with respect to the radar system. This global motion may be a
linear velocity or acceleration, which also results in a phase modulation (Doppler).
We consider the return from a single point-scatterer, exhibiting both Doppler and
micro-Doppler phenomena, to be modeled as follows:
s(t) = Aejψd(t)ejψm(t) (6.5)
where A represents a complex random amplitude, and ψd(t) and ψm(t) represent
the phase modulation of the signal due to Doppler and micro-Doppler eﬀects,
1See e.g. [40] for a more general model of the target motion.
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respectively. We assume that the Doppler phase term can be expressed as a






For example, if q = 1 then Equation (6.6) models the (constant) Doppler fre-
quency shift induced due to a target moving at constant radial velocity with
respect to the receiver. If q = 2 then a2 is determined by the radial acceleration
of the target, etc.
6.1.2 The micro-Doppler spectrum
The spectrum of the micro-Doppler signals is well known in the literature (see
e.g. [68, 75]). Here we give a derivation of the Fourier transform of the micro-
Doppler signal based on Equation (6.4).
Fourier transform We deﬁne the micro-Doppler component of the signal as
sm(t) = e






where δ(·) denotes Dirac’s delta function and Jn(·) denotes the nth Bessel func-
tion of the ﬁrst kind. From Equation (6.7) we see that Sm(jΩ) is made up of
harmonic components, spaced ωm rad/sec apart, each weighted by a Bessel func-
tion dependent on B. Therefore two parameters of interest, namely ωm and B,
may potentially be inferred from the spacing and amplitudes of peaks in Sm(jΩ).
A number of approaches for estimation of the micro-Doppler parameters have
been proposed which exploit these properties (see e.g. [75] and the references
therein).
Proof In the proof of Equation (6.7) we have to make use of the identity
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6.2 Parameter Estimation in Gaussian noise
For a signal modelled by Equation (6.5) observed in additive Gaussian noise, we
derive the Maximum Likelihood (ML) estimator and the Crame´r-Rao lower bound
(CRB) on the estimator variance for the parameters of interest. We assume there
are N observations of the signal in additive noise, modeled according to:
X(n) = s(n) + V (n); n = 1, . . . , N, (6.8)
with s(n) being a sampled version of the signal deﬁned in Equation (6.5) and
V (n) a complex circular white Gaussian noise process of variance σ2V . The vector
of unknown parameters is





where A0 ∈ R+ and θ0 ∈ [0, 2π) are the magnitude and phase of A from
Equation (6.5) respectively. We organize the observations into a vector X =
(X(0), . . . , X(N−1))′ and deﬁne s and V comfortably with X. The distribution
of the data is therefore compactly described as X ∼ NC(μ,Γ) with mean vector
μ = s and the covariance matrix Γ = σ2V I.
6.2.1 The ML estimator
The log-likelihood function of the observations x = [x(0), . . . ,x(N − 1)]T with
respect to the parameters is given by
L(η,x) = −N
2
(ln 2π + 2 ln σV )− 1
2σ2V
(x− s)H(x− s). (6.10)
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ML estimation of η is achieved by maximization of L(η,x) with respect to η for a
given vector x of observations. If one is only interested in the signal parameters
ηs = (B,ωm, φ, a1, . . . , aq, A0, θ0)
′ then the ML estimate of ηs is obtained via
minimization of a cost function:
ηˆs = argmin
ηs
(x− s(ηs))H(x− s(ηs)). (6.11)
Since this cost function is non-linear and non-convex in ηs, the optimization
step required in Equation (6.11) is computationally expensive, and often relies on
good initialization of the optimization algorithm in order to reach the global min-
imum. A number of sub-optimal estimators for the micro-Doppler and Doppler
parameters exist [65,75,117], which might be used for obtaining initial estimates.
An alternative approach based on the model in Equation (6.5) is proposed and
discussed in Appendix 6.B.
The ML estimator discussed above leads to asymptotically eﬃcient estima-
tion, in the case of a single micro-Doppler signal in additive white Gaussian
noise. However, applying the optimal estimator in the multicomponent case,
where a number of micro-Doppler signatures may be simultaneously present in
the recorded data, quickly becomes intractable, as the computational complex-
ity rises exponentially with the number of unknown parameters. If there is any
amplitude modulation present in the signal, this must also be appropriately mod-
eled for derivation of the optimal estimator. An alternative approach, suitable
for estimating the micro-Doppler parameters of multicomponent signals, which
is insensitive to amplitude modulations, is the PWHT presented in Chapter 5.
The application of the PWHT to micro-Doppler signature estimation shall be
investigated in Section 6.3.
6.2.2 The CRB
Let ηˆ be an unbiased estimator of the parameter vector η. The mean squared er-
ror (MSE) when estimating parameter ηi is lower bounded according to E [(ηˆi − ηi)2] ≤




Jmm Jmd JmA 0
Jdm Jdd JdA 0
JAm JAd JAA 0
0 0 0 N/σ4V
⎤
⎥⎥⎥⎥⎦ (6.12)
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where K = 2NA20/σ
2
V = 2NSNR and the following deﬁnitions have been used:
ϕm = (sin(ωmt1 + φ), . . . , sin(ωmtN + φ))
′
ψm = (cos(ωmt1 + φ), . . . , cos(ωmtN + φ))
′




T = (t(1), . . . , t(q))′.
(6.13)
The derivation of the CRB is given in Appendix 6.A.
6.3 Parameter estimation using the PWHT
A suboptimal approach, suitable for estimation of multicomponent micro-Doppler
signatures, has been introduced in the previous chapter. It was demonstrated that
the PWHT allows one to estimate the parameters of the frequency modulation
with accuracy close to the CRB, in a computationally eﬃcient manner. The use
of the PWHT, however, can result in a bias for highly nonlinear FM signals. For
the case of micro-Doppler signals which exhibit a sinusoidal FM, this bias may be
signiﬁcant, especially for estimation of the FM amplitude parameter B. In the
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following section the issue of bias for the PWHT estimator is discussed in more
detail. Application of the PWHT to estimation of micro-Doppler signatures is
then demonstrated using experimental data in Section 6.3.2.
6.3.1 Bias of the PWHT estimator










X(n + l)X∗(n− l)ej2ωl.
In the following we shall assume that the Doppler phase component ψd(t) of
Equation (6.5) is zero or has been estimated and removed, so that the IF function
is given by:
ω˜(t;ϑ) = B sin(ωmt + φ) (6.15)
and the FM parameters are ϑ = [B,ωm, φ]
T. We note that the deﬁnition given
above is consistent with the derivation in Section 6.1.1 for B = 4π
λ
d˜ωm.
The estimator of the IF parameters for a micro-Doppler signal is obtained
as the location of the maximum of PX(ϑ) with respect to ϑ. The maximum
occurs when the parameter ϑ describes a trajectory in the TF plane which passes
along the highest “ridge” of the PWVD. Assuming the signal IF is approximately
linear within each time window of length L = 2M+1 samples, this ridge coincides
approximately with the signal IF. However, if the signal IF is highly nonlinear
within the window duration, the ridge of the PWVD may deviate signiﬁcantly
from the true IF, resulting in biased estimation of the FM parameters using
Equation (6.14).
To illustrate how the window length, L, of the PWVD can eﬀect the bias of
the PWHT, an example is given. In Figure 6.2, the true signal IF of a micro-
Doppler signal is plotted along with the peak of the PWVD, computed using
various window lengths. As can be seen, an increased window length results in a
ridge which deviates from the true IF at the peaks and troughs of the sinusoidal
FM (at which points the IF is the most nonlinear). As the peak of the PWHT
corresponds to the trajectory along the highest ridge of the PWVD, the estimation
of the amplitude, B, of the sinusoidal FM will be certainly biased. It is noted
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that the estimation of the frequency ωm and phase φ will not be biased as these
parameters are determined by the zero-crossings of the FM trajectory, at which






Figure 6.2: The true signal IF of a micro-Doppler signal (−) and the highest
ridge of the PWVD (−−) for various values of L.
As discussed in the preceding chapter, the location of the peak of Equa-
tion (6.14) occurs at the point ϑs + δϑ, where δϑ is a zero-mean random vari-
able and ϑs is the location of the maximum of Ps(ϑ). Let us assume that the
signal s(t) has the micro-Doppler IF model given in Equation (6.15), with pa-
rameter values ϑ0 = [B0, ωm,0, φ0]
T. The peak of Ps(ϑ) will therefore occur at
ϑs = ϑ0 + [δB, 0, 0]
T, where δB corresponds to the diﬀerence between B0 and
the peak of Dss(n0, ω) where n0 = (π/2 − φ0)/ωm (illustrated in Figure 6.3).
Determining the location of the maximum of Dss(n0, ω) will therefore allow one
to derive and expression for the bias δB.
An approximate expression for δB may be derived, for example, using a Taylor
series expansion, as suggested in [118]. Following this approach, a ﬁrst order











Substituting the model s(n) = exp[jψs(n)] into Equation (6.16), where ψs(n) =













Figure 6.3: For a micro-Doppler amplitude B0, the location of the peak of the
PWVD occurs at a frequency B0 + δB.








2 exp{−j2B0[l − sin(ωm,0l)/ωm,0]}
. (6.18)
It is noted that the above expression is derived under the assumption that the
PWVD peak occurs close to the true IF.
Given an estimate of B0 + δB from the PWHT of the observations, one would
like to use the expression in Equation (6.18) to obtain an unbiased estimate of
B0. This is problematic for two reasons: Firstly, for large PWVD window lengths
(where the PWHT variance is lower), the peak of the PWVD may not occur close
enough to the true IF for the Taylor series approximation to be accurate. Sec-
ondly, the relationship between B0 and δB in Equation (6.18) is highly nonlinear
and does not allow one to easily solve for B0.
A alternative approximation for δB is now proposed based on Equation (6.17).
We note that the summation is bounded from above by L = 2M +1. This bound
may only be achieved if the angle of the exponential term is an integer multiple
of 2π, which is only the case for a strictly linear FM signal. It is expected,
however, that the maximum should be close to 2M + 1 provided the PWVD
window is small with respect to the micro-Doppler period. The peak frequency is
therefore approximated by the minimizer of the angles |ωl − B0/ωm,0 sin(ωm,0l)|
for l = −M, . . . ,M , with respect to ω. Using a least-squares formulation, we
2Despite the imaginary terms in Equation (6.18), the approximate bias expression remains
real-valued due to the odd and even symmetry in the numerator and denominator expressions,
respectively.





















While the derivation of Equation (6.19) may be somewhat ad hoc, the justi-
ﬁcation is intuitively satisfying and empirical analysis has shown that it is more
accurate the approximation based on the Taylor series expansion. Further, the
relationship between δB and B0 in Equation (6.19) is linear which allows one to
easily perform bias correction. In Figure 6.4 the true value of δB for the PWVD
is compared to the Taylor series (TS) approximation from Equation (6.18) and
the proposed approximation from Equation (6.19). It can been seen that the pro-
posed approximation is accurate even for L greater than half the micro-Doppler
period, while the TS approximation breaks down for L greater than about 20%
of the micro-Doppler period.
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Figure 6.4: Comparison of the TS and proposed bias approximations for various
values of the PWVD window length L and micro-Doppler frequency ωm.
In order to improve the estimation accuracy using the PWHT, one may per-
form bias correction based on Equation (6.19), as outlined in Table 6.1. The idea
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is to ﬁrst obtain estimates ϑˆ = [Bˆ, ωˆm, φˆ]
T
of the micro-Doppler FM parameters
using the procedure given in Table 5.2. The estimates of ωm and φ are then
substituted into Equation (6.19) to form an estimate of the bias which is used
to correct Bˆ. Simulation results are shown in Figure 6.5 which indicate that the
bias correction is successful. The simulation was conducted using micro-Doppler
parameter values ϑ = 2π[0.025, 2.5/N, 0.23]T, with N = 128 observations and
PWVD window lengths of L = 7 and L = 17, for SNR varying from 0 to 20
dB. 500 Monte Carlo simulations were averaged to obtain the estimator root
mean-squared error (RMSE) shown in Figure 6.5, for estimation of B.
As indicated by the example in Figure 6.4, higher PWVD window lengths
lead to higher bias. This is clear in the simulation results shown in Figure 6.5.
Consider ﬁrst the PWHT accuracy without bias correction: at low SNR, where
variance is the dominant source of estimation error, the longer window length
(L = 17) demonstrates the best accuracy. At high SNR, where the bias is the
dominant source of estimation error, the PWHT estimator using the smaller win-
dow length (L = 7) has better accuracy. However, after applying bias correction
according to Table 6.1, the accuracy of the PWHT becomes close to optimal at
high SNR, even for L = 17.
1. Obtain an estimate, ϑˆ = [Bˆ, ωˆm, φˆ]
T
, of the micro-Doppler




where the computationally eﬃcient implementation pro-
posed in Table 5.2 may be applied.











Table 6.1: Proposed bias correction for estimation of the micro-Doppler amplitude
using the PWHT.
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Figure 6.5: Estimation accuracy of the PWHT when using the proposed bias
correction scheme. The PWVD window length used in L = 7 in (a) and L = 17
in (b).
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6.3.2 Experimental results
The PWHT estimator is now demonstrated using experimental data which has
been collected from a 24GHz radar system, observing a rotating fan. An image of
the experimental setup is included as Figure 6.6. The rotational movement of the
scatterer in this experiment results in a sinusoidal Doppler shift with respect to
time (a micro-Doppler signature). To illustrate the estimation of multicomponent
signatures, we apply the PWHT estimator to the data collected only from the
in-phase baseband channel of the radar system. This eﬀectively produces two
TF “signatures” each π radians out of phase with the other.
The baseband radar signal was sampled at 1000 Hz and we have used an
observation interval of 402 samples (∼0.4 seconds) to estimate the micro-Doppler
signatures. The proposed estimation strategy outlined in Table 5.2 has been
followed, where the initial grid search was performed for B ∈ 2π[0, 250] rad/s,
φ ∈ [0, 2π) rad and ω0 ∈ 2π[1, 10] rad/s, with 12, 10 and 6 samples along each
parameter range respectively (720 total trajectories). In the initial search, L = 31
was used to calculate the PWHT, and in the ﬁnal optimization step, L = 71.
Figure 6.6: Experimental setup used for micro-Doppler radar data collection.
In Figure 6.7 we show the PWHT of the experimental data for the amplitude-
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slice of the parameter space at B = 2π16 rad/s. The ﬁgure shows both cases
of L = 31 and L = 71, which clearly illustrates the advantage of widening the
main peak, achieved with the smaller window length, as discussed in Chapter 5.
In Figure 6.8 we show the estimated micro-Doppler signatures overlaid on the
PWVD of the data (for L = 71). In this ﬁgure we see both the initial grid search
estimates and the ﬁnal estimated signatures. It is observed that both the ﬁnal
estimated signatures overlap the TF signatures as expected, although the initial
grid search yielded somewhat inaccurate results.
6.4 Conclusions
In this chapter the problem of micro-Doppler signature estimation has been con-
sidered. Due to rotational or vibrational movement of targets, the received signal
of a radar system may exhibit a sinusoidal frequency modulation, known as micro-
Doppler. The PWHT proposed in the previous chapter has been examined as a
possible estimator for the sinusoidal FM parameters. It was shown that the es-
timation of the micro-Doppler amplitude parameter is biased using the PWHT,
and a bias correction scheme was proposed. The PWHT was applied to experi-
mental radar data and demonstrated to successfully estimate the TF signatures
of the micro-Doppler signal resulting from a rotating fan.
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Figure 6.7: PWHT for L = 31 (a) and L = 71 (b) of the experimental micro-























Initial estimate: component 1 
Initial estimate: component 2 
Final estimate: component 1 
Final estimate: component 2 
Figure 6.8: Estimated micro-Doppler signatures from the initial grid search with
L = 31 (solid black curve) and optimization of the PWHT function with L = 71
(dashed white curve), overlaid on the PWVD of the data computed with L = 71.
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6.A The micro-Doppler Crame´r-Rao Bound
The CRB for η is the inverse of the Fischer information matrix (FIM), J . For



















In the following we derive the quantities necessary to calculate the FIM using
Equation (6.20). For compactness of notation in the following derivation, we
deﬁne the following:
sd = (e
jψd(0), . . . , ejψd(N−1))′
sm = (e
jψm(0), . . . , ejψm(N−1))′
a = (a1, . . . , aq)
′
The deﬁnitions from Equation (6.13) are also used here. The partial derivatives
of the mean vector s = A0e




= jϕm  s
∂s
∂ωm
= jt(1) ψm  s
∂s
∂φ









= jt(i)  s
To obtain the result Equation (6.12) we substitute the above into Equation (6.20),
making use of the fact that (ws)H(zs) = A20NwHz, for any length N vectors
w and z, where  denotes the Hadamard (element-wise) matrix product.
6.B A sub-optimal estimation scheme
In this appendix, the “DP kernel” for a micro-Doppler signal is derived and some
interesting properties are shown. We note that similar results were also obtained
in [65] based on the higher-order ambiguity function (HAF). Based on these
properties, a sub-optimal estimator for micro-Doppler parameters is derived.
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6.B.1 The micro-Doppler DP kernel
We derive here the form of the DP kernel [93] for the micro-Doppler signal. The
DP kernel can be considered a higher-order correlation function, whose Fourier
transform is a higher-order ambiguity function. This kernel forms the basis of
the polynomial phase transform [94], useful for estimation of polynomial phase
coeﬃcients. Let cx(t; k) denote the kth order DP kernel of a signal x(t). Then
cx(t; 0) = x(t) and cx(t; k) = cx(t+τ ; k−1)c∗x(t; k−1) for k ∈ Z+. The DP kernel
of the micro-Doppler signal sm(t) is given by
csm(t; k) = e
jBk sin(ωmt+φk); k ∈ Z+, (6.21)
where Bk = 2
kB sink(ωmτ/2) and φk = φ + k(ωmτ + π)/2. We note that the DP
kernel of sm(t) is a signal of exactly the same form, i.e. a sinusoidal phase term
with the same micro-Doppler frequency ωm.
Proof Let us denote the phase of csm(t; k) as ψk(t) ≡ ∠csm(t; k). From the deﬁ-
nition of ψm(t) in Equation (6.4) we see that ψ0(t) = B sin(ωmt+φ). Substituting
this result into ψk(t) for k = 1, we obtain
ψ1(t) = ψ0(t + τ)− ψ0(t) = ψm(t + τ)− ψm(t)
= B[sin(ωm(t + τ) + φ)− sin(ωmt + φ)]
= 2B sin(ωmτ/2) cos(ωmt + φ + ωmτ/2)
= B1 sin(ωmt + φ1)
where B1 = 2B sin(ωmτ/2) and φ1 = φ + (ωmτ + π)/2. Since ψ1(t) is of exactly
the same form as ψ0(t), and ψk(t) = ψk−1(t + τ) − ψk−1(t) for k ∈ Z+, then we
obtain ψk(t) = Bk sin(ωt + φk) where
Bk = 2Bk−1 sin(ωmτ/2) and φk = φk−1 + (ωmτ + π)/2, (6.22)
for k ∈ Z+. Using the deﬁnition of B1 and φ1 in the above recursive formulas,
we obtain Bk = 2
kB sink(ωmτ/2) and φk = φ + k(ωmτ + π)/2.
6.B.2 Polynomial phase approximation
Here we look at the approximation of the micro-Doppler phase as a polynomial.
Using a Taylor series expansion, we can express the phase ψm(t) in the vicinity
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where ψ
(k)
m (t) denotes the kth derivative of ψm(t) with respect to t. Assuming
the deﬁnition of ψm(t) as given in Equation (6.4) and denoting the ith order
coeﬃcient of Equation (6.23) by bi, we obtain the following coeﬃcients (up to
2nd order, for t0 = 0):
(b0, b1, b2) =
(





Given the coeﬃcients (b0, b1, b2), one can ﬁnd an inverse operation to retrieve the
micro-Doppler parameters (B,ωm, φ), but because the sin and cos functions are
periodic and one may be expressed as a shifted version of the other, there is, in
general, no unique inverse relationship. However, we may ﬁnd a unique solution
by restricting the parameter space so that B > 0, ωm > 0 and φ ∈ [0, 2π). In


















+ 2π · u(−b0) (6.26)
where u(·) denotes the unit step function which is one for a zero or positive
argument and zero for a negative argument.
6.B.3 A Suboptimal Estimation Approach
Here we present a suboptimal approach to estimation of ηs based on the results
presented in Sections 6.B.1 and 6.B.2. We assume the observation model of
Equation (6.8) where the sampling period is known to be Δ seconds.
The proposed algorithm is detailed in Table 6.2 and summarised as follows:
In the ﬁrst step, the (q+1)th order DP kernel is computed to completely remove
the Doppler phase term ψd(t), leaving only the sinusoidal phase term as shown
in Equation (6.21). In steps 2 and 3 a polynomial is ﬁtted to the phase of the
DP kernel and the amplitude, frequency and phase parameters are estimated
based on the relationship derived in Equations (6.24)-(6.26). We then obtain the
micro-Doppler parameters using the relationship in Equation (6.22). Finally, one
may remove the estimated micro-Doppler term and estimate the other Doppler
parameters using standard PPS algorithms.
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1. Calculate the discrete q + 1th order DP kernel of the data:
z(n;κ) = Πq+1k=1
(
x$k(n + (k − 1)κ))
 
q
q + 1− k
!






2. Fit a pth order polynomial to the phase of z(n;κ), to obtain coeﬃcients
(bˆ0, . . . , bˆp). This may be done using computationally eﬃcient methods
such as cyclic moments [85] or phase unwrapping followed by least squares
[52].
Note: the time reference should be adjusted here so that t = 0 occurs in
the center of the interval.















+ 2π · u(−bˆ0)




φˆ = φˆq+1 − (q + 1)(ωˆmκΔ + π)/2
4. Demodulate the micro-Doppler component:
x¯(n) = x(n)× exp[−jBˆ sin(ωˆmn + φˆ)]; n = 1, . . . , N
and estimate (a0, . . . , aq) by applying a standard PPS estimation scheme.
Table 6.2: Estimation algorithm for the micro-Doppler signal model.
The application of the Taylor series expansion to the phase is done with respect
to a certain time reference, t0. When the phase is approximated by truncating
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the expansion, the error of the approximation increases as |t− t0| increases. It is
therefore necessary to apply the polynomial ﬁt to an appropriately chosen window
of the phase, centered about the time t0. We have found that using a window
of one half of the micro-Doppler period and polynomial order 4 provides good
results. We must ﬁrst, however, have at least a rough estimate of ωm in order to
calculate the window length.
In the results given in the next section, we have used a simple correlation
function approach to ﬁrst estimate the micro-Doppler frequency. In step 2 of
Table 6.2 we then average all available half-periods of the phase before estimating
the polynomial coeﬃcients. The half-period averaged phase term is calculated as
follows:
1. ψ(n) = ∠z(n;κ) for n = 1, . . . , N − κ(q + 1).
2. ψ(n) = K−1
∑K
k=0(−1)kψ(n + kM) for n = 1, . . . ,M where M = π/(ωˆmΔ)
and K = (N − κ(q + 1))/M.
It was found that correct selection of the lag κ to be used in computing the DP
kernel is essential to achieving good performance. When using a small lag value
(e.g. one sample) the amplitude of the micro-Doppler term is greatly reduced
resulting in a lower ‘phase SNR’. However, the value of κ should reduce the
amplitude of the phase term just enough so that phase unwrapping is not required.
The optimum value of κ is therefore signal dependent. From Equation (6.22) we









Since B is generally greater than π, Equation (6.27) provides an upper bound
on the value of κ to be used. One simple strategy to choose the appropriate
value would be to start with this upper bound, and reduce κ until the number of
phase jumps greater than a set threshold is reduced to an acceptable value. The
upper-bound on κ can be estimated based on an the initial estimate of ωm used
in step 2.
6.B.4 Simulation results
In this section we present some simulation results illustrating the performance
of the proposed estimation scheme. We use simulation parameters consistent
with an X-band radar system tracking moving people. Results in [41, 42] clearly
show the micro-Doppler eﬀect is visible in these systems due to the swinging-arm
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action of a walking person. We also choose parameter values in line with real
data presented in [42].
The X-band radar system has a carrier frequency of fc = 9.4 GHz, a pulse
repetition frequency fp = 800 Hz, a dwell time of N = 1024 samples or 1.28
seconds and the speed of wave propagation is taken to be c = 3× 108 ms−1. We
assume a constant radial velocity of the walking person vr = 1.3 ms
−1 over the
observation interval, with an arm swing rate of fa = 1.2 Hz and swing amplitude
D = 0.23 m. The signal model for this scenario is
s(t) = exp[j(ωdt + B sin(ωm + φ) + θ)]
where ωm = 2πfa, ωd = 4πfcvr/c, B = 4πfcD/c and θ and φ are chosen arbitrarily
on [0, 2π).
The simulation results shown in Figure 6.9 show the result of phase unwrap-
ping and averaging, followed by order 4 polynomial ﬁtting. We can see that the
phase is well approximated by the polynomial over a half-period of the micro-
Doppler signature. We also show here the resulting phase estimate using the
suboptimal procedure of Table 6.2, with an SNR of 10dB.
















Figure 6.9: (Above) Phase after applying the DP kernel (· · · ) and averaging over
half-periods (−). (Below) Estimated phase functions compared to true phase
(thick line) using the proposed sub-optimal method.
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The simulation results shown in Figure 6.10 compare the performance of the
sub-optimal scheme with the CRB as the SNR is varied from -5 to 30 dB. We
also plot the performance of the ML estimator given in Equation (6.11) when
initialized with the sub-optimal estimate and the true parameter values. While
the sub-optimal estimator is clearly biased and does not reach the CRB, is it
suﬃciently accurate for initialization of the ML estimator such that the CRB
performance bound is achieved for high SNR. We also note that the RMSE is less
than 1% of the true parameter value for all parameters, with SNR greater than
10 dB and for ωm with SNR greater than 0 dB.


















































































Figure 6.10: RMSE of sub-optimal and optimal estimators versus SNR.
Chapter 7
Near-Field Parameter Estimation
The array signal processing model was derived in Chapter 1 based on the far-ﬁeld
assumption. The estimation of far-ﬁeld (DOA) parameters was reviewed in Sec-
tion 2.2 and the corresponding time-frequency based approaches in Section 3.2.3.
While the far-ﬁeld DOA estimation problem has received considerable attention
in the literature, certain applications arise in which the radiating or reﬂecting
sources lie in the near-ﬁeld of the sensor array. This chapter does not provide
an in-depth study of the near-ﬁeld parameter estimation problem. Rather, it is
intended to supplement the main results of the this dissertation, by showing how
the joint time-frequency approaches may be extended the near-ﬁeld parameter
estimation problem.
7.1 Introduction
The estimation of either far-ﬁeld or near-ﬁeld parameters have been mostly stud-
ied as separate problems. However, as discussed in [62], both near-ﬁeld (NF) and
far-ﬁeld (FF) scatterers may be present in certain applications such as surface-
wave radar. In such cases, estimation methods which assume only a given class
(FF or NF) of scatterers are present mis-model the data and subsequently result
in sub-optimal or erroneous estimation of the parameters of interest.
Characterization of NF scatterers in the presence of FF sources was considered
in [62, 63], using a quadratic sensor-angle distribution (SAD). The work in [62]
assumes that a NF scatterer is illuminated by a cooperative FF source of known
DOA. Characterization of the NF scatterer requires one to ﬁrst suppress the
FF source using subspace projection techniques. Parameter estimation using the
SAD, and the issue of aliasing, are discussed in [63]. It is noted that the SAD was
formulated based on the assumption of a uniform linear array (ULA) geometry.
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In this chapter, the estimation of NF parameters and a means of distinguishing
between NF and FF sources is investigated, based on time-frequency analysis.
The proposed approach does not require a particular array geometry, nor the DOA
of FF sources to be estimated or known a priori. Estimation of NF parameters
is performed using the same STFD matrices discussed in Section 3.2.
7.2 Signal Model
7.2.1 The near-ﬁeld array response
If sources lie in the near-ﬁeld of the sensor array, the response vector depends
on the array geometry and the spatial location (both the range and direction) of
the sources. As in Chapter 1, we assume that there are m sensors with locations
{rk}mk=1 where the ﬁrst (reference) sensor is located at the origin. It is assumed
that the signal originates from a point in space described by the vector q. The
vector pointing from the kth sensor to the source location is denoted dk ≡ q−rk,










Figure 7.1: The near-ﬁeld sensor array geometry.
Under the narrowband assumption, the source signal waveform at the origin
can be expressed as S(0, t) = s(t)ejωct where s(t) is slowly time-varying with
respect to the carrier term ejωct. The signal waveform at sensor k is then given
by:
S(rk, t) = Aks(t− τk)ejωc(t−τk) ≈ Aks(t)ejωc(t−τk), (7.1)
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where Ak and τk respectively denote the amplitude and relative delay of the
signal waveform at the kth sensor with respect to the reference sensor. Since the
propagating signal amplitude is inversely proportional to the distance traveled,
the relative amplitude is Ak = ‖d1‖/‖dk‖. The relative delay is given by the
diﬀerence in propagation times: τk = (‖d1‖ − ‖dk‖)/c, where c is the speed of
propagation.
For simplicity, it shall be assumed in the following that the sensor and source
locations are co-planar. Equation (7.1) may be expressed as













where dk  ‖dk‖, for k = 1 . . . ,m, denotes the distance between the source and
the kth sensor. Using the notation: rk  ‖rk‖ and φk  ∠rk, for k = 1 . . . ,m,




q2 + r2k − 2qrk cos(θ − φk), k = 1, . . . ,m. (7.3)
Based on Equation (7.2) the NF array response (steering) vector for a source at
















where dk depends on the source range, q and direction, θ, through the relationship
given in Equation (7.3).
7.2.2 Baseband signal model
We consider an array of m sensors observing narrowband signals, of which J are







a(θl)zl(t) + V (t), (7.5)
where X(t) is the vector of sensor outputs at time t, {sk(t)} are the NF source
signals, {zl(t)} are the FF source signals and V (t) is an additive noise process.
The vector b(q, θ) denotes the array response to a NF source at range q and angle
θ with respect to the reference sensor, as derived in the previous section. The
1As discussed in Chapter 1, it is assumed that the sensors are omni-directional with uniform
gain.
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vector a(θ) denotes the array response to a FF source at angle θ. For convenience
in the following, we may refer to the array response to the kth NF source as bk
and to the lth FF source as al.
It is assumed that the signals {sk(t)} and {zl(t)} are deterministic signals with
well-deﬁned TF signatures and that noise is a complex white process of variance
σ2V , satisfying Assumption 1. We model the sampled version of Equation (7.5) by
the discrete-time random process X(n). Given N observations, {x(n)}N−1n=0 , the
problem is to estimate the spatial parameters, {(qk, θk)}Jk=1, of the NF sources.
7.3 Near-ﬁeld parameter estimation
In this Section, we investigate the use of STFD matrices, for the purpose of
NF parameter estimation. The STFD matrix of the sensor data is deﬁned in
Equation (3.22), whose elements are the auto- and cross-TFDs sensor data.
Let us assume the sources of interest have a well-deﬁned TF structure, such
as constant amplitude FM signals, whose TF signatures are distinct from one
another. By averaging the STFD across the TF signature of a given source,
one is able to isolate the signal energy from that component alone, and perform
parameter estimation without the inﬂuence of the other signals. This property
has been investigated for FF direction-ﬁnding in [124] and was summarized in
Section 3.2.3.
Consider that the kth NF source has an instantaneous frequency (IF), denoted

















Estimation of the NF parameters for source k may be achieved by applying tra-
ditional covariance based estimation methods to Dk, assuming only one source
is present. In the following, we shall make use of both the MUSIC estimator and
the beamforming approach, which were reviewed for the FF case in Section 2.2.
The NF-MUSIC estimator is obtained from a subspace decomposition of the
data covariance matrix in [76]. In this work, we apply the same approach to the
averaged STFD matrix. An estimate of the range and bearing of the kth NF
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source is obtained according to:
(qˆk, θˆk) = argmax
(q,θ)
1
bH(q, θ)UkUHk b(q, θ)
, (7.8)
for k = 1, . . . , J . In Equation (7.8), Uk denotes the noise subspace which is
estimated from by taking the m − 1 eigen-vectors of Dk corresponding to the
m− 1 smallest eigen-values.
In many applications, the sources are not well modelled by discrete points in
space, which means that use of Equation (7.8) is not appropriate. Instead, the
beamformer spectrum may be calculated over a range of parameter values to form
an “image” of the NF characteristics of the scatterers (this shall be demonstrated
in the following section using experimental data). The beamformer spectrum for




; k = 1, . . . , J. (7.9)
7.4 Near-ﬁeld source discrimination
In order to apply Equation (7.6) for estimation, the IF of the NF sources must
be known or estimated. In this section, we outline a means of discriminating the
time-frequency signatures of NF sources from a mixture of NF and FF sources.
The proposed approach is based on the TFDs of the sensor data.
We propose that by subtracting the average of sensor TFDs from the TFD
computed at each sensor, one may remove the TF contributions of all FF sources.
This is motivated by the fact the FF sources are received with the same power
at each sensor, while the NF sources are received with varying powers due to the
sphericity of the wavefront. Consider the following quantity:






for m = 1, . . . ,m. Substitution of the model from Equation (7.5) into (7.10)











































































for m = 1, . . . ,m, where bmv and amu denote the mth element of bv and au
respectively.
We note that using a TFD with good cross-term suppression properties such
as the Spectrogram, will make the terms in Equation (7.11) which involve Dsusv or
Dzuzv , for u = v, and the terms Dzusv or Dsuzv for all u, v, negligible. Assuming
such a TFD is used in the computation of Equation (7.10), we may simplify
























Under the mild assumption that each sensor of the array has the same gain, the
magnitude of each element of the FF response vector is equal. The second term
in Equation (7.12) therefore evaluates to zero and the quantity Δk(n, ω) contains
only the TFDs of the near-ﬁeld sources.
As the weighting of NF source TFDs in Equation (7.12) may be negative, we











The TF signature of the NF sources may be estimated, e.g. by applying peak-
ﬁnding or multi-component IF estimation techniques to B(n, ω). We note that,
although the spectrogram is a good candidate to estimate the IF, as it does
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not exhibit cross-terms, calculation of the averaged STFD may be done using
a higher-resolution TFD, such as the PWVD. The cross-terms present in the
TFD are suppressed due to the averaging in Equation (7.6) and the improved
TF resolution of the PWVD leads to more accurate estimation of the spatial
parameters.
7.5 Simulation Results
The estimation accuracy of the proposed approach was evaluated via Monte Carlo
simulations. In the experiment, two NF and two FF chirp signals were present.
The NF sources had locations of (q1, θ1) = (0.5λ, 70
◦) and (q2, θ2) = (5λ, 69◦)
respectively, where λ denotes the carrier wavelength. The FF sources had direc-
tions θ1 = 75
◦ and θ2 = 110◦. A uniform linear array structure of 6 elements with
spacing λ/2 was used. All angles speciﬁed herein are w.r.t. the array endﬁre. All
sources had the same power w.r.t. the noise and N = 256 observations were used.
Calculation of the NF-TFD was based on a spectrogram with window length 51
samples.
The NF parameters were estimated using the NF-MUSIC algorithm. The
RMSE of the estimates of range and direction of the ﬁrst NF source are shown
in Figure 7.2. For comparison, the estimation was performed using the STFD
matrix when the TF signature of the source is known and when it was estimated
using Equation (7.13). The signature was estimated by taking the location of
the largest peak of B(n, ω) at each time-slice. In Figure 7.2, the accuracy of the
MUSIC algorithm based on the covariance matrix and the CRB for estimation of
a single NF source are also shown.
The results in Figure 7.2 indicated that STFD-based estimation is superior to
covariance-based estimation at very low SNR. Unfortunately, the estimation of
the NF TF signature is not successful at very low SNR where the best performance
gain of the STFD-based estimation is achieved. We note, however, that in the
range from 2 to 15 dB SNR the method which estimates the TF signature has
higher accuracy than the covariance based method. We note that the application
of better techniques for estimating the TF signature from B(n, ω), such as the
Hough transform discussed in Chapter 5, will allow one to apply this approach
at lower SNR.
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7.6 Experimental Results
The proposed approaches for estimation of NF TF signatures and NF parameters
have been applied to experimental data for validation of the theoretical ideas.
The experimental system consists of a linear array of 16 antennas, located on the
coast close to the land-sea boundary. Three targets are present in the experiment;
two ships in the far-ﬁeld of the array and one target in the near-ﬁeld. All targets
are transmitting linear FM signals of bandwidth 20 KHz and waveform repetition
frequency 50 Hz, transmitted at a carrier frequency of 6.41 MHz.
The TF distribution of the signal received at the ﬁrst sensor of the array and
the NF-TFD of the sensor data are shown in Figures 7.3 and 7.4 respectively,
which have been computed using the spectrogram with a rectangular window
of length 61 samples. The NF-TFD clearly shows the TF signature of the NF
source, while the TF signatures of the FF sources have been suppressed by over
15 dB.
Based on the NF-TFD shown in Figure 7.4, the IF of the NF source is esti-
mated as the location of the largest peak for each time-slice. Using the estimated
IF, the averaged STFD for the NF source is computed according to Equation (7.6),
using the pseudo Wigner-Ville distribution (PWVD) with rectangular window of
length 61. The NF beamformer spectrum is obtained according to Equation (7.9)
and plotted in Figure 7.5. For comparison, the standard beamformer, obtained by
substituting the matrix Dk with the sample covariance matrix in Equation (7.9),
is plotted in Figure 7.6. We note that the use of TF processing to isolate the
NF source allows one to more clearly observe the NF characteristics, without the
inﬂuence of the FF sources.
7.7 Conclusions
The use of STFD matrices for NF parameter estimation has been investigated,
and shown to provide improved accuracy with respect to covariance-based es-
timation. It was shown that by selectively averaging the TF signature of only
NF sources, one may ignore other FF sources present in the data. A means of
discriminating between the NF and FF TF signatures was also proposed and
successfully applied to both simulated and experimental data.
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Figure 7.2: The RMSE of NF parameter estimation using the MUSIC algorithm,
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Figure 7.4: The NF-TFD of the experimental data, showing clearly the TF sig-




















































Figure 7.6: The NF beamformer obtained using the sample covariance matrix.
Chapter 8
Conclusions and Outlook
This chapter presents an overview of the conclusions drawn from the analysis and
results of the preceding chapters. An outlook on the possible future directions
for research in the ﬁeld is presented in Section 8.2.
8.1 Conclusions
Time-frequency distributions are powerful tools for solving array signal process-
ing problems, where nonstationarity or time-varying properties are characteristic
of the underlying problem. The STFD formulation of the array processing model
provides a natural means for exploiting both the spatial diversity and the TF lo-
calization properties of nonstationary sources impinging on a sensor array. There
is, however, one caveat in the application of STFD methods: the TF localization
of the sources should be known a priori, or must needs be estimated. The task
of determining the TF localization properties of signals from noise-contaminated
mixtures, has been composed as problems of ‘TF point selection’ and ‘TF signa-
ture estimation’ in this dissertation.
A ‘point selection’ scheme for automatically determining the TF locations
at which STFD matrices exhibit underlying diagonal or oﬀ-diagonal structure
was proposed, based on multiple hypothesis testing, in Chapter 4. The tendered
method allows blind application of BSS based on the JD or JOD of STFD ma-
trices. In contrast to other existing point selection schemes, there is no ad hoc,
signal dependent threshold value to be chosen, rather, one decides on an accept-
able probability of falsely selecting TF points. Further, it was found that the
proposed approach could successfully determine TF points leading to favorable
BSS performance, in cases of low SNR, closely spaced signals and closely over-
lapping TF signatures, where other methods fail.
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Toward the goal of automatic TF signature estimation, a computationally at-
tractive implementation of a time-frequency Hough transform (the PWHT) was
oﬀered in Chapter 5. A technique for reducing the number of required TF tra-
jectories to be computed was proposed. It was demonstrated that one could
eﬀectively control the RoA of the estimator by varying the window length of the
PWVD. An estimation scheme for both single and multicomponent signals was
proposed based on this result. The application of the PWHT to nonlinear FM
signals was also considered, and shown to be eﬀective under the certain assump-
tions. Statistical analysis was performed in the case of additive white Gaussian
noise. It was found that, in the case of linear FM signals there is clearly an
optimal choice for the PWVD window length which yields estimation error close
to the CRB.
The application of the proposed TF signature estimation to the problem of
DOA estimation was also considered in Chapter 5. The considered approach was
based on use of STFD matrices. Prior knowledge of the source TF signatures was
not assumed, but estimated according to a parametric model using the TF Hough
transform. Two important conclusions of this part of the work are as follows:
Firstly, the use of the Hough transform provides performance close to the case
of exactly known TF signatures at low SNR, where there is a signiﬁcant gain
in performance to be achieved by using STFD direction ﬁnding, over traditional
methods. Secondly, the Hough transform allows DOA estimation for more sources
than sensors, in an automatic way.
The particular problem of micro-Doppler signature estimation has also been
studied in this dissertation. Due to rotational or vibrational movement of targets
in a radar system, the received signal may exhibit a sinusoidal frequency mod-
ulation, known as micro-Doppler. The PWHT proposed in Chapter 5 has been
investigated as a potential estimator for the sinusoidal FM parameters. It was
found that the estimation of the micro-Doppler amplitude parameter is biased
using the PWHT, and a bias correction scheme was proposed. The PWHT was
applied to experimental radar data and demonstrated to successfully estimate the
TF signatures of the micro-Doppler signal resulting from a rotating fan.
It is envisioned that the contributions made on the topic of TF signature
estimation could prove useful in engineering applications such as radar target
localization and identiﬁcation.
As a ﬁnal consideration, the use of STFD matrices for near-ﬁeld parameter es-
timation was investigated in Chapter 7, and shown to provide improved accuracy
with respect to existing methods. It was observed that by selectively averaging
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the TF signature of only NF sources, one may eﬀectively ignore other FF sources
present in the data. A means of discriminating between the NF and FF TF sig-
natures was also proposed and veriﬁed by both simulation and the application
to experimental data from a surface-wave radar system. The proposed approach
could potentially be used to aid the analysis and characterization of NF scattering
in sensor array systems.
8.2 Outlook
There are a number of interesting areas where the future research on array pro-
cessing for nonstationary signals could be focused:
1. Point selection:
• The test statistic for auto-term selection considered in this dissertation
is based on a whitening transform, which can limit the achievable
BSS performance. New test statistics should be studied, which do not
depend on the whitening transform.
• The test statistic proposed for cross-term selection requires the as-
sumption of far-ﬁeld sources and the sensors to have uniform gain. It
is desirable to ﬁnd other cross-term statistics which relax these con-
straints and allow for more general application of the techniques.
2. TF signature estimation:
The time-frequency Hough transform proposed in this dissertation for TF sig-
nature estimation has a number of drawbacks: Firstly, one must know (at
least approximately) a suitable parametric model for the signal IFs in a
given application. If many parameters are required to suﬃciently describe
the IF, then estimation using the Hough transform becomes computation-
ally inhibitive. Further, if there are mixtures of signals having diﬀerent IF
parametrizations, the application of the Hough transform is not straightfor-
ward. The development of non-parametric TF signature estimation meth-
ods for BSS and DOA estimation could potentially oﬀer better ﬂexibility
and lower computational complexity.
3. Use of polarization information:
An inherent assumption in the model used here, was that the sensors are
delivering single-polarization information only. Methods which can exploit
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multiple-polarizations should also be investigated. The particular relevance
of polarized sensors to time-frequency based approaches should be exam-
ined.
4. Stochastic models for source signals:
In this work, the source signals have been modeled as deterministic (un-
known) waveforms. However, in particular applications, the underlying
physical characteristics might motivate the use of stochastic signal mod-
els. The analysis of time-frequency based array processing methods and
the extension of point selection and signature estimation techniques could
be investigated under diﬀerent stochastic models.
5. Wideband and convolutive models:
Only narrowband array processing methods were considered in this disser-
tation. In applications such as sonar, telecommunications and speech signal
processing, wideband signal models or convolutive mixture models may be
more realistic in many scenarios. The extension of time-frequency based
array processing methods to these cases would be of great theoretical and
practical interest.
6. Source number detection:
The problem of source number detection, or model order selection, has
not been considered in this work. While there exist many methods for
detecting the number of sources using a sensor array, these approaches do
not, in general, exploit nonstationary signal properties. The extension of
traditional methods or development of new approaches for detecting the
number of nonstationary sources is an important problem.
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