One practical inconvenience in frequent pattern mining is that it often yields a flood of common or uninformative patterns, and thus we should carefully adjust the minimum support. To alleviate this inconvenience, based on FP-growth, this paper proposes RP-growth, an efficient algorithm for top-k mining of discriminative patterns which are highly relevant to the class of interest. RP-growth conducts a branchand-bound search using anti-monotonic upper bounds of the relevance scores such as F-score and χ 2 , and the pruning in branch-and-bound search is successfully translated to minimum support raising, a standard, easy-to-implement pruning strategy for top-k mining. Furthermore, by introducing the notion called weakness and an additional, aggressive pruning strategy based on weakness, RP-growth efficiently finds k patterns of wide variety and high relevance to the class of interest. Experimental results on text classification exhibit the efficiency and the usefulness of RP-growth.
Introduction
Frequent pattern mining is now one of core techniques in knowledge discovery. On the flip side, there is a practical inconvenience in frequent pattern mining that it often yields a flood of common or uninformative patterns, and thus we should carefully adjust the threshold called the minimum support to have a manageable number of frequent patterns. One improvement against this inconvenience is top-k mining [11, 21] , where k is the number of patterns to find, and the minimum support is automatically adjusted following k. Top-k mining has a clear merit that the parameter k is less sensitive to the statistics on the dataset and so is easier for human users to specify. Another direction is to find more informative patterns by discriminative pattern mining from the dataset where a class label is supplied for each transaction. Discriminative pattern mining extracts the patterns that distinguish the transactions in one class from those in the other(s), and has been studied under the names of subgroup discovery [8, 22] , emerging pattern mining [4, 5, 20] , contrast set mining [1] , supervised descriptive rule discovery [15] , cluster grouping [24] , etc.
The purpose of this paper is to propose RP-growth, an efficient top-k mining algorithm for finding discriminative patterns called relevant patterns, based on FPgrowth [10] . The relevance between a pattern x and the class c of interest is often quantified by a relevance score R c (x) (e.g. χ 2 , F-score and so on), and the main difficulty in discriminative pattern mining is that most of popular relevance scores do not satisfy the antimonotonicity w.r.t. set-inclusion among patterns, and hence a simple pruning based on the minimum support is not available. To get over the lack of antimonotonicity, as is occasionally done [19, 21, 22, 24] , RP-growth performs a branch-and-bound search for relevant patterns, in which we compute an anti-monotonic upper bound R c (x) of the relevance score for each node (corresponding to a pattern x) in an enumeration tree, and we prune the subtree below the node, according to the computed upper bound. One technical contribution of this paper is to show how the pruning strategy in this branch-and-bound search is translated into minimum support raising [11] , a standard, easy-toimplement pruning strategy for top-k frequent pattern mining. Unlike previous approaches, this translation is applicable to non-convex relevance scores such as Fscore, and is also possible in many of the existing mining algorithms for itemsets, sequences and trees. Furthermore, for filtering out the patterns that are still redundant and uninformative, we introduce the notion called weakness between patterns, and another contribution is a finding that the search tree used in FP-growth enables aggressive pruning based on weakness. As a result, RPgrowth efficiently extracts k patterns of wide variety and high relevance to the class of interest, and they would lead to some crucial knowledge about the dataset.
The rest of this paper is outlined as follows. First, in Section 2, we explain the background of this paper. Section 3 then gives the details of RP-growth, our proposed method. In Section 4, we report the experimental results on text classification. Finally, Section 5 describes the related work, and Section 6 concludes this paper.
Background

Preliminaries.
First of all, let us introduce some notations. We are given a dataset D = {t 1 , t 2 , . . . , t N } of size N , where t i is a transaction, a set of items. The set of all items appearing in D is denoted by X . Also we consider that each transaction belongs to one of predefined classes C, and let c i be the class of transaction t i . A pattern is a subset of X , and let P be the set of all possible patterns. We introduce some canonical order ≺ among items, and always place the items in a transaction/pattern following ≺. Transaction/patterns are also ordered in a lexicographical way based on ≺. Depending on the context, we interchangeably denote a pattern as a vector x = (x 1 , x 2 , . . . , x n ), as a set
, and an item is regarded as one of these collections with a single element.
In addition, the probabilities treated in this paper are all empirical ones, i.e. they are computed from the statistics on the dataset D. For example, a joint probability p(c, x) is obtained as N (c, x)/N , where 
, and so on. Using these joint probabilities, marginal probabilities and conditional probabilities are computed, e.g. we obtain p(
Throughout the paper, we only consider practical cases where 0 < p(c) < 1 and 0 < p(x) < 1 hold.
Relevant patterns.
As mentioned before, we seek for k patterns that are relevant to the class c of interest. For that, we first adopt a relevance score R c , which is defined as a function from P to R, the set of real numbers. The relevance measured by R c (x) can also be regarded as interestingness of a class association rule x ⇒ c, where x is a pattern. Many relevance scores have been proposed in the literature [9, 15] , and from now on, we briefly explain a dozen of well-known ones, which are grouped into several categories:
• Confidence p(c | x) is used in class association rule mining [16] , and we call p(x | c) (resp. p(x | ¬c)) the positive (resp. negative) support of x for class c. For brevity, 'support' means positive support unless explicitly noted. Growth rate GR c (x) = p(x | c)/p(x | ¬c) explicitly states that the transactions satisfying x are common in class c and uncommon in the class(es) other than c, and is mainly used to find emerging patterns [4] . Pointwise mutual information
} is adopted in text analysis [17] , and its non-logarithmic version p(c, x)/(p(c)p(x)) is called lift. Using the results by Kralj Novak et al. [15] , it is shown that the relevance scores in this category except support give the same ranking over possible patterns P (and consequently, the same top-k patterns).
•
is often used for finding interesting association rules [21] . L c (x) is equivalent to the weighted relative accuracy, a score used in subgroup discovery [22] . A related score
, often called support difference, is adopted in contrast set mining [1] .
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These scores also give the same ranking over P [15] .
• Precision and recall are well-known measures in information retrieval [17] and evaluation of classifiers [12] . p(c | x) and p(x | c) is also seen as precision and recall, respectively, of a pattern x for class c [9] . To balance their opposite behaviors, we often use the harmonic mean
) and hence F c and J c give the same ranking over P.
• χ 2 is a traditional measure indicating the correlation between two random variables. Noting that {c, ¬c} and {x, ¬x} are realizations of random variables C and X, respectively, the χ 2 value between C and X is regarded as a relevance score χ 
Information gain (IG) is also a popular correlation measure between C and X. In [18, 19] , both χ 2 and IG are shown to be convex w.r.t. the pair of p(c, x) and p(x), and have been adopted in branchand-bound search [19, 24] .
Minimum support raising.
In this subsection, we describe minimum support raising [11] , a standard, easy-to-implement pruning strategy in top-k pattern mining. First, let us consider an enumeration tree, illustrated in Fig. 1 .
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One may find in Fig. 1 that the parent of each node is its immediate prefix, and such a tree is hereafter called a prefix enumeration tree. Although various styles on the traversal order of nodes are possible in an enumeration tree, in this paper, we focus on depth-first styles. Now let us assume that, for a class c of interest, any pattern x should have a support p(x | c) no less than the minimum support σ min . Then, if x has the support p(x | c) smaller than σ min , we can safely prune the subtree rooted by x, thanks to the anti-monotonicity of the support. Furthermore, consider the case of top-k frequent pattern mining. In top-k mining, we usually use an ordered list of candidate patterns, called the candidate list in this paper, and insert the patterns found in the middle of the search into the list, following the descending order of support. Suppose further that the candidate list already contains k patterns in the middle of the search. Then, letting z be the pattern with the k-th greatest support, it is obvious that any pattern x to be visited later should have the support no less than p(z | c), and so once observing p(x | c) < p(z | c), we can prune the subtree rooted by x. This operation is equivalent to raising the minimum support up to p(z | c) (i.e. σ min := max{p(z | c), σ min }) when z is found to be the pattern with the k-th greatest support at the time. The patterns with the (k + 1)-th greatest or smaller support are usually removed automatically. Starting with a small value (typically σ min := 1/N where N is the number of transactions), the minimum support is iteratively updated during the search. Section 3.1 describes how this minimum support raising is achieved in our case.
Top-k mining of relevant patterns
In this section, we explain the details of RP-growth, our proposed method. First of all, we define the task for top-k mining of relevant patterns. 
Here, k is the only mandatory user-specified parameter in this task. Typically we specify σ min = 1/|D| in the second condition, and in the third condition, we give β min = p(c) or 0.5. The latter case indicates that each x ∈ P * works as a (weak) classifier, and we may specify a higher β min for having more discriminative patterns. The last condition can be optional, and we will explore the notion called weakness in Section 3.3 and 3.4.
Branch-and-bound pruning translated into minimum support raising.
As is mentioned before, branch-and-bound search is often adopted when the relevance score in use does not satisfy antimonotonicity [19, 22, 24] . In a basic form of branch-andbound search for top-k mining, for a class c of interest, we compute an anti-monotonic upper bound R c (x) of the relevance score R c (x) of x, and if it is found that R c (x) < R c (z), where z is the pattern with the k-th greatest score, then we safely prune the subtree rooted by x. This pruning exploits the anti-monotonicity of R c , which
In most of previous work, upper bounds are obtained by considering a common optimistic case. For example, in AprioriSMP [19] , one upper bound of χ 
, and so on. So a general heuristic for obtaining
. Of course, after deriving R c (x), we need to be sure that R c (x) is indeed an upper bound of R c (x) and is anti-monotonic. For example, F-score is defined as
, so we obtain its upper bound by substituting p(c | x) := 1 as:
Since F-score is the harmonic mean of p(c | x) and p(x | c), which both range from 0 to 1, F c (x) is surely no less than F c (x). Also for 0
is monotonically increasing according to p(x | c) and hence satisfy the anti-monotonicity w.r.t. set-inclusion among patterns. Similarly, the upper bounds of support difference and χ 2 are obtained as follows:
The above heuristic is applicable to various non-convex relevance scores, but for some scores whose upper bounds are always high, there would be no chance of pruning (e.g. growth rate GR c (x) = ∞ and precision p(c | x) = 1 when substituting p(x | ¬c) := 0). Here let us see how to translate branch-and-bound pruning into minimum support raising. As described before, x cannot stay in the final top-k patterns if
, where z is the pattern with the k-th greatest relevance score. Using F c (x) derived above, this condition is rewritten as:
Then, noting that the right hand side works as a threshold for the support of x, we have the following updating rule that realizes minimum support raising:
In a similar way, respectively for support difference and χ 2 , we have the following updating rules:
In what follows, we may use a generic form of these update rules:
Here are a couple of crucial remarks on branch-andbound search. First, we can have upper bounds of Fscore and support difference with a simple operation, while AprioriSMP and the CG algorithm [24] assume the convexity of the relevance score. Second, we only need to change the updating rules for minimum support raising in existing implementations of top-k frequent pattern mining. Third and lastly, we can still benefit from the efficiency brought by FP-growth due to the dynamic shrinking of conditional patterns, which is achieved by removing infrequent items according to the minimum support at the time [10] . Also in our case, thanks to the minimum support translated from the upper bound, irrelevant items are removed individually during the search. The details of this dynamic shrinking will be illustrated in Section 3.5.
3.2 Difficulties in dealing with minimality in top-k mining. Even with top-k mining, there will be uninformative or redundant patterns. For example, suppose that a pattern {A} is significantly relevant to a class c of interest. Then, the patterns including A, such as {A, B}, {A, C} and {A, B, C}, also tend to be relevant to c, and would occupy the list of the final topk patterns. To filter out these redundant patterns, some authors introduced the notion of minimality w.r.t. setinclusion [5, 6, 20] . That is, for two candidate patterns x and x , we prefer x over x and remove x as a redundant one if x ⊂ x . In the literature on emerging pattern (EP) mining, a set of minimal EPs is included in the 'left border' in border representation [4] of emerging patterns [5] , but as pointed out in [6, 20] , it is inefficient to conduct an exhaustive search for all EPs just for having minimal EPs. In top-k mining, there seem to be two following difficulties in dealing with minimality.
First, let us consider two patterns x = {A, C} and x = {A, C, D} in the prefix enumeration tree in Fig. 1 , where x is already stored in the candidate list, and now we are visiting x . Also we use the relevance score R c , where c is the class of interest. Then, in a fortunate case that R c (x) ≥ R c (x ), we can immediately throw away x . We can see this by imagining two cases. If x is included in the final k patterns, x should be removed anyway since x is not minimal; If x is not included in the final k patterns, then x is not, either, since
there arises a difficulty: we cannot immediately decide whether x should be thrown away or not, since it depends on whether x is included in the final k patterns.
Besides, a depth-first (left-to-right) search over a prefix enumeration tree in Fig. 1 causes another difficulty: even x = {A, C} might be removed when x = {C}, a sub-pattern of x visited later, is found to be more relevant than x, i.e. R c (x ) ≥ R c (x). This dependency propagates from patterns to patterns, and eventually makes it complicated to maintain the candidate list. What is worse is that, if we add the patterns that may be removed later, due to the violation of minimality, into the extended candidate list, the size of the list could be much larger than k, and hence the effect of minimum support raising should be limited.
The former difficulty comes from a fact that minimality is usually determined given a fixed set of patterns, and does not harmonize with the dynamic behavior of the candidate list. On the other hand, a straightforward solution for the latter difficulty is to conduct a breadth-first (level-wise) search, where longer patterns are always visited after shorter patterns, but in general, breadth-first styles have a problem in memory consumption. Next, in Section 3.3, instead of minimality, we introduce a light-weight notion, called weakness, which is defined for a pair of patterns, for filtering out redundant patterns. We then show that, based on the enumeration trees originally used in FP-growth, it is still possible in depth-first search to check the weakness between patterns efficiently, and furthermore in Section 3.4, an additional, aggressive pruning is available, that exploits an extended notion of weakness. Furthermore, to see a procedural aspect of weakness, let us consider the situation where we wish to have non-weak relevant patterns for class c, and two patterns x = {A, C} and x = {A, C, D} are under study. In this situation, if R c (x) ≥ R c (x ), then x is weaker than x, and hence we immediately throw away x , as in the case with minimality. On the other hand, if R c (x) < R c (x ), then x is not weaker than x, and hence the removal of x does not depend on whether x remains in the final top-k patterns. So, to ensure a safe addition of x = {A, C, D} into the candidate list, it is sufficient to know that the relevance score of x is higher than those of its all sub-patterns {A}, {C}, {D}, {A, C}, {A, D} and {C, D}. Now the first difficulty with minimal relevant patterns can be mitigated by using weakness.
The second difficulty in checking the minimality in a depth-first search will be eliminated by considering enumeration trees, hereafter called suffix enumeration trees, illustrated in Fig. 2 . In a suffix enumeration tree, the parent of each node is its immediate suffix, and siblings are placed following the lexicographical order based on ≺ (i.e. left-to-right in Fig. 2) . Interestingly, FP-growth implicitly uses suffix enumeration trees when the items in each transactions are sorted according to ≺. Here, a key fact is that, in a depth-first search over a suffix enumeration tree, all of x's sub-patterns have been visited when x itself is visited. For example, in Fig. 2 , before visiting {A, C, D}, we visit {A}, {C}, {D}, {A, C}, and so on. To summarize, together with weakness and suffix enumeration trees, for adding x into the candidate list safely, it is sufficient to check whether x is not weaker than the existing patterns in the list. Prunable weakness implies weakness in the original sense. Let us suppose that we are visiting x which is prunably weaker than x existing in the candidate list at the moment. Then, since the upper bound R c (x ) of the relevance score of x is no greater than R c (x), the relevance scores of the super-patterns of x are never greater than R c (x) either, and hence these superpatterns are all weaker than x. So we can safely prune the subtree rooted by x . This pruning is aggressive in that there are (exponentially) many chances to prune long patterns. For example, {A, C, D} should not be prunably weaker than any of its all (up-to-six) subpatterns remaining in the current candidate list.
Besides, in a suffix enumeration tree, the nodes in a path from the root to a pattern x are all subpatterns of x. For this 'built-in' relation, we can save the effort further, by skipping the check on set- is obtained by the translation described in Section 3.1. As a result, each pattern is doubly qualified by the original minimum support and the local minimum support. Each local minimum support is easily implemented as an argument variable of a recursive call realizing a depthfirst search (the details are given in Section 3.6).
RP-trees. RP-trees (relevant-pattern trees)
are a simple extension of FP-trees, used in FP-growth [10] . 6 An RP-tree is a prefix tree that compactly stores the transactions (or their subsets) in the dataset. Hereafter we simply refer to the class of interest by +, and suppose that the transactions in the other classes are merged into one class −. Now let us consider an example 7 of a dataset of six transactions, shown in Table 1 (left). Each transaction belongs to one of two classes + and −, and 6 In the literature of emerging pattern mining, some authors use CP-trees (contrast-pattern trees) [6, 20] , which have a similar structure to RP-trees. The difference from our method is that we do not perform the merging operation introduced in [6] . 7 This example was originally introduced in [20] .
let N + and N − be the numbers of transactions in class + and −, respectively. In this example, N + = N − = 3. In advance of constructing the initial RP-tree, similarly to the case with FP-tree, we scan the dataset and obtain the counts for computing the relevance scores of items. For the dataset in Table 1 (left), we obtain N (+, x) (resp. N (−, x)) as the counts of each item x in the transactions in class + (resp. −), and its F-score F + (x) as shown in Table 1 Table 1 ), and reorder the items in each transaction based on ≺.
The initial RP-tree is then constructed in the same way as FP-tree except that we separately count the occurrences of patterns in class + and those in class −. For example, Fig. 3 illustrates the initial RP-tree for the dataset in Table 1 , and the path from the root to the node labeled by A [2, 0] indicates that a pattern {B, D, A} occurs twice in the transactions of class +, and never occurs in the transactions of class −. Also as in Fig. 3 , we construct the header table where an item x is associated with the header of node-links connecting all nodes with the labels of the form x[n + , n − ]. Hereafter n + and n − are called the positive count and the negative count of the corresponding node.
Also similarly to FP-growth, RP-growth traverses a suffix enumeration tree, recursively constructing RPtrees called conditional RP-trees. At beginning, the initial RP-tree in Fig. 3 contains all transactions, and let us consider the case where we work on pattern {E} by inserting E to the initial pattern ∅, and the initial minimum support is set to 1/N + = 1/3. Then, Fig. 4 (above) shows how to construct the RP-tree conditioned E from the initial RP-tree. That is, starting from the head of node-links associated with E, we first find two nodes labeled by E [1, 0] the individual items in these counted patterns, and shrink them by removing infrequent items. In Fig. 4 (above), the pairs of positive/negative counts of A, B and C are [0, 1], [1, 0] and [1, 1] , respectively. Since the minimum support is set to 1/N + = 1/3, we remove item A, whose positive count is 0, from the counted patterns. Note here that this shrinking step corresponds to pruning based on the current minimum support. Finally, an RP-tree conditioned on E is constructed as in the right hand side of Fig. 4 (above) . Fig. 4 (below) illustrates a construction of an RP-tree conditioned on C in the case where we work on pattern {C}.
As seen above, dynamic shrinking of RP-trees is realized by removing infrequent items based on the current minimum support, and accelerates the search by narrowing the enumeration tree. For example, in Fig. 4 , we only have to extend {E} into {B, E} and {C, E}, since there are only B and C in the conditional RP-tree. As mentioned in Section 3.1, even in top-k mining of relevant patterns, we can benefit from the mechanism of dynamic shrinking, thanks to the translation of branchand-bound pruning into minimum support raising.
RP-growth.
Based on the descriptions in the previous subsections in Section 3, RP-growth is now presented as Algorithm 1 and 2, and works for the topk mining task defined at the beginning of Section 3. RP-Growth (Algorithm 1) is the main routine, and Grow (Algorithm 2) is a recursive routine called from RP-Growth. For brevity, in these procedures, we introduce five global variables c, k, σ min , β min and L, which stand for the class of interest, the number of relevant patterns to return, the minimum support, the minimum precision and the candidate list, respectively. First, in RP-Growth, we initialize the variables, construct the initial RP-tree as described in Section 3.5, and call Grow. After the call, top-k patterns are stored in the candidate list L, and hence we output L as a final result. In each call of Grow(T 0 , x 0 , σ 0 ), we consider the key items in the header table H 0 (lines 1-2). Such key items are the items appearing in T 0 .
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Inside the loop for each key item x, we first work for a construction of a RP-tree conditioned on x as described in Section 3.5 (line 3), where the pruning based on the original/local minimum support (σ min and σ 0 ) is embedded. 10 We then extend the current pattern by x (line 4) and compute the relevance score R c (x) of the extended pattern x (line 5). If the extended pattern satisfies the constraint on precision (line 6), we raise the local minimum support (line 7) using the computed R c (x). For example, with F-score, we use U c (x) = F c (x)/(2 − F c (x)). Then, if x is not weaker than any patterns in the candidate list L (line 8), we add x and then if L is full, we remove the low-ranked patterns (line 11), and raise the minimum support (line 12). If x is weaker than some pattern in L, we do not add x into L, but try to continue the search for longer patterns. In contrast, if x is prunably weaker than some pattern in L, we stop the search. For x having passed the filter on prunable weakness, we call Grow recursively (line 17).
Experiments
Basic settings.
We conducted three experiments using the 20 newsgroups dataset. Following the discussions in Sections 2.2 and 3.1, we chose three relevance scores in these experiments: χ 2 , F-score and support difference. The purpose of the first experiment is to confirm the intuitiveness of the relevant patterns obtained by RP-growth. In the second one, we make a comparison among the three relevance scores Algorithm 2 Grow(T 0 , x 0 , σ 0 ) Require: T0: the current RP-tree, x0: the current pattern, σ0: the current local minimum support 1: H0 := the header table associated with T0 2: for all x in the key items of H0 do
3:
Construct an RP-tree T conditioned on x from T0 (pruning based on σmin and σ0 is embedded)
4:
x := {x} ∪ x0
5:
Compute Rc(x) and p(c | x) from the positive/negative counts stored in T 6: if p(c | x) ≥ βmin then 7: σ := max{Uc(x), σ0}
if x is not weaker than any patterns in L then 9: Insert x into L following the descending order of Rc
10:
if |L| ≥ k then
11:
Remove the patterns with the (k + 1)-th greatest or smaller relevance scores (if any) from L
12:
σmin := max{Uc(z), σmin}, where z is the k-th pattern in L 13: end if 14: end if 15: end if 16: if x is not prunably weaker than any patterns in L then 17: Call Grow(T , x, σ) 18: end if 19: end for above from the viewpoint of the size of the search space. The last experiment explores the usefulness of relevant patterns by seeing whether the new features constructed from relevant patterns can enhance the predictive power of a classifier. We expect relevant patterns to be combined features which are more discriminative than the original (singleton) features. Previously, frequent patterns [3, 16] and discriminative patterns [5, 6, 20] were used for a similar objective. The 20 newsgroups dataset is originally a collection of approximately 20,000 articles from 20 different newsgroups, each of which is seen as a pre-defined class. We used a preprocessed dataset available from http:// people.csail.mit.edu/jrennie/20Newsgroups/ and made further preprocessing. 11 The dataset was finally converted into 17,930 articles containing 5,666 words. Each article was then transformed into a transaction t, where each item w ∈ t is a word in the article. From now, we report the results of three experiments explained above in turn.
Intuitiveness of the relevant patterns.
In the first experiment, we confirm the intuitiveness of the relevant patterns obtained by RP-growth. To find the patterns relevant to a class (newsgroup) c of interest, we binarize the dataset D according to c. That is, we rename class c as class + and merge the trans-actions of the other 19 classes into class −. Table 2 lists top-25 non-weak relevant patterns for three classes: comp.graphics, rec.sport.hockey and talk. politics.guns (the other results are omitted due to the space limit), under F-score with the threshold β min for precision p(c | x) being 0.5. Table 2 shows that the firstly-ranked pattern for each newsgroup includes the part of the name of the newsgroup (the word suffixes have been replaced or removed by the stemmer), and most of the other patterns are also related to the newsgroup. Interestingly, for the newsgroup comp.graphics, the word graphic cannot be a relevant pattern itself, but becomes a relevant pattern by being combined with another word. Besides, each list of top-25 non-weak relevant patterns mixes well discriminative patterns (with high precision; such as {polygon} for comp.graphics) and supportive patterns (with high recall; such as {gun} for talk.politics.guns). Lastly we confirmed the importance of weakness. For example, when allowing weak patterns for talk.politics.guns, we have 16 patterns including the word gun in the top-25 list.
On the other hand, since we have 20 classes, the binarized class distribution {p(+), p(−)} is basically skewed (e.g. p(+) = 899/17930 ≈ 0.05 when comp. graphics is the class of interest), and thus in this dataset, the setting β min = 0.5 tends to produce the patterns with relatively low support. Presumably from this reason, for some newsgroups such as alt.atheism, the top-25 list contains many patterns of proper nouns, e.g. {keith, caltech}. In such a case, setting β min between p(+) and 0.5 would produce a more intuitive result. The numbers of visited nodes in the enumeration tree for each newsgroup (the y-axis), varying the number k of non-weak relevant patterns to find (the x-axis). In each graph, "chi2," "f-score" and "supdiff" respectively indicate χ 2 , F-score and support difference.
rule, and does not consider constraints between rules like weakness. Terlecki and Walczak [20] later proposed topk minimal jumping EPs, which are highly discriminative patterns satisfying p(x | c) > 0 and p(x | ¬c) = 0 (these conditions jointly imply p(c | x) = 1). Jumping EPs are a special case of relevant patterns targeted in this paper, and as discussed in Section 3.2 and 3.3, weakness is easier to handle than minimality and is still meaningful. Branch-and-bound search is a generic technique in pattern mining where the relevance score does not satisfy the anti-monotonicity w.r.t. set-inclusion among patterns. Unlike AprioriSMP [19] and the CG algorithm [24] , RP-growth can deal with non-convex relevance score such as F-score. An upper bound of weighted relative accuracy p(x)(p(c | x) − p(c)), a relevance score equivalent to leverage, was introduced as p(x)(1 − p(c)) [22] , but in our translation, the upper bound can be tighter: p(c)p(x | c) (1 − p(c) ). Additionally in RP-growth, the translation of branch-and-bound pruning into minimum support raising leads to effective dynamic shrinking of RP-trees, by removing unpromising items based on the current minimum support.
Recently, Fang et al. introduced an anti-monotonic relevance score called SupMaxK for finding low-support discriminative patterns [7] . SupMaxK is written as SupMaxK c (x) = p(x | c) − max x ⊂x,|x |=K p(x | ¬c) in our notation. SupMaxK is attractive since it is anti-monotonic itself, but its computation seems costly, i.e. to compute SupMaxK c (x) for each x, we need to perform set-inclusion check with all the patterns of size K. In RP-growth, on the other hand, we only have to check the weakness using the patterns in the current candidate list, whose size k is usually small. Besides, Fang et al. did not propose top-k mining, so some appropriate threshold for SupMaxK should be given. One interesting approach is to perform a depth-first search according to SupMaxK using suffix enumeration trees, while a breadth-first style is originally taken.
The original version of weakness is due to Yuan et al.'s recent framework called most relevant explanation (MRE) [23] for explanatory analysis of Bayesian networks. That is, weakness in this paper is the converse relation of strong dominance in [23] , i.e. x is weaker than x iff x strongly dominates x . However, neither branchand-bound search nor any pruning mechanism exploiting weakness has not been explored in MRE. For their relevance score called generalized Bayes factor (GBF) p(c | x)/p(c | ¬x), we can conduct branch-and-bound pruning via minimum support raising, and it is a future work to examine the tightness of GBF's upper bound. Besides, Bayardo et al. defined that a pattern x is productive iff the improvement R c (x) − max x ⊂x R c (x ) is positive [2] , and hence non-weak patterns in this paper are also said to be productive (R c (x) is fixed to be confidence/precision p(c | x) in the original definition).
Conclusion
In this paper, based on FP-growth, we proposed RPgrowth, an efficient algorithm for top-k mining of discriminative patterns which are highly relevant to the class of interest. These top-k relevant patterns are considered to be manageable and more informative than frequent patterns. RP-growth conducts a branch-andbound search using anti-monotonic upper bounds of the relevance scores such as χ 2 and F-score, and the pruning in branch-and-bound search is successfully translated to minimum support raising, a standard, easy-toimplement pruning strategy for top-k mining. Furthermore, by introducing the notion of weakness and an additional, aggressive pruning strategy based on weakness, RP-growth efficiently finds k relevant patterns of wide variety. Experimental results on text classification exhibit the efficiency and the usefulness of RP-growth. In future, it is necessary to conduct more extensive experiments for demonstrating the usefulness of top-k relevant patterns. In addition to classification tasks, we are interested in applying RP-growth to the problems such as sensitivity or explanatory analysis of Bayesian networks [13, 23] , automatic labeling of the clustering results [14, 17] (in which clustering and discriminative pattern mining work complementarily, e.g. the former can give class labels to the latter), and so on.
