As a result of the rapid growth of computational needs, grid computing is gaining more and more attention. It becomes a viable high-performance alternative to the traditional supercomputing environments. However, grid performance can still be improved by effectively and efficiently utilizing the available grid resources using a good load balancing algorithm.
INTRODUCTION
Computing grid is defined as a hardware and software infrastructure that provides dependable, consistent, pervasive, and inexpensive access to high-end computational capabilities such as computers, storage space, software applications, and data [1] . It supports the sharing and coordinated use of resources independently of their type and location in dynamic virtual organizations (VOs) consisting of individuals, institutions, and resources solving computationally intensive applications. Grid computing uses common interface to link computing clusters or LANs together. These clusters are shared between many users or VOs and a local policy is applied to each cluster that defines their access rights. Fig.1 . depicts an example of clustering distributed Grid resources.
This policy is applied through a local resource management system. The primary motivation of grid computing system is to provide users and applications with pervasive and seamless access to vast high performance computing resources by creating an illusion of a single system image. Thus Grid computing is designed so that users won't have to worry about where computations of their jobs are being performed [2] [3] [4] [5] [6] 15] .
Grid Computing offers a variety of services such as computation services, application services, data services, information services, and knowledge services. These services are provided by the servers or processing nodes in the grid computing system. The servers and the processing nodes are typically heterogeneous in the sense that they have different processor speeds, memory capacities, and I/O bandwidths [2, 3, 7] . The heterogeneity of the grid resources coupled with the uneven job arrival patterns may lead to a situation where some resources become heavily loaded while others in a different grid domain may be lightly loaded or even idle. It is therefore desirable to transfer some jobs for execution from heavily loaded computers to lightly loaded ones in the grid environment aiming to efficiently and effectively utilize grid resources. The process of load redistribution is known as load balancing [8] [9] [10] [11] [12] [13] .
Fig. 1: Clustered distribution of Grid resources
To achieve the promising potentials of tremendous distributed grid resources, the service level of the grid infrastructure should utilize efficient and effective load balancing and resource management algorithms [1] [2] [3] [4] [5] [6] [7] [8] . A load balancing algorithm attempts to improve the response time of user's submitted jobs by ensuring maximal utilization of available resources. The main goal is to prevent, if possible, the condition where some computing nodes are overloaded with a set of jobs while others are lightly loaded or even idle [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] .
Ant colony optimization (ACO) [16] is one of the most recent techniques for approximate optimization. The inspiring source of ACO algorithms are real ant colonies. More specifically, ACO is inspired by the ants foraging behavior. The ant deposits a certain amount of pheromone when it walks. An ant tends to choose a path positively correlated to the pheromone intensity of found trials. The pheromone trail evaporates over time. If many ants choose a certain path and lay down pheromones, the intensity of the trail increases. Thus, this trail attracts more and more ants; a process that results in ant highway following the shortest path. Ants also have the ability to adapt to the environmental changes, for example, finding the new and shortest path once the old one is no longer feasible due to a new obstacle. At the core of this behavior is the indirect communication between the ants by means of chemical pheromone trails, which enables them to find short paths between their nest and food sources. This characteristic of real ant colonies is exploited in ACO algorithms in order to solve many scientific optimization problems. Recently, ACO algorithms are used for balancing workload of tasks in grid computing [18] [19] [20] .
In this paper, we propose an ant colony load balancing algorithm (ACLBA) for the Grid computing environment. It takes into account the heterogeneity of the Grid computational resources. The proposed algorithm selects a resource to execute a task based on the estimated task transmission time and expected execution time of the task when assigned to this resource. It balances the Grid workload using a Local, and Global pheromone update procedures. Local pheromone update function updates the status of the selected resource after jobs assignment. Global pheromone update function updates the status of each resource for all jobs after the completion of a job. It offers the grid scheduler the newest information of all resources for the next jobs assignment which lead to effectively utilizing the available Grid resources.
This policy leads to maximizing system utilization, and improving load balancing level. Hence the mean job response time is minimized. The performance of the proposed algorithm is evaluated using simulation. The results show that the proposed algorithm improves the mean job response time in all cases compared to the random distribution load balancing algorithm (RDLBA). The improvement ratio increases gradually as the grid workload (traffic intensity) increases until the workload becomes moderate where the maximum improvement ratio is obtained and after that the improvement ratio decreases gradually as the grid workload increases approaching it's saturation point.
The rest of this paper is organized as follows: Section II presents related work. Section III describes the grid computing model. Section IV introduces the proposed ant colony load balancing algorithm. In section V, the simulation environment and results are discussed. Finally, Section VI summarizes this paper.
RELATED WORK
Recently, scientific problems become very complex and complicated. They need huge computing power and storage space. The past technologies such as distributed/ parallel or cluster computing become unsuitable for solving such scientific problems. At the same time, the wide popularity of the Internet coupled with the availability of low-cost powerful computers and high-speed networks are changing the way we use computers today. These technical opportunities have led to the possibility of using geographically distributed and multi-owner resources to solve large-scale problems in science, engineering, and commerce. Recent research on these topics has led to the emergence of a new paradigm known as Grid computing [1] .
Effectively utilizing the huge and different grid resources is a big challenge to grid designers and software implementers. To achieve this goal, the service level of the grid infrastructure should utilize efficient and effective load balancing and resource management algorithms [1] [2] [3] [4] [5] [6] [7] [8] .
Load balancing algorithms can be classified into static or dynamic [10, 11] . In static load balancing algorithms, the load balancing decisions are made deterministically or probabilistically at compile time and remain constant during runtime. They are not affected by the runtime system state. In contrast, dynamic load balancing policies attempt to use the runtime system state information to make more informative load balancing decision, see [10] [11] [12] for more details.
A large number of load balancing algorithms for traditional distributed and parallel systems have been developed [8] [9] [10] [11] [12] [13] . Unfortunately, the load balancing algorithms designed for traditional parallel and distributed systems, which usually run on heterogeneous and dedicated resources, e.g. computer clusters, cannot work directly in grid environments. Therefore, it is essential to consider the impact of various dynamic characteristics in designing and analyzing the grid load balancing algorithms [1] [2] [3] .
Recently, many papers have been published to address the problem of load balancing in grid computing environments using ACO [18] [19] [20] [21] . In [18] , the authors explained the basic ideas of ACO and their applications in general. They gave some illustrative examples. In [19] , the authors, presented an ACO algorithm for grid computing. The algorithm scheduler allocates the job to a host from a pool of available hosts by selecting the best match. In their study a number of intensive experiments with various simulation settings have been conducted. Based on the experimental results, their algorithm confidently demonstrates its practicability and competitiveness with three previously proposed algorithms. In [20] , the authors, introduced an ACO algorithm for load balancing in grid computing. The algorithm determines the best resource to be allocated to the jobs, based on resource capacity and at the same time, balance the load of entire resources on grid. The main objective of the algorithm is to achieve high throughput and thus increase the performance in grid environment. The authors in [21] , developed a heuristic approach to obtain optimal solution for resource allocation problem in grid computing. They conducted many experiments with different data series and conditions. The experimental results reveal that their algorithm produces better results when compared with the existing ant algorithm. Also, in [22] , the authors, proposed an ACO algorithm for load balancing in grid computing. Their main contributions are balancing the entire system load while trying to minimize the mean response time of a given set of jobs. Compared with the other job scheduling algorithms, according to the experimental results, the algorithm can outperform them. In [23] , the authors formulated the scheduling problem for workflow applications with security constraints in distributed dataintensive computing environments and present a novel security constraint model. Several meta-heuristic adaptations to the particle swarm optimization algorithm are introduced to deal with the formulation of efficient schedules. A variable neighborhood particle swarm optimization algorithm is proposed and its performance is compared with a multi-start particle swarm optimization and multi-start genetic algorithm. Experimental results illustrate that population based metaheuristics approaches usually provide a comparable results for scheduling work-flow applications.
GRID COMPTING MODEL
The grid computing model considered in this paper is shown in Fig. 2 . It has six main components: User, Portal, Grid Information Server (GIS), Domains or Sites, Grid Scheduler(GS), and Processing Nodes (PNs).
1. User is a person or program that submits jobs for execution on the grid.
2. Portal provides grid applications to grid users.
3. GIS is responsible for collecting grid information such as grid workload, network traffic,.. etc periodically.
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4. Domain is an autonomous entity composed of one or multiple computing nodes (resources), and a Domain Manager(DM).
5. GS receives jobs, selects feasible domain for executing these jobs based on the acquired information from the GIS. and finally generates jobto-domain mappings according to the proposed load balancing algorithm.
6. PNs machines responsible for executing user jobs.
Every DM has unlimited storage capacity to hold all the coming jobs from both exterior grid users, and domain's local users. The processing nodes don't have capacity to hold any jobs (i.e., zero buffer capacity). They are only for execution.
The dynamic nature and heterogeneity of the Grid resources makes the information about the status of available resources very important for a GS to make a proper schedule decisions. The role of GIS is to provide such information to GS. GIS is responsible for collecting the domains state information, such as total CPU capacities (equals summation of all CPUs capacities of processing nodes in the domain), memory size, network bandwidth, software availabilities and load of a domain in a particular period for every DM. The DM is responsible for:
1. Managing a pool of processing nodes which is dynamically configured (i.e., processing nodes may join or leave the pool at any time).
2. Registering a new joining processing node in its domain.
3. Collecting information such as CPU speed, Memory size, available software and other hardware specifications about active processing nodes in its pool and forwarding it periodically to GIS.
4. local scheduling inside the domain, where not only jobs from exterior grid users, but also jobs from the domain's local users are executed.
5. Sending back the execution results to the user. It is known that the most common factor affecting the job response time in net computing is the communication time.
For this reason our proposed load balancing algorithm concentrates on selecting the fastest available DM to execute the job based on domains state information, such as total CPU capacities, memory size, network bandwidth, software availabilities and load of a domain. This information is collected by the GIS in a particular period for every DM, and is used to estimate job transmission time and expected execution time of the job when assigned to a DM.
PROPOSED ANT COLONY LOAD BALANCING ALGORITHM (PACLB A)
The proposed ant colony load balancing algorithm (PACLBA) uses the basic ideas from ACO algorithm to decrease the response times of jobs executing in grid and it also considers the loading of each DM. The pheromone density is changed according to the DM status by applying the local pheromone update and the global pheromone update functions. The purpose is to try to minimize the response time for each job while balancing the system load. Each DM utilizes the M/M/n FCFS as a local scheduling policy because the FCFS scheduling policy ensures certain kind of fairness, does not require an advance information about the task execution time, do not require much computational effort, and is easy to implement. With the FCFS policy, every DM in its local scheduling policy utilizes the fastest available processing node technique in case of having many free processing nodes at the time of selecting a processing node to execute a job.
In order to map the proposed ant system to the grid system, we explain their relationships below:
1. An ant: The ant in the ant system represents a job in the grid system.
Pheromone:
Pheromone value on a path in the ant system represents a weight for a DM in the grid system. A domain with a larger weight value means that the domain has a better computing power. The GS collects data from GIS and uses the data to calculate a weight value of a DM. The pheromone level (weight) of each DM is stored in the GS and the GS uses it as the parameters for the PACLBA.
The initial pheromone value of each DM for each job is equal to the pheromone indicator. The pheromone indicator of each DM for each job is calculated by adding the estimated transmission time and execution time of a given job when assigned to this DM. The estimated transmission time can is determined by M j /bandwidth i where M j is the size of a given job j and bandwidth i is the communication bandwidth available between the GS and the DM. The job execution time is hard to predict. Depending on the type of programs many methods can be used in estimating the program execution time [27] . With that, the pheromone indicator is defined by:
Pheromone indicator:
where Ph ij is the pheromone indicator for job j assigned to DM i , M j is the size of a given job j, T j is the CPU time needed of job j, CPU_speed i , load i (current load) and bandwidth i are the status of DM i .
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Based on equation (1) In each iteration, we select the smallest entry from the Ph matrix. Assuming Ph ij is selected, then job J is assigned to DM i for execution. After a job is assigned to a DM, we apply (1) to the DM selected for each unassigned jobs in the Ph matrix. This is called the local (row) pheromone update. Only when a job is completed, the global pheromone update is performed to recalculate the entire Ph matrix entries. After that, the row corresponding to the DM that just completes executing this job is further multiplied (1−ρi), where 0≤ρi<1. ρ i indicates the overhead incurred in DM i after completing job J execution.
Performing global pheromone update reflects the changes of network condition and DM status after a job is completed. It incorporates the dynamic nature of the grid into the scheduling algorithm such that a better load balancing decision can be made by the GS at the next turn. As it is illustrated above, the proposed algorithm takes into account the heterogeneity of the Grid computational resources. It balances the Grid workload using a Local, and Global pheromone update procedures. The local update procedure updates the status of the selected DM after jobs assignment. While the global update procedure updates the status of each DM for all jobs after the completion of a job. It offers the GS the newest information of all DMs for the next jobs assignment which lead to effectively utilizing the available grid resources. This policy leads to maximizing system utilization, and improving load balancing level. Hence the mean task response time is minimized.
The following example illustrates how a DM is selected to execute a job based on the pheromone level.
Example
Assume that the grid has five jobs ( J 1 , J 2 , J 3 , J 4 , and J 5 ) and five DMs (DM 1 , DM 2 , DM 3 , DM 4 ,and DM 5 ). Also, assume that the size of the five jobs is 5MB, 15MB,10MB, 4MB, and 3MB respectively, and that the initial status of every DM is as given in Table 1 . The number of CPU cycles needed for every job are 4M, 3M, 4.5M, 5M, and 3.5M respectively. Applying (1), the initial pheromone level of each entry in the pheromone matrix Ph is computed as follows: When the job is dispatched, the GS determines the minimum pheromone level in the Ph matrix, that is Ph 25 =0.120992. So J 5 is scheduled to DM 2 for execution. Hence, a local update (row update) to second row in the Ph matrix is performed for all jobs except J 5 . Since J 5 is scheduled, column 5 in the Ph matrix is no longer needed. Now, assume that as a result of assigning J 5 to DM 2 , DM 2 load becomes 22%. The new Ph matrix after executing local update is as follows: Suppose that the new status of the DMs after the execution of J 5 is as shown in Table 2 , and the overhead incurred in DM 2 as a result of executing J 5 is 0.1 (i.e., ρ 2 =0.1). Note that ρ i =0 for all other DMs (i.e., 2 i   ) because they have not been assigned any jobs for execution yet. This scheduling process is repeated for the other unassigned jobs.
Performance Metrics
A number of performance criteria can be used in describing load balancing and grid resource management systems.
Average Job Response Time
The length of time between the instant from the job arrival time to the grid and the instant when it leaves the grid, after all processing and communication are over is referred to as the job response time. Let r i be the response time of J i , hence the overall mean response time RT is given by:
, where N is the total number of jobs.
Average node Utilization Rate
The i th processing node P i utilization rate U i can be calculated by dividing the task completion time at P i by the longest completion time among all processing nodes in the whole grid (Makespan), as follows:
Hence, the average utilization rate U of all processing nodes is computed by:
Where M is the total number of processing nodes in the grid, and U is in the range 0-1.
Load Balancing level
It is known that a higher average resource utilization does not guarantee a good load balancing policy [24] . As a result of that, the mean square deviation d of processing nodes utilization rate i U will be used as a measure of load balancing level. It is defined by:
The smaller the mean square deviation is, the more effective load balance obtained.
Hence, the relative deviation α of d over U that describes the load balancing level of the grid is given by:
The small values of the mean square deviation d lead to higher relative deviation which tells that the entire system workload is balanced between processing nodes (i.e. a good load balancing level). The best load balancing level is achieved when d equals zero and α equals 100%. This means that, the smaller the mean square deviation is, the more effective load balance obtained.
The previously explained three performance metrics can be applied to the grid environment and they are correlated. For example, if the grid workload is balanced between the processing nodes, the resource utilization rate will be high and as a result, the task's response time will be minimized.
RESULTS AND DISCUSSION

Simulation Tool and Environment
To simulate the proposed load balancing algorithms in grid computing environments, There are many available tools such as Bricks, OptorSim, SimGrid, GangSim, Arena, Alea, and GridSim. The reader can referre to [25] for more details. We prefer using GridSim v4.0 simulator [26] in our experiments because it provides facilities for modeling and simulating entities in grid computing environments. These entities include users, heterogeneous resources, applications, and resource load balancers which are used in designing and evaluating load balancing algorithms. A heterogeneous grid environment was built using different resource specifications to evaluate the performance of the proposed load balancing algorithm. In GridSim, tasks are modeled as Gridlet objects which contain all the information related to the task and the execution management details. All the needed information about the available grid resources can be obtained from the Grid Information Service entity that keeps track of all resources available in the grid environment.
All simulation experiments have been performed on a PC (Dual Core Processor, 3.2 GHz, 4GB RAM) running on Windows Xp OS.
Experimental Setup
The grid environment contains 3 domains (sites) having 60 processing elements in total with different characteristics, configurations, and capabilities. Every domain has one job waiting queue. Domain local scheduling policy is M/M/n FCFS with fastest available processing node policy. That is, it selects the fastest PNs to execute a job in case of having many free PNs at the decision making time. Local/global bandwidth 1000Mbps/100Mbps. All time units are in seconds.
5. Tasks are assumed to be mutually independent that is, there is no dependences or communication between them.
6. Any computing node can be used in executing tasks and each processor can only execute one task at a given time point.
7. Tasks are not preemptable that is, the execution of a task cannot be interrupted or moved to another processing element during execution.
8. Task length is a uniformly distributed random number in the range of (0.1…0.5) Million Instructions (MI) unit.
9. Total CPUs speed ranging from 0 to 4 Million of Instructions per second MIPs are randomly assigned to the processing elements.
10. Each result presented is the average value obtained from 5 simulation runs with different random numbers seeds.
Let ρ represent the average system traffic intensity factor in the simulation, which is the average task arrival rate divided by the average task processing rate. Using this definition, the jobs service times μ are adjusted to get the desired ρ.
The job response time, average node utilization, and load balancing level are the three performance measurements of the PACLBA. During the simulations, the average system traffic intensity factor is varied, and results are collected from experimental runs to study the performance of the proposed algorithm under different system parameters setting. The final results of the simulations are presented on an average basis.
Experimental Results
In this section, the performance of the PACLBA is evaluated and compared with that of the Random Distribution Load Balancing Algorithm (RDLBA). In this algorithm the task processing domain is selected randomly. The performance measurements of these algorithms rely on three metrics: average job response time, average node utilization, and load balancing level that indicates how much load balancing is achieved. In Fig. 3 , the average job response time of the two algorithms is compared. From that figure, one can notice that average job response time of the two algorithms grows up as the system traffic intensity increases. This is normal because increasing the traffic intensity means that there are many jobs need to be handled. It is also noted that the PACLBA performs better than the RDLBA in all cases. This result was anticipated since the PACLBA selects a DM to execute a job based on the estimated task transmission time and expected execution time of the job when assigned to this DM. Taking these parameters in consideration leads to effectively utilizing available grid resources and as a result, the grid mean job response time is minimized. In contrast, the RDLA selects randomly a DM to execute a job without considering any performance metrics which may lead to unbalanced grid workload distribution. This situation leads to poor utilization of available grid resources and hence, the grid performance is degraded.
Fig. 3. Mean job response time of PACLBA vs RDLBA
To evaluate how much improvement is obtained in the mean task response time, we computed the mean job response time improvement ratio (TR-TP)/TR, where TR, and TP are the mean job response time obtained using the RDLBA, and PACLB algorithm respectively. Fig. 4 presents the improvement ratio in the mean job response time. From that figure, one can notice that the improvement ratio increases gradually as the grid workload (traffic intensity) increases until the workload becomes moderate where the maximum improvement ratio is obtained and after that the improvement ratio decreases gradually as the grid workload increases approaching it's saturation point (i.e., traffic intensity (λ/µ)≈1).
Fig. 4. Improvement ratio in mean job response time
Figs. 5, and 6 illustrate the average node utilization, and mean square deviation of processing nodes for various grid workload using RDLBA, and PACLBA, respectively. From these figures, one can notice that the average processing nodes utilization (mean square deviation) obtained using the two algorithms increases (decreases) as the grid workload increases. However, the utilization (mean square deviation) of processing nodes under the PACLBA is always higher (lower) than that of the RDLBA which means that, the performance of the PACLBA is better than that of the RDLBA. Since, the smaller the mean square deviation is, the more effective load balance obtained [24] . This ensures the results presented earlier in Figs. 3, and 4. Fig. 7 presents the load balancing level of the two studied algorithms for various grid workload using RDLBA, and PACLBA. From that figure, it is noticed that the load balancing level obtained using the PACLBA is always higher than that of the RDLBA in all cases which again ensures the previously presented results. By carefully examining all the presented results, we can say that the PACLBA performs more robustly than the RDLBA. 
CONCLUSIONS AND FUTURE WORK
In this paper, we developed an Ant Colony Load Balancing Algorithm that selects a suitable domain manager for executing jobs in the grid computing infrastructure. The proposed algorithm takes into account the heterogeneity of the Grid computational resources. It selects a domain manager to execute a job based on the estimated task transmission time and expected execution time of the task when assigned to this domain manager. The PACLBA balances the Grid workload using a Local, and Global pheromone update procedures.
To evaluate the performance of the PACLBA, a simulation model is built using GridSim simulator. The performance of the proposed algorithm is compared with that of the RDLBA. The results show that the proposed algorithm improves the mean job response time in all cases. The improvement ratio increases gradually as the grid workload (traffic intensity) increases until the workload becomes moderate where the maximum improvement ratio is obtained and after that the improvement ratio decreases gradually as the grid workload increases approaching it's saturation point.
In the future, we will study the reliability of the PACLBA by considering some fault tolerance measures. Also, the ability to extend the PACLBA to be able to deal with dependent tasks by adding a synchronization mechanism to it could be studied because the proposed algorithm deals only with independent tasks.
