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Prólogo
El objetivo principal de esta tesis es la obtención de predicciones preci­
sas, tanto puntuales como intervalos de predicción, de series temporales con 
errores correlacionados para cada instante temporal mediante el modelo de 
Holt-Winters multivariante. Con ello hemos pretendido realizar una aporta­
ción al análisis multivariante de series temporales mediante la metodología 
de suavizado exponencial.
Los modelos de suavizado exponencial son reconocidos como una de las 
herramientas más empleadas en la predicción a corto plazo de series tem­
porales univariantes (Gardner, 1985; 2006). Su popularidad se debe princi­
palmente a su sencilla formulación y a los buenos resultados obtenidos en 
competiciones de predicción (Makridakis and Hibon, 2000).
En un principio, los métodos de suavizado exponencial, con origen en 
el trabajo de Brown y Holt realizado en la década de los años cincuenta, 
no estaban basados explícitamente en ningún modelo probabilístico, sino 
en un análisis previo de los datos que conformaban las series temporales 
para determinar, por ejemplo, la existencia de tendencia o comportamien­
tos cíclicos. A partir de sencillas ecuaciones de actualización, de las que se 
derivan posibles cambios en el nivel local de la serie, tendencia o estacio- 
nalidad, los métodos obtienen predicciones para los valores futuros de las 
series. La elección adecuada de los valores de los parámetros (parámetros 
de suavizado y condiciones iniciales del nivel, tendencia y estacionalidad) es 
crucial en la obtención de predicciones; sin embargo, el mejor procedimiento 
para su obtención es una cuestión que todavía está por determinar. Existe 
una gran variedad de procedimientos heurísticos para estimar el valor de 
las condiciones iniciales, sin evidencia empírica a favor de ninguno de ellos, 
obteniendo como resultado predicciones que pueden ser substancialmente 
diferentes (Chatfield and Yar, 1988; Segura and Vercher, 2001). Una vez
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fijado el valor de las condiciones iniciales, los parámetros de suavizado son 
obtenidos, generalmente, minimizando los errores de predicción de un paso 
de los datos históricos de la serie.
Posteriormente, se introduce una clase de modelos de espacio de estado 
para los cuales los métodos de suavizado exponencial son óptimos (Ord et al., 
1997; Hyndman et al., 2002). Dicha equivalencia posibilita el estudio de las 
propiedades estadísticas de los modelos de suavizado exponencial, el cálculo 
de los estimadores máximo-verosímiles de los parámetros y la obtención de 
predicciones tanto puntuales como intervalos de predicción. Las prediccio­
nes puntuales basadas en la estimación máximo-verosímil (Hyndman et al., 
2002; Bermúdez et al., 2007) u otros métodos de optimización (Bermúdez et 
al., 2006a;b) han demostrado ser muy precisas. En cambio, los intervalos de 
predicción tienden a ser demasiado estrechos, pues las diferentes ecuaciones 
propuestas para su cálculo no tienen en cuenta el error de estimación de los 
parámetros del modelo.
Recientemente, se ha analizado el modelo de Holt-Winters univariante 
aditivo desde el enfoque Bayesiano (Bermúdez et al., 2008b). Esto les ha per­
mitido a los autores acomodar la incertidumbre propia del modelo y obtener 
así intervalos de predicción con cobertura empírica próxima a la nominal.
El enfoque Bayesiano para la inferencia, al igual que para la predicción, 
supone condicionar a lo conocido (datos observados, estructuras, etc.) para 
obtener inferencias acerca de lo desconocido, dando lugar a problemas de 
integración que en la mayoría de los casos no tienen solución analítica. Los 
avances en integración numérica y métodos de simulación han incrementa­
do el número de problemas de predicción que pueden ser tratados desde el 
punto de vista Bayesiano (Geweke and Whiteman, 2006).
Por otro lado, en la práctica es común encontrar conjuntos de series tem­
porales sujetas a componentes aleatorias similares o donde las observaciones 
de una serie dependen, no sólo de los valores pasados de la serie, sino tam­
bién de los valores pasados y presentes de otras series. Algunos ejemplos son 
las series de ventas de diferentes productos de una misma compañía, series 
de demanda eléctrica en diferentes regiones de un país, series de tipo de 
cambio, etc. En estas ocasiones, con el uso de modelos de series temporales 
multivariantes, los cuales incorporan la relación existente entre las series, es 
posible mejorar tanto el ajuste como la predicción respecto a los análisis uni- 
variantes. Consecuentemente, varios autores (Jones, 1966; Enns et al., 1982;
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Harvey, 1986; Pfeffermann and Allon, 1989; Fernández and Harvey, 1990; de 
Silva et al., 2007) han tratado de extender los modelos de suavizado expo­
nencial al caso multivariante. Una vez estimados los parámetros del modelo, 
generalmente mediante estimación máximo-verosímil, predicciones puntua­
les para los valores futuros de las series pueden ser calculadas a partir del 
filtro de Kalman. No obstante, en el análisis conjunto de series temporales 
correlacionadas mediante modelos de suavizado exponencial multivariante 
quedan todavía cuestiones por determinar. Prueba de ello es que, en la lite­
ratura existente, no encontramos referencias para el cálculo de intervalos de 
predicción.
En esta memoria, introducimos una nueva formulación para el modelo 
de Holt-Winters multivariante con estacionalidad aditiva y errores aditivos, 
el cual puede ser expresado como un modelo de regresión aparentemente 
no relacionado (modelo SUR, Zellner, 1962). El modelo es analizado des­
de la perspectiva Bayesiana. Dados los datos observados que conforman las 
series temporales, la distribución a posteriori para los parámetros del mo­
delo es obtenida. Dicha distribución, aunque no es analíticamente tratable, 
puede ser estimada mediante métodos de simulación MCMC. Finalmente, 
la distribución predictiva es estimada mediante integración por Monte Cario.
Todo lo mencionado hasta aquí lo exponemos detalladamente en los dis­
tintos capítulos de la tesis, seis en total, cerrando el trabajo con la indicación 
de la bibliografía utilizada. En el primer capítulo introducimos los modelos 
de suavizado exponencial univariante y las generalizaciones propuestas en la 
literatura para el caso multivariante. Posteriormente, revisamos brevemente 
las principales herramientas Bayesianas propuestas para tratar el problema 
de selección de modelos. En el segundo capítulo presentamos la formulación 
para el modelo de Holt-Winters multivariante empleada en esta memoria y 
mostramos su análisis Bayesiano. El tercer capítulo está dedicado al estudio 
de dos casos particulares del modelo de Holt-Winters multivariante: el mo­
delo de Holt multivariante, adecuado para el análisis de series temporales 
con tendencia pero sin componente estacional, y el modelo de Holt-Winters 
multivariante con parámetros de suavizado comunes para los modelos uni- 
variantes. En el cuarto capítulo aplicamos los diferentes procedimientos de 
selección de modelos para seleccionar el modelo de Holt-Winters multiva­
riante que más se adecúa a los datos que conforman las series temporales 
de estudio. En el quinto capítulo mostramos los resultados obtenidos en la 
predicción de dos conjuntos reales de series temporales correlacionadas: las 
series diarias del valor de cierre del Dow Jones y del Ibex 35 y las series
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mensuales del número de pasajeros en cinco aeropuertos de Londres. Fina­
lizando, el sexto capítulo está dedicado a conclusiones y futuras líneas de 
investigación.
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Capítulo 1 
Introducción
En la práctica es común encontrar conjuntos de series temporales sujetas 
a componentes aleatorias similares o donde las observaciones de una serie 
dependen, no sólo de los valores pasados de la serie, sino también de los 
valores pasados y presentes de otras series. En estas ocasiones, el análisis 
conjunto de las series mediante modelos multivariantes, que incorporan la 
relación existente entre éstas, permite obtener predicciones más precisas que 
las resultantes de los análisis univariantes.
La sencilla formulación de los modelos de suavizado exponencial y los 
buenos resultados obtenidos, con un mínimo esfuerzo, en competiciones de 
predicción (Makridakis and Hibon, 2000) hacen de estos modelos una de las 
herramientas más empleadas en la predicción a corto plazo de series tempo­
rales univariantes (Gardner, 2006; Bermúdez et al., 2008a). Es por ello que, 
en este trabajo, desarrollamos un procedimiento Bayesiano de predicción 
basado en el modelo de Holt-Winters aditivo multivariante que nos permite 
obtener predicciones precisas, tanto puntuales como intervalos de predicción, 
de series temporales con errores correlacionados para cada instante temporal.
En la siguiente sección de este primer capítulo introducimos los mode­
los de suavizado exponencial univariante, mostrando el análisis Bayesiano 
del modelo de Holt-Winters aditivo. En la segunda sección mostramos los 
resultados obtenidos en los análisis univariantes de las series de ocupación 
hotelera en tres provincias de España, ejemplo de referencia a lo largo de la 
memoria. En la sección tercera presentamos las generalizaciones existentes 
en la literatura para el caso multivariante. En la última sección revisamos 
las principales herramientas Bayesianas propuestas para tratar el problema 
de selección de modelos, parte fundamental de cualquier análisis estadístico.
2 CAPÍTULO 1. INTRODUCCIÓN
1.1. M odelos de suavizado exponencial
A lo largo de los años, el ‘método de Holt’ se ha convertido en un término 
estándar de referencia para el método de predicción basado en el uso de 
medias móviles ponderadas exponencialmente para obtener predicciones de 
series temporales con cierta tendencia. Según Ord (2004), el término ha lle­
gado a ser tan conocido que a menudo es utilizado sin referencias. Cuando 
se cita a Holt (1957), the Office of Naval Research report [ONR Research 
Memorándum Number 52], hay una sospecha de que el autor esté siguiendo 
la costumbre y no haya consultado el informe original, puesto que no fue 
publicado por Holt hasta el año 2004 (Holt, 2004). No obstante, el método 
ganó popularidad en el año 1960 al ser estudiado por Winters, pasando a 
ser conocido como el método de Holt-Winters (Winters, 1960).
La tabla 1.1 contiene las ecuaciones para los principales métodos de sua­
vizado exponencial, todos ellos extensiones del trabajo original de Holt y 
Winters (1960). En la notación empleada, yt es el valor observado de la serie 
temporal en el instante t; at, bt y ct representan el nivel, la tendencia y la 
componente estacional respectivamente en el instante £; s es la longitud del 
ciclo estacional e yt+h la predicción de h pasos calculada en t. Los métodos 
son clasificados empleando la nomenclatura introducida por Hyndman et al. 
(2002), de manera que el método N-N denota el método de suavizado ex­
ponencial simple, sin tendencia ni componente estacional, A-N es el método 
de Holt, con tendencia aditiva pero sin componente estacional, A-A es el 
método de Holt-Winters aditivo, con tendencia y estacionalidad aditivas, A- 
M representa al método de Holt-Winters multiplicativo, es decir, tendencia 
aditiva y estacionalidad multiplicativa, etc.
Para emplear la metodología de suavizado exponencial, el analista debe 
proporcionar los valores del nivel, tendencia y estacionalidad al comienzo de 
la serie (ao, 5o? dL-s? C2_s, . . . ,  co) así como el valor de los parámetros de sua­
vizado (a,/3,7 ). Para la estimación de las condiciones iniciales encontramos 
una gran variedad de procedimientos heurísticos, sin evidencia empírica a fa­
vor de ninguno de ellos, obteniendo como resultado predicciones que pueden 
ser substancialmente diferentes (Chatfield and Yar, 1988; Segura and Ver­
cher, 2001). Además, estos procedimientos utilizan parte de los datos que 
conforman la serie temporal, al menos los del primer ciclo estacional, para 
estimar las condiciones iniciales, lo que supone un problema si se dispone de 
un número limitado de observaciones. Una vez fijado su valor, los paráme­
tros de suavizado suelen obtenerse minimizando los errores de predicción de 
un paso de los datos históricos de la serie.
Tendenci a Estacional idad
N A  M
N a t =  a y t +  (1 -  ot)at - 1  
Vt+h =  a t
at =  a ( y t -  ct - s ) +  (1 -  a ) a t_ i  
ct =  l { y t  ~  a t ) +  (1 -  l ) c t - s  
yt+h =  a t +  Ct+h-s
at =  Oí{yt/ct - s )  +  (1 -  a ) a t - i  
ct =  l { y t / a t ) +  (1 -  l ) c t - s  
yt+h a tCt+h-s
A at  =  ocyt +  (1 — a¡)(a t - i  +  &t-i)  
bt — P(at  — at~  i )  +  (1 — 0)b t -1
yt+h =  at  +  hbt
at  =  a ( y t  — ct~ s ) +  (1 — a ) ( a t _ i  +  b t - 1)
bt =  P (a t -  at - i )  +  (1 -  P)bt - \  
ct =  l { y t  ~  a t ) +  (1 -  7 ) c t - s 
yt+h =  at +  hbt +  Ct+h-s
at  =  a ( y t / c t - s ) +  (1 — a ) ( a t _ i  +  &t_i) 
bt =  P (a t -  a t - 1 ) +  (1 -  P)b t - 1  
Ct =  l { y t ¡ a t ) +  (1 -  l ) c t - s 
yt+h =  (at  “I- hbt)ct+ h - s
M a t =  otyt +  (1 -  a ) ( a t - i b t - i )  
bt =  P {a t / a t - 1 ) +  (1 — P)bt - 1  
yt+h  =  a t bJ1
a t =  a ( y t -  ct - s ) +  (1 -  a ) ( a t - i b t - i )  
bt =  P ( a t /a t~ i )  +  (1 — P)bt~ i 
Ct =  7 {yt ~  a t ) +  (1 -  l ) c t - s
yt+h ~  a tbt -|- Ct+h—s
at =  a { y t / c t- s )  +  (1 -  a ) ( a t - i b t - i )  
bt =  P{a t / a t - 1 ) +  (1 — P)bt~  i 
ct =  l { y t / a t ) +  (1 -  l ) c t - s  
yt+h ~  (a ^ t )Ct+h—s
Tabla 1.1: Principales métodos de suavizado exponencial
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Otro enfoque, el cual simplifica el análisis y produce resultados más sa­
tisfactorios que los anteriores, consiste en considerar las condiciones iniciales 
como parámetros del modelo y determinar su valor conjuntamente con el de 
los parámetros de suavizado mediante algún esquema de optimización ade­
cuado (Bermúdez et al., 2006a;b).
La introducción de una clase de modelos de espacio de estado no linea­
les con una única fuente de error subyacentes a los métodos de suavizado 
exponencial supuso un gran avance para la metodología de suavizado expo­
nencial (Ord et al., 1997; Hyndman et al., 2002). De este modo, los métodos 
pueden disfrutar de las ventajas propias de los procedimientos de predicción 
basados en modelos estadísticos como, por ejemplo, el cálculo de la función 
de verosimilitud y de intervalos de predicción para los valores futuros de las 
series. Para cada método existen dos posibles modelos de espacio de estado 
subyacentes, según si se suponen errores aditivos o multiplicativos. Las pre­
dicciones puntuales obtenidas con ambos modelos son equivalentes, aunque 
no ocurre lo mismo con los intervalos de predicción.
Los modelos de espacio de estado no lineales con una única fuente de 
error, definidos como:
yt = h(xt-u<p) + k(xt-i,(p)et
xt =  f { x t-\,<p) + g{xt-i,w)et
son un caso particular de los tradicionales modelos de espacio de estado, con 
una única componente aleatoria común para las ecuaciones de observación y 
de transición. Esta particularidad permite la estimación máximo-verosímil 
del modelo, no siendo necesario recurrir al filtro de Kalman extendido como 
ocurre en el caso general. En las ecuaciones anteriores, yt es la observación 
en t] Xt~ i es el vector que representa el estado del proceso subyacente al co­
mienzo del instante t\ <p es un vector de parámetros y {et} ”=1 son los errores,
independientes entre sí e idénticamente distribuidos con media 0  y varianza
<t2.
La versión lineal de estos modelos viene dada por:
yt = tí x t - 1  +  kt(xt-i)et 
xt = Fxt- i  + 6kt(xt-i)€t
siendo kt{xt-1) =  1 para el caso homocedástico.
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Entonces, los modelos de suavizado exponencial con errores aditivos son 
obtenidos al suponer que la observación de la serie temporal en el instante t , 
yt, viene de la variable aleatoria Yt, suma del nivel local de la serie, posibles 
componentes de tendencia y estacionalidad y de la componente aleatoria 
et, distribuida según la Normal iV(0,cr2). Cada vez que se dispone de una 
nueva observación, los términos de nivel, tendencia y estacionalidad son 
actualizados conforme a las correspondientes ecuaciones de actualización 
mostradas en la tabla 1.1. Así por ejemplo, el modelo de Holt-Winters aditivo 
es obtenido al suponer que la observación en el instante t viene de la variable 
aleatoria Yt definida como:
Yt — at-1 + bt- 1  4- Cts  + eí (í.i)
donde at, bt y Ct son el nivel, la tendencia y la componente estacional de la 
serie en el instante t y {eí}™=i son las componentes aleatorias del modelo, 
supuestas independientes e idénticamente distribuidas N(0, a2).
Definiendo xt = {at,bt,ct,ct- i , . . . ,  ct- s+2 , Q-s+i)' el vector (s + 2) x 1 
de estado y ó — (a, a(3,7 , 0, . . . ,  0,0)' el vector de parámetros, el modelo de 
Holt-Winters aditivo con errores aditivos puede expresarse como un modelo 
de espacio de estado lineal homocedástico con una única fuente de error de 
la siguiente manera:
Vt
\
= (1 , 1 , 0 , 0 , . . . ,  0 , l)xt- \  +e¿
at 
bt 
ct 
ct - 1
Ct—s+2  
\  ct—s+ 1 )
(  1 1 0  o 
0 1 0  0 
0 0 0 0 
0 0 1 0
o o \  
o o 
o 1 
o o
o o o o ...  o o
V o o o o ...  1 o /
/  a t - i  \ (  a  \
b t- 1 a (3
C t - l 7
C t-2 + 0
Q-s+i 0
V c t - s  ) \  0 /
Ct
( 1.2)
donde las ecuaciones de actualización son expresadas en la forma equivalente 
de corrección de error:
at — c*(yt — Ct-S) +  (1 — a¿)(at~i +  bt~i) — at~i +  bt~i +  aet (1-3)
bt =  (3(at -  at- i )  +  (1 -  j3)bt- i  =  bt- 1 +  a f a  (1.4)
ct =  l{y t  ~ a t- i  ~ bt- i )  +  (1 -  i ) c t - s =  ct-s  +  i c t (1.5)
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Notar que la ecuación de actualización de la componente estacional no es 
la original de Winters (1960), sino la propuesta por Ord et al. (1997). Para 
más referencias consultar Gardner (2006).
La versión del modelo con errores multiplicativos sería equivalente a la 
formulación anterior sustituyendo et por et — (at- 1  + 6t- i  -\-ct-s)ct■ El resto 
de modelos de suavizado exponencial, tanto con errores aditivos como con 
errores multiplicativos, se definen de manera análoga.
Posteriormente, Bermúdez et al. (2007) formulan el modelo de Holt- 
Winters aditivo con errores aditivos como un modelo lineal heterocedástico, 
lo que simplifica el cálculo de los estimadores máximo-verosímiles de los 
parámetros del modelo, parámetros de suavizado, condiciones iniciales y va- 
rianza de los errores, así como la obtención de intervalos de predicción.
Utilizando recursivamente la ecuación de observación (1.1) junto con 
las ecuaciones de actualización (1.3), (1.4) y (1.5), los datos pueden ser 
expresados en función de las condiciones iniciales y de los parámetros de 
suavizado de la siguiente manera:
2/1 = ao + 6o +  ci- s +  ei
2/2 — a0 +  26o +  C 2 -s  +  Oi( 1 +  f3 )e i +  €2
2/3 =  a o +  3&o +  c 3 —s +  o t ( l  +  2¡3)ei +  a ( l  +  (3)e 2 +  63
s —1
ys = ao + sbo + co + a ^ ( 1  + (s -  r)j3)er + es
r=1
s
2/s+i =  ao +  (s +  1)60 +  ci_s +  761 + a ^ ^ ( 1  + (s + 1 — r)/?)er +  es+i
r=1 
s+1
Vs+2 — ao +  (s + 2)6o +  02—s +  7e2 + oí ^  (^1 + (s + 2 — r)(3)er +  es +2
r= 1
; (1.6)
Entonces, el vector de datos y = (2/1, 2/2 , 2/3? ••• 5 2/n)/ puede ser expresado 
matricialmente como:
y = Aüj + Le (1-7)
donde u  = (ao, bo, ci_s, C2- s, . . . ,  co); es el vector (s + 2 ) x 1 de las condi­
ciones iniciales; e =  (ei, €2 , . . . ,  en)' es el vector de errores, distribuido según
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la Normal multivariante iVn(0, cr2/ n); A es la matriz de orden n x (s + 2) 
cuya primera columna es el vector (1 , 1 , . . . , ! ) ' ,  su segunda columna el vec­
tor (1 , 2 , . . . ,  rr)' y las últimas s columnas están compuestas por matrices 
identidad de orden s una a continuación de otra hasta completar las n filas; 
L  es la matriz n x n triangular inferior definida como:
/
L =
\
1 0 0  . . 0 0 \
h 1 0  . . 0 0
k k 1 . 0 0
71—1 k —2 k —3 . 1 0
Ifl k —1 ¿ n - 2  • • ¿2 1 /
(1.8)
con li = a ( l + (i — 1 )(3) +  7 (i = 1 (mods)). Entonces, la distribución con­
junta del vector de datos y es la Normal multivariante con vector de medias 
E(y) = Au> y matriz de covarianzas V{y) — a2LL', que depende del vector 
0 = (a, /?, 7 )' de los parámetros de suavizado y es siempre definida positiva, 
pues \L\ = 1 para todo valor de 6.
La matriz de diseño A es una matriz constante y conocida, pues no 
depende ni de las condiciones iniciales ni de los parámetros de suavizado, 
de rango no completo; de hecho, rg(A) =  s + 1 , pues la primera columna 
es la suma de las últimas s columnas. Consecuentemente, las condiciones 
iniciales no son funciones estimables y para que el modelo sea identificable 
es necesario imponer una restricción lineal sobre u. Bermúdez et al. (2007) 
utilizan, sin pérdida de generalidad, la restricción ao + 60 =  0 , en lugar de 
la generalmente asumida ci_s -1- C2_<¡ -I-...  + co = 0. La expresión matricial 
del vector de datos resultante de considerar esta restricción es de la forma:
y — M'ip +  Le (1-9)
donde = (bo, ci_s, C2- s, . . . ,  co); es el nuevo vector (s + 1) x 1 identificable 
de las condiciones iniciales; M  es la matriz n x (s + 1) cuya primera columna 
es el vector (0 , 1 , 2 , . . . ,  n — 1)' y las últimas s columnas están compuestas por 
matrices identidad de orden s una a continuación de otra hasta completar 
las n filas; L y e  están definidos como en (1.7).
La función de verosimilitud asociada al modelo de Holt-Winters aditi­
vo univariante, expresado como un modelo lineal heterocedástico, es de la 
forma:
f{y\ip,0,(j2) oc (a2)~% exp -  Mi¡j)'(LL')~1(y -  M ^ ) | (1.10)
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Para un análisis detallado del modelo basado en la estimación máximo- 
verosímil consultar Bermúdez et al. (2007). En la siguiente sección se mues­
tra su análisis Bayesiano.
1.1.1. Análisis Bayesiano del modelo de Holt-W inters aditivo 
uni variante
La finalidad principal de los modelos de suavizado exponencial es la ob­
tención de predicciones para los valores futuros de las series temporales de 
estudio. A diferencia de las predicciones puntuales basadas en la estimación 
máximo-verosímil (Hyndman et al., 2002; Bermúdez et al., 2007) u otros 
métodos de optimización (Bermúdez et al., 2006a;b), que han demostrado 
ser muy precisas, los intervalos de predicción tienden a ser demasiado estre­
chos, pues en su cálculo no se tiene en cuenta el error de estimación de los 
parámetros del modelo.
Bermúdez et al. (2008b) analizan el modelo de Holt-Winters univariante 
aditivo desde la perspectiva Bayesiana, incorporando así el error de estima­
ción en el cálculo de predicciones y obteniendo intervalos de predicción con 
cobertura empírica próxima a la nominal.
Sea X  = L_1M, Px =  X (X 'X )~ 1X '  la matriz dej^royección ortogonal 
sobre el espacio generado por las columnas de X  y ip =  (X 'X ) ~ 1X 'L~1y 
el estimador mínimos cuadrados de ip cuando el vector 6 de parámetros de 
suavizado y, por tanto, las matrices L y X  son conocidos. Entonces, la forma 
cuadrática en (1 .1 0 ) puede descomponerse como:
(y -  Mip)'(LL')-l (y -  M$) =
= ( L ~ \ -  x ñ + x t y -  V'))'(¿“1y - x i >  +  x $ - i i > ) )
= (i>- il>)'X'X(i> -  vo + (L~ly)'{In -  Px)L~ly 
y la función de verosimilitud es proporcional a
(a2)~% exp | - ¿ ( ^  -  ípyX'Xi'p -  i )  j exp (L_1y)'(Jn -  Px )L~1yJ
( 1 .11)
Si el vector 6 = (a, /?, 7 )' de los parámetros de suavizado fuera conocido, 
la matriz L sería conocida y el análisis Bayesiano del modelo (1.9) es cono­
cido (ver, por ejemplo, O’Hagan and Foster, 2004, capítulo 11). A partir 
de la distribución a priori no informativa convencional /(-0 , cr\Q) oc cr-1 , la
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distribución a posteriori para los parámetros del modelo es de la forma:
f{i>\y,a,9) = N ^ . a ^ X ' X ) - 1) (1.12)
f ( a 2\y,0) = Ga_1 í - — | — i, ^{L~ly)'(In -  P x j L ^ y )  (1.13)
En la práctica, el vector 9 de los parámetros de suavizado es siempre 
desconocido. Tomando f(ip,<j,0) = a\0)f(9) donde f('ip,a\6) oc cr- 1
y f(9) oc 1 , la distribución a posteriori condicional / ( ^  a\y, 9) viene dada 
por las expresiones (1.12) y (1.13), mientras que la distribución a posteriori 
marginal f(9\y) es proporcional a:
/ (% )  (X IX ' X r H i L - ' y Y V n  -  P x J L - ' y ) - ^  (1.14)
Generalmente se asume que el valor de los parámetros de suavizado, las 
tres componentes del vector 0 = (a, /?, 7 )', está incluido en el intervalo (0 , 1 ). 
Esta restricción puede ser introducida fácilmente en el modelo a través de 
la distribución a priori f(0), considerando f(0) oc 1 si las componentes de
0 E (0,1) y f(0) = 0 en otro caso. En este caso, la distribución a posteriori
f(9\y) viene dada por (1.14) si todos los parámetros de suavizado pertenecen 
al intervalo unidad, mientras que toma el valor cero en caso contrario. En 
lo que resta de la memoria, salvo que se indique lo contrario, trabajaremos 
con esta restricción.
Dado que f{9\y) no es analíticamente tratable, Bermúdez et al. (2008b) 
proponen utilizar un mecanismo de aceptación-rechazo para obtener una 
muestra de dicha distribución y estimar así las características de interés.
Sea {R¿}f=i una partición del cubo unidad, por ejemplo, la obtenida 
al dividir cada uno de los intervalos (0,1) en K  = 4 subintervalos, y sea 
Mi = supeenif{9\y). Entonces, la función importante s(9\y) se define pro­
porcional a Mi si 9 G Ri, para z =  1,2,. . .  ,T, y cero en otro caso; es decir, 
la función importante es la uniforme a bloques en el cubo unidad.
Una vez definida la función importante, en cada iteración del algoritmo 
se selecciona una región Rj con probabilidad proporcional a Mj y se simula 
9 ^  uniforme en Rj. Si uMj < f{9^\y),  con u ~  Un(0,1), el valor 9 ^  es 
aceptado; en otro caso, el valor es rechazado y el proceso es repetido. Tras 
repetir el algoritmo de simulación N  veces, se obtiene una muestra 
de tamaño N  de la distribución a posteriori f{9\y).
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Una vez obtenida la distribución a posteriori para los parámetros del 
modelo, la distribución predictiva, la cual contiene toda la información acer­
ca de los valores futuros de la serie, puede ser calculada. Sea P  el vector 
h x 1 de los datos futuros de la serie temporal. Entonces, la distribución 
predictiva f (P \y ) es obtenida al resolver la siguiente integral:
f(P\y) = / / /  f(P\y, 9, a)f(ip, 9,a\y)d'il) d6 da
Para el cálculo de f{P\y, 'ip, 9, a), Bermúdez et al. (2008b) suponen que 
el vector (n + h) x 1 de los datos observados y futuros de la serie temporal, 
(y', P')', se ajusta al modelo de Holt-Winters aditivo univariante y, por tanto, 
satisface la ecuación (1.9):
y ' M  ' ^  +
’ L 1 0 £
p M p L21 L 2 V
donde las matrices M  y L en (1.9) han sido completadas hasta orden n + h y 
particionadas de manera análoga al vector (y', P')'\ v es el vector de errores 
asociado a los datos futuros.
Si el vector 9 de los parámetros de suavizado es conocido, la distribución 
predictiva resultante f(P\y,  9) es la t-Student multivariante con n — s — 1 
grados de libertad y vector de medias y matriz de covarianzas dados por:
E(P\y,6) =  +  (1.16)
V(P\y,6) = n ~ s ~ l s 2(L2{L2y  +  (Mp -  L2iX ) ( X 'X ) - x(Mp -  L21X ) ‘) n — s — á
(1.17)
siendo X  = ( . , ip = (X/X )- 1X /(L1)-1?/ el estimador mínimos cua­
drados de t¡j y a2 = n_g_1 ((L1)~1y)/(7n—Px)(L1)~1y el estimador insesgado 
de a2.
En el caso general, 9 desconocido, la distribución predictiva, así como sus 
principales momentos, pueden ser estimados mediante integración por Mon­
te Cario. Sea una muestra de la distribución a posteriori f(9\y),
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entonces:
1 N
ñ p \y) ~ (1.18)
3 = 1
e (p \y) « <L19)
3 = 1
»  Í E ^  +  í E ^ ^ ' - W W  (L2°)
j= 1 i=i
donde M S t(^ p \  V p \ n  — s — 1) es la t-Student multivariante con n — s — 1
(i) (i)grados de libertad y vector de medias fip y matriz de covarianzas Vp
resultantes de sustituir 0 por 6 ^  en (1.16) y (1.17) respectivamente.
1.2. Series tem porales de ocupación hotelera
A lo largo de la memoria, a fin de clarificar los procedimientos de análi­
sis que introducimos, haremos referencia al siguiente ejemplo en el que se 
estudian las series mensuales de ocupación hotelera en Castellón, Valen­
cia y Alicante desde Enero de 2001 hasta Diciembre de 2006. Los datos 
están disponibles en la página web del Instituto Nacional de Estadística 
(http: / / www.ine.es).
La actividad turística en la Comunidad Valenciana tiene una gran tras­
cendencia económica y social, siendo una de las principales fuentes de in­
gresos. Dado que la demanda turística depende de factores tales como la 
inversión llevada a cabo en la zona, la calidad de los servicios ofertados, las 
preferencias de los turistas, etc., la predicción de la ocupación hotelera pue­
de ayudar a las autoridades locales y a los profesionales del sector a adoptar 
las medidas necesarias de acuerdo a la situación prevista.
A continuación mostramos los principales resultados obtenidos en los 
análisis univariantes de las series temporales. Notar que el uso del mode­
lo de Holt-Winters está justificado, pues las series presentan una tendencia 
creciente y estacionalidad aditiva, ver figura 1.1. Consideramos como datos 
históricos las observaciones correspondientes a los cinco primeros años (2 0 0 1  
- 2005), mientras que el año 2006 es utilizado para valorar la precisión de 
nuestra predicción fuera de la muestra.
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Figura 1.1: Gráfico temporal de las series mensuales de ocupación hotelera 
en Castellón, Valencia y Alicante desde Enero de 2001 hasta Diciembre de 
2006. Unidades: miles de viajeros
La figura 1.2 muestra los histogramas de los parámetros de suavizado 
simulados de las distribuciones a posteriori f{0i\yi) para i = 1,2,3, ver 
ecuación (1.14). En concreto simulamos N  = 10000 valores utilizando el 
método de aceptación-rechazo descrito anteriormente. Las líneas rojas ver­
ticales representan las medias muéstrales.
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Figura 1.2: Histogramas de los parámetros de suavizado simulados de su 
distribución a posteriori en los análisis univariantes de las series temporales 
de ocupación hotelera
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El hecho de que el parámetro (3 correspondiente a Castellón presente 
tan ta  variabilidad se debe a que el valor de a  es prácticamente cero y, por 
tanto, el parámetro (3 influye poco en el análisis de la serie.
En la figura 1.3 encontramos, en color negro, el ajuste obtenido para cada 
una de las series temporales en la zona de estimación (2001-2005) así como 
las predicciones para el año 2006. Las líneas negras discontinuas representan 
los intervalos de predicción del 95 %. Una vez obtenida la muestra {o\^  }yLi> 
las estimaciones de las observaciones que conforman la serie temporal ¿-ésima 
son calculadas utilizando (1.9), sustituyendo los parámetros de suavizado y 
las condiciones iniciales por sus medias muéstrales. Análogamente, las pre­
dicciones puntuales son obtenidas a partir de (1.19). Como podemos ver, el 
año 2006 es un año atípico, con un incremento en la ocupación hotelera ma­
yor que el esperado. En el caso de Valencia, este aumento puede ser debido 
a la celebración de las conocidas regatas de la America’s Cup.
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Figura 1.3: Línea negra: ajuste y predicciones obtenidos para cada una de 
las series temporales de ocupación hotelera con el modelo de Holt-Winters 
univariante. Líneas discontinuas: intervalos de predicción del 95 %
Por último, en la tabla 1.2 se presentan los errores de ajuste y de pre­
dicción correspondientes a los análisis univariantes de las series temporales. 
Como medida de precisión utilizamos el error SMAPE (symmetric mean
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absolute percentage error), definido como:
SMAPE = -  V  ^  * 200
n TÁ Ví + í/t
donde yt es la observación en el instante t e yt su estimación. Elegimos este 
error porque es independiente de la escala, simétrico y acotado: fluctúa entre 
-200 % y 200 %. Además, es una de las medidas de precisión más empleadas 
para comparar los modelos de suavizado exponencial.
Castellón Valencia Alicante Media
Error ajuste 9.29 9.42 6.23 8.31
Error predicción 10.13 35.00 17.58 20.90
Tabla 1.2: Error SMAPE de ajuste y de predicción resultantes de los análisis 
univariantes de las series temporales de ocupación hotelera
1.3. M odelos de suavizado exponencial multiva­
riante
Jones (1966) es el primer autor que generalizó los modelos de suavizado 
exponencial simple al caso multivariante, expresándolos como modelos de 
espacio de estado con múltiples fuentes de error de la siguiente manera:
y t =  /¿Í + & (1 -2 1 )
\Lt =  /¿í - i+ 771 (1 .2 2 )
donde yt = {yti,yt2 , • • • 5ytmY es el vector m x l d e  las observaciones en £; fit 
es el vector m x l d e  estado; =  (eti, et2 >. . . ,  eím); es el vector de los errores 
observados en t , distribuido según la Normal multivariante Nm{0, E) y r]t es 
el vector de errores asociado al vector de estado, con distribución Nm(0 , Q).
En su artículo, Jones propone un método para la estimación de la matriz 
de peso óptima, equivalente matricial al parámetro de suavizado del modelo 
univariante, sin considerar la estimación máximo-verosímil de los paráme­
tros del modelo.
Posteriormente, Enns et al. (1982) introducen una nueva clase de mode­
los de suavizado exponencial simple multivariantes, cuya formulación como
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modelos de espacio de estado coincide con la propuesta previamente por 
Jones (1966), ecuaciones (1.21) y (1.22), con la propiedad de que las ma­
trices de covarianzas de los vectores de errores asociados al vector de las 
observaciones y al vector de estado son proporcionales entre sí, es decir,
Q = qZ (1.23)
Harvey (1986) demuestra que dicha propiedad, equivalente a suponer 
que las series temporales univariantes tienen la misma estructura estocásti- 
ca, permite obtener los estimadores máximo-verosímiles de los parámetros 
del modelo mediante técnicas univariantes, pues la función de verosimili­
tud del modelo multivariante puede ser expresada en términos de cantida­
des que aparecen únicamente en las funciones de verosimilitud univariantes. 
Del mismo modo, predicciones para los valores futuros de las series pueden 
ser calculadas mediante la aplicación del filtro de Kalman univariante, que 
será común para todas las series.
Así mismo, Harvey (1986) generaliza los modelos multivariantes pro­
puestos de manera que las series temporales puedan presentar tendencia
y estacionalidad. Su formulación como modelos de espacio de estado viene 
dada por:
Yt =  (Im® zDto + tt (1-24)
[J>t = (I-m ® + Tjt (1.25)
donde zt es un vector conocido de orden k x 1 ; ¡it es el vector km  x 1 de 
estado; es la matriz k x k de transición, no necesariamente conocida; rjt es 
el vector km x 1 de errores asociado al vector de estado, distribuido según 
la Normal multivariante iVjtm(0, E<g>Q¿) y <g> representa el producto de Kro- 
necker. El hecho de que la matriz de covarianzas del vector de errores rjt sea 
de la forma E <g> Qt permite, nuevamente, obtener los estimadores máximo- 
verosímiles de los parámetros del modelo y las predicciones para los valores 
futuros de las series a partir de técnicas univariantes.
Fernández and Harvey (1990) presentan una clase de modelos estructu­
rales de series temporales multivariantes, compuestos de nivel, tendencia y 
estacionalidad, cuya formulación es similar a la propuesta por Harvey (1986), 
ecuaciones (1.24) y (1.25), pero donde las matrices de covarianzas no están 
sujetas, en principio, a ninguna restricción. La estimación máximo-verosímil 
de los parámetros del modelo es llevada a cabo mediante la aplicación del 
filtro de Kalman o, alternativamente, utilizando técnicas espectrales si la
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verosimilitud es expresada en el dominio de las frecuencias (para un estudio
detallado de estas técnicas consultar Fernández, 1990). Una vez los paráme­
tros del modelo han sido estimados, predicciones para los valores futuros de 
las series pueden ser obtenidas a partir del filtro de Kalman. Posteriormente, 
los autores proponen un test para comprobar la hipótesis de homogeneidad 
supuesta en trabajos previos (Enns et al., 1982; Harvey, 1986).
Un enfoque distinto lo encontramos en el trabajo de Pfeffermann and 
Allon (1989), donde se introduce una nueva generalización del modelo de 
Holt-Winters para el caso multivariante. Sea {y<}™=1 la serie temporal mul­
tivariante de estudio, donde yt = (yti,yt2 , • • • ,ytm)' es el vector m x 1 de 
las observaciones en t. Entonces, el modelo supone que los vectores de las 
observaciones en cada instante temporal admiten la descomposición:
siendo Lt y St el nivel de la serie y la componente estacional respectivamente 
en t. £t es el vector de los errores en t, distribuido según la Normal multi­
variante iVm(0, E). Cada vez que un vector yt es observado, los términos de 
nivel, tendencia y estacionalidad de cada una de las series temporales univa­
riantes son actualizados mediante una media ponderada de las estimaciones 
derivadas del modelo univariante y de factores de corrección que recogen la 
información derivada de las demás series temporales. Es decir,
¿=o
donde Lt- 1  representa la estimación del nivel de la serie en t — 1 , Tt~\ la
estimación obtenida en t — 1 para la componente estacional en t. Notar que 
la actualización de la componente estacional es llevada a cabo en dos pasos: 
en el primero de ellos se calcula la nueva estimación para t , S**, mientras 
que en el segundo, dicha estimación, junto con las obtenidas en t — 1 para 
los otros s — 1 periodos, son normalizadas de manera que su suma es cero.
y t — Lt + St + & (1.26)
Lt = A(yt -  S?_i) +  (Im -  A)(Lt- i  +  T(_i)
Tt =  r (Lt -  Lt-i)  + (Im -  r)T,_i
S f  =  A(yt -  Lt) +  (Im -  A)S*_,
(1.27)
(1.28) 
(1.29)
(1.30)
última estimación de la tendencia, s la longitud del ciclo estacional y la
La aplicación del modelo requiere de la especificación de los valores de 
inicio Lo, Tq y {»So}i=i> y de las matrices de suavizado A, T y A. La esti­
mación de las condiciones iniciales es llevada a cabo mediante un algoritmo
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heurístico, independiente del valor de las matrices de suavizado. Las matrices 
de los parámetros de suavizado pueden ser estimadas de manera subjetiva 
o minimizando alguna función de los errores de predicción de un paso. Pre­
dicciones puntuales para los valores futuros de las series temporales pueden 
ser calculadas como:
yn+h = Ln + h.Tn + S%+h (1.31)
Recientemente, de Silva et al. (2007) han presentado un nuevo mode­
lo multivariante, el modelo VISTS (vector innovation structural time series 
model), para el análisis conjunto de series temporales correlacionadas. Di­
cho modelo, aunque similar a los modelos estructurales de series temporales 
multivariantes (Harvey, 1986; Fernández and Harvey, 1990), se caracteriza 
por la incorporación de una única fuente de error. Errores contemporáneos 
en las series temporales son asumidos independientes entre sí, y la correla­
ción entre éstas es introducida a través de las ecuaciones de actualización. Es 
decir, la evolución de las componentes no observables de las series univarian­
tes, nivel, tendencia y estacionalidad, depende, no sólo del propio error de 
[a serie, sino también de los errores correspondientes a las demás series. En 
concreto, el modelo puede ser descrito mediante las siguientes ecuaciones:
y, =  H / i í - i + í t  (1.32)
Mí — + (1.33)
donde yt = (yti,Ut2 , • • •, VtmY es el vector m  x 1 de las observaciones en t; H
es la matriz m  x km de diseño, conocida y cuyos elementos toman el valor
cero o uno; Mí-i es el vector km x 1 de estado; F  es la matriz km x km de 
sransición; G es una matriz km x m  de parámetros generalmente descono­
cida y £t es el vector m  x 1 de los errores observados en i, con distribución 
Nm(0, E), siendo E una matriz diagonal.
Notar que, en realidad, este modelo es un caso particular del modelo pro­
puesto previamente por Pfeffermann and Allon (1989), pues la ecuación de 
observación (1.26) y las ecuaciones de actualización (1.27), (1.28) y (1.29), 
expresadas en la forma de corrección de error, son equivalentes a (1.32) y 
(1.33) respectivamente, con la diferencia de que, en el modelo VISTS, E es 
supuesta diagonal; es decir, se supone independencia entre errores contem­
poráneos en las distintas series univariantes.
Una vez los estimadores máximo-verosímiles de los parámetros del mode­
lo, Mo, G y E, son obtenidos, predicciones puntuales para los valores futuros
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de las series temporales pueden ser calculadas a partir de las ecuaciones del 
modelo.
1.4. Principales técnicas de selección de m odelos
En esta sección revisamos brevemente las principales técnicas Bayesia- 
nas que han sido propuestas para la resolución del problema de selección de 
modelos. Una de las herramientas más populares es el factor Bayes (Kass 
and Raftery, 1995), mediante el cual es posible comparar las probabilidades 
a posteriori de los modelos competidores. Otra propuesta Bayesiana, alter­
nativa al factor Bayes, consiste en tratar el problema de selección de modelos 
como un problema de decisión, donde el modelo más complejo es asumido 
cierto y, basándose en las propiedades predictivas de los modelos, se valora 
la pérdida que supone sustituir el modelo verdadero por otro modelo más 
sencillo (Goutis and Robert, 1998; Bernardo and Rueda, 2002). Finalmente, 
el problema de selección de modelos puede ser resuelto mediante la utiliza­
ción de un criterio de selección, como puede ser el AIC (Akaike Information 
Criterion, Akaike, 1974), el BIC (Bayesian Information Criterion, Schwarz, 
1978) o el DIC (Deviance Information Criterion, Spiegelhalter et al., 2002).
1 .4 .1 . F a cto res  B a y es
Sean A4i, M.2 , ■ • •, M-k los modelos competidores para representar el 
comportamiento de los datos de estudio, donde cada modelo representa una 
familia de distribuciones {f{y\<fk, Adfc)} con </?/. el vector de parámetros del 
modelo k.
Una solución Bayesiana común al problema de selección de modelos (Ro­
bert, 2007) consiste en tomar el modelo con mayor probabilidad a posteriori. 
Para ello, además de asignar probabilidades a priori sobre los parámetros de 
cada modelo, es necesario asignar probabilidades a priori sobre los posibles 
modelos, es decir, para fc — 1,2,. ..  , K  se determina:
1 . 7Tfc, probabilidad a priori del modelo Aik
2- fk{lPk)i probabilidad a priori del vector <pk E @fc de los parámetros del 
modelo Mk
Entonces, si fkivWk) es la función de verosimilitud correspondiente al 
modelo &, las probabilidades a posteriori de los modelos pueden calcularse
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como:
A M k \y) =  f ( y \M kH  
E í x  M M íH
Comparaciones de modelos dos a dos pueden realizarse a partir del co­
ciente de las probabilidades a posteriori:
n{M k\y) = f ( y \M k) nk
n(Mj \y)  f ( y \ Mj )  itj
donde el cociente entre las verosimilitudes marginales, conocido como el 
factor Bayes puede ser calculado como:
B =  f ( y \ M k) =  f e t  fk(y\<Pk)fk(<Pk)d<pk
h  f ( y \ M j )  / e . f j ( y \ v i ) f j ( ' P i ) d f j
El factor Bayes, factor de transición entre el cociente de las probabi­
lidades a priori y el cociente de las probabilidades a posteriori, recoge la 
evidencia a favor del modelo k proporcionada por los datos. Los factores 
Bayes son los análogos Bayesianos de los tests de razón de verosimilitudes, 
donde los parámetros son eliminados mediante integración en lugar de ma- 
ximización.
A pesar de la popularidad de los factores Bayes como solución al proble­
ma de selección de modelos (Kass and Raftery, 1995), pues son muy flexibles 
y permiten comparar simultáneamente hipótesis múltiples, en la práctica son 
difíciles de calcular. A diferencia de lo que ocurre en estimación, la elección 
de las distribuciones a priori en selección de modelos es fundamental. Las 
distribuciones a priori fk(<Pk) deben ser propias. En caso contrario, el factor 
Bayes dependerá de una constante arbitraria y, por tanto, no tendrá validez. 
Dicha restricción puede ser relajada para el caso de parámetros comunes en 
los distintos modelos pues, al ser la constante de normalización la misma, es 
posible utilizar distribuciones impropias. Del mismo modo, distribuciones a 
priori vagas, es decir, distribuciones propias con una varianza muy grande, 
tampoco resultan adecuadas.
i) Factores B ayes parciales
Varias alternativas han sido propuestas para resolver el problema de ar­
bitrariedad del factor Bayes como consecuencia de utilizar distribuciones a 
priori impropias. Entre ellas cabe destacar los factores Bayes parciales que 
utilizan una parte de los datos, muestra de entrenamiento, para convertir la
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distribución a priori impropia de los parámetros del modelo en una distri­
bución propia. El resto de datos son utilizados para calcular el factor Bayes, 
utilizando como priori para los parámetros la distribución a posteriori obte­
nida con la muestra de entrenamiento. Así pues, si y = {y^y^)', donde y\ es 
el vector de datos que conforman la muestra de entrenamiento e 1/2 son los 
datos restantes empleados para la comparación de modelos, el factor Bayes 
parcial se define como:
B .( I  ^= í(Vi\Mk) Je> ík{y2\Vk)ík(<Pk\yi)d<fik Bkj
ki m y 1 f (y2\ MJ) fe . f] {m\'Pj)f1{'p,\yi)d'pj  Bkj(yi)
siendo B^j el factor Bayes calculado a partir de y y Bkj{y\) el factor Bayes 
calculado a partir de yi, ver ecuación (1.34). El problema que presenta este 
enfoque es la determinación de la muestra de entrenamiento, pues para n 
observaciones existen  ^  ^ muestras de entrenamiento de tamaño r.
O’Hagan (1995) presenta el factor Bayes fraccional como una expresión 
alternativa al factor Bayes parcial que evita la elección de una muestra 
de entrenamiento. Sea b =  r/n,  por analogía con (1.35) el factor Bayes 
fraccional se define como:
B F-(b) = —
fk(y\vk)fk(vk)d<Pk¡e . [fj(y\<Pj)]bfj{vj)dvj  
hj feJ My\<Pj)fj(<Pj)d<Pj f e k [fk{y\Vk)}b fk{Vk)dyk
Para su cálculo es necesario definir previamente el valor de b 6  [ ^ ,  1], 
siendo rao el tamaño de una muestra de entrenamiento mínima. Dicho valor 
influye tanto en el poder discriminatorio del método, que aumenta conforme 
b disminuye, como en la robustez frente a la definición de las distribuciones 
a priori, que aumenta con b. O’Hagan propone tomar b = mo/n cuando 
la robustez no sea fundamental. Posteriormente, De Santis and Spezzaferri
(1997), basándose en el trabajo de Berger and Pericchi (1996), demuestran 
que los factores Bayes fracciónales pueden ser asintóticamente equivalentes 
a factores Bayes calculados a partir de distribuciones a priori razonables.
Berger and Pericchi (1996) introducen un nuevo criterio, el factor Ba­
yes intrínseco, que es totalmente automático en el sentido de que para su 
cálculo sólo se requieren distribuciones a priori convencionales no informa­
tivas. En su artículo demuestran que este nuevo criterio se corresponde, 
al menos asintóticamente, con factores Bayes reales obtenidos a partir de 
distribuciones a priori razonables conocidas como prioris intrínsecas. Sea
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VT = { y ^ \  V \ \  •••> 2/í^} el conjunto de todas las muestras de entrena­
miento mínimas. En lugar de escoger una muestra de entrenamiento para el 
cálculo del factor Bayes parcial, la idea detrás de los factores Bayes intrínse­
cos es calcular el promedio de los factores Bayes parciales sobre todas las 
muestras de yr  • Dependiendo de si la media es aritmética o geométrica se 
definen respectivamente:
=  \ Y , B kj( y % f )  = Bkj\ Y / Bjk(yíi )) (1.37)
1 = 1  1 = 1
b ° ¡  = = B n  ( n ^ f e í 0) )  (!-38)
donde y^  representa una muestra de entrenamiento mínima e y p  =  y \  yP  
el resto de datos utilizados para la comparación de modelos. Para modelos 
no encajados, y con el fin de evitar posibles problemas de inestabilidad, se 
recomienda construir un modelo general que abarque a todos los modelos 
propuestos, Alo, y calcular las comparaciones dos a dos a partir de 
utilizando la definición para modelos encajados. Para un estudio detallado 
de posibles modificaciones de estos factores se puede consultar Berger and 
Pericchi (1996).
ii) D istribuciones a priori esperanzas de posteriores
Posteriormente, Pérez and Berger (2002) desarrollan un método para 
calcular distribuciones a priori para los parámetros del modelo, a partir de 
prioris convencionales no informativas, de manera que los factores Bayes 
resultantes estén bien definidos. La clave está en utilizar una distribución 
predictiva subyacente común para todos los modelos en la definición de estas 
distribuciones a priori, conocidas como distribuciones a priori esperanzas de 
posteriores (PEP).
Se supone que se dispone de una muestra de entrenamiento imaginaria, 
y*, que puede ser utilizada para convertir una distribución a priori con­
vencional no informativa en propia, y sea m*(y*) una distribución
predictiva adecuada para y*. Entonces, la PEP es calculada como:
(1.39)
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mientras que el factor Bayes es de la forma:
o* =  J&k_ fk(yl<Pk)fZ(<Pk)d<Pk 
kj fe.  fj(y\<Pj)fj(<Pj)d'Pj
De este modo se evita el problema de indeterminación de los factores 
Bayes. ff*((pi\y*) no depende de constantes arbitrarias y el que la predictiva 
m*(y*) no sea propia no repercute en la arbitrariedad del factor Bayes, pues 
aparece en todos los modelos. Como posible distribución predictiva puede 
tomarse la distribución empírica de los datos reales y:
1 =  1
donde Ia representa la función indicatriz de un conjunto A e {y{l)}¡Li son 
submuestras de y de tamaño mo tales que {<Pi\y(l)) existe para todos los 
modelos. La PEP correspondiente a esta predictiva, PEP empírica, es de la 
forma:
1 L
f i M  = ¿ '% 2 f i f (<Pi\y(l))
i=i
Notar que éste es un posible uso de muestras de entrenamiento mínimas 
alternativo al descrito anteriormente para el cálculo de los factores Bayes 
intrínsecos, ecuaciones (1.37) y (1.38). En lugar de calcular el promedio de 
los factores Bayes parciales correspondientes a las distintas muestras de en­
trenamiento, primero se calcula el promedio de las distribuciones a posteriori 
propias obtenidas con las diferentes muestras de entrenamiento y, posterior­
mente, se calculan los factores Bayes con las distribuciones obtenidas.
iii) E stim ación del factor B ayes m ediante técn icas de sim ulación  
M C M C
Un segundo problema relacionado con los factores Bayes es que, con fre­
cuencia, las verosimilitudes marginales f(y\M-k) — f  fk(y\(Pk)fk((Pk)d<Pk no 
pueden ser calculadas de manera analítica. Varios autores han recurrido a 
la simulación con el fin de obtener estimaciones adecuadas para la selección.
Carlin and Chib (1995) aplican la metodología de Gibbs sampling al 
problema de selección de modelos. Además de las probabilidades a priori 
para los posibles modelos, {vrfc}^ _1, y de las distribuciones a priori para 
los parámetros de cada modelo, fkivk), introducen un nuevo parámetro M,
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indicador del modelo, y las distribuciones a priori {fk(<Pí)}i¿k, llamadas 
pseudo-prioris. De este modo, la distribución conjunta del vector de datos y 
y de los parámetros de todos los modelos, </?i, (p2 , • • • > <Pk, cuando M = j  es 
de la forma:
K
f(y,<pi,<P2 , ■ ■ • ,VK,m  = j) = ttj M j fÁ w )  f o ( y M
U=1
y el método de Gibbs sampling es implementado a partir de las siguientes 
condicionales completas:
f(v>t \v M = i) oc í  f M V i W V j )  si k = 3 Mk\y,<P^k,M V < x \ fj{vk) si k ¿ i
j  ( n _ i  fji'-Pi)')7T
7r(M = j\y, <Pk ) =
Ylk= 1 ( n ¿=l fkiSPi)^ fk iy^k)
Finalmente, la selección de modelos se lleva a cabo a partir de las estima­
ciones:
^/„,r -i \ número deM ^) =  j7t(M = j\y) = —-------   - -, J = 1,2numero total d e M ^
Green (1995), argumentando que este método puede resultar aparatoso 
e ineficiente debido a la necesidad de definir y simular de las pseudo-prioris 
{ f k iV i ) } ^ ,  propone un nuevo procedimiento que recurre a los métodos 
MCMC para generar observaciones de la distribución a posteriori conjunta 
f{M-ki^Pk\y)- Dicho método, conocido como método MCMC de salto rever­
sible, está basado en la creación de una cadena de Markov que puede saltar 
entre los distintos modelos. Si (Mk, tyk) es el estado actual de la cadena de 
Markov, se propone un nuevo modelo M . j  con probabilidad j ( M k ,  M j )  y 
se obtiene una simulación de los parámetros de este modelo. Para ello se 
introducen parámetros auxiliares de manera que los dos modelos tengan la 
misma dimensión y biyecciones entre los nuevos vectores de parámetros de 
los modelos. El salto a (Mj, ipj)  dependerá de una cierta probabilidad a>k,j-
En el trabajo de Raftery (1996) podemos encontrar distintos métodos 
de estimación de las verosimilitudes marginales de los modelos propuestos, 
f(y\Mk)  para k = 1 , 2 , . . . ,  K. La primera clase de métodos, conocidos como 
estimadores por muestreo importante, requieren de una densidad conocida
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cg(pk) de la que es posible obtener una muestra { p ^ } f =i- Entonces, la 
verosimilitud marginal expresada en la forma:
f ( y \M k) = í  fkivWk) cg((pk) dpk
JQk C9\tPk)
puede ser estimada mediante integración por Monte Cario como:
( - o )
j = i  c9KVk  )
- i
En el caso en el que la constante c = 
la ecuación (1.40) adopta la forma:
J©fc no os conocida,
X  /fc ( i / l })/fc })
N ^ ' =1 M j))f is{y \M k) « -----------------------   (1.41)
X  N f k i Vk )
N  ^ j = 1  9(<píj ) )
El estimador más sencillo se obtiene al tomar g ( p k )  =  f k ( P k ) -  En este ca­
so, la estimación de la verosimilitud marginal resultante es el promedio de las 
verosimilitudes calculadas en la muestra obtenida a partir de la distribución 
a priori de los parámetros del modelo. Esta estimación puede resultar muy 
ineficiente si la distribución a posteriori está mucho más concentrada que la 
priori, pues la mayoría de las simulaciones tendrán un valor de la verosimi­
litud muy pequeño y la estimación estará dominada por unos pocos valores. 
Como posible alternativa puede tomarse g ( p k )  =  f k { y \ P k ) f k { P k ) i  e s decir, 
la distribución a posteriori. La estimación obtenida, conocida como media 
armónica de la verosimilitud, es muy inestable, con varianza generalmente 
infinita. Una posible solución, que da lugar a estimaciones más precisas que 
las anteriores, consiste en tomar como función importante una mixtura de la 
priori y la posteriori, g ( p k ) =  S f k ( P k )  +  ( l - 5 ) f k ( y \ P k ) f k ( P k )  con 0 < <5 < 1. 
DiCiccio et al. (1997) utilizan la muestra obtenida de la distribución a pos­
teriori de los parámetros del modelo para defininir la función importante. 
En particular, proponen tomar c g ( p k )  = N p (¡pk , E), es decir, la Normal mul­
tivariante de media (f>k Ia  moda a posteriori y matriz de covarianzas E igual 
a menos la inversa del Hessiano del logaritmo de la posteriori evaluada en <pk.
El siguiente método que encontramos en el trabajo de Raftery (1996) 
es el estimador Laplace-Metropolis cuyo objetivo es estimar los términos
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que aparecen en el estimador de Laplace, pues en muchas ocasiones no 
pueden ser calculados analíticamente, mediante simulación. Sea h((pk) = 
fk{y\Vk)fk{íPk)', el estimador de Laplace de la verosimilitud marginal es de 
la forma:
h ( y \ M k) = ( 2 i r ) i  f i f i  h(ípk) (1.42)
donde p es el número de parámetros, (pk la moda a posteriori y E menos 
la inversa del Hessiano del logaritmo de h(pk) evaluada en (pk- Entonces, 
el estimador de Laplace-Metropolis se obtiene al sustituir en (1.42) ipk y E 
por sus estimaciones obtenidas mediante simulación: <pk puede ser estimada 
por la media o mediana muestral y E por la matriz de covarianzas muestral. 
Para un estudio detallado de estimadores más robustos, ver Raftery (1996), 
DiCiccio et al. (1997) y las referencias que ahí aparecen.
1 .4 .2 . S e le cc ió n  d e m o d e lo s  co m o  u n  p ro b lem a  d e  d ec is ió n
Un enfoque distinto al presentado para la selección de modelos, basado 
en la comparación de las propiedades predictivas de los modelos, lo podemos 
encontrar en los trabajos de Goutis and Robert (1998) y Bernardo and Rue­
da (2002). Dado un modelo general M. = {f(y\p),<p G 0} asumido cierto, 
se desea evaluar la compatibilidad de los datos con un modelo más sencillo 
A4o = {f(y\<Po),Po € ©o C 0}, obtenido al considerar ciertas restricciones 
sobre el vector de parámetros. Formalmente, este problema de selección pue­
de ser formulado como un problema de decisión donde el espacio de acciones 
está constituido por dos elementos: Ao, aceptar el modelo simplificado M q, 
y Ai, rechazar Ai o- Para resolverlo es necesario introducir unas funciones 
de pérdida, l(Ai\<p) para i = 0,1, que valoren las consecuencias de aceptar 
o rechazar Aío- De este modo, Alo será rechazado si la pérdida esperada a 
posteriori de aceptarlo es mayor que la de rechazarlo; es decir,
RechazarM q si y sólo si / (l(Ao\ip) — l(Ai\(p)) f(ip\y)d(p > 0
Jq " v '
Tomando Al(M.o\ip) = S(ipo, <p) — d* donde á(<^ o» V7) mide la discrepancia 
entre los dos modelos y d* es un valor de utilidad que valora la ventaja que 
supone trabajar con el modelo más sencillo cuando éste es válido, la solución 
al problema de selección viene dada por:
Rechazar M q si y sólo si / 5(po,p)f(ip\y)d(p>d*
Je
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Goutis and Robert (1998) proponen tomar como medida de discrepancia 
entre los dos modelos la función:
donde distancia generalizada de Kullback-Leibler, valora
el efecto de sustituir f{y\<p) por f(y\ipo) cuando f{y\ip) es cierta.
De manera similar, Bernardo and Rueda (2002) proponen como medida 
de discrepancia la siguiente función:
donde la diferencia respecto a (1.43) es que, mientras Goutis and Robert
(1998) suponen que el modelo general M. es el modelo verdadero, Bernardo 
and Rueda (2 0 0 2 ) suponen que M. es aceptado válido para representar el 
comportamiento de los datos, pero consideran la posibilidad de que sea 
el modelo verdadero.
Notar que cuando se considera como función de pérdida la función 0-1, la 
cual no tiene en cuenta la distancia al modelo verdadero en caso de que éste 
no sea seleccionado, la solución al problema de selección de modelos basada 
en la teoría de la decisión coincide con la solución previamente propuesta de 
tomar aquel modelo con mayor probabilidad a posteriori (factores Bayes).
1 .4 .3 . C r iter io s  d e  se le c c ió n  d e  m o d e lo s
Finalmente, el problema de selección de modelos puede ser resuelto uti­
lizando distintos criterios de selección. Entre los más conocidos podemos 
destacar el AIC (Akaike Information Criterion, Akaike, 1974) y el BIC (Ba- 
yesian Information Criterion, Schwarz, 1978), definidos como:
donde (p es el estimador máximo verosímil, p el número de parámetros del 
modelo y n el número de observaciones. Entonces, dado un conjunto de 
posibles modelos, el modelo seleccionado para un análisis posterior de los
I  f { y M l 09m ¿ ) dy
S(vo, V) = mm { " > < " { / f(v\v) logj^^  dy, J  f(y\<p0) l o g j ^  <¿2/} }
(1.44)
AIC  =  -2logf(y\ifi)+ 2p 
B IC  = —2 logf(y\tp) +  log(n)p
(1.45)
(1.46)
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datos es aquel que minimiza el criterio utilizado. El primer término en la 
definición valora el ajuste obtenido por el modelo, mientras que el segundo 
término, función del número de parámetros incluidos en el modelo, penaliza 
la sobreparametrización. Como podemos observar, los modelos seleccionados 
mediante el criterio BIC serán, en general, más sencillos que los escogidos 
mediante el AIC.
El criterio AIC es un estimador asintóticamente insesgado de la informa­
ción de Kullback-Leibler esperada, que mide la información perdida cuando 
el modelo cierto es sustituido por un modelo aproximado. Una justificación 
Bayesiana a favor de su uso es que, cuando la precisión de la distribución 
a priori es comparable a la de la verosimilitud, las comparaciones de mo­
delos basadas en los factores Bayes y en el criterio AIC son equivalentes 
asintóticamente, aunque esta propiedad no es común en la práctica. Para un 
estudio más detallado de las propiedades de este criterio consultar Burnham 
and Anderson (2004).
Cuando el número de parámetros es grande en comparación con el núme­
ro de observaciones, o cuando el número de observaciones es pequeño, existe 
una modificación del criterio AIC, conocido como el criterio AICc, definido 
de la siguiente manera (Hurvich and Tsai, 1989):
AICc = - 2  logf(y\ip) + 2  p+  2p(p +  1) (1.47)n — p — 1
Este criterio debería ser utilizado siempre y cuando no se verifique la 
condición n /p>  40 para el modelo con mayor número de parámetros.
El criterio BIC es una aproximación asintótica de —2 log (7r(A4 |?/)), sien­
do 7r(Af|?/) la probabilidad a posteriori del modelo M .  De este modo, el 
modelo con un valor del BIC menor es el modelo con mayor probabilidad a 
posteriori. Neath and Cavanaugh (1997) investigan la derivación de este cri­
terio con el objetivo de determinar términos descartados en su definición por 
ser asintóticamente insignificantes pero que podrían ser relevantes cuando 
el número de observaciones es pequeño, proponiendo varias modificaciones 
resultantes de incluir algunos de los términos descartados.
Numerosos criterios han sido propuestos desde la aparición del AIC y del 
BIC, de los cuales cabe destacar el DIC (Deviance Information Criterion,
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Spiegelhalter et al., 2 0 0 2 ):
DIC = E(D(ip)\y) + E{D(<p)\y) -  D(E(tp\y)) (1.48)' v '
Pd
siendo D(ip) = — 2 logf(y\(p) + 2 logf(y)  la desviación Bayesiana, con f'(y) 
un término conocido dependiente únicamente de los datos. Notar que para 
la comparación de modelos, dado que f {y)  depende de los datos y no del 
modelo, puede tomarse D(ip) = —2logf{y\(p).
El primer término de la definición, esperanza a posteriori de la desvia­
ción, es una medida Bayesiana de la bondad del ajuste, mientras que el 
término P d, conocido como número efectivo de parámetros en el modelo, es 
una medida de la complejidad, la cual es razonable que dependa de la infor­
mación a priori acerca de los parámetros de interés y de las observaciones. 
Su justificación está basada en la teoría de la información.
Expresando el criterio como
DIC = D(E(<p\y)) + 2 PD
puede verse su analogía con el AIC o el BIC. Sin embargo, este criterio 
puede resultar más satisfactorio que los anteriores en el sentido de que tiene 
en cuenta la información a priori. Además, pueden utilizarse distribuciones 
a priori impropias, pues cada modelo es considerado por separado.
Capítulo 2
H olt-W inters multivariante
Para el caso univariante, los métodos de suavizado exponencial, tanto con 
tendencia como con estacionalidad aditiva o multiplicativa, han sido anali­
zados desde la metodología de espacio de estado (Hyndman et al., 2002; 
Bermúdez et al., 2006b). Recientemente, Bermúdez et al. (2007) han for­
mulado el modelo de Holt-Winters como un modelo lineal heterocedástico, 
cuyos coeficientes vienen dados por las condiciones iniciales y la matriz de 
covarianzas depende de los parámetros de suavizado. Esta formulación sim­
plifica el cálculo de los estimadores máximo-verosímiles de los parámetros 
del modelo y la obtención de predicciones, tanto puntuales como intervalos 
de predicción, para los valores futuros de la serie temporal.
Basándonos en ese trabajo, introducimos una nueva formulación para 
el modelo de Holt-Winters multivariante con estacionalidad aditiva y erro­
res aditivos. El modelo asume que cada una de las series temporales se 
ajusta al modelo de Holt-Winters univariante y que existe una correlación 
contemporánea entre errores correspondientes en los modelos univariantes. 
Entonces, utilizando la formulación para el modelo de Holt-Winters univa­
riante como un modelo lineal heterocedástico, el modelo de Holt-Winters 
multivariante, resultante de formular conjuntamente los modelos univarian­
tes, puede ser expresado como un modelo de regresión aparentemente no 
relacionado (modelo SUR, Zellner, 1962).
La representación de los métodos de suavizado exponencial como mode­
los de espacio de estado permite estudiar sus propiedades estadísticas, calcu­
lar la función de verosimilitud y obtener predicciones puntuales e intervalos 
de predicción. A diferencia de las predicciones puntuales, que han demos­
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trado ser muy precisas, los intervalos de predicción tienden a ser demasiado 
estrechos. Esto es debido principalmente a que en su cálculo no se tiene en 
cuenta el error de estimación de los parámetros del modelo. Bermúdez et al. 
(2008b) analizan el modelo de Holt-Winters univariante desde el punto de 
vista Bayesiano, resolviendo de este modo el problema de error de estima­
ción y obteniendo intervalos de predicción con cobertura empírica próxima 
a la nominal.
El enfoque Bayesiano para el análisis de un modelo probabilístico que 
describe el comportamiento de una serie temporal implica condicionar a lo 
conocido, datos observados, estructuras, etc., para obtener inferencias acer­
ca de lo desconocido: parámetros del modelo y valores futuros de la serie. 
Esto implica la resolución de problemas de integración que en la mayoría de 
los casos no tienen solución analítica. Los avances en integración numérica 
y métodos de simulación han incrementado el número de problemas de pre­
dicción que pueden ser tratados desde el punto de vista Bayesiano (Geweke 
and Whiteman, 2006).
En este trabajo analizamos el modelo de Holt-Winters multivariante des­
de una perspectiva Bayesiana, obteniendo la distribución a posteriori de los 
parámetros del modelo (condiciones iniciales, parámetros de suavizado y 
matriz de covarianzas) dados los datos observados que conforman las se­
ries temporales. En el análisis consideramos distintas distribuciones a priori. 
La primera de ellas es la distribución a priori convencional no informativa 
de Jeffreys, mientras que las otras son distribuciones a priori de referencia 
propuestas por Chang and Eaves (1990) y Yang and Berger (1994). Las 
distribuciones a posteriori obtenidas no son analíticamente tratables pero 
pueden ser estimadas mediante métodos MCMC. El procedimiento de si­
mulación empleado nos permite obtener una muestra de la distribución a 
posteriori de los coeficientes de correlación y, por tanto, estimar la correla­
ción entre las series temporales. Finalmente, la distribución predictiva de los 
valores futuros de las series temporales, la cual nos permite obtener tanto 
estimaciones puntuales como intervalos de predicción, es estimada mediante 
integración por Monte Cario.
En la siguiente sección se presenta la formulación del modelo de Holt- 
Winters multivariante empleada en la memoria. La segunda sección muestra 
el análisis Bayesiano del modelo y los métodos MCMC empleados en la si­
mulación de muestras de las distribuciones a posteriori obtenidas para los 
parámetros del modelo. La sección tercera está dedicada al cálculo de la
2.1. FO R M U L A C IÓ N  DEL M O DELO 31
distribución predictiva y a la obtención de predicciones puntuales e intervalos 
de predicción.
2.1. Formulación del modelo
Supongamos que tenemos n observaciones de m  series temporales, yi = 
{ y i i i  V2i ,  • • • > U n í ) '  para i = 1,2,... ,m, cada una de las cuales se ajusta al 
modelo de Holt-Winters univariante y, por tanto, satisfacen (1.9):
yi = Mil) i + L í£í (2 .1)
donde i¡)í  =  ( ,  c \ - s , i ,  ¿ 2 - s , ¿ »  ■ ■ • » c o , i ) '  es el vector (s + 1 )  x 1 de las condicio­
nes iniciales, Oí = (a¿,/?¿, 7 ¿)/ es el vector de los parámetros de suavizado, 
es la matriz L calculada en Oí y =  (en, e2¿,. . . ,  eni)' es el vector n x 1 de 
errores de la z-ésima serie temporal, independientes entre sí e idénticamente 
distribuidos N(0,<jf).
Suponiendo además que existe una correlación contemporánea entre erro­
res correspondientes en las diferentes ecuaciones, es decir, la distribución del 
vector m x 1 de los errores observados en el instante t, =  (e¿i, 6*2» • • •»e*m)/» 
es Nm(0, E), el modelo de Holt-Winters multivariante resultante de formular 
conjuntamente los m  modelos univariantes es de la forma:
yi ' M 0 . . . 0 ’ fpl ' u 0 . . . 0 ’ £i
2/2
=
0 M  . .. 0
+
0 l 2 . .. 0 £2
2/m 0 0 . . . M  _ 0 0 . . . Lm £■771
y md i/f Lb £
(2 .2)
donde el vector de errores e está distribuido según una Normal multiva­
riante de media el vector nulo y matriz de covarianzas E <g> In, siendo (8) 
el producto de Kronecker. Por tanto, la distribución del vector de datos es 
NnmiMDip, Lb (E 0  In)L'B). El subíndice D que aparece en M d indica que 
Md es una matriz diagonal a bloques, siendo todos sus bloques iguales a 
M.  En cambio, el subíndice B  que aparece en LB indica que es una matriz 
diagonal a bloques, con bloques (L\, L i , . . . ,  Lm) distintos entre sí.
Multiplicando (2.2) por la matriz inversa de LB se obtiene la expresión
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matricial equivalente:
Z l X x 0
Z2
—
0 *2
Z m 0 0
z
Í>\ £l
Í>2 £2
+
£m
✓ y
■0 £
(2.3)
X B
siendo =  (L¿)-1t/¿ y Xi = (L¿)_1M, para i = 1,2, ... ,m . Entonces, el 
modelo de Holt-Winters multivariante puede formularse como un modelo 
de regresión aparentemente no relacionado (Zellner, 1962). En este caso, la 
matriz de regresión X b depende de los parámetros de suavizado y por tanto 
es desconocida.
La función de verosimilitud asociada al modelo de Holt-Winters multi­
variante viene dada por la distribución Normal multivariante del vector de 
datos:
/(y|^ ,Ef0) oc |LB(E®/n)L¿ri
exp j-i(y - ® In)L~B\ y  -  MD^)}
oc |E|-  ^exp ~ X biPYÍ'E-1 ® In){z - AB^ )| (2.4)
oc |E|"t exp|-itr [E"1#'#] J (2.5)
donde 6 = (6[, 6f2, . . . ,  0'mY es el vector de los parámetros de suavizado de 
los m  modelos univariantes y H = [z\ — X\ijji,Z2 — Xzfa,  • • •, zm —
Con el objetivo de comparar nuestra formulación para el modelo de Holt- 
Winters multivarianté con las propuestas realizadas anteriormente por otros 
autores, apartado 1.3, lo expresamos como un modelo de espacio de estado.
Para i = 1,2, . . . ,ra ,  la observación en el instante t de la serie temporal
¿-ésima puede expresarse (ver ecuación (1.2)) como:
Uti   f  t^i (2 .6)
siendo / '  = (1 ,1 ,0 ,0 ,..., 0,1) y ipu = (at_i,¿, bt- i¿ ,  ct- 1,¿, , Q -s .i) '
el vector (s + 2) x 1 de estado tal que:
ipti — +  rjti (2.7)
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donde G es la matriz de transición (s + 2) x (s + 2) definida como en (1.2) y 
Tjti = (oLiCt-1,¿, aifiiCt-ij, 0 , . . . ,  0,0)' es el vector de errores asociado
al vector de estado, distribuido según la Normal multivariante de media 0 y 
matriz de covarianzas dada por:
Entonces, el vector y¿ =  {yti,yt2 , • • • ,ytm)' de las m observaciones en t 
puede ser expresado como:
siendo (pt =  (v í^n v't2 -> • • • > Vtm)' vector (s + 2)m x 1 de estado; = 
(e¿i, et2 j • • • jCtm)' el vector de los errores en t , cuya distribución es la Nor­
mal multivariante Nm(0,E) y r¡t = (77^ 1, r}'t2, • • • > VtmY vector de errores 
(s +  2)m x 1 asociado al vector de estado, con media 0 y donde el bloque 
(i, j) de la matriz de covarianzas es de la forma:
Si comparamos nuestra formulación con la propuesta por Harvey (1986), 
ecuaciones (1.24) y (1.25), la primera diferencia que encontramos es que no­
sotros trabajamos con una única fuente de error. No obstante, para poder 
expresar la matriz de covarianzas del vector rjt como E(g> W, es necesario que 
los parámetros de suavizado de las distintas series temporales univariantes 
sean iguales. En este sentido, nuestro modelo es más general.
Por otro lado, el modelo de Holt-Winters multivariante propuesto en esta 
memoria podría verse como un caso particular del modelo introducido por 
Pfeffermann and Allon (1989), ecuaciones (1.26) - (1.29). En nuestra formu­
lación, la correlación entre las series es introducida únicamente a través de
(2 .8)
y* = (im ® / 'M  + éí (2.9)
donde
<Pt = (Im ® G)<pt- 1 + Tjt (2 .10)
Cov(rjti,r)tj) = Gij
( OL%ot.j o líO ijf3 j O íi'yj 0ix(s—1) ^
a i P i O t j  a i p i a j P j  a t i P a j  Oix(s-i)
'Jia j  l i l j  0 i  X (s—1)
\  0 ( « - l ) x l  0 (S-1)X1 0(s_ 1)xl  0(S_ 1) X(S_ 1) /
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la matriz de covarianzas del vector de los m  errores observados en í. La 
actualización de los términos de nivel, tendencia y estacionalidad de cada 
una de las series temporales univariantes coincide con la derivada del mode­
lo univariante, pues no depende de los errores asociados a las demás series. 
Así pues, si comparamos las ecuaciones (1.3), (1.4) y (1.5) con (1.27), (1.28) 
y (1.29) respectivamente, nuestro modelo sería equivalente al resultante de 
considerar las matrices A, T y A diagonales, con elementos en la diagonal 
principal iguales a { }£Ll5 {A}™ 1 y {7 ¿}£Li respectivamente.
Consecuentemente, nuestra formulación y la propuesta recientemente por 
de Silva et al. (2007) no están relacionadas. Aunque ambos modelos intro­
ducen una única fuente de error y pueden considerarse casos particulares del 
modelo propuesto por Pfeffermann and Allon (1989), la correlación entre las 
series es introducida de manera distinta.
2.2. Análisis Bayesiano
En esta sección analizamos el modelo de Holt-Winters multivariante pro­
puesto en la sección anterior empleando un enfoque Bayesiano. Dados los 
datos observados que conforman las series temporales obtenemos la dis­
tribución a posteriori de los parámetros del modelo: condiciones iniciales, 
parámetros de suavizado y matriz de covarianzas.
La especificación de la distribución a priori es una de las cuestiones más 
importantes de todo análisis Bayesiano. En problemas multiparamétricos, 
como es el caso de modelos de regresión, dicha especificación puede resultar 
difícil. En tales situaciones, así como cuando se dispone de poca información 
a priori, es común el uso de prioris convencionales no informativas. La dis­
tribución a priori no informativa de Jeffreys (ver, por ejemplo, Zellner, 1971, 
pag. 225) es la priori que generalmente se utiliza en el análisis de modelos 
Normales multivariantes cuando se desea realizar un análisis Bayesiano ob­
jetivo. Dicha distribución, proporcional a la raíz cuadrada del determinante 
de la matriz de información de Fisher, tiene la propiedad de ser invariante 
frente a transformaciones y tiende a reproducir resultados clásicos. Bernar­
do (1979) muestra que, bajo ciertas condiciones, la distribución a priori de 
Jeffreys es una distribución de referencia óptima en el sentido de que maxi- 
miza la información perdida, aunque en problemas multiparamétricos puede 
resultar inadecuada en la obtención de distribuciones a priori marginales 
poco informativas. Por otro lado, puede presentar problemas a la hora de
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acotar el rango (’shrinkage’) de los valores propios de la. matriz de cova.ria.n- 
zas adecuadamente (Yang and Berger, 1994).
En el análisis que presentamos suponemos independencia entre los dis­
tintos elementos del vector de las condiciones iniciales, del vector de los 
parámetros de suavizado y de la matriz de covarianzas. Como distribuciones 
a priori para las condiciones iniciales y parámetros de suavizado tomamos la 
uniforme, mientras que para la matriz de covarianzas consideramos distintas 
distribuciones a priori: la priori de Jeffreys y, a fin de solventar las posibles 
deficiencias de dicha distribución, las prioris de referencia propuestas por 
Chang and Eaves (1990) y Yang and Berger (1994). Las distribuciones a 
posteriori obtenidas son analíticamente intratables y por tanto, para poder 
estimarlas, es necesario recurrir a la simulación.
2.2.1. Análisis Bayesiano partiendo de la priori de Jeffreys
Zellner (1971) estudió el modelo de regresión aparentemente no relacio­
nado (modelo SUR) en el contexto Bayesiano, popularizando así la inferencia 
Bayesiana en Econometría. Sea
z = X Bil; + e (2.11)
el modelo de regresión aparentemente no relacionado, donde z es el vector 
nm  x 1 de datos observados, X B es la matriz de regresión, de orden nm  x km 
y supuesta conocida, xj; es el vector km x 1 de parámetros de regresión y e 
el vector nm  x 1 de errores, distribuido Nnm(0,£  (g> In). Suponiendo poca 
información a priori acerca de los parámetros del modelo, independencia 
entre los elementos de xJj y E y utilizando la teoría de la invarianza de 
Jeffreys, Zellner considera la siguiente distribución a priori:
/« -, s )  =  /« -) /(£ )
oc i s r ^  (2.12)
Entonces, la distribución a posteriori, proporcional al producto de la 
priori por la verosimilitud, es de la forma:
/W>,E|z) oc |E |- !^ e x p j - i ( 2 - X B ^ ) ' ( i r 1® I,0(z-X B^j(2.13^ 
oc lE p ^ ^ e x p  j - | t r [ E - ‘ií'.ff]) (2.14)
donde H = [ z \ -  Xitpi,z2 -  X 2xp2, X mxpm).
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La forma cuadrática en (2.13), FC = (z — As'0)/(E 1 <g> In)(z — X b Í’), 
puede descomponerse como:
FC  =  z'{'£,-1 ® I n) z - z ' { Y r 1 ® I n)XB^
-  1¡)'X'B{ S - 1 ® In)z + 4>'x 'b( e - 1 ® In)XBÍ>
= (z -  X BÍ)'{E " 1 ® In)(z -  X BÍ¡) +  (V> -  ÍYX'b ÍT,-1 ® In)X B{il> -  $)
donde ?/> = (XB(E~l ® In)XB)~lX B@j~1 ® In)z es el estimador mínimos 
cuadrados generalizado de /ip (Zellner, 1962). Entonces, la distribución a 
posteriori de los parámetros del modelo dada por (2.13) puede expresarse 
como:
f(i¡>,T,\z) oc l E I " 2* ? * 4 exp » / „ ) ( . * -X sV O )
exp -  Í Y X ' b V - 1 ® I„)XBW -  <?)) (2.15)
de donde se deduce que la distribución a posteriori de -0, dada la matriz E, 
es Normal multivariante, en particular,
E) =  Nkm($, (X'B(E - 1 ® I J X b ) - 1) (2.16)
De (2.14) se deduce que la distribución a posteriori de E condicionada a 
i¡j es una Wishart invertida, en concreto,
f{Ti\ z ^ ) = I W { n , H ' H )  (2.17)
En la notación empleada en este trabajo, una matriz G de orden m  x m, 
simétrica y definida positiva, sigue una distribución Wishart invertida si su 
función de densidad es de la forma:
f{G\v,A) oc J flm+i exp { ~
donde v > m  y A es una matriz simétrica definida positiva. Una propiedad
que se deriva de esta definición es que si la matriz G sigue una distribución
Wishart invertida, entonces su matriz inversa G~l sigue la distribución Wis­
hart W(v, A-1), de manera que E(G~1) = uA-1.
Por tanto, (2.17) es equivalente a
/ ( E - ' M )  = W{n,(H'H)-1) (2.18)
2.2. ANÁLISIS BAYESIANO 37
Integrando la distribución a posteriori respecto a E o ijj se obtienen, 
respectivamente, las marginales a posteriori para i¡) y E:
que no se corresponden con ninguna de las distribuciones conocidas.
Con el fin de obtener inferencias acerca del vector de los parámetros de 
regresión, Zellner (1971) propuso sustituir E por un estimador consistente 
E, en concreto el formado a partir de los residuos obtenidos al estimar las 
ecuaciones de manera individual mediante mínimos cuadrados, es decir,
donde ípi = (X¡Xi) 1X¡zí, y continuar el análisis bajo la suposición E = E. 
Posteriormente, la aplicación de técnicas MCMC en la inferencia Baye-
Percy (1992) calcula la distribución a posteriori para los parámetros del mo­
delo y muestra como, en general, la distribución predictiva de un paso no 
puede ser evaluada analíticamente, por lo que propone dos posibles apro­
ximaciones. La primera de ellas utiliza el método de Gibbs sampling para 
generar recursivamente 2n+1 , i ’ y £  a partir de sus condicionales completas. 
La otra utiliza una aproximación de primer orden basada en una estimación 
Bayesiana de la matriz de precisión.
(2.19)
a  / |E| "+” +1 e x p j - ^ ( z - X s í>)'(E 1 ® In)(z -  
exp | - Í W  -  :$)'X'B(Y,-1® In)XB{4, -  f i j d i h
n + m + 1
2
exp j - l ( z  -  XbVO'íE-1 ® In)(z -  XbVO) (2-20)
(n -  fc)E[¿,¿] =  {zí -  X i fy ' i z j  -  Xjípj)
siana facilitó el análisis del modelo SUR desde el punto de vista Bayesiano.
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De manera similar, Chib and Greenberg (1995) utilizan el algoritmo de 
Gibbs para analizar distintas versiones jerárquicas del modelo de regresión 
aparentemente no relacionado, donde el vector de regresión es proyectado 
sucesivamente en subespacios de menor dimensión. Esta generalización per­
mite incorporar restricciones cruzadas en las ecuaciones, evaluar la validez 
de un modelo reducido y analizar el caso en el que los parámetros varían 
con el tiempo.
Griffiths (2001) muestra el análisis Bayesiano del modelo SUR partiendo 
de la priori de Jeffreys. En su trabajo utiliza el método de Gibbs sampling 
para obtener una muestra de la distribución a posteriori de los parámetros 
del modelo a partir de sus condicionales completas /(-0|z, E) y /(E|z,t/>). Si 
el número de ecuaciones es grande y sólo se desea obtener inferencias acerca 
del vector de regresión, GrifRths propone utilizar el método de Gibbs sam­
pling con las condicionales completas f{ipi\z, -01, - - -, 0 Í—i , V'z+i? • • • ? V,m)> que 
se corresponden con t-Student multivariantes, o bien utilizar el algoritmo de 
Metropolis-Hastings para obtener una muestra de la distribución marginal 
f(ip\z).
En nuestra formulación del modelo de Holt-Winters multivariante como 
un modelo de regresión aparentemente no relacionado, la matriz de regresión 
X b depende de los parámetros de suavizado y, por tanto, es desconocida. Si 
el vector 6 de parámetros de suavizado es conocido, entonces Xg es cono­
cida y podemos aplicar los resultados anteriores. Es decir, partiendo de la 
distribución a priori de Jeffreys
(2 .21)
obtenemos las siguientes distribuciones a posteriori condicionales
f(4>\y, -E,e)  = N{s+1)m$ , (X 'B (Z -1 ®In)XB) - 1) (2.22)
f (T ¡ \y , i p , e )  = IW(n,H 'H)  (2.23)
o, equivalentemente
/ ( S - 1 ly, e) = W(n, (H 'H)-1) (2.24)
En la práctica, el vector 0 de parámetros de suavizado es siempre des­
conocido. En tal caso, necesitamos también una distribución a priori para
0. Nosotros proponemos tomar la uniforme en la región [0, l]3m como priori 
para 0 , pues trabajamos con la hipótesis generalmente asumida de que el
/(</>, £10) oc lEI-2^
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valor de los parámetros de suavizado pertenece al intervalo [0 , 1], y la priori 
(2.21) para el resto de parámetros. Es decir,
/ m m )  = f w , m m
oc (2.25)
Entonces, la distribución a posteriori de los parámetros del modelo es:
/ ( ^ ,£ ,% )  oc exp j " ( 2  ~ X b ^ Y ^ 1 ® In)(z -  J
(2.26)
siendo z = L ^ y  el vector de los datos transformados. Dicha distribución a 
posteriori puede ser expresada alternativamente en la forma (2.14) o (2.15). 
Las condicionales completas a posteriori que se deducen para ip y £  vie­
nen dadas por (2.22) y (2.23) respectivamente, mientras que la condicional 
completa para 0 es de la forma
/(% ,-0 , £) ocexp j - i ( , z -  X b Í’Y ®  In){z -  ^ £ ^ ) j  {2.21)
que no se corresponde con ninguna distribución conocida.
Para poder estimar tanto la distribución a posteriori de los paráme­
tros del modelo como cualquiera de sus características en las que estemos 
interesados, es necesario recurrir a la simulación y obtener así una mues­
tra { ( ^ \ ^ \ 0 ^ ) } j L i de dicha distribución. Siguiendo la metodología de 
Griffiths (2001), nos planteamos utilizar el algoritmo de Metrópolis-within- 
Gibbs, que nos permite aplicar el algoritmo de Metropolis-Hastings para 
simular de la condicional completa f(9\y, 4>, £) que no es analíticamente 
tratable. En la siguiente sección se describe el algoritmo empleado.
2.2.2. Algoritmo de Metrópolis-within-Gibbs para simular 
de la distribución a posteriori
El algoritmo de Metrópolis-within-Gibbs, uno de los procedimientos de 
simulación más importantes en la modelización econométrica, combina los 
algoritmos de Gibbs sampling y Metropolis-Hastings para simular de una 
distribución desconocida mediante el procedimiento de Gibbs aunque algu­
nas de las distribuciones condicionales completas no sean conocidas. Sea ip = 
2 , • • •, (p'sY vect°r de parámetros del modelo tal que f(<Pj\<Pi (i 7^  j))
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es intratable, entonces el algoritmo de Metropolis-within-Gibbs consiste en 
emplear el mecanismo de Metropolis-Hasting en la simulación del bloque 
intratable, </?j, mientras que los otros bloques son tratados en la manera ha­
bitual. Para un estudio detallado del algoritmo así como de las ccndiciones 
de convergencia, consultar la obra de Robert and Casella (1999) o Geweke 
and Whiteman (2006).
Dados unos valores iniciales ip^  y éK°), la iteración i-ésima del algoritmo 
de Metropolis-within-Gibbs que proponemos se compone de los siguientes 
pasos:
1. Simular Eb) de la condicional completa /(E|?/, 0(í-1)), dada por
(2.23)
2. Simular z/>b) a partir de f(ip\y, Eb), flb-1)^ dada por (2.22)
3. Dado 0b-1) =  (é^-1 ,^ 9^~l\  . . .  , 0m_1^)5 donde 6^~1^ es el vector si­
mulado de los parámetros de suavizado asociados a la serie temporal 
j-ésima, simular 0b) mediante el siguiente algoritmo de Metrópolis:
a) Para j  = 1 ,2 ,..., m, simular Qj utilizando como función genera­
dora la uniforme en el cubo centrado en y lado 21. Construir
ü* _ //)* /)* A* \V — 02, . . . ,  um)
b) Calcular a ^ b " 1), 0*) = min | l ,  utilizando (2.27)
c) Obtener r Un(0,1)
d) Si r  < a ^ b -1), 0*)} fijar 0b) = 0*; en otro caso, 0b) =  0b-1)
Como valores de inicio ip ^  y 0(°), necesarios para la implementación del 
algoritmo, tomamos:
=  (froÁM cl—s,fc, C2-s ,k ,  • • • , Co,A:)^  =  (0, 2/1 fc, 2/2fc, • • • > Vsk)'
e f  = K ,/3 fc,7fc)(°) =  (0.5,0.5,0.5)'
para k = 1,2, ...,m. Por otro lado, proponemos tomar l = 0.1 ya que, co­
mo el valor de los parámetros de suavizado pertenece al intervalo [0,1], éste 
valor nos permite que la cadena visite todo el soporte de la distribución final.
Tras repetir este proceso No + N  veces y eliminar las Nq primeras ite­
raciones de calentamiento, obtenemos una muestra { ( i p ^ \ ^ \ 0 ^ ) } j L x de 
la distribución a posteriori de los parámetros del modelo que nos permite
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estimar cualquier característica de interés.
Notar que, a partir de la muestra obtenida, es posible hallar una muestra 
de la distribución a posteriori de los coeficientes de correlación y, por tanto, 
comprobar la hipótesis de correlación contemporánea entre errores corres­
pondientes en los modelos univariantes. Sea una muestra de la
distribución marginal a posteriori f(E\y). Para cada E ^  calcular para
k = 1,2, . . . ,  m — 1 y Z = A; + 1 ,.. .,  m, como:
fíu) _  £ (i)M  r9
kl VEü')[A:,A:]EO')[Z,Z]
es una muestra de f(pki\y) que nos permite aproximar cualquier
característica de interés de la distribución. En particular, podemos estimar 
su media e intervalos de probabilidad a posteriori.
2.2.3. A nálisis B ayesiano de referencia
Dados los problemas que puede presentar la priori de Jeffreys, Chang 
and Eaves (1990) proponen utilizar, para el análisis de modelos Normales 
multivariantes donde el parámetro de interés es la matriz de correlaciones, 
la siguiente distribución a priori de referencia:
/(i*.E) =  (2.29)
|^| 2 |fm S ° ^  |2
donde o representa el producto de Hadamard (elemento a elemento).
Cuando los parámetros de interés son los valores propios de la matriz 
de covarianzas, d\ > cfc > • • • > dm, la priori de referencia propuesta por 
Chang and Eaves adopta la forma:
/(M ,S )=  1
i s i n - y W - ^ )
Posteriormente, y con el objetivo de estimar adecuadamente la estructura 
de valores y vectores propios de la matriz de covarianzas, Yang and Berger 
(1994), basándose en el trabajo de Berger and Bernardo (1992), derivan la 
priori de referencia no informativa para la matriz de covarianzas dada por:
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la cual, suponiendo independencia entre / / y E y  tomando como distribución 
a priori para el vector de medias la uniforme, coincide con la distribución 
a priori conjunta propuesta por Chang and Eaves (1990). Comparada con 
la priori de Jeffreys, la distribución de referencia da considerablemente más 
peso a las matrices de covarianzas con valores propios iguales y, por tanto, 
intuitivamente es posible que produzca estimaciones con mejor acotación del 
rango (’shrinkage’) de los valores propios.
Para el análisis Bayesiano de referencia del modelo de Holt-Winters mul­
tivariante suponemos, nuevamente, que el vector 9 de los parámetros de 
suavizado, el vector xjj de las condiciones iniciales y la matriz E de cova­
rianzas están distribuidos de manera independiente. Como distribución a 
priori para 9 y consideramos la uniforme, mientras que para la matriz 
E, siguiendo el enfoque de Chang and Eaves (1990), proponemos tomar la 
siguiente distribución:
- -1 - ^  (2-31)
|£ | 2 \Im +  E o E _1 |2
cuya diferencia respecto a (2.29) se debe a que sólo estamos buscando la 
distribución de referencia para la matriz de covarianzas E, pues supone­
mos independencia entre los parámetros. Por ello, en su cálculo partimos 
de la distribución a priori / ( E) = |E| en lugar de considerar la priori 
conjunta de Jeffreys f(ip, E) =  |E |-IS2^. La distribución a priori para los 
parámetros del modelo, /(?/>, E,0), viene dada por (2.31).
En este caso, la distribución a posteriori obtenida es de la forma: 
/« - ,£ ,% )  oc |E |-2í a |/ro + E o E - 1|- i
exp | - l ( z  -  X b ^YCE-1 ® 7„)(z -  X BiP)\ 
oc \S\~s^ R\Im +  E o E-1 |- ^
OC
exp j - i ( z  -  X b Í>)'{T.-1 ® In)(z -  X B$) 
exp { — ® In)XB(Í> -  í )  j  
i s r ^ l i m  + s  o E-1r *  exp j - i í r  [E~XH 'H ] )
(2.32)
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siendo ^  =  (Xg(E_1 <%> Iti)Xb)~1X ,b (E~1 ®In)z el estimador mínimos cua­
drados generalizado de ^  y H = [z\ — X \^ i ,Z 2 — X 2 'ip2 , ■ ■ ■ ,zm — Xmi/jm]. 
A partir de (2.32) se concluye que sólo la distribución a posteriori condicio­
nal completa para ip se corresponde con una densidad conocida, la Normal 
multivariante dada por:
E, 6) =  N{s+1)m(í¡, {X'b (T¡~1 ® I ^ X b ) -1) (2.33)
mientras que para E y 9 se obtienen las siguientes condicionales completas:
f(E\y,ip,0) oc lE I -^ l/™  + E o S —11—i exp j - i t r  [E~'H'H] 1(2.34)
/(% ,tf ,E )  oc exp j - l ( z  -  X B^)'(T,~x ® In)(z -  XB</,) j  (2.35)
Como puede observarse, las condicionales para ifj y 0, ecuaciones (2.33) y 
(2.35), coinciden con las obtenidas en el análisis Bayesiano cuando se parte 
de la priori de Jeffreys, ecuaciones (2.22) y (2.27) respectivamente.
Con el fin de obtener inferencias acerca de los parámetros del modelo es 
necesario nuevamente recurrir a la simulación. El mecanismo de simulación 
que proponemos en este caso para obtener una muestra de la distribución a 
posteriori, ecuación (2.32), es una modificación del algoritmo de Metropolis- 
within-Gibbs desarrollado anteriormente (sección 2.2.2). En concreto, en 
el paso 1 empleamos un método de aceptación-rechazo para simular de la 
matriz de covarianzas E, pues su distribución condicional completa, ecuación 
(2.34), deja de ser conocida. El método de aceptación-rechazo que utilizamos 
para simular de /(E|?/, -0,0) es similar al propuesto por Sun and Berger 
(2006):
1. Simular E* ~  IW(n  -  1, H'H) = g{E)
2. Simular u ~  Un(0,1). Si u < 2 t | Im + E* o (E*)-1 |- i, fijar E ^  -  E*. 
En otro caso, volver al paso 1
Para la demostración de que éste es un método de aceptación-rechazo 
válido para la simulación de /(E |y^^O)  podemos hacer uso del siguiente 
resultado (Horn and Johnson, 1994, pag. 313):
R esultado 2.1 Sean A y B dos matrices simétricas y semidefinidas posi­
tivas, entonces
^ m i n (A o jB) ^  Afjiiji(^AB^  
donde Am in ( A )  representa el menor valor propio de la matriz A
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En nuestro caso, tenemos
por lo que, si Ai > A2 > ... > Am representan los valores propios de la 
matriz E o E-1 , se deduce que:
Entonces, tomando M  =  2- ^  se cumple que < Mg(E) y
la condición de aceptación del método de aceptación-rechazo, uMg(E) < 
/(E |y, tp, 0), es la utilizada en el algoritmo.
Si en lugar de la priori de referencia para la matriz de covarianzas dada 
por (2.31) partimos de la priori propuesta por Yang and Berger (1994), 
ecuación (2.30), la distribución a posteriori de los parámetros del modelo es 
de la forma:
771 771
\Im + E o E "1! =  J p l  +  A0 > I p l  +  Am) =  (1 +  Am)m > 2m
*= 1
y por tanto
/ ( S \ v , M )  1
9(S ) |/m +  S o E _1|5 ~~ 2^
exp { - ! ( * -  X bxPYCs - 1 ® /„)(* -  XbVo}
oc
e x p j - i ( z -  X b -4>)'{T, 1 ® i „ ) ( z  -  x b $) j  
exp -  ÍYX'bCS-1 ® I„)Xb(4> - 1? ) |
oc
(2.36)
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Las condicionales completas para el vector i¡) de las condiciones iniciales 
y el vector 9 de los parámetros de suavizado coinciden con (2.33) y (2.35) 
respectivamente, mientras que la condicional completa para la matriz de 
covarianzas es de la forma:
f(T,\V, ^ , 9 ) o i \ T , \ - ^  (2.37)
El mecanismo de Metropolis-within-Gibbs que proponemos para simular 
de la distribución a posteriori de los parámetros de modelo en este caso, 
ecuación (2.36), coincide nuevamente con el descrito en la sección 2.2.2 ex­
cepto el primer paso, donde para simular de f(T,\y, 0(1-1)) hacemos
uso del siguiente algoritmo de Metropolis-Hastings:
1. Simular E* ~  IW(n -  m + 1 ,H'H) = g(E|E^_1\  0^-1 )^
2. Calcular
= m i n í  1 }
_  m i n ¡ 1
siendo {d i}^1 los valores propios de E^-1  ^ y {d*}?L1 los de E*
3. Obtener r ~  Un{0,1)
4. Si r  < «(E^"1), E*), fijar E «  = E*; en otro caso, E ^  = E^"1)
Otros análisis Bayesianos del modelo SUR donde la matriz de regresión 
no es conocida los encontramos en los trabajos de Smith and Kohn (2000) y 
Holmes et al. (2002). En ambos casos, las funciones de regresión que relacio­
nan los datos que conforman cada una de las series temporales univariantes 
con las variables explicativas no son necesariamente lineales. Expresando 
cada una de estas funciones de regresión como una combinación lineal de 
funciones base, se obtiene un modelo SUR donde la matriz de regresión X b 
es considerada a su vez como una variable aleatoria. Smith and Kohn (2000), 
en su análisis Bayesiano, simulan variables binarias indicadoras asociadas a 
los coeficientes de regresión con el fin de determinar las funciones base re­
dundantes. Holmes et al. (2002) parten de una distribución a priori sobre 
la matriz de regresión y utilizan algoritmos MCMC de dimensión variable, 
que permiten variar la dimensión de la matriz de regresión, para estimar
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finalmente las cantidades de interés. Notar que en nuestra formulación del 
modelo de Holt-Winters multivariante como un modelo de regresión apa­
rentemente no relacionado, la matriz de regresión es desconocida pero de 
dimensión fija, por lo que estos métodos no son válidos para su análisis.
2 .2 .4 . E jem p lo  d e  o cu p a c ió n  h o te le r a  (co n tin u a c ió n )
En la sección 1.2 mostramos los resultados obtenidos en el análisis de las 
series temporales de ocupación hotelera en Castellón, Valencia y Alicante 
cuando éstas son analizadas de manera independiente mediante el modelo 
de Holt-Winters univariante. A continuación analizamos las series conjunta­
mente mediante el modelo de Holt-Winters multivariante.
Como distribuciones a priori para los parámetros del modelo conside­
ramos la priori de Jeffreys, ecuación (2.25), y la priori de referencia dada 
por (2.31). Para la simulación de muestras de las distribuciones a posteriori 
resultantes, ecuaciones (2.26) y (2.32) respectivamente, empleamos los algo­
ritmos de Metropolis-within-Gibbs descritos en este capítulo. Con el fin de 
acelerar su convergencia repetimos, en cada iteración del algoritmo, 20 veces 
el paso 3, correspondiente al algoritmo de Metrópolis para simular 6 de su 
condicional completa f{0\y, L). En concreto simulamos No + N  = 55000
valores. Entonces, tras eliminar las 5000 primeras simulaciones de calenta­
miento, obtenemos muestras de tamaño N  = 50000 de las distribuciones a 
posteriori que nos permiten estimar cualquiera de sus características. Cuan­
do partimos de la priori de referencia observamos que la muestra obtenida 
no converge, siendo necesario considerar las 40000 primeras simulaciones de 
calentamiento. Por ello, para esta distribución, simulamos No + N  = 90000 
valores. La media e intervalos de confianza o de probabilidad a posteriori del 
95% estimados, a partir de las correspondientes muestras obtenidas, para 
los parámetros del modelo pueden verse en las tablas 2.1, 2.2 y 2.3. La tabla 
2.4 muestra las estimaciones de la media y del intervalo de confianza del 
95 % de las distribuciones a posteriori de los coeficientes de correlación.
Dado que las condiciones iniciales en ipi = (6o¿, ci_S)¿, C2- S)¿,. . . ,  coi)', 
para i = 1 ,2 ,... ,m, pueden resultar difíciles de interpretar, los resultados 
mostrados en la tabla 2.1 hacen referencia a la parametrización habitual 
^i  =  (.Q'Qiiboii C2—s,ii ’ • • i co¿) donde c\—gii-\-C2— • • ."bco* =  0. Notar
que, dado un valor simulado de la distribución a posteriori el
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(i)vector oj¡ ' calculado como:
flü) -  I y " c (j) - b u)Oí — . k—s,i °0i
S k=1
= 4 ?
4-»,i =  C^s,¡ -  i  ¿  4 - s,¿ r  =  1 ,2 ,..., s
s k=i
se distribuye según /(u;¿|?/).
Como puede observarse, las medias y los intervalos de probabilidad a 
posteriori del 95% obtenidos para los parámetros del modelo son prácti­
camente iguales en ambos casos. Esto lleva a pensar que, para el análisis 
multivariante de un conjunto moderado de series temporales correlaciona­
das, el uso de la distribución a priori de Jeffreys o de la priori de referencia 
no influye en los resultados obtenidos. Por otro lado, el tiempo de cómputo 
de la posteriori de referencia es, aproximadamente, un 80 % mayor que el de 
la posteriori de Jeffreys. Notar que, en general, el tiempo de computación 
necesario para obtener una muestra de tamaño N  de la distribución a pos­
teriori de referencia será mayor que el requerido para obtener una muestra 
del mismo tamaño de la distribución a posteriori de Jeffreys pues, como 
se muestra en los algoritmos de Metropolis-within-Gibbs propuestos, en el 
caso de la posteriori de referencia la matriz de covarianzas E es simulada 
mediante un procedimiento de aceptación-rechazo que, en general, será más 
lento que cuando la matriz es simulada a partir de su distribución a pos­
teriori condicional completa cuando ésta es conocida. Además, la priori de 
referencia requiere de un mayor calentamiento. Consecuentemente, el uso 
de la distribución a priori de Jeffreys puede ser aconsejado en problemas 
multivariantes de dimensión reducida.
Del mismo modo, parece razonable no emplear la distribución a priori 
de referencia dada por (2.30). Notar que para obtener una muestra de la 
distribución a posteriori resultante se utiliza un algoritmo de Metropolis- 
within-Gibbs donde sólo se conoce la condicional completa para el vector 
de las condiciones iniciales siendo necesario recurrir al procedimiento 
de Metropolis-Hastings en la simulación del vector 0 de los parámetros de 
suavizado y de la matriz de covarianzas E. Esto implica que el algoritmo, 
además de requerir de un tiempo de computación mayor, presente mayores 
problemas de convergencia.
48 CAPÍTULO 2. HOLT-WINTERS MULTIVARIANTE
Priori Jeffreys Priori referencia
<70.025 media <70.975 <70.025 media 90.975
^01 41.15 48.73 61.37 40.99 48.08 60.34
&oi -1.50 0.12 1.28 -1.38 0.15 1.23
C - l l , l -38.91 -28.22 -14.69 -39.05 -27.81 -14.15
£ - 1 0 , 1 -26.83 -15.98 -0.02 -26.99 -15.44 0.35
£ - 9 , 1 -15.11 -4.54 9.81 -15.39 -4.18 10.23
C—8,1 0.38 10.03 22.15 0.13 10.51 22.99
£ —7,1 -0.02 10.35 23.76 -0.47 10.62 24.31
£ —6,1 0.13 12.08 21.99 -0.74 11.82 22.43
£ - 5 , 1 5.99 18.49 28.51 5.46 18.25 29.04
£ - 4 , 1 23.67 36.89 46.72 23.09 36.43 46.87
£ —3,1 -1.86 13.17 23.67 -2.56 12.59 23.87
C - 2,1 -12.32 -1.31 9.11 -12.80 -1.41 9.65
£ - 1 , 1 -37.51 -23.76 -13.72 -37.77 -24.06 -13.39
Co,l -39.50 -27.19 -16.05 -39.98 -27.30 -15.69
®02 19.18 24.16 27.82 19.07 23.99 27.72
&02 -0.93 -0.06 0.92 -0.97 -0.07 0.93
C - 11,2 -19.39 -13.42 -8.26 -19.57 -13.34 -8.09
£ —10,2 -12.04 -6.56 -0.97 -12.05 -6.39 -0.91
£ - 9 , 2 -7.33 -1.66 3.35 -7.43 -1.56 3.43
£ —8,2 -4.49 0.51 5.34 -4.34 0.70 5.62
£ —7,2 -6.10 -0.94 3.77 -6.19 -0.85 3.92
£ —6,2 1.56 6.73 11.37 1.32 6.61 11.23
£ - 5 , 2 6.83 11.81 17.25 6.70 11.71 17.39
£ —4,2 10.31 15.31 20.86 10.11 15.10 20.84
£ —3,2 2.18 7.61 13.74 2.01 7.44 13.80
£ —2,2 -9.43 -4.51 0.14 -9.38 -4.45 0.28
£ - 1 , 2 -10.14 -5.39 -0.13 -10.21 -5.47 -0.11
C0,2 -14.49 -9.49 -4.62 -14.47 -9.50 -4.60
a ° 3 178.46 206.12 236.11 177.86 205.18 234.66
&03 -5.35 0.46 5.94 -5.46 0.46 5.96
£ - 1 1 , 3 -103.78 -81.94 -51.74 -103.83 -80.98 -50.38
£ - 1 0 , 3 -81.37 -57.11 -33.15 -81.36 -56.67 -32.11
£ - 9 , 3 -35.64 -10.62 12.49 -35.62 -10.17 13.85
£ —8,3 -3.49 18.49 44.39 -3.34 19.53 45.99
£ - 7 , 3 -4.66 23.29 46.17 -5.11 23.51 47.03
£ —6,3 20.75 44.26 65.54 19.77 44.06 66.31
£ —5,3 42.09 65.82 87.21 40.65 65.49 87.55
£ - 4 , 3 59.74 87.24 108.08 58.53 86.34 108.37
£ - 3 , 3 16.15 42.24 65.44 14.39 41.17 65.27
£ - 2 , 3 -37.19 -12.56 8.89 -38.64 -13.14 9.32
C - 1 , 3 -78.69 -55.35 -30.21 -79.37 -55.68 -29.65
£0,3 -85.59 -63.76 -33.89 -86.40 -63.48 -33.35
Tabla 2.1: Estimaciones de la media y del intervalo de probabilidad a pos­
teriori del 95% para las condiciones iniciales del modelo de Holt-Winters 
multivariante
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Priori Jeffreys Priori referencia
90 .025 media 90 .975 90.025 media 90 .975
a i 0.01 0.17 0.55 0.01 0.15 0.53
Pi 0.01 0.23 0.92 0.01 0.21 0.84
7 1 0.02 0.43 0.86 0.03 0.47 0.87
Oi 2 0.06 0.21 0.50 0.06 0.23 0.51
02 0.00 0.28 0.94 0.01 0.25 0.91
7 2 0.07 0.58 0.96 0.08 0.58 0.97
a  3 0.18 0.40 0.66 0.18 0.40 0.65
03 0.00 0.05 0.18 0.00 0.05 0.19
7 3 0.01 0.28 0.64 0.02 0.31 0.64
Tabla 2.2: Estimaciones de la media y del intervalo de probabilidad a poste­
riori del 95 % para los parámetros de suavizado del modelo de Holt-Winters 
multivariante
Priori Jeffreys Priori referencia
90.025 media 90.975 90 .025 media 90.975
c r n 33.93 56.19 89.82 35.34 57.78 91.78
&12 5.08 13.51 24.84 4.74 13.21 24.34
&13 30.50 78.01 145.76 31.55 79.70 147.29
&22 6.39 10.61 16.70 6.48 10.74 16.90
0 2 3 -7.64 13.18 37.72 -8.59 12.75 37.86
0"33 223.55 362.66 576.38 230.32 373.15 590.37
Tabla 2.3: Estimaciones de la media y del intervalo de probabilidad a pos­
teriori del 95 % para los distintos elementos de la matriz de covarianzas del 
modelo de Holt-Winters multivariante
Priori Jeffreys Priori referencia
90.025 media 90.975 90.025 media 90.975
P V l
P l3
P23
0.25 0.55 0.78 
0.27 0.54 0.76 
-0.13 0.21 0.52
0.23 0.53 0.76 
0.26 0.54 0.75 
-0.14 0.20 0.51
Tabla 2.4: Estimaciones de la media y del intervalo de probabilidad a poste­
riori del 95 % para los coeficientes de correlación del modelo de Holt-Winters 
multivariante
2.3. D istribución predictiva
Una vez calculada la distribución a posteriori de los parámetros del mo­
delo nos planteamos obtener la distribución predictiva, la cual, desde el
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punto de vista Bayesiano, contiene toda la información acerca de los valores 
futuros de las series temporales. En particular, nos permite obtener estima­
ciones puntuales, como por ejemplo la media o la mediana de la distribución, 
e intervalos de predicción, calculados a partir de los correspondientes cuan- 
tiles de la distribución.
Sea Pi el vector h x 1 de los datos futuros de la serie temporal z-ésima. 
Suponemos que el vector (n +  h) x 1 de los datos observados y futuros 
de la serie temporal z-ésima, (z/'-,P/)', se ajusta al modelo de Holt-Winters 
univariante y por tanto satisface la ecuación (2.1)
Vi ' M  ' r l ' 0 Si
. pi . . M p  . . L ? . v* .
donde las matrices M  y L¿ en (2.1) han sido completadas hasta orden n -f h 
y particionadas de manera análoga al vector (z/¿,P/)'. Es decir, L\ es la 
submatriz de de orden n x n correspondiente a las n primeras filas y 
columnas, L21 es la submatriz h x n  asociada a las últimas h filas y primeras 
n columnas y L2 está formada por las últimas h filas y columnas de L¿. 
De nuestra definición de como matriz triangular inferior se deriva que el 
bloque Lj2 es la submatriz n x h nula. Vi es el vector de los errores asocia­
dos a los datos futuros, independientes entre sí y distribuidos según N (0, a2).
Entonces, el modelo multivariante resultante de formular conjuntamente 
las m  series temporales es de la forma:
yi ' M 0 . . 0 '
Pi Mp 0 . . 0 r -1
V2 0 M  . . 0 Vi
P2 = 0 Mp . 0
lp2
Um 0 0 . . M 771
.  Pm . 0 0 . . Mp _
+
L\  0 
L21 L2 
0 0 
o o
o 
o 
o
L f  L2
0
o
O o
1
'  El
0 0 V i
0 0 £2
0 0 V2
L l  0 S m
L 2r k  L 2m . V m
(2.39)
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donde el vector de errores está distribuido según N^n+h)m{0, £  0  In+h)-
Sea y = (y'^y^ . • • ,2/ín)/ vector nm x 1 de los datos observados y 
P = (P[, ■ ■., PmY el vector hm x 1 de los valores futuros de las m
series temporales. Entonces, la distribución predictiva a posteriori, f(P\y), 
se obtiene al resolver la integral:
f ( P \ y )  =  f l í  f ( P \ y ,  tp, E, e)f(4>, E, e\y)chl> dE de
donde f( ip, E, 6\y) es la distribución a posteriori de los parámetros del mode­
lo, obtenida en el apartado anterior. Por tanto, para obtener la distribución 
predictiva es necesario el cálculo de f{P\y, ip, £, 0), es decir, la distribución 
del vector de los datos futuros dados los datos observados y los parámetros 
del modelo.
Considerando en (2.39) únicamente el vector formado por los datos ob­
servados se obtiene la expresión matricial:
y\ ’ M 0 . 0
V2 0 M  . . 0
Vm 0 0 . . M
de donde se deduce:
i '  L\
0
+
Ipm 0
£i Z\ 0 . . 0
£2 = Z2 _
0 *2 . 0
£m Zm 0 0 .
0
 L \
Lln j
i
1p2
'Ipm
£\
£2
£m
(2.40)
siendo zí — (L\) 1yi y X\ — (Lj) 1M,  para i = 1 ,2 ,..., m.
Por otro lado, si en (2.39) consideramos el vector de las observaciones 
futuras se tiene:
Pi
P2
M p 0 
0
0 0 ... M,p  J
V>1
$2 +
. ^m .
L f  0 . . .  0
0 L f  . . .  0
0 0 . . .  L i 1
£i
£2
£m
+
L \  0  . . .  0
0 L \  . . .  0
0 0 . . .  L 2
Vi
V2
Vm
(2.41)
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Sustituyendo (2.40) en (2.41), se obtiene finalmente que el vector de los 
datos futuros puede ser representado matricialmente como:
1 L ?1^1
¿ 2 z2
.  Pm . - Prn z m -
+
r Mp-LfXi
0 M p -  L l 1X 2
M p  -  L % X r
•01
0 2
. 0 m  .
r  l \  0  . . .  0 1 V I
0
 •
CSCN
O 
•
V2
0  0 . . .  L l ,*- 771 . V m  .
( 2 . 42)
donde el vector de errores v está distribuido según 7V^m(0, E <g> 1^). Por 
tanto, dados los datos observados que conforman las series temporales y los 
parámetros del modelo, la distribución del vector P  de los datos futuros es 
Normal multivariante, en particular,
f(P\y,  i>, E, 9) =  Nhm(z + Di>, L |(£  ® Ih)(L%)')
Entonces, la distribución predictiva resultante de considerar la distribu­
ción a posteriori de los parámetros del modelo obtenida a partir de la priori 
de Jeffreys, ecuación (2.26), viene dada por:
f(P\y) oc | y y | E | - I±í^ e x p { - Í t r [ E - 1ff'.íf]}
exp<¡- -{P-z-Dip) ' (L%) '  X(E 1 Ih){Lb) {P — z — D'iji)  ^dipdUdO
oc
exp<( —-tr E-1(P -  Á¿p)'(P -  Jíp) ¡d^dEdO
donde H = [z\ —Xitpi, Z2 —X 2 • • •, zm—Xm'tpm] y P  y Mp son las matrices
h x m  definidas como:
p = i(Lirip1, ( L i r ' P t , (i4)-xpm]
jíP =  [(Lf)“ + (Mp -  1) , . . . ,  + (Mp -  I % X m)i>mj\
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De este modo,
f(P\y) oc I I I  |E|
 n+fa+ra+1
2
dE d^ d9
oc
exp { - | tr [ e - 1 ( h 'h  + ( P -  Jíp)'(P -  /Zp))] |
1 1  \H’H + (P-- j lP) '{P- '¡ lp) \- 1^ d ^ d Jd  
que no tiene solución analítica. Entonces,
f(P\y,i>, $) oc |H'H + ( P -  JlPy(P  -  íZp)!’ 3^  (2.43)
de donde se deduce que la matriz P, dados los datos observados, ip y 9, sigue
una distribución t-Student generalizada, en concreto
f(P\y,  ^  9) = GSt(Ih, H'H , ¡ÁP,n + h) (2.44)
En la notación utilizada en este trabajo, decimos que la matriz T  de
orden n x m  está distribuida según la t-Student generalizada GSt(A, B, t, u) 
si y sólo si su función de densidad es de la forma:
f (T \A ,B , t t v)cx 11 11
\B + ( T - t ) 'A ( T  - t ) \2
donde t representa la media de la distribución. De su definición se deriva la 
siguiente propiedad (ver, por ejemplo, Zellner, 1971, pag. 397):
Si la matriz T  está distribuida según GSt{A, B,t ,v),  entonces la distri­
bución marginal de cada una de sus columnas es de la forma:
m , i \ )  *
 v— (m — 1)
2
es decir, la t-Student multivariante MSt (ji = í[, z], H = ^jf^j, d — u — n — m + lj
donde ¡jl representa el vector de medias. Si d > 2, entonces la matriz de co- 
H ~ lvarianzas es d-2 ’
La matriz (P — Jlp)'(P — Jlp) es de la forma:
PÍÍL?)'-1^ ) - 1^  P[{L\),- l (Ll) -1P2 . . .  P U L i y - ^ J - ^
p ^ l D ' - ^ l I ) - ^  P '(z2 )'-i(z2 r ip 2 _
J* (L 2 J/- 1(L?)-1Pi P ; t ó ) ,- 1(L Í)-1P2 . . .  P^(L2m),- 1(L2m) - 1Pm _
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donde P¿ =  P¿ — — (Mp — para i = 1, 2, . . . ,  m. Debido a que las
distintas, a partir de la distribución t-Student generalizada obtenida para 
la matriz P  no es posible obtener la distribución análoga para la matriz de 
los datos futuros [Pi, P2 , . . . ,  Pm\- Sin embargo, aplicando la propiedad de 
la t-Student generalizada vista anteriormente, se tiene que la distribución 
marginal de cada una de las columnas de la matriz P  es de la forma:
siendo y,pi = zí + (Mp — L ^ X i ) ^ .  Entonces, la distribución del vector de 
los datos futuros de la serie temporal i-ésima, dados los datos observados, 
y 6, es la t-Student multivariante:
Con el objetivo de estimar la distribución predictiva, pues no puede ser 
calculada de manera analítica, recurrimos a la integración por Monte Cario.
una muestra de la distribución a posteriori de los 
parámetros del modelo f(ip, E, 6\y), entonces la distribución predictiva puede 
ser estimada como:
matrices L'f asociadas a cada una de las series temporales univariantes son
n+h—m+l
2
n+h—m+1
2
, v = n — m  -f-1 (2.45)
con media y varianza:
E(Pi\y,il>,6) = íiPi= L f z i + (MT - L ‘¡1X i)i)i (2.46)
(2.47)
3=1
J 2 M StU) MPi
para i = 1,2, . . . ,  m. El superíndice (j ) en M S t ^  indica que los parámetros 
de las distribuciones han sido calculados en el punto Del
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mismo modo, los principales momentos de la predictiva son estimados como:
«  <2-49)
3 = 1
“  j f  E + j ¡  E (2.50)
j=l J=1
Análogamente, los intervalos de predicción pueden ser estimados a partir 
de los correspondientes cuantiles de la mixtura de distribuciones t-Student. 
Sin embargo, estos cuantiles no tienen expresión analítica y para poder cal­
cularlos tenemos que recurrir a métodos numéricos, como por ejemplo el de 
prueba y error, teniendo en cuenta que el cuantil de orden u, qu, es el punto 
que satisface:
j=i
donde representa la función de distribución de la t-Student multiva­
riante dada por (2.45).
Alternativamente se podría haber calculado la distribución predictiva 
integrando, en primer lugar, con respecto a ^  en lugar de E. Para ello interesa 
expresar la distribución a posteriori de los parámetros del modelo como en 
(2.15), de manera que:
f(P\y) oc J  j  J
exp j - i ( P -  z -  ® Ih)(L \)~ \P  - z - D i , ) \
exp { - 1 (z -  XbÍ)'(E_1 ® /„) (z -  X BÍ>) 1 
exp j-i(V> — -0)'X¿(E_1 ® In)XB(;i¡i — V>) 1 dip (i£ dO 
oc I J  y '|E |-2±^ !!!±1e x p (-i(P -5 v .) '(E -1® /ft)(P-5V ')}
exp { _ ^(z _  x bÍ’)'C^ ~ 1 ® 7")(z -  ■x bÍ’) )
exp ¡.-±{4, -  jiyx'BCi;-1 ® I„)XB(Í> -  $)] dtfrdLdB (2.51)
siendo P = (L2B)~l (P — z) y D = Teniendo en cuenta que las
E(Pt\y)
V(Pi\y)
56 CAPÍTULO 2. HOLT-WINTERS MULTIVARIANTE
dos formas cuadráticas que involucran a pueden agruparse como 
(P -  Di,)'{Y,-1 ® Ih){P -  D f )  +  { i>-  í iyX 's iY -1 ® In)XB(ip ~í¡) =
= {,¡1 -  -  m )  +  P '(E _1 ® Ih)P + í?X B(E_1 ® In)X Bí> -
donde
V* =  X ¿(E-1 ® In)XB + D'(Y~l ® Ih)D
N> =  V 1(Xs ( S “ 1® í")XB^ + 5 '(I r l ® í '>)^
la distribución predictiva puede expresarse como:
/(P|2/) oc J  j  J  |E|-n+h2m+1 exp|-i(^-/i^)%(^-^)|
8XP ^  + ^ ( E_1 ® In)XB$  -  }
exp j - i ( z  -  X B$)'{E "1 ® In){z -  X B$ )}  (hpdXdd
oc /  J  |£|-"+hr +1 |V^|-  ^exp j-i(¿  -  Xb^ E^-1 <g> Jn)(z -  Ab^ ) j 
exp { - i  (P'CE-1 O / fc)P + ^ 'X ^ E '1 ® J „ )X b Í -  / ^ V ^ )  } d£
que no tiene solución analítica. Por lo tanto, tras eliminar los términos que 
no dependen de P  se obtiene:
f(P\y, E, $ )  oc exp j - i  ( í^ E '1 ® Ih)P -  |  (2.52)
Por otro lado,
P 'ÍE ”1 ® /h) P -  = P 'fE -1® / ^ ^
-  P’( E -1 ® Ih) D V ^ D ’( E -1 ® / A)P
-  í ^ s - 1 ® /j,)5 -^1x¿(e-1 ®
-  í 'X ^ tE - 1 ® In)X BV ^ D '(  E -1 ® 4 ) P
-  ? X ¿ ( E - 1® /„)X BV(/r 1X ¿ (E -1® I„)XBÍ?
que, completando cuadrados en P, puede expresarse como:
P '(E _1 <g> Ih)P -  = (P -  cp)% (P  -  cp) -  c'pVpcp
-  $ X 'B( E "1 ® 7n)ABPvT1A ¿ (E -1 <g> In)XBj¡
(2.53)
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siendo Vp la matriz (E 1 <g> //*) — (E 1 <g> Ih)DV^ 1D '(E 1 ® 4 )  y c,, =
® 4 ) w - ^ e - 1 ® i n) x B$ .
Finalmente, sustituyendo (2.53) en (2.52) y eliminando los términos que 
no dependen de P, la distribución predictiva condicionada a E y 9 puede 
expresarse como
f(P\y, £, 6) oc exp ( ~ ( P  -  cp)%  (P -  Cp)|
de donde se deduce que el vector P  de los datos futuros transformados sigue 
una distribución Normal multivariante con vector de medias cp y matriz de 
covarianzas V p 1. Por tanto, la distribución del vector P  de los datos futuros 
es la Normal multivariante:
f(P\y, £, 6) = N ^ L l c ,  + z, L l V ~ \ L l ) ' )  (2.54)
Mediante integración por Monte Cario, de manera análoga a la mostrada 
en las ecuaciones (2.48), (2.49) y (2.50), es posible estimar tanto la distri­
bución predictiva como sus principales momentos.
Si en lugar de partir de la distribución a priori de Jeífreys partimos de 
cualquiera de las distribuciones a priori de referencia, ecuaciones (2.30) y 
(2.31), en el cálculo de la distribución predictiva tenemos que integrar res­
pecto a i¡), pues la distribución para la matriz E deja de ser conocida. En este 
caso obtenemos la distribución predictiva condicional f(P\y, E, 9), ecuación
(2.54), y la distribución predictiva es estimada mediante integración por 
Monte Cario.
2 .3 .1 . E jem p lo  d e  o cu p a c ió n  h o te ler a  (co n tin u a c ió n )
Una vez estimada la distribución a posteriori de los parámetros del mo­
delo de Holt-Winters multivariante resultante de analizar conjuntamente las 
series temporales de ocupación hotelera, sección 2.2.4, nos planteamos el 
cálculo de predicciones para los valores futuros de las series. Recordar que 
consideramos como datos históricos las observaciones correspondientes a los 
cinco primeros años (2001 - 2005), mientras que el año 2006 es utilizado para 
valorar la precisión de nuestra predicción fuera de la muestra.
La tabla 2.5 muestra el error SMAPE de ajuste y de predicción para 
cada una de las series de ocupación hotelera. Como posibles distribuciones
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a priori para los parámetros del modelo consideramos la priori de Jeffreys 
y la priori de referencia (2.31). Dada la muestra 0^)}¿Li de la
distribución a posteriori de los parámetros del modelo, las estimaciones para 
las observaciones que conforman la serie temporal í-ésima son obtenidas a 
partir de (2.1) sustituyendo los parámetros de suavizado y las condiciones 
iniciales del modelo por sus medias muéstrales. Las predicciones puntua­
les coinciden con la media de la distribución predictiva, que es estimada 
mediante integración por Monte-Cario como se muestra en (2.49).
Priori Jeffreys Priori referencia
Error ajuste Error predicción Error ajuste Error predicción
Castellón 9.70 10.57 9.75 10.33
Valencia 11.14 28.58 10.92 29.13
Alicante 6.37 17.78 6.38 17.52
Media 9.07 18.98 9.02 18.99
Tabla 2.5: Error SMAPE de ajuste y de predicción para cada una de las 
series de ocupación hotelera resultantes del análisis Bayesiano multivariante
A partir de los errores mostrados, observamos que el ajuste y la predic­
ción obtenidos en el análisis multivariante de las series temporales no están 
afectados por el uso de la distribución a priori de Jeffreys o la priori de 
referencia. Así pues, tal y como sugeríamos en la sección 2.2.4, el uso de la 
priori de Jeffreys puede ser aconsejado.
Por otro lado, mientras que los errores de predicción resultantes de los 
análisis univariantes de las series de Castellón y Alicante son del mismo 
orden (ver tabla 1.2), el error de predicción correspondiente a Valencia, 
que es la serie que presenta menor precisión en la predicción, se reduce 
considerablemente con el uso del modelo multivariante.
2.4. N otas com putacionales
La matriz para i = 1,2, . . . ,m , es una matriz triangular inferior 
que, dada su estructura, puede ser representada a través de su primera co­
lumna; es decir, para trabajar con esta matriz sólo es necesario calcular y 
almacenar su primera columna, pues la matriz puede ser reconstruida a par­
tir de ésta. Dicha propiedad se conserva también en su inversa, por lo que 
sólo será necesario el cálculo de su primera columna (Z1, Z2, . . .  ,/Tl)/, donde 
l1 = 1 y los demás elementos pueden ser calculados recursivamente como
2.4. NOTAS COMPUTACIONALES 59
Y1í=i llh-i+i = 0) Para k = 2 ,3 ,...,  n.
Para la obtención del estimador mínimos cuadrados generalizado de 1¡> es 
necesario el cálculo de (A¿(E-1 0  Iti)Xb)~1, el cual puede originar proble­
mas numéricos. Para solventar este problema hacemos uso, en primer lugar, 
de la descomposición de Cholesky de £ -1 .
D efinición 2.1 Sea A una matriz n x n simétrica y definida positiva. La 
descomposición de Cholesky de la matriz A es:
A = R'R
donde R es una matriz triangular superior.
Aplicando dicha descomposición a E-1 y haciendo uso de las propiedades 
del producto de Kronecker, obtenemos que E-1 0 / n = ( i2 0 /n) '( i? 0 /n). A 
continuación, calculamos la descomposición en valores singulares de la matriz 
(R<& Iu)X b que, numéricamente, es mucho más estable que el cálculo de la 
matriz inversa.
D efinición 2.2 Sea A una matriz n x m. La descomposición en valores 
singulares de la matriz A es:
A = UDV’
donde D es una matriz diagonal m x m ,  con los elementos de la diagonal la 
raíz cuadrada de los valores propios de A'A, que es una matriz simétrica y 
definida no negativa, por lo que sus valores propios serán todos no negativos. 
V ’ es la matriz m x m  ortogonal formada por los vectores propios de A1 A. 
U es una matriz n x m de columnas ortogonales.
Aplicando dicha descomposición a la matriz (R  0  Iu)Xb , obtenemos que 
ésta puede ser expresada como (R 0  In)^B  = UDV', por lo que:
X ¿(E_1 ® I„)XB = X'b {R® I„)'(R ® I„)XB = VDDV'
y
(X'B( E "1 ® J-JX ,,)-1 =  V D -1D~1V' (2.55)
La aplicación informática que empleamos en esta memoria es R (R De- 
velopment Core Team, 2008), donde la descomposición de Cholesky de una 
matriz A se obtiene mediante la instrucción chol(A), que origina la matriz R  
de la definición. De manera similar, la descomposición en valores singulares
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se obtiene mediante la función svd(A), la cual da como salida una lista con 
tres elementos: u, v y d, siendo u y v las matrices U y V  de la definición de 
descomposición en valores singulares y d el vector cuyas componentes son 
los elementos de la diagonal de la matriz D.
Para la simulación de la distribución Normal multivariante, requerida en 
la ejecución del algoritmo de Metropolis-within-Gibbs, hacemos uso de la 
siguiente función de R:
rmnorm{n, mean, varcov)
donde n representa el número de simulaciones que se desean obtener y mean 
y varcor el vector de medias y la matriz de covarianzas de la Normal mul­
tivariante. Esta función origina una matriz de n vectores aleatorios.
Análogamente, para obtener simulaciones de una Wishart utilizamos la 
instrucción:
rwishart(nu, V )
siendo nu los grados de libertad y V  la matriz de localización, tales que 
si /(E ) =  W(nu, V), Ü7[E] = nuV. Si se desea simular de una Wishart in­
vertida, es necesario invertir previamente la matriz de localización, pues si 
/ ( E) =  IW(nu, V), entonces / (E -1) = W(nu, V -1). El resultado de esta 
instrucción es una lista con dos elementos: W, matriz simulada a partir de 
la Wishart e IW , matriz simulada de la Wishart invertida e inversa de la 
matriz W .
Para el cálculo de la matriz V,p-1, la cual aparece tanto en el vector 
de medias como en la matriz de covarianzas de la distribución predictiva 
condicionada a E y 0, ecuación (2.54), puede emplearse el siguiente resultado 
(Mardia et al., 1979, pag. 459):
(A + B C D )-1 = A ' 1 -  A - 'B iC - 1 + DA~1B)~1DA~1
De esta forma,
V - 1 = (Imh- D V ¿ 1D'(
=  (Imh + 5(V* -  ¿ '( E - 1 ® Ih)D )-l D'(Y,-1 ® Ih)){E ® 4 )
=  ( E ® 4 )  +  5 ( V V - D ' ( S - 1 ® 4 ) 5 ) - 15 /
= (S ® Ih) + D{X¡JÍE -1 ® I J X b Y ' Ü
donde (X¿(E - 1  ® 4 )Xb ) _1  se calcula utilizando la descomposición en va- 
lores singulares, ecuación (2.55).
Capítulo 3
H olt-W inters multivariante: 
casos particulares
El modelo de Holt-Winters es el más general dentro de la clase de mode­
los de suavizado exponencial. Dicho modelo resulta adecuado para el análisis 
de series temporales que evolucionan en el tiempo y presentan oscilaciones 
que se producen a corto plazo y se repiten periódicamente. Sin embargo, es 
frecuente en la práctica observar series temporales con tendencia pero sin 
componente estacional. La mayoría de las series que cumplen estas carac­
terísticas surgen en el ámbito económico-financiero: series de evolución de 
los tipos de interés, del Producto Interior Bruto (PIB), del Indice de Pro­
ducción Industrial (IPI), del Indice de Precios al Consumo (IPC), series de 
tipo de cambio, de cotización en bolsa, etc. En estas ocasiones, el uso del 
modelo de Holt, al incorporar únicamente la tendencia de la serie, resulta 
más adecuado que el modelo de Holt-Winters, el cual fuerza a estimar la 
componente estacional.
Dada la importancia que la economía financiera tiene en la vida económi­
ca actual, dedicamos la primera parte de este capítulo al estudio del modelo 
de Holt multivariante, el cual nos permite analizar de manera conjunta se­
ries temporales sin componente estacional sujetas a errores correlacionados. 
La formulación multivariante que proponemos es equivalente a la propues­
ta para el modelo de Holt-Winters multivariante, por lo que su análisis se 
corresponde con el descrito en el capítulo anterior.
Por otro lado, cuando se analizan series económico-financieras con el ob­
jetivo de obtener predicciones precisas para los datos futuros de las series,
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hay que tener en cuenta que dichos valores pueden ser observados de mane­
ra secuencial. En estas situaciones, las predicciones correspondiente» a las 
series temporales observadas con posterioridad podrían ser mejorad® si se 
incorpora la información disponible en la distribución predictiva cabulada 
inicialmente.
La segunda parte del capítulo está dedicada al estudio del mocblo de 
Holt-Winters multivariante bajo el supuesto de parámetros de suavizado 
iguales para todos los modelos univariantes. Esta condición, equivafente a 
suponer que los modelos univariantes comparten una misma estructura, ha 
sido supuesta en trabajos previos (Enns et al., 1982; Harvey, 1986 West 
and Harrison, 1989). En este caso, el modelo multivariante puede foraularse 
como un modelo de regresión multivariante tradicional (Tiao and Zellner, 
1964), lo que simplifica considerablemente su análisis.
3.1. Holt multivariante
Supongamos que tenemos n observaciones de m  series temporales, yi = 
(yu, V2i, • • • > Vni)' para i = 1 , 2 , . . . ,  m, cada una de las cuales se ajusta al 
modelo de Holt univariante con errores aditivos. Entonces, utilizando la 
formulación del modelo de Holt como modelo de espacio de estado, se tiene:
Ecuación de observación
Vti = 1,¿ ~b “b €.ti
E cuaciones de transición
®£t =  ®£—1,¿ “b &£—1,1 “b
bti — £^—l,¿ "b & iP i€ ti
donde au y bu son el nivel y la tendencia en el instante t; =  (en, 62»,..., eni)' 
es el vector de los errores, independientes entre sí e idénticamente distri­
buidos N(0,af); ují = (aoi,boiY es el vector de las condiciones inidales y 
— ((XiiPiY es el vector de los parámetros de suavizado asociados a a  serie 
temporal z-ésima.
Utilizando la ecuación de observación recursivamente junto con 1® ecua­
ciones de transición, la observación en el instante t de la serie temporal
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z-ésima puede ser descrita (ver (1 .6 )) como:
t - i
ya = aoi + tboi + a i  ^ ( 1  +  (t -  r ) P i ) e ri  +  eÉ¿
Definiendo las matrices
/  1 1 \
/  1 0 0
h, i 1 0
y Li = h,i h,i 1
0 \
A =
1 2 00
V 1 n )
donde lj¿ =  a¿(l +  (j — l)Pi) para j  =  2 ,3 , . . . ,  n, los datos que conforman 
la serie temporal z-ésima pueden ser descritos matricialmente como:
por lo que el vector de datos y i se distribuye según la Normal multivariante 
con vector de medias E(yi) = Au>í y matriz de covarianzas V(yi) = afLiL^.
La ecuación (3.1) es similar a la expresión obtenida para el modelo de 
Holt-Winters univariante, ecuación (1.7). La principal diferencia es que, en 
el modelo de Holt, el vector u;¿ de las condiciones iniciales está compuesto 
únicamente por dos componentes, el nivel y la tendencia en el instante ini­
cial. La matriz A  es una matriz n x 2 de rango completo y es identificable, 
no siendo necesario, por tanto, imponer restricciones de identificabilidad so­
bre las condiciones iniciales. Respecto a la matriz L¿, la única diferencia es 
que no aparece sumando el parámetro 7 i en aquellos elementos lj¿ tales que 
j  = 1 (mods).
Proposición 3.1 La expresión matricial dada por (3.1) es equivalente a 
(1.9) fijando s, periodo del ciclo estacional, igual a 1 y = (&o¿,ao¿ + o^¿)/*
Demostración:
Si en (1.9) fijamos s = 1, los elementos {Ijj}™ -2 de la matriz Li son 
todos de la forma lj¿ = 0^ (1  + (j — 1 )/?*), pues no hay ningún j  tal que 
j  = l(modl). Por otro lado,
yi — AuJi + L í£í (3.1)
y,
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Mipi = M T uí = Auí
siendo M la matriz n x 2 cuya primera columna es el vector (0 ,1 ,..., n — 1)' 
y la segunda el vector (1 ,1 ,..., 1)' ■
Considerando conjuntamente las m  series temporales y haciendo uso de 
la proposición 3.1, el modelo de Holt multivariante puede ser expresado 
matricialmente como:
yi M 0 . . . 0 ipi Li 0 . . . 0 £l
V2
=
0 M  . .. 0 ^2
+
0 l 2 . .. 0 £2
Um 0 0 . . . M '4*m 0 0 . . . l'm £m
y Md i¡j Lb
(3.2)
o, equivalentemente, como:
z i ’ 0  . . . 0 £ \
Z2
=
0 x 2 . . . 0 ^ 2
+
£ 2
Zrn 0 0  . . . _ 'Ipm £ m
z £
siendo Zi = y X{ = (L¿)-1M, para i — 1 ,2 ,... ,m. La distribución
del vector de errores e es la Normal multivariante de media el vector nulo y 
matriz de covarianzas E <g> In.
De este modo, la formulación propuesta para el modelo de Holt multi­
variante, ecuación (3.2), coincide con la obtenida para el modelo de Holt- 
Winters multivariante, ecuación (2.2), siendo s = 1 y ^  = (&oz>cozY con 
coz =  cloí + boi, para i = 1 ,2 ,... ,m. Entonces, la distribución a posteriori 
para los parámetros del modelo, f(ip, E, 0\y), coincide con la obtenida en el 
capítulo 2, ecuación (2.26) si se parte de la priori de Jeffreys, ecuación (2.32) 
si se toma la priori dada por (2.31), o ecuación (2.36) si se considera la priori 
de referencia de Yang and Berger (1994), ecuación (2.30). Respecto al algo­
ritmo de Metropolis-within-Gibbs propuesto para obtener una muestra de 
la distribución a posteriori de los parámetros del modelo, la única diferen­
cia del modelo de Holt multivariante en relación al modelo de Holt-Winters 
es que los vectores Oí son ahora de dimensión 2 y, por tanto, utilizaremos
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como función generadora para su simulación la uniforme en el cuadrado 
en lugar de la uniforme en el cubo. En cuanto a la distribución predictiva, 
los resultados obtenidos coinciden con los vistos en el capítulo 2, sección 2.3.
Dados los valores simulados {ip\^ =  (b^,  co¿V}^Li y aplicando la trans­
formación a = Cq^  — bqÍ\ obtenemos una muestra { ( u o ¿ \ ) i = i  
distribución f(cuify), para i = 1 ,2 ,... ,m, que nos permite obtener inferen­
cias acerca de las condiciones iniciales originales.
3.1.1. Predicción de un paso cuando los valores futuros son 
observados secuencialmente
La aplicación de diferentes técnicas estadísticas de análisis de series tem­
porales en economía ha sido extensa, especialmente en el estudio de la evo­
lución de las bolsas y de los índices que las sintetizan, pues son reconocidos 
como los principales indicadores de la economía de un país. La introducción 
de modelos multivariantes ha supuesto un avance importante en su estudio, 
pues permiten incorporar información proporcionada por series temporales 
correlacionadas y obtener así análisis más robustos. En estos casos, hay que 
considerar la posibilidad de valores observados de manera secuencial para las 
distintas series univariantes. Cuando el objetivo final del análisis es obtener 
predicciones de los valores futuros, puede resultar conveniente modificar las 
predicciones obtenidas originalmente conforme se dispone de nuevos datos.
En este apartado mostramos como modificar la distribución predictiva 
de un único paso en cada serie para incorporar la información proporcionada 
por los valores futuros de las series temporales cuando éstos son observados 
de manera secuencial. Es decir, si y = (y[ , y'2, . . . ,  y^Y  es el vector nm  x 1 de 
los datos que conforman las m  series temporales, ordenadas de manera que 
para el instante t, yti se observa en primer lugar, seguido de yt2 y así suce­
sivamente hasta ytm-, y P = {P\,P2 , • • • ,PmY es el vector m x 1 de los datos 
futuros de las m  series temporales, en esta sección nos planteamos obtener 
f(Pi,Pi+1, • • • :Pm\y,Pl,P2 , . . . ,Pi-1).
Fijando h = 1 en los resultados obtenidos en el capítulo 2, pues traba­
jamos con la distribución predictiva de un paso, se tiene que la distribución 
del vector p de los datos futuros, dados los datos observados, el vector ip de 
las condiciones iniciales y el vector 0 de los parámetros de suavizado, es de
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la forma (ver ecuación (2.43)):
f(p  | y, 6) oc |H'H + ( P -  ]Íp ) \P  -  /x p ) |" ^  (3.4)
donde P  =  [pi,p2, ...  ,pm], H = [ z \ -  X ifa , z2 -  X 2i¡j2, -  Am?/;m] y
fip — \z\ + (iVíp Lj A i)^i, Z2+(Aíp L2 X 2)'i¡}2, . . . ,  £m+(Mp Z/mAt^)'^,^], 
con — L^Zi. Notar que cuando el horizonte de predicción es h = 1, de 
la definición de como matriz triangular inferior con unos en la diagonal 
principal, se tiene que Lf = 1 para i = 1 ,2 ,..., m, de ahí que no aparezcan 
los términos (Lf )-1 en las definiciones anteriores. Por tanto, la matriz P  de 
los datos futuros, dados los datos observados, i/j y 9, se distribuye según la 
t-Student generalizada
f(P\y, if>, 9) =  GSt{ 1, H'H, JÍP, n +  1) (3.5)
Sea P\ = (pi,P2? • • • ,Pi-i)' el vector (i — 1) x 1 de los valores de las series 
en el instante n + 1 que ya han sido observados y P2 — (Pi,Pi+h • • • ,PmY 
el vector (m — i + 1) x 1 de los valores futuros de las series que todavía no 
han sido observados y que se quieren predecir. Entonces, particionando Jlp 
y H'H  de manera análoga a P = [P[, es decir:
Jlp = [Jíp1,jíp2\
H'H  =  (  )
\  W21 Q22 J
y haciendo uso de las propiedades de la t-Student generalizada (Zellner, 
1971, pag. 397), la distribución predictiva del vector P2 , dados los datos 
observados, ifj, 9 y Pi, es t-Student generalizada, en particular:
/(PJIs/j^Mj-Pl) =  GSt(A2'i,B2'i,fjL2'i,n + 1) (3.6)
donde A2.1 = (1 + (P{ -  J^ px)Qi\(P\ ~ MPi)7)-1» -®2.i = Q22 -  Q2 1Q1 1 Q12 
y P2.1 = PP2 +  (P[ ~ V>Pi)QT\Qi2 -
Finalmente, de (3.6) se deduce que la distribución de los elementos de 
P2 , Pk para k = i, i + 1, . . . ,  m, dados los datos observados, if), 9 y Pi, es de 
la forma:
 n + l —m+i
f(Pk\y,Y>,0,Pi) & [B2.i\r,r\ + A 2A(pk - i¿ 2.i[r]) ] 2 (3.7)
3.1. HOLT MULTIVARIANTE 67
donde r = k — i + l. Es decir, la t-Student univariante con v = n — m  + i 
grados de libertad y media y varianza dadas por:
E(pk\y^,0 ,P i)  =  pPk = fi2.i[k -  i + 1}
= Jlp2[k -  i +  1] +  (P{ -  J lp^Q iiQ n l k - i  + 1]
■\r f | i o r> \ tr 1 £ 2.i[fc -  í + 1, A; -  ¿ + 1]V(pk\y,il>,6,Pi) =  VPk = ^ 2 -----------^ ----------
para k = ¿, i 4-1, . . . ,  m. Como podemos observar, tanto la media como la 
varianza son modificadas en función del error de predicción asociado a P\.
Aunque no es posible obtener de manera analítica la distribución predic­
tiva de las variables Pí,Pí+i , . ..  ,pm, dada una muestra
de la distribución a posteriori de los parámetros del modelo y aplicando 
integración por Monte Cario, obtenemos las siguientes estimaciones:
1 N
~  S t ^ P k  ’ VPk , v  =  n - m  +  i) (3.8)
3=1
* ¿ E 4 ?  (3-9)
j =1
* ¿ Í X ^  + ^ E ^ ) 2-® 2^ - ^ )  (3-1(J)
j = i j = i
donde USt hace referencia a la distribución t-Student univariante.
Si en lugar de considerar la distribución predictiva condicionada a 'ip y 
6, consideramos la predictiva condicionada a E y 0, ecuación
(2.54), se tiene que, cuando el horizonte de predicción es h = 1, el vector de 
los datos futuros se distribuye según la Normal multivariante:
f(p  | y, E, 6) = Nm{cp + z, Vp1)
siendo
z = ( L f z i , L f z 2 , . . . , L 2¿ z m)'
Cp  =  V - 'V - 'D V ^ X 'B p - 'Q l r j X B d
Vp = E-1 -  E_1 D V ^D 'Y ,-1 
V* =  X ,B(X -1® In)XB + D,X - 1D
f(jPk\y,Pi)
E(Pk\y ,Pi)
V{pk\y,Pi)
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y D la matriz m  x (s + l)m diagonal a bloques, con bloques iguales a 
Mp -  L f X i  para i = 1,2,. . .  ,m y siendo s = 1 para el modelo de Holt. 
En las definiciones anteriores se ha tenido en cuenta que L2B = Im cuando 
h = 1.
Definiendo nuevamente P\ = (pi,p2 , • • • como el vector ( i - l ) x l
de los valores de las series en n + 1 que ya han sido observados y P2 = 
(pi,Pi+1 , . . .  ,Pm)' como el vector (m — i + 1) x 1 de los datos futuros que 
todavía no han sido observados, y particionando el vector de medias y la 
matriz de covarianzas de manera análoga a p = (P{, P^Y, es decir,
Cp + z =  { p !P l, p ' p 2 ) '
V - 1  = ( V n  v12\
P V V21 V22 )
la distribución de P¿ condicionada a los datos observados, E, 0 y P\ es (ver, 
por ejemplo, Mardia et al., 1979, pag. 63) la Normal multivariante:
f(P 2\y,'E,9,Pi) = Nm- i+i(p,p21,Vp21) (3.11)
con p,p21 = plp2 + V21 V^1(Pj — ¡ipY) y Vp21 = V22 — V2\V{[]lVi2 .
Para obtener una estimación tanto de la distribución predictiva de P2 
como de sus principales momentos es necesario nuevamente recurrir a la si­
mulación.
Notar que, aunque hemos introducido este apartado en el marco de series 
temporales económico-financieras sin estacionalidad, los resultados obteni­
dos son aplicables a cualquier situación práctica en la que las series tem­
porales se observen secuencialmente, y pueden ser generalizados de manera 
directa al caso de series con estacionalidad.
3.2. H olt-W inters multivariante con parámetros de 
suavizado iguales
Varios autores (Enns et al., 1982; Harvey, 1986) han trabajado bajo el 
supuesto de homogeneidad del modelo multivariante, equivalente a suponer 
que los modelos univariantes que lo constituyen comparten una misma es­
tructura, pues de este modo su análisis se simplifica notablemente. Para los 
modelos de suavizado exponencial, expresados como modelos de espacio de
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estado con una única fuente de error, esta suposición implica parámetros 
de suavizado iguales para los modelos univariantes. Esta propiedad resulta 
adecuada en muchas situaciones prácticas como, por ejemplo, en la mode- 
lización de indicadores financieros similares, precios de acciones o series de 
tipo de cambio. Por ello, en esta sección mostramos el análisis Bayesiano del 
modelo de Holt-Winters propuesto en el capítulo 2 bajo esta hipótesis.
Si en (2.2) suponemos que los parámetros de suavizado asociados a las 
series temporales univariantes son iguales, es decir, 0 \ = 62 = • •. =  0m = 6 , 
entonces L\ = L2 = ...  = Lm = L, pues todas ellas tienen la misma 
estructura y dependen únicamente de los parámetros de suavizado, y el 
modelo de Holt-Winters multivariante es de la forma:
2/1 M 0 . . . 0 L 0 . . . 0 £1
2/2
=
0 M  . .. 0
+
0 L ... 0 £2
2lm 0 0 . . . M  _ *0771 0 0 . . . L
y m d ip L d £
o, equivalentemente,
[2/1 , 2/2 , • • •, ym] = M  [V>i, 0 2 , • • •, 0m] + L  [ei, e2 , . . . , £m]
(3.12)
(3.13)
V m a t ijsmat E m a t
siendo 0 mat la matriz (s-t-l)xradelas condiciones iniciales y £ma¿ la matriz 
n x m d e  errores, con distribución matriz Normal iVn)Tn( 0, E <g) In).
Siguiendo la notación de Timm (2002), decimos que la distribución de 
una matriz aleatoria E  de orden n x m  es la matriz Normal NníTn(M , V (g>W) 
si su densidad es de la forma:
f{E\M,V,W) = (2 7 r)-^ |P r^ |W r^ e x p  j —i í r  [V’“1(l? -  M)'W~1(E -  M)]
donde V  y W  son matrices definidas positivas de orden m x m  y n x n  res­
pectivamente. M  representa la matriz de medias, V  la matriz de covarianzas 
entre las columnas de E  y W  la matriz de covarianzas entre las filas de E. 
De la definición se sigue que la distribución del vector vec(E), obtenido al 
colocar las columnas de la matriz E  una a continuación de otra, es la Normal 
multivariante Nnm(vec(M), V  <g> W).
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Multiplicando (3.13) por L~l se tiene que, cuando los parámetros de 
suavizado de los modelos univariantes son iguales, el modelo de Holt-Winters 
multivariante puede ser expresado como un modelo de regresión multivarian­
te tradicional (Tiao and Zellner, 1964):
[*1,22s------- v------- '
Z m a t
donde zmat es la matriz n x m d e  datos transformados, con Z{ =  L~lyi para 
i =  l , 2 , . . . , m , y l  = L-1M es la matriz n x (s +1) de diseño, dependiente 
de los parámetros de suavizado y, por consiguiente, desconocida.
La función de verosimilitud asociada al modelo de Holt-Winters multi­
variante en este caso viene dada por la distribución matriz Normal de la 
matriz de datos:
/(í# m aí,£ ,0 ) |E |_s |L L '|_T
exp ^ — tv (Vmat Mlftrnat) (LL ) (ymat M'l/jmaí)] ^
|S| 2 exp ^ -  tr [S {zmat X'lftmat') (zmat -^V’maí)] (3’13OC
La forma cuadrática en (3.15) puede descomponerse como:
( z m at X l^ rn a t) ( z m at X 'lprnai )  =
( z m at X 'ljjm at d-  X (t¡Jm at Ipm at) )  ( z m at X'lf)’,t i0¡ -(- X {^ p m ai m a t) )  ~  
((-^ P x ) z m at d-  'tpmat)) ((-^  P x ) z m at d" X {^ jjm at ^ m a t) )  =
^m ati^n  P x ) z m at d~ ( “0 m at V W ii)  X  X {x l)m ai Ipm at)
donde ipmat = (X 'X )~1X 'zrnat es el estimador mínimos cuadrados de VWí 
cuando el valor de 9 es conocido y Px = X (X 'X )~ 1X '  es la matriz de 
proyección ortogonal sobre el espacio generado por las columnas de la matriz 
X , simétrica, idempotente y tal que P x X  — X. Entonces, la función de 
verosimilitud puede expresarse como:
f(y \^m au^9)  oc |E |"?exp [E_1^ aí(/n -P x )^ m a í] |
exp ^ -  tr S {iftmat Vdnat) X  X(lpmaf Vdnaí) ^ (3-16)
Proposición 3.2 Bajo el supuesto de parámetros de suavizado iguales y co­
nocidos, el modelo de Holt- Winters multivariante puede ser expresado como
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un modelo lineal dinámico Matriz Normal.
Demostración:
Para i = 1,2, . . . ,  m, la observación en el instante t de la serie temporal 
i-¿sima puede expresarse, ver ecuaciones (2.6) y (2.7), en la forma:
Vti — +  h - i  ,i +  Ct-s,i  +  ¿ti
— (1) 0,0, . . . ,  0,1) ipu +  cu
f
donde
( 1,¿  ^
bt—1,¿ 
Q-i.í 
C t - 2 , i  
Ct—3,i
Ct—s+l,z
V C t — s , i  J
V t i
/  1 1 0 0 0
0 1 0  0 0 
0 0 0 0 0
0 0 1 0  0
0 0 0 1 0
0 0 0 0 0 
V o o o o o
o 0 \  
o o
O 1
o o 
o o
0 o
1 0 /
bt-2,i 
Ct-2,Í 
Q—3,i 
Ct—4,¿
Q—s , i  
\  Q—s—1,¿ )
V
V t - l . i
+
( cxí \
€t—l,i 
Ti i,i 
O 
O
O 
O
Vti
siendo la distribución del vector de errores rju la Normal multivariante de 
media el vector nulo y matriz de covarianzas dada por:
= a Wii ) ,V U(s-l)x3 0(s_1)x(s_1) J
a? afpi olcíí
con Wa = [ afPi affi? OiiPm
a m  OíiPai 7?
Entonces, si los parámetros de suavizado de las series univariantes son 
iguales, W\ — W2 = ... = Wm = W, y el vector de las m observaciones en 
el instante t, yt = (yti,yt2 , • • • ,ytm)f, puede ser expresado como:
\ytl 3 Vt2 3 • • • j  ytm] = f  [(ftl 3 (Pt2 • > • ' • ■ >  tptm] “t“ [¿t 1 3 t^2 3 • ■ • 3 t^m]'---------v---------' '--------- v--------- ' '-------->/-------- '
y't e t íí
\!Pt\i Vt2, • • • 3 P^tm] = G 1,1} tfit—1,23 • • • 3 'pt—l,m] [^ 7íl3 Vt2: • • • 3 Virn]
©t-] Tt
donde el vector de errores está distribuido según la Normal multivariante 
iVra(O, E) ?/ la matriz T t según la matriz Normal -V(s+2))Tn(0, E ® W) ■
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Esta clase de modelos (West and Harrison, 1989, capítulo 15) permite 
un análisis conjugado secuencial que generaliza el análisis estándar de se­
ries univariantes con varianza desconocida mediante el filtro de Kalman. El 
análisis multivariante esta basado en el uso de distribuciones a priori y pos­
teriori Matriz Normal/Wishart invertida para la matriz de estado Ot y la 
matriz de covarianzas E respectivamente, suponiendo que la matriz W  es 
conocida. En el caso del modelo de Holt-Winters multivariante, este análi­
sis es posible sólo si los parámetros de suavizado son conocidos, lo cual no 
ocurre en la práctica. Por otro lado, la generalización de este enfoque al caso 
de parámetros de suavizado desconocidos no es sencilla. Por ello, y con el 
fin de obtener inferencias acerca de los parámetros del modelo, calculamos, 
al igual que hemos hecho en el modelo general, su distribución final como el 
producto de la priori por la verosimilitud.
3 .2 .1 . A n á lis is  B a y es ia n o
Si el vector 0 de parámetros de suavizado es conocido, lo cual implica 
que las matrices L y X  sean conocidas, el análisis Bayesiano del modelo de 
regresión multivariante es conocido (Zellner, 1971, capítulo 8). Asumiendo 
nuevamente poca información a priori, independencia entre los elementos de 
ifrmat y S y  utilizando la teoría de la invarianza de Jeffreys, la distribución 
a priori propuesta es:
Entonces, la distribución a posteriori, proporcional al producto de la 
priori por la verosimilitud, es de la forma:
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/W w ,£ |0 )  oc /W w |0 )/(£ |0 )
oc (3.17)
exp ^ 2 (¿¡mat X lp m a t )  ( z m a t  X '(j)rnat ) ] ^
1 6XP tT [S_1^ aí(/n “  Px)Z™at] |
tr E_1(Vw -  $ m a t ) , X / X ('il;rnat -  ^mat) i (3.18)
/(Vwt,£|y,0) OC |E|
de donde se deducen las siguientes distribuciones:
/(E|?/, 0) =  I W ( n - s  -  1, z'mat{ln -  Px)zmat)
siendo (3.19) equivalente a:
/(<%, E, 0) =  N{s+1)m(vec(4w ) ,  E O (X'X)-1) (3.21)
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Por otro lado, integrando respecto a E 1a. distribución a posteriori con­
junta, ecuación (3.18), se obtiene la marginal para ijjmat'•
/ W w |2/ ,0 ) =  J  f t y m a u X M d Z
OCJ  |^ | 2 exp ^ -  tr [E (Zmat X'lprnat) (zmat -^ VVnaí)] ^
OC | ( z m a t  X ^ m a t )  ( ¿ m a t  A ' 0 m a ¿ )  | 2
^  Px)zmat (VVnat V’maí) A” A ('ifimat '4*maf)l 2
de donde se deduce que la distribución a posteriori de V'mat, supuesto cono­
cido el valor de los párametros de suavizado, es una t-Student generalizada, 
en concreto,
fi'tpmatly, 0) =  GSt(X'X, z'mat{In -  Px)Zmat, Í>mat,n) (3.22)
Entonces, la distribución marginal a posteriori de cada una de las co­
lumnas de la matriz iprnat es una t-Student multivariante, en particular:
X ' X  \
f{il>i\y,0) =  M St  ( =  n - m - s j  (3.23)
siendo S = z'mat(In -  Px)zmat-
Sin embargo, dado que el vector 6 de parámetros de suavizado es siem­
pre desconocido, es necesario el uso de una distribución a priori para 6. 
Siguiendo el análisis del modelo general, tomamos f(6) la uniforme en el 
cubo unidad, pues en el caso de parámetros de suavizado comunes para los 
modelos univariantes 0 = (a,j3,7 ). Para el resto de parámetros tomamos la 
distribución (3.17). De este modo,
/ W w , £ , 0 ) oc / ( V w ,£ |0 ) / ( 0 )
oc lEl" 22? 1 (3.24)
y la distribución a posteriori de los parámetros del modelo, producto de 
la priori por la verosimilitud, es de la forma (3.18). Las distribuciones a 
posteriori para las matrices 'ipmat y £  condicionadas al vector 6 coinciden 
con (3.22) y (3.20) respectivamente, mientras que la distribución marginal
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oc
oc
del vector de parámetros de suavizado viene dada por:
f(9\y) = J  j  /(V>mat,£,%)#woí dX¡
J  J  |E|“2±?±1e x p |- i t r [ S “1z^0((írl-Px)2m .i]|
6Xp 1 -  t r  S (Pmat Pmal) X  X  i'pniat Pmat.) 1 dpmat dP2
|X ' X | - ?  J  | E | - ”' <*+i>+",+' exp | - i  tr [E - l z’mat(In -  Px )zmat] |  dY, 
<x \X'X¡-T¡z'mat(In - P x )zmat\ - !1=i=1 (3.25)
que no es analíticamente tratable, pero puede ser estimada mediante simu­
lación.
A diferencia del modelo general, cuando los parámetros de suavizado 
asociados a los modelos univariantes son iguales, basta con simular de la 
distribución a posteriori f ( 9 \ y )  pues, una vez obtenida una muestra 
de dicha distribución, las distribuciones a posteriori marginales para i/’maí y 
E pueden ser estimadas mediante integración por Monte Cario como:
f ( ^ i \ y )  ~  ~ ñ ^ 2 MStÍ3)  ( $ m a t [ J ] , ^ r r ^ , v  =  r i - m -  
N  \
para i = 1, 2, . . . ,  m, y
1 N
/ ( £ \ y ) * ñ J 2 I w U )  ( n - s - i . S )
3=1
donde S = z'mat{In — Px)zmat y el superíndice (j ) indica que los cálculos 
han sido realizados para el valor 9 =
A partir de la muestra { 6 ^  } f = i  obtenida, también es posible estimar los 
coeficientes de correlación y comprobar de este modo que las series tempo­
rales univariantes realmente están correlacionadas. Así pues, para cada 6^  
simulamos E ^  a partir de su distribución a posteriori f ( Y , \ y ,6 ) ,  ecuación 
(3.20), y calculamos el coeficiente de correlación pki, para k = 1,2, . . . ,  m — 1 
y l =  k +  1, . . . ,  m, como
(3.26)
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Por otro lado, dado que la distribución a posteriori del vector 9 de 
parámetros de suavizado, ecuación (3.25), es una función tridimensional con 
soporte acotado, el cubo unidad, proponemos emplear para su simulación el 
algoritmo de aceptación-rechazo, el cual nos permite obtener una secuencia 
de valores independientes e idénticamente distribuidos según f{0\y). En par­
ticular, el mecanismo que proponemos es el que detallamos a continuación.
3 .2 .2 . M é to d o  d e  a cep ta c ió n -r ech a zo  p ara  sim u lar  d e f(0\y)
Sea una partición del cubo unidad, por ejemplo la obtenida al
dividir cada uno de los intervalos [0,1] en K  subintervalos. Para cada región 
calcular Mi como
Mi = sup0eRik(O\y)
donde k{6\y) = \X 'X \~^ \z'mat(In -  Px)zrnat\~1L~%~1 es el núcleo de /(% ) . 
Entonces, definimos la función importante s(0|?/) como
. . .  ( M i  si 6 £ Ris(9\y) oc < _17  ^ 0 en otro caso
es decir, la uniforme en cada una de las regiones Ri.
Una vez calculada la función de distribución importante, cada iteración 
del algoritmo de aceptación-rechazo que proponemos consta de los siguientes 
pasos:
1. Seleccionar una región Rj con probabilidad proporcional a Mj
2. Simular 9 ^  uniforme en Rj
3. Obtener u ~  Un(0,1)
4. Si uMj > k(9^\y), rechazar 9^  y volver al paso 1; en otro caso, 
aceptar 9 ^
En ocasiones, la distribución f(9\y) puede ser muy puntiaguda en algu­
nas regiones Ri, obtiendo así un valor M¿ muy grande y como consecuencia 
un rechazo alto en dicha región. En estas situaciones es recomendable utili­
zar un algoritmo de aceptación-rechazo dinámico que acelere el proceso de 
simulación. En particular, cuando el rechazo en una región Ri es grande, 
proponemos particionar dicha región en T  subregiones { R ¿ j} J =1 y repetir el 
procedimiento con la nueva partición.
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Notar que para calcular las constantes Mi necesitamos utilizar procedi­
mientos de optimización no lineales que permitan incorporar restricciones de 
caja, pues restringimos el valor de los parámetros de suavizado a una región 
del cubo unidad. En concreto, el método que empleamos en este trabajo es 
el ’L-BFGS-B’ (Byrd et al., 1995).
Por otro lado, en cada paso del algoritmo es necesario seleccionar una re- |
gión R j  con probabilidad proporcional a M j .  Cuando el número de regiones ¡j
T  es grande, es conveniente utilizar el método alias (Devroye, 1986). Dicho )
método permite obtener simulaciones de una distribución discreta cuando ;j
el número de posibles valores es grande, evitando así el uso de la trans- j
formación inversa de su función de distribución que, al exigir demasiadas '
comparaciones, resulta ineficiente. <
3 .2 .3 . D is tr ib u c ió n  p red ic tiv a
Una vez obtenida la distribución a posteriori de los parámetros del mode­
lo, calculamos la distribución predictiva f{P\y), siendo P = (P{, P^  . . . ,  P^Y  
el vector hm x 1 de los datos futuros de las m  series temporales. Siguiendo 
el procedimiento mostrado para el modelo general, el vector de los datos 
futuros puede ser expresado matricialmente, ver ecuación (2.42), como:
' Pl ' ' L21zi ‘ ’ Mp -  L21X 0 0 ipi
p2 L2lz2 0 Mp -  L21X . 0
= +
.  Pm _ L2lzm _ 0 0 . Mp -  L21X  _
+
‘ L 2 0  . . . 0 V i
0 L 2  . . . 0 V 2
0 0  . . . L 2 V m
V
D
(3.27]!
donde el vector de errores v está distribuido según Nhm{0, £  ® Ih)- El 
cambio en la notación que observamos respecto a (2.42) es debido a que 
L\ = 1/2 =  •.. =  Lm — L, pues los parámetros de suavizado asociados a 
las series temporales univariantes son iguales. Consecuentemente, tanto los 
bloques en los que dichas matrices son particionadas como las matrices Xi
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son iguales. En este caso, los datos futuros admiten la expresión alternativa: 
[Pl,P2,...,Pm]  = L2 l[zi,Z2, . . . ,Z m\+(Mp - L 2lX)[lpi,lp2,...,1pm]'-------- V ' V—— V ' '-------- v-------- /
P m a t  Z m a t  ‘fp m .a t
+ L2 [vi,v2, . .. ,vm\ (3.28)
'   '
v m a t
Definiendo F  = {L2)~l {Pmat -  L21zmat) y B = (L2)~l {Mp -  L21X), 
(3.28) es equivalente a:
F = Blpmat +  Vmat (3.29)
de donde se deduce que la matriz F  de los valores futuros transformados se
distribuye según la matriz Normal:
f  (E|í/, Ipmati = Uh,m(Blpmati ^  & Ih)
Notar que las matrices F  y B  dependen del vector 6 de los parámetros de 
suavizado y, por tanto, son desconocidas. Si 6 fuera conocido, Zellner (1971, 
capítulo 8) calcula la distribución predictiva para la matriz E, obtenida a 
partir de la resolución de la siguiente integral:
m v ,  e) = j  j  f{F\y,  ^  E, *)/(Vw, E|», 9)
oc J  J \ X \ - i e x p l ~ t r  [E^E - BiPmat)'(F -  Bipmat)] j
|^ | 2 exp ^ — tr [S (zmat Xlftuiat) (zmat -^^maí)] ^ dUdlpmat
O*- ^  |(^maí X^ Prnat) (Zmat X^ Prnat) E (E Blpmat) (F Blpmat)] 2 dlpmat
Completando cuadrados en ipmat, la suma de las dos formas cuadráticas 
puede expresarse como:
(Zmat X^ Prnat) (zmat Ulpmat) "t" (E Blpmat') (E Blpmat) =
”  zmatzmat zmatX'lpmat ~ 1pmat^ zmat + 'tpmat^ X^mat
+ E'E — F ' B l p m a t  ~  '4 ’ m a t B ' F  +  ^ m a t ^ B ^ m a t  
= (tpmat ~ ^ W ^ t  ~ Í>*) +  z m a t z m a t  + E 'E  -  «>*) W
donde W  =  X 'X  +  B'B  y ip* = W ~1(X'zmat + B'F). Entonces, la distribu­
ción predictiva f(F\y, 0) es proporcional a
f  \4 natZmat + F'F - + (</W  ~ at
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= KatZmat + F'F  -  ) ' | “ I1±^ £±li
Con el fin de simplificar la expresión obtenida, Zellner propone completar 
cuadrados en F  como:
z’^ z m a t + F ' F - i r y w r  = 
= zLatZmvt +  F’F -  (z’matX  + F 'B)W ~1 (X 1 zmat + B'F) 
=  (F -  C~lB W ~lX 'zmat)'C(F -  C~1B W ~1X ’zmat)
+ z'maÁIn - X W ~ lX ' -  X W ~ 'B 'C ~ xB W - 1 X ')zmat (3.30)
siendo C = Ih — B W ~lB '. De este modo, y teniendo en cuenta las siguientes 
igualdades:
C~l = I h + B (X 'X )~ 1B' 
C~lBW ~x = B W ~l +  B { X 'X ) - lB 'B W ~l = 
= B { X 'X )- l {X 'X  +  B ,B)W ~1 = B ( X 'X ) - 1 
X W ~ lX ’ + X W - xB 'C -xB W - xX ' = X W ~ lX '  +  X W ~ 1B ' B { X 'x y 1 X ' = 
= X W ~ l (X 'X  +  B'B )(X 'X )~1X ' = Px
la distribución predictiva para la matriz F  puede ser expresada finalmente 
como:
f(F\y,0)<x \ S + ( F - B i , mat)’C { F - B i , mlIl) \- !1±hV =1 (3.31)
siendo S = z ^ ^ I n  -  Px)zmat Y $mat = {X’X ) - 1 X 'zmat el estimador míni­
mos cuadrados de ipmat supuesto conocido el valor de 6.
Premultiplicando por (L2)-1L2 la matriz F —Bipmat en (3.31), obtenemos 
la distribución predictiva para la matriz Pmat de los datos futuros:
¡ (P m a tM  OC \S+ (Pmat- ^ PmJ ( L 2)’- 1C(L2) - 1(Pmat-^PmJ \ - S±h^ =1
que se trata de una t-Student generalizada, en concreto,
f(Pmat\y,0) = GSt((L2) '- 1C(L2) - \ S , fiPmM,n + h - s - 1) (3.32)
donde t*pmat = L ^ z mat +  (Aíp X)ipmat.
De (3.32) se deduce que la distribución predictiva marginal de cada una 
de las columnas de la matriz Pmat es t-Student multivariante, en particular:
f(Pi\y,6) =  MSt 1^  ^ j-f  ^ , v  =  n - m - s  ) (3.33)
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con vector de medias y matriz de covarianzas:
E(Pi\y,e) = vpí = L 21zí + (Mv - L ‘11X )(X ’X ) - 1X 'zí (3.34)
V(P¡\y,e) = VPi = ^ ^ L 2C - \ L 2)' (3.35)
En el caso general, 9 desconocido, la distribución predictiva puede ser 
estimada mediante integración por Monte Cario. Sea { 0 ^ } ^  una muestra 
de la distribución a posteriori f(9\y), ecuación (3.25). Entonces
K¡j / J 2 MStU) •n -  m  - (3-36)
donde el superíndice (j ) indica que los cálculos han sido realizados para el 
valor 9 = 9^ . Del mismo modo, los principales momentos de la distribución 
predictiva pueden ser estimados como
E{Pi\y) » (3-37)
3=1
v (pi\y) » + ^ ) ’ - E{P¡\y)E'{Pi \y)(3.3g)
j = 1 j = 1
Los intervalos de predicción pueden ser calculados a partir de los corres­
pondientes cuantiles de la mixtura de distribuciones t-Student, siguiendo el 
procedimiento descrito para el modelo general.
3 .2 .4 . E jem p lo  d e  o cu p a c ió n  h o te le r a  (co n tin u a c ió n )
En esta sección mostramos los resultados obtenidos cuando las series 
temporales de ocupación hotelera en Castellón, Valencia y Alicante son ana­
lizadas conjuntamente mediante el modelo de Holt-Winters multivariante 
con parámetros de suavizado iguales. Los resultados son comparados con 
los obtenidos en los análisis univariantes de las series, sección 1.2, y en el 
análisis multivariante mediante el modelo de Holt-Winters general, secciones 
2.2.4 y 2.3.1.
La figura 3.1 muestra los histogramas de los N  = 10000 parámetros 
de suavizado simulados de su distribución a posteriori, f(9\y), utilizando el 
método de aceptación-rechazo descrito previamente tomando K  = 4. Las 
líneas rojas verticales representan las medias muéstrales.
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Figura 3.1: Histogramas de los parámetros de suavizado simulados de su 
distribución a posteriori cuando las series de ocupación hotelera son anali­
zadas mediante el modelo de Holt-Winters multivariante con parámetros de 
suavizado iguales. Líneas rojas verticales: medias muéstrales
Las densidades estimadas de los coeficientes de correlación, simulados 
como (3.26) utilizando la muestra { 0 ^  obtenida, pueden observarse 
en la figura 3.2. Las líneas verticales representan las medias y los intervalos 
de probabilidad a posteriori del 95% de las distribuciones. Como puede 
observarse, las medias muéstrales son ligeramente menores que las obtenidas 
en el análisis del modelo multivariante general (ver tabla 2.4).
0.0 0.2 0.4 0.6 0.8
C orrelación C aste llón -V alencia
0.0 0.2 0.4 0.6 0.8
Correlación C aste llón—Alicante
Figura 3.2: Densidades estimadas de los coeficientes de correlación de las 
series temporales de ocupación hotelera. Las líneas verticales representan 
las medias y los intervalos de probabilidad a posteriori del 95 %
Finalmente, en la tabla 3.1 se presentan los errores de ajuste y de pre­
dicción resultantes del análisis multivariante. Las estimaciones de ios datos
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que conforman cada una de las series temporales univariantes son obtenidas, 
nuevamente, a partir de las ecuaciones que definen los modelos univariantes, 
yi — M'tjji + Leí para 2 =  1,2,3, sustituyendo los parámetros por sus medias 
muéstrales a posteriori. Las predicciones puntuales coinciden con la media 
estimada de la distribución predictiva marginal, ver ecuación (3.37).
Castellón Valencia Alicante Media
Error ajuste 8.78 8.89 6.06 7.91
Error predicción 12.95 37.04 18.77 22.92
Tabla 3.1: Error SMAPE de ajuste y de predicción cuando las series tempora­
les de ocupación hotelera son analizadas mediante el modelo de Holt-Winters 
multivariante con parámetros de suavizado iguales
A la vista de los resultados obtenidos concluimos que, al analizar las 
series temporales con el modelo de Holt-Winters multivariante con paráme­
tros de suavizado iguales, mejoramos el ajuste obtenido pero empeoramos 
la predicción con respecto a los análisis univariantes y al análisis del modelo 
multivariante general (ver tablas 1.2 y 2.5).
Por otro lado, con el uso del modelo de Holt-Winters multivariante con 
parámetros de suavizado iguales, el tiempo requerido para el análisis de 
las series es reducido, aproximadamente, en un 73 % respecto a los análisis 
univariantes. Esto es debido a que en los análisis univariantes es necesario 
obtener una muestra de la distribución a posteriori de cada uno de los vec­
tores de parámetros de suavizado, f{&i\yi) para 2 =  1,2,3, mientras que en 
el análisis multivariante sólo se obtiene una muestra de la distribución a 
posteriori del vector de los parámetros de suavizado comunes, f(9\y). Por 
lo tanto, cuando estudiamos series temporales con errores correlacionados y 
se cumple que los parámetros de suavizado de los modelos univariantes son 
iguales, el análisis multivariante es más rápido que los análisis univariantes, 
siendo posible además mejorar el ajuste y/o la predicción.
3 .2 .5 . A n á lis is  B a y esia n o  d e referen cia
En los apartados anteriores, sección 3.2.1 - sección 3.2.3, mostramos el 
análisis Bayesiano del modelo de Holt-Winters multivariante bajo el supues­
to de parámetros de suavizado iguales cuando partimos de la distribución 
a priori de Jeffreys. Sin embargo, al igual que hemos hecho para el modelo 
general, es posible partir de una distribución a priori de referencia. En esta
CAPÍTULO 3. HOLT-WINTERS MULTIVARIANTE: CASOS
82 PARTICULARES
sección obtenemos tanto la distribución a posteriori de los parámetros del 
modelo como la distribución predictiva cuando partimos de una distribución 
a priori de referencia para la matriz de covarianzas. Para el vector 0  de las 
condiciones iniciales y el vector 6  de los parámetros de suavizado considera­
mos nuevamente como distribución a priori la uniforme.
Tomando como priori para E la distribución dada por (2.31), la distri­
bución a priori conjunta es de la forma:
/ ( 0 m a í , S , 6 > )  OC
| ^  | 2 | 7m + E o S  ^| 2
Entonces, la distribución a posteriori de los parámetros del modelo, pro­
porcional al producto de la priori por la verosimilitud, viene dada por:
/W w ,£ ,% )  oc |E |_IL2ríi|7m + E o E-1 |- ^
CXp ^ — tr [E (^maí An a f )  (•¿rnaí A 0maí)] ^
i —.. n + m  . -i , 1oc |E| 2 \Im -f E o E | 2
eXP tT \-T‘~lz 'mat(In ~ Px ) Zmat] |
CXp ^ ^ ^  (0maf 0 m a t) A X  {ifimat 0 m a t) ^
(3.39)
de donde se deducen las siguientes distribuciones condicionales a posteriori:
f{^m at\y^,0) = N{s+l),m(ímat, E 0  (A 'A)_1) (3.40)
/(E |?/,0maí,0) oc |E |_Ii:22i|7r7l + E o E-1 |- ^
OXp ^ — tr [E (Zmai Xlpmat) (Zmat A 0mat)j ^ (3.41)
'Ipmati ^) OC exp ^ — tr [E ( Zmat ~  X 'lpm at) (z mat ~  A 0maí)] ^
(3.42)
siendo (3.40) equivalente a
/(<%, E, 0) = N (s+1)m{vecfymat), E <g> (A 'A)-1) (3.43)
Notar que, cuando partimos de una distribución a priori de referencia, 
no es posible obtener las distribuciones a posteriori f(ipmat\y,9) y f(T,\y,6 )
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y simular únicamente de la marginal de 9, f(0\y), para obtener inferencias 
acerca de los parámetros del modelo. En este caso, para estimar la distribu­
ción a posteriori es necesario utilizar un mecanismo de Metropolis-within- 
Gibbs similar al utilizado en el análisis del modelo general. En concreto, 
cada iteración del algoritmo que proponemos consta de los siguientes pasos:
1. Simular S ~  IW{n  1, (Zmat A^mai) mat X'lpmat)) =  90^)
2. Simular r\ ~  Un(0,1). S in  < 2 T +  fijar E ^  = E*.
En caso contrario, volver al paso 1.
3. Simular ~  0^-1 )^, dada por (3.43)
4. Dado simular 9 ^  mediante el siguiente
algoritmo de Metrópolis:
a) Simular 9* utilizando como función generadora la uniforme en el 
cubo centrado en y lado 2 1 .
b) Calcular a{9^~l\9*) = min {l, } utilizando (3.42)
c) Obtener 7*2 Un( 0,1)
d) Si V2 < a(0^_1), 0*), fijar 9 ^  = 9*. En otro caso, 9 ^  = 9^~^
Como valores de inicio ip^  y 9 ^  necesarios para la implementación 
del algoritmo utilizamos ip ^  = (0, yik,V2k, VskY, para k = 1,2,..., m, y 
0(°) =  (0.5,0.5,0.5)'. Como valor de l tomamos 0.1. Repitiendo el proceso 
No 4- N  veces y eliminando las No primeras iteraciones de calentamiento, 
obtenemos una muestra {(ip^\ de la distribución a posteriori
de los parámetros del modelo, ecuación (3.39).
Una vez calculada la distribución a posteriori de los parámetros del mo­
delo, podemos obtener la distribución predictiva resolviendo la siguiente 
integral (ver ecuaciones (3.28) y (3.29)):
f(Pmat\y) =  / / /  f  {Pmat12/) Iprnati ^ ) / i^ Pmati $|2/)di/>mat dS d9 
oc J  j  J  |E|-!!±Tt!!1|/m + E o E - 1|-5 
exp j - i  tr [S-1(F -  Br{irnat)'(F -  Btl>mat)] 1 
CXp /  — tr [E (Zmat N.'lpfxidt) (Zmat AT/Vrmí)] j dipmat dE d9
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El término \Im + E o E - 1 | _ 2 que aparece en la integral hace que no 
tengamos una distribución Wishart invertida para la matriz E y, por tanto, 
a diferencia de lo que ocurre cuando partimos de la priori de Jeffreys, no 
podemos integrar respecto a E. Para poder integrar respecto a ip considera­
mos la expresión alternativa de la distribución a posteriori de los parámetros 
del modelo (ver ecuación (3.39)). De este modo:
f(Pmat\y) OC /  J  y i E r ^ ^ l ^  +  E o E - 1 ! - !
6XP \ \  ^  m a t ) ' { F  -  B'lpmat)] j
exp tr [E_1z^ aí(7n -  P x ) Z m a t \  |
 ^ 2 tr S {ipmat 'iftmat) A X{^¡)m at 'Ipmat')  ^d?/>maí C¿E dOexp
Agrupando a continuación las dos formas cuadráticas que involucran a 
l/jmat como:
(F Blprnat) (F Blfrmat) d" ('iftmat 'tpmat) A X(iprnat VVnaí)
— F F — F B'lpmat — 'IpmatB F  + 'lpm(^ B  B'lpmat ^
d~ '4)matX X'lfjmat — 'lpmatX  Xxpmat ~ matA X'lprnat^P ^PmatA X'lpmat
= Wmat -  r y w ( i p mat -  r ) + f 'f + ^ r x ^  -  { r y w r
donde W  = X 'X  + B'B  y ip* = W ~l (X'X^mat +  B'F), la distribución 
predictiva viene dada por:
f{Pmat\y) OC J  J  1^ + EoS-1!-^
6XP ^  -  Px)Zmat] |
exp | - i  tr [S_ 1 (V-’míit -  -  f ) ]  |
exp ( - i  tr [s-HF'í’ + V m a tX 'W m a t ~ j dS de
oc J  J \Z \-n-=1= ? h±m\Im +  2 o Z - ' \ - h \ W \ - ?  
exp ( - i  tr [j:~1z'mat(In -  Px )zmat])
exp tr e - ' ( f 'f + v ^ - v x v w  -  ( r y w f ) }
dZdO
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que no tiene solución analítica. Por lo tanto, eliminando aquellos términos 
que no dependen de P, se tiene:
f(Pmat\y, E, 6 ) oc exp j - i  tr  [Z~ \F 'F  -  «■*) W ) ] }
Completando cuadrados en F  como:
F’F  -  ( r y w r  =  F’F  -  (i>'matX ' X  + F,B ) W - \ X ' X $ ma + B 'F ) 
=  ( F -  HF)'VF(F -  h f ) -  Tp'mat X ' X W - lX 'X i ,mat -  ¡¿F VFli F
siendo VF =  Ih — B W -1B f y p F = V f l B W ~íX lXipmat: y eliminando
nuevamente los términos que no dependen de P , la distribución predictiva 
condicional es de la forma:
S(Pmat\y,T,,e)  oc exp tr [E_1(F — fiF )'VF (F  — ftF)] |
ex exp | - i  t r  [E -^ F  -  m¡,)'(L2)'(L2) '- 1Ff (Z,2) - 1Z,2(F -  /,*■)] |
«  exp { - ^  t r  IT'(Pmat -  fiFm.,) '(L2) ' - 1VF(L2) - 1(Pmat -  HPmat)
donde
A4Pmat =  L  z mat +  L  [I p
= L^1 Zmat + L2V f 1B W ~ 1X ' X  i>ma,
= ¿ 21Zma< + t fV f 'B W - 'X 'zm a t
y, por tanto, se deduce que la matriz Pmat de los datos futuros sigue una 
distribución matriz Normal, en concreto,
f(Pmat\y, s ,  6) = NKm((L21 + t f V ^ E W - ' X ' ) * ^ ,  S ® L2V p \ L 2)')
o, equivalentemente,
f(P\y,  E, 6) =  Nhm((Im ® (L21 + t f V f ' B W - ' X ' V z ,  E ® L2V f ‘( i 2)')
(3.44)
Para poder calcular tanto estimaciones puntuales como intervalos de 
predicción para los datos futuros es necesario estimar la distribución pre­
dictiva marginal. Para ello, dada 0 ^ )} ^ !  una muestra de la
distribución a posteriori de los parámetros del modelo, obtenida mediante 
el mecanismo de Metropolis-within-Gibbs descrito anteriormente, aplicamos
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integración por Monte Cario de manera similar a como hemos mostiado en 
secciones anteriores.
Como puede verse, el uso de la priori de referencia complica el análisis del 
modelo de Holt-Winters multivariante en el caso de parámetros de suaviza­
do iguales. Para poder estimar la distribución a posteriori de los parámetros 
del modelo es necesario emplear un mecanismo de Metropolis-within-Gibbs 
que nos permita obtener una muestra de la posteriori conjunta /(?/>,E,0|y). 
Dicho mecanismo es más lento que el método de aceptación-rechazo que 
empleamos para simular de f(0\y) cuando partimos de la priori de Jeffreys 
y, además, puede tener problemas de convergencia. Por otro lado, la distri­
bución predictiva depende no sólo de 6  sino también de E, lo cual puede 
provocar una mayor variabilidad en las estimaciones obtenidas. Con todo 
ésto, cuando el objetivo principal del análisis no sea obtener inferencias 
acerca de los parámetros del modelo sino el cálculo de predicciones, y bajo 
el supuesto de parámetros de suavizado comunes, la priori de Jeffreys puede 
resultar más conveniente. Además, del análisis de las series temporales de 
ocupación hotelera mediante el modelo general podemos suponer que, pa­
ra el análisis multivariante de un conjunto moderado de series temporales 
correlacionadas, el uso de la priori de Jeffreys o la priori de referencia no 
ocasiona cambios significativos en los resultados obtenidos.
Fijando s, periodo del ciclo estacional, igual a 1 y ^  = (boi,coi)', con 
coi =  o>oi + boi para i = 1 ,2 ,...,  m, los resultados obtenidos son aplicables al 
modelo de Holt multivariante en el caso de parámetros de suavizado iguales. 
Notar que en este caso 6  = (a, (3) es de dimensión 2 y, por tanto, en su 
simulación trabajaremos con el cuadrado unidad en lugar del cubo unidad.
3.3. N otas com putacionales
Siguiendo la estructura del capítulo 2, dedicamos esta última sección 
al desarrollo de resultados que han sido utilizados en la implementación de 
los algoritmos descritos en este capítulo, así como las rutinas de R necesarias.
Cuando analizamos el modelo de Holt-Winters multivariante en el caso 
de parámetros de suavizado iguales tenemos que calcular la matriz (X 'X )-1 , 
que aparece en las distribuciones a posteriori f{^mat\y, £, 0 ) y / ( ^ |2/ ,0 ), 
ecuaciones (3.19) y (3.20) respectivamente. Para evitar los posibles proble­
mas numéricos que dicho cálculo puede ocasionar, puede hacerse uso de la
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descomposición en valores singulares de la matriz X. De esta manera, si 
X  = UDV', la matriz (X 'X )~l = V D ^ D ^ V ' .  La matriz {X'X)~lX '  que 
aparece en el cálculo del estimador mínimos cuadrados de ^  puede ser cal­
culada como VD~lU' y la matrix Px como UU'.
Por otro lado, en el método de aceptación-rechazo propuesto para simu­
lar de la distribución a posteriori marginal del vector 6  de parámetros de 
suavizado, sección 3.2.2, hacemos uso del método ’L-BFGS-B’. La rutina 
empleada en R para utilizar este método es:
optim(par, /, method = 'L — BFGS  — B \  lower, upper)
donde par es el vector con los valores de inicio de los parámetros a optimi­
zar, /  es la función a optimizar y lower y upper son, respectivamente, los 
vectores de cotas inferiores y superiores de los parámetros a optimizar. La 
salida que se obtiene es una lista con los siguientes elementos: par, el mejor 
valor encontrado para los parámetros; valué, el valor de la función objetivo 
correspondiente a par y convergence, que toma el valor 0 si se ha alcanzado 
la convergencia y otro valor en caso contrario.
Finalmente, para el cálculo de la matriz V f 1 que aparece en la dis­
tribución predictiva condicional cuando se parte de la priori de referencia, 
ecuación (3.44), puede hacerse uso del resultado de Mardia et al. (1979, pag. 
459) visto anteriormente. De este modo,
V f 1 = (Ih -  B W ~lB')~l = Ih + B{W -  B'B)~lB' = Ih + B (X ,X )~ 1B /
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Capítulo 4
Selección de m odelos
Los avances computacionales en las últimas décadas han permitido el 
desarrollo de nuevos modelos estadísticos, en algunas ocasiones de gran com­
plejidad, capaces de adaptarse a casi cualquier situación práctica. Dados 
unos datos de estudio, en la actualidad es común considerar un conjunto 
de posibles modelos, • • • > . A d o n d e  cada modelo representa una
familia de distribuciones {f(y\<Pk,  -Adjt)}? lo que permite seleccionar aquel 
modelo que mejor se ajusta a los datos para su posterior análisis. Así pues, 
el problema de selección de modelos, al ser una parte fundamental de cual­
quier análisis estadístico, ha sido objeto de estudio tanto desde la perspectiva 
frecuentista como Bayesiana. En los últimos años, debido al avance de los 
métodos de simulación y dado que el enfoque Bayesiano permite tratar de 
manera conjunta la incertidumbre del modelo así como la de los parámetros 
de éste, los métodos Bayesianos para el problema de selección de modelos 
han experimentado un gran desarrollo (Clyde and George, 2003).
La principal situación en la que surge el problema de selección es en la 
construcción de un modelo estadístico adecuado para representar el compor­
tamiento de los datos de estudio. Sin embargo, hay otras razones por las que 
se plantea la selección de modelos. Por ejemplo cuando el modelo actual es 
demasiado complicado y, por razones de parsimonia, se examinan modelos 
más sencillos para ver si se ajustan a los datos suficientemente, o cuando 
unos pocos modelos son propuestos porque se ajustaban adecuadamente a 
muestras previas y se desea ver cual es el que mejor se ajusta a la muestra 
actual, etc. No obstante, algunos autores prefieren desestimar aquellos mo­
delos que claramente no se ajustan a los datos y mantener un subconjunto 
para futuras consideraciones.
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En nuestro caso, dadas las observaciones que conforman las series tempo­
rales, suponemos que cada una de las series univariantes se ajusta al modelo 
de Holt-Winters univariante y que existe una correlación contemporánea en­
tre errores correspondientes en los modelos univariantes. Considerando las 
series temporales conjuntamente obtenemos el modelo de Holt-Winters mul­
tivariante, ecuación (2.3). A partir de distribuciones a priori convencionales 
no informativas obtenemos la distribución a posteriori de los parámetros del 
modelo. Dicha distribución, aunque no es analíticamente tratable, puede ser 
estimada mediante simulación. En particular, proponemos utilizar un algo­
ritmo de Metropolis-within-Gibbs, sección 2.2.2, que nos permite simular de 
las condicionales completas a posteriori. Este algoritmo, además de poder 
presentar problemas de convergencia, requiere de un tiempo de computación 
elevado.
En el caso de parámetros de suavizado iguales para los modelos univa­
riantes, el modelo de Holt-Winters multivariante puede formularse como un 
modelo de regresión multivariante tradicional, ecuación (3.14), lo que sim­
plifica su análisis considerablemente. La distribución a posteriori para los 
parámetros del modelo sigue siendo analíticamente intratable pero, en este 
caso, sólo es necesario obtener una muestra de la distribución a posteriori 
marginal del vector 0  de los parámetros de suavizado comunes, ecuación 
(3.25). Las distribuciones a posteriori marginales para el vector de las con­
diciones iniciales rfj y la matriz de covarianzas E son estimadas entonces me­
diante integración por Monte Cario. Por otro lado, para obtener una muestra 
de f{Q\y), al tratarse de una función tridimensional con soporte acotado, el 
cubo unidad, es posible emplear un algoritmo de aceptación-rechazo que, 
además de no presentar problemas de convergencia, es fácil de implementar 
y reduce el tiempo de computación considerablemente. Por ello, dados los 
valores que conforman las series temporales, el primer paso del análisis es 
comprobar si el modelo con parámetros de suavizado iguales se adecúa a los 
datos; es decir, seleccionar entre el modelo de Holt-Winters multivariante 
general y el modelo con parámetros de suavizado iguales.
Dado que no existe ningún método de selección de modelos que haya 
demostrado ser superior ante cualquier situación práctica, la elección del 
método a utilizar depende de la naturaleza del problema. En las distintas 
secciones de este capítulo intentamos aplicar las principales técnicas Ba- 
yesianas de selección de modelos: factores Bayes, técnicas basadas en las 
propiedades predictivas de los modelos y criterios de selección (ver sección
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1.4), para resolver nuestro problema de selección de modelos. Como veremos 
a continuación, la mayoría de estos métodos resultan difíciles de implemen- 
tar o requieren de un tiempo de computación excesivo.
Denotamos por Ato el modelo de Holt-Winters multivariante general y 
por Aíi al modelo con parámetros de suavizado iguales. Suponemos que los 
dos modelos son a priori igualmente probables, es decir, 7ro =  ni = 1/ 2 . 
Como distribuciones a priori para los parámetros del modelo consideramos:
E, 9) oc |E| para i = 0,1 (4.1)
donde la única diferencia entre los dos modelos es que bajo Ato, el vetor 0 de 
parámetros de suavizado es de la forma (9 ,^ 0 '2, . . . ,  0 'my, con Oí = (a¿, /?¿, 7 ¿); 
el vector de parámetros de suavizado asociado a la serie temporal i-ésima, 
mientras que bajo Aíi, 9 = (a,/?,7 )' es el vector de los parámetros de 
suavizado comunes para todos los modelos univariantes. Con el fin de evitar 
posibles confusiones denotaremos por 9q el vector 3m  x 1 de parámetros 
de suavizado bajo Ato- Notar que el vector ijj de las condiciones iniciales y 
la matriz de covarianzas E están definidos de la misma manera en ambos 
modelos.
4.1. Factores Bayes para la selección del modelo 
de H olt-W inters multivariante
En esta sección nos planteamos resolver el problema de selección de mo­
delos asociado al modelo de Holt-Winters multivariante haciendo uso del 
factor Bayes Roí (sección 1.4.1). Dado que suponemos que los dos modelos 
tienen la misma probabilidad a priori, el factor Bayes coincide con el cocien­
te de las probabilidades a posteriori de los modelos. El primer problema con 
el que nos encontramos en su cálculo es que las verosimilitudes marginales, 
f{y\M-i) para i = 0,1, no tienen solución analítica. Notar que el uso de 
prioris convencionales no informativas está justificado, pues el vector de 
las condiciones iniciales y la matriz E de covarianzas están definidos de la 
misma manera en Alo y Aíi, mientras que las distribuciones a priori para 
los vectores de los parámetros de suavizado son propias.
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Bajo A4o, a partir de (2.4), se tiene:
f{y \M 0) = s u  /o(t/|t/>, E, 0o)fo{ip, E, 0O) dip dE d<90
oc J J  y,|E|-2±7±iexp|-i(z-^^'(E-1®/ „ ) ( * - di)dEd90
^ 1 1  f  \^‘\ ~ 21±2*±1 e x V ^ ~ \ ( z  ~  X b Í Y Í ' E - 1  ® I n ) ( z -  X B $ ) ^  
e x P ®  I n ) X B { Í >  -  í )  j  d ' ip dE dOo
, m( s +l )  /* /* . n + m+ 1  . , , i  . , 1
oc (2 7 1 -)-^  / /  |S |----- 2— |X ¿ (£  ® /„ )X b |-5
exp j - i ( z  -  X b Í S Y C E - 1 ®  I n ) ( z  -  X B $ ) X  d S d 9 0 (4.2)
donde ip — (X¿(E-1 (8) 7n)A's)~1A ¿(E_1 (8) 7n)2 es el estimador mínimos 
cuadrados generalizado de t/>.
Expresando la función de verosimilitud como en (2.5) e integrando en 
primer lugar respecto a E, obtenemos:
f (y \M 0) = / / /  /o(2/|^, E, floí/oW», E, 0O) d )^ dE d0o 
oc J  J  J  |E |-B±?±i e x p | —^ tr [E_17/'/I7] |  di¡) dE d0o 
oc/cf1/  f \ H 'H \ - U i ) d e 0 (4.3)
siendo i7 = [zi — X\i)\,Z2 — X^i)2 , • ■ ■ ,zm — X mi)m] y fcj-1 la constante 
definida como:
m  / , -i -\
i nm m( m- l )  -|— r  /  77, +  1 — 2 \  - , nfc1- i = 2 -7 T -4 -J p [ r ^ ----   J (4.4)
luego la verosimilitud marginal para el modelo M . q no puede ser calculada 
analíticamente.
Cuando intentamos calcular la verosimilitud marginal bajo A4i, a partir
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de (3.16), se tiene:
i f í  h(y\i>,T.,e)h{i>,T,,e)di>cEde 
 ^j  i  / lEl_=±?±leXP {-^tr[E_l2:m(jt(/n-í>X')2mo(]}
drpmat dE d 6
, m( s +l )  /  /  , n — 5 _ m
oc (27r) 2 /  /  | E |  I A ' X I - t
exp { ¿ír [s “ ÍVJZmot] ) dZd$
a  1 í  \ X 'X \ - t  |4 ,oi(J„ -  (4.5)
con fcT1 definida como (4.4) sustituyendo n por n — s — 1. Luego la verosi­
militud marginal bajo M.\ tampoco tiene solución analítica y, por tanto, es 
necesario recurrir a la simulación para obtener estimaciones de las verosimi­
litudes marginales o de las probabilidades a posteriori de los modelos (ver 
sección 1.4.1, apartado (iii)).
Si intentamos aplicar la metodología de Carlin and Chib (1995) hay 
que definir las pseudo-prioris fo(ip, E, 9) y E, 9o). Aunque en principio 
pueda parecer que la forma de dichas distribuciones sea irrelevante, pues 
únicamente son necesarias para que la distribución a posteriori conjunta 
de todos los parámetros esté bien definida, posteriormente se destaca su 
influencia en la convergencia del algoritmo de simulación, aconsejando defi­
nirlas de modo similar a las distribuciones a posteriori obtenidas a partir de 
los modelos correspondientes. Para nuestra formulación del modelo de Holt- 
Winters multivariante, el tiempo requerido para obtener una muestra de la 
distribución a posteriori de los parámetros del modelo puede ser muy gran­
de. Por tanto, si tomamos las pseudo-prioris similares a las distribuciones a 
posteriori, además de no tener la certeza de que las distribuciones propues­
tas sean adecuadas para la convergencia del algoritmo, en cada iteración, 
independientemente del modelo en el que nos encontremos, el tiempo nece­
sario para la simulación de los parámetros de los modelos es muy grande. 
Por ello, el uso de este procedimiento para la resolución de nuestro problema 
de selección de modelos no nos parece aconsejable.
Una solución alternativa es obtener los estimadores por muestreo impor-
exp - i tr ^ (iftmat Ipmat) X  mat ^Pmat)
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tante de las verosimilitudes marginales y obtener así un estimador del factor 
Bayes. Bajo M$ es posible trabajar con (4.2) o con (4.3) indistintamente, 
definiendo la función importante cg(E, 6 q) o cg(ip, 6 o) respectivamente. No­
tar que la distribución importante no puede coincidir con la distribución a 
priori de los parámetros del modelo pues, al tratarse de una distribución 
no informativa, excepto para el vector 6 o de parámetros de suavizado, no 
es posible obtener muestras de esta distribución. Por este motivo, tampo­
co es posible tomar como función importante una mixtura de la priori y la 
posteriori. Por otro lado, descartamos la media armónica pues resulta muy 
inestable en muchas ocasiones.
A sugerencia de J.O. Berger (comunicación personal) definimos las dis­
tribuciones importantes asociadas a A4o y A4i como sigue. Para estimar 
f { y |A4o) consideramos la ecuación (4.2). En lugar de trabajar con la matriz 
E, simétrica y con elementos en la diagonal principal positivos, trabajamos 
con una matriz T  triangular cuyos elementos están definidos en la recta real. 
Entonces, tomamos como función importante definida sobre los elementos 
no nulos de T  una t-Student multivariante con vector de medias y matriz de 
covarianzas definidos a partir de una muestra simulada de la distribución a 
posteriori.
Sea E-1 = T 'T  la descomposición de Cholesky de la matrix E-1 , donde 
T  es una matriz triangular superior cuyos elementos en la diagonal principal 
son positivos, tu > 0 para i = 1 ,2 ,..., m, y sea T  la matriz definida como:
(  logtn ¿12 ¿13 ¿lm \
0 log ¿22 ¿23 ¿2 m
T  — 0 0 log ¿33 •• • ¿3m
l  o 0 0 log tmm /
de manera que T  es una matriz triangular superior cuyos elementos no están 
restringidos, es decir, pertenecen a la recta real. Entonces, considerando 
(4.2) y teniendo en cuenta que los parámetros del modelo están indepen­
dientemente distribuidos a priori, la verosimilitud marginal f ( y |A4o) puede 
expresarse como:
f (y \M 0) oc ( 2 * ) ^  í  J  /o(j/|r,0o)/o(S)/o(0o)dE<»o
oc í  í  fo(y\T,6 o)fo<T)fo(6 o)dTd6 o (4.6)
4.1. FACTORES BAYES PARA LA SELECCIÓN DEL
MODELO DE HOLT-WINTERS MULTIVARIANTE 95
donde:
/o (y |£ A ) oc |E |-«  \X'B(¡;-1 ® In)XB\-l
exp | - ^ ( z -  •XbV0'(£~1 ® In)(z ~  ■X'bÍ’) j
m+1
/o(E) =  | E | - -
(4.7)
(4.8)
Teniendo en cuenta la serie de transformaciones aplicadas a la matriz E 
hasta obtener T :
E rxTl E" 1 rxr2 T rV 3 T  
la distribución a priori fo(T) puede calcularse como:
ds(T)
fo(T) = f 0 (s(T)) 
= M s(T))
dT
dE
dE- 1
dE - i
dT
dT
dT
(4.9)
siendo r = r\ o 7~2 o 7-3 , donde o representa la composición de funciones, y 
s — r~l la función inversa tal que s(T) =  E. Veamos a continuación el valor 
de los Jacobianos que aparecen en la definición de la priori. Es conocido el 
siguiente resultado (ver, por ejemplo, Mardia et al., 1979, pag. 35):
dE
dE - 1
_  1 v’im+l= |E| (4.10)
Por otro lado, E 1 =  T'T  es de la forma:
r t2l n ¿11¿12 ¿11¿13 • ¿ l l¿ lm
¿11¿12
j.2  1 f  2 
c 12 +  c22 ¿12¿13 +  ¿22¿23 • ¿12¿lm  +  ¿22¿2m
¿11¿13 ¿12¿13 +  ¿22¿23 ¿13 +  ¿23 +  ¿33 . ¿13¿lm  "l- ¿23¿2m ¿33¿3m
|
• •
1 ¿12¿lm  +  ¿22¿2m ¿13¿1 m  ¿23¿2m "t" Í33¿3m f 2  _|_+2 1 t +2• lm  ~ 2m “  • • • “  Lmm
Sean vech(E *) y vech{T) los vectores formados por los elementos no 
repetidos de E - 1  y los elementos no nulos de T, es decir,
_. _ _ t  / —1 \ / I I  12 lm  ^ .22 2m _ mm\ /vecn{¿j ) =  [a , <j , . . . , cr ,<j , . . . , < r  , . . . ,  cr j
vech(T) =  ( í n , í i 2 , . . . , í i  mi ¿22 j • • • j ¿2mi • • • i ¿mm)
entonces, el Jacobiano |<9E- 1/<9T| puede ser calculado como (Henderson and 
Searle, 1979):
dE - 1 dvechiE *)
dT dvech(T)
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donde el elemento en la fila i y columna j  de la matriz Jacobiana es dYvech{T)\}\
Notar que dicha matriz es una matriz triangular inferior, pues el elemento 
vech(E_1)[¿] sólo involucra términos hasta vech(T)[i\, siendo la diagonal 
principal el vector
da11 da12 dalm da22 da2m damm V
d t\\ dt\2 d t\m d¿22 d¿2m dtmm J
= (2Í11,Í11, . . . ,¿11,2^22, • • • ,¿22, . . • ,21771771)
de donde se deduce que
a s - 1 dvechiTi x)
dT dvech(T) =  2mJ p
771 — 2+1 22
2 = 1
(4.11)
De manera análoga, el Jacobiano |5T/dT| puede ser calculado a partir 
de los vectores vech(T) y vech(T). En este caso, la matriz Jacobiaia es una 
matriz diagonal, cuya diagonal es el vector
(  dt n  d ¿12 dt\m d t 22 d t2m dtmm
\d¿ll’d¿12’ ' dt\m d t2 2  ^ 1 d i2 m d tmTn
= (exp{tii), 1, . . . ,  1, exp{f22} , exp{ímm});
por lo que
dT
dT
f  771
exp {
l  2=1
(4.12)
Sustituyendo (4.10), (4.11) y (4.12) en (4.9), y teniendo en cienta que 
1^ 1 — (n £ i¿ ü )" 2 — exP{—2 J2íLi ¿ü}? se tiene finalmente que ladistribu- 
ción a priori para T  es de la forma:
/o(I1) =  2mexp i y " l l  -  i)t¡i (4.13)
2 = 1
por lo que f{y\M.o) puede expresarse como (ver (4.6)):
7o(ñ/o(0o)f(v\Mo) <x (2 n)~ir Lj- í  f  k (y \T , 0o) cg(T, 0O) dT rifo (4.14)
J J CCJy±, uq)
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donde fo(y\T, 9q) es proporcional a:
exP jn ¿Ful IX ’b {T'T ® In)X B\~i exp j-i(z - X BÍ¡)'(T'T ® In)(z -  X s ip)}
(4.15)
con T  la matriz triangular superior tal que tu = exp{£¿¿} para i =  1 ,2 ,..., m  
y = Uj para i ±  j\ / 0(T) es de la forma (4.13); /o(0o) oc 1 y cg(T,90) 
está definida de la siguiente manera:
cg(T,90) = gi(T)g2 (6o)
Züí™±l2+I/
v~l1 + (vech(T) -  T*Y^— ^(vech{T) -  T*)
es decir, para los elementos no nulos de la matriz T, vech(T), la función im­
portante es una t-Student multivariante con vector de medias T* y matriz de 
covarianzas V, siendo T* y V el vector de medias y la matriz de covarianzas 
muéstrales calculados a partir de una muestra de la distribución a posteriori 
de T. Como función importante para 9q consideramos la distribución a prio­
ri, es decir, la uniforme en [0, l]3m pues, en nuestra experiencia (ver tabla 
2.2 para el ejemplo de ocupación hotelera), la distribución a posteriori del 
vector #o de parámetros de suavizado no es muy informativa. Entonces, si 
{ (f « ,< #> )}£ , es una muestra obtenida de la función importante cg{T, #o)> 
la verosimilitud marginal puede ser estimada como (ver ecuación (4.14)):
fis(y\Mo)  oc ( 2 x ) ^ y  (4.16)
N  91 ( r w )
Bajo M.\  es necesario definir una nueva función importante cg(9). Por 
analogía con A4o, proponemos tomar cg(9) = g2(9) oc 1. De este modo:
-  i 1 N
f i s ( y \ M i )  oc (27r)2^ 11^ 1— h(y\eÜ)) (4-17)
3=1
siendo k^ 1 la constante definida como (4.4) donde el valor de n es sustituido 
por n — s — 1; es una muestra obtenida a partir de la distribución
uniforme en el cubo unidad y fi{y\9)  es de la forma (ver(4.5)):
h(y\e )  =  Iz'^ tiin  -  PxY
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Tanto para el modelo de Holt-Winters multivariante general como para 
el modelo con parámetros de suavizado iguales, el estimador de Laplacte, al 
requerir las derivadas parciales del logaritmo de la verosimilitud, es dócil de 
implementar. Por otro lado, el estimador de Laplace-Metropolis obteaido al 
sustituir menos la inversa del Hessiano del logaritmo de la posteriori evalua­
da en la moda a posteriori, E, por la matriz de covarianzas muestral puiede 
ser poco preciso. Por ello, preferimos emplear el estimador por muestreo 
importante, donde la matriz de covarianzas muestral es utilizada para definir 
la función importante en lugar de estimar directamente las cantidades de 
interés.
4.2. Propiedades predictivas para la selección del 
modelo de H olt-W inters multivariante
Una herramienta alternativa para la resolución del problema de selección 
de modelos asociado al modelo de Holt-Winters multivariante es el procedi­
miento de selección basado en la comparación de las propiedades predictivas 
de los modelos (sección 1.4.2). Como mostramos en esta sección, aunque su 
objetivo coincide con el nuestro, evaluar la compatibilidad de los datos con 
un modelo más sencillo, resulta difícil de implementar.
Sean tp0 = E0 ,90 =  (0J, 9'2, ■ • • > O ' )  Y = 0/>i, Si, 0) los vectores
de parámetros del modelo de Holt-Winters multivariante general, Mo, y del 
modelo con parámetros de suavizado iguales, M.\. Bajo M.\, 9 = (a,/3,7 )' 
es el vector de los parámetros de suavizado comunes para los modelos uni­
variantes, resultante de imponer la restricción 9\ = 62 =  ... = 0m = 9 sobre 
el vector 9q de los parámetros de suavizado del modelo Mo- El subíndice 1 
es eliminado para evitar posibles confusiones con el vector 9\ asociado a la 
primera serie temporal. El vector de las condiciones iniciales y la matriz de 
covarianzas están igualmente definidos en ambos modelos.
Sea fo(y\<po) = £b(£o ® In)L'B) la función de verosimili­
tud supuesta cierta. Entonces, la distancia generalizada de Kullback-Leibler, 
utilizada para definir la discrepancia entre los dos modelos, es de la forma
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(ver ecuaciones (2.2) y (3.12)):
< ¿ { / o ( y l ¥ > o ) , / i ( y l v > i ) }  =  J  fo(y\vo) log dv
_ f f ( , ISoT^ exp { -l(y  -  MqiM'ÍL'b) - 1 ^ 1 ® IrJLg'jy -  MDip0)}
J MyWo> ° g | E 1| - ? e x p { - l ( ¡ / - M D V>i) , ( ¿ ' D ) - 1( i : r 1 ® J rn ) ¿ 5 1( ! / - A f D < / ’i ) }  V
= ~ l  l°g !|4 - \  Ey[(v -  MdM'ÍI'b) - 1^ 1 ® ln)L-B\ y  -  MD4,0)\
+ i Ev\(y -  MDti)'(L'D)- l(T,yl ® IJL-^y -  MDi>a)]
Por otro lado,
Ey[(y -  M d M)'(L'b )- \Y ,Z 1 ® !"■ )L~B(y ~ MDto)}
=  E v  [ t r  [(y -  M d 1 Í ’d ) ' ( £ b ) - 1 ( s o  1 ®  ! ^ ) L B l ( v  -  M D Í > o ) ] ]
=  tr [(L'B) - 1(So1 ® I„)L^Ey {(y -  MD^ a)(y -  M Dip0)']]
=  nm
y, análogamente,
Ey[(y -  M c V'i ) ' ( ¿ d ) ‘ 1 ( S ] - 1 ® In)L-£(y -  MDih)\
= Ey [iir [(y -  M d ^ Y íL 'b ) - 1 ^ 1 ® I J L J ^ y  -  MDi>,)]]
=  tr [(L i,)-1^ 1 ® In)L ^ E y  [(y -  MDV-i)(y -  MD^ ) 'j ]
=  tr [(L^J-H Er1 ® /n)¿51(^B(So ® In)L’B + MD(fo -  W W ’o -  4>i)'M'd )]
por lo que la distancia generalizada de Kullback-Leibler viene dada por:
d{fo(y\vo),h(y\<pi)}  =  i°g
+ \ t r  [(L i,)-1(Sj;1 ® Q L ^ L s i So® In)L'B}
+ \ ^  [(L'd)"1^ : 1 ® In)L-¿MD(,l,o -  •WW’o -  tPi YM'b ]
y la discrepancia entre los dos modelos, considerando la definición de Goutis 
and Robert (1998), ecuación (1.43), es de la forma:
%>o,¥>i) = ( inf d{fo(y\<po)Ji{y\<pi)}•01,21,0
El último término de la distancia de Kullback-Leibler puede anularse 
tomando i¡)\ = i/jq. Sin embargo, para calcular el ínfimo respecto a S i y
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6  nos encontramos ante un problema de optimización con cierta dificultad 
de resolución. La función objetivo no es una función convexa, por lo que la 
convergencia global no está garantizada; el procedimiento de optimización 
puede converger a mínimos locales e incluso no converger. Además, en la 
optimización respecto a £ i podemos tener problemas de convergencia. El 
primer término disminuye con £ i, con límite — oo cuando £ i es la matriz 
nula, por lo que, aunque el segundo término disminuye conforme aumenta 
el valor de Ei, con valor 0 si Ej-1 es la matriz nula, la convergencia no 
está garantizada. Por último, la optimización respecto al vector 6  no es 
sencilla, pues los parámetros de suavizado del modelo M.\ aparecen en la 
matriz LB en la forma (3.12). Es por ello que hemos decidido no utilizar ese 
procedimiento en este trabajo.
4.3. Criterios de selección para el modelo de Holt- 
W inters multivariante
Finalmente, en esta sección empleamos los criterios de selección (ver 
sección 1.4.3) para resolver el problema de selección de modelos asociado al 
modelo de Holt-Winters multivariante.
Para el modelo general, A4o, la desviación D0 (-ip, E, 0O) = —2 log fo(y\ip, E, 0o) 
es de la forma (ver (2.4)):
Dq(t¡), £,0o) oc nlog |E| + (z -  X Bip)'(E_1 <8> In)(z -  X Bip) (4.18) 
siendo z = L ^ ly y X B = L ^ M D.
Sea {(V>t’),S (í),eo#))}fe 1 una muestra obtenida de la distribución a pos­
teriori de los parámetros del modelo, ecuación (2.26). Entonces, el criterio 
AIC y el criterio BIC pueden ser calculados, ver ecuaciones (1.45) y (1.46), 
como:
AICo = D0(^ ,É ,^ )  + 2po (4.19)
BICo = Do(^ ,£ ,0 o)'+log(nm)po (4.20)
donde ip =  Y $ = i  s  =  77 Y $ = i  s ( j )  Y eo =  17 T ,j¡= i ^  representan 
las medias muéstrales de los parámetros ypo =  m(s +  l) + m(m + l)/2-|-3m 
es el número de parámetros del modelo.
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Cuando el número de observaciones sea pequeño en comparación con el 
número de parámetros, es decir, cuando nm/po < 40, proponemos emplear 
el criterio AICc (ver ecuación (1.47)):
AIC°c = D0 (i¡, S, e^) + 2po+ 2po(PO + ^  (4.21)nm  — po — 1
Para el cálculo del criterio DIC necesitamos obtener el valor de la espe­
ranza a posteriori de la desviación, resultante de resolver la siguiente integral:
E(Do(il>,S,0o)\y) = I I J  D0(V>, E, 0o)/o(V,5 £, Qq\v) d'ip dE d90
Dicha integral no puede ser resuelta analíticamente, pero puede ser esti­
mada mediante integración por Monte Cario a partir de la muestra simulada 
de la distribución a posteriori de los parámetros de Ai o- Así pues, el criterio 
DIC puede ser calculado, ver ecuación (1.48), como:
2 N _______
DIC0 = D° WÜ)- ) -  A)M>, S, 0o) (4.22)
i=l
donde Dq(i¡.!>, E,#o) es de la forma (4.18).
Para el modelo de Holt-Winters multivariante con parámetros de suaviza­
do iguales, Aíi, se tienen resultados parecidos. La desviación Dify, E,9) — 
—2\ogfi(y\ip,E,0) es de la forma (ver (3.15)):
D\(lp, E, 9) OC 71 log |E| + tr [E~l {zmat -  X^m at)'{zmat ~  Xfjjmat)] (4.23) 
siendo zmat =  L~lUmat y X  = L~lM.
Sea { { ^ j \E ^ \9 ^ ) } ^ =1 una muestra de la distribución a posteriori de 
los parámetros de A4i, ecuación (3.18). Los criterios AIC y BIC son calcu­
lados como:
AICX =  D1@,%$) + 2p1 (4.24)
BIC\ = Di(ip, E, 9) + log(nra)pi (4.25)
donde Y%=i ^  = 77 T,?=i s(j) y # =  77 E£=i 0 {j) son las me­
dias muéstrales de los parámetros y pi = rn(s + 1) + m(m  +  l)/2  -f 3 es 
el número de parámetros del modelo. Cuando el número de observaciones
sea pequeño en comparación con el número de parámetros consideraremos
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el criterio AICc.
La esperanza a posteriori de la desviación:
E(D 1 W,Z,9)\y) = / / /  Di E, 0)/i Wb E, % )  d'ip dE dQ
puede ser estimada nuevamente mediante integración por Monte Cario. En­
tonces, el criterio DIC asociado a M.\ puede ser calculado como:
o N
D ICi  =  (4-26)
Notar que para obtener una muestra de la distribución a posteriori de 
los parámetros del modelo M \,  en primer lugar obtenemos una muestra 
{00')}^! de ia distribución a posteriori f i ( 6 \y), ecuación (3.25), y, a conti­
nuación, para cada 6 ^  simulamos y E ^  a partir de las condicionales 
/i(E |y,0) y /i(V'll/, E , , ecuaciones (3.20) y (3.21) respectivamente.
4.4. Ejemplo de ocupación hotelera (resumen)
A lo largo de la memoria hemos analizado las series temporales de ocupa­
ción hotelera en Castellón, Valencia y Alicante con los distintos procedimien­
tos presentados. Así pues, dedicamos esta última sección a la resolución del 
problema de selección de modelos asociado al análisis conjunto de las series 
mediante el modelo de Holt-Winters multivariante. Posteriormente, recopi­
lamos los principales resultados obtenidos en su análisis.
Representamos por M q al modelo general, mientras que el modelo con 
parámetros de suavizado iguales para los modelos univariantes es denotado 
por M \.  En primer lugar calculamos los estimadores por muestreo impor­
tante de las verosimilitudes marginales, lo que nos permite obtener una 
estimación del factor Bayes Bqi.
Notar que para la comparación de los estimadores por muestreo impor­
tante de las verosimilitudes marginales es posible considerar (ver ecuaciones
(4.16) y (4.17)) las expresiones:
f i s ( y \ M o )  *  (4.2T)
1 N
f i s { y \ M i )  «  <4-28)
j=l
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donde eliminamos las constantes que aparecen en ambos modelos,
Para el modelo A4o tomamos como función importante g\ (T ) la t-Student 
multivariante con v — 10 grados de libertad y vector de medias y matriz 
de covarianzas definidos a partir de la muestra obtenida de la distribución 
a posteriori de los parámetros del modelo como sigue: Para cada matriz 
de covarianzas E ^  simulada calculamos su matriz inversa. Posteriormente, 
calculamos la descomposición de Cholesky de (E-1) ^  y definimos la matriz 
Tü) correspondiente. De este modo, obtenemos una muestra de la distribu­
ción a posteriori f(T\y) que nos permite estimar la media y la matriz de 
covarianzas a posteriori de los elementos no nulos de T. Recordar que, en 
ambos modelos, los parámetros de suavizado son simulados a partir de la 
distribución uniforme.
Los estimadores por muestreo importante de las verosimilitudes margi­
nales, calculados como en (4.27) y (4.28) respectivamente a partir de una 
muestra de tamaño N  = 25000 de las correspondientes distribuciones im­
portantes, son fis{y\M-Q) «  1.17E-160 y fis{y\M.\) ~  1.54E-158.
Dependiendo de la forma de la función de verosimilitud, en la prácti­
ca es posible que la estimación de la verosimilitud marginal sea del orden 
obtenido. No obstante, valores tan pequeños ponen en duda la validez de 
las estimaciones resultantes, pues en su cálculo pueden haberse producido 
errores numéricos que alteren el valor real.
Para valorar la eficiencia del método de muestreo importante propuesto 
calculamos el tamaño de muestra efectivo (ESS, Liu, 2001, pag. 34), que se 
define como:
E SS  = 1
donde el peso w ^ \  para j  = 1 ,2 ,..., iV, es el cociente entre la distri­
bución objetivo y la distribución importante evaluadas en va­
lor simulado para los parámetros a partir de la densidad importante, y 
{ w ^  =  W ^ / J 2 k=lw }jLl son los pesos normalizados. El tamaño de 
muestra efectivo es una aproximación del número de muestras independien­
tes, simuladas de la densidad objetivo, que serían necesarias para obtener 
una estimación con la misma varianza Monte Cario que la resultante de las 
N  simulaciones de la densidad importante. El método por muestreo impor­
tante se considera adecuado si E SS  > N/2  (notar que 1 < E SS  < N).
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En el ejemplo de ocupación hotelera obtenemos los valores ESSo = 4.89 
y ESS\ = 187.09 para M.q y M.\ respectivamente, indicando que las fun­
ciones importantes propuestas no son eficientes.
Otra posible función importante para estimar la verosimilitud margi­
nal bajo jMo, alternativa a la desarrollada en la sección 4.1, es cg(£,0o) — 
^i(£)p2(^o)5 siendo <7i(£) una Wishart invertida y ^2 (^0) el producto de 
distribuciones Beta, con parámetros definidos de manera que la media y 
la varianza de cada Beta coincidan con la media y la varianza muéstrales a 
posteriori del correspondiente parámetro de suavizado. Análogamente, como 
función importante para estimar la verosimilitud marginal bajo M.\ propo­
nemos cg(6 ) — <72(0 ), con g2 {0 ) el producto de distribuciones Beta. Estas 
distribuciones importantes, aunque producen resultados más satisfactorios 
que los anteriores, siguen sin ser apropiadas. Notar que éste es un problema 
frecuente cuando se utiliza el método de muestreo importante para estimar 
funciones n-dimensionales, pues es difícil obtener distribuciones importantes 
eficientes. Por ello, esta herramienta de selección de modelos no nos parece 
aconsejable para la resolución del problema de selección presentado en este 
trabajo.
Veamos a continuación el modelo de Holt-Winters multivariante seleccio­
nado para el análisis conjunto de las series temporales de ocupación hotelera 
a partir de los distintos criterios de selección de modelos: AICc, BIC y DIC. 
En la tabla 4.1 se muestra el valor de estos criterios para el modelo de Holt- 
Winters multivariante general, A4o, y el modelo con parámetros de suavizado 
iguales, Aii,  así como los términos de penalización de cada criterio.
Si empleamos los criterios AICc o BIC para la resolución de nuestro 
problema de selección de modelos, el modelo escogido para el análisis multi­
variante de las series temporales es el modelo de Holt-Winters multivariante 
con parámetros de suavizado iguales para los modelos univariantes. En cam­
bio, si el problema de selección es resuelto mediante la utilización del criterio 
DIC, el modelo seleccionado es el modelo de Holt-Winters general.
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M q M  i
número parámetros 
D(¡P,%9)
término penalización AICc 
AICc
término penalización BIC 
BIC
E ( D ( ^ 6 ) \ y )
Pd
DIC
54
852.23
155.52
1007.75
280.42
1132.65
860.17
7.94
868.11
48
790.88
131.91
922.79
249.26
1040.14
837.48
46.60
884.08
Tabla 4.1: Criterios de selección para el modelo de Holt-Winters multiva­
riante en el análisis conjunto de las series de ocupación hotelera
Para entender mejor el motivo de esta diferencia en el modelo seleccio­
nado, expresamos el criterio DIC en su forma alternativa
DIC =  D(E(iP,E,e\y)) + 2PD
de manera que el primer término de la definición, la desviación Bayesiana 
calculada en la media a posteriori de los parámetros del modelo, es común en 
los tres criterios y la única diferencia radica en el segundo término o término 
de penalización. Dado que el término D(ip, £,0) asociado al modelo Ai i  es 
menor, los criterios AICc o BIC, cuya penalización al modelo M.q es siempre 
mayor, escogen el modelo M \.  En cambio, el término 2P¿>, número eficiente 
de parámetros incluidos en el modelo, es menor para el modelo A4o, sien­
do finalmente menor el valor del criterio DIC asociado al modelo general M.q.
A fin de valorar el comportamiento de los distintos criterios, recopila­
mos los errores de ajuste y de predicción, tablas 4.2 y 4.3 respectivamente, 
resultantes del análisis conjunto de las series temporales con el modelo de 
Holt-Winters multivariante general, Ato? y el modelo de Holt-Winters mul­
tivariante con parámetros de suavizado iguales, M \.  A modo comparativo, 
incluimos en las tablas los errores derivados de los análisis univariantes.
Como podemos observar, el modelo seleccionado mediante los criterios 
AICc y BIC, A4i, es el que da lugar a un mejor ajuste de los datos históri­
cos que conforman las series temporales. Además, el ajuste obtenido en el 
análisis multivariante de las series es mejor que el resultante de analizar las 
series de manera independiente a partir del modelo de Holt-Winters univa- 
riante. No obstante, tal y como ocurre en este ejemplo, el modelo que mejor 
se ajusta a los datos no es necesariamente el modelo con mayor precisión en
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Error ajuste Castellón Valencia Alicante Meda
H-W univariante 9.29 9.42 6.23 8.3L
H-W multivariante Ai o 9.70 11.14 6.37 9.07
H-W multivariante Aíi 8.78 8.89 6.06 7.9L
Tabla 4.2: Errores de ajuste obtenidos, para cada una de las series temporales 
de ocupación hotelera, en los análisis univariantes y multivariantes con el 
modelo de Holt-Winters general y el modelo con parámetros de suavizado 
iguales
Error predicción Castellón Valencia Alicante Media
H-W univariante 
H-W multivariante Ai o 
H-W multivariante Aíi
10.13
10.57
12.95
35.00
28.58
37.04
17.58
17.78
18.77
20.90
18.98
22.92
Tabla 4.3: Errores de predicción obtenidos, para cada una de las series tem­
porales de ocupación hotelera, en los análisis univariantes y multivariantes 
con el modelo de Holt-Winters general y el modelo con parámetros de sua­
vizado iguales
la predicción. Así pues, el modelo escogido a partir del criterio DIC, Ado, es 
el que proporciona predicciones más precisas, reduciendo incluso el error de 
predicción con respecto a los análisis univariantes.
Como conclusión final podemos destacar que el uso del modelo de Holt- 
Winters multivariante para el análisis conjunto de las series temporales de 
ocupación hotelera está justificado, pues las medias e intervalos de confianza 
a posteriori para los coeficientes de correlación (ver tabla 2.4) verifican la 
correlación existente entre las series. A partir del modelo multivariante es po­
sible mejorar el ajuste o la predicción con respecto a los análisis univariantes. 
Por otro lado, mientras que los criterios AICc y BIC seleccionan el modelo 
multivariante que proporciona un mejor ajuste para los datos históricos de 
las series, Aíi, el criterio DIC selecciona el modelo con mayor precisión de 
predicción, M .q. No obstante, si tenemos en cuenta la dificultad de análisis 
que supone el uso del modelo de Holt-Winters multivariante general, Ai o, 
en relación al modelo con parámetros de suavizado iguales, Aíi, podemos 
concluir que el criterio DIC penaliza muy poco el exceso de parámetros. 
Considerando además la reducción en el error de predicción resultante de 
analizar las series a partir del modelo Mq, podemos decir que los criterios 
AICc y BIC producen resultados más satisfactorios en este caso.
Capítulo 5
Resultados numéricos
El modelo de Holt-Winters multivariante general, al considerar un mayor 
número de parámetros, es mucho más complejo que el modelo univariante. 
Por tanto, su uso para el análisis de un conjunto de series temporales resulta 
adecuado si éstas presentan una correlación alta entre sí. En caso contrario, 
no existe una compensación entre el número de parámetros incorporados en 
el modelo y la información adicional proporcionada por las series incluidas. 
Consecuentemente, los resultados obtenidos tanto en el ajuste como en la 
predicción de las series pueden ser menos satisfactorios que los resultantes 
de los análisis univariantes.
Así pues, dado un conjunto de series temporales con errores posiblemente 
correlacionados en cada instante temporal, debemos decidir entre realizar un 
análisis multivariante de las mismas o analizarlas de manera independiente 
mediante el modelo de Holt-Winters univariante. Dicha decisión puede ba­
sarse en las estimaciones obtenidas para las distribuciones a posteriori de 
los coeficientes de correlación.
Si se verifica que errores contemporáneos en las series temporales uni­
variantes están correlacionados, el siguiente paso del análisis es seleccionar 
entre el modelo de Holt-Winters multivariante general, Afo, y el modelo con 
parámetros de suavizado idénticos para los modelos univariantes, M.\. Dicho 
problema de selección de modelos es resuelto mediante la utilización de los 
distintos criterios de selección. Una vez seleccionado el modelo, su análisis 
y el cálculo de predicciones, tanto puntuales como intervalos de predicción, 
son los descritos en los capítulos anteriores (capítulos 2 y 3 respectivamente 
para M q y M \).
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En este capítulo mostramos el análisis completo, mediante el procedi­
miento Bayesiano de predicción propuesto en esta memoria, de dos conjuntos 
de series temporales reales. El primero de ellos se corresponde con las series 
del Ibex 35 y del Dow Jones, principales índices de referencia de las bol­
sas española y estadounidense. Dado que las series temporales no presentan 
estacionalidad, utilizamos el modelo de Holt multivariante para su análisis. 
Además, este ejemplo nos permite mostrar la predicción de un paso cuando 
los valores de las series temporales son observados secuencialmente. En el 
segundo ejemplo analizamos las series temporales del número de pasajeros 
de cinco aeropuertos de Londres: Gatwick, Heathrow, London City, Luton 
y Stansted.
5.1. Indices bursátiles Dow Jones e Ibex 35
En esta sección se analizan las series temporales correspondientes al va­
lor de cierre del Dow Jones y del Ibex 35. El Ibex 35, elaborado por Bolsas 
y Mercados Españoles (BME) en 1989, es el principal índice de referencia de 
la bolsa española. Está formado por las 35 compañías de mayor liquidez que 
cotizan en el Sistema de Interconexión Bursátil Español (SIBE). Es un índi­
ce ponderado por capitalización bursátil, lo que significa que las empresas 
con mayor liquidez tienen más peso sobre el índice. El Dow Jones, creado 
en 1883 por Dow Jones & Company, refleja el comportamiento del precio 
de la acción de las 30 compañías industriales más importantes de Estados 
Unidos. Es el índice más antiguo y de mayor influencia del mundo.
En concreto, las series temporales que estudiamos están formadas por 
los valores de cierre de los índices en 91 días consecutivos: desde el 1 de 
Marzo hasta el 12 de Julio de 2007 para el Dow Jones y desde el 2 de Mar­
zo hasta el 13 de Julio de 2007 para el Ibex 35. El desfase temporal que 
observamos entre ambas series temporales permite suponer errores correla­
cionados para cada instante temporal, pues el valor de cierre del Dow Jones 
en un día particular influye en el valor de cierre del Ibex 35 del día siguiente.
Como puede observarse, las series temporales presentan una tendencia 
creciente pero no muestran componente estacional, por lo que utilizaremos el 
modelo de Holt para su análisis. Además, parece razonable suponer que los 
errores de las series en cada instante temporal están correlacionados, lo que 
justificaría el uso del modelo de Holt multivariante. Recordar (Proposición
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Figura 5.1: Gráfico temporal de las series del valor de cierre del Dow Jones 
(desde el 1 de Marzo hasta el 12 de Julio de 2007) y del Ibex 35 (desde el 2 
de Marzo hasta el 13 de Julio de 2007)
3.1) que el análisis del modelo de Holt multivariante es equivalente al análi­
sis del modelo de Holt-Winters multivariante fijando s = 1 y ipi = (6oñ coi)' 
con cqí = ao i -J- boi para i  =  1,2 , . . . ,  m .
Con el objetivo de mostrar el comportamiento de nuestro procedimiento 
de predicción, consideramos como datos históricos las 87 primeras observa­
ciones, utilizando las 4 últimas observaciones, correspondientes a la última 
semana, para valorar la precisión de nuestra predicción fuera de la muestra.
Para estimar la correlación existente entre las series simulamos N q + N  = 
55000 valores de la distribución a posteriori de los parámetros del modelo 
de Holt multivariante, ecuación (2.26). Para ello empleamos el algoritmo 
de Metrópolis-within-Gibbs propuesto en la sección 2.2.2 con la particulari­
dad de que, en cada iteración del algoritmo, repetimos 20 veces el paso 3, 
correspondiente a la simulación del vector de parámetros de suavizado, pues 
de este modo aceleramos la convergencia del algoritmo. Tras eliminar las 
No = 5000 primeras simulaciones de calentamiento, obtenemos una muestra 
{ ( ' í / ' ^ j E d e  la distribución a posteriori de los parámetros del 
modelo que satisface los criterios de convergencia. En la tabla 5.1 se reco­
gen las estimaciones de la media y del intervalo de probabilidad a posteriori 
del 95 % para los parámetros del modelo de Holt multivariante general. Los 
subíndices 1 y 2 hacen referencia a las series del Dow Jones y del Ibex 35 
respectivamente.
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90.025 media 90.975
G01 12040.41 12211.78 12380.82
&01 -73.17 5.64 69.43
«02 13624.39 13916.14 14207.82
bo2 -54.71 17.57 100.03
a  i 0.74 0.89 0.99
A 0.00 0.10 0.32
Oí 2 0.67 0.87 0.99
@2 0.00 0.04 0.14
° l 74.10 86.89 101.85
02 127.96 150.03 175.73
Pl2 0.12 0.34 0.53
Tabla 5.1: Estimaciones de las medias y de los intervalos de probabilidad 
a posteriori del 95 % para los parámetros del modelo de Holt multivariante 
resultante del análisis conjunto de las series del Dow Jones y del Ibex 35
A partir de la media y del intervalo de probabilidad a posteriori para 
el coeficiente de correlación ¿>12, podemos concluir que las series temporales 
están correlacionadas y, por tanto, el uso del modelo multivariante para su 
análisis está justificado. El siguiente paso del análisis es seleccionar entre el 
modelo de Holt multivariante general y el modelo con parámetros de suavi­
zado iguales.
Para la resolución del problema de selección de modelos a partir de los 
distintos criterios de selección (ver sección 4.3) es necesario obtener una 
muestra de la distribución a posteriori de los parámetros del modelo de 
Holt multivariante con parámetros de suavizado iguales, M.\. Para ello si­
mulamos, en primer lugar, una muestra de la distribución a posteriori de 
los parámetros de suavizado comunes f{9\y), ecuación (3.25), mediante el 
método de aceptación-rechazo propuesto en la sección 3.2.2. Posteriormente, 
para cada valor 6^  simulamos un valor de la matriz ipmat de las condiciones 
iniciales y de la matriz de covarianzas X¡ a partir de las distribuciones a pos­
teriori condicionales /(E |y, 6) y f{ipmat\y, £, 9), ecuaciones (3.20) y (3.19) 
respectivamente.
En particular simulamos N  =  10000 valores de la distribución f{9\y). La 
figura 5.2 muestra los histogramas de los parámetros de suavizado simulados
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así como las medias muéstrales (líneas rojas vericales).
H istogram n d e  ot H istogram a d e
l---------------------- 1----------------------- 1----------------------- 1---------------------- 1 i---------------------- 1---------------------1---------------------1----------------------1
OSO 0.85 0.90 0.95 1.00 0.00 0.02 0.04 0.06 0.08
Figura 5.2: Histogramas de los parámetros de suavizado simulados de su 
distribución a posteriori cuando las series del Dow Jones y del Ibex 35 son 
analizadas mediante el modelo de Holt multivariante con parámetros de 
suavizado iguales. Líneas rojas verticales: medias muéstrales
La densidad estimada del coeficiente de correlación p \ 2  junto con su me­
dia e intervalo de probabilidad a posteriori del 95 % se muestra en la figura 
5.3. Como puede observarse, la media y el intervalo de probabilidad son si­
milares a los obtenidos para el modelo de Holt multivariante general (ver 
tabla 5.1).
r—
o . o
i
0.4
I
0.60.2
Figura 5.3: Densidad estimada del coeficiente de correlación del modelo de 
Holt multivariante con parámetros de suavizado iguales resultante del análi­
sis conjunto de las series del Dow Jones y del Ibex 35
El valor de los criterios AICc, BIC y DIC, correspondientes a las mues­
tras simuladas de las distribuciones a posteriori de los parámetros de Mo,  
modelo de Holt multivariante general, y M \ ,  modelo con parámetros de 
suavizado iguales, se incluyen en tabla 5.2.
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Alo M i
número parámetros
£ > $ ,£ ,  5)
término penalización AICc 
AICc
término penalización BIC 
BIC
E(D(tP,Z,e)\y)
P d
DIC
11
1800.32
23.63
1823.95
56.75
1857.07
1808.36
8.04
1816.40
9
1796.00
19.09
1815.09
46.43
1842.43
1803.20
7.20
1810.40
Tabla 5.2: Criterios de selección para el modelo de Holt multivariante en el 
análisis conjunto de las series temporales del Dow Jones y del Ibex 35
El modelo seleccionado para la obtención de predicciones para los valores 
futuros de las series temporales es, independientemente del criterio utilizado, 
el modelo de Holt multivariante con parámetros de suavizado iguales, M \.
Por otro lado, este ejemplo nos permite ilustrar el comportamiento de 
nuestro procedimiento de predicción de un paso cuando los valores de las 
series son observados de manera secuencial, pues el valor de cierre del Dow 
Jones en un día concreto es observado con anterioridad al valor de cierre del 
Ibex 35 del día siguiente. Así pues, es posible modificar las predicciones de 
un paso obtenidas para el Ibex 35 en función de los valores observados del 
Dow Jones y obtener, de este modo, predicciones más precisas. Para ello, 
en lugar de obtener directamente predicciones para los 4 últimos valores de 
las series (consideramos como datos históricos las n =  87 primeras observa­
ciones) fijando el horizonte de predicción h = 4, consideramos 4 escenarios 
diferentes de manera que, en cada escenario, calculamos la predicción de un 
paso para los valores futuros de las series. Es decir, en el escenario í, para 
i = 1,2,3,4, suponemos conocidas las n + i — 1 primeras observaciones y 
calculamos la predicción de un paso para los valores futuros de las series. 
Entonces, una vez observado el valor del Dow Jones en el instante n +  i, 
la predicción calculada para el Ibex 35 es modificada en función del error 
de predicción de un paso asociado al Dow Jones, ver ecuaciones (3.8) - (3.10).
Las predicciones de un paso obtenidas, en cada uno de los 4 escenarios, 
para las series temporales del Dow Jones y del Ibex 35 cuando son analiza­
das mediante el modelo de Holt multivariante con parámetros de suavizado 
iguales, A4i, aparecen en las tablas 5.3 y 5.4 respectivamente. La tabla 5.5
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muestra las predicciones de un paso obtenidas para la serie del Ibex 35 cuan­
do se incorpora la información proporcionada por el correspondiente valor 
del Dow Jones. Para ilustrar como las predicciones originales del Ibex 35 
son modificadas en función de los errores de predicción de un paso asociados 
al Dow Jones, los valores reales de las series temporales son incluidos en 
las tablas. Finalmente, las tablas incluyen el error SMAPE de predicción 
correspondiente a las predicciones calculadas en los cuatro escenarios.
DJ
Predicción de un paso 
90.025 media 90.975
Valor finalmente 
observado
E-l
E-2
E-3
E-4
13457.62 13624.32 13791.01 
13497.26 13663.07 13828.87 
13351.80 13520.80 13689.73 
13419.54 13587.33 13755.11
13649.97
13501.70
13577.87
13861.73
error de predicción 0.95
Tabla 5.3: Predicciones de un paso para la serie del Dow Jones cuando es 
analizada mediante el modelo M.\
Predicción de un paso Valor finalmente
135 90.025 media 90.975 observado
E-l 14699.67 14988.84 15278.05 14823.90
E-2 14549.15 14839.25 15129.46 14766.20
E-3 14483.96 14772.71 15061.46 14941.80
E-4 14649.69 14939.10 15228.29 15023.50
error de predicción 0.83
Tabla 5.4: Predicciones de un paso para la serie del Ibex 35 cuando es ana­
lizada mediante el modelo M. \
Predicción de un paso Valor finalmente
I35|DJ 90.025 media 90.975 observado
E-l 14727.99 15002.26 15276.53 14823.90
E-2 14474.55 14755.89 15037.21 14766.20
E-3 14527.15 14801.76 15076.32 14941.80
E-4 14794.51 15084.15 15373.76 15023.50
error de predicción 0.65
Tabla 5.5: Predicciones de un paso para la serie del Ibex 35 resultantes de 
modificar las predicciones originales en función del error de predicción de un 
paso asociado al Dow Jones
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Los errores de predicción obtenidos para las series del Dow Jones y del 
Ibex 35 con el modelo univariante son 0.95 y 0.80 respectivamente, smila- 
res a los resultantes del análisis multivariante. La ventaja que presenta el 
análisis multivariante respecto al univariante es que las predicciones de un 
paso obtenidas para la serie del Ibex 35 pueden ser modificadas en función 
del error de predicción asociado al Dow Jones, obteniendo así prediccio­
nes más precisas que en el análisis univariante. Por otro lado, d tiempo 
de computación requerido para el análisis de las series mediante d modelo 
multivariante se ha reducido en un 45 % aproximadamente. Esto es cebido 
a que, en cada escenario, sólo es necesario obtener una muestra ce la dis­
tribución a posteriori del vector de los parámetros de suavizado comunes, 
mientras que en los análisis univariantes es necesario obtener una muestra 
de la distribución a posteriori de cada uno de los vectores de parámetros de 
suavizado.
Finalmente, los errores de predicción resultantes del análisis de las series 
temporales mediante el modelo de Holt multivariante general son 0.96 y 
0.86 respectivamente para las series del Dow Jones y del Ibex 35, similares 
a los obtenidos en el análisis mediante el modelo M.\. Así pues, d modelo 
seleccionado en este ejemplo a partir de los distintos criterios de selección 
es el modelo que proporciona ligeramente mayor precisión en la p:edicción 
además de requerir de un tiempo de computación menor.
5.2. Pasajeros de líneas aéreas
En esta sección analizamos las series temporales mensuales correspon­
dientes al número de pasajeros de cinco aeropuertos de Londres: Gatwick, 
Heathrow, London City, Luton y Stansted, desde Enero de 2001 lasta Di­
ciembre de 2007. Como podemos observar en los gráficos tempoiales, ver 
figura 5.4, las series presentan tendencia creciente y componente estacional, 
por lo que su análisis mediante el modelo de Holt-Winters está jmtificado. 
Además, parece razonable suponer que errores contemporáneos en las series 
temporales estén correlacionados, por lo que el uso del modelo multivariante 
podría resultar conveniente.
Con el objetivo de mostrar el comportamiento del procedimieito Baye- 
siano de predicción propuesto en esta memoria, consideramos cono datos 
históricos las observaciones correspondientes a los seis primeros aros (2001 
- 2006), mientras que las observaciones del último año (2007) son itilizadas 
para valorar la precisión de nuestra predicción fuera de la muestra
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Figura 5.4: Gráficos temporales univariantes y multivariante de las series 
mensuales del número de pasajeros, en millones, de cinco aeropueros de 
Londres
El primer paso del análisis es comprobar si los errores de las series tem­
porales en cada instante temporal realmente están correlacionados. Para ello 
simulamos, mediante el algoritmo de Metrópolis-within-Gibbs propuesto en 
la sección 2.2.2, No +  N  = 100000 valores de la distribución a posteriori de 
los parámetros del modelo de Holt-Winters multivariante general, ecuación 
(2.26). Para acelerar la convergencia del algoritmo de simulación repetimos, 
en cada iteración del algoritmo, 20 veces el paso 3, es decir, consideramos el 
valor de los parámetros de suavizado obtenido después de repetir 20 veces
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el algoritmo de Metrópolis empleado para su simulación. Tras eliminar las 
No = 50000 primeras simulaciones de calentamiento, obtenemos una mues­
tra de tamaño N  = 50000 de la distribución a posteriori de los parámetros 
del modelo que verifica los criterios de convergencia. Las estimaciones de la 
media y del intervalo de probabilidad a posteriori del 95 % para los coefi­
cientes de correlación pki, con k = 1,2,3,4 y Z = (k -f- 1), . . . ,  5, se recogen 
en la tabla 5.6. El subíndice 1 hace referencia a la serie de Gatwick, d 2 a 
Heathrow, el 3 a London City, el 4 a Luton y el 5 a Stansted.
90.025 m e d ia 90.975
P l 2 0.40 0.60 0.76
P l 3 -0.46 -0.19 0.11
P u 0.12 0.38 0.61
P l 5 0.08 0.34 0.57
P23 0.02 0.30 0.55
P24 -0.15 0.15 0.42
P25 0.23 0.47 0.68
P34 -0.46 -0.18 0.12
P35 -0.31 -0.02 0.27
P45 0.15 0.41 0.62
Tabla 5.6: Estimaciones de la media y del intervalo de probabilidad a poste­
riori del 95 % para los coeficientes de correlación del modelo de Holt-Winters 
multivariante en el análisis conjunto de las series temporales del número de 
pasajeros de cinco aeropuertos de Londres
A la vista de los resultados, podemos concluir que las series tempora­
les de Gatwick, Heathrow, Luton y Stansted presentan una correlación a.ta 
entre sí. Por tanto, se recomienda el modelo multivariante para su análisis 
pues, además de estar justificado, incorpora la correlación existente entre ]as 
series. La duda aparece en la inclusión de la serie temporal correspondiente 
a London City, representada por el subíndice 3, pues sólo está claramente 
correlacionada con la serie temporal de Heathrow. No obstante, dado que 
la serie guarda cierta relación con las demás, proponemos analizar las circo 
series conjuntamente mediante el modelo de Holt-Winters multivariante.
El siguiente paso del análisis es seleccionar entre el modelo de Hclt- 
Winters multivariante general, Alo, y el modelo con parámetros de suavi­
zado comunes para los modelos univariantes, M.\. Para ello, es necesario
5.2. PASAJEROS DE LÍNEAS AÉREAS 117
recurrir nuevamente a la simulación y obtener así una muestra de la distri­
bución a posteriori de los parámetros de M \. En primer lugar simulamos, 
mediante el algoritmo de aceptación-rechazo propuesto en la sección 3.2.2, 
una muestra de tamaño N  = 10000 de la distribución a posteriori de los 
parámetros de suavizado comunes f{0\y), ecuación (3.25). Posteriormente, 
para cada valor 6 ^  de la muestra simulamos un valor de la matriz 'ipmat de 
las condiciones iniciales y de la matriz de covarianzas E a partir de las dis­
tribuciones a posteriori condicionales /(E|?/, 0) y f{^mat\y, £, #), ecuaciones 
(3.20) y (3.19) respectivamente.
Los valores de los criterios AICc, BIC y DIC asociados al modelo de 
Holt-Winters multivariante general, A4o, y al modelo con parámetros de 
suavizado iguales, Aíi, se muestran en la tabla 5.7. El modelo seleccionado 
a partir de los criterios AICc y BIC para el posterior análisis de las series 
temporales es el modelo M \. En cambio, el modelo seleccionado cuando se 
utiliza el criterio DIC es el modelo Alo- Nuevamente, tal y como ocurría 
en el ejemplo de ocupación hotelera (ver tabla 4.1), el criterio DIC penaliza 
muy poco el exceso de parámetros. Por ello, y dado que no existe una gran 
diferencia entre los valores del criterio DIC correspondientes a Ai o y A4i, 
proponemos analizar conjuntamente las series temporales mediante el mo­
delo M \.
M 0 M i
número parámetros
D@, s ,5 )
término penalización AICc 
AICc
término penalización BIC 
BIC
E(D(\¡), E, 9)\y)
Pd
DIC
95
7970.87
259.09
8229.96
559.18
8530.05
8059.18
88.31
8147.49
83
8000.42 
216.52
8216.94
488.55
8488.97
8084.43 
84.01
8168.44
Tabla 5.7: Criterios de selección para el modelo de Holt-Winters multivarian­
te en el análisis conjunto de las series temporales del número de pasajeros 
en cinco aeropuertos de Londres
En la figura 5.5 encontramos, en color negro, el ajuste obtenido para 
cada una de las series temporales en la zona de estimación (2001 - 2006)
118 CAPÍTULO 5. RESULTADOS NUMÉRICOS
así como las predicciones puntuales para el año 2007 con el modelo M \ .  Las 
líneas negras discontinuas representan los intervalos de predicción del 95%.
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Figura 5.5: Ajuste y predicciones puntuales obtenidas, con el modelo de 
Holt-Winters multivariante con parámetros de suavizado iguales, para las 
series temporales del número de pasajeros en cinco aeropuertos de Londres. 
Líneas discontinuas: intervalos de predicción del 95 %
Los errores SMAPE de ajuste y de predicción resultantes del análisis 
multivariante de las series temporales mediante el modelo M \  se recogen 
en la tabla 5.8. A modo comparativo, los errores obtenidos en el análisis
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multivariante con el modelo general, M q, y en los análisis univariantes de 
las series son incluidos en la tabla.
Error SMAPE ajuste
Gatwick Heathrow London City Luton Stansted Media
H-W multivariante M .\ 2.65 2.43 5.09 2.74 2.87 3.16
H-W multivariante A 4o 2.74 2.59 5.07 2.69 2.81 3.18
H-W univariante 2.35 2.48 5.03 2.51 2.66 3.01
Error SMAPE predicción
H-W multivariante M .\ 0.88 1.65 16.32 5.48 4.40 5.75
H-W multivariante A io 2.09 2.44 16.36 7.79 4.37 6.61
H-W univariante 2.05 1.54 17.46 5.22 4.24 6.10
Tabla 5.8: Errores de ajuste y de predicción resultantes de los análisis mul­
tivariantes y univariantes de las series temporales del número de pasajeros 
en cinco aeropuertos de Londres
A partir de estos errores podemos concluir que, mediante el modelo de 
Holt-Winters multivariante con parámetros de suavizado iguales, M i,  se ob­
tienen las predicciones más precisas, mejorando incluso las resultantes de los 
análisis univariantes, mientras que el ajuste es del mismo orden. Por otro 
lado, el tiempo de cómputo requerido para el análisis multivariante se ha 
reducido, aproximadamente, en un 62 % respecto a los análisis univariantes. 
Así pues, el análisis multivariante, además de ser más rápido, mejora la pre­
dicción respecto a los análisis univariantes.
Una vez más, los criterios AICc y BIC producen resultados más satis­
factorios que el criterio DIC, que selecciona al modelo más complejo, M q. 
El ajuste y las predicciones obtenidos con este modelo son similares a los de 
los análisis univariantes, mientras que el tiempo empleado en el análisis es 
mucho mayor.
Finalmente, mostramos los resultados obtenidos cuando la serie tempo­
ral de London City es analizada de manera independiente con el modelo 
de Holt-Winters univariante y las demás series conjuntamente a partir del 
modelo multivariante pues, como hemos comentado anteriormente, sólo po­
demos asegurar la correlación de esta serie con la de Heathrow y, por tanto, 
su inclusión en el modelo multivariante podría no resultar adecuada. En 
primer lugar seleccionamos entre el modelo de Holt-Winters multivariante 
general, Ai o, y el modelo con parámetros de suavizado iguales, M i, re­
sultantes de la modelización conjunta de las series temporales de Gatwick, 
Heathrow, Luton y Stansted. Repitiendo los procedimientos de simulación 
descritos anteriormente, obtenemos una muestra de las distribuciones a pos-
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teriori de los parámetros de cada modelo que nos permiten calcular el valor 
de los criterios de selección correspondientes a A4q y Afi, ver tabla 5.9.
M  o M i
número parámetros
término penalización AICc 
AICc
término penalización BIC 
BIC
E ( D ( ^ tB)\y)
P d
DIC
74
6606.21
200.11
6806.32
419.06
7025.27
6666.07
59.86
6725.93
65
6569.97
168.65
6738.62
368.09
6938.06
6634.46
64.49
6698.95
Tabla 5.9: Criterios de selección para el modelo de Holt-Winters multivarian­
te en el análisis conjunto de las series temporales del número de pasajeros 
en Gatwick, Heathrow, Luton y Stansted
El modelo seleccionado para el posterior análisis de las series es, inde­
pendientemente del criterio empleado, el modelo M.\. Los errores de ajuste 
y de predicción obtenidos en el análisis se muestran en la tabla 5.10. A modo 
comparativo, los errores resultantes de analizar las series con el modelo de 
Holt-Winters multivariante general Mo son incluidos en la tabla. Notar que 
para la serie temporal de London City, los resultados son los obtenidos en 
el análisis univariante.
Error SMAPE ajuste
Gatwick Heathrow London City Luton Stansted Media
H-W multivariante A4i 2.28 2.19 5.03 2.53 2.68 2.94
H-W multivariante Alo 2.67 2.39 5.03 2.68 2.76 3.11
Error SMAPE predicción
H-W multivariante A li 2.02 1.73 17.46 5.22 4.29 6.14
H-W multivariante Alo 0.96 2.28 17.46 8.22 4.43 6.67
Tabla 5.10: Errores de ajuste y de predicción resultantes del análisis conjunto 
de las series temporales del número de pasajeros de Gatwick, Heathrow, 
Luton y Stansted mediante el modelo de Holt-Winters multivariante y del 
análisis univariante de la serie de London City
Como podemos ver, los resultados obtenidos en la predicción son lige­
ramente peores que los obtenidos cuando las cinco series temporales son
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analizadas de manera conjunta mediante el modelo de Holt-Winters multi­
variante (ver tabla 5.8). Así pues, tal y como proponíamos en un principio, 
el análisis univariante de alguna de las series temporales se recomienda so­
lamente cuando ésta, claramente, no presenta correlación con ninguna de 
las demás series. En otro caso, el modelo multivariante, al incorporar la 
correlación entre las series, puede dar lugar a un mejor ajuste y predicción.
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Capítulo 6
Conclusiones y futuras líneas 
de investigación
6.1. Conclusiones
En esta memoria presentamos una nueva formulación para el modelo de 
Holt-Winters multivariante con estacionalidad aditiva y errores aditivos que 
nos permite obtener predicciones precisas, tanto puntuales como intervalos 
de predicción, de un conjunto de series temporales con errores correlaciona­
dos para cada instante temporal.
Trabajando con alguna transformación de los datos, como por ejemplo 
la logarítmica, el modelo de Holt-Winters aditivo resulta adecuado para el 
análisis de series temporales donde la componente estacional o la varianza 
del error dependen del nivel de la serie, es decir, series que se ajustan al 
modelo de Holt-Winters multiplicativo.
La formulación del modelo de Holt-Winters multivariante aditivo como 
un modelo de regresión aparentemente no relacionado, modelo SUR, facili­
ta su análisis Bayesiano. A partir de distribuciones a priori convencionales 
no informativas obtenemos la distribución a posteriori para los parámetros 
del modelo que, aunque no es analíticamente tratable, puede ser estimada 
mediante métodos de simulación. En concreto, proponemos un algoritmo de 
Metropolis-within-Gibbs que nos permite simular de las condicionales com­
pletas a posteriori. Para el análisis conjunto de un número moderado de 
series temporales se recomienda el uso de la distribución a priori de Jeffreys, 
pues produce resultados similares a los obtenidos con la distribución de re-
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ferencia propuesta por Yang and Berger (1994), mientras que el tiempo de 
computación requerido para obtener una muestra de la distribución a pos­
teriori correspondiente disminuye ligeramente. Finalmente, la distribución 
predictiva, que contiene toda la información acerca de los valores futuros de 
las series temporales, es estimada mediante integración por Monte Cario.
En el caso de parámetros de suavizado iguales para los modelos univa­
riantes, el modelo de Holt-Winters multivariante puede ser formulado como 
un modelo de regresión multivariante tradicional, lo que simplifica conside­
rablemente su análisis. La distribución a posteriori de los parámetros del 
modelo sigue siendo analíticamente intratable pero, en este caso, sólo es 
necesario obtener una muestra de la distribución a posteriori marginal del 
vector 6 de los parámetros de suavizado comunes. Las distribuciones a pos­
teriori marginales para el vector de las condiciones iniciales ip y la matriz de 
covarianzas E pueden ser estimadas mediante integración por Monte Cario. 
Además, para obtener una muestra de f{0\y), al tratarse de una función 
tridimensional con soporte acotado, el cubo unidad, es posible emplear un 
algoritmo de aceptación-rechazo que, además de no presentar problemas de 
convergencia, es fácil de implementar y reduce el tiempo de computación 
considerablemente.
Así pues, una vez se ha decidido analizar las series temporales conjun­
tamente mediante el modelo multivariante, es necesario seleccionar entre el 
modelo de Holt-Winters multivariante general y el modelo con parámetros 
de suavizado iguales. Tras un estudio de los principales procedimientos Ba- 
yesianos de selección de modelos, proponemos emplear los criterios AICc o 
BIC, pues resultan sencillos de implementar y satisfactorios en los ejemplos 
numéricos presentados en la tesis.
Los resultados obtenidos en la predicción de los tres conjuntos de series 
temporales analizados en la memoria son alentadores. Mediante el modelo 
multivariante podemos obtener predicciones más precisas que las resultan­
tes de los análisis univariantes, obteniendo errores de predicción del mismo 
orden en el peor de los casos. Además, cuando las series temporales son ana­
lizadas conjuntamente a partir del modelo de Holt-Winters multivariante 
con parámetros de suavizado iguales, el tiempo empleado para su análisis es 
considerablemente menor que el requerido cuando las series son analizadas 
de manera independiente. El motivo radica en la necesidad de obtener, en 
los análisis univariantes, una muestra de la distribución a posteriori de cada 
uno de los vectores de parámetros de suavizado, f{0i\yi) para i = 1,2, . . . ,  m,
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mientras que en el análisis multivariante sólo se obtiene una muestra de la 
distribución a posteriori del vector de los parámetros de suavizado comu­
nes, f(0\y). Por lo tanto, cuando estudiamos series temporales con errores 
correlacionados y se cumple que los parámetros de suavizado de los mode­
los univariantes son iguales, el análisis multivariante es más rápido que los 
análisis univariantes, siendo posible además mejorar el ajuste y la predicción.
Por último, cuando las series temporales son observadas secuencialmente, 
como ocurre en el ejemplo de las series temporales del valor de cierre del Dow 
Jones y del Ibex 35, el empleo del modelo multivariante permite modificar 
las predicciones de un paso obtenidas originalmente para los valores futuros 
de las series en función de los errores de predicción de un paso disponibles. 
En consecuencia, las predicciones resultantes son mucho más precisas que las 
derivadas de los análisis univariantes, pues éstos no incorporan información 
acerca del comportamiento de otras series.
6.2. Futuras líneas de investigación
La realización de este trabajo nos ha abierto nuevos horizontes en los que 
seguir investigando. En primer lugar nos planteamos como futura línea de 
investigación el desarrollo de procedimientos de simulación más sofisticados 
que nos permitan superar las limitaciones de cálculo existentes. Como hemos 
mencionado anteriormente, el procedimiento de simulación propuesto para 
obtener una muestra de la distribución a posteriori, especialmente con el 
modelo de Holt-Winters multivariante general, requiere demasiado tiempo 
de computación para su utilización rutinaria.
Otro campo de actuación se centraría en el desarrollo de una herramienta 
de selección de modelos, fácil de implementar y alternativa a los criterios de 
selección, que nos permita resolver el problema de selección de modelos aso­
ciado al modelo de Holt-Winters multivariante. Aunque los criterios AICc y 
BIC seleccionan al modelo adecuado en los ejemplos numéricos analizados 
en la memoria, constatamos el problema que presentan estos procedimientos 
de selección. A pesar de que el modelo seleccionado para el posterior análi­
sis de las series temporales sea el modelo de Holt-Winters multivariante con 
parámetros de suavizado iguales, el cual reduce considerablemente el tiempo 
de análisis, es necesario obtener una muestra de la distribución a posteriori 
para los parámetros de cada modelo, con lo que realmente no se disminuye 
el tiempo de computación.
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