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a b s t r a c t
Cell movement is a complex process. Cells can move in response to a foreign stimulus in
search of nutrients, to escape predation, and for other reasons. Mathematical modeling
of cell movement is needed to aid in achieving a deeper understanding of vital processes
such as embryogenesis, angiogenesis, tumor metastasis, and immune reactions to foreign
bodies. In this work we consider cell movement that can be separated into two parts: one
part is in direct response to a stimulus and the other is due to uncertainties and other
reasons for the movement. In order to deal with the deterministic and random aspects
of cell movement, an individual based model is created to simulate cells moving in the
presence of heterogeneously distributed stimulus molecules. The model is then upscaled,
starting with an analysis of the transition probabilities of individuals at each site, to obtain
a continuous partial differential equation model. Finally, the two models are numerically
compared to each other for a variety of different parameter values.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
The study of cell movement is essential to the understanding of a wide variety of human processes. Individuals or
cells move in response to foreign stimuli such as external sources of nutrients, and chemical gradients, or to escape from
predators. Their movement, however, is not always entirely directed and has an uncertainty component. It might also not be
completely continuous, admitting periods of ‘‘rest’’. Most of the existingmathematicalmodels do not take into consideration
these important characteristics of movement.
There exist a wide variety of biological processes which depend on cells moving in response to a foreign stimulus. For
example, during the gestation process, cells determine their position within each body segment by communicating with
one another through signaling molecules [1,2]. The ability of cells to move and locate themselves in response to other
cells’ signaling molecules is vital to the creation of a healthy individual. Better understanding of this process will aid in
the prevention of malformations in newborns [1]. Another example of individual movement in response to external stimuli
can be found in the process called angiogenesis. Angiogenesis is the growth of new blood vessels from pre-existing vessels
and it plays a vital role in tumor growth and tumor metastasis [3,4]. New blood vessels are created following growth factors
like FGF (fibroblast growth factor) and VEGF (vascular endothelial growth factor) [3,2]. Their growth factors control the
direction in which the new vessels are formed. Mathematical modeling of angiogenesis could potentially help prevent
tumors from growing. A third example of individual movement in response to external stimuli can be found in the immune
system response to foreign bodies such as bacteria or medical implants [5–7]. When an intruder is detected by the immune
system, phagocytic cells move towards the site of invasion. The ability of the immune cells to recognize the foreign body
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Fig. 1. A diagram of the transition probabilities for cells in a 1D grid.
and accordingly direct their movement plays a fundamental role in infection control. Better insight into this process can aid
in the manufacture of safer implants and in the development of infection control strategies.
In order to model the complex movement of individuals in response to a foreign stimulus, we first start by developing
a discrete individual based model (IBM). We use discrete mathematical models since they are able to capture extremely
complex systems and all types of cell behavior can be added to the model relatively easily. The IBM model includes a
parameter that controls the percentage of random, and consequently of directed, movement. It is important to include a
random component and a directed component since biological models are clearly far from being deterministic and cells
do not necessarily behave in the same way in identical situations. In addition, the discrete model includes parameters that
account for how strongly cells ‘‘want’’ to remain in their current position as opposed to moving to another position. This
desire to ‘‘stay’’ may be in response to the foreign stimulus or in response to the environment itself.
However, discrete individual basedmodels are computationally expensive and in most cases only a very limited number
of individuals, in comparison to the number in real life problems, can bemodeled at the same time. To dealwith large number
of individuals, continuous models become more appropriate. In order to address situations where millions of individuals
move at the same time, we upscale the individual based model by considering the transition probabilities of each site from
one state to another and then taking appropriate limits as space and time steps tend to zero [8,9]. This approach leads
to a continuous partial differential equation (PDE) model that captures the complex movement of cells in response to the
stimulus. In the last section of the paper, we compare the discrete IBM and continuous PDE models through a series of
numerical simulations under a variety of different stimulus distributions and parameter values.
Previous works have also considered similar upscaling of discrete models of cell movement [9,10,8,11–13]. However,
none have included collectively a random component of the movement, the ability of cells to stay in their current position,
a stimulus that varies in time and space, and a parameter controlling how strong the cells’ predisposition is for staying in
their own place. This not only significantly complicates the corresponding mathematical models but also helps represent
more general and realistic classes of biological systems.
2. The individual based model
Consider an initial fixed number of individuals or cells and a fixed number of stimulus molecules (a chemical, for
example), which are distributed on a line gridwith a uniform distance between nodes given by1x. Define Zni = Z(i1x, n1t)
as the number of cells in position i1x at time n1t , where 1t is the size of the discrete time steps, and Rni = R(i1x, n1t)
as the number of stimulus molecules at position i1x and time n1t with i ∈ {. . . ,−3,−2,−1, 0, 1, 2, 3, . . .} and n ∈
{0, 1, 2, 3, . . .}. Each site in the lattice is empty, or occupied by cells, or occupied by stimulus molecules, or occupied by
both. We assume that several individuals can occupy a single site at the same time. At any moment n1t in time, cells and
stimuli can reallocate in space. Then, at time n1t , a cell at position i in the grid can do one of the following (Fig. 1):
• move rightward to position (i+ 1)1xwith probability pˆni ;• remain at its current position iwith probability sˆni ;• move leftward to position (i− 1)1xwith probability qˆni ,
where pˆni + qˆni + sˆni = 1.
Cellmovement can be divided into two parts: a randompart and a part that depends completely on the spatial gradient of
the stimulus distribution. In order to mathematically describe this model, we start by considering the randomwalk process
for a single individual on the set {. . . ,−3,−2,−1, 0, 1, 2, 3, . . .}. Let a(n) be a random variable that describes the position
of cell at time tn. Then, for our one-dimensional model we define:
• pˆni = P(a(n + 1) = (i + 1)1x|a(n) = i1x) =
 3−α
6

θ + (1 − θ)pni as the probability that an individual is at position
(i+1)1x at time (n+1)1t given that it was at position i1x at time n1t , i.e., the probability that an individual at position
i1x at time n1t will move to the right;
• qˆni = P(a(n + 1) = (i − 1)1x|a(n) = i1x) =
 3−α
6

θ + (1 − θ)qni as the probability that an individual is at position
(i−1)1x at time (n+1)1t given that it was at position i1x at time n1t , i.e., the probability that an individual at position
i1x at time n1t will move to the left;
• sˆni = P(a(n+ 1) = i|a(n) = i) as the probability that an individual is at position i1x at time (n+ 1)1x given that it was
at position i1x at time n1t , i.e., the probability that an individual at position i1x at time n1t will not move.
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Here pni and q
n
i represent the biased movements due to the presence of the stimulus in the vicinity of position i and depend
on Rni . The probability of randomly moving to the left is the same as the probability of randomly moving to the right and
equals
 3−α
6

θ . The parameter θ ∈ [0, 1] controls the proportion of movement that is random, with (1 − θ) representing
the proportion of biased movement that is influenced by the stimulus. The parameter α ∈ [0, 3] represents the strength of
the individuals’ preference for staying at their own site as opposed tomoving to a neighboring site. This preference depends
on the environment and it is independent of the stimulus. When α = 0 the movement is referred to as a ‘‘simple’’ random
walk [10] while when α > 0 it is referred to as a ‘‘sticky’’ random walk [14].
In the ‘‘sticky’’ random walk case (α > 0) individuals are able to remain at the same position i, i.e., sˆni ≠ 0. The biased
cell movement is governed by the probabilities pni and q
n
i which are defined as follows:
pni =
Rni+1
Rni−1 + αωRni + Rni+1
, qni =
Rni−1
Rni−1 + αωRni + Rni+1
, (1)
where the parameter ω ∈ [0,∞) controls the strength of attraction of individuals to the stimulus distribution at their
current location in comparison to the distribution of the stimulus in the neighboring sites, i.e., ω controls how strongly
individuals want to remain in their current position due to the presence of the stimulus. The effect of the parameter α differs
from that of the parameter ω as it controls the strength of attraction of individuals to their current location independently
of the stimulus distribution, and therefore controls the speed of the individual’s movement in the absence of a stimulus. The
variable
sni = 1− pni − qni =
αωRni
Rni−1 + αωRni + Rni+1
represents the probability that individuals will choose to stay based on the concentration of the stimulus at the present site
i. Note that since pˆni + sˆni + qˆni = 1, the following holds:
sˆni = 1− pˆni − qˆni = 1−

3− α
6

θ + (1− θ)pni

−

3− α
6

θ + (1− θ)qni

= 1− 2

3− α
6

θ − (1− θ)(pni + qni )
= 1−

3− α
3

θ − (1− θ)

Rni+1
Rni−1 + αωRni + Rni+1
+ R
n
i−1
Rni−1 + αωRni + Rni+1

= αθ
3
+ (1− θ)

αωRni
Rni−1 + αωRni + Rni+1

= αθ
3
+ (1− θ)sni .
In the ‘‘simple’’ random walk case (α = 0) individuals are not allowed to remain at the same position i, i.e., cells are
constantly moving. In that case sˆni = sni = 0 and the probabilities pni and qni are defined as follows:
pni =
Rni+1
Rni−1 + Rni+1
, qni =
Rni−1
Rni−1 + Rni+1
, (2)
with pni + qni = 1.
3. Upscaling into a partial differential equation model
Let us consider multiple individuals with an initial distribution u0i , and set u
n
i to be the expected number of individuals
occupying position i at time n. Then, using the transition probabilities defined in the previous section, un+1i can be written
in the following way:
un+1i = pˆni−1uni−1 + sˆni uni + qˆni+1uni+1. (3)
3.1. The ‘‘sticky’’ random walk
In the case where individuals are able to remain at the same position, i.e., α > 0 and pi and qni are defined by Eq. (1),
expanding uni−1 and u
n
i+1 in Eq. (3) into Taylor series yields
un+1i = pˆni−1

uni −
∂uni
∂x
(1x)+ 1
2
∂2uni
∂x2
(1x)2 − 1
3!
∂3uni
∂x3
(1x)3 + · · ·

+ qˆni+1

uni +
∂uni
∂x
(1x)+ 1
2
∂2uni
∂x2
(1x)2 + 1
3!
∂3uni
∂x3
(1x)3 + · · ·

+ sˆni uni .
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Further expanding pˆni−1 and qˆ
n
i+1 into Taylor series and rearranging terms yields
un+1i = uni (pˆni + qˆni + sˆni )− uni
∂
∂x
(pˆni − qˆni )1x+
1
2
uni
∂2
∂x2
(pˆni + qˆni )(1x)2 −
∂uni
∂x
(pˆni − qˆni )1x
+ ∂u
n
i
∂x
∂
∂x
(pˆni + qˆni )(1x)2 +
1
2
∂2uni
∂x2
(pˆni + qˆni )(1x)2 + · · · . (4)
Subtracting uni from both sides, grouping like terms, and dividing by1t leads to the following difference equation:
un+1i − uni
1t
= −uni
∂
∂x
(pˆni − qˆni )
1x
1t
+ 1
2
uni
∂2
∂x2
(pˆni + qˆni )
(1x)2
1t
− ∂u
n
i
∂x
(pˆni − qˆni )
1x
1t
+ ∂u
n
i
∂x
∂
∂x
(pˆni + qˆni )
(1x)2
1t
+ 1
2
∂2uni
∂x2
(pˆni + qˆni )
(1x)2
1t
+ · · · . (5)
Taking the limit in Eq. (5) as1x,1t → 0 while holding (1x)2
1t constant yields
∂u
∂t
= D∂
2u
∂x2
− ∂
∂x
(Vu), (6)
where
D = lim
1x,1t→0

pˆni + qˆni
2

(1x)2
1t
= lim
1x,1t→0
 3−α
6

θ + (1− θ)pni +
 3−α
6

θ + (1− θ)qni
2

(1x)2
1t
= lim
1x,1t→0

3− α
6

θ +

1− θ
2

Rni+1 + Rni−1
Rni+1 + αωRni + Rni−1

(1x)2
1t
=

3− α
6

θ + (1− θ)

1
2+ αω

C
and
V = lim
1x,1t→0

pˆni − qˆni
1x

(1x)2
1t
= lim
1x,1t→0(1− θ)

pni − qni
1x

(1x)2
1t
= lim
1x,1t→0(1− θ)
2
3

Rni+1 − Rni−1
21x

3
Rni+1 + αωRni + Rni−1

(1x)2
1t
= (1− θ)

2
2+ αω

1
R
∂R
∂x
C,
with C = (1x)2
1t and R = R(x, t) representing the stimulus concentration at site x and time t .
3.2. The ‘‘simple’’ random walk
In the case where individuals are not allowed to stay (α = 0), the expression for the expected number of individuals
un+1i occupying position i at time n+ 1 reduces to
un+1i = pˆni−1uni−1 + qˆni+1uni+1, (7)
with pi and qni defined by Eq. (2). Like in the derivation in the above subsection, expanding u
n
i−1, u
n
i+1, pˆ
n
i−1, and qˆ
n
i+1 into
Taylor series yields the following expression:
un+1i = uni (pˆni + qˆni )− uni
∂
∂x
(pˆni − qˆni )1x+
1
2
uni
∂2
∂x2
(pˆni + qˆni )(1x)2
− ∂u
n
i
∂x
(pˆni − qˆni )1x+
∂uni
∂x
∂
∂x
(pˆni + qˆni )(1x)2 +
1
2
∂2uni
∂x2
(pˆni + qˆni )(1x)2 + · · · .
Subtracting uni from both sides of the above equation, grouping like terms, and dividing by 1t leads to the following
difference equation:
un+1i − uni
1t
= − ∂
∂x
(uni (pˆ
n
i − qˆni ))
1x
1t
+ ∂
2uni
∂x2

pˆni + qˆni
2

(1x)2
1t
+ · · · . (8)
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Taking the limit as1x,1t → 0 while holding (1x)2
1t constant yields the following continuous model:
∂u
∂t
= D∂
2u
∂x2
− ∂
∂x
(Vu), (9)
where
D = lim
1x,1t→0

pˆni + qˆni
2

(1x)2
1t
= lim
1x,1t→0

1
2θ + (1− θ)pni + 12θ + (1− θ)qni
2

(1x)2
1t
=

θ + (1− θ)(pni + qni )
2

C = 1
2
C,
and
V = lim
1x,1t→0

pˆni − qˆni
1x

(1x)2
1t
= lim
1x,1t→0(1− θ)

pni − qni
1x

(1x)2
1t
= lim
1x,1t→0(1− θ)

Rni+1 − Rni−1
21x

2
Rni+1 + Rni−1

(1x)2
1t
= (1− θ)1
R
∂R
∂x
C,
with C and R defined as in the previous subsection. Note that in the case where α = 0, Eq. (6) simplifies to Eq. (9), which
implies that when individuals are not ‘‘allowed’’ to stay, the two equations are equivalent. This is also consistent with our
earlier results in [8].
3.3. Constant cell advection
Suppose that pˆni = pˆ and qˆni = qˆ are constant in time and space, i.e., pni = p and qni = q. In this case, the mathematical
model represents a cell movement in the presence of a linear constant distribution of stimulus molecules and the PDE
reduces to
∂u
∂t
= D∂
2u
∂x2
− V ∂u
∂x
, (10)
where V = lim1x,1t→0(pˆ − qˆ)1x1t =

pˆ−qˆ
1x

C and D = 2+θ6 C or D = 12C , with C = (1x)
2
1t , depending on whether
individuals are allowed to stay at the same position or not. Eq. (10) represents a general advection–diffusion equationwhere
the advection is constant in time and in space, and has been used in the literature to model, for example, the movement
of blood vessels during embryonic development or towards tumor formations, which is also known as angiogenesis [2,3],
among other processes.
4. Numerical simulations
In order to validate the proposed new continuous partial differential equation model, we numerically solve Eq. (6) using
the classic finite difference method, with centered differencing in space and forward differencing in time [15], and compare
the results to a series of Monte Carlo simulations [16] using 10,000 iterations in the discrete individual based model. The
results of these comparisons are shown in Figs. 2–5 below.
First, the continuous partial differential equationmodel and the individual basedmodel are tested by running simulations
in the presence of a constant uniform distribution of stimuli. For both models, the simulation starts with a constant
distribution of cells at the center of the line segment. Simulations are run for the time values T = 5 and T = 20. As
expected, in the presence of a constant uniform distribution of stimuli, cell movement mimics the behavior of the solution
of a simple diffusion PDE. The results can be seen in Fig. 2.
As a next step, themodels are testedwith a stimulus distributionwhich does not change in time. As before, the simulation
startswith a constant cell distribution in themiddle of the line segment. In addition, twoGaussian hills of stimulusmolecules
are placed on each side of the cells (Fig. 3). The stimulus hill on the right is weak but positioned closer to the cells, while the
stimulus hill on the left is stronger but positioned farther from the cells. All figures are run for T = 20, in order for the cells
to reach the stimulus hills.
Fig. 3(a) is generated using parameter values α = 1, ω = 1 and θ = 0.2 which represent the base parameter set. For
the rest of the figures, the values of the parameters are varied one at a time. It can be seen in Fig. 3(b) that when α increases
to the value 3, it takes longer for the cells to reach the stimulus, since cells have a greater tendency to remain at their
current site. In Fig. 3(c), the parameter ω is increased; however, cells do not take longer to reach the stimulus, and it is only
when the stimulus is reached that their speed of movement decreases. This can be attributed to the fact that this parameter
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(a) T = 5, α = 1, ω = 1, θ = 0.2. (b) T = 20, α = 1, ω = 1, θ = 0.2.
Fig. 2. Cell movement in the presence of a constant uniform distribution of stimuli.
(a) T = 20, α = 1, ω = 1, θ = 0.2. (b) T = 20, α = 3, ω = 1, θ = 0.2.
(c) T = 20, α = 1, ω = 5, θ = 0.2. (d) T = 20, α = 1, ω = 1, θ = 0.8.
Fig. 3. Cell movement in the presence of two asymmetric Gaussian hills of constant stimuli.
controls the tendency of cells to remain at their current site caused by the stimulus. Next, in Fig. 3(d), the parameter θ ,
which controls the proportion of the movement that is random, is increased. As a consequence of increasing diffusion, cells
are able to randomly move and sense the strong stimulus on the left. This shows that individuals with a higher proportion
of random movement might have an advantage in situations where the stimulus is beneficial to the cells and the stronger
stimulus is out of the initial sensitivity range.
In order to test situations where stimuli change in time and space, a series of simulations are run where the initial
stimulus distribution moves from left to right in the line segment (Fig. 4). As before, the simulation starts with a constant
cell distribution in the middle of the line segment. In addition, the stimulus is initially distributed as a Gaussian hill on
the left of the cells. As time goes by, the Gaussian hill moves slowly to the right. Both models are run for values of time
T = 5, T = 10, T = 15 and T = 20.
Finally, a series of simulations are run where two Gaussian stimulus hills are placed on each side of the initial cell
distribution. At T = 0, the stimulus on the right is weakwhile the stimulus on the left is strong. As time goes by, the stimulus
on the right increases while the stimulus on the left decreases. Simulations are run for values of time T = 5, T = 10, T = 15
and T = 20 (Fig. 5).
Notice that in all of the numerical simulations presented a very good agreement is found between the solutions of the
discrete IBMmodel and those of the continuous PDE model. A comparison of the cpu time used in Matlab R⃝ to compute the
PDE and IBM numerical solutions is presented in Table 1.
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(a) T = 5, α = 1, ω = 1, θ = 0.2. (b) T = 10, α = 1, ω = 1, θ = 0.2.
(c) T = 15, α = 1, ω = 1, θ = 0.2. (d) T = 20, α = 1, ω = 1, θ = 0.2.
Fig. 4. Cell movement in the presence of a rightward displacing stimulus.
(a) T = 5, α = 1, ω = 1, θ = 0.2. (b) T = 10, α = 1, ω = 1, θ = 0.2.
(c) T = 15, α = 1, ω = 1, θ = 0.2. (d) T = 20, α = 1, ω = 1, θ = 0.2.
Fig. 5. Cell movement in the presence of two asymmetric stimulus hills which change in intensity.
5. Discussion and conclusions
In this study we explored an approach of upscaling a discrete IBM model to a continuous PDE model. The individual
based model represented the movement of cells in response to a stimulus whose concentration varies in time and space.
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Table 1
Comparative cost of the PDE and IBM models implemented on an Intel R⃝ CoreTM CPU 2.53 GHz for T = 20.
Problem Figure PDE model IBM model
cpu (s) cpu (s)
Simple diffusion 2 5.627894 8.558106
Asymmetric Gaussian hills 3 5.875452 7.635090
Rightward displacing stimulus 4 6.634932 8.344369
Intensity changing stimulus 5 6.485274 7.975513
The movement was divided into two components: a random part and a directed part. The approach was based on transition
probabilities which depend on the distribution of the stimulus molecules in space and time. In addition, we included
parameters in the model to account for the strength of attraction of individual cells to their current site, both depending on
and independently of the present stimulus. This led to equations that in the limit as 1t and 1x tend to zero give rise to a
continuous PDE model.
We compared the numerical solutions of the PDEmodel with a series of 10,000Monte Carlo simulations of the individual
basedmodel in order to validate the continuous equations. Simulations were done for different values of the parameters, for
different stimulus distributions, and for differentmoments in time. This allowed us to examine the effects of each parameter
on the cell movement and the final cell distribution.
The dual approach taken presents amore complete understanding of the biological problemas it describes the population
level dynamics derived directly from the individual based interactions. Other works have considered upscaling of discrete
modelswhere cells are constantlymoving and thedirection ofmovement is governedby a constant concentration gradient of
the stimulus,while in our discretemodel, we have allowed cells to stay in their current site and the stimulus concentration to
vary in space and time. Little has been done in the literature to model such complex biological systems, where diffusion and
advection coefficients vary in time and space. The model presented agrees with other existing models in the literature [10]
in the special cases when our modeling assumptions are simplified.
As a next step in our research, we plan to derive an equation for the change in the stimulus distribution and to extend the
modeling system to represent movements in higher dimensions. We also plan to incorporate possible interactions between
the individuals and the stimulus, such as depletion of the stimulus due to the presence of individuals, as in predator–prey
systems [5] or a positive feedback system where cells release more stimulus molecules when they encounter stimulus
molecules in the environment.
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