The Past, Present, and Future of Dynamic Performance Research by Sturman, Michael C.
Cornell University School of Hotel Administration 
The Scholarly Commons 
Articles and Chapters School of Hotel Administration Collection 
2007 
The Past, Present, and Future of Dynamic Performance Research 
Michael C. Sturman 
Cornell University, mcs5@cornell.edu 
Follow this and additional works at: https://scholarship.sha.cornell.edu/articles 
 Part of the Human Resources Management Commons 
Recommended Citation 
Sturman, M. C. (2007). The past, present, and future of dynamic performance research [Electronic 
version]. Retrieved [insert date], from Cornell University, School of Hospitality Administration site: 
http://scholarship.sha.cornell.edu/articles/121 
This Article or Chapter is brought to you for free and open access by the School of Hotel Administration Collection 
at The Scholarly Commons. It has been accepted for inclusion in Articles and Chapters by an authorized 
administrator of The Scholarly Commons. For more information, please contact hotellibrary@cornell.edu. 
If you have a disability and are having trouble accessing information on this website or need materials in an 
alternate format, contact web-accessibility@cornell.edu for assistance. 
The Past, Present, and Future of Dynamic Performance Research 
Abstract 
This article reviews the extensive history of dynamic performance research, with the goal of providing a 
clear picture of where the field has been, where it is now, and where it needs to go. Past research has 
established that job performance does indeed change, but the implications of this dynamism and the 
predictability of performance trends remain unresolved. Theories are available to help explain dynamic 
performance, and although far from providing an unambiguous understanding of the phenomenon, they 
offer direction for future theoretical development. Dynamic performance research does suffer from a 
number of methodological difficulties, but new techniques have emerged that present even more 
opportunities to advance knowledge in this area. From this review, I propose research questions to bridge 
the theoretical and methodological gaps of this area. Answering these questions can advance both 
research involving job performance prediction and our understanding of the effects of human resource 
interventions. 
Keywords 
dynamic performance research, job performance 
Disciplines 
Human Resources Management 
Comments 
Required Publisher Statement 
© Emerald. Final version published as: Sturman, M. C. (2007). The past, present, and future of dynamic 
performance research, In J. J. Martocchio (Ed.), Research in Personnel and Human Resources 
Management: Vol. 26 (pp. 49-110). Bingley, UK: Emerald Group Publishing Limited. Reprinted with 
permission. All rights reserved. 
This article or chapter is available at The Scholarly Commons: https://scholarship.sha.cornell.edu/articles/121 
The Past, Present, and Future of Dynamic Performance Research 
 
Michael C. Sturman 
This article reviews the extensive history of dynamic performance research, with 
the goal of providing a clear picture of where the field has been, where it is now, and 
where it needs to go. Past research has established that job performance does indeed 
change, but the implications of this dynamism and the predictability of performance 
trends remain unresolved. Theories are available to help explain dynamic performance, 
and although far from providing an unambiguous understanding of the phenomenon, 
they offer direction for future theoretical development. Dynamic performance research 
does suffer from a number of methodological difficulties, but new techniques have 
emerged that present even more opportunities to advance knowledge in this area. From 
this review, I propose research questions to bridge the theoretical and methodological 
gaps of this area. Answering these questions can advance both research involving job 
performance prediction and our understanding of the effects of human resource 
interventions. 
Introduction 
The extensive history to the study of employee job performance is filled with research that is 
predominantly static in nature. That is, most of this research examines the correlates of various sorts of 
job performance ratings, with the often implicit assumption that the results would generalize to the 
same population of subjects at any other point in time. Yet there is abundant, and as I will argue in this 
paper overwhelming, evidence that indeed individuals’ job performance does change with time. 
Accepting that an individual’s job performance changes, also known as dynamic performance or 
dynamic criteria, requires research on job performance to consider the effects associated with the 
passage of time (Hulin, Henry, & Noon, 1990). Sometimes, time-related issues seem to receive some 
acknowledgment, such as demonstrated by the extensive use of variables such as age, organizational 
tenure, or job experience as controls (Sturman, 2003), yet job performance research still primarily 
focuses on the cross-sectional prediction of what is commonly called the criterion (Austin & Villanova, 
1992; Campbell, 1990; Dunnette, 1963). 
Even though the examination of job performance at a given point in time is most common, job 
performance, perhaps more than any other individual-level variable in organizational research, has been 
examined in conjunction with time. Research has considered job performance longitudinally since at 
least the 1940s (e.g., Kunst, 1941; Rothe, 1946, 1947), and effects associated with time have long been 
recognized as important when measuring job performance (e.g., Ghiselli, 1956; Ghiselli & Haire, 1960). 
Research on dynamic performance has most often been framed as a critical issue for selection (e.g., 
Ghiselli & Haire, 1960; Henry & Hulin, 1989; Prien, 1966; Steele-Johnson, Osburn, & Pieper, 2000). If 
performance changes over time, then the validity of selection devices for predicting job performance 
obtained from an original validation study may not be stable over time. But the impact of a dynamic 
criteria reaches far beyond just selection. Human resource researchers investigate how employees are 
selected, placed, developed, trained, appraised, and compensated within their organizations, processes 
all intended to affect job performance and all inherently involving the passage of time. For our field to 
understand employee job performance we require an understanding of what happens to this 
performance with the passage of time. Nevertheless, despite the time that has passed since issues 
related to dynamic performance were first raised, there has been less progress in this area than its long 
history might suggest. 
The study of dynamic performance is also complicated by a wide array of methodological issues. 
First, although time is inherently a longitudinal issue, cross-sectional research can be used to address 
questions related to the effects of time. It is important to understand where cross-sectional research 
can and cannot help explain the effects on performance associated with time. Second, recent advances 
in analytical methods are providing new means to analyze longitudinal data. These methods open up a 
wide range of possibilities for examining job performance as it relates to time, with each method 
possessing different assumptions, advantages, and weaknesses. Third, the very nature of studying job 
performance over time gives rise to a variety of methodological problems that will confront all research 
on the topic. These issues cause any longitudinal analysis of performance ratings to be at least 
somewhat flawed, and so it is important to understand the implications of these necessary data 
limitations. To advance our knowledge about dynamic performance, it is important to have a good 
understanding of the methodological issues facing those who study the effects associated with time on 
job performance. 
The purpose of this article is to review the current state of knowledge about dynamic 
performance, discuss the relevant analytical methods and issues, and provide some structure to 
emerging research in this area. The alignment of past work, past theories, new theories, and 
methodological advances provides an exciting opportunity for research of both applied and theoretical 
value. It is my hope that not only will this review clarify the current state of knowledge regarding job 
performance considered within the context of time, but also will inspire more research on the 
phenomenon. 
Defining Job Performance and Dynamic Performance 
Before reviewing research and theory on dynamic performance, it is critical first to articulate 
both how job performance itself and the phenomenon of dynamic performance have been defined. Past 
research in this area has used a variety of measures and definitions of both. My goal here is to review 
past practices and provide clear definitions that I will employ for the rest of this paper. 
Defining Job Performance 
Past research on job performance has most commonly defined the construct as behaviors that 
are under the control of the individual and that contribute to the goals of the organization (Dunnette, 
1963; Campbell, 1990; Campbell, McCloy, Oppler, & Sager, 1993; Motowidlo, Borman, & Schmitt, 1997; 
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issue here is that job performance is defined as behavior, and hence distinguishable from the results of 
such behavior. While this definition is applicable to the performance of work in any role within any form 
of organization (Campbell, 1990), I will assume here that this behavior is within the context of an 
employment relationship. The employing organization is also assumed to have goals, with the job 
performance in some way (directly or indirectly) being able to contribute to those goals. 
Past research focused on understanding the definition and conceptualization of job 
performance has usually employed this definition. Other research, and particularly research involving 
performance over time, has also considered job performance in different ways. Previous longitudinal job 
performance research often uses results-based measures, such as sales or output rates (Sturman, 
Cheramie, & Cashen, 2005). It is also important to note that job performance has been considered as 
the organizational value associated with employees’ behaviors (Brogden & Taylor, 1950; Schmidt & 
Kaplan, 1971). Papers taking this perspective are based on the idea that employees’ behaviors and the 
results of their behaviors have a direct or indirect association with organizational value, and this value 
can be approximated and studied as a substantive outcome. This performance value, often referred to 
as utility, relates to the particular monetary value associated job performance behaviors (Boudreau, 
1991). From this perspective, research has estimated the value of various human resource programs by 
considering the stream of costs and benefits associated with employee performance, often in a 
longitudinal context (e.g., Boudreau & Berger, 1985; Sturman, 2000; Sturman, Trevor, Boudreau, & 
Gerhart, 2003). 
Any review of the research on job performance and time must therefore be careful to 
distinguish between, but still consider, the various forms of performance that have been examined. It is 
important (1) to note that these conceptualizations of job performance are very different and (2) to 
make a distinction between the theoretical and methodological issues relevant to understanding each. 
For this paper, I specifically distinguish between job performance(behaviors), job performance(results), and job 
performance(utility). Unless otherwise noted, for simplicity and space, references to ‘‘job performance’’ will 
refer to job performance(behaviors). 
Defining Dynamic Performance 
Past Definitions 
Research considering job performance over time has also devoted energy to the definition of 
what it means for performance to be dynamic. For much of the history of the literature, three 
definitions generally prevailed. Two definitions involve evidence from the individual-level of analysis; 
the third about changes at the group-level. 
First, performance dynamism may be defined as occurring when the rank-ordering of scores on 
the criterion change over time (Barrett, Caldwell, & Alexander, 1985; Deadrick & Madigan, 1990; 
Hanges, Schneider, & Niles, 1990). This definition of dynamic performance has most often led to the 
examination of correlations between criterion scores at multiple points in time. Such studies have been 
framed as considering the test–retest reliability or the stability of performance ratings. 
Second, performance dynamism has been defined as occurring when predictor validities change 
over time (Austin, Humphreys, & Hulin, 1989; Barrett et al., 1985; Ghiselli, 1956; MacKinney, 1967; 
Prien, 1966; Smith, 1976; Steele-Johnson et al., 2000). Research using this definition has focused on 
examinations of the validity of selection devices for predicting job performance of employees over 
multiple time periods. Some have argued that a dynamic criterion would lead to a decrease in validity 
over time (Austin et al., 1989); others have suggested that simply the fluctuation of validity is evidence 
of a dynamic criterion (Barrett et al., 1985); still others have argued that dynamic criteria could lead to 
predictors becoming more valid with time (Ackerman, 1987; Murphy, 1989). 
Third, performance dynamism has been defined as changes over time in the average level of 
group performance (Barrett et al., 1985; Hanges et al., 1990). This definition has been criticized as the 
weakest conceptually and operationally (Barrett et al., 1985). In part, average performance curves may 
not reflect the shape of the individual performance curves comprising them. Group-level performance 
could even change when individuals’ performance remains constant if the performance level of those 
leaving the organization were different than the performance level of those entering (Boudreau & 
Berger, 1985). 
Proposed Definition of Dynamic Performance 
The three definitions for dynamic performance present an interesting divergent set of ways of 
considering performance over time, and the use of any single definition has often led to very different 
research tasks. The problem with these definitions is that they do not present a logically consistent set 
of classifications. That is, it is possible for the first condition to be met without meeting the second or 
third definitions. Similarly, the third definition could be met without meeting the first two. The reason 
this occurs is that the second and third definitions consider the potential consequences of dynamic The 
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definition of dynamic performance should be based on the first definition – changes in the rank-order 
(or correlations) of job performance over multiple time periods – because it is the only definition that 
directly addresses the issue of stability (Hanges et al., 1990). Moreover, this dynamism should occur 
specifically for job performance(behaviors). While the same definition (i.e., changes in the rank-order) can 
be applied to any outcome, the definition of job performance should be consistent with the view that 
job performance connotes behaviors. Environmental changes that affect performance results or utility 
(such as changes in situational constraints), while potentially related to job performance(behaviors), should 
be recognized as a different phenomenon and not direct evidence of dynamic performance. With this 
perspective, research can easily distinguish between dynamic performance and the consequences of this 
dynamism, such as changes in the validity of selection devices (i.e., the second definition), changes in job 
performance ratings aggregated to a group-level (i.e., the third definition), changes in job 
performance(results), or changes in job performance(utility). 
The first definition, though, needs to be considered carefully. A correlation less than one 
between performance measures is not necessarily indicative of performance dynamism. Rather, 
correlations between performance measures over time may be affected by measurement error rather 
than actual changes in job performance (Barrett et al., 1985; Hanges et al., 1990; Sturman et al., 2005), 
and it is important to distinguish between temporal consistency, stability, and test–retest reliability 
(Sturman et al., 2005). Temporal consistency is the correlation between performance measures at 
different points of time (Heise, 1969; Sturman et al., 2005). It captures the relationship between 
measures of job performance but not necessarily of the true construct of performance. Test–retest 
reliability refers to the amount of transient error that affects ratings of job performance at different 
points in time (Sturman et al., 2005). For performance to be dynamic, changes must occur to the 
construct of performance. This has been defined as stability: the extent to which the true value of a 
construct remains constant over time (Carmines & Zeller, 1979; Sturman et al., 2005). I thus define 
dynamic performance as a lack of stability in job performance(behaviors) over time. 
The Past: Three Streams of Dynamic Performance Research 
When one looks at the body of research related to performance and time, three streams of 
work emerge. All three lines of research involve the prediction of job performance, yet the way these 
goals are pursued are markedly differently, thereby involving notably different theoretical and 
methodological issues. These three areas of research are (1) the search for evidence of the dynamic 
performance phenomenon, (2) the prediction of changes in job performance, and (3) the prediction of 
job performance trends. 
Evidence of Dynamic Performance 
The earliest work on dynamic performance primarily focused on measuring job performance 
over time and the implications of any inconsistency for the validation of selection devices. Much of this 
early research addressed the question of ‘‘is performance dynamic?’’ That is, does job performance 
satisfy the earlier definitions of dynamic performance articulated above. 
This work on dynamic performance was concerned with describing the nature of performance 
consistency. Essentially, this research challenged the assumption of a criterion that is reliable across 
time. While psychological research often insists on a highly reliable measure of job performance (or for 
that matter, any criterion) assessed at a point in time, scant attention was paid to whether the criterion 
had reliability from one time-period to the next. Consequently, a body of research emerged examining 
the reliability of performance ratings at various time lags (e.g., Ghiselli, 1956; Prien, 1966; Rambo, 
Chomiak, & Price, 1983; Rambo, Chomiak, & Rountree, 1987; Rothe, 1946, 1978; Rothe & Nye, 1958, 
1959, 1961). 
Other work in this area sought to determine the prevalence of simplex (or quasi-simplex) 
patterns in measures of job performance (e.g., Bass, 1962; Deadrick & Madigan, 1990; Dennis, 1954, 
1956; Ghiselli & Haire, 1960; Hanges et al., 1990; Henry & Hulin, 1987). For job performance, the simplex 
pattern of correlations (Guttman, 1955; Humphreys, 1960) is a systematic decrease in the magnitude of 
correlations between measures of job performance as the time-span between performance measures 
increases. A perfect simplex is based on a model with no or negligible measurement error; a quasi-
simplex model includes a measurement model (Jöreskog, 1970). If job performance follows a simplex or 
quasi-simplex pattern, and especially if that led to correlations between measures of performance 
approaching zero, then this would suggest that the validity of selection devices could not be generalized 
across time. If true, then the utility (economic and practical) of selection devices would be much lower 
than cross-sectional research has suggested (Henry & Hulin, 1987). 
In all, this body of research resulted in strong, arguably undeniable, support of a lack of 
performance consistency. Empirically reviewing the research, Sturman et al. (2005) attempted to partial 
out unreliability from stability, and thus present information on the extent to which performance truly is 
dynamic. The results of their study showed that while there is evidence of test–retest unreliability (and 
other measurement error) causing some of the observed inconsistency in job performance ratings over 
time, job performance ratings (both job performance(behaviors) and job performance( results)) are 
dynamic. While there remains debate in the literature as to the pervasiveness and extent of 
performance changes (e.g., Austin et al., 1989; Barrett & Alexander, 1989; Barrett et al., 1985), and 
there does appear to be at least some portion of job performance that is stable over time (Hanges et al., 
1990; Sturman et al., 2005), there is now abundant research and general consensus that job 
performance does change over time (Deadrick &Madigan, 1990; Deadrick, Bennett, & Russell, 1997; 
Henry & Hulin, 1987; Hofmann, Jacobs, & Baratta, 1993; Hofmann, Jacobs, & Gerras, 1992; Hulin et al., 
1990; Ployhart & Hakel, 1998; Sturman & Trevor, 2001; Sturman et al., 2005). Still in question, though, 
are the implications of performance dynamism and the causes and correlates of individual job 
performance changes over time. 
Changing Predictability of Job Performance 
Explicitly stated in some research on dynamic performance, and implicit in others, is that the 
presence of dynamic criteria poses a significant problem for the prediction of job performance over time 
(i.e., reviewed earlier as the formerly second definition of dynamic criteria). Indeed, this was a concern 
raised by a number of researchers examining dynamic criteria (e.g., Ghiselli, 1956; Hanges et al., 1990; 
Henry & Hulin, 1987; MacKinney, 1967; Prien, 1966; Rambo et al., 1983; Smith, 1976). Some argued that 
the existence of dynamic criteria does not necessarily mean a lack of predictability (Ackerman, 1988, 
1989; Barrett, Caldwell, & Alexander, 1989, 1992; Hanges et al., 1990). This led to an extensive debate in 
the literature on the effect of time on the validity of job performance predictors. 
In their examination of validities examined longitudinally, Barrett et al. (1985) found examples 
of both stable and instable validities. They concluded that, ‘‘factors such as temporal unreliability and 
restriction of range serve as viable explanations in the few instances where significant change over time 
was found’’ (Barrett et al., 1985, p. 53). Overall, they argued that evidence of dynamic criteria (as 
specified by the second definition) was relatively rare. Other researchers took an opposing view, arguing 
that the same evidence reviewed in Barrett et al. (1985) was not as dismissive of a dynamic criterion as 
Barrett et al. suggest (Austin et al., 1989). A similar debate emerged soon thereafter. A paper by Henry 
and Hulin (1987) argued that ‘‘instability and change in nearly all areas of human performance, skills, 
and measures of general ability are more to be expected than is stability’’ (p. 461) and therefore the 
long-term predictability of performance is questionable. This paper was criticized by Ackerman (1989), 
who argued that while job performance ratings may follow a simplex patter, ‘‘ability measures can 
maintain levels of predictive validity over time and, when chosen properly, may actually increase’’ 
(Ackerman, 1989, p. 364), followed by a rejoinder by Henry and Hulin (1989) countering some of the 
criticisms. The point here is not specifically to weigh in on these debates, but their review shows that 
there are divergent opinions on the matter, and the evidence had not yielded definitive conclusions for 
the field. 
In one of the most comprehensive examinations of performance predictors over time, Keil and 
Cortina (2001) examined the validity of cognitive ability, perceptual speed ability, and psychomotor 
ability to predict job performance. They found that the validities deteriorate with time. This 
deterioration occurred for all three predictors, and for both consistent and inconsistent tasks. Although 
they argued that this deterioration is pervasive, there are still examples from other research of selection 
devices maintaining their predictability over time. 
Published in the same year, Farrell and McDaniel (2001) examined how well general mental 
ability, perceptual speed, and psychomotor ability predicted job performance at various experience 
levels in a large cross-sectional sample of employees. They found that the correlation between the 
various abilities and performance did differ when the model was divided by job consistency. They also 
found some instances of correlations increasing with experience, decreasing with experience, and 
fluctuating (decreasing and then increasing again) with experience. 
Other studies can be found that also show that there is no definitive answer to this research 
question. For example, McEvoy and Beatty (1989) examined the validity of an assessment center over 
seven years. While the correlations varied (from 0.19 to 0.41 for supervisory ratings of performance), 
the authors demonstrated that the selection device had validity over an extended period of time. Tziner, 
Ronen, and Hacohen (1993) also demonstrated the long-term validity of an assessment center. Similarly, 
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They found that psychomotor ability predicted initial performance, and cognitive ability predicted 
performance growth. In conclusion, while it appears that Keil and Cortina (2001) provide strong 
evidence that the validities of ability measures decrease with greater time lags, conflicting (but albeit 
cross-sectional) findings of Farrell and McDaniel (2001), along with the presence of some other 
exceptions from longitudinal studies and the contradictory findings with regard to assessment centers, 
keeps alive the question about what happens to the validity of selection devices over time. 
The long history of research and debate in this area might suggest that issues of dynamic 
performance would be salient in the staffing literature. However, selection research still often ignores 
the dimension of time. For example, in recent studies on staffing and selection tools, time is not 
considered (e.g., Behling, 1998; Carlson, Connerley, & Mecham, 2002; Chait, Carraher, & Buckley, 2000; 
Stevens & Campion, 1999; Ryan, McFarland, Baron, & Page, 1999; Ryan & Tippings, 2004). Similarly, 
current texts on selection tend to devote little space to the role of time. Time may be mentioned with 
regard to estimating test–retest reliability (e.g., Heneman, Heneman, & Judge, 1997). The text by 
Gatewood and Feild (2001) does briefly mention Hulin et al.’s (1990) conclusion that the validity of some 
measures decay with time, although the concern is quickly dismissed and there is no real discussion of 
the implications of performance changes. In an exception, Ployhart, Schneider, and Schmidt (2006) 
explicitly state that performance is dynamic, and that this has implications for validity, but that there is 
enough stability in performance for it to be predicted. Nonetheless, the attention devoted to the role of 
time remains minimal, despite that the goals of staffing are to ‘‘improve organizational functioning and 
effectiveness by attracting, selecting, and retaining people who will facilitate the accomplishments of 
organizational goals. ...’’ (Ployhart et al., 2006, p. 2, emphasis added). Inherent in this definition is the 
passage of time. If performance is defined as the behaviors that contribute to the goals of organizations, 
and if these behaviors change over time, then the passage of time is critical to the issue of selection. 
Researchers studying job performance and time have often disagreed as to the proper 
interpretation of past evidence, but they all seem to agree that more research is needed into the 
implications and consequences of its instability (Ackerman, 1989; Barrett et al., 1985, 1989; Hanges et 
al., 1990) or inconsistency (Austin et al., 1989). This research should involve better conceptualizations of 
the outcomes being predicted (Austin et al., 1989) and the identification and removal of intrinsic and 
extrinsic source of criterion unreliability in measures of job performance over time (Barrett et al., 1985; 
Sturman et al., 2005). 
Nonetheless, the question of ‘‘is performance dynamic?’’ as defined in this paper, is resolved. 
There is no need for future research specifically to address this question. However, the field is still far off 
from a clear understanding of what happens to job performance over time, what causes it to be 
dynamic, how effectively selection devices work over time, and how human resource interventions can 
be used to affect job performance when considered in a longitudinal context. 
Predicting Performance Trends 
The most recent development in the dynamic performance literature has been the examination 
of employee performance trends. This new line of research presents a shift in the focus of dynamic 
performance research to investigations of individual change patterns (Hofmann et al., 1993). 
The goal of this line of research is to model within-person patterns of performance and to 
understand what affects these patterns. By its nature, this research is interested in the prediction of job 
performance at more than one point in time (Ployhart, Holtz, & Bliese, 2002). The early work in this area 
simply demonstrated that modeling individual performance trends was possible. Performance trends 
were shown to be systematic, and hence predictable (Hofmann et al., 1992, 1993). Research in this area 
then expanded on this finding by similarly modeling performance trends, but also considering individual-
level characteristics which predict the level and slope of these trends (Deadrick et al., 1997). Later 
research expanded both the complexity of the performance trend model (to non-linear patterns) and 
the types of predictors used to explain the trends (Day, Sin, & Chen, 2004; Ployhart & Hakel, 1998; 
Stewart & Nandkeolyar, 2006; Thoresen, Bradley, Bliese, & Thoresen, 2004). 
Related to this stream of research has been the work examining the consequences of 
performance trends. Some research has examined how performance trends influence the likelihood of 
turnover (Harrison, Virick, & William, 1996; Sturman & Trevor, 2001). Both studies found that changes in 
subsequent performance scores affected the likelihood of turnover, and Sturman and Trevor (2001) 
showed that even after controlling for this change, long-term performance trends also predicted 
turnover. This research shows that performance changes (short-term and long-term) may be valuable 
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phenomena, even though work on the implications of performance trends is still in its early stages. 
Investigations in this third stream of dynamic performance research show that performance 
trends are both predictable and related to outcomes of interest. As a result, it seems clear that, 
consistent with the conclusions of many in the second stream of research reviewed above, selection 
devices need to be considered not just in terms of their validity at a point in time (or even validity at 
several points in time), but in terms of how well they predict performance trends. Furthermore, the 
dynamic nature of performance and the predictability of performance trends suggest that for essentially 
all areas of human resource research interested in the prediction of job performance ratings, it would 
provide a more accurate understanding of performance to consider the predictability of performance 
levels and trajectories. 
The Present: Current Theory Relevant to Dynamic Performance 
Over the history of research on dynamic performance, repeated calls have been made for more 
theoretical development (e.g., Austin et al., 1989; Campbell, 1990; Deadrick & Madigan, 1990; Deadrick 
et al., 1997; Henry & Hulin, 1987; Hofmann et al., 1992, 1993; Hulin et al., 1990; Steele-Johnson et al., 
2000). While more theoretical progress is certainly desired, there are some notable works that have 
considered the issue of what happens to performance over time that provide a useful framework for 
research in this area. Some of this research has been widely cited in the dynamic performance literature. 
Others are relevant but have not been extensively applied or developed within the literature. The 
purpose of this section is to review theoretical perspectives that are applicable for studying 
performance over time, hopefully presenting opportunities for greater clarification and demonstrating 
where future research is most needed. 
Changing Subjects and Changing Tasks Models 
Two models have emerged directly from the literature on dynamic performance to help explain 
why the relationship between predictors and performance changes over time: the changing tasks model 
and the changing subjects model. While, as reviewed above, there is debate as to the extensiveness and 
rapidity of decreases in validity, both models are valuable for understanding why performance changes 
over time. 
The Changing Subjects Model 
The changing subjects model (also referred to as the changing-person model; e.g., Keil & 
Cortina, 2001) posits that individuals possess various characteristics which result in (i.e., cause) 
performance (be it performance on a task or performance on a job; I will be focusing exclusively on job 
performance). While most uses of this model have considered abilities, it may also refer to 
characteristics such as motivation and job knowledge. Because these performance-causing 
characteristics change over time, performance levels change even if the contribution of these 
characteristics to performance remains constant (Adams, 1957; Alvares & Hulin, 1973; Deadrick & 
Madigan, 1990; Humphreys, 1960; Keil & Cortina, 2001). 
While employed in an organization, a multitude of changes occur to an individual than can affect 
performance. For example, while holding a given job, an employee accumulates experience that then 
affects performance levels (e.g., McDaniel, Schmidt, & Hunter, 1988; Schmidt, Hunter, & Outerbridge, 
1986; Sturman, 2003). Simultaneously, aging may affect performance (e.g., Lawrence, 1988; Rhodes, 
1983; Salthouse, 1979; Sterns & Doverspike, 1989; Sturman, 2003; Waldman & Avolio, 1993). Because 
experience and age are related to job performance, the changes in the individual’s characteristics cause 
job performance to change with the passage of time. Although other models (discussed below) provide 
additional explanations as to why performance changes over time, research supports the changing 
subjects model as at least a partial explanation as to why performance changes over time (Deadrick & 
Madigan, 1990; Dunham, 1974). Indeed, much of the field of training is based on the idea that individual 
characteristics which cause performance can be changed, so performance can be improved through 
effective training (e.g., Noe, 2005). The logic behind changing compensation plans is also similarly based 
on the idea that incentives can cause individuals to change in ways that affects their performance levels 
(e.g., Milkovich & Newman, 2005). 
Certainly, there has been debate regarding the validity of the changing subjects model, but 
much of this debate was caused by issues related to the definition of abilities. If one considers an ability 
to be a relatively static trait, then there are definitional flaws with the changing subjects model if one 
defines it as changes in abilities causing performance changes. However, by broadening the model to 
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& Cortina, 2001), or broadening it even further as I do above by considering all individual-level 
performance-causing characteristics (including abilities, skills, knowledge, and motivation), then the 
focus of the model is wider and more consistent with static models of job performance (e.g., Campbell, 
1990; Motowidlo et al., 1997; Schmidt et al., 1986). Additionally, with a broader focus, the changing-
subjects model can be seen as complementary to the changing tasks model rather than as a competing 
alternative explanation (Keil & Cortina, 2001). 
The Changing Tasks Model 
In addition to changes in individual characteristics, performance changes may be attributable to 
job changes, new job roles, or revised organizational requirements. The changing tasks model predicts 
that an individual’s performance changes because the determinants of performance change (Alvares & 
Hulin, 1972; Deadrick & Madigan, 1990; Fleishman & Hempel, 1954). Changes in job requirements – 
such as after a promotion, transfer, the introduction of new technology, or other change in job duties – 
may lead to the need for new sets of abilities while reducing the impact of current abilities on job 
performance (Alvares & Hulin, 1972; Fleishman, 1953, 1960; Fleishman & Hempel, 1954; Fleishman & 
Rich, 1963; Murphy, 1989; Steele-Johnson et al., 2000). For example, a scientist may be promoted to a 
management position (e.g., Boudreau & Berger, 1985). In this circumstance, the company might lose a 
high performing scientist while gaining a poor performing manager. When an employee changes jobs, 
individual characteristics may remain the same, but the changes in the job duties may cause different 
individual characteristics (e.g., managerial experience and knowledge rather than scientific experience 
and knowledge) to become determinants of job performance. 
By drawing attention to how the requirements of individual performance change over time, the 
changing tasks model may also explain variance in performance remaining after controlling for prior 
performance (e.g., Sturman et al., 2005). The effect of task changes on performance dynamism depends 
on the similarity between the old job and the new job. The greater the similarity, the more that past 
performance should be able to predict future performance. 
The logic behind the changing tasks model is consistent with the underlying assumption behind 
such organizational actions such as work redesign (e.g., Hackman & Oldham, 1976) and empowerment 
(e.g., Lawler, 1986). That is, by changing the nature of the job, environment, or organization, employee 
job performance can be improved. 
Static Models of Job Performance and their Implications for Time 
A common approach for conceptualizing the determinants of job performance is some form of 
static model, such as Performance = 𝑓 (motivation, ability), Performance = 𝑓 (motivation, ability, opportunity), Performance = 𝑓 (declarative knowledge, procedural knowledge and skill, motivation). 
As noted by Campbell (1990), determining the precise functional form of such a model is likely 
impossible; however, considering this sort of model does provide insights for understanding the nature 
of performance changes over time, particularly if one builds upon the changing subjects and changing 
tasks models discussed above. 
Even if not determining all the specific causes of performance, one can generally specify that 
performance is a function of certain characteristics, some of whom are stable and some of which change 
with time. For example, cognitive ability is generally shown to be highly correlated with job performance 
(e.g., Hunter, 1986; Hunter & Hunter, 1984; Ree & Earles, 1992; Schmitt, Gooding, Noe, & Kirsch, 1984; 
Schmidt & Hunter, 1998) and is also shown to be relatively stable for adults over their careers (Bayley, 
1949, 1955; Charles, 1953; Hertzog & Schaie, 1986, 1988; Jensen, 1980; Owens, 1953; Schaie, 1994; 
Thorndike, 1940). Similarly, personality has been shown to be related to performance (e.g., Barrick & 
Mount, 1991; Dudley, Orvis, Lebiecki, & Cortina, 2006; Hurtz & Donovan, 2000; Salgado, 1997; Tett, 
Jackson, & Rothstein, 1991) and also is a relatively stable individual characteristic (Costa & McCrae, 
1988, 1992). Other individual characteristics related to performance change with time, such as job 
knowledge (e.g., Schmidt et al., 1986), job experience (e.g., Schmidt et al., 1986; Sturman, 2003), 
leadership (e.g., Day et al., 2004), and motivation (e.g., Kanfer, 1991, 1992). Based on any static 
performance model, at any point in time, job performance is at least partly determined by a function of 
these characteristics. This perspective incorporates aspects of the changing subjects model, as any 
longitudinal application of this model will show that performance over time changes because some of 
the causes of performance change with time. At the same time, the changing tasks model suggests that 
some predictors of performance change over time. 
For both stable and dynamic characteristics, the functional relationship of predictors of 
performance can be either stable or dynamic. This leads to the following general model: Pt =  B0 + B1 × (Stable Characteristics) + B2(t) × (Stable characteristics) + B3× (Dynamic characteristicstt) + B4(t) × (Dynamic characteristicstt) + e 
Where B1 and B3 are stable coefficients over time, and B2 and B4 change over time (as signified 
above with the addition of (t) in the subscript; the bold indicates matrices of characteristics and 
coefficients). 
The above model shows the problem associated with using cross-sectional data to consider 
longitudinal phenomena. Specifically, in any sort of cross-sectional analysis, one cannot observe changes 
within subjects across time. This means that when examining the results of any analysis, one will be 
unable to distinguish between the stable and dynamic betas or between stable and dynamic 
characteristics. As such, the coefficients derived from any model may be accurate, but may not 
generalize to even the same subjects at a different point in time. This condition limits the potential value 
of cross-sectional analyses when considering longitudinal phenomena. As will be discussed later, 
though, this does not mean that cross-sectional research is of no value. Nonetheless, the above model 
cannot be explicitly tested as shown. One may be able to employ other research to distinguish between 
the stable and dynamic characteristics, but it remains impossible to know the functional form of the 
dynamic betas. 
To help understand where time plays a role in the prediction of job performance, perhaps the 
easiest adjustment to the above model is to consider lagged measures of job performance. By using a 
lagged measure of job performance, one can derive a simpler model that can help focus attention on 
the dynamic factors associated with job performance. That is, if one is modeling P(t), and subtracts P(t-1) 
from each side of the equation, one gets the following: Pt − P(t−1) = B0t + B1 × S + B2(t) × S + B3 × D(t) + B4(t) × D(t) − P(t−1) + e(t) 
With substitution, this becomes Pt − P(t−1) = B0t + B1 × S + B2(t) × S + B3 × D(t) + B4(t) × D(t) + e(t) − (B0(t−1) + B1 × S + B2(t−1)× S + B3 × D(t−1) + B4(t−1) × D(t−1) + e(t−1) 
or 
∆P = B̀0 + B2(t−1) × S + B2(t) × S + B3 × �Dt − D(t−1)� + B4(t) × D(t) − B4 × D(t−1) + è 
To help with explanation, this can be simplified as follows: 
∆P = BI + BA × S + BB × ∆D + BC × Dt + BD × D(t−1) + e 
Note that by using a lagged variable, the stable effects associated with stable characteristics are 
eliminated from the model. Also in this model, BA represents evidence of the changing tasks model. If 
stable characteristics are related to performance after controlling for prior performance, then this can 
only occur if it is because the way in which the stable characteristics relate to performance change with 
time. Significant coefficients within Bc presents evidence of the changing subjects model, and significant 
coefficients of BD presents evidence of the simultaneous effects of both changing subjects and changing 
tasks. 
A flaw with the above model, though, is that the analysis of change scores is not always 
desirable (e.g., Edwards, 1994, 2001). While there are a number of issues related to difference in scores, 
most salient here is that modeling the change score above is equivalent to the following: Pt = BI + BA × S + BB × ∆D − BC × Dt − BD × D(t−1) + (1.0) × P(t−1) + e 
That is, it assumes that the effect associated with lagged performance is 1.0. If one is able to 
model performance longitudinally, there is little advantage to making this assumption. Rather, one 
should allow the model to estimate the effect of the lagged performance measure, as its interpretation 
can be quite useful. Hence, one should model Pt = BI + BA × S + BB × ∆D − BC × Dt − BD × D(t−1) + BLag × P(t−1) + e 
If the performance model being used is fully specified, then BLag should be equal to one, an 
assumption that can be tested empirically. 
The theoretical value of such a test, though, is not likely to be large. This is because research has 
already shown that performance trends tend to be non-linear (Deadrick et al., 1997; Ployhart & Hakel, 
1998; Sturman et al., 2005). This means that, because job performance tends to follow a negatively 
accelerating curve, controlling for the linear effects of prior performance will not fully capture the extent 
to which past performance can predict future performance. 
The non-linear trends of job performance will cause the above model to be under specified in a 
way that could affect the interpretation of the independent variables of interest. That is, although 
lagged performance may be in the model, this coefficient does not partial out all of the effects 
associated with past performance. The potential for this problem can be seen by comparing the results 
of Harrison et al. (1996) and Sturman and Trevor (2001). In their studies of turnover, both papers 
showed that changes in performance were associated with the probability of turnover. However, 
Sturman and Trevor (2001) extended the work by Harrison et al. (1996) by demonstrating that even 
after controlling for the most recent change in turnover, long-term trends of performance also affected 
the probability of turnover. Hypothetically, in another study of turnover that controlled only for the 
most recent change in performance, it is possible that some independent variable under investigation 
would be correlated with these performance trends. If so, the variable may falsely appear to relate to 
the dependent variable because the effects of the long-term trends were not controlled for in the 
model. 
At the present, this is only a hypothetical. With few exceptions (Harrison et al., 1996; Sturman & 
Trevor, 2001), there is little research looking at the consequences of performance trends. When using 
some sort of lagged performance model, researchers need to give careful consideration to the potential 
effects associated with performance trends. This is a potential concern in many areas of human resource 
research, but perhaps most so in the areas of compensation and training. In compensation, rewards are 
commonly associated with more than just the most recent performance evaluation; if estimating the 
effects of a training program, controlling for the trajectory of performance scores may be essential for 
isolating the effects associated with the training intervention. Ideally, one should control for multiple 
measures of prior job performance to more fully specify any performance model, thereby gaining 
confidence in any potential effects associated with an independent variable of interest (e.g., earning a 
certain bonus in time [t_1], participating in a given training program at [t-1]). 
The question thus arises: how many prior performance scores should be controlled for in 
longitudinal analytical models? Unfortunately, the existing research on dynamic performance does not 
have a definitive answer. Simply put, more is better. If one can control for one instance of prior 
performance, the analyses will control the linear effects associated with job performance on the 
dependent variable, but it will not partial out the known non-linear effects on the dependent variable of 
interest. If one controls for two instances of prior performance, one is then controlling for the linear 
effects of prior performance and the effects of performance changes. Controlling for three prior 
measures of performance controls for the linear effects associated with performance in addition to the 
effects associated with change and the effects associated with which the rate of change is itself 
changing. Obviously, using more measures of performance is more specified. More measures also 
presents a more conservative test if trying to show that some other independent variable (e.g., a bonus, 
a training program) has an effect on performance over time. 
Research examining performance trends has generally examined no more than cubic trends (i.e., 
the rate in which the change in performance is changing) (e.g., Hofmann et al., 1992, 1993; Keil & 
Cortina, 2001; Ployhart & Hakel, 1998). Although it would be desirable to test the assumption that 
performance slopes can be described with up to cubic parameters, controlling for three measures of 
prior job performance may fully capture the effects associated with performance trends. Of course, 
longitudinal research is often rare, and adding the extra demand that longitudinal studies of job 
performance have at least four waves of data would only make such research less feasible. Researchers 
should be aware of the potential effects of nonlinear (cubic) performance trends when considering 
longitudinal models of performance. However, given the current lack of research in this area, potential 
specification error of effects associated with prior performance is a limitation that is worth accepting 
until the quantity of knowledge in this area is sufficiently expanded. 
Employment Stage Models 
Another key theoretical development in the area of dynamic performance research is the 
employment stage models developed by Ackerman (1987, 1988, 1992) and Murphy (1989). Ackerman’s 
work is focused on skill development; Murphy’s model applied Ackerman’s work to job performance. 
Both are obviously related, and both are pertinent and have been applied to the study of job 
performance over time. 
Ackerman proposed a theory of skill acquisition, predicting that task performance becomes 
automatic through practice. His theory posits that the importance of certain abilities to task 
performance change during skill acquisition. Furthermore, the nature of this change depends on the 
particular ability and the nature of the task. 
The theory postulates that individuals proceed through three phases of skill acquisition. The first 
phase (the cognitive phase) involves a strong demand on the general mental ability of the performer as 
performance strategies are formulated and tested. During this phase, performance speed and accuracy 
increase quickly, and the demands on cognitive ability are reduced. The second phase (the associative 
phase) involves the refinement of the stimulus–response connections developed in the first phase. Here, 
‘‘perceptual speed ability’’ refers to abilities that are associated with ‘‘an individual’s facility in solving 
items of increasing complexity y[and] the speed of processing’’ (Ackerman, 1988, p. 290). Ultimately, the 
third and final stage of performance is characterized as automatic. In this phase, tasks can be completed 
competently even without the full attention of the performer. Performance in this phase is less 
dependent on perceptual speed ability and more so on psychomotor ability (defined as processing 
speed and accuracy independent of information processing per se; Ackerman, 1988). 
Although described as distinct, Ackerman postulates that individuals proceed through the three 
phases in a continuous manner. The effects of the various abilities on task performance change 
continuously with practice. The effect of general mental ability begins high and decreases; the effect of 
perceptual speed ability begins low, increases to a peak in Phase two, and ultimately decreases again; 
the effect of psychomotor ability begins low and increases with practice. 
Ackerman also predicts that progression through stages is affected by the complexity and 
consistency of the task. Complexity refers to the cognitive demands of the task, including memory load, 
amount of information to process, number of responses, amount of information to be learned, and the 
amount of stimulus–response compatibility. Greater complexity changes the importance of the various 
abilities on performance. For example, in tasks with a weak compatibility between stimulus and 
response, the task will place higher cognitive demands on the learner to determine and execute the 
appropriate response. This places a greater emphasis on perceptual speed ability and delays the 
emphasis on general mental ability until further into the skill acquisition process (Ackerman, 1988). 
Task consistency effects the rate in which tasks can be mastered. Initially, it has no effect on skill 
acquisition, as the task being learned is novel to all performers. However, the inconsistency in the task 
slows the rate in which practice allows for skill acquisition. As a result, inconsistent tasks require 
performers to depend on cognitive processing (i.e., Phase one) for longer periods of time. 
A limitation of Ackerman’s work is that the theory is focused on task performance. While task 
performance is obviously related to job performance, the contexts and constructs are distinct. For 
example, Ackerman’s work generally examined tasks where skills acquisition can be completed in fewer 
than 20 hours of training. For job performance, even the simplest of jobs generally involves performance 
of multiple tasks (Borman, 1991). Second, while tests of task performance employ relatively simple 
measures of performance, the construct of job performance is recognized to be far more difficult to 
measure, complex, and multidimensional (e.g., Motowidlo et al., 1997; Murphy & Schiarella, 1997; 
Rotundo & Sackett, 2002; Viswesvaran, Ones, & Schmidt, 2005; Welbourne, Johnson, & Erez, 1998). 
Third, tests of Ackerman’s model generally frame time in terms of minutes or hours (e.g., Ackerman, 
1988, 1992; Kanfer & Ackerman, 1989) whereas studies of job performance over time generally describe 
performance in terms of months or years (e.g., Deadrick et al., 1997; Ployhart & Hakel, 1998; Sturman, 
2003; Sturman et al., 2005; Sturman & Trevor, 2001). 
Recognizing the substantive differences between task performance and job performance, 
Murphy (1989) applied Ackerman’s theory to the job performance context. Murphy’s application is in 
many ways similar to Ackerman’s work, but with some notable differences. First, because of the 
different nature of tasks (as examined by Ackerman) and the elements comprising job performance, 
Murphy does not distinguish between complexity and consistency. Rather, complexity ‘‘is used as a 
gross index of a job’s cognitive demands’’ (Murphy, 1989, p. 195). 
Murphy’s application also results in a model with two phases instead of three: the transition and 
maintenance stages. The transition stage occurs when an employee is new to a job or when the major 
duties associated with a job change. Similar to the first phase of Ackerman’s model, this phase places 
high cognitive demands on workers who must acquire new information and cannot rely on past 
experience. The maintenance stage occurs when jobs are well-learned. Murphy predicts that in this 
stage, cognitive ability is less important and personality and motivational factors play a more important 
role in the determination of job performance (note that Ackerman’s model does not consider 
personality or motivational factors). Although Murphy recognizes that ‘‘predicting the length of 
transition stages may be particularly difficult’’ (p. 191), his model predicts that there are ‘‘distinct stages 
that characterize a worker’s performance on the job’’ (p. 192). 
Subsequent relevant empirical tests using job performance as a dependent variable have not 
distinguished between Ackerman’s and Murphy’s models. For example, papers by both Farrell and 
McDaniel (2001) and Keil and Cortina (2001) present tests of Ackerman’s model but examine job 
performance ratings over time frames that are consistent with research on jobs but not the earlier work 
on task performance. Specifically, Keil and Cortina (2001) considered both short-term (o1 day) and long-
term outcome measures; Farrell and McDaniel (2001) exclusively employed supervisor ratings of job 
performance. 
Although these studies purport to investigate Ackerman’s model, they actually provide useful 
evidence for comparing and contrasting the predictions of Murphy with Ackerman. The results from Keil 
and Cortina (2001) actually provide support of Murphy’s model as it is differentiated from Ackerman’s. 
For example, Keil and Cortina (having examined cognitive ability, perpetual speed ability, and 
psychomotor ability) concluded that ‘‘the most pervasive finding of the present study was that validities 
deteriorate over time’’ (p. 687). While Ackerman had predicted different functional forms for the 
relationships between these abilities and task performance over time, Keil and Cortina found that the 
relationship between these abilities and performance began to deteriorate in the early stages of task 
performance for both consistent and inconsistent tasks. Note that while this is inconsistent with 
Ackerman’s predictions, they are perfectly consistent with Murphy’s prediction that abilities (in general, 
and including all three studied here) would initially predict performance and then decrease in validity in 
the transition stage. 
Keil and Cortina also support what they labeled a ‘‘Eureka effect’’ which is increases in 
experience tend to produce insights that lead to sudden jumps in performance. Recall that Ackerman 
predicted continuous development through stages, whereas Murphy called for ‘‘distinct’’ stages. This 
finding is also consistent with Murphy but contrary to Ackerman’s task-based model. 
On the other hand, Farrell and McDaniel’s study is in some ways more consistent with the 
predictions of Ackerman’s model, and in other ways contradictory to both models. The effects of general 
mental ability, perceptual speed ability, and psychomotor speed were of different functional forms. 
There were also notable differences in these relationships for consistent and inconsistent jobs. 
However, contrary to both models, the effect of abilities on performance for consistent jobs appeared 
to increase with experience. It should be noted, though, that Farrell and McDaniel’s study suffer from 
the limitations of cross-sectional research of longitudinal phenomena. That is, the authors did show a 
significant (negative) correlation between their temporal variable (experience) and all of their ability 
measures. This suggests that the cohorts in their sample were not equivalent. This could mean that 
hiring standards have increased over time  (and therefore newer people have entered the population 
who have higher levels of the abilities), that higher performers (or at least those with higher levels of 
abilities) were more likely to leave the organization, that abilities under consideration were not static as 
has been assumed, or some combination of these explanations. It is simply not possible to determine 
the cause of these correlations or to know the consequences of them in a cross-sectional study. 
Nonetheless, their findings do have value when considering the validity of stage models. 
In all, both Ackerman’s and Murphy’s models are valuable in that they provide a theory for 
understanding why performance changes with time, and how the relationship between predictors and 
performance should change over this time. Although it has not received much direct explicit attention, 
Murphy’s approach to differentiating task performance from individual job performance is a critical 
theoretical advance for understanding individual job performance. The contradictory predictions of 
Ackerman and Murphy, and the contrary findings of Keil and Cortina (2001) and Farrell and McDaniel 
(2001) demonstrate that more work in this area is needed. Even if not building upon Murphy’s 
contribution, other work considering Ackerman’s model of task performance needs to be specifically 
adapted to understanding the construct of job performance. Murphy’s work is a good demonstration of 
this, but the model is far from resolved. 
Learning Curve Theory 
A potentially fruitful theoretical perspective generally unexplored in the dynamic performance 
literature for modeling job performance over time comes from Learning Curve Theory. While the 
dynamic performance literature has described performance trends as following a learning curve (e.g., 
Farrell & McDaniel, 2001; Ployhart & Hakel, 1998), little use has been made of Learning Curve Theory to 
make specific predictions. Despite its origins in psychological research (e.g., Kjerstad, 1919; Thurstone, 
1919), Learning Curve Theory has received scant research attention focused on individual employees. 
Instead, Learning Curve Theory remains a staple of operations research, and has been dominated by a 
macro-organizational perspective, describing the collective efforts of many employees (Hirschmann, 
1964). 
Learning Curve Theory predicts that organizational productivity improves based on the 
accumulation of experience. The learning curve phenomenon is the graphical representation of the 
learning-by-doing phenomenon observed in people performing manual tasks. The theory, supported by 
empirical evidence, suggests that with the repetition of a task, the performance of that task improves 
predictably. The advances to this domain of literature have been in the analytical methods used to 
represent the functional form of the relationship, methods to estimate the required parameters, and 
applications of these methods in industrial settings. 
The value of Learning Curve Theory for the dynamic performance literature is that it posits a 
specific functional form that performance should follow. Essentially, the literature related to Learning 
Curve theory describes the nature of aggregated employee performance over time. Although based on 
considering performance at an aggregated level, my purpose of reviewing Learning Curve Theory is to 
demonstrate its value of (re)applying it to the individual-level of analysis. 
At its core, Learning Curve Theory stipulates that people learn by doing (Teplitz, 1991). It was 
originally developed in the psychological literature to describe the rate in which individuals learn how to 
perform a repetitive, manual task (Kjerstad, 1919; Thurstone, 1919), but it was soon applied to the task 
of predicting production rates and production costs in manufacturing settings (e.g., Wright, 1936). The 
theory posits, with repeated examples of empirical support, that as experience with a task increases, the 
resources required to complete the task (usually labor hours or price per unit) decreases. More 
specifically, it is held that as the quantity of production doubles, the resources needed to complete the 
production will be reduced by a constant percentage (called the learning rate; Yelle, 1979). Additionally, 
this learning rate is expected to be consistent for every doubling of production, a phenomenon known 
as the ‘‘doubling effect.’’ Much of the research and use of Learning Curve Theory has been involved in 
the estimation of this learning rate, or the development of methods to estimate the learning rate more 
accurately. 
Because of the strong emphasis on the mathematics of the theory’s premise, methodological 
representations of the learning curve have played a very important role in the Learning Curve Theory 
literature. The most common representation of the learning curve is the log-linear model, also called the 
Wright model, represented as follows: Px = I × XN 
Px=measure of performance (usually either the number of labor hours required to produce the 
Xth unit or the cost to produce the Xth unit, see Yelle, 1979). 
⋅ I=The number of units required to produce the first unit (e.g., labor hours), or the 
expected initial performance level. 
⋅ X=The cumulative unit number. 
⋅ N=The learning index; log Φ /log 2. 
⋅ Φ=The learning rate. 
⋅ 1– Φ=The progress ratio. 
Other learning curve models include the plateau model (Guibert, 1945), the Sigmoid S Curve 
(Carr, 1946), the Prior-Learning Model (Stanford Research Institute, 1949), the asymptotic model 
(DeJong, 1957), the adaptation function (Levy, 1965), the exponential function (Pegels, 1969); time-rate 
models (Bemis, 1981), and cost-rate models (Smith, 1981). It is not my purpose here to provide a 
comprehensive review of all modifications of the learning curve model; this is a task best left for texts 
specifically on this topic (see, Belkaoui, 1986 and Teplitz, 1991). Nonetheless, it is important to at least 
bring up that a variety of mathematical functions exist, as the use of one of these specific models may 
be more appropriate when modeling individual job performance scores. 
Even with the variety of possible approaches to modeling learning curves that have been 
created, the Wright model is the basis for all other developments, and remains the most popular 
approach. While abundant research has worked at improving, extending, and applying Learning Curve 
Theory and learning curve models, it is unquestionable that the basic premise of the theory has received 
extensive support, and the application of the theory has proven extremely valuable to many different 
industries (Belkaoui, 1986; Muth, 1986; Teplitz, 1991; Yelle, 1979). 
The work on Learning Curve Theory from the operations literature has shown that 
organizational productivity tends to follow a specific functional form over time. As reviewed earlier, the 
dynamic performance literature similarly has suggested that there exist systematic and predictable 
relationships between individual-level job performance measures and time (e.g., Day et al., 2004; 
Deadrick et al., 1997; Ployhart & Hakel, 1998; Stewart & Nandkeolyar, 2006; Thoresen et al., 2004), but 
has not sought to propose a basic theoretical form for this relationship. My purpose of reviewing 
Learning Curve Theory in this article is that it may prove useful for the dynamic performance literature. 
Although individual-level performance curves of interest to dynamic performance researchers and the 
aggregated results-based performance curves from the operations literature are not the same, if the 
two are related such that evaluative performance is an unbiased indicator of results-based performance, 
then aggregation of evaluative performance measures should follow the same functional form as the 
aggregation of results-based performance. Common to such macro perspectives, the key assumption 
behind a model of aggregated job performance is that there are substantial consistencies in the 
behavior of individuals, hence making it is possible to focus on aggregate responses and ignore variation 
across individuals (Klein & Kozlowski, 2000; Kozlowski & Klein, 2000). As Learning Curve Theory 
describes the aggregated productivity of an organization, the applicability of the theory to evaluative 
performance measures would be confirmed when evaluative measures of job performance are well-
modeled by Learning Curve Theory functions. 
While so far I have argued that Learning Curve Theory, in principle, may be valuable for 
understanding individual evaluative measures of job performance over time, specific adaptation of the 
theory is necessary before it is possible to confirm or falsify this proposition. This application will require 
three issues to adapt Learning Curve Theory (back) to understanding individual job performance. 
First, the correct functional form needs to be identified. The Wright model (Eq. (8)) does not 
specifically lend itself to modeling job performance ratings. The Wright model is most applicable for 
modeling costs, with the functional form showing a decrease in costs with the accumulation of 
experience. With performance ratings, we expect job performance to increase with the accumulation of 
experience (Sturman, 2003), and other research has suggested a quadratic form to performance trends 
(e.g., Hofmann et al., 1992, 1993; Keil & Cortina, 2001; Ployhart & Hakel, 1998). The literature on 
performance trends and Learning Curve Theory can be combined to yield an appropriate functional form 
for modeling job performance over time. 
Second, another assumption of Learning Curve Theory is that it is used to model repetitive tasks, 
and its applications have been predominantly in the manufacturing sector. Although this is not a flaw in 
the theory, it does limit its potential generalizability to a wider array of jobs and the modeling of 
individual performance scores. Job complexity has been shown to moderate relationships with job 
performance, particularly with regard to temporal issues (Farrell & McDaniel, 2001; Sturman, 2003; 
Sturman et al., 2005). Because job complexity affects the relationship between time and performance 
(Sturman, 2003) and the stability of job performance ratings over time (Sturman et al., 2005), it will 
affect the functional form of performance over time. The resultant functional form of learning to 
represent job performance over time should be explicitly capable of incorporating the effects associated 
with job complexity. 
Third, a fundamental problem with the premise of the Learning Curve Theory, particularly in 
light of the SHRM literature, is that the theory seems to imply that managers can simply sit back and 
await guaranteed productivity gains (Teplitz, 1991). This is inconsistent with the fundamental premise of 
the SHRM literature, which is based on the idea that HR programs can influence organizational 
performance through effects on individuals within the organization (Wright & Boswell, 2002). It is also 
inconsistent with the notable different ‘‘learning rates’’ found in many applications of Learning Curve 
Theory (Adler & Clark, 1991). Therefore, just as Learning Curve Theory can be of value to the dynamic 
performance literature, the theory itself can incorporate the potential effects of human resource 
interventions (e.g., Adler & Clark, 1991) which can then affect organizational performance. In other 
words, the methods behind the functional form must be capable of representing organizational-level 
effects on the individual-level phenomenon (i.e., job performance) being modeled. 
In sum, Learning Curve Theory has potential applicability to modeling performance over time. 
The success of the theory in the operations literature suggests it has merit, but its applicability to 
helping understand behaviorally based performance measures needs explicit testing. Before such testing 
can occur, though, the functional forms must be adapted to this sort of measure, identifying the 
necessary parameters, and developing the model to be tested. 
The primary benefit of applying Learning Curve Theory to the dynamic performance literature is 
that it provides a theory and related methodology for explicitly modeling the shape of individual job 
performance over time. Specific functional forms can be hypothesized and tested. With a theoretical 
basis for predicting the shape of individual job performance, research could then focus more attention 
on the factors influencing this shape. Currently, research on dynamic performance is ad hoc in terms of 
specifying its functional form. Some studies consider linear effects, others quadratic, and others cubic. 
Little rationale is given for any form, and there is certainly no consensus regarding which functional form 
is most appropriate. Learning Curve Theory provides the opportunity to develop theory regarding the 
nature of this functional form. 
The Present: Analytical Techniques and Methodological Issues 
Dynamic performance research has employed a wide variety of methodologies. These have 
included the use of cross-sectional methodologies with The Past, Present, and Future of Dynamic 
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examination of correlations between performance measures for various time lags (e.g., Deadrick & 
Madigan, 1990; Keil & Cortina, 2001; Sturman et al., 2005), and the application of new advances in 
research methods – latent growth curve modeling (LGCM) and hierarchical linear modeling – to analyze 
performance trends (Deadrick et al., 1997; Hofmann et al., 1992, 1993; Ployhart & Hakel, 1998; Sturman 
& Trevor, 2001). While research methodologies play an important role in any field, there are particular 
conditions in the study of job performance and time that make it crucial to discuss certain 
methodological issues and problems. These include research design, analytical techniques, and the sort 
of statistical problems that necessarily accompany research in this area. 
Research Design 
A critical issue for research on performance that must be addressed early in the research 
process is the development of a study’s methodology. Most basically, the study must employ either a 
cross-sectional or longitudinal design. While calls for longitudinal research are the norm, it is often 
difficult to get extensive longitudinal data. What’s more, studies involving time do not necessarily need 
longitudinal data to test their hypotheses. Although it may at first seem that any sort of hypothesis 
involving time must be studied with longitudinal data, one must first consider the nature of what is 
being studied to best determine the study design. 
The nature of the research design dictates the sort of research question that can be tested. 
Cross-sectional research provides no opportunity for examining within-person changes (Hulin et al., 
1990), whereas longitudinal studies provide the potential to consider both within-person and across-
person effects. Below I will discuss issues related to both research designs. 
Cross-Sectional Designs 
Cross-sectional data are still useful when considering performance over time if one is interested 
in modeling across-person relationships. Essentially, if one is examining how the relationship between 
some predictor (X) and some rating of job performance (Y) changes with time, then cross-sectional data 
can yield useful hypothesis tests. 
This design is useful for applications (explicitly or implicitly) of the changing tasks model. In such 
models, cross-sectional data can be used to consider if the relationship between X and Y changes by 
testing if time moderates the relationship between X and Y. Fortunately, time-related variables are 
frequently available in organizational research. Specifically, age, organizational tenure, and job 
experience are often available and used as control variables, but seldom are the complexities of the 
dynamic performance literature drawn upon to appropriately integrate such temporal variables in 
meaningful ways (Sturman, 2003). One way to consider potential dynamic effects is by looking for 
interactions associated with temporal variables. For example, if a given characteristic, say cognitive 
ability, is interacted with job experience, and this interaction is shown to be associated with job 
performance, a logical conclusion is that the effect of cognitive ability on job performance changes with 
time. Similarly, dividing employees into cohorts by experience (e.g., Farrell & McDaniel, 2001; Schmidt 
et al., 1986) allows one to consider longitudinal issues with cross-sectional data. For example, if the 
coefficients associated with an independent variable varies systematically across cohorts (like for 
cognitive ability as shown in Farrell & McDaniel, 2001), this evidence would support the conclusion that 
the effect of cognitive ability changes with the passage of time. Given we have prior reason to believe 
that cognitive ability is a stable characteristic, the presence of the type of significant effects described 
above would suggest support for the changing tasks model. In terms of the static and dynamic model 
reviewed earlier, the effect of cognitive ability (B) is contained within B2(t). 
Certainly, cross-sectional analysis has its limitations when considering job performance over 
time. The disadvantage of this approach is that conclusions must be based on two critical assumptions. 
First, one must assume that the mean level of the characteristic does not vary with time. For the 
example above, cognitive ability should not be lower for individuals with less experience than for those 
with more experience. Unfortunately, in the study of job performance, it is likely that this assumption 
will be violated. One reason this may occur is because of the demonstrated relationship between job 
performance and turnover (Trevor, Gerhart, & Boudreau, 1997; Salamin & Hom, 2005; Williams & 
Livingstone, 1994). If the characteristics under investigation are associated with performance, and if 
performance is related to turnover, then the distribution of the characteristic will likely change over 
time. Because of the negative relationship between performance and turnover (Williams & Livingstone, 
1994), those with low levels of the characteristic would be expected to leave the company over time, 
and a cross-sectional representation would have a wider range of the characteristic for newer 
employees and a restricted distribution of the characteristics for those with more tenure. If high 
performers are also leaving (Trevor et al., 1997; Salamin & Hom, 2005), this would further restrict the 
distribution. Methodologically, this creates heteroskedasticity. More generally, it limits any potential 
causal implications that can be made when interpreting the interaction or differences across cohorts. Of 
course, this assumption can be tested in any given sample, such as by examining the distribution of the 
characteristic at various experience levels (e.g., using a median split). If not statistically significantly 
different, one may have some confidence that this first assumption holds. 
Even if the independent variable included in the model does not specifically cause turnover, a 
second reason that the mean levels of a predictor may change with time is that the distribution of an 
independent variable may become restricted because of selection processes. The Attraction-Selection-
Attrition (ASA) model (Schneider, 1987) suggests that through the process of recruitment, selection, and 
turnover, individuals self-select and are selected in ways that increase the similarity of individuals within 
the organization. This filtering process may create the appearance of a relationship between these 
characteristics and performance. For example, even if a given characteristic, say a dimension of 
personality, is not related to performance, the simultaneous effects of learning for individuals who 
remain in the company in conjunction with the increase in homogeneity of individuals within the 
company over time could cause an interaction of the characteristic and time to appear significant. Again, 
this concern may be tested by examining the distribution of the characteristic in question for various 
levels of the temporal variable. 
The second key assumption when using cross-sectional data to consider effects associated with 
time is that characteristics of the hiring process (or internal selection or turnover processes) remained 
stable over time. If this is not true, specification error may cause variables to appear to have an 
interaction with time. For example, if the hiring process has changed, resulting in employees with a 
different distribution of characteristics than those hired earlier, other correlated characteristics may 
falsely appear to be significant if the model is not appropriately specified. Researchers can try to 
minimize this risk by having well-developed theoretical models which identify the variables to be 
measured and by ruling out alternative explanations for their findings. Nonetheless, this is a concern 
that in all likelihood cannot be fully mitigated. 
Despite these limitations, though, cross-sectional research can play an important role for 
considering dynamic phenomena. Any longitudinal model of job performance that can be used to make 
predictions about job performance over time should also have implications if a ‘‘snap-shot’’ of the 
employees is taken during any point of their development. Cross-sectional research, when using 
interactions with temporal variables or samples divided into cohorts by some temporal variable, can be 
of use when considering the implications of such models. While clearly not ideal for studying 
longitudinal phenomena and its limitations must be explicitly recognized, the information provided in 
cross-sectional research should not be dismissed or ignored. Furthermore, any study that examines job 
experience, job tenure, organizational tenure, or age is already implicitly involving the modeling of 
effects that are associated with time. Research on performance, even if intended to be static and using 
cross-sectional data, needs at least to recognize where the literature on dynamic performance may be 
relevant to their proposed models, and perhaps may even necessitate that variables of interest be 
interacted with temporal variables to provide at least some test of the stability of the beta-coefficient of 
interest. 
Longitudinal Designs 
For studying job performance over time, longitudinal designs have obvious benefits. With 
longitudinal data, one can look at both within-person and across-person differences. This allows the 
examination of how performance changes, how individual characteristics change, and how the effects of 
individual characteristics on performance change. With these benefits, though, come both practical and 
methodological problems. 
The most practical problems are associated with data collection, but it is more than a 
convenience problem. Difficulties of longitudinal research in general are compounded by the specific 
needs of research on dynamic performance. First, the collection of data from multiple time periods 
already can be practically difficult, but for modeling within-person relationships this difficulty is 
compounded because more than two waves of data are highly preferable. As discussed earlier, we know 
job performance trends are nonlinear, and that controlling for simply the last instance of job 
performance will yield an underspecified model. Given the evidence (so far) that job performance 
actually follows (at least) a cubic form (e.g., Hofmann et al., 1992, 1993; Keil & Cortina, 2001; Ployhart & 
Hakel, 1998), this means that a highly specified model requires data from at least four waves, and more 
would be preferable to test this assumption (although applications of Learning Curve Theory could 
provide a model with a different specification). 
Second, dynamic performance research has frequently used sales as a measure of performance. 
This is convenient because the data is often available on a monthly basis, thereby making the data 
demands of dynamic performance research more easily satisfied; however, this is counter to most 
theoretical work on job performance that defines individual job performance as behaviors. Most 
typically, behavioral measures of job performance are based on ratings by a supervisor. Sometimes 
specific research tools are created for that purpose, but other times researchers rely on the supervisory 
ratings employed by an organization. With such ratings typically performed annually, the desired 
longitudinal study would require at least four years of data. The practical difficulties of soliciting this sort 
of data from an organization only increases the difficulty of performing the sort of research on job 
performance over time that the existing literature suggests is preferable. 
Third, as has been discussed, research on dynamic performance has moved beyond the simple 
question of ‘‘is performance dynamic?’’ Research is needed into the functional form of performance 
trends, and more importantly, on the causes and consequences of these trends. Not only does this 
necessitate multiple years of supervisory evaluations, but other variables of interest must also be 
available. While companies may possess records of employee performance, the data required to 
advance the literature on performance over time make studies involving attitudinal data very difficult. 
Fourth, longitudinal research designs require the use of methodologies that are more complex 
than most cross-sectional analyses. These issues will be discussed below, but may require complex 
treatments of error terms, methods more complex than OLS regression, methods for handling missing 
data, corrections for range restriction, and more. 
The nature of any research involving time makes it highly desirable to use longitudinal data. 
Unfortunately, it is far easier to call for such research than it is to perform. So, while longitudinal designs 
are preferable for studying dynamic performance, they are no panacea. 
Analytical Tools 
The research needs of the dynamic performance literature combined with the practical 
difficulties of collecting and analyzing the requisite data presents a daunting research problem. Many of 
these negatives, though, are counterbalanced by new methodological developments that provide 
exciting opportunities for research in this area. New (or relatively new) techniques that allow modeling 
within-person relationships are providing valuable opportunities for analyzing the trends of individual 
scores over time and the correlates of these trends. Adding some confusion to this area is the fact that 
there are even more names to represent these techniques. 
The techniques to which I am referring have been called covariance components models, 
hierarchical linear models, hierarchical models, latent curve analysis, latent growth models, mixed 
models, mixed linear models, multilevel models, multilevel linear models, random effects models, and 
random coefficient models (Raudenbush, 2001). In actuality, these many names essentially represent 
two approaches, which I will review below. Furthermore, although there are different approaches to 
estimate these models, fortunately there are common characteristics that make a general framework 
applicable to understanding the modeling of individual performance trends (Raudenbush, 2001). 
For all these approaches, job performance over time is now typically thought of as a multilevel 
problem, with individuals’ performance scores over time nested within individuals. Typically, the within-
person scores are referred to as the first-level (i.e., Level-1), whereas individual-characteristics are at the 
second-level (i.e., Level-2). Conceivable, more levels are possible, including dyads, teams, departments, 
organizations, industries, and nations (cf., Ployhart, 2004); however, research on dynamic performance 
has yet to expand to such domains. 
A simple Level-1 model capturing the linear effects of time would appear as follows: Job Performanceit = B0i + Bli × timeit + eit 
A more complex model, capturing demonstrated cubic effects would be Job Performanceit = B0i + Bli × timeit + B2i × timeit2 + B3i × timeit3 + eit 
Each beta coefficient is computed for each individual. If the betas are modeled with error, it is a 
random effects model; otherwise, it is a fixed effects model. 
Time may be entered simply as the raw variable (e.g., months, years), or may be transformed. 
As one employs a higher order model, centering becomes a greater issue (Hofmann & Gavin, 1998). 
When using polynomials, and specifically wanting to isolate linear from quadratic from cubic effects, 
orthogonal polynomials for time can be used because such a process allows one to decompose the 
various time elements (linear, quadratic, and cubic) and avoid potential multicollinearity (Ployhart & 
Hakel, 1998; Willett & Sayer, 1994). 
There are different ways to estimate this sort of multilevel model. A criticism of research 
employing these methods, though, is that software choice often influences, or even precedes the 
analytical strategy. One common approach is hierarchical linear modeling (HLM), often associated with 
the package ‘‘HLM’’ or ‘‘mixed models’’ from SAS Proc Mixed. The other most common approach, often 
referred to as a latent growth curve model, or LGCM, is performed using structural equations modeling 
software such as AMOS, EQS, or LISREL (Raudenbush, 2001). In actuality, both approaches are special 
cases of the General Linear Mixed Model (GLMM) (Rovine & Molenaar, 2001), although they have 
divergent structures and assumptions which make them different in application. I will briefly review the 
principles behind the GLMM, highlighting the difficulties with this approach and why the other 
approaches ultimately become more practical alternatives. I will then discuss both HLM and LGCM in 
turn, including their relative advantages and disadvantages. 
The General Linear Mixed Model 
The GLMM (Laird & Ware, 1982) is an expanded case of the general linear model. The model is 
as follows: yi = βXi + Ziyi + εi 
where yi is a 1 x ni vector of outcomes (i.e., job performance) for individual i, Xi is a b x ni matrix 
of fixed effects, Zi is a g x ni matrix for the random effects, gi is a 1 x  g vector of random effects, and b is 
a 1 x b vector of fixed effects parameters. Residuals between any two individuals are assumed to be 
uncorrelated, but residuals within an individual have a particular covariance structure. The fixed effects 
component (b) are constant across individuals; the random effects component (Zi) are different across 
individuals, hence the indexing subscript i. The random effects (gi) are assumed to be distributed 
independently across individuals, with the following distribution: yi~N(0,σ2D) 
where D is an arbitrary ‘‘between subjects’’ covariance matrix (Rovine & Molenaar, 2001) 
 
The within-subjects errors (ei) have the distribution 
εi~N(0,σε2Wi 
Note that the general static model of job performance discussed earlier is actually a form of the 
GLMM. Examining Eq. (1), the stable coefficients  (B1 and B3) are both parameters within b from Eq. 
(11). Similarly, B2(t) and B4(t) are parameters within Zi. The individual characteristics (both stable and 
dynamic) are individual observations, taken at each point in time, within Xi and ci. Thus, one can 
immediately see that there is a high degree of potential synergy between the analytical methods 
emerging from the GLMM and the study of job performance over time. 
The problem with such a general model is that it is statistically impossible to estimate in its most 
general form (Laird & Ware, 1982; Rovine & Molenaar, 2001). Constraints must be placed on the model. 
HLM and structural equations approaches (i.e., LGCM) use different constraints, giving each advantages 
and disadvantages. 
Hierarchical Linear Modeling 
HLM is a methodological technique designed to analyze multilevel data, where data is nested 
hierarchically in groups. For the study of performance over time, this methodology has immediate 
relevance, as individual job performance ratings are gathered on a set of people, and the repeated 
measures contain information about each individual’s performance trends (Hofmann, 1997; 
Raudenbush & Bryk, 2002). The approach recognizes that an individual’s performance scores (i.e., the 
within-individual data) may be more similar to each other than data from other individuals, which is in 
contrast to an OLS approach where within-and across-individual residuals are not estimated separately 
(Hofmann, 1997). 
As is typically employed, HLM approaches model employee performance by using two levels of 
analysis. The within-person analysis, labeled Level-1, is modeled as specified above in Eq. (9), or with 
greater complexity as in Eq. (10). In HLM, the second-level of analysis is used to model the parameters 
from the first level. The Level-2 model (for Eq. (9)) may appear as follows: B0i = y00 + y01X1 + y02X2 + ⋯+ U0i B1i = y10 + y11X1 + y12X2 + ⋯+ U1i 
Here, each individual’s intercept (𝐵0𝑖) is modeled as a function of an overall average (𝑦00), some 
covariates (X), and across-person error (𝑈0𝑖). Simultaneously, the individual’s performance slope (𝐵1𝑖) is 
estimated by an intercept (g10), some covariates (not necessarily the same ones as in Eq. (14)), and error 
(U1i). If estimating a two-level model, the effects of the Level-2 covariates are fixed effects (i.e., they are 
estimated without estimating an error term specifically for those coefficients). However, the model can 
be expanded to possess more levels, where each parameter is estimated as a function of higher-order 
characteristics (e.g., job characteristics if studying employees in multiple jobs, organizational 
characteristic is studying employees from multiple organizations, and so on). Applications of HLM, 
though, have rarely gone beyond the second-level of analysis, and popular software like the ‘‘HLM’’ 
package only allow up to three-level models. 
The primary advantages for using an HLM approach for modeling individual performance trends 
are that it does not require equal observations per person, it does not require that the observations be 
spaced in the same way across subjects (Raudenbush, 2001; Raudenbush & Bryk, 2002), and there are 
well-articulated series of tests to determine the adequacy of using the full model (called the slopes-as-
outcomes models, shown above as Eqs. (14) and (15)) (Deadrick et al., 1997; Hofmann, 1997; 
Raudenbush, 2001; Raudenbush & Bryk, 2002). The primary disadvantage of HLM is that it places a 
number of restrictions on how the data is modeled (Raudenbush, 2001). Specifically, the nature of the 
error structures is fixed, making it impossible to model alternative error structures such as 
autocorrelation. HLM approaches have nonetheless proven to be a useful means for helping understand 
the nature of job performance over time (e.g., Deadrick et al., 1997; Hofmann et al., 1993; Sturman & 
Trevor, 2001). 
Latent Growth Curve Modeling 
LGCM provides another means for modeling development, represented as different latent 
factors which capture the growth function. The LGCM approach involves testing the effect of latent 
constructs representing the growth parameters that define the shape of the performance function over 
time. At its simplest, the model includes an intercept and a linear construct. With sufficient information, 
the model can be expanded to include quadratic, cubic, or higher order functions if desired. 
Like HLM, LGCM requires restrictions of the GLMM. Whereas HLM required restrictions with 
regard to how error and covariates are modeled, LGCM has restrictions on the structure of the data to 
be analyzed. When using a structural equations approach (SEM) to modeling, a key constraint is that the 
covariance matrices of within subjects errors must be the same for each individual (Raudenbush, 2001). 
Expressed mathematically (and referring back to Eq. (13)),Wi=W. Note that this is not a limitation of SEM 
software, but is an inherent characteristic to the method (Raudenbush, 2001). It is this constraint that 
most differentiates LGCM from HLM. That is, this assumption requires that when performing LGCM 
there are the same number of observations per individual. It also requires that all the observations be 
spaced at the same temporal intervals. If the number of observations or the spacing between 
observations differ, such models cannot be estimated with LGCM (Raudenbush, 2001). (Note, however, 
that I will discuss below missing data techniques that may ultimately allow LGCM to use unbalanced 
data.) 
While the requirement of equal within-subjects error covariance matrices limits the nature of 
the type of data that can be analyzed with LGCM, the approach allows for far greater sophistication with 
regard to modeling the error structure. The relationship between the errors associated with the 
separate observations of job performance can be modeled in a variety of ways. 
The simplest approach is to assume that the residuals are independent. The residuals would 
then have the following pattern: 
𝜎2 �
10 10 0 10 0 0 1 � 
Note that this is the error covariance structure assumed by HLM (i.e., the variance is computed 
from the sum squared residuals from Level-1 of the analysis). The problem with this pattern, and the 
advantage of LGCM, is that when modeling longitudinal data, the residuals may not be independent. A 
common approach to modeling longitudinal data is to assume that the residuals are correlated, such 
that 𝜀𝑖𝑡 = 𝑝 × 𝜀𝑖(𝑡−1) + 𝑣𝑖, where r is the autocorrelation coefficient and 𝑣𝑖~𝑁(0,𝜎2). This is a first-
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An even more flexible option would be a general autoregressive pattern: 













The advantage of this approach is that it allows non-linear error variances, which may be most 
appropriate for modeling job performance over time. The disadvantage is that such an approach 
requires the estimation of additional parameters, potentially decreasing the chance of being able to 
estimate the desired model. The flexibility of the LGCM approach is quite appealing, but at the cost of 
greater information demands which may not be feasible and the requirement of an equal data structure 
which may not reflect the realities of collecting job performance data. 
Contrasting HLM and LGCM 
As discussed earlier, HLM and LGCM are special cases of the GLMM. In many ways, the 
approaches are very similar. Looking at the HLM equations, the coefficients at Level-1 can be seen as 
latent variables: unobservable parameters that are approximated with error at Level-2 of the model 
(Raudenbush, 2001). For LGCM, these models are multilevel (or hierarchical) because they describe data 
that varies at two levels: within and across persons; they are random coefficients model because each 
within-person observation is modeled with error, and the latent growth variables (i.e., the Level-2 
across-person parameters) are also modeled with error (Raudenbush, 2001). In fact, for certain 
instances, HLM and LGCM are equal. If the longitudinal data has the same number of observations per 
person, if all observations are spaced with the same temporal intervals, and if the individual-level 
residuals are assumed to be uncorrelated, then HLM and LGCM will yield the exact same parameter 
estimates. 
Some have also suggested the utility of second-order latent growth models (Sayer & Cumsille, 
2001). While the specifics of this analysis are best described in detail elsewhere (e.g., Duncan, Duncan, 
Strycker, Li, & Alpert, 1999; Sayer & Cumsille, 2001; Williams, Edwards, & Vandenberg, 2003), this 
approach allows one to distinguish between the variance attributable to potentially different factors 
(Sayer & Cumsille, 2001) like group membership (e.g., if different jobs cause different performance 
slopes). This approach is again similar to (or potentially equal to) an HLM model, but a three-level model 
where the first level represents within-person performance scores, the second level represents 
individual-level characteristics, and the third level captures representation within groups (e.g., jobs, and 
perhaps characteristics associated with specific jobs). 
Power Issues for HLM and LCGM 
A concern for all empirical research methods is that of power, and some research has begun to 
pay attention to power issues with regard to longitudinal modeling. One such work examining the power 
of LCGM to between two variable, showed its power to be quite low (Hertzog, Lindenberger, Ghisletta, 
& von Oertzen, 2006). Most salient for research on job performance over time, a simulation study 
revealed that power did not exceed .80 for a sample size of 200 until reliability was nearly perfect (e.g., 
W0.96) for designs of 6 or fewer occasions (Hertzog et al., 2006). While studies of performance results, 
like monthly sales over a multiyear period may appear well suited for LGCMs, realities of data collection 
may make them less appropriate when using annual ratings of job performance behaviors. 
Power for HLM is somewhat harder to determine because of the likely potential of unbalanced 
data. If the data is balanced, then the power would be the same as in the equivalent LGCM, suggesting 
that HLM too suffers from the power concerns discussed by Hertzog et al. (2006). Other research also 
suggests that HLM has power concerns. Zhang and Willson (2006) showed that HLM needs large sample 
sizes to have adequate power – upwards of 35 observations at Level-1, a size unlikely to be reached in 
longitudinal studies of job performance. They also showed that HLM models are more sensitive to 
changes in the Level-2 coefficients than SEM approaches. 
These empirical investigations into the power of HLM and LGCM give cause for some concern; 
however, research measuring performance trends has generally been quite successful in finding 
significant effects. In models of job performance trends using just an intercept and slope, significance 
has been found quite frequently (e.g., Deadrick et al., 1997; Stewart & Nandkeolyar, 2006; Sturman & 
Trevor, 2001). Hofmann et al. (1993) found significant effects for their hypothesized quadratic and cubic 
growth terms (although not linear). Therefore, power does not seem to be a major hindrance for 
modeling growth trends, although power for detecting moderators of these trends still remains in 
question. Applicants of LGCM are less common in management research (Williams et al., 2003), and 
particularly for modeling individual job performance over time. In one example, Ployhart and Hakel 
(1998) using LGCM found the linear, quadratic, and cubic effects that they hypothesized. Thus, while 
power is always a concern in empirical research and has the potential to be particularly limiting for 
studies of dynamic performance, it does not appear to have been a significant issue in applications of 
job performance trend modeling. 
Choosing between HLM and LGCM 
As specific applications of the GLMM, HLM and LGCM each have advantages and disadvantages. 
The choice of HLM and LGCM approaches depends on the nature of the data structure and the desired 
treatment of error terms (Raudenbush, 2001). In short, HLM allows for greater flexibility with regard to 
the form of the data, but limited flexibility with regard to the error structure. In contrast, LGCM allows 
for more choices for modeling the error, but less flexibility in terms of the data’s structure (Raudenbush, 
2001). 
If one has unbalanced data, the LCGM is simply not an option (unless missing data techniques 
can make the data balanced, but this will be discussed later). HLM provides the flexibility to model this 
sort of data structure and determine the nature of employee trends. On the other hand, if one is testing 
or otherwise cannot accept the assumptions regarding the error structure (or other factors that can be 
manipulated in the SEM-base LCGM method that cannot be changed in HLM), then the flexibility of 
LCGM makes it a more desirable option. Ideally, this choice should not simply be guided by the 
convenience of data availability, but be driven by a strong theoretical rationale or the need for specific 
hypothesis testing. 
Methodological Issues 
While characteristics of the data and the nature of the desired analyses must be considered to 
choose a research design and a technique for analyzing the subsequent job performance data, there are 
also methodological issues that are inevitable when studying dynamic performance. All of these issues 
will influence research on job performance over time in at least some way regardless of analytical 
choice. I will briefly review the types of issues and their likely consequences for research on this topic. 
The Measurement of Job Performance 
Research examining performance over time has generally examined either job performance 
ratings from supervisors or measures of performance results (Sturman et al., 2005). While research on 
job performance has acknowledged that the two measures are different (e.g., Bommer, Johnson, Rich, 
Podsakoff, & Mackenzie, 1995), the dynamic performance literature has rarely made this distinction. 
Measurement error is a concern for both behavior- and results-based performance measures. 
While there is extensive history to understanding reliability of a given measure at a point in time 
(Nunnally & Bernstein, 1994) and the reliability (intra-rater and inter-rater) of job performance 
specifically (Bommer et al., 1995; Viswesvaran, Ones, & Schmidt, 1996), less attention has been paid to 
estimating the test–retest reliability of job performance ratings. Sturman et al. (2005) examined the 
consistency of job performance ratings (objective and subjective) by separating the variance due to (a 
lack of) test–retest reliability and performance (in)consistency. They supported their hypothesis that the 
test–retest reliability of subjective (behavioral) measures of job performance would be higher than the 
test– retest reliability of objective (results-based) measures. They argued that the greater unreliability of 
objective measures was due to environmental constraints beyond the control of employees (i.e., beyond 
the influence of their behaviors). This perspective is consistent with the findings of Stewart and 
Nandkeolyar (2006) who showed that a measure of environmental constraints affected employee 
performance trends. Specifically, they showed that the environmental factor of sales referrals explained 
60% of variation in salesperson weekly performance. 
These findings reveal that all measures of job performance are subject to error. ‘‘Objective’’ 
measures may be unaffected by a lack of intra- or inter-rater reliability, but they suffer from more test–
retest unreliability than do ‘‘subjective’’ measures (Sturman et al., 2005). The result is that, regardless of 
the type of measure employed, measurement error is a methodological problem for all job performance 
research. 
The findings from Sturman et al. (2005) highlight the importance of distinguishing between job 
performance(behaviors) and job performance(results). By measuring results instead of behaviors, such research 
is considering a related but fundamentally different phenomenon than the research on job performance 
generally considers to be the focal construct. Furthermore, as most jobs do not possess an ‘‘objective’’ 
measure of performance like jobs with sales data, it is not apparent if results based on objective 
measures explain the nature and trend of job performance(behaviors) in other contexts. The data 
availability of ‘‘objective’’ data may make them at first to appear preferable, but such measures do not 
directly speak to the construct of job performance(behaviors) that theory on job performance is looking 
to advance. While results-based measures may proxy job performance(behaviors), they capture (at least) 
the additional effects of environmental constraints and thus cannot contribute as well to theoretical 
development in this area. 
I am not suggesting that research on job performance(results) has been for naught. Certainly, the 
results are useful for demonstrating how job performance(behaviors) and job performance(results) differ, 
illustrating how different methodologies can be used to study job performance over time, and providing 
a useful starting point for considering how we expect job performance(behaviors) to change with time. 
Studying job performance(results) also has advantages that it enables more within-person observations, 
and certainly job performance(results) is an outcome of interest to organizations. Nonetheless, to improve 
our understanding of job performance(behaviors) over time, the methodological conveniences of job 
performance(results) do not overcome the fundamental differences that exist between job 
performance(behaviors) and job performance(results). To advance our understanding of how the construct of 
job performance(behaviors) changes with time, dynamic performance research must place a greater 
emphasis on this criterion and forgo the conveniences associated with ‘‘objective’’ measures. 
Researchers will either need to deal with the difficulties associated with gathering subjective ratings of 
performance or accept and acknowledge the imprecision and unreliability of objective ratings of 
performance results. 
Missing Data 
In addition to measurement error, missing data is also a ubiquitous problem for research 
studying employee performance over time. While missing data issues are common for longitudinal 
research in general because of attrition in multiwave studies (Goodman & Blum, 1996; Newman, 2003), 
it is a particular problem in longitudinal studies of job performance because there are systematic 
relationships between job performance and attrition. First, extensive evidence reveals a relationship 
between job performance and voluntary turnover (e.g., Harrison et al., 1996; Sturman & Trevor, 2001; 
Trevor et al., 1997; Salamin & Hom, 2005; Williams & Livingstone, 1994). Second, companies use such 
mechanisms as probationary periods to fire low performers, creating a relationship between job 
performance and involuntary turnover (e.g., De Corte, 1994). Third, companies may promote high 
performers to other jobs, thereby creating another mechanism that can create a relationship between 
performance and the likelihood of missing data. The consequence of the systematic relationships 
between performance and attrition not only will cause data to be missing in longitudinal studies of job 
performance, but it will restrict the range in observed performance scores (Sturman & Trevor, 2001). 
Research on missing data (e.g., Little & Rubin, 2002) has identified three types of missing data: 
missing completely at random (MCAR), missing at random (MAR), and not missing at random (NMAR). 
For data to be MCAR, it must both be ‘‘observed at random’’ (OAR) and ‘‘missing at random’’ (MAR). 
That is, (1) the pattern of missing data must not depend on the values of data that are observed (i.e., it 
is OAR), and (2) the likelihood that data is missing must not depend on the values of the data that are 
missing (i.e., it is MAR). If these conditions are met, then missing data will not likely bias population 
mean estimates (Little & Rubin, 2002). For predicting job performance (Pt), data is classified as MAR if 
the probability of missingness of Pt (i.e., the probability of not being able to observe job performance) 
depends on X (a predictor of job performance) but not after controlling for X. If this condition is not met 
(i.e., the probability that data is missing at time t depends on job performance at time t), then data is 
NMAR. 
Because of the relationship between performance and turnover, MCAR is obviously not likely. 
Furthermore, if one were to observe a longitudinal sample of job performance where data was not 
missing, one would also have to question the generalizability of that data. Undoubtedly, one must 
consider whether data is MAR or NMAR. For data to be MAR, then the likelihood of missing data on Pt 
must only depend on characteristics from the prior time period(s) (X variables and/or P(t-1)). For data to 
be NMAR, the likelihood of missing data on Pt depends on Pt. In many ways, by this definition, it seems 
that longitudinal performance data will be MAR. First, if someone is fired because of low performance, 
then data on Pt is missing because of the value of Pt-1. Similarly, if a high performer at Pt-1 feels 
unrewarded and seeks new employment (i.e., leaves the company and is unobserved for Pt), then again 
missing data is MAR. On the other hand, the nature of performance measurement may cause data to be 
NMAR. For example, an employee may be performing badly during a given year (year t), and because of 
being self-aware of this performance, feedback from others, or being discharged, may leave the 
organization. Because supervisory ratings of job performance are measured annually, the measure for 
performance at time t would not occur. Nonetheless, the data is missing in this situation specifically 
because of performance in time t. In such a case, data would be NMAR. 
To date, no research has specifically considered the issue of missing data with respect to 
longitudinal studies of job performance. It is not clear if missing data should be treated MAR or MCAR. 
What is clear, however, is that most research on dynamic performance has not directly addressed issues 
relevant to missing data. Specifically, most studies give the issue very little consideration, instead simply 
use list-wise deletion to address the missing data problem. That is, previous studies examining employee 
performance levels over time have most frequently eliminated from the sample those employees who 
leave the job before the full length of data collection (e.g., Henry & Hulin, 1987; Ployhart & Hakel, 1998; 
Rambo et al., 1983, 1987; Rothe, 1978). When interested in only predicting data in the final wave of a 
study (e.g., predicting performance in wave six of a six-wave study), then list-wise deletion does perform 
as well as other missing data techniques (Newman, 2003). However, when interested in predictors and 
information in earlier waves of the study (such as in trying to estimate coefficients explaining 
performance trends), then list-wise deletion generally performs worse than all other missing data 
techniques (Newman, 2003). 
In his study of missing data techniques for longitudinal research, Newman (2003) concluded that 
list-wise deletion should be avoided, and instead one should employ maximum likelihood or multiple 
imputation approaches. Both of these approaches were shown to work best when generating parameter 
estimates; the full information maximum likelihood (a form of maximum likelihood estimation) and 
multiple imputation methods worked best for estimating standard errors. Based on this research, if one 
is studying longitudinal performance data and needs to employ a missing data technique, it appears that 
full information maximum likelihood or multiple imputation should be used. To date, this has not 
occurred for research on dynamic performance. 
If one wants to employ LGCM, then missing data is a major concern because the technique 
requires the same number of observations per subject. Fortunately, programs like LISREL, AMOS, Mplus, 
and SAS provide routines for implementing FIML (e.g., in LISREL, one adds the command ‘‘mi=.’’ to the 
data step). On the other hand, one can avoid the missing data issue by using HLM, which does not 
require balanced data (although at least two points of data are needed to model a linear effect, three to 
model a quadratic effect, and so on, so missing data may still be an issue for analyses performed with 
HLM). This once again raises the debate as to whether one should use a LGCM or HLM approach. 
Currently, the issue cannot be resolved; each technique has advantages and disadvantages, and more 
methodological research is needed to specifically consider these sorts of issues for dynamic 
performance research. Given the importance of the contrast between HLM and LGCM approaches, 
research is needed on missing data techniques (or not using missing data techniques) for empirical work 
specifically on job performance over time. The field needs to know the consequences of choosing HLM 
over LGCM, and if job performance can be considered MAR or if it is NMAR. 
In short, while advances in methodology present exciting opportunities for the analysis of 
longitudinal data, the nature of studying job performance over time creates specific problems that may 
influence the utility of these new techniques. Until the field has a better understanding of these specific 
issues, the interpretation of longitudinal results will always be open to some question. 
The Future: New Directions for Dynamic Performance Research 
The opportunities for future research to contribute to our understanding of job performance 
within the context of time are quite substantial. Yet, progress in this area will require both theoretical 
and methodological advances. Furthermore, it will be critical that the theoretical and methodological 
research have a reciprocal relationship, using findings in one area to guide the next steps of research in 
the other. In this section, I will identify a number of areas for future research and specific research 
questions that need to be addressed to better understand the dynamic performance phenomenon. 
Further Specifying Longitudinal Models 
The review of theory earlier in this article presented a number of different perspectives of 
dynamic performance: the changing-subjects and changing-tasks model; longitudinal extensions of static 
performance models; Ackerman’s and Murphy’s performance stage models; and Learning Curve Theory. 
These models, though, are surprisingly complementary, and taken together suggest that theory for 
modeling job performance over time is not as under developed as some have claimed. 
The changing-subjects and changing-tasks models are more metaphorical than theoretical. They 
present two explanations as to why job performance changes with time, but otherwise do not provide 
the type of propositions requisite of a theory. However, when considering the longitudinal extension of 
static performance models, the changing-subjects and changing-tasks models facilitate the discussion of 
the types of effects that longitudinal models can detect, and they help present a structure for framing 
the discussion of any effects that are discovered. 
The stage models provide clarification of the sort of variables that should affect performance 
change. Ackerman’s and Murphy’s works highlight that the effects associated with abilities should 
change with time. Previous research has already identified a number of factors that can be incorporated 
into these models (Steele-Johnson et al., 2000). Longitudinal applications of static performance models 
and approaches to modeling performance trends will reveal ways in which such effects should be 
observed and which additional variables should be considered. A stream of research, utilizing both 
cross-sectional and longitudinal designed, is therefore needed to answer this first set of research 
questions: 
⋅ What static variables have stable relationships with job performance? 
⋅ What static variables have changing relationships with job performance? 
⋅ What dynamic variables have stable relationships with job performance? 
⋅ What dynamic variables have changing relationships with job performance? 
Searching for the predictors of performance and estimating the functional forms of their 
relationships with job performance require a variety of methodological approaches. Longitudinal 
analyses can examine within-person relationships to help answer the above questions. It is likely, 
though, that obtaining such data will be difficult, and any longitudinal analyses will suffer from 
methodological limitations (including missing data, multiple sources of error, and potentially low 
power). Therefore, I recommend that future research answering the questions above should be 
complemented with cross-sectional research. Research capturing a snap-shot of performance 
relationships will help identify the variables that relate to performance. Furthermore, any longitudinal 
model should include predictions as to what such a model implies for a point in time, and these 
hypotheses should be tested. Failure to support the point-in-time predictions from longitudinal models 
would falsify the model. Consequently, such tests are critical for theory development. Given the many 
difficulties associated with longitudinal studies of job performance, it would slow the potential progress 
of the field to ignore the value of appropriately designed cross-sectional research. 
Further Refining Analytical Methods 
Answering (at least to some degree) the questions above will clarify and specify the stage 
models of job performance. Nonetheless, confirmatory cross-sectional tests cannot conclusively prove 
any such longitudinal model, and longitudinal research is inevitably required to fully understand job 
performance within the context of time. The question remains as to how best to analyze these variables 
with a longitudinal design. HLM and LGCM are both potentially fruitful analytical techniques, but we still 
need guidance as to how these methods should be applied specifically to the issue of modeling job 
performance. 
This is where Learning Theory can play an important role. A better understanding of the specific 
shape of the individual job performance learning curves will provide guidance into the structure of both 
LGCM and HLM approaches for modeling performance trends. It is often espoused that theory should 
drive analytical models, and given the difficulty in justifying the form of highly parameterized polynomial 
models, it would be desirable to have a tested theoretical rationale upon which to base model design. In 
the operations literature, Learning Curve Theory has provided this sort of insight at an aggregated level 
of performance. The theory has the opportunity to provide similar guidance at the individual-level of 
analysis. 
Learning Curve Theory should also be able to shed light on to the nature of how error terms are 
related over time. One of the key advantages of the LGCM approach is the flexibility of its form. This 
flexibility comes at the cost of additional parameters needing to be estimated (Rovine & Molenaar, 
2001). Learning Curve Theory can shed light on more than just the nature of job performance trends, 
but also on the form of the model’s error structure. By having a better understanding of the functional 
form of job performance over time, including of and between its coefficients and for its error terms, 
future research will be better able to employ the LGCM approach by fixing certain parameters based on 
appropriate theoretical estimates. This leads to a second set of research questions: 
⋅ How can Learning Curve Theory be applied to modeling job performance over time? 
⋅ How should longitudinal models of job performance represent performance curves (and 
what are the implications of failing to model these curves correctly)? 
⋅ What is the nature of the error structure for longitudinal models of job performance 
(and the implications of failing to consider this structure)? 
Answering these questions will provide guidance to researchers as to how to design their models and 
allow research to move beyond questions of model structure (e.g., should performance be measured 
with a linear term, or up to cubic terms?) and instead focus on other practical and theoretical questions 
(e.g., what predicts or moderates the growth curves?). 
Addressing Methodological Problems 
Continuing the stream of research combining the performance and turnover literatures (e.g., 
Harrison et al., 1996; Sturman & Trevor, 2001) also seem to have useful theoretical and methodological 
implications. Turnover affects data attrition, which influences the existence of missing data. The need 
for balanced data is the most obvious difference between HLM and LGCM approaches, and although we 
have some insights about handling missing data in longitudinal studies, the nature of the missing data 
(MAR or NMAR) for longitudinal studies of job performance, the comparison of missing data techniques 
with LGCM versus HLM, and the implications of not employing missing data techniques with HLM, are 
unaddressed. 
For the prediction of job performance over time, turnover is also a key outcome. One cannot 
really study performance over time without considering when performance no longer exists. While 
much of the discussion so far has focused on explaining or modeling existing data, understanding 
turnover and job performance is important for any sort of prediction problem. This leads to a third set of 
theoretical and methodological research questions: 
⋅ Is missing data in longitudinal studies of job performance MAR or NMAR? 
⋅ How should turnover and missing data be incorporated into models of job performance 
over time? 
⋅ What are the implications of the performance/turnover relationship for modeling job 
performance over time? 
Refining Stage Models of Job Performance 
Hopefully, progress can be made in understanding the structure of job performance over time 
and the processes involved in its modeling, but the field needs to understand the predictors and 
moderators of performance trends to better achieve the goal of understanding and affecting job 
performance over time. The Murphy and Ackerman models suggest that contextual factors can 
influence the nature of performance over time. In particular, both models mention job complexity, 
which other research has shown to be an important moderator of job performance predictors (e.g., 
Schmitt et al., 1984; Sturman, 2003; Sturman et al., 2005; Tubre & Collins, 2000). Unfortunately, the 
stage models are still relatively undeveloped in terms of their specific predictions. Addressing the 
research questions already articulated above will help identify the variables that should be included in 
revisions of the models. As more variables are included in these models, theoretical development of 
these models should follow so as to address how the newly specified variables relate to job performance 
over time. 
It will also be important to clearly distinguish between the Ackerman and Murphy models, or 
perhaps further adapt them for the specific purpose of predicting job performance. A weakness of 
Ackerman’s and Murphy’s models is that they both have simplistic treatments of performance (task 
performance for Ackerman’s model, and job performance in general for Murphy’s model). 
Developments in the understanding of job performance have shown job performance to be 
multidimensional (Motowidlo et al., 1997; Rotundo & Sackett, 2002; Viswesvaran et al., 2005; 
Welbourne et al., 1998). When Murphy’s paper was written, the literature on job performance had not 
yet made this distinction. In his work, Murphy defines his criterion, job performance, as ‘‘overall job 
performance’’, taking into account performance on specific tasks but also ‘‘variables such as success in 
maintaining good interpersonal relations, absenteeism and withdrawal behaviors, substance abuse, and 
other behaviors that increase hazards at the workplace’’ (p. 185). As such, his model’s focus on overall 
job performance is comparable with Rotundo and Sackett’s definition of overall job performance, and is 
similarly comprised on job task performance (e.g., ‘‘performance on specific tasks’’), contextual 
performance (e.g., ‘‘maintaining good interpersonal relations’’ and ‘‘behaviors that contribute to…the 
achievement of goals associated with their jobs’’), and counter-productive behaviors (e.g., ‘‘withdrawal 
behaviors, substance abuse, and other behaviors that increase hazards at the work place’’). It is likely 
that there are different functional relationships for the predictors of the different dimensions of 
performance (Steele-Johnson et al., 2000). The current developments in understanding job performance 
as a multidimensional construct suggest that the stage models can be extended to consider the different 
dimensions of job performance. The need for future work developing and refining the performance 
stage models leads to this fourth set of research questions: 
⋅ How can the differences between the Ackerman and Murphy’s models be resolved to 
yield a single dynamic model of job performance? 
⋅ How can such a resultant stage model of job performance be modified and updated to 
better understand job performance over time? 
⋅ How should models of job performance over time be adapted to incorporate the 
different dimensions of job performance? 
Determining the Effects of Human Resource Interventions on Job Performance Over Time 
So far, the research questions I have identified are aimed at improving the understanding and 
prediction of job performance; yet this knowledge has limited direct applied value. The desire to affect 
performance curves highlights the need to understand job performance and time when considering any 
sort of human resource intervention. While certainly prediction is valuable for selection decisions, the 
purpose of many human resource interventions is to affect employee performance. Research on job 
performance over time has the potential to benefit many varied fields of human resources. 
It should be recalled that much of the early work on dynamic performance stemmed from a 
concern about the prediction of job performance. In particular, researchers considered the implications 
of dynamic performance for the validity of various selection devices. While the question of whether 
performance is dynamic has been resolved, the implications of this dynamism are still unknown. 
Research is needed into the validity of selection devices for predicting both initial performance levels 
and performance curves. The nature of this predictability should also be evaluated to improve decision-
making. When performance was assumed to be static, decision-making with selection devices was 
simple: higher scores were better. However, there are likely to be tradeoffs when considering selection 
devices in a longitudinal context. How does one compare the utility of a device with high initial 
predictability but poor predictability in terms of performance trends, with a device with poor initial 
predictability but high validity for predicting performance trends? 
Beyond selection, other functional areas of human resources would benefit from considering job 
performance over time. The purpose of many human resource interventions is to improve employee 
performance. For example, pay-for-performance is supposed to affect motivation to yield better 
performance; training programs are supposed to affect motivation or abilities to elicit higher 
performance. All of these interventions implicitly involve the passage of time to achieve the desired 
results. Given what we know about performance trends, simply looking at before/after change scores is 
incomplete with regard to understanding job performance over time. Longitudinal designs are needed 
to control for current performance trends to determine if a human resource intervention truly has the 
intended effect. This leads to a fifth set of research questions that would behoove future research on 
job performance over time to address. 
⋅ What are the temporal validities of common selection devices (e.g., unstructured 
interview, structured interview, cognitive ability tests, personality tests, assessment 
centers, integrity tests)? 
⋅ How do compensation systems (e.g., pay policy, pay hierarchy, bonuses, raises, pay-for-
performance linkages, group-based incentives) influence job performance trends? 
⋅ How does training (e.g., training types, training delivery methods, trainee 
characteristics, trainer characteristics) influence job performance trends? 
⋅ What other human resource interventions affect the modeling of employee 
performance trends? 
Introducing the Need to Predict Employee Performance Vectors 
It is now clear that job performance is dynamic, multidimensional, and constrained by turnover. 
For these reasons, I argue that the performance prediction problem needs to evolve beyond predicting a 
single performance score to the prediction of what I will label job performance vectors. While such a 
data structure is not novel from a statistical point of view, the information that such a metric contains 
presents a new approach to human resource research and human resource decision-making. 
I define a job performance vector as a C x N x 3 matrix of information on a given employee (or 
applicant). This matrix includes C dimensions of performance (e.g., task performance, citizenship 
behaviors, counterproductive behavior), projected for N time periods (e.g., annual performance for up 
to 10 year). The predicted performance level is one piece of information contained in the matrix (the 
first component of the third dimension), the estimated accuracy of this estimate (e.g., standard error) is 
the second component of the third dimension, and the third component provides the estimated 
probability of the performance being observed (i.e., the probability that the individual remains 
employed by the organization). Each individual’s matrix can contain information on both past 
performance and the predicted levels of performance and turnover likelihood. 
All human resource decisions that involve predicting performance (e.g., who to hire, who to 
promote, who to reward, who to train) can be based on the information contained in this matrix. 
Similarly, human resource interventions can be evaluated based on the their predicted effects on data 
contained in these matrices (e.g., what are the expected effects of implementing a new selection 
system, a new pay plan, a new training program, a new feedback system?). 
Estimating performance vectors will require the combination of theory, empirical research, 
individual-specific information, and company-specific information. Existing theory and empirical 
evidence helps establish expected patterns. For example, Learning Curve Theory or past evidence from 
research predicting performance trends can provide a baseline of expected values. That is, with no other 
information, instead of assuming all performance has an expected value of the mean (0 if expressed in 
standardized scores), expected performance levels should follow some sort of learning curve. General 
company information can provide further information, such as the probability of turnover for any given 
position. 
As new information is acquired, the vectors can be updated and refined, either based on 
company-specific investigations or from existing research. For example, once performance has been 
observed, subsequent expected performance levels and turnover probabilities can be updated. 
Information on job candidates, used in conjunction with the results of validation studies or existing 
research, can also refine this information. As more information is collected, both within the company 
and from research advances, the quality of information contained in the matrix can be improved. The 
methods used to derive the necessary information will also advance as companies perform their own 
research (e.g., validation studies) and as new studies emerge with relevant findings. 
The idea of building, refining, and using performance vectors in human resource practice is new, 
and would certainly require new advances in methodology and decision making to implement 
successfully. First, tools would need to be developed that can combine information from a company’s 
human resource information system with varied and complex research findings. Second, methods for 
empirically reviewing existing research findings would need to be applicable to studying many variables 
simultaneously rather than a single relationship in isolation. Third, theory would need to provide specific 
information on functional forms rather than just general information on whether an effect is positive or 
not. Fourth, all of this information would need to be able to be combined to yield specific point 
estimates (of performance levels, the accuracy of these estimates, and the likelihood of turnover) for job 
applicants and incumbents. Finally, the methods used to derive these estimates would have to be 
capable of ‘‘learning’’ and updating these values as new data is acquired and new research findings 
emerge. In short, this is no small task. 
It is my belief that this task of performance vectoring presents a new but valuable approach to 
the applied prediction problem, and a new way to build a connection between research and practice. 
Fundamentally, the task is that of predicting performance over time; yet, the requirements of the task 
reveal how all realms of human resource research related to the prediction of job performance need to 
be combined to provide any hope of being able to make this task feasible. With performance vectoring 
being just introduced, any research trying to contribute to this area must begin by attempting to address 
the following three fundamental research questions: 
⋅ How can performance vectors be modeled? 
⋅ How can performance vectors be used to make human resource decisions? 
⋅ How can performance vectors be used to evaluate human resource programs? 
Conclusion 
The study of dynamic performance has a long history, but understanding the nature of job 
performance over time has had only limited development. I argue, based on what I see as clear and 
convincing evidence, that the answer to the question ‘‘is performance dynamic?’’ has been resolved. 
The answer is a resounding ‘‘yes’’; job performance does change over time. The field has thus moved 
beyond this simple question to trying to understand the nature of job performance over time and its 
implications for human resource practice. Theoretical models are available that provide general 
information as to why performance changes or what performance trends may look like, but there has 
been no clear direction as to what variables to study, what questions to ask, what methods to employ, 
how to employ those methods, and how to interpret their results. Although greatly limited by the 
general difficulty of getting sufficiently large longitudinal datasets, the limitations of various 
methodological designs can be well understood and less-than-ideal datasets (including cross-sectional 
ones) can utilize complementary methods to make significant progress along this research path. 
An employment relationship, by its very nature, connotes events, reactions, behaviors, and 
perceptions that occur over time. From an organization’s point of view, a primary (if not the primary) 
outcome of this relationship is the employee’s job performance. As such, what happens to performance 
over time is central to the employment relationship, but it is frequently ignored and far from well-
understood. If simply the study of the criterion (i.e., job performance) has been cited as one of the most 
neglected elements in the applied prediction problem (Dunnette, 1963; Campbell, 1990; Motowidlo et 
al., 1997), performance within the context of time has received even less attention and is even less-well 
understood. And yet, between the available empirical examples, models and theories of learning, and 
methodological advances, there is genuine opportunity for our understanding of job performance over 
time to make significant strides in the future. Will future research perform these needed steps to make 
these contributions? Ironically, time will tell. 
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