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POWER-FREE VALUES OF BINARY FORMS AND THE GLOBAL
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Abstract. We give an improved estimate for the density of k-free values of integral
binary forms with no fixed k-th power divisor. Further, we give the corresponding
improvement to a theorem of Stewart and Top on the number of power-free values
in an interval that may be assumed by a binary form. The approach we use involves
a generalization of the global determinant method of Salberger.
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1. Introduction
Let F (x, y) be a binary form with integer coefficients, non-zero discriminant, and
degree D ≥ 3, such that the largest degree of an irreducible factor f of F over Q is
d. We say that an integer n is k-free if, for all primes p dividing n, we have pk ∤ n. In
general, when k ≥ 2, we expect that for a positive proportion of integer tuples (x, y),
that F (x, y) is k-free; unless there is a reason for it not to be k-free.
For any set S, we denote by #S the cardinality of S. Write
(1.1) ρF (m) = #{(i, j) ∈ {0, · · · , m− 1}2 : F (i, j) ≡ 0 (mod m)}
and
(1.2) CF,k =
∏
p
(
1− ρF (p
k)
p2k
)
.
As we will show in Section 7, and was shown by Filaseta in [16], the quantity ρF (p
k)≪
p2k−2, whence the product in (1.2) converges absolutely since k ≥ 2. Further, write
NF,k(B) = #{(x, y) ∈ Z2 ∩ [1, B]2 : F (x, y) is k-free}.
Suppose that there is no prime p for which pk divides F (x, y) for all (x, y) ∈ Z2. In
1992, Greaves [20] showed that as (x, y) takes on values in [1, B]2 ∩ Z2, the binary
form F (x, y) as above takes on, asymptotically as B tends to∞, CF,kB2 k-free values
whenever k ≥ (d−1)/2. Filaseta improved this for irreducible binary forms (in which
case D = d in the above notation) to k ≥ (2√2 − 1)d/4 in [16]. Hooley, in 2009,
showed in [31] that it suffices to take k ≥ (d− 2)/2. This improvement is significant
for small degrees. In particular, it shows that suitable forms of degree 8 take on
infinitely many cube-free values, a result unavailable until Hooley’s paper. In 2011,
Browning [7] was able to apply the so-called determinant method to obtain that irre-
ducible binary forms satisfying the necessary non-degenerate conditions are k-free as
soon as k > 7d/16. The determinant method was pioneered by Bombieri and Pila in
[2] and greatly extended by Heath-Brown in [23] and again by Salberger in [42] and
[43]. The key to Browning’s improvement is the so-called global determinant method
introduced by Salberger in [43].
Granville showed, subject to the abc-conjecture, that appropriate binary forms F (x, y)
take on infinitely many square-free values in [19]. Poonen showed in [38] that general,
not necessarily homogeneous, binary polynomials F (x, y) with integer coefficients
take on infinitely many square-free values assuming the abc-conjecture. However, one
notes that Poonen’s result does not lead to an asymptotic formula in general.
For a real number t, let ⌈t⌉ denote the least integer u such that t ≤ u. We ob-
tain the following theorem:
Theorem 1.1. Let F (x, y) be a binary form with non-zero discriminant of degree
D ≥ 2 with integer coefficients. Let k ≥ 2 be an integer. Suppose that for each prime
p, there exists a pair of integers (x0, y0) such that p
k does not divide F (x0, y0). Let d
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denote the largest degree of a factor f of F over Q. Then whenever
(1.3) k > min
{
7d
18
,
⌈
d
2
⌉
− 2
}
,
we have
(1.4) NF,k(B) = CF,kB
2 +O
(
B2
logδ B
)
,
where δ = 0.7043 if k = 2, d = 6 and δ = 1 otherwise.
For example, we have that F (x, y) takes on infinitely many 6-free values for d ≤ 15.
The value of δ in Theorem 1.1 for the case k = 2, d = 6 is due to Helfgott [27].
He obtained a better error term in (1.4) for the cases k = 2 and d = 3, 4, 5 as well;
see page 2 of [27]. The condition k > 7d/18 in (1.3) arises from the application of the
global determinant method, and represents the main contribution of this paper. The
condition k > ⌈d/2⌉ − 2 is equivalent to the condition d ≤ 2k + 1, which is exactly
the condition required for Greaves’ theorem in [20]. This result is superior for small
degrees.
Mazur and Gouveˆa showed in [18] that the problem of counting square-free values of
binary forms can be applied to construct elliptic curves E that possess many qua-
dratic twists with large rank. They adapted methods introduced by Hooley in [29]
to the context of binary forms. They remarked in [18] that the sieve method devel-
oped by G. Greaves in [20] is more efficient at counting square-free values of binary
forms and can be used to strengthen their result. Stewart and Top, in [46], were
able to achieve this. In particular, they proved as Theorem 1 in [46] that for F (x, y)
a binary form with integral coefficients of degree D ≥ 3 and non-zero discriminant,
there exists a positive constant C for which F assumes at least CB2/D k-free values
in the interval [−B,B], provided that k ≥ (d− 1)/2 or if k = 2, d ≤ 6. The condition
k ≥ (d − 1)/2 or if k = 2, d ≤ 6 corresponds precisely to the theorem of Greaves in
[20]. The argument used to prove Theorem 1 [46] is mostly independent of the argu-
ments used in Greaves [20], whence we can improve Theorem 1 in [46] by providing
a better estimate for k-free values of binary forms. Analogous to [46], we define the
counting function RF,k(B) as follows:
RF,k(B) = #{t ∈ Z : |t| ≤ B, ∃(x, y) ∈ Z2 such that F (x, y) = t, t is k-free}.
We then have the following result:
Theorem 1.2. Let k ≥ 2. Let F (x, y) be a binary form of degree D ≥ 3 with integer
coefficients and non-zero discriminant, with no fixed k-th power prime divisor. Let d
be the largest degree of an irreducible factor of F over Q and suppose that
k > min
{
7d
18
,
⌈
d
2
⌉
− 2
}
.
Then there exist positive real numbers C1 and C2, which depend on F and k, such
that if B > C1, then
RF,k(B) > C2B
2/D.
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There is an analogous question for polynomials of a single variable. Suppose that
g(x) is a polynomial with integer coefficients and degree d which is irreducible over
Q and has no fixed k-th power prime divisor. Then we expect that g(x) should take
on infinitely many k-free values for k ≥ 2. Indeed, this was established conditionally
assuming the abc-conjecture by Granville [19]; see also [35]. For larger values of k,
the investigation goes back to Ricci in 1933 [40], who established that g takes on
infinitely many k-free values for k ≥ d. Erdo˝s [14], in 1956, showed that k ≥ d − 1
suffices. However, Erdo˝s only gave a lower bound and not an asymptotic formula.
Hooley was able to obtain the exact asymptotic formula in terms of local densities in
1967 [29]. This point will be elaborated below.
For each positive integer m, define ρg(m) to be the cardinality of the set {i ∈
{0, · · · , m− 1} : g(i) ≡ 0 (mod m)}. Put
(1.5) cg,k =
∏
p
(
1− ρg(p
k)
pk
)
,
which is well defined (that is, the product converges) when k ≥ 2. It is non-zero
precisely when g does not have a fixed k-th power prime divisor. Write
Ng,k(B) = #{1 ≤ x ≤ B : g(x) is k-free}.
Then, one should expect that
(1.6) Ng,k(B) ∼ cg,kB.
Indeed, this was the result obtained by Hooley, under the assumption that k ≥ d−1.
A similar asymptotic formula was obtained by all subsequent authors. Nair obtained
(1.6) under the assumption k ≥ (√2− 1
2
)
d in 1976 [36]. Heath-Brown obtained (1.6)
under the assumption that k ≥ (3d+2)/4 in 2006 [24], where he used the determinant
method. Browning improved Heath-Brown’s result to k ≥ (3d+ 1)/4 in [7]. We will
give another proof of Browning’s result in Section 9 as an illustration of our method.
It should be noted that Heath-Brown obtained (1.6) for irreducible polynomials of the
shape f(x) = xd+c, c ∈ Z assuming k ≥ (5d+3)/9 in [26]. His arguments are also in-
spired by weighted projective spaces, defined below, but are materially different from
the arguments presented in the present paper. It would be interesting to see whether
Theorem 1.1 can be improved for diagonal forms of the shape F (x, y) = Axd +Byd.
In order to prove Theorem 1.1 and Theorem 1.2, we generalize the p-adic determinant
method of Heath-Brown, as extended by Salberger, to the case of weighted projective
spaces. Broberg had taken this perspective to study rational points on curves in the
weighted projective plane in [5]. Recall that a projective space Pr+1F over a field F is
defined as the set of equivalence classes of Fr+2 \ {0} under the equivalence relation
defined by
x = (x0, · · · , xr+1) ∼ y = (y0, · · · , yr+1)
if and only if there exists λ ∈ F \ {0} such that
(x0, · · · , xr+1) = (λy0, · · · , λyr+1).
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Let w = (w0, · · · , wr+1) be a vector of positive integers, which we will call the weight
vector. The coordinates of the weight vector are called weights. With a given weight
vector w, we can define the weighted projective space PF(w0, · · · , wr+1) to be the set
of equivalence classes of Fr+2 \ {0} under the equivalence relation
x ∼ y
if and only if there exists λ ∈ F \ {0}, where F denotes an algebraic closure of F, such
that
(x0, · · · , xr+1) = (λw0x0, · · · , λwr+1xr+1).
Our Theorem 3.1 generalizes Salberger’s Theorem 2.2 in [43] and Heath-Brown’s
Theorem 14 in [23]. The generalization of Heath-Brown and Salberger’s determinant
methods will form the technical heart of this paper.
We then apply the determinant method mentioned above which applies to the weighted
projective space setting to the weighted projective surface X defined by the following
equation:
(1.7) f(x, y) = vzk,
which is a surface in PQ(1, 1, d− 2k, 2). Here f is an irreducible factor of degree d of
the binary form F given in Theorem 1.1. Applying the determinant method in this
way allows us to deal with a dimension two subvariety X inside the weighted projec-
tive space PQ(1, 1, d− 2k, 2). This leads to a stronger result than we would obtain by
dealing with a dimension three subvariety inside A4 or working with a surface in A3
by a priori fixing one variable, which was Browning’s approach. We emphasize that
viewing (1.7) as a surface in weighted projective space is critical to our improvement.
We now make a remark regarding the choice of weights (1, 1, d − 2k, 2). It seems
a priori that the better weight choice is (1, 1, d − k, 1), which is similar to Heath-
Brown’s approach in [26]. However the weight vector (1, 1, d − k, 1) does not take
into account the progress made by Greaves and will in fact produce results inferior to
Greaves in [20]. Nevertheless, in our proof of Theorem 9.1 we will use (1, 1, d− k, 1),
precisely because Greaves’ result does not apply in this context.
Moreover, we remark that our approach does not seem to generalize in an obvious way
to subsequent work by Browning, Heath-Brown, and Salberger dealing with arbitrary
projective varieties in [8], because we do not know how to deal with projections of
arbitrary weighted projective varieties onto a hypersurface in a weighted projective
space of lower dimension.
The outline of our paper is as follows. In Section 2, we follow closely Salberger’s
argument in [42] to examine the Hilbert functions of weighted projective hypersur-
faces. This allows us to extend some results found in [10]. Our main result on the
determinant method is Theorem 3.1, which is stated in Section 3. The second part
of Theorem 3.1 is analogous to Salberger’s Theorem 2.2 in [43], and the first part is
analogous to Heath-Brown’s Theorem 14 in [23]. We prove Theorem 3.1 in Sections
5 and 6. In Sections 7 and 8, we follow the strategies of Heath-Brown and Salberger
to apply the results in Sections 3 to 6 to prove Theorem 1.1. In Section 9, we give
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another proof of Browning’s theorem on k-free values of polynomials in [7] as an il-
lustration of our approach. Finally, in Section 10, we give a proof of Theorem 1.2
which is a consequence of Theorem 1.1 and the argument given in [46].
Acknowledgements. The author thanks Professor P. Salberger for providing the
author with a copy of his preprint [43]. The author thanks his Doctoral Advisor
Professor C. L. Stewart for introducing him to this problem, many years of encour-
agement, and for his patient and thorough readings and corrections which improved
the quality of this paper immeasurably. This work would not be possible if not for his
efforts. Both anonymous referees provided very useful comments which significantly
improved the quality of this paper. The author also thanks the University of Waterloo
and the Government of Ontario for providing financial support while this work was
being completed.
2. Hilbert functions on weighted projective varieties
In this section, we work out some basic notions of Hilbert functions and weighted
homogeneous ideals needed for the rest of the paper. Salberger relied on the analo-
gous results in the projective case for his results in [42].
Let K be a fixed field of characteristic zero. We write α = (α0, · · · , αr+1) to de-
note a sequence of non-negative integers, and for x = (x0, · · · , xr+1) we write
xα = xα00 · · ·xαr+1r+1 .
Let w = (w0, · · · , wr+1) be a weight vector and let u be a non-negative integer. For
a monomial xα = xα00 · · ·xαr+1r+1 , define the weighted degree of xα with respect to w to
be
α ·w = α0w0 + · · ·+ αr+1wr+1.
We say a polynomial F ∈ K[x0, · · · , xr+1] is weighted homogeneous (with respect to
w) of weighted degree u if for each monomial xα that appears in F with a non-zero
coefficient, the weighted degree of xα is equal to u. This allows us to define the degree
of a hypersurface X in P(w), but not necessarily the degree of a subvariety of codi-
mension greater than one. This will not be an issue since in our main application, we
will embed such subvarieties explicitly into a lower dimensional weighted projective
space, in which they will have codimension equal to one and so the definition for the
hypersurface case applies. In other situations, we will rely on a pullback to a straight
projective space where the notion of degree is well understood.
Define the set K[x0, · · · , xr+1]w,u to be the collection of weighted homogeneous
polynomials with weight vector w whose weighted degree is equal to u. We say
that I ⊂ K[x0, · · · , xr+1] is a weighted homogeneous ideal (with respect to w) if I is
generated by a set of weighted homogeneous polynomials with respect to the weight
vector w. If I ⊂ K[x0, · · · , xr+1]w is a weighted homogeneous ideal with weight vector
w, then the set Iu given by
Iu = I ∩K[x0, · · · , xr+1]w,u
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is a K-subspace of K[x0, · · · , xr+1]w,u. Like in the projective case, we can define the
Hilbert function of I to be
HI(u) = dimK(K[x0, · · · , xr+1]w,u/Iu).
We can define a graded order < on K[x0, · · · , xr+1] by the following: for α =
(α0, · · · , αr+1), β = (β0, · · · , βr+1) ∈ Zr+2≥0 we have α > β if w0α0 + · · · + wrαr +
wr+1αr+1 > w0β0+ · · ·+wrβr+wr+1βr+1. If there is a tie, i.e. w0α0+ · · ·+wr+1αr+1 =
w0β0 + · · ·+ wr+1βr+1, then we take α > β if αr+1 − βr+1 > 0. If the weighted sums
are equal and αr+1 = βr+1, then we compare αr and βr. This continues until we
break the tie, so this ordering is a total order. Under this ordering, we can define the
leading term of a given polynomial.
Definition 2.1. Suppose
F (x0, · · · , xr+1) =
∑
w·β=u
cβx
β ∈ K[x0, · · · , xr+1]
is a weighted homogeneous polynomial with respect to the weight vectorw of weighted
degree u. Suppose xα is a monomial which appears in F with non-zero coefficient
and which is maximal with respect to the total order <. Then, we say that xα is
the leading monomial of F . If we include the coefficient cα of x
α, then cαx
α is the
leading term of F which we write as LT(F ).
Write 〈LT(I)〉 to denote the ideal generated by the leading terms of polynomials
in I. Our first result is the following:
Proposition 2.2. Let I ⊂ K[x0, · · · , xr+1]w be a weighted homogeneous ideal. Then
I has the same Hilbert function as 〈LT(I)〉.
Proof. The argument is identical to Proposition 9 in Chapter 9 of [10]. 
Remark 2.3. The choice of the ordering < does not matter in Proposition 2.2.
Indeed, we will choose slightly different orderings when convenient.
We have
HI(u) = HLT(I)(u).
With this characterization, we can define for each i ∈ {0, 1, · · · , r + 1}
(2.1) σI,i(u) =
∑
β·w=u
x
β /∈LT(I)
βi.
From the definition of the Hilbert function, there are HI(u) many monomials that
are not the leading monomial of any polynomial in Iu. Thus, it follows immediately
that
w0σI,0(u) + · · ·+ wrσI,r(u) + wr+1σI,r+1(u) = uHI(u).
Now by Theorem 3.4.4 in [12], the Hilbert series of a hypersurface generated by a
form F of weighted degree d with respect to the weight vector w is given by
(2.2)
(1− xd)
(1− xw0) · · · (1− xwr+1) .
From here on, we shall assume that our weight vector w has the property that the
gcd of any r + 1 of the weights is equal to 1. This distinction will be automatic in
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the relevant weight vectors in our paper; see Theorem 4.1. Thus, by examining the
poles of the function above we conclude that there is only one pole of order r+1, we
see that the u-th coefficient is of the form
(2.3) HI(u) = du
r
r!w0 · · ·wr+1 +Ow,r(d
r+1+d2ur−1) =
dur
r!w0 · · ·wr+1 +Ow,r(d
r+1ur−1),
where the constant in front of the big-O term depends only on w0, · · · , wr+1 and r.
The argument in the proof of our next result, Proposition 2.4, was inspired by a
discussion on MathOverflow with Richard Stanley [44]. In particular, the construc-
tion of the generating function used below was suggested by Stanley.
Proposition 2.4. Let K be a field of characteristic zero and < be the graded mono-
mial ordering as before. Suppose F (x0, · · · , xr+1) ∈ K[x0, · · · , xr+1] has weighted
degree d with respect to w and leading monomial xα. Set I = 〈F 〉. Define σI,m(u) as
in (2.1). Then
σI,m(u) = aI,muHI(u) +Ow,d,r(ur),
where
(2.4) aI,m =
d− wmαm
(r + 1)wmd
for m = 0, 1, · · · , r + 1.
Proof. Suppose that xβ is a monomial of weighted degree u with respect to the weight
vector w. Then xβ ∈ 〈LT(I)〉 if and only if xα|xβ. Hence, we need to count those
monomials xβ = xβ00 · · ·xβr+1r+1 of weighted degree u such that at least one of the
exponents βi < αi. Write
∑∗
to indicate a summation taken over those β =
(β0, · · · , βr+1) ∈ Zr+2≥0 such that w0β0+ · · ·+wr+1βr+1 = u and that βj < αj for some
0 ≤ j ≤ r + 1. Our goal, then, is to evaluate the sum
σI,m(u) =
∑∗
βm
for each 0 ≤ m ≤ r + 1. To do this, let us define:
T jm(u) =
∑
β·w=u
βj<αj
βm.
We want to emphasize that the evaluation of T jm(u) will vary based on whether j 6= m
or j = m. In fact, the terms Tmm (u) will be negligible. We address the former situation.
Define the function
Gj,m(x, y) =
1 + ywj + · · ·+ ywj(αj−1)
[
∏
t6=j,m(1− ywt)](1− xywm)
for j 6= m. We then take the derivative with respect to x and evaluate at x = 1 to
obtain
(2.5)
d
dx
Gj,m(x, y)|x=1 = (1 + y
wj + · · ·+ y(αj−1)wj )ywm
[
∏
t6=j,m(1− ywt)](1− ywm)2
.
Note that T jm(u) is equal to the coefficient of y
u in the series expansion of (2.5) around
0. Since no r+1 of the weights have a common factor, it follows that for each root of
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unity ζ , ζ is a root of at most r + 1 factors in the denominator of (2.5). Hence there
is a single pole of order r + 2 at y = 1.Since the highest order pole in (2.5) is r + 2,
its Laurent series around 0 is given by
c−r−2y
−r−2 + c−r−1y
−r−1 + · · ·
for complex coefficients ct ∈ C. Using Cauchy’s integral formula, we can calculate
the coefficient c−r−2:
1
2pii
∮
(1− z)r+1(1 + zwj + · · ·+ zwj(αj−1))zwj
(1− zwm)2∏t6=j,m(1− zwt) dz,
and get that
c−r−2 =
αj
w2m
∏
t6=j,mwt
.
Thus, T jm(u) is asymptotically given by
αj
w2m
∏
t6=j,mwt
ur+1
(r + 1)!
for j 6= m, as u→∞. We now examine the contribution to T jm(u) from other poles.
From (2.5), it follows that each pole is a root of unity. Recall that there are no other
poles of order r+2. The contribution from a pole ζ of order k less than r+2 is given
by
1
2pii
∮
(ζ − z)k−1(1 + zwj + · · ·+ zwj(αj−1))zwj
(1− zwm)2∏t6=j,m(1− zwt) dz.
The evaluation of this integral will depend on whether ζ is a wt-th root of unity for
t 6= j. To help us evaluate the integral, define
fζ,t(z) =


1
1− zwt , if ζ
wt 6= 1,
ζ − z
1− zwt , if ζ
wt = 1.
We now estimate fζ,t(ζ) in both cases. Put ζ = e
2piil
n with gcd(l, n) = 1. Then
1− ζwt = 1− cos
(
2piwtl
n
)
− i sin
(
2piwtl
n
)
= 2 sin
(
piwtl
n
)(
sin
(
piwtl
n
)
− i cos
(
piwtl
n
))
.
The term in the parentheses on the right has absolute value one, and we have∣∣∣∣2 sin
(
piwtl
n
)∣∣∣∣ ≥ 2 sin(pi/n).
Moreover, n ≥ 2, and on the interval [0, pi/2] sin(x) satisfies
sin(x) ≥ 2x
pi
,
whence ∣∣∣∣2 sin
(
piwtl
n
)∣∣∣∣ ≥ 4n.
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Therefore, in this case, we have
|fζ,t(ζ)| ≤ n
4
.
In the second case, we put η for a primitive wt-th root of unity, and put ζ = η
l for
some 1 ≤ l ≤ wt − 1. Then we make the observation that∏
1≤s≤wt
s 6=l
(ζ − ηs) = nζn−1.
Thus, in this case, we have |fζ,t(ζ)| = n−1.
Next, we deal with the numerator g(z) = 1 + zwj + · · · + zwj(αj−1). We note that
if g(ζ) 6= 0, then we can simply bound from above by the triangle inequality to obtain
the upper bound αj . Otherwise we make the observation that the contribution to the
residue is equal to evaluating
g(z)(z − ζ)−1
at z = ζ , which is equivalent to evaluating g′(z) = wjz
wj−1+· · ·+wj(αj−1)zwj(αj−1)−1
at z = ζ . The latter is readily seen to be bounded from above by
wjαj(αj − 1)
2
.
Combining these estimates, we see that order of magnitude of the residue does not
exceed
wjαj(αj − 1)
2
nr+2−2k.
Therefore, the contribution to T jm(u) from each pole of order k is at most
wjαj(αj − 1)nr+2−2k
2
uk
k!
.
Note that n is bounded above by the maximum of the wt’s and bounded from below
by the minimum of the wt’s and 2. Moreover, αj is bounded from above by d. We
have thus obtained an acceptable error term as stated in the proposition.
For the case j = m, we put
Gm,m(x, y) =
1 + xywm + · · ·+ (xywm)αm−1∏
t6=m(1− ywt)
,
so that
(2.6)
d
dx
Gm,m(x, y)|x=1 = y + 2y
2 + · · ·+ (αm − 1)yαm−1∏
t6=m(1− ywt)
.
The pole at y = 1 is only of order r+1 as opposed to r+2. By examining the Laurent
series of (2.6) and evaluating the −(r+1)-th coefficient, we see that the contribution
from the pole of order (r + 1) is equal to
αm(αm − 1)∏
t6=m wt
ur
r!
.
Observe that the coefficient is bounded from above by d2. The lower order poles can
be analyzed as before, so we omit this step.
POWER-FREE VALUES OF BINARY FORMS AND THE GLOBAL DETERMINANT METHOD11
We now consider sums of the form ∑♮
βm
where the symbol
∑♮
indicates the sum is taken over those β such that there exist
at least two indices i, j for which βi < αi and βj < αj . Noting that αj ≤ d for
0 ≤ j ≤ r + 1 we see that the contribution from these sums is at most C3(w, r)d2ur,
where C3(w, r) is a number which depends on w and r only. The existence of such
a C3(w, r) follows from analyzing the order of poles as above and applying Cauchy’s
integral formula as above. Thus, by the inclusion exclusion principle, we see that for
0 ≤ m ≤ r + 1
σI,m(u) =
∑
0≤j≤r+1
T jm(u) +Ow,d,r (u
r)
=
1
wm
∏r+1
t=0 wt
(
w0α0u
r+1
(r + 1)!
+ · · ·+ wr+1αr+1u
r+1
(r + 1)!
− wmαmu
r+1
(r + 1)!
)
+O
w,d,r(u
r)
=
(d− wmαm)ur+1
(r + 1)!wm
∏r+1
t=0 wt
+O
w,d,r(u
r).
Now, recall that uHI(u) = du
r+1
r!
∏r+1
t=0 wt
+ O
w,d,r(u
r), and hence we have, for 0 ≤
m ≤ r + 1,
σI,m(u) =
d− wmαm
(r + 1)wmd
uHI(u) +Ow,d,r (ur) .
This completes the proof of Proposition 2.4. 
3. The determinant method
In this section we lay out the necessary notation for our results and state our main
technical theorem. From now on we will assume that the underlying field is Q, unless
otherwise stated. For brevity we put P(w) = PQ(w0, · · · , wr+1). We are not able to
deal with general weighted projective spaces. Indeed, our arguments require at least
two of the weights be equal to 1. We shall assume that w0 = w1 = 1. This will be
made apparent in the proof of Theorem 4.1.
Let I be the weighted homogeneous ideal generated by a primitive weighted ho-
mogeneous form
F (x0, · · · , xr+1) ∈ Z[x0, · · · , xr+1],
of weighted degree d, and let X be the corresponding hypersurface defined by F .
Let the height of F , denoted by ‖F‖, be the largest absolute value of the coefficients
of F . Let < be the monomial grading as in Section 2, giving rise to the constants
aI,0, · · · , aI,r+1 as in (2.4). Let B = (B0, · · · , Br+1) ∈ Rr+2 be an (r+2)-tuple of real
numbers of size at least 1. Our goal is to count rational points x = (x0, · · · , xr+1) on
the hypersurface X , defined over P(w), such that
|xi| ≤ Bi, 0 ≤ i ≤ r + 1.
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Let us write
w = w2 · · ·wr+1,
(3.1) V = B0 · · ·Br+1,
and
(3.2) W =
(
B
aI,0
0 · · ·BaI,r+1r+1
) r+1
r (
w
d )
1/r
.
Further, we will only be concerned with those rational points x ∈ X with integral
representation (x0, · · · , xr+1) satisfying gcd(x0, x1) = 1. Note that any such integral
representative is necessarily primitive. Let us write X(Q;B0, · · · , Br+1) = X(Q;B)
for the set of rational points on X with an integral representative (x0, · · · , xr+1)
satisfying |xi| ≤ Bi and gcd(x0, x1) = 1. Sometimes we will wish to count a subset
of X(Q;B) satisfying a certain set of congruence conditions. For each prime p, let us
write Xp for the hypersurface defined by reducing X modulo p, viewed as a variety
over Fp. Let P = {p1, · · · , pt} be a set of primes, and let P = (P1, · · · , Pt), with
Pj ∈ Xpj . Then we write
X(Q;B;P) = {x ∈ X(Q;B) : x ≡ Pj (mod pj), 1 ≤ j ≤ t}.
A hypersurface X ⊂ P(w) is geometrically integral if it is reduced and irreducible
over the algebraic closure of Q; see Hartshorne [21], p. 82 and p. 93.
Theorem 3.1. Let B = (B0, · · · , Br+1) ∈ Rr+2 be a vector of positive numbers of
size at least 1 and let w = (1, 1, w2, · · · , wr+1) be a vector of positive integers. Let
X be a hypersurface in P(w) which is irreducible over Q and defined by a primitive
weighted homogeneous form F in Z[x0, · · · , xr+1] of weighted degree d with respect to
w. Let I = 〈F 〉 be the weighted homogeneous ideal generated by F . Let P be a finite
set of primes and put
Q =
∏
p∈P
p.
For each prime p in P let Pp be a non-singular point in Xp and put
P = {Pp : p ∈ P}.
(a) Let ε > 0. If
WV ε ≤ Q ≤WV 2ε
then there is a hypersurface Y (P) containing X(Q;B,P), not containing X
and defined by a primitive form G ∈ Z[x0, · · · , xr+1], whose weighted degree
satisfies
(3.3) degG = Od,r,w,ε(1),
and whose height satisfies
(3.4) log‖G‖ = Od,r,w,ε (log V ) .
(b) If X is geometrically integral, then there exists a hypersurface Y (P) con-
taining X(Q;B,P), not containing X and defined by a primitive form G ∈
Z[x0, · · · , xr+1], whose degree satisfies
degG = O
w,d,r
(
(1 +Q−1W ) logVQ) .
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The second part of Theorem 3.1 is a generalization of Salberger’s Theorem 2.2 in
[43] to the case of weighted projective hypersurfaces, and the first part is a general-
ization of Salberger’s Lemma 2.8 in [43]. Lemma 2.8 in [43] is itself an extension of
Heath-Brown’s Theorem 14 in [23]. In fact, both theorems are recovered if we set
w = (1, 1, · · · , 1). We note that, unlike earlier formulations when Q ≥ WV ε, the
dependence of the logarithm of the height of G on the degree d and the dependence
of the degree of G on the degree d of F and the parameter ε is explicit with the
remaining constant depending only on the dimension r and the weight vector w.
M. Walsh was able to obtain an improved version of Theorem 1.1 of [43] in [47].
This corresponds to the case P = ∅ in Theorem 3.1. His improvement was to show
that one can obtain a saving of log(‖F‖+ 1)‖F‖−r−1d−(r+1)/r on the estimate for the
degree of the form G.
Theorem 3.1 is the main technical result of this paper. We will use it to carry out an
inductive argument similar to Salberger’s proof of Lemma 3.1 in his paper [43].
We will complete the proof of Theorem 3.1 in the next three sections.
4. Large divisors of the determinant
Our next theorem produces a prime power divisor of a determinant of the form
det(Mj(ξl)), whereM1, · · · ,Ms are monomials of the same weighted degree and where
ξl ∈ Zr+2, 1 ≤ l ≤ s are all congruent to a point P ∈ Xp. The additional assumption
that these tuples are congruent to some point P ∈ Xp as opposed to the weaker
assumption that they are merely congruent modulo p gives the extra geometric in-
formation that allows us to produce a divisor which is larger. Indeed, if we assume
only that ξl ≡ ξj (mod p) for 1 ≤ j, l ≤ s, then by taking differences of columns
we can produce a factor of p in each column, thereby allowing us to conclude that
ps−1| det(Mj(ξl)). However, our next theorem shows that for sufficiently large s, we
can produce a larger power of p which divides det(Mj(ξl)). We aim to establish the
following:
Theorem 4.1. Let w = (1, 1, w2, · · · , wr+1) be a weight vector, p be a prime, X be
a hypersurface of degree d in P(w), and P be an Fp point of multiplicity mP on Xp.
Suppose there are s distinct primitive (r + 2)-tuples of integers on X
ξ1, · · · , ξs
with reduction P , such that gcd(ξ0,l, ξ1,l) = 1 for 1 ≤ l ≤ s. If M1, · · · ,Ms are
monomials in (x0, · · · , xr+1) of the same weighted degree, then there exists a positive
number κ(d, r), depending on d and r, such that the determinant of the s× s matrix
(Mj(ξl)) is divisible by p
N , where
N >
(
r!
mP
) 1
r
· r
r + 1
· s1+ 1r − κ(d, r)s.
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If P is non-singular, so mP = 1, then there exists a positive number κ
′(r), depending
only on r, such that
N > (r!)1/r
r
r + 1
s1+
1
r − κ′(r)s.
We will prove Theorem 4.1 by means of the next two propositions; corresponding to
Lemmas 2.3 and 2.4 respectively in [42]. We note here that for the proof of Theorem
4.1 we require that two of the weights be 1. This is the only part of the paper where
we need to make such an assumption.
We remark that this restriction can be removed if we a priori pick monomials whose
weighted degrees are a multiple of the least common multiple of all of the weights,
and indeed this opens up the possibility to extend the determinant method to all
weighted projective spaces. However the extra technical details take us too far afield
in the present paper. We would like to return to this issue in the future.
Proposition 4.2. Let w = (1, 1, · · · , wr+1) be a weight vector, X a hypersurface of
weighted degree d in P(w), p a prime and P an Fp-point of multiplicity mP on Xp.
Write A for the local ring of regular functions at P and m for the maximal ideal of
A. For each positive integer t put gX,P (t) = dimA/m m
t/mt+1. Then, we have
gX,P (t) =
mP t
r−1
(r − 1)! +Od,r(t
r−2).
If mP = 1, then we obtain the more refined assertion that
gX,P (t) =
tr−1
(r − 1)! +Or(t
r−2).
Proof. Write B =
⊕
t≥0
(mt/mt+1). By definition, the projectivized tangent cone at P
is defined to be the Proj(B), see Exercise III-29 in [13]. Since A/m ∼= Fp is a field, it
follows that gX,P (t) is precisely the Hilbert function of the projectivized tangent cone
at P , say WP . Note that WP is a subvariety of the Zariski tangent space of X at P ,
which is isomorphic to PrFp. Hence, we can consider the homogeneous ideal of WP ,
which is generated by C4(d, r) many forms; see III.3 of [34]. Note that this bound
depends only on d and r. Following Lemma 1 of [4], we may choose a Groebner basis
of forms of degree C5(d, r) for the homogeneous ideal of WP . By Proposition 2.2, the
Hilbert function does not change if we replace this ideal with the ideal generated by
its leading terms. Hence, there are only finitely many candidates for Hilbert func-
tions of WP for points P of multiplicity mP = Ow,d(1). More precisely, the number
of candidates is bounded by the number of monomials in r− 1 variables of degree at
most C5(d, r). Thus, there are at most C6(d, r) such functions.
Let us now fix a particular
gX,P (t) =
mP t
r−1
(r − 1)! +OP,r(t
r−2).
To obtain the estimate for the coefficient in front of the big-O term, one notes that
there exists a polynomial Q(x) with integer coefficients with Q(1) 6= 0 such that the
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Hilbert series of the projectivized tangent cone is given by
Q(x)
(1− x)r ,
see Chapter 9 of [10]. From here we see from Proposition 2.4 that the error term is
at most an absolute constant times mr−1P . Since mP = Ow,d(1), the claim follows.
If mP = 1, then it is known (see III.3 in [34]) that the ideal of the tangent cone at P is
generated by a single polynomial of degree 1. Hence, we can replace C4(d, r), C5(d, r),
and C6(d, r) with numbers that depend at most on r. 
We shall denote by Zp the ring of p-adic integers. Let R be a commutative noe-
therian local ring containing Zp as a subring, R = R/pR, and m be the maximal ideal
of R. We then have the following proposition:
Proposition 4.3. Let (nl(R))∞l=1 be the non-decreasing sequence of integers t ≥ 0,
where t occurs exactly dimR/m m
t/mt+1 times. Let r1, · · · , rs be elements of R and
ϕ1, · · · , ϕs be ring homomorphisms from R to Zp. Then, the determinant of the s× s
matrix (ϕi(rj)) is divisible by p
A(s) for A(s) = n1(R) + · · ·+ ns(R).
Proof. This is the same as the proof of Lemma 2.4 in [42]. 
Proof. (Theorem 4.1) Let R be the local ring of X over Zp at the point P with respect
to the weight vector w = (1, 1, w2, · · · , wr+1) and R = R/pR. Since gcd(x0, x1) = 1,
there exists some index j = 0, 1 such that p ∤ xj . Without loss of generality, suppose
that p ∤ x0. Then we can replace Mj(x0, · · · , xr+1) with
Mj
(
1,
x1
x0
,
x2
xw20
, · · · , xr+1
x
wr+1
0
)
without changing the p-adic valuation of det(Mj(ξl)). These rational functions are
elements of R. We consider the evaluation maps at the points ξ1, · · · , ξs, which are
homomorphisms from R to Zp. Since Zp ⊂ R, the conditions for the ring appearing
in Proposition 4.3 is satisfied. Thus it follows that
pA(s)|∆.
It remains to estimate A(s). Let g = gX,P be as in proposition 4.2 and set G(t) =
g(0) + g(1) + · · ·+ g(t). Since g(t) = mP tr−1/(r − 1)! +Od,r(tr−2), it follows that
G(t) =
mP t
r
r!
+Od,r(t
r−1).
By the definition of g and (nl(R)), it follows that
A(G(t)) = g(1) + · · ·+ tg(t) = mP t
r+1
(r + 1)(r − 1)! +Od,r(t
r),
and explicitly we have(
r!
mP
) 1
r
G(t)1+
1
r =
(
r!
mP
) 1
r
(
mP t
r
r!
+Od,r(t
r−1)
)1+ 1
r
=
mP t
r+1
r!
+Od,r(t
r).
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Multiplying by r/(r + 1) gives
A(G(t)) =
(
r!
mP
) 1
r
(
r
r + 1
)
G(t)1+
1
r +Od,r(G(t)),
since tr = O
w,d,r(G(t)). The fact that
A(s) =
(
r!
mP
) 1
r
(
r
r + 1
)
s1+
1
r +Od,r(s)
follows from the observation that if t is the unique integer such that G(t− 1) < s ≤
G(t), then
0 ≤ A(G(t))− A(s) ≤ tg(t) ≤ mP t
r
(r − 1)! +Od,r(t
r−1) ≤ rs+Od,r(s1− 1r ),
and
0 ≤ G(t)1+ 1r − s1+ 1r ≤ G(t)1+ 1r −G(t− 1)1+ 1r = Od,r(tr) = Od,r(s).
If mP = 1, then by Proposition 4.2 the constants in front of the error terms may be
replaced with a number which depends on r only. 
We now proceed to give estimates for products of various ‘bad’ primes with respect
to a geometrically integral hypersurface X ⊂ P(w).
Definition 4.4. Let X be a geometrically integral hypersurface in P(w) of degree d.
We write piX for the product of all primes p for which Xp is not geometrically integral.
Let us denote by Rr+1(d) the number of distinct monomials in x0, · · · , xr+1 of
weighted degree d with respect to the weight vector w = (1, 1, w2, · · · , wr+1).
The next lemma allows us to capture whether a given polynomial is irreducible over
Q or not by considering a finite set of universal polynomials. This was first proved
by Salberger in [42], and Lemma 4.5 below is essentially the same as Lemma 1.8 in
[43], except over weighted projective space.
Denote by Sd the set of vectors β ∈ Zr+2≥0 such that β ·w = d. Note that
#Sd = Rr+1(d).
Let the elements in Sd be enumerated by β1, · · · ,βRr+1(d).
Lemma 4.5. Let d be a positive integer. Then there exists a finite set of universal
forms
Φ1(a1, · · · , aRr+1(d)), · · · ,Φt(a1, · · · , aRr+1(d)),
with the following property. Whenever the variables aj take values in a field K, the
form
F (x0, · · · , xr+1) =
Rr+1(d)∑
j=1
ajx
βj
is absolutely irreducible over K if and only if Φi(a1, · · · , aRr+1(d)) 6= 0 in K for some
i ∈ {1, · · · , t}.
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Proof. First, we remark that weighted projective space can be realized as an abstract
projective scheme by considering a grading corresponding to its weight vector. See
Miles Reid’s course notes [39]. Thus, let Hk denote the Hilbert scheme of degree
k hypersurfaces in P(w). Since these hypersurfaces are defined by polynomials of
degree k, there is a natural morphism between Hk×Hd−k and Hd. Let vk denote this
morphism. Then,
F (x0, · · · , xr+1) =
Rr+1(d)∑
j=1
ajx
βj
has a factor over K of degree k if and only if the corresponding K-point on Hd lies
in vk(Hk ×Hd−k). Also, since Hk ×Hd−k is a projective scheme, vk(Hk ×Hd−k) must
be a closed subset of Hd by the main theorem in elimination theory in Chapter 3,
Section 1 of [10]. The union of vk(Hk ×Hd−k) over k = 1, · · · , d− 1 must be a closed
subset of Hd defined by a finite set of forms
Φ1(a1, · · · , aRr+1(d)), · · · ,Φt(a1, · · · , aRr+1(d))
over Z such that F is absolutely irreducible over K if and only if Φi(a1, · · · , aRr+1(d)) =
0 for all 1 ≤ i ≤ t in K. This completes the proof. 
The next lemma gives an upper bound for piX in the case when X(Q;B) is not
contained in another hypersurface of the same degree as X .
Lemma 4.6. Let X ⊂ P(w) be a geometrically integral hypersurface of degree d and
B = (B0, · · · , Br+1) ∈ Rr+2≥1 . Then one of the following statements hold:
(a) X(Q;B) lies in a hypersurface Y 6= X of degree d,
(b) log piX = Ow,d,r (1 + log V ).
Proof. Let F (x0, · · · , xr+1) =
∑Rr+1(d)
j=1 ajx
βj be a primitive integral form defining X
and
Φ1(a1, · · · , aRr+1(d)), · · · ,Φt(a1, · · · , aRr+1(d))
be the values of the universal forms in Lemma 4.5 of the coefficients aj of F . Then
Φi(a1, · · · , aRr+1(d)) 6= 0 for some i ∈ {1, · · · , t}, as X is geometrically integral. By
applying Lemma 4.5 to Fp, which is F reduced modulo p, and setting K = Fp for the
prime factors p of Φi(a1, · · · , aRr+1(d)), we see that piX is a factor of Φi(a1, · · · , aRr+1(d)).
Note that the degree D of Φi and the height ‖Φi‖ are bounded in terms of d and r.
Write S = #X(Q;B) and s = Rr+1(d). Form the S × s matrix M, where the
rows correspond to the points x1, · · · ,xS ∈ X(Q;B) and the columns correspond to
the monomials of weighted degree d. Then the vector f ∈ Zs corresponding to the
coefficients of F satisfiesMf = 0, whence the rank ofM is at most s−1. Let s′ ≤ s−1
denote the rank of M. Then, for any (s′ + 1) × (s′ + 1) minor M′ of M, we have
detM′ = 0, while there exists some s′ × s′ minor M′′ of M such that detM′′ 6= 0.
Without loss of generality, assume that M′′ consisting of the first s′ columns and s′
rows ofM is such that detM′′ 6= 0. Then, by taking the (s′+1)× (s′+1) minorM′
consisting of the first s′ + 1 columns and s′ + 1 rows of M, we have that
(4.1) detM′ = 0.
Expanding detM′ along the right most column of M′, we see that (4.1) implies
that there exists an integral vector g ∈ Zs, whose entries are at most V ds, such that
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Mg = 0. Let G be the corresponding weighted form. Note that G is not the zero
form and has degree d. Further, G vanishes on X(Q;B). Hence, if (a) does not hold,
G must be a constant multiple of F . Thus, it follows that
(4.2) ‖F‖ ≪ (Rr+1(d))!V dRr+1(d)
where the implied constant is absolute. Therefore, there exists C7(w, d, r) such that
|Φi(a1, · · · , aRr+1(d))| = Ow,d,r(V C7(w,d,r)).
Since piX divides Φi(a1, · · · , aRr+1(d)), we have
log piX = Ow,d,r(1 + log V )
if (a) does not hold, as desired. 
5. Proof of Theorem 3.1: Preliminaries
In the next two sections we complete the proof of Theorem 3.1. We have chosen
to give arguments similar to those given by Salberger to prove his Lemma 1.4 in [43],
which is stated as Lemma 5.1 below. The argument in the proof of Lemma 5.1 is
essentially the same as the proof of Lemma 1.4 in [43]; Walsh also proved a similar
result in [47].
For a given point P on Xp let mP denote the multiplicity of P . Next, let us write
np =
∑
P mP , where the sum is over all points P ∈ Xp.
Lemma 5.1. Let X be a geometrically integral hypersurface in P(w) of degree d
defined by a primitive form F , and let p be a prime for which Xp is geometrically
integral. Suppose there exist s primitive (r + 2)-tuples of integers
ξ1, · · · , ξs
representing elements of X(Q;B). Let M1, · · · ,Ms be monomials in (x0, · · · , xr+1)
with integer coefficients and the same weighted degree. Then, there is a positive num-
ber κ(d, r) which depends on d and r, such that the determinant of the s× s matrix
formed by the entries Mj(ξl) is divisible by p
N with
N > (r!)1/r
r
r + 1
s1+1/r
n
1/r
p
− κ(d, r)s.
Remark 5.2. The number κ(d, r) is the same as in Theorem 4.1.
Proof. Let P be an Fp-point on Xp. Write IP ⊂ {1, · · · , s} for the set of indices l
such that ξl+pZ
r+2 represents P , and write sP = #IP . Then, by Theorem 4.1, there
exists a non-negative integer
(5.1) NP >
(
r!
mP
)1/r
r
r + 1
s
1+1/r
P − κ(d, r)sP ,
such that pNP | det(MP ), whereMP is a sP ×sP submatrix ofM with second indices
l ∈ IP . By Laplace expansion, we can express ∆ as follows:
∆ =
∑
sgn(MP ,M′P ) det(MP ) det(M′P ),
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where the sum is over all sP × sP minors MP along the indices in IP and M′P is
the complementary minor of MP . We can iterate this process with each M′P , which
consists of rows with indices in the set {1, · · · , s} \ IP . Each iteration yields a divisor
of ∆ which is independent of pNP . Hence, we get that pN |∆, where
N =
∑
P
NP > (r!)
1/r r
r + 1
∑
P
s
1+1/r
P
m
1/r
P
− κ(d, r)s.
By Ho¨lder’s inequality, we get that
s =
∑
P
sP ≤
(∑
P
mP
)1/(r+1)(∑
P
s
1+1/r
P
m
1/r
P
)r/(r+1)
.
Re-arranging, we obtain ∑
P
s
1+1/r
P
m
1/r
P
≥ s
1+1/r
n
1/r
p
.
Thus, we have that
N ≥ (r!)1/r r
r + 1
s1+1/r
n
1/r
p
− κ(d, r)s,
as desired. 
We now draw on some results of Lang and Weil in [32] on the number of points of
algebraic varieties over finite fields. Let us define Xp,sing to be the singular locus of
Xp. Let Xp,j be the zero locus of the partial derivative
∂F
∂xj
over Fp. Then Xp,sing ⊂
Xp ∩ Xp,j for each j = 0, · · · , r + 1. In particular, Xp,sing has co-dimension at least
one in Xp since the partial derivatives of F do not all vanish identically. By example
4 on page 130 of [1], both Xp and Xp,j arise as quotients under the same action
of hypersurfaces of degree d and d − 1 respectively over Pr+1(Fp), thus the usual
Be´zout’s theorem gives an upper bound for the number of components in Xp,sing as
well as its degree. Therefore, the sum of the degrees of the irreducible components
of Xp,sing is bounded in terms of d and r. Hence, by Lemma 1 in [32], we have
#Xp,sing(Fp) = Ow,d,r(p
r−1). Since the multiplicity of a point on Xp is bounded in
terms of d, it follows that
∑
P
(mP − 1) = Ow,d,r(pr−1).
Next we examine the sizes of equivalence classes for each point x in PFp(w). Suppose
x = (x0, · · · , xr+1). If either x0 or x1 is non-zero in Fp, then we see that for λ 6≡ γ
(mod p) the points
(5.2) (λx0, λx1, λ
w2x2, · · · , λwr+1xr+1)
and
(5.3) (γx0, γx1, γ
w2x2, · · · , γwr+1xr+1)
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are distinct in Ar+2Fp . Therefore, the equivalence class of x in PFp(w) has size p − 1.
In general, if (5.2) and (5.3) are in the same equivalence class in PFp(w), then the
congruence
λwj ≡ γwj (mod p)
has to hold for each j such that xj is non-zero, by the definition of weighted projective
space. Thus, if the non-zero coordinates of x have co-prime weights then (5.2) and
(5.3) are distinct whenever λ 6≡ γ (mod p). If the weights of the non-zero coordinates
of x are not co-prime, then let g be their gcd. Without loss of generality, we may
suppose that the non-zero coordinates are x2, · · · , xk for some k ≤ r + 1. For each
non-zero λ in Fp, choose a g-th root λ
1/g in Fp. Then we see that
(0, 0, λw2/gx2, · · · , λwk/gxk, · · · )
and
(0, 0, γw2/gx2, · · · , γwk/gxk, · · · )
are distinct in Ar+2Fp whenever λ 6≡ γ (mod p). Therefore, each equivalence class in
PFp(w) contains exactly p− 1 elements. Put X ′(Fp) to be the variety in Ar+2Fp defined
by the same polynomial as X . It then follows that
#X(Fp) = (p− 1)#X ′(Fp),
so Theorem 1 of [32] implies that #X(Fp) = p
r +O(d2pr−1/2) +O
w,d,r (p
r−1), hence
np = p
r +O(d2pr−1/2) +O
w,d,r
(
pr−1
)
.
More specifically, the implied constant is at most d2 by the argument in [32]. Note
that for all real numbers α ∈ R≥0, we have α− 1 = (α1/r − 1)(α(r−1)/r + · · ·+1), and
so |α1/r− 1| ≤ |α− 1|. Thus, n1/rp = p+Ow,d,r(p1/2). We summarize this as a lemma:
Lemma 5.3. If Xp is geometrically integral, then n
1/r
p = p +Ow,d,r(p
1/2).
We are now ready to complete the proof of Theorem 3.1.
6. Proof of Theorem 3.1: Completion
Let S = #X(Q;B;P), and let
ξ1, · · · , ξS ∈ X(Q;B,P)
be primitive integral (r+2)-tuples representing elements of X(Q;B;P). Let I be the
weighted homogeneous ideal generated by F in Z[x0, · · · , xr+1]. For a positive integer
s, let u be the positive integer such that HI(u− 1) < s ≤ HI(u). By (2.3), it follows
that
s =
dur
r!w
+O
w,r
(
dr+2 + d2ur−1
)
=
dur
r!w
(
1 +O
w,r
(
dr+1u−r + du−1
))
,
hence (
w · r!
d
)1/r
s1/r = u
(
1 +O
w,r(d
r+1u−r + du−1)
)1/r
.
Rearranging, we obtain
(6.1) u =
(
w · r!
d
) 1
r
s
1
r +O
w,r (d) .
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Observe that
HI(u)−HI(u− 1) = d(u
r − (u− 1)r)
r!w
+O
w,d,r(u
r−1) = O
w,d,r(u
r−1),
hence by our choice of u with respect to s, we have
HI(u)− s = Ow,d,r
(
ur−1
)
.
Therefore,
(6.2)
uHI(u) =
((
w · r!
d
)1/r
s1/r +O
w,r(d)
)(
s+O
w,d,r(u
r−1)
)
=
(
w · r!
d
)1/r
s1+
1
r +O
w,d,r (s) .
Let M1,M2, · · · ,Ms be distinct monomials of weighted degree u which are not lead-
ing monomials of any element in I = 〈F 〉. These monomials are linearly independent
over Q, and any Q-linear combination of them is not a multiple of F .
Set
M = (Mj(ξl))1≤j≤s
1≤l≤S
.
If S < s, then M has rank at most s− 1. Hence, M has a non-trivial kernel, so there
exists a vector g ∈ Zs such that
Mg = 0.
Such a g gives rise to a form G such that for all x ∈ X(Q;B;P), we have G(x) = 0.
Thus G defines a hypersurface Y such that X(Q;B;P) ⊂ Y and deg Y = u.
We now assume that S ≥ s. If we can prove that for any s × s minor M of M
has determinant equal to 0, then M has rank at most s − 1. This is the goal we
devote the rest of this section to. We choose, as we may, M to be the s× s minor of
M composed of the first s rows, and consider
∆ = detM.
We estimate ∆ from above as follows:
|∆| ≤ s!BσI,0(u)0 · · ·BσI,r+1(u)r+1 ,
where the σI,j(u)’s are as in equation (2.1). By Proposition 2.4, this is equivalent to
|∆| ≤ s! (BaI,00 · · ·BaI,r+1r+1 )uHI(u) V Ow,d,r(ur).
Taking logarithms and recalling (3.2), this bound becomes
(6.3) log |∆| ≤ uHI(u) log(BaI,00 · · ·BaI,r+1r+1 ) + s log s+Ow,d,r (ur log V ) .
We want to express everything in terms of s. By (3.2), (6.1), and (6.2), equation (6.3)
becomes, for some positive C9(w, d, r),
(6.4) log |∆| ≤ (r!)1/r r
r + 1
s1+1/r logW + s log s+ C9(w, d, r)s logV.
22 STANLEY YAO XIAO
We proceed to prove the first part of the theorem. Let ε > 0 be as in the theorem,
and recall the hypothesis
WV ε ≤ Q ≤WV 2ε.
Choose s to be
(6.5) s =
⌈
C10(w, d, r)
(
r + 1
εr(r!)1/r
(
1 + 2ε+
(w
d
)1/r))r⌉
+ 1,
where C10(w, d, r) is a positive number which will be chosen later. For each prime p,
write |·|p for the p-adic valuation onQ, normalized so that |p|p = p−1. For convenience,
let us write
P = {p1, · · · , pt}
and
P = (P1, · · · , Pt),
where Pi is a non-singular point on Xpi for each i, 1 ≤ i ≤ t. Theorem 4.1 gives that
− log|∆|pi >
(r!)1/rr
r + 1
s1+1/r log pi − κ′(r)s log pi.
Observe that
(6.6) −
t∑
i=1
log|∆|pi >
(r!)1/rr
r + 1
s1+1/r logQ− κ′(r)s logQ.
By (6.4) and (6.6), there exists a positive number C11(w, d, r) such that
(6.7) log|∆|+
t∑
i=1
log|∆|pi ≤
r(r!)1/r
r + 1
s1+1/r log
W
Q + C11(w, d, r)s logVQ.
We choose C10(w, d, r) to be C11(w, d, r)
r. Note that by (2.4), we have
aI,j
r + 1
r
(w
d
)1/r
≤
(w
d
)1/r
,
for 0 ≤ j ≤ r + 1, whence
logW ≤
(w
d
)1/r
log V.
By the assumption that Q ≥ WV ε, the right hand side of (6.7) then satisfies
r(r!)1/r
r + 1
s1+1/r log
W
Q+C11(w, d, r)s logVQ ≤ −ε
r(r!)1/r
r + 1
s1+
1
r log V+C11(w, d, r)s logV
(
1 + 2ε+
(w
d
)1/r)
,
and upon dividing the right hand side by s log V we have
(6.8) − εr(r!)
1/r
r + 1
s
1
r + C11(w, d, r)
(
1 + 2ε+
(w
d
)1/r)
.
If (6.5) is satisfied, then
ε
r(r!)1/r
r + 1
s
1
r > C11(w, d, r)
(
1 + 2ε+
(w
d
)1/r)
,
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whence (6.8) is negative. Therefore, we obtain
(6.9) log|∆|+
t∑
i=1
log|∆|pi < 0.
Hence, for WV ε ≤ Q ≤WV 2ε and s satisfying (6.5), we have
∆ = 0.
This implies that X(Q;B,P) is contained in a hypersurface Y (P1, · · · , Pt) satisfying
deg Y = Od,w,r
(
s1/r
)
= Od,w,r,ε(1),
defined by a primitive form G. To estimate the height of G, we argue as in Lemma 4.6.
Let s′ ≤ s−1 denote the rank of (Mj(ξl)). Then, from evaluating all (s′+1)×(s′+1)
sub-determinants by expanding along a row, we see that the height of G is at most
max | detM|
where the maximum is taken over all s′×s′ minors of (Mj(ξl)). This can be bounded
just as in (6.4), so by (6.5) and (4.2), we obtain
log‖G‖ = Od,w,r,ε (log VQ) .
Further, since the monomials which appear in G with a non-zero coefficient are not
leading monomials of I, F cannot divide G; and thus, X cannot be contained in
Y (P). This completes the proof of the first part of Theorem 3.1.
For the second part, suppose that X is geometrically integral. Set
(6.10) s =
⌈
max
{Q−rW r(1 + log VQ)C12(w,d,r), (logQV )r}⌉+ 1,
where C12(w, d, r) is a number which depends on d, w, and r, and will be specified
later; see (6.14). By (6.10), it follows that
(6.11) u = O
w,d,r
(
(Q−1W + 1) logVQ) .
We now consider the two cases given by Lemma 4.6. If case (a) holds, we can produce
a hypersurface Y of degree d, distinct fromX , which containsX(Q;B,P). This is suf-
ficient for the theorem. Thus, it remains to treat the case when piX = Ow,d,r(1+log V ).
In this case, we have will have two separate divisors of ∆ to estimate; one coming
from the prime factors of Q, and one coming from primes which do not divide QpiX .
We now estimate the contribution coming from primes which are co-prime to QpiX .
For each prime p such that Xp is geometrically integral, by Lemma 5.1 we have
− log|∆|p ≥ (r!)
1/rr
r + 1
s1+1/r
log p
n
1/r
p
− κ(d, r)s log p.
We write the sum over the primes p for which p ∤ QpiX , p ≤ s1/r as
∑∗
p≤s1/r
. By Lemma
4.6, we have
(6.12)
∑
p|QπX
log p
p
= log(1 + log VQ) +O
w,d,r(1).
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Then, by applying Lemma 5.3 and the prime number theorem, we have, for some
positive numbers C13(w, d, r), C14(w, d, r),
−
∑∗
p≤s1/r
log|∆|p ≥ (r!)
1/rr
r + 1
s1+1/r
∑∗
p≤s1/r
log p
n
1/r
p
− κ(d, r)s
∑
p≤s1/r
log p
≥ (r!)
1/rr
r + 1
s1+1/r
∑∗
p≤s1/r
log p
p
− C13(w, d, r)s1+1/r
≥ (r!)
1/r
r + 1
s1+1/r

log s− r ∑
p|QπX
log p
p

− C14(w, d, r)s1+1/r
≥ (r!)
1/r
r + 1
s1+1/r (log s−O
w,d,r(log(1 + log VQ)))− C14(w, d, r)s1+1/r.
We invoke the bound from equation (6.4) and obtain the inequality
(6.13)
log|∆|+
t∑
i=1
log|∆|pi+
∑∗
p≤s1/r
log|∆|p ≤ (r!)
1/r
r + 1
s1+1/r log
[
W r
Qrs
]
+C15(w, d, r)
(
s1+1/r(log(1 + log VQ)) + s log VQ) ,
where C15(w, d, r) is a positive number which depends on d and r. Note that
log VQ ≪
w,d,r s
1/r
by (6.10). We may thus choose a positive number C12(w, d, r) such that
(6.14) C15(w, d, r)
(
s1+1/r + s log VQ) < (r!)1/r
r + 1
s1+1/rC12(w, d, r) log(1 + log VQ).
Then, equation (6.13) becomes
(6.15)
log|∆|+
t∑
i=1
log|∆|pi +
∑∗
p≤s1/r
log|∆|p ≤ (r!)
1/r
r + 1
s1+1/r log
[
(1 + log VQ)C12(w,d,r)W r
Qrs
]
.
Hence,
(6.16) ∆ = 0
whenever
s > max
{Q−rW r(1 + log VQ)C12(w,d,r), (log VQ)r} .
By our choice of s and C12(w, d, r), this is satisfied.
When s is of this size, any set of s (r + 2)-tuples ξ1, · · · , ξs ∈ X(Q;B;P1, · · · , Pt)
satisfies
∆ = 0,
so (Mj(ξl)) has rank less than s. This implies that (Mj(ξl)) has a non-trivial ker-
nel, whence we may find an auxiliary form G of degree u defining a hypersurface
Y (P1, · · · , Pt) such that
X(Q;B, P1, · · · , Pt) ⊂ Y (P1, · · · , Pt).
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Further, since the monomials which appear in G with non-zero coefficient are not
leading monomials of I, it follows that F cannot divide G. Since X is geometrically
integral, the hypersurface Y (P1, · · · , Pt) satisfies the conditions of the theorem. This
completes the proof of Theorem 3.1.
7. Preliminaries for dealing with binary forms
In this section and the next, we use our results from previous sections to prove
Theorem 1.1. Suppose we have a binary form F (x, y) of degree D with integer coef-
ficients. Notice that if k ≥ d/2, Theorem 1.1 follows from the work of Greaves [20].
Hence, we may suppose that k ≥ 2 is an integer which satisfies
(7.1)
7
18
<
k
d
<
1
2
.
We turn our attention to the following central object
(7.2) NF,k(B) = #{(x, y) ∈ Z2 : 1 ≤ x, y ≤ B,F (x, y) is k-free}.
We assume that for all primes p, there exists a pair of positive integers (a, b), such
that pk does not divide F (a, b). Our strategy will be to show that subject to (7.1), we
have NF,k(B) = CF,kB
2+O(B2(logB)−δ), where CF,k is as in (1.2). This would show
that F takes on k-free values infinitely often. We also note the following observation,
which follows easily from the definition of the Mobius function:
∑
bk|F (x,y)
µ(b) =
{
1, if F (x, y) is k-free,
0, otherwise.
For any ξ > 0, we write
M1(B) = #{(x, y) ∈ Z2 : 1 ≤ x, y ≤ B : pk|F (x, y)⇒ p > ξ},
M2(B) = #
{
(x, y) ∈ Z2, 1 ≤ x, y ≤ B : pk|F (x, y)⇒ p > ξ, ∃p ∈
(
ξ,
B2
logB
]
s.t. pk|F (x, y)
}
,
and
M3(B) = #
{
(x, y) ∈ Z2, 1 ≤ x, y ≤ B : ∃p > B
2
logB
, v ∈ Z s.t. F (x, y) = vpk
}
.
Note that by their definitions we have
M1(B)−M2(B)−M3(B) ≤ NF,k(B) ≤M1(B),
so it suffices to show that M1(B) dominates the other two terms. Write
N(b, B) = #{(x, y) ∈ Z2 : |x|, |y| ≤ B, bk|F (x, y)}.
We have that
M1(B) =
∑
b∈N
p|b⇒p≤ξ
µ(b)N(b, B)
=
∑
b∈N
p|b⇒p≤ξ
µ(b)ρF (b
k)
{
B2
b2k
+O
(
B
bk
+ 1
)}
.
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When b is squarefree, we have the bound
b ≤
∏
p≤ξ
p = exp
(∑
p≤ξ
log p
)
≤ e2ξ,
by Theorem 4 of [41]. It is clear that the function ρF is multiplicative. Since F is
a binary form, we see that if F (x, 0) ≡ 0 (mod p), then aDxD ≡ 0 (mod p), where
aD is the coefficient of x
D in F . There can only be finitely many primes p such
that p|aD, and for all other primes we must have x ≡ 0 (mod p). In other words,
for all but finitely many primes, 0 is the only solution to F (x, 0) ≡ 0 (mod p). A
similar argument applies for solutions of the form (0, y). Now, suppose that (x, y) is
a solution such that x, y 6≡ 0 (mod p). Then,
F (x, y) ≡ yDF (x/y, 1) ≡ 0 (mod p),
and since y 6≡ 0 (mod p), it follows that this solution arises from a zero of F (γ, 1) over
the field of p elements. However, there can be at most D roots to this polynomial,
which implies that ρF (p)≪ p. For ρF (pk), we refer the reader to Lemma 1 of [16] for
the proof of the bound ρF (p
k) ≪ p2k−2. Hence, for any ε > 0 and b square-free, we
have ρF (b
k)≪ε b2k−2+ε. For k ≥ 2, we have
M1(B) = B
2
∏
p≤ξ
(
1− ρF (p
k)
p2k
)
+O

∑
b≤e2ξ
(Bbk−2+ε + b2k−2+ε)

 .
Note that ∏
p≤ξ
(
1− ρF (p
k)
p2k
)
is a partial product of an absolutely convergent product, CF,k, and is therefore posi-
tive.
By setting ξ =
1
2k
logB, we see that
M1(B) = B
2
∏
p≤ξ
(
1− ρF (p
k)
p2k
)
+O
(
B2−
1
k
+ε
)
.
We now consider M2(B). We refer the reader to Lemma 2 in Greaves [20], where he
obtained the bound
M2(B) = O
(
B2(logB)−1
)
,
for k ≥ d/2 and
M2(B) = O
(
B2(logB)−1/2
)
for k = 2, d = 6. Helfgott, in [27], obtained the error term
M2(B) = O
(
B2(logB)−δ
)
for δ = 0.7034 · · · . We note that the argument in [20] deals with essentially one prime
at a time, so it simultaneously deals with all numbers z divisible by some prime p
in the interval (ξ, B2(logB)−1]. An important feature of Greaves’ estimate which is
not present in the work of any subsequent author, except Hooley [30] [31], is that his
estimate for M2(B) is independent of any relationship between k and d. All further
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estimates obtained by other authors require a relationship between k and d of the
form k ≥ υ1d+ υ2, where 0 < υ1 ≤ 1/2 and υ2 ∈ R.
To complete the proof of the theorem, it will be enough to show that
M3(B)≪ B2−η
for some η > 0, which will be the focus of the next section.
8. Application of the determinant method and the proof of Theorem
1.1
We estimate the remaining termM3(B) via the generalization of Salberger’s global
determinant method (see [43]) in the weighted projective case established in earlier
sections. The argument given here is specialized for the binary form problem. We
denote by
S
(f)
3 (B) =
{
(x, y) ∈ Z2 : 1 ≤ x, y ≤ B, ∃p > B
2
logB
, v ∈ Z s.t. f(x, y) = vpk
}
for some irreducible factor f of F . Further, write M
(f)
3 (B) = #S
(f)
3 (B). Since F has
non-zero discriminant, it follows that
M3(B) ≤
∑
f |F,f irreducible
M
(f)
3 (B).
Let us fix an irreducible factor f(x, y) ∈ Z[x, y] of F , such that f has maximal
degree, and write d = deg f . Note that if pk > d‖f‖Bd, then pk > |f(x, y)| for all
(x, y) ∈ [1, B]2∩Z2. Therefore, pk cannot divide f(x, y) unless (x, y) = (0, 0). Hence,
we may assume that p ≤ (d‖f‖)1/k Bd/k. Thus, the relevant range of primes left to
consider are
B2
logB
< p ≤ d‖f‖B dk .
Following Browning in [7] , we partition the above range into dyadic intervals of the
form (H/2, H ] where
B2/ logB ≪ H ≪ d‖f‖B dk .
Now write
(8.1) R(f ;H,B) = #{(x, y, v, z) ∈ Z4 : f(x, y) = vzk, (x, y) ∈ S(f)3 (B),
gcd(x, y) = 1, H/2 < z ≤ H, v ≪ Bd/Hk, z prime, v 6= 0}.
Write H = Bβ, so Bd/Hk = Bd−kβ. Summing over these dyadic intervals, we then
obtain:
(8.2) M
(f)
3 (B)≪ logB sup
2− log logB
logB
<β≤ d
k
+ log(d‖f‖)
logB
R(f ;Bβ, B).
Therefore, it suffices to examine the maximum size of a single R(f ;Bβ, B), as in [7].
Diverging from Browning’s argument, we directly estimate R(f ;Bβ, B) instead of
passing to the single variable case. We are then left to count the number of integral
solutions to
(8.3) F(x, y, v, z) = f(x, y)− vzk = 0
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where (x, y, v, z) is subject to the constraints in (8.1) with H = Bβ.
Let us denote by X the surface given by (8.3). We consider possible singular points
in X(Q;B). First, note that our ambient space P(1, 1, 2, d− 2k) has singularities at
(0, 0, 1, 0) and (0, 0, 0, 1). However, these points do not line in X(Q;B) since we are
only counting points whose first two coordinates are co-prime. Next recall that a
point z = (x0, y0, v0, z0) on X is singular if
∂F
∂x
(z) =
∂F
∂y
(z) =
∂F
∂v
(z) =
∂F
∂z
(z) = 0.
Suppose that
∂F
∂x
(z) =
∂F
∂y
(z) = 0, with z 6= 0. Then, by Euler’s formula, we have
0 =
(
x0
∂F
∂x
(z) + y0
∂F
∂y
(z)
)
=
(
x0
∂f
∂x
(z) + y0
∂f
∂y
(z)
)
= df(x0, y0).
Since f is irreducible over Q, it has no integral zeroes except (0, 0). Therefore, we see
that all points in X(Q;B) are non-singular, since it only counts those points where
the first two coordinates are co-prime.
Let
(8.4) Xβ(Q;B) = {x ∈ X : x satisfies (8.1) }.
In view of Proposition 2.4, we need to compute the constants ax, ay, av, az with respect
to the ideal I = 〈F〉. By (8.1), we have
Bx = By = B,Bv = B
d−kβ, Bz = B
β .
Note that with respect to reverse lexicographic ordering, the monomial vzk is maximal
in F . Hence, it follows that
ax = ay =
d− 0
3d
,
av =
d− (d− 2k)
3d(d− 2k) =
2k
3d(d− 2k) ,
and
az =
d− 2(k)
3d(2)
=
d− 2k
6d
.
Thus, we have
Baxx B
ay
y B
av
v B
az
z = B
1
3(2+
2k(d−kβ)
d(d−2k)
+
β(d−2k)
2d ).
Next, note that
1 +
2k(d− kβ)
d(d− 2k) +
β(d− 2k)
2d
=
d− kβ
d− 2k +
β
2
,
whence it follows(
Baxx B
ay
y B
av
v B
az
z
) 3
2(
2(d−2k)
d )
1/2
=
(
B1+
d−kβ
d−2k
+β
2
) 1
2(
2(d−2k)
d )
1/2
.
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Let us write
(8.5) ψ =
1
2
(
1 +
d− kβ
d− 2k +
β
2
)(
2(d− 2k)
d
)1/2
.
Observe that Bψ corresponds to W in Theorem 3.1.
It is clear that X is geometrically integral. Hence, by Theorem 3.1, there exists
a surface Y (∅) ⊂ P(1, 1, d− 2k, 2) not containing X such that
(8.6) deg Y (∅) = Od,ε
(
Bψ+ε
)
and
Xβ(Q;B) ⊂ X(Q;B) ⊂ Y (∅).
We will now show that, in fact, Xp is geometrically integral except for those primes
p which divide the coefficients of xd and yd in f(x, y). Suppose that
F(x, y, v, z) = f(x, y)− vzk
admits a factorization into two weighted forms F1,F2 over the algebraic closure of
Fp, where p does not divide the coefficient of x
d nor yd in f(x, y). By Lemma 8 in
Chapter 2 of [10], it follows that the leading monomial of F is equal to the product
of the leading monomials of F1,F2. Thus, under our ordering >, where vzk is the
leading monomial of F , this implies that F1,F2 must take the forms
F1(x, y, v, z) = a0vzl + G1(x, y, z),
F2(x, y, v, z) = b0zk−l + G2(x, y, z)
for some non-negative integer l ≤ k, since F1,F2 are both weighted homogeneous
with respect to (1, 1, d− 2k, 2). By considering different orderings which order x and
y respectively as the highest and applying Lemma 8 in Chapter 2 of [10], we see that
F1(x, y, v, z) = a0vzl + a1xd−2k+2l + a2yd−2k+2l + G ′1(x, y, z),
F2(x, y, v, z) = b0zk−l + b1x2k−2l + b2y2k−2l + G ′2(x, y, z)
where a1, a2, b1, b2 are non-zero in Fp. The terms
a0b1x
2k−2lvzl, a0b2y
2k−2lvzl, b0a1x
d−2k+2lzk−l, b0a2y
d−2k+2lzk−l
must appear in F = F1F2 with non-zero coefficient, which is plainly not the case.
This contradiction implies that Xp is geometrically integral over Fp whenever p does
not divide the coefficients of xd and yd.
Recall the definition of piX (Definition 4.4) from Section 4. By the preceding argument,
it follows that piX ≤ ‖f‖. Let 0 < ε < 1/2 be a positive number, and let {p1, p2, · · · }
be the increasing sequence of consecutive primes larger than max{‖f‖, logB} for
which
(8.7) p1 · · · pt < Bψ+ε ≤ p1 · · · pt+1.
We now give an estimate for pt+1. Let
θ(x) =
∑
p≤x
log p,
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and let us write Qj = p1 · · · pj for j = 1, 2, · · · , t + 1, with Q0 = 1. By the Prime
Number Theorem, there exists some absolute constant C16 such that
(8.8) pt+1 < C16θ(pt+1) = C16
∑
p≤pt+1
log p,
hence
pt+1 − C16 log pt+1 ≪
∑
p≤max{‖f‖,logB}
log p+
∑
max{‖f‖,logB}<p≤pt
log p
≤ θ(logB) +
∑
p|πX
log p+
t∑
j=1
log p
= θ(logB) +
∑
p|πX
log p+ logQt
≪ logB + ‖f‖,
since we know that pt+1 > max{logB, ‖f‖} and therefore we can, by choosing B
sufficiently large, make sure that C16 log pt+1 <
1
2
pt+1. Thus, we have
(8.9) Qt+1 = O(Bψ+ε logB).
Since the partial derivative
∂F
∂v
= zk
is only divisible by primes ≫ B2(logB)−1, (8.8) implies that there is no point
x ∈ Xβ(Q;B) which specializes to a singular point on Xpj for j = 1, · · · , t + 1.
Hence, every x ∈ Xβ(Q;B) reduces to a non-singular point on Xpj for every prime
j = 1, · · · , t+ 1.
Our goal now is to construct a set of exceptional points E and a collection of curves Γ
which cover Xβ(Q;B). Consider an irreducible component D(∅) ofX∩Y (∅). For each
point x ∈ D(∅)∩Xβ(Q;B), let P1(x) = P1 be the Fp1-point on Xp1 such that x ≡ P1
(mod p1). By Theorem 3.1, there exists a surface Y (P1) which contains X
β(Q;B, P1).
Thus, there exists an irreducible component D
x
(P1) of X ∩ Y (P1) which contains x.
If D(∅) 6= D
x
(P1), then put x in a set Z(P1). Repeat this process for each irreducible
component D of X ∩ Y (∅), to obtain sets Z(P1) for each P1 ∈ Xp1. Note that a
surface in P(1, 1, 2, d− 2k) of weighted degree d is the quotient of a certain action of
a surface of degree d in the straight projective space P3, therefore Be´zout’s Theorem
for straight projective spaces provides an upper bound for the cardinality of the sets
Z(P1). Theorem 3.1 then shows that for each P1 ∈ Xp1, we have
#Z(P1)≪d
(
p−11 B
ψ + logBp1
) (
Bψ + logB
)
(logB)2.
Write
Z(p1) =
⋃
P1∈Xp1
Z(P1).
By Lang and Weil’s theorem, we have #Xp1 = Od(p
2
1), where it follows that
#Z(p1) = Od
(
p21
(
p−11 B
2ψ + logBp1
)
(logB)2
)
= Od
(
B2ψ(logB)5
)
.
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What remains are irreducible components C of X ∩ Y (∅) which are also irreducible
components of X ∩ Y (P1) for some P1 ∈ Xp1. Call this collection of curves Γ(1). For
each surface Y (P1), suppose that GP1 is a primitive form which defines Y (P1). Then,
from (8.3) we see that we can substitute v = f(x, y)/zk into GP1 to obtain
(8.10) GP1(x, y, v, z) = GP1
(
x, y,
f(x, y)
zk
, z
)
.
If GP1(x, y, v, z) has a v term, then we may replace the v’s with f(x, y)/z
k to obtain
a form over P(1, 1, 2). If G does not have a term containing v, then no substitution
is necessary and we again obtain a form over P(1, 1, 2). Since GP1 is weighted homo-
geneous with respect to (1, 1, d− 2k, 2), it follows that each monomial that appears
in GP1 with a non-zero coefficient has the same weighted degree l with respect to the
weight vector (1, 1, d−2k, 2). Consider a monomial xα1yα2vα3zα4 that appears in GP1
with non-zero coefficient. After the substitution, we obtain
xα1yα2
(
f(x, y)
zk
)α3
zα4 .
Expanding f(x, y) and recalling that f is a binary form of degree d, it follows that
each monomial which appears in the expansion f(x, y)α3 has degree dα3. Now, we
multiply by a large power of z, say zL, so that
zLGP1
(
x, y,
f(x, y)
zk
, z
)
is a polynomial in x, y, z. Each monomial that appears in zLxα1yα2(f(x, y)/zk)α3zα4
has weighted degree
2L+ α1 + α2 + dα3 − 2kα3 + 2α4 = 2L+ l,
so zLGP1(x, y, f(x, y)/z
k, z) is a polynomial over P(1, 1, 2). Further, if we choose L
to be minimal, then L ≤ kl. We call the new polynomial GP1(x, y, z). It is now clear
that the degree of GP1 is at most 2kl + l = l(2k + 1), and thus Theorem 3.1 implies
(8.11) deg C = deg GP1 = Od
((
p−11 B
ψ logB + logBp1
))
for each C ∈ Γ(1). Observe that Γ(1) is a collection of irreducible components of
X ∩ Y (∅), hence
#Γ(1) = Od
(
Bψ logB
)
.
We have thus obtained a relatively small set of points Z(p1) and a collection of curves
Γ(1) which together cover Xβ(Q;B). Moreover, the curves in Γ(1) now have degrees
bounded as in (8.11) and the number of curves in Γ(1) is bounded above by the degree
of Y (∅). We can continue this process to continue to separate points in Xβ(Q;B)
into an exceptional set or onto a curve of relatively small degree.
Suppose we have obtained Z(Qi) for 1 ≤ i ≤ j up to some positive integer j. In
particular, Z(Qi) is the set of points x ∈ Xβ(Q;B) such that x 6∈ Z(Qi−1) and
D(∅) 6= D
x
(P1, · · · , Pi). Notice that
#Z(Qi) = Od
(Q2i (p−1i Q−2i−1B2ψ + logBQi)(logB)2) .
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Similarly, suppose we have obtained Γ(i), 1 ≤ i ≤ j, where Γ(i) is the set of curves C
of degree
Od
(Q−1i Bψ logB + logBQi) ,
such that C ∈ Γ(i−1) and
C = D(∅) = D
x
(P1, · · · , Pi)
for some (P1, · · · , Pi). Observe that we have
Xβ(Q;B) ⊂
⋃
C∈Γ(i)
C ∪ Z(Qi).
We now construct Z(Qj+1) given Z(Qj). Consider an irreducible curve C ∈ Γ(j). For
each point x ∈ C ∩ (Xβ(Q;B) \ Z(Qj)), we have
D(∅) = D
x
(P1) = Dx(P1, P2) = · · · = Dx(P1, · · · , Pj) = C.
There exists a point Pj+1 = Pj+1(x) ∈ Xpj+1 such that x ≡ Pj+1 (mod pj+1).
Hence, by Theorem 3.1, there exists a surface Y (P1, · · · , Pj+1) such that x ∈ X ∩
Y (P1, · · · , Pj+1), and
deg Y (P1, · · · , Pj+1) = Od
(Q−1j+1Bψ+ε + logBQj+1) .
Set D
x
(P1, · · · , Pj+1) to be an irreducible component of X ∩ Y (P1, · · · , Pj+1) which
contains x. Put x in the set Z(P1, · · · , Pj+1) if
D
x
(P1, · · · , Pj) 6= Dx(P1, · · · , Pj+1),
then repeat this process for every point x ∈ C ∩ (Xβ(Q;B) \ Z(Qj)) and for every
curve in Γ(j) to obtain our sets Z(P1, · · · , Pj+1) for Pi ∈ Xpi, i = 1, · · · , j + 1. By
Be´zout’s theorem, we have
#Z(P1, · · · , Pj+1) = Od (deg Y (P1, · · · , Pj) deg Y (P1, · · · , Pj+1)
(8.12)
= Od
(Q−1j Q−1j+1B2ψ + (Q−1j +Q−1j+1)Bψ logBQj+1 + log2BQj+1)
= Od
(Q−2j+1B2ψ logB + log2BQj+1)
Write Z(Qj+1) as
Z(Qj+1) =
⋃
Pi∈Xpi
1≤i≤j+1
Z(P1, · · · , Pj+1).
By Lemma 5.3, we have
#Xpj = p
2
j +O(d
2p
3/2
j ) +Od(p)
for j = 1, · · · , t+ 1. We write this as
#Xpj/p
2
j = 1 +O(d
2p
−1/2
j ) +Od(p
−1).
Therefore, for some number C17(d) > 0 depending on d, we have
j+1∏
i=1
#Xpi
p2i
≤
(
j+1∏
i=1
(
1 + p
−1/2
i
))C17(d)
,
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hence
j+1∏
i=1
#Xpi ≤ Q2j+1
(
j+1∏
i=1
(
1 + p
−1/2
i
))C17(d)
.
Since Qt+1 = p1 · · · pt+1 ≪ Bψ+ε logB and pi ≥ logB, there exists a positive number
C18(d) such that
(8.13) t ≤ C18(d) logB
log logB
.
We now use the inequality
1 + υ ≤ eυ
which is valid for all υ ≥ 0, to obtain
j+1∏
i=1
(1 + p
−1/2
i ) ≤
j+1∏
i=1
exp
(
p
−1/2
i
)
.
Noting that pi ≥ logB for i = 1, · · · , j + 1, it follows that
j+1∏
i=1
(1 + p
−1/2
i ) ≤ exp
(
(j + 1)(logB)−1/2
)
.
Hence, by (8.13), we have
j+1∏
i=1
(1 + p
−1/2
i ) ≤ exp
(
C18(d)(logB)
1/2
log logB
)
,
so we obtain
(8.14)
j+1∏
i=1
#Xpi ≤ Q2j+1 exp
(
C19(d)(logB)
1/2
log logB
)
,
where C19(d) = C17(d)C18(d). By (8.12), (8.14), and Theorem 3.1, it follows that:
(8.15) #Z(Qj+1) = Od
((
B2ψ +Q2j+1 log2BQj+1
)
exp
(
C19(d)(logB)
1/2
log logB
))
.
We write Γ(j+1) to be the set of irreducible curves C ∈ Γ(j) which are common irre-
ducible components of X ∩ Y (P1, · · · , Pj) and X ∩ Y (P1, · · · , Pj+1). For each curve
C ∈ Γ(j+1), we have
deg C = Od
(Q−1j+1Bψ logB + logBQj+1) .
By (8.9) and (8.15), we see that
(8.16) #Z(Qt+1) = Od,ε
(
B2ψ+ε(logB)2 exp
(
C19(d)(logB)
1/2
log logB
))
We write Γ = Γ(t+1). If C ∈ Γ, then the hypothesis of the first half of Theorem 3.1
applies, whence
deg C = Od,ε(1).
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We put the sets Z(Q1), · · ·Z(Qt+1) together to form the exceptional set:
E =
t+1⋃
j=1
Z(Qj).
Then (8.13) and (8.16) imply that:
(8.17) #E = Od
(
B2ψ+ε exp
(
(logB)1/2/ log logB
)
(logB)3(log logB)−1
)
.
We now turn our attention to the set Γ. Since #Γ does not exceed the number of
irreducible components of X ∩ Y (∅), it follows from (8.6) that
(8.18) #Γ = Od,ε
(
Bψ+ε
)
.
By construction, it follows that
(8.19) R(f ;Bβ, B) ≤ #E +#
⋃
C∈Γ
C(Q;B).
For C ∈ Γ, C is a component of Y (P1, · · · , Pt+1) for some (P1, · · · , Pt+1). Moreover,
since Qt+1 = p1 · · · pt+1 satisfies the hypothesis of part (a) of Theorem 3.1, it follows
from Be´zout’s theorem that
(8.20) deg C ≤ degX · deg Y (P1, · · · , Pt+1) = Od,ε(1).
Let G∗ be a primitive form which defines Y (P1, · · · , Pt+1). By (8.7) and case a) of
Theorem 3.1, we also have
log‖G∗‖ = log(H(Y (P1, · · · , Pt+1))) = Od,ε (logB) .
By following the same substitution as in (8.10), we obtain a form over P(1, 1, 2) by
substituting (8.3) into G∗. We call the new polynomial G(x, y, z). Observe that
log‖G‖ = log‖G∗‖+Od (l log‖f‖) .
We may now suppose that B is chosen sufficiently large so that log‖f‖ < logB. Then
we obtain
(8.21) log‖G‖ = Od,ε (logB) .
Note that the curve C corresponds naturally to a component C′ of the curve G(x, y, z) =
0. If C′ is reducible, we consider each irreducible component separately, noting that
there are at most Od,ε(1) components by Be´zout’s theorem and (8.20). Thus, we may
consider each irreducible component C′′ of C′. There are two situations. First, C′′ may
be irreducible over Q, but reducible over Q. In this case, the rational points on C′′ are
preserved under the all elements of Gal(Q/Q), but C′′ has a conjugate which is also a
component of C′, whence C′′(Q) corresponds to the rational points in the intersection
of two curves each of degree Od,ε(1); so by Be´zout’s theorem, it follows that
#C′′(Q) = Od,ε(1).
We suppose now that C corresponds to a Q-defined and geometrically integral com-
ponent of G, which we call G. Hence we have
C ↔ G(x, y, z) = 0.
By Proposition B.7.3 in [28] and (8.21), we have
log‖G‖ = Od,ε (logB) .
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We write
G(x, y, z) = G1(x, y) + zG2(x, y, z),
where G1(x, y) consists of all monomials in G which only contains x and y. Observe
that since G ∈ P(1, 1, 2) that G1 is homogeneous in x and y. We then consider several
situations.
Let Γ1 denote the set of curves C ∈ Γ such that f(x, y) and G1(x, y) are coprime. If
xy = 0, say y = 0, then
f(x, 0) = adx
d = vzk.
Since we have assumed that z is a prime by (8.1), it follows that we must have z|adxd.
However, since we assumed that z ≫ B2(logB)−1 and B > ‖f‖, this is not possible.
It follows that no point with xy = 0 can lie in Xβ(Q;B). Write f(x, y) = ydf(x/y, 1)
and G1(x, y) = y
deg(G1)G1(x/y, 1). Further, write h(x) = f(x, 1) and g(x) = G1(x, 1).
There exist polynomials a(x), b(x) ∈ Z[x] and such that
a(x)h(x) + b(x)g(x) = Res(h, g),
where Res(h, g) is the resultant of h and g, see [10]. Homogenizing the equation, we
obtain
a′(x, y)f(x, y) + b′(x, y)G1(x, y) = ny
e,
where e is the least positive integer such that the left hand side is a binary form.
Since z|G1(x, y) and z|f(x, y), it follows that z|nye. However, recall from Section
7 that z is a prime not smaller than B2(logB)−1, and since y ∈ [1, B], it follows that
z|n. The resultant Res(h, g) is bounded by
|Res(h, g)| ≤ (d+ deg G + 1)!(‖f‖ · ‖G‖)d+deg G+1.
Hence, the number of prime divisors dividing n of size at least B2(logB)−1 is at most
(8.22) O
(
deg G log‖G‖
logB
)
= Od,ε (1) .
We can now argue as in Greaves [20]. By (8.1), we have that z is in fact a prime.
Thus, there are at most d solutions to the congruence
f(ω, 1) ≡ 0 (mod z).
By (1.7), we have
f(x, y) ≡ 0 (mod z),
and since xy 6≡ 0 (mod z), there exists ω 6= 0 such that x ≡ ωy (mod z). For each
such ω, Lemma 1 in Greaves [20] gives that there are at most
B2
z
+O(B) = O(B)
such solutions. Thus for each z, there are at most d · O(B) = Od(B) many points in
Xβ(Q;B) corresponding to a point on a curve C ∈ Γ1. Since there are Oε(Bε) choices
for z and
Od,ε
(
Bψ+ε
)
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choices for C ∈ Γ1, it follows that
(8.23) #Xβ(Q;B) ∩
⋃
C∈Γ1
C = Od,ε
(
Bψ+1+ε
)
.
Next, consider the curves Γ2 ⊂ Γ consisting of those C ∈ Γ such that f(x, y), G1(x, y)
are not co-prime. As we have chosen f to be irreducible, this implies that f(x, y)
divides G1(x, y). By our choice of G, the degree of G is at least d and at most Od,ε(1).
We write l = deg C = deg G. We calculate the corresponding quantities ax, ay, az with
respect to the monomial ordering <. Suppose that xαxyαyzαz is the leading monomial
in G with respect to reverse lexicographic ordering. In particular, we must have
αx + αy + 2αz = l,
since G is a polynomial over P(1, 1, 2) of weighted degree l. Further, we have
ax =
l − αx
2l
,
ay =
l − αy
2l
,
and
az =
l − 2αz
4l
.
Hence,
Baxx B
ay
y B
az
z = B
1
4
(
(4+β)l−2αx−2αy−2βαz
l
)
= B
1
4(
(2+β)l+2αz(2−β)
l ).
Write
(8.24) Ψ =
(2 + β)l + 2αz(2− β)
l2
.
Observe that the W in Theorem 3.1 corresponds to the quantity BΨ.
Now we argue as in [23]. If x ∈ P(1, 1, 2) is a singular point on C, then x is a
common zero of G and ∂G
∂x
, hence x lies on the intersection
C ∩ C′,
where C′ is the zero-locus of ∂G
∂x
. By Be´zout’s theorem, the number of singular points
on C is at most
(8.25) Od,ε (1) .
It remains to consider non-singular points on C. Suppose z ∈ Cβ(Q;B) is non-singular,
but reduces to a singular point modulo p for some prime p. Then, we must have p
divides
∂G
∂x
(z),
∂G
∂y
(z),
∂G
∂z
(z).
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However, z is non-singular, so one of the partial derivatives above is non-zero. We
may suppose, as we may, that
∂G
∂x
(z) 6= 0. Since∣∣∣∣∂G∂x (z)
∣∣∣∣≪d l‖G‖Bl−1,
it follows that
#
{
p > BΨ+ε : p|∂G
∂x
(z)
}
≪d,ε l log(‖G‖B)
log 2 + Ψ logB
.
Choose C20(d, ε) to be a number which depends on d, ε and gives an upper bound for
the inequality above. Now set
n =
⌈
C20(d, ε)l log(‖G‖B)
log 2 + Ψ logB
⌉
≪ logB,
where the implied constant is absolute, and
q1 < · · · < qn
to be the first n primes larger than BΨ+ε. Then there exists j with 1 ≤ j ≤ n such
that qj ∤
∂G
∂x
(z), so z will reduce to a non-singular point on Cqj . By Theorem 3.1 and
the theorem of Lang-Weil [32], there exist
R = O(nqn)≪d,ε BΨ+ε
forms G1, · · · ,GR of degree Ol,ε(1) = Od,ε(1), defining curves Y1, · · · ,YR, such that
C 6⊂ Yj for j = 1, · · · , R, and
Cβnon-singular(Q;B) ⊂
R⋃
j=1
Yj.
By Be´zout’s Theorem, (8.25), and Theorem 3.1, we have the bound
#Cβ(Q;B) = Od,ε
(
B
2+β
l
+ 2αz(2−β)
l2
+ε
)
.
Further, we have
2− log logB
logB
< β ≤ d
k
+
log(‖f‖d)
logB
.
If β ≥ 2, then certainly
2− β ≤ 0,
hence
2αz(2− β) ≤ 0,
so we obtain the upper bound
#Cβ(Q;B) = Od,ε
(
B
2+β
l
+ε
)
.
and if β ≤ 2, then
0 ≤ 2− β < log logB
logB
.
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Therefore, we obtain
B
2αz(2−β)
d2 ≤ B 2αz(log logB/ logB)l2
= (logB)
2αz
l2
≤ (logB) 1l ,
as 2αz ≤ l. This again implies that
#Cβ(Q;B) = Od,ε
(
B
2+β
l
+ε
)
.
Since l ≥ d and β ≤ d/k + log(d‖f‖)/ logB, it follows that
#Cβ(Q;B) = Od,ε
(
B
2
d
+ 1
k
+ε
)
.
Since k ≥ 2, it follows that
#Cβ(Q;B) = Od,ε
(
B
2
d
+ 1
2
+ε
)
.
Combining these estimates, we obtain
(8.26) #Xβ(Q;B) ∩
⋃
C∈Γ2
C = Od,ε
(
BψB
2
d
+ 1
2
+ε
)
.
By (8.17), (8.18), (8.23), and (8.26), we have
(8.27) #Xβ(Q;B) = Od,ε
(
B2ψ+ε +B1+ψ+ε +Bψ+
2
d
+ 1
2
+ε
)
.
Since we may assume d ≥ 6 by Greaves [20], we obtain
(8.28) #Xβ(Q;B) = Od,ε
(
B2ψ+ε +B1+ψ+ε
)
.
It remains to show that if k/d > 7/18 and β is in the range
2− log logB
logB
< β ≤ d
k
+
log(‖f‖d)
logB
,
then one can choose ε so that ψ < 1. Let us analyze the expression
(8.29)
d− kβ
d− 2k +
β
2
as a function of β. Its derivative is given by
−k
d− 2k +
1
2
=
d− 4k
2(d− 2k) ,
which is negative whenever k/d > 1/4. Therefore, by (7.1), (8.29) viewed as a function
of β, is decreasing. Thus, for any
0 < η <
log logB
logB
with
2− η < β ≤ 2,
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we have
d− kβ
d− 2k +
β
2
≤ d− k(2− η)
d− 2k +
2
2
= 2 +
kη
d− 2k
≤ 2 + k log logB
(d− 2k) logB.
Choose B sufficiently large so that
(8.30)
(
2(d− 2k)
d
)1/2
k log logB
(d− 2k) logB < ε.
Let λ = k/d. Then, by (8.30), we have
1
2
(2(1− 2λ)1/2
(
1 +
d− 2k
d− 2k +
2
2
)
+ ε =
3√
2
√
1− 2λ+ ε.
To ensure that ψ < 1, we are left to consider the inequality
3
√
1− 2λ√
2
< 1.
This is equivalent to
1− 2λ < 2
9
,
which gives
λ >
7
18
.
Thus, whenever k/d > 7/18 and ε is sufficiently close to zero, we have ψ < 1. This
completes the proof of Theorem 1.1, by virtue of (7.1).
9. Another proof of Browning’s theorem
In this section, we give another proof of Browning’s theorem in [7]. It illustrates
the differences between our approaches to the determinant method. In [7], Browning
combined elements of the “affine determinant method” introduced by Heath-Brown
in [24] and Salberger’s global determinant method in [43] to prove his result, which is
stated below as Theorem 9.1. Heath-Brown had already shown in [24] that his affine
determinant method could be applied to study integral points on the variety defined
by
f(x) = yzk,
where f(x) is a polynomial with integral coefficients of degree d. More specifically,
for irreducible f(x) ∈ Z[x] of degree d with no fixed k-th power divisor, Heath-Brown
proved that f takes on infinitely many k-free values whenever k ≥ (3d+2)/4. Brown-
ing improved on this slightly by showing that Salberger’s arguments in [43] can be
adopted to augment the affine determinant method to sharpen the above result to
k ≥ (3d+ 1)/4.
We show that our version of the determinant method, detailed in Sections 2 to 8,
can also be used to obtain the same result. It is interesting that these two different
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versions of the determinant method lead to the same conclusion.
For convenience, we state Browning’s theorem again:
Theorem 9.1. (Browning, 2011) Let f(x) ∈ Z[x] be an irreducible polynomial of
degree d ≥ 3. Suppose that k ≥ (3d+ 1)/4. Then, we have
#{n ∈ Z ∩ [1, B] : f(n) is k-free} ∼ cf,kB
as B →∞, where cf,k is defined as in equation (1.5).
We first establish some preliminaries analogous to Section 7. Recall that we stated,
in equation (1.6), the notation Nf,k(B) = #{1 ≤ x ≤ B : f(x) is k-free}. We define
N(f ; b, B) = #{1 ≤ x ≤ B : bk|f(x)}.
From elementary properties of the Mobius function, we have
Nf,k(B) =
∞∑
b=1
µ(b)N(f ; b, B).
We also have the formula
N(f ; b, B) = ρf(b
k)
(
B
bk
+O(1)
)
,
where as we recall from Section 1, ρf (m) counts the number of congruence classes
modulo m for which f vanishes modulo m. Browning [7] obtains the estimate
ρf (b
k) = O(bε)
whenever b is square-free, and so we obtain
N(f ; b, B) = B
ρf (b
k)
bk
+O(bε).
We thefore conclude that
(9.1) Nf,k(B) = B
∑
b≤B1−δ
µ(b)ρf(b
k)
bk
+
∑
b>B1−δ
µ(b)N(f ; b, B) + o(B),
where δ is a small positive constant.
Define the quantity
E(ξ) = #{x ∈ Z ∩ [1, B] : ∃b > ξ s.t. bk|f(x) and µ2(b) = 1}
for any ξ ≥ 1. Using the assumption of the theorem that k > 3d/4 ≥ 1, we find
(9.2) Nf,k(B) = cf,kB + o(B) +O(E(B
1−δ)).
We now proceed with the proof of Theorem 9.1.
Proof. The discussion above essentially reduced the proof of Theorem 9.1 to obtain-
ing a satisfactory upper bound for the quantity E(B1−δ). We first homogenize our
polynomial f to obtain a binary form F (x, y). As in the proof of Theorem 1.1, we
write H = Bβ, where
1− δ < β ≪ d/k.
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We then apply Theorem 3.1 with the weight vector (1, 1, d− k, 1) and the box B =
(B, 1, H,O(Bd/Hk)) to the variety defined by
X : F (x, y)− vzk = 0.
Note that this is a weighted projective surface. By Theorem 3.1 we obtain that all
points counted by E(B1−δ) lie on an auxiliary curve C of degree
Od,ε
(
B
1
2(
d−k
d )
1/2
( d−kβd−k +β)+ε
)
,
which assumes its maximum value at β = 1 − δ. Then, as per our analysis in the
binary form case in Section 8, we deduce that we can partition C ∩X into a collection
of
Od,ε
(
B
1
2(
d−k
d )
1/2
( d−kβd−k +β)+ε
)
geometrically irreducible curves Γ, and an exceptional set E consisting of
Od,ε
(
B(
d−k
d )
1/2
( d−kβd−k +β)+ε
)
points. By [29], we may assume that d ≥ 3, and as we have shown in Section 8, the
contribution from each irreducible curve D ∈ Γ is no more than
Od,ε
(
B
1
3
+ε
)
,
hence it suffices to take d, k to satisfy(
d− k
d
)1/2(
d− kβ
d− k + β
)
< 1
for β = 1 − δ, with δ > 0 approaching zero. This is satisfied when k/d > 3/4, which
is equivalent to k ≥ (3d+ 1)/4. This completes the proof of Theorem 9.1. 
10. Proof of Theorem 1.2
In this section, we give a proof of Theorem 1.2. Much of the argument remains
unchanged from that given in [46].
We may assume, as in [46], that k ≤ D since d is at most D, and also if an integer
is k-free it is also (k + 1)-free. Further, we may assume that the coefficients of xD
and yD are non-zero, since any binary form F is equivalent under integral unimodular
substitutions to a form where the leading x and y coefficients are non-zero. Moreover,
unimodular substitutions preserve the discriminant of a binary form.
Let A be a positive real number. For any value 0 < θ ≤ 1 and for any non-zero
integer h, let us write
s(h) =
∏
p≤Aθ
|h|−1p ≤A
θ
p∤D
|h|−1p ,
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where D denotes the discriminant of f . Write U to be the set of pairs (a, b) ∈ Z2
such that f(a, b) 6= 0 and the only primes dividing gcd(a, b) are those that divide D.
Now, define
S(θ, A) =
∏
(a,b)∈U
s(f(a, b)).
One can estimate S(θ, A) in exactly the same way as in [46] (note that in [46], they
wrote u instead of A). In particular, by Section 6 of Stewart-Top [46], we have the
estimate
S(θ, A) ≤ A5θdA2 .
As a consequence, we see that the number of pairs (a, b) ∈ U such that |s(f(a, b))| ≥
A1/8 is at most 40θdA2. Now, we may argue as in Lemma 2 of [15] that if h and b
are integers such that |h| ≤ A1/2 and 1 ≤ b ≤ A, then there are at most d integers a
with f(a, b) = h. Hence, the number of pairs of integers (a, b) with 1 ≤ a, b ≤ A and
|f(a, b)| ≤ A1/2 is at most
3dA3/2.
Set θ = Cf,k/120d. Define T to be the set of integers (a, b) with 1 ≤ a, b ≤ A, f(a, b)
is k-free, |f(a, b)| ≥ A1/2, and s(f(a, b)) < A1/8. By Theorem 1.1 and our choice of θ,
we have that there exist constants C22, C23 > 0, which depend on f and k, such that
whenever A > C22, we have
(10.1) #T >
1
2
C23A
2.
We invoke the work of Stewart in [45] on estimating the number of solutions to Thue
equations. Recall that for any integer h, ω(h) denotes the number of distinct prime
factors of h. Let h be an integer for which there exists (a, b) ∈ T such that
(10.2) f(a, b) = h.
Write h = s(f(a, b)) ·g. Since by assumption we have s(f(a, b)) ≤ A1/8 and |f(a, b)| ≥
A1/2, it follows that |s(f(a, b))| ≤ |h|1/4 and consequently, |g| ≥ |h|3/4. If A is chosen
to be greater than |D|24 and |h| ≥ |D|12, then choosing ε = 1/12 and applying
Corollary 1 of [45] we obtain that the number of solutions to equation (10.2) is at
most
5600d1+ω(g).
Observe that trivially we have the bound
(10.3) |f(a, b)| ≤ d‖f‖Ad.
Note that by construction, the prime divisors of g either divideD or satisfy |f(a, b)|−1p ≥
Aθ. Hence, by choosing A so that Aθ ≥ d‖f‖, we have
ω(g) ≤ ω(D) + (d+ 1)/θ.
The second term on the right hand side in the above equation is from the worst
case, where each prime p such that |f(a, b)|−1p ≥ Aθ divides f(a, b) with multi-
plicity one. If there are more than (d + 1)/θ of such primes, then we will have
|f(a, b)| ≥ Aθ·(d+1)/θ = Ad+1, which yields a contradiction to equation (10.3) as we
chose A ≥ Aθ ≥ d‖f‖. Hence, there exist constants C24, C25 such that if A > C24,
then the number of distinct pairs (a, b) ∈ T is at least C25A2.
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To finish the proof of the theorem, let B be a real number with B > d‖f‖Cd24 and
write A = (B/d‖f‖)1/d. Note that A > C24. With this choice of A, we have that
whenever (a, b) ∈ T , we have |f(a, b)| ≤ B. Hence,
Rk(B) ≥ #T ≥ C25(B/d‖f‖)2/d,
which completes the proof of Theorem 1.2.
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