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Abstrakt
Tato diplomová práce se zabývá vývojem matematických modelů pro svozové úlohy a způ-
soby jejich řešení. Jsou zde probrány a implementovány deterministické a heuristické
přístupy, které se pro tyto úlohy využívají. Velký důraz je kladen na sestavení mate-
matického modelu odpovídajícího reálné úloze z oblasti odpadového hospodářství a vývoj
původních a modifikaci existujících algoritmů, vhodných pro efektivní a rychlé získání
řešení daného problému. Pro testování a zobrazení získaných výsledků je vyvinuto vizua-
lizační prostředí.
Summary
This master’s thesis deals with mathematical model building for routing problems and
ways to solve them. There are discussed and implemented deterministic and heuristic
approaches that are suitable to be utilized. A big effort is put into building of the mathe-
matical model describing a real world problem from the field of waste management. Ap-
propriate algorithms are developed and modified to solve a particular problem effectively.
An original graphical environment is created to illustrate acquired results and perform
testing computations.
Klíčová slova
svozové úlohy, genetický algoritmus, teorie grafů, matematický model, optimalizace, celo-
číselné programování, heuristika
Keywords
arc routing problem, vehicle routing problem, genetic algorithm, graph theory, mathema-
tical model, optimization, integer programming, heuristic
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Úvod
Motivací pro tuto diplomovou práci je dnes velmi diskutovaná otázka udržitelného naklá-
dání s odpady. To je spojeno s různými oblastmi průmyslu a je ovlivněno ekologickými
a finančními aspekty provozu. Proto by mělo být vynaloženo velké úsilí na to, aby byl
tento proces co nejefektivnější. Z praktického hlediska však nelze optimalizovat tento pro-
ces jako celek z důvodu obrovské složitosti a rozdílných přístupů k problému. Nicméně
je mnoho možností jak vhodně využít optimalizaci v dílčích částech procesu nakládání
s odpady, viz [1] a [2].
Některými z těchto částí se již zabývají matematické modely a výpočtové nástroje,
které byly sestaveny na Ústavu procesního inženýrství, Fakultě strojního inženýrství, Vy-
sokého učení technického v Brně. Mezi tyto nástroje patří tzv. NERUDA [3], technicko-
-ekonomický model na podporu plánování a investic v odpadovém hospodářství, který
zohledňuje různé budoucí podmínky pro výstavbu zařízení na ekologické využití odpadu.
Doprava odpadu je zde uvažována jako tok sítí ČR.
Dalším podpůrným nástrojem je JUSTÝNA [4], využívající matematický model, jehož
cílem je tvorba vstupních dat pro NERUDU na základě předchozích prognóz tak, aby byly
splněny podmínky mezi různými územními celky.
A nakonec nástroj PIGEON [5], který zpracovává výstupní řešení NERUDY a zjišťuje
jaké podmínky mohou mít producenti odpadu při rozhodování o jeho zpracování.
Tato práce se bude zabývat první částí procesu nakládání s odpady, kterou je sběr
a svoz odpadu v dané lokalitě (město, vesnice). Optimalizace svozu odpadu tedy znamená
nalezení plánu s trasami pro vozidla v daném časovém horizontu (týdenní plán), který se
pak pravidelně opakuje. Tuto problematiku již nastínila předchozí diplomová práce [6],
která se zabývala tvorbou a implementací metaheuristického algoritmu na řešení obdob-
ného problému, na niž bude tato práce navazovat a rozšiřovat její možnosti, s důrazem
na detailní rozebrání teoretických souvislostí, modifikace a další aspekty.
V práci se zaměříme na tvorbu matematických modelů pro svozové úlohy. Budou
rozebrány metody pro řešení těchto úloh, zejména heuristické přístupy, které je nutné
v problémech tohoto typu využít z důvodu obrovských výpočetních nároků při řešení de-
terministickými metodami.
Stěžejní částí této práce bude sestavení matematického modelu, který odpovídá za-
dané úloze z průmyslové praxe. Následovat bude vyvinutí a modifikace vhodných algo-
ritmů, které efektivním způsobem řeší daný problém. K interpretaci získaných výsledků
a testování algoritmu bude implementován kód v jazyce C# pro vytvoření vizualizačního
prostředí.
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Nástrojem a matematickou oporou nám při řešení zadané úlohy bude teorie grafů,
z níž využijeme a implementujeme některé algoritmy a smíšené celočíselné programování,
pomocí něhož budeme sestavovat matematické modely pro různé typy svozových úloh. Se-
stavený matematický model této práce bude následně naprogramovaný v systému GAMS
a v jazyce C++1.
Z důvodu neexistence některých termínů v českém jazyce, bude často využívána an-
glická terminologie a zkratky, které přehledněji a výstižněji popisují dané téma, namísto
pokusů o neobratný překlad. Ze stejného důvodu budeme sestavovat i pseudokódy algo-
ritmů v anglickém jazyce.
Pro přehlednost a srozumitelnost textu budou některé lokálně platné citace uvedeny
pod čarou, stejně jako další poznámky a odkazy.
1Zdrojový kód vyvinutých algoritmů nebude přiložen k této práci, z důvodu zachování tajnosti.
4
1 Teorie grafů a optimalizace
Tato kapitola pojednává o pojmech a teorii, které jsou v dalším textu využity při řešení
dílčích problémů. Především se seznámíme se základy celočíselného programování a také
s několika definicemi a algoritmy z teorie grafů.
1.1 Grafy
Teorie grafů patří mezi aplikačně velice používaný matematický aparát, protože se pomocí
ní dá popsat mnoho reálných problémů vyvstávajících v praxi. Tato podkapitola se zaměří
na definování vybraných pojmů, s kterými budeme později pracovat. Čerpat při tom
budeme z [7], [8], [9], [10] a [11].
Definice 1.1. Graf je soubor vrcholů v1, v2, ..., vn (určený množinou V ) a soubor hran
e1, e2, ..., em (určený množinou E) spojující všechny nebo některé z vrcholů. Graf G je
potom jednoznačně popsán uspořádanou dvojicí (V,E).
Definice 1.2. Orientovaný graf (digraf) je trojice G = (V,A, ε) tvořená neprázdnou ko-
nečnou množinou vrcholů V , konečnou množinou hran A a zobrazením ε : A → V × V .
Toto zobrazení přiřazuje každé hraně e ∈ A uspořádanou dvojici vrcholů (x, y). První
z nich nazýváme počátečním vrcholem hrany a značíme jej Pv(e). Druhý nazýváme kon-
covým vrcholem hrany a značíme jej Kv(e). O hraně e potom říkáme, že vede z vrcholu
x do vrcholu y. Jestliže Pv(e)=Kv(e), pak hranu e nazýváme orientovanou smyčkou.
Definice 1.3. Neorientovaný graf je trojice G = (V,E, ε) tvořená neprázdnou konečnou
množinou vrcholů V , konečnou množinou hran E a zobrazením ε : E → V ×V . Zobrazení
ε přiřazuje každé hraně e ∈ E jednoprvkovou nebo dvouprvkovou množinu vrcholů. Je-li
množina ε(e) jednoprvková, nazýváme hranu e neorientovanou smyčkou.
Definice 1.4. Podgraf G′ je graf, který vznikne z grafu G vynecháním některých vrcholů
a hran. Z důvodu, že je podgraf grafem, musí s každou hranou do podgrafu patřit i její
vrcholy.
Definice 1.5. Posloupnost vrcholů a hran v0, e1, v1, e2, v2, ..., ek, vk nazýváme oriento-
vaným sledem, jestliže pro každou hranu ei z této posloupnosti platí Pv(ei) = vi−1
a Kv(ei) = vi.
Posloupnost vrcholů a hran v0, e1, v1, e2, v2, ..., ek, vk nazýváme neorientovaným sledem,
jestliže každá hrana ei z této posloupnosti spojuje vrcholy vi−1, vi.
Definice 1.6. Orientovaný (neorientovaný) sled, v němž se žádná hrana neopakuje, nazý-
váme orientovaným (neorientovaným) tahem. Orientovaný (neorientovaný) sled, v němž
se neopakuje žádný vrchol, nazýváme orientovanou (neorientovanou) cestou.
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Definice 1.7. Graf, k jehož hranám jsou přiřazeny nějaké hodnoty (obvykle číselné)
nazýváme ohodnoceným grafem nebo též sítí. Těmto hodnotám se říká váhy, délky nebo
také ceny. Zobrazení a : A → R (a : E → R), které přiřazuje hranám jejich hodnoty,
nazýváme ohodnocením hran.
Definice 1.8. Nechť G = (V,A, ε) je orientovaný graf, nechť x a y jsou jeho libovolné
vrcholy. Pak zavedeme následující pojmy a značení:
• V +(x) = {z ∈ V | (x, z) ∈ ε(A)} je množina následníků vrcholu x, tj. množina
vrcholů, do nichž vede hrana z x;
• V −(x) = {z ∈ V | (z, x) ∈ ε(A)} je množina předchůdců vrcholu x, tj. množina
vrcholů, z nichž vede hrana do x;
• V (x) = V +(x)∪V −(x) je množina sousedů vrcholu x, tj. množina vrcholů spojených
hranou s vrcholem x;
• A+(x) = {e ∈ A | Pv(e) = x} je výstupní okolí vrcholu x, tj. množina hran s počá-
tečním vrcholem x;
• A−(x) = {e ∈ A | Kv(e) = x} je vstupní okolí vrcholu x, tj. množina hran s konco-
vým vrcholem x;
• deg+(x) = |A+(x)| je výstupní stupeň vrcholu x, tj. počet hran vystupujících z vr-
cholu x.
• deg−(x) = |A−(x)| je vstupní stupeň vrcholu x, tj. počet hran vstupujících do vrcholu
x.
Definice 1.9. Řekneme, že graf G = (V,E) se nazývá úplný, jestliže pro každé dva
vrcholy vi a vj ∈ V , i 6= j, existuje alespoň jedna hrana e, která je spojuje. Má-li n
vrcholů, značíme jej Kn. Ukázka úplného grafu je na obr. 1.1.
v5
v3
v2
v1
v6
v4
Obrázek 1.1: Úplný graf
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Definice 1.10. Řekneme, že orientovaný graf G je slabě souvislý, pokud jeho symetrizace
je souvislý graf.
Definice 1.11. Řekneme, že orientovaný graf G je silně souvislý, jestliže pro každé dva
vrcholy x, y ∈ V (G) existuje v G orientovaná cesta z x do y.
Definice 1.12. Komponentou grafu G nazýváme každý podgraf G′ grafu G, který je
souvislý a maximální, tj. je-li G′′ 6= G′ jiný podgraf grafu G takový, že G′ ⊆ G′′, pak již
G′′ není souvislý. Postup pro nalezení komponent grafu je popsán v algoritmu 1.1.
Algorithm 1.1 Hledání komponent grafu
1: i := 1
2: while V 6= ∅ do
3: Choose v0 ∈ V
4: for all v ∈ V \ v0 do
5: reached[v] = 0
6: end for
7: reached[v0] := 1
8: insert v0 into F
9: create new component Ci and insert v0
10: while front 6= ∅ do
11: choose v ∈ F
12: for all w ∈ V +(v) do
13: if reached[w] := 0 then
14: reached[w] := 1
15: insert w into F and Ci
16: end if
17: end for
18: delete v from F
19: end while
20: V := V \ Ci
21: i := i+ 1
22: end while
Definice 1.13. Řekneme, že hrana e je most, jestliže jejím odstraněním z grafu dostaneme
dvě komponenty.
Při práci s grafem je vhodné mít ho reprezentovaný v maticové formě.
Definice 1.14. Matice předků je taková matice, která nám identifikuje cestu v grafu.
Jestliže v matici předků je prvek pij = k, pak to znamená, že na cestě z vrcholu vi do
vrcholu vj je nejprve hrana (vi, vk).
Definice 1.15. Uvažujme graf G. Potom řekneme, že matice A = [aij] daná vztahem
aij =
{
1 jestliže dvojice (vi, vj) ∈ G
0 jestliže dvojice (vi, vj) /∈ G
je matice sousednosti grafu G. Jestliže jsou hrany grafu G ohodnoceny, pak místo jedniček
vkládáme do matice délku hrany tvořenou dvojicí (vi, vj) a říkáme jí matice vzdáleností.
Ukázku takové matice může vidět v příkladu 1.16.
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Příklad 1.16. Matice vzdáleností popisující síť obr. 4.1
A =

0 8 0 0 0 0
8 0 10 12 0 0
0 10 0 0 13 0
0 12 0 0 6 0
0 15 13 6 0 9
0 0 0 0 9 0

Matice vzdáleností z příkladu 1.16 bude v kapitole 4.1 využitá v modelovém příkladu.
1.1.1 Nejkratší cesta
Nejkratší cesta je taková posloupnost ohodnocených hran reálným číslem a(e), po které se
dostaneme z počátečního vrcholu vi do koncového vrcholu vj s nejmenší možnou délkou.
Délka cesty je součet délek jednotlivých hran tvořících cestu. Jsou-li vi, vj dva vrcholy
grafu, pak vzdálenost dij z vrcholu vi do vrcholu vj definujeme jako délku nejkratší cesty
z vi do vj, pokud vůbec nějaká cesta existuje. Jestliže neexistuje, definujeme vzdálenost
dij =∞. Funkci d : V × V → R, se také říká metrika grafu G a má následující vlastnosti:
1. dij ≥ 0, ∀vi, vj ∈ V a dij = 0, jen když vi = vj,
2. dij = dji, ∀vi, vj ∈ V ,
3. dik ≤ dij + djk, ∀vi, vj, vk ∈ V .
Floyd-Warshall algoritmus (FW) Tento algoritmus nalezne nejkratší cestu z kaž-
dého vrcholu do všech ostatních. Jestliže taková cesta neexistuje, pak to algoritmus také
detekuje (odhalení smyček záporné hodnoty). Uvažujme orientovaný graf G = (N,A) s n
vrcholy a dvě matice D a P o velikosti n×n. Matice D se inicializuje jako matice vzdále-
ností daného grafu D0, kde místo nul jsou∞. V matici P jsou výchozí vstupy pij rovny j
a značíme ji P 0.
D0 =

d11 d12 . . . d1n
d21 d22 . . . d2n
...
...
. . .
...
dn1 dn2 . . . dnn

P 0 =

1 2 . . . n
1 2 . . . n
...
...
. . .
...
1 2 . . . n

Algoritmus má n kroků. Začínáme s maticemi D0 a P 0. Matice Di P i dostaneme
v i-tém kroku z matic Di−1, P i−1.
V n-tém kroku dostaneme matici Dn, kde prvek dij je délka nejkratší cesty z vrcholu
i do vrcholu j. Podobně v matici P n dostaneme prvky pij, které vždy udávají následující
vrchol v nejkratší cestě z i do j. Pseudokód FW je zobrazen v algoritmu 1.2.
Při implementaci FW nás mohou zajímat pouze délky nejkratších cest, v takovém
případě můžeme přepočítávání matice P vynechat. Výpočtová náročnost algoritmu je
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Algorithm 1.2 Floyd-Warshall algoritmus
1: Initialize D0,P 0
2: for k = 1 to n do
3: for i = 1 to n do
4: for j = 1 to n do
5: if dk−1ik + d
k−1
kj ≤ dk−1ij then
6: dkij = d
k−1
ik + d
k−1
kj
7: pkij = k
8: else
9: dkij = d
k−1
ij
10: pkij = p
k−1
ij
11: end if
12: end for
13: end for
14: end for
O(n3), což je určeno třemi vnořenými cykly a paměťová složitost O(n2) je dána veli-
kostí matic. Pro naše účely využijeme obě matice a o délce trvání výpočtu nemá smysl
vést další diskusi, protože algoritmus bude využit jen jednou a to již v tzv. preprocessingu.
Při implementaci algoritmu se v matici D0 na prvku d0ij, kde není definovaná hrana,
využívá místo ∞ velká konstanta (tzv. big M). Detailněji o FW pojednává [8], kde je
uveden i příklad s výpočtem.
1.2 Celočíselné programování
Mnoho praktických optimalizačních problémů vyžaduje, aby některé jeho proměnné nabý-
valy celočíselných hodnot. Mezi tyto patří např. Train scheduling, Production Planning,
Cutting Problems a mnoho dalších. Takovým problémům se říká úlohy Smíšeného celo-
číselného programování (Mixed Integer Programming). My se dále omezíme pouze na ty
úlohy, které jsou navíc i lineární. Čerpat budeme z [12] a [13].
Předpokládejme, že máme úlohu lineárního programování (LP)
max
x
{cTx : Ax ≤ b,x ≥ 0},
kde A je matice typu m × n, cT je n-rozměrný řádkový vektor, b je m-rozměrný sloup-
cový vektor, a x je n-rozměrný sloupcový vektor reálných proměnných. Dále přidáme
podmínku, že některé proměnné musí být celočíselné. Pak dostaneme následující úlohu
smíšeného celočíselného programování (MIP)
max
x,y
{cTx+ hTy : Ax+Gy ≤ b,x ≥ 0,y ≥ 0,y ∈ Zp+},
kde G je matice typu m×p, hT je p-rozměrný řádkový vektor, a y je p-rozměrný sloupcový
vektor celých čísel. Pokud jsou všechny proměnné celočíselné, dostáváme úlohu celočísel-
ného programování (IP).
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Jestliže všechny proměnné musí nabývat jen hodnot 0 − 1, pak dostáváme úlohu bi-
nárního celočíselného programování (BP) ve tvaru
max
δ
{cTδ : Aδ ≤ b, δ ∈ {0, 1}n}.
Stejně tak lze tyto úlohy nakombinovat, jak se spojitými proměnnými, tak i s celočí-
selnými, případně dokonce s oběma typy. Často lze IP přeformulovat na BP. Tohoto se
využívá při řešení rozsáhlých úloh a následné implementaci.
Každá celočíselná proměnná se dá vyjádřit pomocí několika binárních proměnných.
Uvažujme celočíselnou nezápornou proměnnou γ s horní mezí u, tedy
0 ≤ γ ≤ u. (1.1)
Proměnnou γ pak lze v modelu nahradit výrazem
δ0 + 2δ1 + 2
2δ2 + 2
3δ3 + . . .+ 2
rδr, (1.2)
kde δi jsou 0− 1 proměnné a 2r je nejmenší mocnina 2 větší nebo rovna u. Je lehké pro-
hlédnout, že výraz (1.2) nabývá všech možných celočíselných hodnot mezi 0 a u pomocí
různých kombinací hodnot proměnných δi. Nicméně tento rozvoj je vhodný pouze pro
malý počet proměnných, protože jinak by došlo k obrovskému nárůstu velikosti modelu.
Další typ problému, kterému se budeme věnovat, je takový, co má obrovský počet pří-
pustných řešení. Takovým se říká Combinatorial Optimization Problem (COP) a je možné
je dále dělit na alokační(capital budget allocation, market share problem) a pořadové (job-
-shop scheduling, travelling salesman problem).
Obvykle je dána konečná množina N = {1, ..., n}, váhy cj pro každé j ∈ N a množina
F , jako množina všech realizovatelných podmnožin množiny N . Pak můžeme úlohu COP
formulovat jako nalezení realizovatelné podmnožiny s nejmenší celkovou vahou a psát
min
S⊆N
{
∑
j∈S
cj : S ∈ F}.
Do této kategorie problémů spadá mnoho praktických úloh, a tak je častým předmětem
výzkumu. Z hlediska časové náročnosti zde najdeme jak lehce řešitelné úlohy při vhodné
formulaci modelu, tak naprosto obtížně řešitelné, s kterými si exaktními metodami ne-
víme rady dodnes. Úloha COP se také často formuluje jako BP, IP či MIP.
Úlohy matematického programování lze dále dělit do různých tříd složitosti, podle
náročnosti výpočtu. Nejjednodušší třídou je třída P. Jedná se o množinu rozhodovacích
problémů, které nám poskytnou v polynomiálním čase odpověď ANO nebo NE.
Další je třída NP (nedeterministicky polynomiální). Ta se dá definovat jako množina
problémů, u kterých lze pro dodaný výsledek v polynomiálním čase ověřit jeho správnost,
avšak nikoliv nalézt tohle řešení v polynomiálním čase.
Třída složitosti P je obsažena v NP. Mezi nejobtížnější problémy patří třída NP-úplných
problému. NP-úplné problémy jsou takové nedeterministicky polynomiální problémy, na
které jsou polynomiálně redukovatelné všechny ostatní problémy z NP. Více o třídách
složitosti a výpočtové náročnosti lze nalézt v [14].
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1.2.1 Metoda sečných nadrovin
Původní metodu tohoto typu popsal Gomory (1958). Tyto metody se mohou využít obecně
na MIP problémy. Obvykle začínají řešením IP problému, jakoby to byl LP problém, s tím,
že se vynechají požadavky na celočíselnost (známé jako LP relaxace). Jestliže výsledné
LP řešené je celočíselné, pak je tohle řešení také celočíselné optimum. V opačném případě
přidáváme systematicky další omezení a opět řešíme relaxovaný problém, jehož řešení
může a nemusí být celočíselné. Opakováním tohoto postupu můžeme nalézt celočíselné
řešení nebo ukázat že daný problém nemá přípustné řešení.
Přestože se tyto metody jeví z matematického pohledu celkem elegantní, neprokázaly
vysokou úspěšnost na velkých problémech. Nicméně v kombinaci s metodou větví a mezí
mohou být velmi výkonné. Detailnější probrání těchto metod je v [12].
1.2.2 Metoda větví a mezí
Tyto metody se prokázaly jako nejúspěšnější při řešení praktických MIP problémů. Stejně
jako v metodě sečných nadrovin je nejprve problém LP zrelaxován a pokud je výsledné
řešení celočíselné, pak je problém vyřešen. V opačném případě provedeme stromové pro-
hledávání. Více se dočtete v [12].
Nedávné začlenění metody sečných nadrovin do metody větví a mezí (tzv. Branch and
Cut) také prokázalo svou sílu. Tato kombinace zpřísní relaxaci LP problému. Důležitým
krokem v tomto algoritmu je fáze větvení, kde může být využito mnoho heuristických
větvících strategií. Nejčastěji využívaným je tzv. větvení na proměnné, kde se vybírá pro-
měnná se zlomkovou hodnotou, která se pak omezuje.
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2 Svozové úlohy
Doprava a s ní spojený proces plánování a řízení vytváří skvělé prostředí pro vznik nej-
různějších dopravních a logistických problémů, tzv. svozových úloh. Mezi tyto patří i opti-
mální rozmístění logistických systémů či hledání optimálních tras při zásobování či svážení
nějaké komodity. Těmito úlohami se v této kapitole budeme detailněji zabývat a čerpat
u toho budeme z [13], [15] a [16].
2.1 Problém obchodního cestujícího
Problém obchodního cestujícího (Travelling Salesman Problem - TSP) je zřejmě nej-
známější problém z oblasti operačního výzkumu, protože je velmi snadné ho vysvětlit, a
tak lákavé se ho pokusit řešit. Obchodní cestující musí navštívit každé z n okolních měst
právě jednou a poté se navrátit do počátečního města. Čas potřebný na cestu z města i
do města j je cij. Cílem je nalézt pořadí, ve kterém by měl tato města navštívit, tak, aby
jeho cesta trvala co nejkratší dobu.
Tento problém může být formulován mnoha způsoby. My zde představíme jeden z nich
pomocí BP.
Předpokládejme, že města, která chceme navštívit (včetně počátečního označeného
jako 0) jsou označena čísly 0, 1, 2, ..., n (dále množina V ) a nechť
δij =
{
1 jestliže cesta vede přímo z i do j
0 jinak.
Pak tento problém můžeme formulovat následovně:
min
∑
i,j∈V
cijδij (2.1)
s.t.
∑
j∈V :i 6=j
δij = 1, ∀i ∈ V, (2.2)∑
i∈V :i 6=j
δij = 1, ∀j ∈ V, (2.3)∑
i∈S
∑
j∈S
δij ≤ |S| − 1, S ⊂ V, |S| ≥ 2. (2.4)
Rovnice 2.1 je účelová funkce, která se snaží minimalizovat celkové náklady. Rov-
nice 2.2 a 2.3 udávají, že se přes každé město jede právě jednou. A poslední rovnice 2.4
zabraňuje tvoření podtras. Teoreticky však existuje exponenciální počet těchto omezení
zakazujících podtrasy, což je z praktického hlediska nepoužitelné.
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S tímto problémem se dá vypořádat více způsoby, např. opakovaným řešením relaxo-
vaného problému a přidáváním takových omezeních, které zamezí jen podtrasám, které
jsou v daném řešení. Mezi další způsoby patří přidání nových proměnných, které indikují
pořadí, ve kterém jsou města navštívena, viz Miller et al. (1960)1, nebo přidání třetího
indexu t, který říká ve které fázi (čase) je město navštíveno, viz Vajda (1961)2 nebo Fox
et al. (1980)3.
Při řešení problému metodou úplné enumerace, tzn. procházení všech přípustných
řešení, dostáváme n! možností v jakém pořadí můžeme města procházet. Z tohoto důvodu
je tato metoda použitelná jen pro velmi malé n.
2.2 Rozšíření na VRP
Nejdůležitější rozšíření TSP je Vehicle routing problem (VRP), kde je potřeba napláno-
vat cestu několika vozidlům s omezenou kapacitou nákladu mezi daný počet zákazníků.
Navíc tedy oproti TSP musíme rozhodnout, která vozidla navštíví které zákazníky. Ka-
ždý zákazník má zde danou poptávku po produktu, která musí být splněna s ohledem na
omezenou kapacitu vozidla.
VRP má mnoho zřejmých aplikací v průmyslu. Využití optimalizace může společnosti
poskytnout úsporu 5%, protože dopravní náklady jsou obvyklou významnou částí celko-
vých nákladů daného produktu (10%).
Nechť
δijk =
{
1 jestliže vozidlo k jede přímo z i do j
0 jinak,
γik =
{
1 jestliže vozidlo k navštíví zákazníka i (kromě vozovny)
0 jinak
a ti je čas, ve kterém je zákazník navštíven.
Předpokládejme, že každý zákazník (kromě vozovny označené jako zákazník 0, množinu
zákazníků bez vozovny budeme značit V 0) je navštíven právě jedním vozidlem. Těchto
vozidel mějme m a množinu vozidel označme K. Kapacita k-tého vozidla je Qk a poptávka
i-tého zákazníka je qi. Dále čas přejezdu mezi zákazníkem i a j je dij.
Účelová funkce potom může mít mnoho podob, a to minimalizace počtu využitých
vozidel, minimalizace celkových nákladů nebo minimalizace maximálního času využitého
vozidlem.
Pro ilustraci uvažujme minimalizaci celkových nákladů a předpokládejme, že náklady
na cestu od zákazníka i k zákazníkovi j jsou cij.
1MILLER, C.E., A. W. Tucker a R. A. Zemlin. Integer programming formulation of travelling salesman
problems. Journal of the ACM, vol. 3, 1960. s. 326-329.
2VAJDA, S. Mathematical Programming. Addison-Sesley, Massachusetts-London, 1961.
3FOX, K.R., B. Gavish a S. C. Graves. An n-constraint formulation of the (time-dependent) travelling
salesman problem. Operations Research, vol. 28, 1980. s. 1018-1021.
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Matematický model této úlohy pak je
min
∑
i∈V
∑
j∈V
∑
k∈K
cijδijk (2.5)
s.t.
∑
j∈V
δijk =
∑
j∈V
δjik, ∀i ∈ V, (2.6)∑
j∈V
δijk = γik, ∀i ∈ V 0, (2.7)∑
k∈K
γik = 1, ∀i ∈ V, (2.8)∑
i∈V
γik ≤ γ0k, ∀k ∈ K, (2.9)∑
i∈V
qiγik ≤ Qk, ∀k ∈ K, (2.10)
ti − tj + dij ≤M(1− δijk), ∀i, j ∈ V, ∀k ∈ K, (2.11)
ti ≥ 0, ∀i ∈ V 0, (2.12)
γik ∈ {0, 1}, ∀i ∈ V, ∀k ∈ K, (2.13)
δijk ∈ {0, 1}, ∀i, j ∈ V, ∀k ∈ K. (2.14)
Jak již bylo řečeno rovnice (2.5) minimalizuje celkové náklady za cesty, po kterých
obchodní cestující jede. Rovnice (2.6) a (2.7) říkají, že pokud vozidlo k obsluhuje zákazníka
i, pak k němu a od něj jede právě jednou. Z rovnice (2.8) dostáváme, že každý zákazník
je obsloužen pouze jedním vozidlem. (2.9) ověříme. V rovnici (2.10) sčítáme požadavky
zákazníků navštívených vozidlem k tak, abychom nepřekročili jeho kapacitu. Na rozdíl od
modelu k TSP, rovnicí (2.11) zamezujeme tvoření podtras tím, že sledujeme čas návštěvy
každého zákazníka k-tým vozidlem. (2.12) (2.13) (2.14)
Tato formulace VRP nicméně vede k velmi obtížné řešitelnosti pro problémy reálné
velikosti. Dalším přístupem může být využití column generation, kde jsou odděleně genero-
vané přípustné trasy pro vozidlo (splnění kapacitních omezení). Následně se řeší problém,
ve kterém se vybírají a kombinují tyto trasy tak, abychom nalezli optimální přípustné
řešení.
V praxi často také přibývá omezení na denní dobu, tzv. časová okna (Time-Window),
ve které musí být zákazník obsloužen, tzn. zákazník i může být obsloužen mezi časy ai a bi.
Takové omezení pak při přidání do modelu vypadá následovně
ai ≤ ti ≤ bi, ∀i ∈ V 0. (2.15)
Dalším rozšířením je přidání možnosti rozvážet více než jeden produkt (Multi Com-
modity), viz [17]. Také můžeme řešit úlohu rozvozu a svozu nějakých produktů zároveň
v jednom matematické modelu, tzv. Vehicle Routing Problem with Simultaneous Pick-up
and Delivery, kterou se zabývá [18].
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2.3 Problém čínského listonoše
Problém čínského listonoše (Chinese Postman Problem - CPP) byl definován matema-
tikem Kwan Mei-Ko4. Otázkou tohoto problému je, jaký je nejlevnější průjezd daným
grafem za předpokladu, že každou hranu musíme přejet minimálně jednou. Detailněji je
tato tématika rozebraná v [15]. Dále se zaměříme na řešení orientovaného CPP (DCPP).
Vyřešení DCPP můžeme dosáhnout nalezením minimálního toku sítí, kde tok na každé
hraně musí být nejméně 1. Tento problém však nemá zaručenou existenci řešení. K tomu,
aby řešení existovalo je nutné, aby graf byl silně souvislý, tj. mezi každou dvojicí vrcholů
musí existovat orientovaná cesta. Původní problém pak můžeme vyřešit jako dopravní
problém a následně aplikovat Fleuryho algoritmus, viz algoritmus 2.1.
Nechť I je množina vrcholů i takových, pro které vstupní stupeň převyšuje výstupní
stupeň o si a nechť J je množina vrcholů j takových, pro které výstupní stupeň převyšuje
vstupní stupeň o dj. Pak můžeme si chápat jako dodávku a dj jako poptávku. Dále nechť
cij je délka nejkratší cesty z vrcholu i do j. Pak můžeme problém zapsat následovně
min
∑
i∈I
∑
j∈J
cijxij (2.16)
s.t.
∑
j∈J
xij = si, ∀i ∈ I, (2.17)∑
i∈I
xij = dj, ∀j ∈ J, (2.18)
xij ≥ 0, xij ∈ Z, ∀i ∈ I, ∀j ∈ J, (2.19)
(2.20)
kde optimální hodnoty xij představují počet, kolikrát musíme každou hranu přejet
navíc. Z tohoto řešení pak jednoduše Fleuryho algoritmem 2.1 dostaneme výsledek.
Algorithm 2.1 Fleuryho algoritmus
1: Initialize set A as all arcs to be deleted
2: arbitrarily choose i : (i, j) ∈ A
3: while A 6= ∅ do
4: traverse (i, j) :not a bridge and delete from A
5: end while
Navzdory své jednoduchosti však může tento postup být zdlouhavý vzhledem k tomu,
že v každém kroku musíme rozhodnout zda je uvažovaná hrana mostem. S tímto se vy-
pořádali Edmonds a Johnson5 a vytvořili alternativní metodu, která má časovou náročnost
O(|V |).
4Kwan Mei-Ko strávil nějakou dobu jako pošťák během čínské kulturní revoluce, kde nejspíš zformulo-
val tento problém. Ten byl později pojmenován na jeho počest. Jeho příspěvek byl přeložen do angličtiny
až v roce 1962.
5EDMONDS, J. a E. L. Johnson. Matching, Euler Tours and the Chinese Postman Problem. Mathe-
matical Programming, vol. 5, 1973. s. 88-124.
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2.4 Arc routing problem
Arc routing problem (ARP) je zobecněním CPP a spadá do něj mnoho dalších problémů.
Jeho cílem je rozhodnout o nejlevnějším průjezdu podmnožinou hran daného grafu s mož-
ností dalších omezení. ARP se vyskytuje v mnoha oblastech distribution management a po
dlouhou dobu je objektem zájmu matematiků a vědců z operačního výzkumu. Mezi prak-
tické uplatnění tohoto problému patří poštovní služby, údržba silnic (odstraňování sněhu,
sypání solí), plánování tras školních autobusů nebo svoz odpadu, čímž se budeme zabývat
v této práci. Podrobněji je ARP popsáno v [16], odkud také tato kapitola čerpá.
Možnou modifikací CPP je tzv. Rural Postman Problem (RPP), kde jsou také hrany,
které není nutné projet a slouží tedy jen pro přejezdy. Tento problém patří mezí nej-
rozšířenější aplikace ARP. Síť takového problému je na obr. 2.1 (červeně jsou vyznačeny
svozové hrany, černě jsou přejezdové).
v5
v4
v9v1
v2
v6v3
v8
v7
Obrázek 2.1: Síť představující RRP
Dalším problémem spadajícím pod ARP je Windy Postman Problem (WPP), který byl
poprvé představen v roce 1979 (Minieka)6. Zde záleží na směru odkud na hranu přijedeme,
což je promítnuto v přejezdových nákladech.
Jinou modifikací CPP je hiearchické CPP, kde je definovaná relace přednosti na A,
pak tedy pořadí, ve kterém jsou hrany projížděny musí tuto vlastnost splňovat. Na řešení
tohoto problému se často využívá dynamického programování. Ghiani a Improta takový
algoritmus představili v [19].
Všechny tyto ARP mohou být uvažovány jak na orientovaném, tak na neorientovaném
grafu.
Dalším rozšířením je Capacitated Arc Routing Problem (CARP), kde hrany mají ne-
zápornou poptávku nebo váhu. Uvažujeme zde vozový park K o m vozidlech se stejnou
kapacitou Q. Tyto vozidla jsou umístěna ve vozovně, odkud provádějí své výjezdy. CARP
se potom snaží nalézt minimální náklady za dopravu a to tak, aby celkový náklad vozidel
po projetí všech zadaných hran nepřekročil Q. Úloha je uvažována na grafu o n vrcholech,
tvořící množinu V . Množinu všech vrcholů, kromě vozovny (index 0) označíme V 0.
6MINIEKA, E. The Chinese postman Problem for Mixed Networks. Mgmt. Sci., vol. 25, 1979. s.
643-648.
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V této úloze pak můžeme definovat binární proměnné xijk, které jsou rovny 1, jestliže
je hrana (i, j) projetá vozidlem k. Dále binární proměnné yijk, které jsou rovny 1, jestliže
je hrana (i, j) obsloužena vozidlem k. Připomeňme, že všechny hrany s poptávkou dij > 0
musí být obslouženy, ale ostatní hrany mohou být také projety.
Formulace úlohy je potom následující
min
∑
k∈K
∑
i∈V
∑
j∈V :i 6=j
cijxijk (2.21)
s.t.
∑
j∈V :i 6=j
xjik −
∑
j∈V :i 6=j
xijk = 0, i ∈ V, k ∈ K, (2.22)
∑
k∈K
(yijk + yjik) =
{
0 jestliže dij = 0
1 jestliže dij > 0
, i, j ∈ V : i 6= j, (2.23)
xijk ≥ yijk, i, j ∈ V : i 6= j, k ∈ K, (2.24)∑
i∈V
∑
j∈V :i 6=j
dijyijk ≤ Q, ∀k ∈ K, (2.25)∑
i∈S
∑
j∈S
xijk ≤ |S| − 1 + n2uSk∑
i∈S
∑
i 6∈S
xijk ≥ 1− wSp
uSk + w
S
k ≤ 1
uSk , w
S
k ∈ {0, 1}
 S ⊂ V
0 : S 6= ∅, ∀k ∈ K, (2.26)
xijk, yijk ∈ {0, 1}, ∀i, j ∈ V, ∀k ∈ K. (2.27)
Rovnice (2.21) pak tedy minimalizuje celkové náklady za dopravu pro všechna vozidla.
Rovnice (2.22) zajišťuje zachování a návaznosti toků pro každé vozidlo. V (2.23) indiku-
jeme podle dij, které hrany musí být obslouženy. Omezení (2.24) popisuje vztah mezi
proměnnými tak, že pokud obsluhujeme nějakou hranu, tak přes ni musíme i přejet tím
samým vozidlem. Nepřekročení kapacity nákladem vozidla zaručuje (2.25). Rovnice (2.26)
zamezují tvoření nedovolených podtras s využitím pomocných binárních proměnných uSk
a wSk . A nakonec v (2.11) definujeme proměnné jako binární.
Při velkých vzdálenostech mezi hranami v porovnání s jejich délkou se tento problém
transformuje na VRP, a proto je využití ARP vhodné především pro městskou a příměst-
skou infrastrukturu.
Významným rozšířením z hlediska praktického využití je doplnění CARP od další pří-
zvisko, a to Periodic, viz [20] a [21]. Zde se pak plánování tras rozšíří na daný časový
horizont (více dní), s tím, že pro každou hranu s poptávkou je zadána frekvence, s jakou
ji musíme v časovém horizontu navštívit. Z praktických aplikací vyplývá ještě další ome-
zení, které navíc určuje rozestupy mezí jednotlivými návštěvami. Tohle omezení zamezuje
situaci, že by se např. odpad svážel dva dny po sobě a ve zbytku týdne už nikoliv, což
v odpadovém hospodářství nedává smysl.
Těmito rozšířeními a modifikacemi se budeme zabývat v následující kapitole, kde se-
stavíme matematický model pro zadanou úlohu.
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3 Matematický model
S využitím poznatků z předchozích kapitol můžeme sestavit matematický model, který
bude odpovídat danému problému. Nejprve si tuto úlohu definujeme.
3.1 Popis úlohy
Mějme heterogenní vozový park (každé vozidlo má jinou kapacitu) s vozidly, které stojí
ve vozovně. Dále mějme časový horizont definující dny, ve kterých můžeme s vozidly
operovat (pracovní dny) a také danou denní provozní dobu. V této době pak mohou
vozidla vyrazit do ulic a opakovaně s nákladem jezdit do zpracovatelských zařízení.
Definujme orientovaný graf, který popisuje dopravní síť městské infrastruktury, v němž
máme jak obousměrné hrany, tak jednosměrné hrany. Hrany lze rozdělit do čtyř skupin.
Hrany představující výjezd z vozovny, hrany přejezdové, hrany s poptávkou na svoz od-
padu a zpracovatelské hrany, tedy hrany, kde se odpadu zbavujeme (vysypání odpadu na
skládce, vývoz do spalovny nebo jiný způsob likvidace). Stejně jako v RPP tedy nemusí
být svezeny všechny hrany.
Na poptávkových hranách přiřadíme kladnou poptávku po svozu odpadu. Poptávka
na svoz odpadu může být pouze na danou ulici, tzn. že ulici stačí projet jen v jednom
směru, nebo na ulici v obou směrech (hrana i její inverzní hrana musí být svezena -
viz obr. 3.1). Pro každou poptávkovou hranu máme zadanou frekvenci, s jakou se musí
odpad vyvážet. Na základě tohoto parametru zkonstruujeme možné scénáře s ohledem na
rozumné rozčlenění svozů v časovém horizontu (možné dny vývozu odpadu z dané hrany).
v1 v2
e1
e2
Obrázek 3.1: Navzájem inverzní hrany e1 a e2
Cílem matematického modelu je najít scénáře pro všechny hrany a ty přiřadit vozidlům
v takovém pořadí, aby celkové náklady byly minimální s ohledem na časové a kapacitní
omezení.
V terminologii anglického jazyka lze pak tuto úlohu nazvat Multi-Processor Multi-Trip
Periodic Capacitated Arc Routing Problem with Heterogenous Fleet - MPMTPCARPHF.
Před dalším postupem k modelu, ještě z tohoto grafu zpracujeme vstupní data do
následující podoby.
Sestavíme matice vzdáleností a časů hran od sebe, tzn. vzdálenost koncového vrcholu
jedné hrany k počátečnímu vrcholu druhé hrany. Na matici vzdáleností budeme hledat
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nejkratší cesty všech hran mezi sebou pomocí FW algoritmu 1.2. Tímto postupem elimi-
nujeme přejezdové hrany, protože nám budou stačit pouze náklady a čas za přejezd mezi
všemi ostatními hranami. K získání výsledné trasy pak využijeme matici předků, která
nám řekne, kterými hranami nejkratší trasa prochází a využijeme ji také pro získání ča-
sových přejezdů. Tímto přístupem můžeme dokonce zakázat otáčení vozidel v křižovatce
tím způsobem, že vzdálenost mezi koncovým vrcholem hrany a počátečním vrcholem k ní
inverzní hrany (ten samý vrchol, např. v1 v obr. 3.1) nastavíme na velkou konstantu.
Další výhodou využití tohoto maticového přístupu je možnost rozlišovat směry odkud
vozidlo na křižovatku přijelo a kam bude pokračovat (směry návaznosti v křižovatce), a to
tím způsobem, že na patřičných prvcích v maticích tuto skutečnost zohledníme časově či
vzdálenostně. Tento fakt mohou v praxi ovlivňovat semafory, přednost v jízdě či jiné
okolnosti. Tuto vlastnost zohledňuje úloha WPP z předchozí kapitoly.
3.2 Značení
Pro sestavení matematického modelu si musíme zavést značení pro množiny, parametry
a proměnné, ve kterém si také popíšeme jejich funkci. K tomuto účelu využijeme běžně
používané symboly, které už sami o sobě napovídají k čemu slouží.
Množiny
I časový horizont, množina dnů, ve kterých plánujeme svoz,
J vozový park, množina dostupných vozidel,
A množina všech hran,
N množina poptávkových hran a vozovna,
N 0 množina poptávkových hran,
M množina zpracovatelských hran,
M0 množina zpracovatelských hran a vozovna,
S množina všech scénářů,
S(k) podmnožina scénářů S indikovaná poptávkovou hranou k.
Parametry
cDkl náklady za přejezd z hrany k na hranu l (k, l ∈ A),
cSk servisní náklady za poptávkovou hranu k (k ∈ N 0),
dl poptávka na hraně l (l ∈ N ),
Qj kapacita vozidla j (j ∈ J ),
tDkl čas na přejezd z hrany k na hranu l (k, l ∈ A),
tSk servisní čas hrany k (k ∈ N 0),
tPk servisní čas zpracovatelské hrany k (k ∈M),
mIkl matice indikující existenci inverzní hrany l k hraně k (k, l ∈ N 0),
gis
{
1 i-tý den je požadavek na svoz ve scénáři s (i ∈ I, s ∈ S)
0 jinak,
M ”dostatečně”velká konstanta (horní mez přes všechny využití),
využívá se k aktivaci a deaktivaci omezení,
T denní provozní doba (dostupný čas).
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Proměnné
Lijk maximální náklad vozidla j v den i po navštívení hrany k,
(i ∈ I, j ∈ J , k ∈ A),
xijkl

1 jestliže je hrana l obsloužena po hraně k j-tým vozidlem v i-tý den
(i ∈ I, j ∈ J , k, l ∈ A)
0 jinak,
δijk

1 jestliže je poptávková hrana k obsloužena j-tým vozidlem v i-tý den
(i ∈ I, j ∈ J , k ∈ N 0)
0 jinak,
yks

1 jestliže je k poptávkové hraně k vybrán scénář s
(k ∈ N 0, s ∈ S(k))
0 jinak.
S využitím zavedeného značení teď můžeme přejít k sestavení matematického modelu,
který bude odpovídat zadané úloze.
3.3 Model
min
∑
i∈I
∑
j∈J
∑
k∈A
∑
l∈A
cDklxijkl +
∑
i∈I
∑
j∈J
∑
k∈N 0
cSk δijk (3.1)
s.t.
∑
k∈A
xijkh −
∑
l∈A
xijhl = 0, ∀i ∈ I, ∀j ∈ J , ∀h ∈ A, (3.2)
Lijk + dl − Lijl ≤ (1− xijkl)M, ∀i ∈ I, ∀j ∈ J , ∀k ∈ A, (3.3)
∀l ∈ N ,
Lijk ≤ Qj, ∀i ∈ I, ∀j ∈ J , ∀k ∈ N 0, (3.4)
Lijk = 0, ∀i ∈ I, ∀j ∈ J , ∀k ∈M0, (3.5)∑
l∈A
xij0l ≤ 1, ∀i ∈ I, ∀j ∈ J , (3.6)∑
k∈A
∑
l∈A
xijkl ≤M
∑
l∈A
xij0l, ∀i ∈ I, ∀j ∈ J , (3.7)∑
k∈A
∑
l∈A
tDklxijkl +
∑
k∈N 0
tSk δijk +
∑
k∈A
∑
l∈M
tPl xijkl ≤ T, ∀i ∈ I, ∀j ∈ J , (3.8)
δijl ≤
∑
k∈A
xijkl, ∀i ∈ I, ∀j ∈ J , ∀l ∈ N 0, (3.9)∑
k∈A
xijkl ≤ δijlM, ∀i ∈ I, ∀j ∈ J , ∀l ∈ N 0, (3.10)
mIkl(yks − yls) = 0, ∀k, l ∈ N 0 : l > k, (3.11)
∀s ∈ S(k),∑
s∈S(k)
yks = 1, ∀k ∈ N 0, (3.12)∑
s∈S(k)
gisyks −
∑
j∈J
(δijk +
∑
l∈N 0
mIklδijl) = 0, ∀k ∈ N 0, ∀i ∈ I, (3.13)
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Lijk ≥ 0, ∀i ∈ I,∀j ∈ J , ∀k ∈ A, (3.14)
xijkl ∈ {0, 1}, ∀i ∈ I, ∀j ∈ J , ∀k, l ∈ A, (3.15)
δijk ∈ {0, 1}, ∀i ∈ I, ∀j ∈ J , ∀k ∈ N 0, (3.16)
yks ∈ {0, 1}, ∀k ∈ N 0, ∀s ∈ S(k). (3.17)
Tento model nalezne scénář pro každou poptávkovou hranu a posloupnost hran v jaké
se mají projet, a to pro každé vozidlo ve všech uvažovaných dnech tak, aby celkové ná-
klady byly minimální.
V účelové funkci (3.1) tedy minimalizujeme náklady za přejezdy mezi ulicemi a servisní
náklady, které zde obecně uvažujeme různé pro navzájem inverzní hrany. To znamená,
že z hlediska nákladů rozlišujeme směr, ve kterém danou ulici projedeme. To může být
způsobeno např. strmým stoupáním ulice. Rovnice (3.2) zajišťuje návaznost mezi po sobě
jdoucími hranami, tj. pokud vozidlo přijede na hranu, musí z ní také odjet. V omezení (3.3)
zamezujeme tvoření zakázaných podtras a zároveň přepočítáváme aktuální náklad vozidla
po navštívení dané hrany. V další rovnici (3.4) pak přípustný náklad vozidla omezujeme
jeho kapacitou. Omezení (3.5) udává, že náklad vozidla ve zpracovatelských zařízeních
a ve vozovně je nulový. V rovnici (3.6) zajišťujeme to, že každé vozidlo může v každém
dni časového horizontu vyrazit do provozu maximálně jednou. Nicméně svozových tras, po
kterých se jede s nákladem do zpracovatelských zařízení může být libovolný počet, avšak
při splnění všech ostatních omezení. Pokud s vozidlem jezdíme po hranách, pak musíme
vyrazit z vozovny, říká omezení (3.7). Provozní doba vozidla, do které se počítá doba pře-
jezdů mezi hranami, servisní čas a vykládací čas, jsou každý den omezeny provozní dobou
T v rovnici (3.8). Omezení (3.9) a (3.10) popisují vztah mezi proměnnými δijk a xijkl tím
způsobem, že jedna proměnná indikuje druhou a naopak. Pro hrany, které jsou navzájem
inverzní musí platit (3.11), tzn. že je pro ně vybraný stejný scénář plánování svozu. Výběr
právě jednoho scénáře pro každou poptávkovou hranu zajišťuje rovnice (3.12). Rovnice
(3.13) říká, že podle vybraného scénáře musí být obslouženy poptávkové hrany nebo jejich
inverze, pokud existuje.
Rovnice (3.14) udává nezápornost nákladu. A nakonec (3.15), (3.16) a (3.17) zavádí
proměnné jako binární.
3.4 Modifikace modelu
Tento sestavený model můžeme dalšími způsoby změnit nebo rozšířit o podmínky a ome-
zení, která by odpovídala zadané úloze. Mnoho typů modelů pro CARP je shrnuto v [22].
Dále tyto možnosti shrneme a rozebereme.
V případě, že v účelové funkci (3.1) vynecháme její druhou část, kde započítáváme
i servisní náklady, neuvažujeme pak různé náklady pro navzájem inverzní hrany, a tak je
tato část konstantní.
Dále může přijít požadavek na svoz ve vymezeném čase, což znamená, že některé
poptávkové hrany lze obsloužit pouze mezi časem ak a bk jak je uvedeno v omezení
(2.15). To může v praxi znamenat, že je zakázáno v daném čas ulicí projíždět z důvodu
velkého provozu, vytíženosti či jiných okolností.
U zpracovatelských kapacit může dojít k situaci, že bude omezená i jejich kapacita
a tak si vozidla budou muset vybrat kam odpad zavezou i s ohledem na tuto skutečnost.
Ve větších městech může být více vozoven, kde každá má přiřazená svá vozidla. Tímto
rozšířením se zabývá [23].
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Další možností při změně přístupu k modelu může být řešení úlohy na multigrafu1.
To znamená, že ve fázi zpracování vstupních dat kromě nalezení nejkratších cest mezi
hranami, nalezneme i nejrychlejší cesty, a tak bude v modelu možné si vybrat, zda chceme
přejet za menší náklady či kratší čas, což obecně nemusí být po té samé trase.
Při větším zásahu do modelu bychom mohli ze zpracovatelských hran udělat proměnné
a cílem by pak bylo najít lokaci v síti pro výstavbu tak, aby celkové náklady byly mini-
mální. Z praktických důvodů by potenciálních pozic bylo mnohem méně než je celkový
počet hran v síti.
Tento model by se také dal propojit s meziměstským modelem. Ze zpracovatelských
zařízení by se tak jen staly jakési překládací stanice, kde by se odpad mohl slisovat a poté
dále převážet ve větších vozidlech do cílových zařízení. Modelům takového typu se říká
Multi-echelon.
1Multigraf je takový graf, kde uvažujeme možnost existence více hran ve stejném směru mezi stejnými
vrcholy v1 a v2.
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4 Metody řešení
Matematické modely takového rozsahu jako je ten v předchozí kapitole je velmi obtížné
řešit. Obecně se k tomu nabízí dva možné přístupy. Jedním z nich je deterministický
přístup, u kterého po konečném počtu kroků dojdeme pomocí matematicky exaktního
algoritmu k optimálnímu řešení (říkáme, že algoritmus konverguje). V druhém přístupu
jde o zcela rozdílný postup, tzv. heuristický, při němž se logickými kroky snažíme dostat
k nějakému řešení, které dále zlepšujeme, nicméně konvergence k optimálnímu řešení není
zaručena. Pro ilustraci a ukázku kladů a záporů si sestavíme malý modelový příklad.
4.1 Modelový příklad
Uvažujme úlohu z kapitoly 3.1 a sestavme si malý příklad. V této úloze mějme časový
horizont jen dva dny, dále ve vozovém parku dvě vozidla o nosnostech 30 a 50 tun a také
dvě zpracovatelské zařízení. Denní provozní doba T je 8,5 hodiny.
S těmito parametry budeme pracovat na vytvořené síti, která je na obr. 4.1.
1 2
3
4
5 6
Vozovna
Zarizeni 2
Zarizeni 1
p 7
8
10
p 11
13
6
15
p 12
9
p 9
12
p 15
p 10
p 13
t 0.1
t 2
t 2 t 2
t 3
t 2 t 2
t 2
t 0.1
Obrázek 4.1: Síť modelového příkladu
V této síti je 6 vrcholů, které jsou navzájem propojeny celkem 16 hranami. Z těchto
hran je jedna vozovna (označená indexem 0), 13 poptávkových hran a 2 zpracovatelské
hrany (indexy 14 a 15). Další vstupní parametry k těmto hranám jsou v tabulce 4.1. Ta
popisuje počáteční a koncový vrchol hran, frekvenci, poptávku po svozu odpadu, existenci
inverzní hrany a servisní čas a náklady.
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Hrana start cíl frekvence odpad inverze servisní nákl. servisní čas
0 3 3 - 0 - - -
1 1 2 1 7 2 8 2
2 2 1 1 7 1 8 2
3 2 3 2 9 4 12 2
4 3 2 2 9 3 12 2
5 3 5 1 10 6 13 2
6 5 3 1 10 5 13 2
7 4 5 2 13 8 12 2
8 5 4 2 13 7 12 2
9 2 4 2 15 10 16 2
10 4 2 2 15 9 16 2
11 5 2 1 11 - 20 3
12 5 6 2 12 13 15 2
13 6 5 2 12 12 15 2
14 1 1 - - - - 0.1
15 6 6 - - - - 0.1
Tabulka 4.1: Vstupní parametry k hranám modelového příkladu
V dalším kroku na základě využitých frekvencí svážení vytvoříme možné scénáře.
V tomto případě půjde o tři scénáře, viz tabulka 4.2. V 1. scénáři se hrana sváží druhý
den, v 2. scénáři se hrana sváží první den a ve 3. scénáři se hrana sváží v obou dnech.
Takto vytvořené scénáře pak přiřadíme k poptávkovým hranám, tedy u hran s frekvencí
1 máme množinu scénářů {1, 2} a u hran s frekvencí 2 máme jednoprvkovou množinu
scénářů {3}.
I\S 1 2 3
1 0 1 1
2 1 0 1
Tabulka 4.2: Parametr gis popisující možné scénáře
Dále podle tabulky 4.1 sestavíme matici inverzí mIkl, která bude plná nul kromě něko-
lika jedniček na indexech hran navzájem inverzních.
Jak již bylo řečeno, v příkladu 1.16 je matice vzdáleností popisující graf této úlohy.
Tuto matici po aplikaci algoritmu 1.2 využijeme při konstrukci matice s náklady cDkl a ma-
tice s časovými přejezdy tDkl. Pro jednoduchost necháme náklady rovny vzdálenostem nej-
kratších cest a časy přejezdů pak zvolíme následovně:
tDkl =
cDkl
100
.
Nakonec ještě můžeme upravit data v maticích na pozicích, kde na sebe hrany přímo
navazují pro přidání nákladů za směr odbočení na křižovatce, případně pomocí velké
konstanty zamezit i otáčení v křižovatce pro navzájem inverzní hrany. Vstupní data matice
vzdáleností nejkratších cest jsou v příloze A.
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4.2 Deterministický přístup
Pro exaktní řešení optimalizačních modelů existuje více modelovacích systémů. Ty se od
sebe liší modelovacím jazykem, uživatelským prostředím a dalšími možnostmi, jako je
např. typ výstupu, či možnost vytvoření grafického rozhraní.
Mezi nejpoužívanější patří Advanced Interactive Multidimensional Modeling System
(AIMMS1), který kromě vlastního modelovacího jazyka, má i zabudované vývojové pro-
středí na úpravu modelů a vytváření grafického rozhraní pro koncového uživatele. Pod-
poruje mnoho známých řešičů
Dalším využívaným systémem je A Mathematical Programming Language (AMPL2)
jehož velkou výhodou je podobnost jeho syntaxe s matematickým značením v optimaliza-
čních problémech. Podporuje jak řešiče komerčního typu, tak volně šiřitelného typu, mezi
něž patří CBC, CPLEX, FortMP, Gurobi, MINOS, IPOPT, SNOPT, KNITRO, a LGO.
Posledním systémem je General Algebraic Modeling System (GAMS), který využijeme
pro implementaci modelu a řešení modelového příkladu. Byl prvním algebraickým mode-
lovacím jazykem a je určený pro řešení lineárních, nelineárních a smíšených celočíselných
optimalizačních úloh malého i velkého rozsahu. Je dostupný pro různé platformy a skládá
se z kompilátoru jazyka a integrované podpory sady řešičů pro různé typy optimaliza-
čních úloh, jako je BARON, COIN-OR solvers, CONOPT, CPLEX, DICOPT, Gurobi,
MOSEK, SNOPT, SULUM, a XPRESS. Jazyk má přívětivou syntaxi pomocí níž se dá
sestavit model, který je potom lehce modifikovatelný. Více informací o práci s GAMSem
najdete v [24].
Matematický model z předchozí kapitoly je implementován v GAMSu a vstupní data
jsou z modelového příkladu. Jako velkou konstantu jsme zvolili M = 1000. Pro řešení této
MIP úlohy je využitý řešič CPLEX. Vlastní implementaci s kódem naleznete v příloze B.
Optimální řešení bylo nalezeno na základě splnění implicitně předepsané tolerance, viz
[24]. Grafické zpracování výsledků můžete vidět na obr. 4.2.
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Obrázek 4.2: Graficky znázorněné výsledky modelového příkladu
1O AIMMS se více dozvíte na jeho webových stránkách aimms.com.
2K AMPL byla vydána i uživatelsky přívětivá příručka AMPL Book, kterou naleznete na webových
stránkách ampl.com.
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Pro poptávkové hrany s frekvencí 1 byl vybrán scénář 1 a pro ostatní scénář 3. První
den pak vyjede z vozovny jen vozidlo 2 (modře značená trasa) a vyveze odpad do zařízení
2. Druhý den vyjede i vozidlo 1 (červeně značená trasa), které odpad vysype v zařízení
1, přičemž první vozidlo pojede stejně jako v předchozím dni. Průběžný náklad a čas po
přejetí hran je pro ilustraci vyznačen v obr. 4.2. Celkové náklady jsou potom 213 mil. Kč,
z toho 62 mil. Kč za přejezdy a 151 mil. Kč servisní.
Deterministický přístup je však pro úlohy tohoto typu o větším rozsahu nevhodný
z důvodu obrovské (až astronomické) výpočtové náročnosti. Tento fakt demonstruje graf
na obr. 4.3.
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Obrázek 4.3: Výpočtová náročnost deterministického přístupu
Reálné úloze na síti Jihlavy odpovídá cca 200 miliónů proměnných. Z tohoto důvodu
se budeme v další části věnovat přístupu heuristickému.
4.3 Heuristický přístup
Jestliže se problém jeví jako příliš složitý na to, aby se řešil běžnými metodami využíva-
nými při řešení MIP, pak musí být použitý nějaký heuristický přístup. Existuje mnoho
literatury, která se zabývá různými heuristickými algoritmy z oblasti operačního výzkumu,
jako např. [25], [26]. Nicméně v posledních letech z důvodu velké potřeby v aplikacích došlo
k obrovskému pokroku heuristických metod a bylo vydáno mnoho studií a článků na toto
téma3.
Heuristiku můžeme chápat jako postup k získání řešení problému a to v použitelně
krátkém čase a dostatečné kvality. Tento postup může být založený na poučeném odhadu,
intuici, zkušenosti nebo logických souvislostech. Dalším postupem pak můžeme nalezené
řešení zlepšovat, nicméně heuristika nikdy nezaručuje nalezení optimálního řešení. Nejvy-
užívanější heuristické algoritmy si dále stručně popíšeme.
3Mnoho zajímavých publikací lze nalézt na https://www.researchgate.net/, při zadání klíčových
slov heuristic approach apod.
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Další kategorií jsou pak tzv. Metaheuristiky, které kombinují různé heuristické algo-
ritmy s možností náhodnosti při rozhodování o dalším kroku případně restartem celé
metody. Tyto metody se ukázaly jako velice účinné a výkonné při řešení rozsáhlých svo-
zových úloh. Sestrojení a úpravě takové metody se bude zabývat další kapitola.
Hladový algoritmus
Hladový algoritmus (Greedy algorithm) je algoritmus, který v každé fázi rozhodování vy-
bírá z okolí lokální minimum s nadějí, že tento postup povede k nalezení globálního optima.
Uplatní se v případě, kdy je třeba z množiny určitých objektů vybrat takovou podmnožinu,
která splňuje jistou předem danou vlastnost a navíc má minimální ohodnocení. To může
být v případě svozových úloh např. nejbližší požadavek na svoz, přičemž neuvažujeme
místa, která už jsme navštívili. Hladový algoritmus nicméně nezaručuje nalezení globál-
ního minima, i když tomu v některých typech úloh tak je, ale jde o velice rychlý postup jak
získat aproximační přípustné řešení. Využití iterativního hladového algoritmu na svozové
úloze je v [27].
Lokální prohledávání
Lokální prohledávání (Local Search - LS) je algoritmus, který iterativně přechází od řešení
k řešení v množině přípustných řešení pomocí lokálních změn, dokud se nedostaneme
k řešení, které považujeme za optimální nebo nevyprší stanovený čas hledání. Tato metoda
však často skončí pouze v lokálním optimu, protože v okolí neexistuje taková změna, která
by vedla k zlepšení daného řešení. LS algoritmy jsou široce využívané v různých oblastech
vědy, protože mohou přinést velmi dobré výsledky, a to jak samostatně, tak v kombinaci
s další heuristikou. Ve svozových úlohách může tento algoritmus např. provádět trasové
změny v pořadí svozu - vyjmutí a vložení zákazníků na jiné místo v posloupnosti řešení,
výměna pořadí návštěv dvou zákazníků apod.
Tabu search
Tabu search (TS), představený F. W. Gloverem v roce 1986 [28], je metaheuristická metoda
využívající LS s dalšími pravidly. Jak již bylo řečeno, LS má tendenci skončit v lokálních
optimech nebo v rovinách, kde má více řešení stejnou hodnotu. TS tedy vylepšuje LS
změnou základních pravidel. Pokaždé, když v okolí neexistuje krok, který by řešení zle-
pšil, přijmeme i zhoršující krok (tímto způsobem se můžeme dostat z lokálního optima),
a navíc zavedeme zákazy (odtud pojem tabu), které zamezí návratu do řešení již navští-
vených. Při implementaci tohoto algoritmu využíváme paměťové struktury, které popisují
navštívená řešení nebo uživatelskou množinu pravidel. Jestliže potenciální řešení už bylo
v daném počtu předchozích kroků navštíveno nebo porušuje některé z předepsaných pra-
videl, pak ho označíme jako zakázané, a tak se do něj algoritmus už nevrátí. V paměti
pak ukládáme tzv. tabu list. V [29] je TS využitý při řešení VRP s heterogenním vozovým
parkem na multigrafu.
Simulované žíhání
Simulované žíhání (Simulated Anealing - SA) je další metaheuristickou metodou, tento-
krát založenou na adaptaci termodynamického procesu. Jedná se o pravděpodobnostní
techniku hledající globální optimum ve velkém prostoru přípustných řešení. Hlavní my-
šlenkou jsou přechody do horších řešení, aby byl prostor prohledán rozsáhleji, a tak byla
větší šance nalezení optimálního řešení. V průběhu tohoto procesu se snižuje pravdě-
podobnost přijmutí horších řešení, což interpretuje ochlazování. V každém kroku tohoto
algoritmu se uvažuje okolí aktuálního řešení a pravděpodobnostně se rozhoduje, do jakého
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z nich v tomto kroku se přesuneme. Využití SA na lokalizační svozový problém je v [30].
Genetický algoritmus
Genetický algoritmus (Genetic Algorithm - GA) je heuristický postup, který se snaží
kopírovat proces přirozeného výběru. GA patří do širší skupiny tzv. evolučních algoritmů,
které napodobují techniky z přírody jako je dědičnost, mutace, výběr či křížení.
Princip práce genetického algoritmu je postupná tvorba generací různých řešení daného
problému. Při řešení se uchovává tzv. populace, jejíž každý jedinec představuje jedno
řešení daného problému. Jak populace probíhá evolucí, řešení se zlepšují. Tradičně je
řešení reprezentováno binárními čísly, řetězci nul a jedniček, nicméně používají se i jiné
reprezentace (strom, pole, matice atd.).
Typicky je na začátku simulace (v první generaci) populace složena z naprosto ná-
hodných členů, mohou se však využít i jiné algoritmy. V přechodu do nové generace je
pro každého jedince spočtena tzv. fitness funkce, která vyjadřuje kvalitu řešení repre-
zentovaného tímto jedincem. Fitness funkce je obvykle hodnota účelové funkce daného
optimalizačního problému v kombinaci s penalizačními členy, které představují porušení
některých důležitých omezení.
Podle fitness funkce, případně jiných kritérií, jsou stochasticky vybráni jedinci, kteří
jsou modifikováni (pomocí mutací a křížení), čímž vznikne nová populace. Tento postup
se iterativně opakuje, čímž se kvalita řešení v populaci postupně vylepšuje. Algoritmus
se obvykle zastaví při dosažení postačující kvality řešení, provedení maximálního počtu
generací či křížení, případně po předem dané době. Při využití GA musíme zavést vhod-
nou reprezentaci řešení a fitness funkci k vyhodnocování tohoto řešení. Kombinací GA
s okolním prohledáváním se zabývá [31].
Další metaheuristickou metodou, která se využívá při řešení svozových úloh je tzv.
particle swam optimization, viz [32].
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5 Heuristický algoritmus
Tato kapitola se bude zabývat modifikací a rozšířením algoritmu předloženém v [6], vý-
stižně pojmenovaném POPELAR. Ten si nejprve stručně popíšeme, a pak na něj budeme
navazovat. V další části představíme nově vytvořené vizualizační prostředí, které nám po-
skytne zpětnou vazbu při vyhodnocování a testování algoritmu. A nakonec si rozebereme
vytvořené algoritmy.
5.1 Algoritmus POPELAR
Tento algoritmus je založen na kombinaci genetického algoritmu s lokálním prohledává-
ním1. Autor se inspiroval mnoha dalšími principy z různých článků zabývajících se svozo-
vými úlohami a při řešení tohoto problému je vhodně aplikoval, viz [6]. Pro implementaci
byl využitý jazyk C++. Konkrétně byla využita myšlenka udržování dvou oddělených
populací, jedinci spadající do množiny přípustných řešení (feasible) a jedinci nesplňující
nějaké omezení (infeasible). Dále u principu výběru jedinců, kteří přežijí a půjdou do další
generace bylo využito tzv. biased fitness a diversification. Reprezentace řešení je zde ex-
plicitní, viz obr. 5.1, aby se vyhnulo složitým a časově náročným dekódovacím procesům
během chodu algoritmu.
The demonstration of the solution:
period 1 period 2
vehicle 1
29 51 41 32 37
49 12 33
9 21 45 42 44
vehicle 2
11 14 39 5
27 26 18 19
27 24 39 5
49 16 14 40
vehicle 3
3
6 23 42 44
3
47 51 38 35 30
Obrázek 5.1: Ukázka reprezentace řešení, Zdroj:[6]
Řešení je potom ve tvaru posloupností poptávkových hran pro každou trasu každého
vozidla ve všech dnech časového horizontu. Kvůli křížícímu procesu nejsou zpracovatelská
zařízení ani vozovna v této posloupnosti zahrnuty, ale jsou dány implicitně.
1Algoritmům založeným na této kombinaci se v anglické terminologii říká memetic algorithms.
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Klíčovou složkou tohoto algoritmu je pak fitness funkce, která je uvažována následovně
fit(Sol) = cost(Sol) + wQviolationQ(Sol) + wTviolationT (Sol), (5.1)
kde violationQ(Sol) a violatuonT (Sol) jsou hodnoty překročení kapacity a času, wQ
a wT jsou penalizace za tyto překročení a cost(Sol) jsou celkové náklady.
Na inicializaci počátečních populací je využito nikoliv náhodně generovaných řešení,
ale dvou algoritmů, které vytvoří rozumné trasy, a to Route-Merging a Path-Scanning, viz
[33].
V následujícím části je zobrazeno hlavní schéma algoritmu POPELAR.
Algorithm 5.1 General framework of POPELAR, Zdroj:[6]
1: Initialize population;
2: while stopping criteria is not met do
3: Select parents P 1 and P 2
4: Perform crossover of P 1 and P 2 to yield offspring C
5: Perform local search or repair of C with probabilities PLS, resp. PRep
6: if C is feasible then Insert C into feasible subpopulation
7: end if
8: if C is infeasible then Insert C into infeasible subpopulation
9: end if
10: if One of the subpopulation reached its maximum size then
11: Perform survivor selection with this subpopulation
12: end if
13: if best solution not improved for ItDIV iterations then
14: Diversify population
15: end if
16: end while
17: return best feasible solution
Ukončovací kritérium pak záleží na uživateli, může to být celkový počet všech iterací,
čas, po který algoritmus běží, počet provedených operací diversification nebo kombinace
předchozích.
Proces křížení je fáze, kde se vyberou dva předci P 1 a P 2, kteří vytvoří nového jedince
C. Tento výběr je pro oba předky realizován pomocí binárního turnaje, tzn. dva jedinci
jsou z celé populace (sloučení přípustných a nepřípustných populací) vybráni náhodně
a z nich se vybere ten co má lepší (menší) fitness.
Tito dva jedinci pak vstupují do vlastního procesu křížení, které začíná probíhat vý-
běrem dne z časového horizontu i. V tomto dni pak náhodně vybereme z každého předka
vozidla a kombinací tras z nich dostaneme nového jedince C. V této fázi se musí ještě
zohlednit přiřazení scénáře k dané poptávkové hraně a podle této skutečnosti finálního
potomka C upravit.
Po křížení následuje fáze lokálního prohledávání či oprav řešení, a to aby spadalo do
množiny přípustných řešení a bylo ještě vylepšeno. Autor zde uvažuje tři možné pohyby
v okolí daného řešení.
• Single Insertion (SI): přesune poptávkovou hranu z posloupnosti na jiné místo.
• Double Insertion (SI): přesune dvě po sobě jdoucí poptávkové hrany z posloupnosti
na jiné místo.
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• Swap: vymění pozici dvou poptávkových hran.
Všechny tyto pohyby probíhají ve stejném dni, aby se zachoval výběr scénáře. Také
jsou otestovány oba možné směry (inverze k hraně). Tyto pohyby jsou prováděny v ná-
hodném pořadí, dokud se řešení zlepšuje.
Fáze oprav využívá LS a navíc během jeho iterací přidává penalizační parametry wQ
a wT do fitness funkce, aby byla zdůrazněna důležitost přípustnosti řešení.
Další částí algoritmu je výběr přeživších (Survivor selection), který se provede při
dosažení stanoveného počtu jedinců v jedné z populací. Cílem je zmenšit velikost populace
na danou hladinu, a pak opět pokračovat s křížením.
Hlavní prioritou je odstranění klonů, což jsou takový jedinci, kteří se od sebe jen velmi
málo liší. Mít v populaci dva podobné jedince totiž nemá z hlediska genetického algoritmu
žádný přínos. K zjištění podobnosti je využita Hammingova vzdálenost, viz [23].
Dále je zaveden pojem biased fitness, který slouží k vybírání jedinců, kteří budou
z populace odstraněni. Tento výběr je založen na základě dvou vlastností, jak je dobré
dané řešení samo o sobě a jak moc přispívá k rozmanitosti dané populace.
Poslední procedurou, která řídí správu populace je diversification. Tento proces se
provede, když po daný počet iterací nedojde ke zlepšení řešení. Z obou populací se nějaká
část odstraní pomocí výběru přeživších a nahradí se několika novými jedinci využitím
inicializační fáze. Tento proces výrazně změní rozmanitost populace a oživí tak další
hledání.
Tento algoritmus nicméně neřeší všechny požadavky, které vyvstávají v průmyslové
praxi a je z výpočetního hlediska příliš pomalý na řešení reálných problémů. Rozšířeními,
úpravami a vizualizací se zabývají další sekce.
5.2 Vizualizace
Pro vhodnou interpretaci výsledného řešení a zkoumání chodu algoritmu bylo vytvořeno
grafické rozhraní, které zobrazuje uvažovanou síť a trasy vozidel.
Vizualizační rozhraní je implementováno v jazyce C# ve vývojovém prostředí Micro-
soft Visual Studio. Při jeho vytváření se postupuje následovně.
Načtou se vstupní data, ve kterých máme GPS souřadnice všech vrcholů, matici
předků, matici sousednosti, a výsledné řešení zadané úlohy, které jsme získali aplikací
vyvinutého metaheuristického algoritmu.
Nejprve se mezi souřadnicemi naleznou nejkrajnější body (sever, jih, východ, západ).
Na základě nich se souřadnice přepočítají tak, aby se daly vynést do os x a y. Poté
se souřadnice všech vrcholů vynesou do obrázku a podle matice sousednosti se vytvoří
spojnice, které propojí patřičné vrcholy, čímž se vytvoří mapa dopravní sítě představující
reálné ulice.
U všech takto vytvořených hran grafu, které představují jednosměrné ulice, se do
poloviny spojnice přidá šipka, indikující tuto skutečnost. Nakonec se ještě vynesou barevné
čtverce označující vozovnu (růžová) a zpracovatelské zařízení (modrá). Výsledek tohoto
postupu pro data města Jihlava je na obr. 5.2.
Z výsledného řešení, které je ve tvaru posloupností hran, se pomocí matice předků
napočítaly skutečné trasy (místo přejezdů mezi nesousedícími hranami se do posloup-
nosti doplnily hrany, po kterých vede nejkratší cesta). Grafické zpracování výsledků bude
využito v dalších částech práce.
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Obrázek 5.2: Ukázka vytvořené mapy popisující síť Jihlavy
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V grafickém prostředí je možnost výběru, který den, vozidlo a trasu chceme zobrazit.
Také je tu možnost vypnout a zapnout barevné vyznačení všech hran, které jsou přiřazeny
ke svozu pro vybraný den. Ilustraci těchto prvků můžeme vidět na obr. 5.3.
Obrázek 5.3: Možnosti vizualizačního prostředí
5.3 Modifikace
V původním algoritmu byly některé části algoritmu velice náročné z časového hlediska.
Mezi tyto patří hlavně fáze lokálního prohledávání a křížení. V této sekci představíme
vyvinuté změny a vylepšení za účelem rychlejšího chodu algoritmu.
V novém LS uvažujeme stejné pohyby (SI, DI, Swap), nicméně se omezíme v rozsahu
prohledávání prostoru řešení a změníme postup přepočítávání.
Z praktického pohledu nemá význam přesunovat pořadí svozu nějaké ulice k takovým,
co jsou v síti příliš vzdálené. Tuto situaci ilustruje obr. 5.4.
1.
2.
3.
4.
5.
1.
2.
3.
4.
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Obrázek 5.4: Ukázka přesunutí hrany
Zde můžete vidět, že přesunutí zelené hrany z červené trasy do modré trasy na druhou
pozici nedává žádný smysl, kdežto změna pořadí čtvrté a páté hrany v červené trase
přinese zcela zjevně zlepšení.
Na základě této myšlenky se podle stanoveného prahu h (vzdálenost od hrany e, do
které budeme uvažovat okolní hrany) vytvoří množina N(e) představující okolí pro každou
poptávkovou hranu e. Tento výpočet se provede jen jednou a to již v preprocessingu.
V původním postupu zjišťování [6], zda procedura LS přinesla lepší řešení, se přepočí-
távala celá fitness funkce, což zabíralo příliš mnoho času. Nový přístup v podobě tzv.
contribution, kde spočítáme přispění hrany na staré, a poté na nové pozici, je mnohem
efektivnější, a proto bude využit.
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Dále si popíšeme postup u pohybu SI, u ostatních je v obdobném duchu. Proces začíná
výběrem dne z časového horizontu, ve kterém budeme v každé trase u všech vozidel
procházet posloupnost hran. Pro tuto hranu testStreet (v případě DI jsou to dvě po sobě
jdoucí hrany) spočítáme přispění do fitness funkce podle rovnice
contribution = cDm,testStreet + c
S
testStreet + c
D
testStreet,n − cDm,n, (5.2)
kde m a n jsou předchozí a následující hrana v posloupnosti. Pak procházíme okolí
N(testStreet) a pro pozici každé hrany n, která se sváží ve stejném dni, spočítáme přispění
s hranou testStreet. Pokud je přispění na nové pozici menší než na staré, tak v pomocném
řešení provedeme pohyb a ověříme přípustnost řešení (kapacitu vozidla a provozní dobu).
Jestliže je nově stvořené řešení přípustné, pak ho nahradíme a vrátíme vylepšené. Pseu-
dokód je zobrazen v algoritmu 5.2. Používání indexů v hranatých závorkách má specifický
význam. Při využití jednoho indexu i, vybereme z řešení i-tý den, ve kterém jsou pak
všechna vozidla j a v každém vozidle příslušné trasy k s posloupností hran, kde index l
určuje pořadí. Při využití více indexů je postup stejný, vždy vybereme konkrétní vozidlo,
trasu či hranu na daném místě v posloupnosti. Touto konvencí se budeme řídit i v dalších
algoritmech.
Algorithm 5.2 Local Search algoritmus
1: Choose i ∈ Sol
2: for all j, k, l ∈ Sol[i] do
3: testStreet := Sol[i, j, k, l]
4: Calculate oldContribution
5: for all n ∈ N(testStreet) : n used in Sol[i] do
6: Calculate newContribution
7: if newContribution < oldContribution then
8: Imaginary perform move
9: Check feasibility
10: if feasible then
11: Replace by imaginary and return improved Solution
12: end if
13: end if
14: end for
15: end for
Po úspěšné implementaci pseudokódu v jazyce C++ a následném testování se dosáhlo
zrychlení algoritmu oproti původnímu až 80×, a to v závislosti na prováděném pohybu,
ve smyslu LS (SI, DI, Swap).
Druhou nejnáročnější operací je křížení. Podobně jako v LS využijeme metodu přes-
nějšího okolí, a také přepočítávání pomocí přispění.
Vstupem algoritmu jsou dva předci P 1 a P 2. Algoritmus začíná náhodným výběrem
dne i z časového horizontu, vozidla j1 ∈ P 1[i] a vozidla j2 ∈ P 2[i]. Pak se vytvoří nový
jedinec C okopírováním řešení P 1 a jeho vozidlo j1 se nahradí vozidlem j2 s tím, že kapa-
cita změněného vozidla jedince C zůstává stejná. Hrany, jenž se v řešení dne i vyskytují
vícekrát smažeme. Následuje změna scénářů pro všechny hrany z P 1[i, j1]∪P 2[i, j2] (sjed-
nocení je ve smyslu vybrání hran ze všech tras pro daný den a vozidla) podle předka P 2
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a odstranění hran, u kterých proběhla změna. Nyní vytvoříme množinu R, ve které jsou
všechny chybějící hrany.
Pro další postup si zavedeme parametry conCost, conTvQ a conTvT , které znamenají
přínos hrany do nákladů, nárůst porušení kapacitního omezení a nárůst porušení časového
omezení. Tyto parametry zavedeme i s příznakem B, označujícím stejné vlastnosti pro
nejlepší pozici nB pro vložení.
Algoritmus pak prochází všechny nezařazené hrany e ∈ R, a pro každou z nich vybírá
z okolí N(e) pozici hrany nB takovou, že všechny dříve uvedené vlastnosti jsou nejmenší.
Na tuto pozici pak příslušnou hranu e vložíme a přepočítáme fitness funkci.
Algorithm 5.3 Algoritmus křížení
1: Input: P 1, P 2
2: Randomly choose i ∈ I
3: Randomly choose j1 ∈ P 1[i] and j2 ∈ P 2[i]
4: C := P 1
5: Replace j1 of C by j2 and remove redundant tasks in period i of C
6: for all e ∈ P 1[i, j1] ∪ P 2[i, j2] do
7: replace scenarios for e of C with that in P 2
8: end for
9: Remove all tasks of C whose scenario was changed
10: Add all missed tasks to set R
11: for all e ∈ R do
12: BconCost, BconTvQ,BconTvT, nB := infinity
13: for all n ∈ N(e) : scenarios of e and n are equal do
14: Calculate conCost, conTvQ and conTvT
15: if conCost ≤ BconCost ∧ conTvQ ≤ BconTvQ ∧ conTvT ≤ BconTvT then
16: BconCost := conCost
17: BconTvQ := conTvQ
18: BconTvT := conTvT
19: nB := n
20: end if
21: end for
22: Insert e to position of nB and recalculate fitness of C
23: end for
Tímto způsobem nám vznikne nový jedinec C, na kterého dále využijeme proceduru
LS případně Repair, v závislosti na přípustnosti daného řešení. Po implementaci tohoto
postupu křížení došlo k výraznému zrychlení chodu algoritmu.
Pro vylepšení průběhu chodu algoritmu bylo zavedeno řízení pomocí adaptivní regulace
parametrů. Tato regulace mění parametry wQ a wT podle poměru četností přípustných
a nepřípustných řešení. Čím je tento podíl menší (generuje se větší množství nepřípustných
řešení), tím jsou penalizace větší, a naopak.
Posledními změnami jsou programátorské úpravy. Mezi tyto patří např. zavedení vlast-
ních tříd, pro vhodnou reprezentaci matic a přístupu k jejím prvkům. Dále byly při vý-
počtech využity rychlejší metody, korektnější práce s využívanou pamětí, a také bylo
provedeno zpřehlednění kódu a strukturování kódu do hlavičkových souborů.
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5.4 Rozšíření
Velikost úlohy může být snížena pomocí shlukování (clustering). Na obr. 5.5 můžete vidět
příklad využití této metody, kde hrany jsou rozděleny do oblastí podle barev. Cílem je
identifikovat územní části, které jsou od zbytku sítě nějakým způsobem odděleny a roz-
dělit tak úlohu na několik menších. V praxi to znamená dělení podle městských částí,
geografické dělení, nalezení osamocených sídlišť či rozdělení podle velkých vzdáleností
přejezdu.
Obrázek 5.5: Příklad rozdělení grafu na několik částí
Tento proces může být proveden manuálně na základě intuice nebo automaticky podle
daného algoritmu. Takový algoritmus dále sestavíme.
Na základě GPS souřadnic všech vrcholů v uvažované síti si spočítáme rozsah oblasti,
na které se síť nachází. Tuto oblast pak podle zadaných parametrů h a w, stejnoměrně
rozdělíme na h × w oblastí. U všech hran identifikujeme, ve které oblasti leží počáteční
a koncový vrchol. Pokud oba tyto vrcholy leží ve stejné oblasti, pak do ní přiřadíme
patřičnou hranu. Zbylé hrany vložíme do množiny N .
Tímto jsme z původního grafu vytvořili h × w podgrafů. Následuje hledání největší
komponenty na každém podgrafu pomocí algoritmu 1.1. V každém podgrafu po nalezení
této komponenty vezmeme všechny ostatní hrany a vložíme je do množiny N .
V poslední části algoritmu náhodně vybíráme hranu e z množiny N a hledáme k ní
nejbližší hranu, která je již zařazena v nějaké oblasti. Pak vložíme hranu e do oblasti
nalezené hran. Tento postup opakujeme, dokud není množina N prázdná. Pseudokód
představeného postupu je v algoritmu 5.4.
Po nalezení vhodných rozdělení řešíme úlohu na každé oblasti zvlášť s tím, že uva-
žujeme pouze jeden den a jedno vozidlo. Z výsledné trasy pak sestrojíme jedinou hranu,
která bude mít poptávku po odpadu jako součet jednotlivých hran na trase. Podle stej-
ného principu dopočítáme čas a náklady na projetí této hrany. Pokud to síť dovoluje (na
trase mohou být jednosměrné ulice), vytvoříme i inverzní hranu.
Při vytváření těchto nových hran uvažujeme i situace, že bude kapacita vozidla z nějaké
části nevyužitá. Proto zavádíme práh p ∈ 〈0, 1〉, který určuje zda se nová hrana z trasy
sestrojí, nebo vstoupí všechny tyto hrany do hlavního výpočtu.
Dalším rozšířením je uvažování heterogenního vozového parku. V průběhu chodu al-
goritmu se při rozhodování jaké vozidlo využít řídíme následujícími pravidly.
Ve fázi křížení se při prohazování vozidel zachovává kapacita původního. V LS bereme
ohledy na typ vozidla při uvažování různých pohybů. V části clustering vybíráme vozidlo
podle celkového množství odpadu a mediánu množství odpadu na hranu.
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Algorithm 5.4 Clustering algoritmus
1: Choose h, w and correspondingly divide the map
2: for all arcs e ∈ A do
3: if both coordinates of vertices of e lie in some area then
4: insert to respective area
5: else
6: insert to set N
7: end if
8: end for
9: for all areas a ∈ D do
10: find connected compoment
11: all remaining arcs insert to N
12: end for
13: while N 6= ∅ do
14: randomly choose arc e ∈ A
15: find closest arc that is already categorized to some area
16: insert e to the same area and remove from N
17: end while
Zobecnění modelu o možnost více zpracovatelských zařízení vedlo jen k malé úpravě
algoritmu. Touto úpravou je rozhodování, do jakého zařízení poveze vozidlo svůj náklad
po svezení poslední hrany v posloupnosti. Toto rozhodnutí je provedeno na základě vztahu
(5.3).
min
m∈M
{cDlast,m + cDm,first} (5.3)
Tato rovnice zohledňuje součet vzdáleností mezi poslední hranou, zařízením a první
hranou v další trase. Vybereme tedy takové zařízení, aby tento součet byl minimální.
Posledním rozšířením je využití paralelního programování. Této funkce se dá využít při
řešení dílčích subproblémů, které vzniknou po fázi shlukování. Využít by se toho dalo také
při procesu křížení, to by se mohlo provádět nezávisle na sobě ve stejnou dobu a vzniklo
by tím více nových jedinců v populaci.
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6 Reálná data a zpracování výsledků
Představený algoritmus byl testován na reálné dopravní síti města Jihlava. Uvažovaná síť
obsahuje 1467 vrcholů a 3529 hran. Ostatní vstupní parametry (náklady za provoz a kapa-
city vozidel, produkce a poptávka po svozu odpadu) byly vhodně generovány na základě
demografických údajů a expertních odhadů pracovníků z oblasti odpadového hospodář-
ství.
Na těchto datech byla studována funkčnost a rychlost algoritmu. Průměrná doba vý-
počtu jedné iterace (vytvoření nového jedince a jeho následné úpravy) je 0,69 sekundy.
Na obr. 6.1 je ilustrovaná závislost vývoje hodnoty fitness funkce nejlepšího jedince na
počtu iterací (červená spojnice bodů) a hodnota fitness funkce v dané iteraci (modrá
spojnice bodů).
Obrázek 6.1: Graf znázorňující vývoj fitness funkce
Algoritmus z počátku rychle zlepšuje řešení, ale s přibývajícími iteracemi se interval
zlepšení prodlužuje. Jakmile po stanovený počet iterací nedojde ke zlepšení řešení, na
řadu přichází procedura diversification, která přidá populaci na rozmanitosti a oživí tak
celý proces křížení.
Dalším zkoumaným procesem je clustering. Na obr 6.2 byla úloha rozdělena na 8 oblastí
pomocí algoritmu 5.4. Uvažovány zde byly i přejezdové hrany (v obrázku to jsou často
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dlouhé spojnice), které byly také rozděleny mezi oblasti. Jednotlivé oblasti jsou rozlišeny
barvami (červená, zelená, modrá, růžová, žlutá, fialová, hnědá, tyrkysová).
Jak je z obrázku vidět, algoritmus v síti úlohy identifikoval několik menších sídlišť
a příměstských částí, dále rozdělil centrum města na dvě části (k tomu došlo v místě
výskytu mnoha jednosměrných ulic) a rozpoznal i celou vesnici.
Velké oblasti lze opakovaným aplikováním algoritmu 5.4 dále rozdělit na zvolený počet
menších.
Obrázek 6.2: Rozdělení reálné úlohy do 8 oblastí
Za účelem přehledné vizualizace (omezení velikosti stránky A4), byly pro následující
obrázek do úlohy zadány jen některé hrany, a to s největším množstvím produkce odpadu.
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Ukázku zpracování výsledků pomocí vyvinuté vizualizace pak můžeme vidět na obr. 6.3.
Obrázek 6.3: Ukázka zpracování výsledků
V této vizualizaci je zobrazena první trasa (vozidlo vyjíždí z vozovny) vozidla (zelená
barva) a všechny poptávkové hrany (červená barva) se scénářem svozu ve stejný den.
Jak je z obrázku vidět, algoritmus pokryl jednou trasou celou jižní skupinu hran, což je
z praktického hlediska realizovatelná a vhodná trasa pro vozidlo.
Z celkového pohledu se představené algoritmy chovají na reálné úloze velice dobře a při-
náší uspokojivé a rychlé výsledky v podobě map znázorňujících výsledné trasy stanovující
konečný rozpis svozů.
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Závěr
Cílem práce bylo seznámit se s problematikou modelů a metod pro svozové úlohy a se-
stavit matematický model pro zadanou úlohu z oblasti odpadového hospodářství. Pro
řešení tohoto problému byly vyvinuty a modifikovány algoritmy, které byly implemento-
vány v jazyce C++.
Práce je strukturovaná tak, aby se čtenář nejprve seznámil s využívanou teorií, přede-
vším grafovými pojmy a algoritmy, základy principů celočíselného programování a nako-
nec všemi nejvyužívanějšími typy svozových úloh. Důraz byl při tom kladen na korektnost
matematických formulací daného problému a popis funkcí příslušných rovnic.
Po představení veškerého aparátu a uvedení do problematiky se přešlo k zavedení
zadané úlohy a jejímu podrobnému popisu. K úloze byl následně sestaven odpovídající
matematický model a nastíněny další teoretické možnosti rozšíření.
V další části jsou probrány možné přístupy k řešení úloh tohoto typu a je diskutována
nutnost využití heuristických algoritmů. Na tuto část navazuje další kapitola, kde jsou
představeny vyvinuté algoritmy a modifikace, které zefektivňují a zobecňují postup při
řešení toho problému. Také je zde ukázáno vytvořené vizualizační prostředí pro zobrazení
výsledku výpočtu.
Na závěr jsou provedeny testovací výpočty a představeny výsledky získané na základě
zpracování reálných dat v trasových mapách, vytvořených ve vizualizačním prostředí.
Z výsledků je patrný veliký přínos, v podobě představených algoritmů, a to nejen díky
urychlení chodu veškerých výpočtů, ale i zobecnění a aplikovatelnost na širší škálu reálných
problémů.
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Seznam použitých zkratek
AIMMS Advanced Interactive Multidimensional Modeling System
AMPL A Mathematical Programming Language
ARP Arc Roouting Problem
BP Binary Programming
CARP Capacitated Arc Roouting Problem
COP Combinatorial Optimization Problem
CPP Chinese Postman Problem
DCPP Directed Chinese Postman Problem
DI Double Insertion
FW Floyd-Warshall
GA Genetic Algorithm
GAMS General Algebraic Modeling System
IP Integer Programming
LP Linear Programming
LS Local Search
MIP Mixed Integer Programming
MPMTPCARPHF Multi-Processor Multi-Trip Periodic Capacitated Arc Routing
Problem with Heterogenous Fleet
RPP Rural Postman Problem
SA Simulated Annealing
SI Single Insertion
TS Tabu Search
TSP Travelling Salesman Problem
VRP Vehicle Routing Problem
WPP Windy Postman Problem
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A Vstupní data modelového
příkladu
0 18 10 10 0 0 13 19 13 10 19 13 13 22 18 22
10 8 0 0 10 10 18 12 18 0 12 18 18 27 8 27
18 0 8 8 18 18 26 20 26 8 20 26 26 35 0 35
0 18 10 10 0 0 13 19 13 10 19 13 13 22 18 22
10 8 0 0 10 10 18 12 18 0 12 18 18 27 8 27
13 23 15 15 13 13 0 6 0 15 6 0 0 9 23 9
0 18 10 10 0 0 13 19 13 10 19 13 13 22 18 22
13 23 15 15 13 13 0 6 0 15 6 0 0 9 23 9
19 20 12 12 19 19 6 0 6 12 0 6 6 15 20 15
19 20 12 12 19 19 6 0 6 12 0 6 6 15 20 15
10 8 0 0 10 10 18 12 18 0 12 18 18 27 8 27
10 8 0 0 10 10 18 12 18 0 12 18 18 27 8 27
22 32 24 24 22 22 9 15 9 24 15 9 9 0 32 0
13 23 15 15 13 13 0 6 0 15 6 0 0 9 23 9
18 0 8 8 18 18 26 20 26 8 20 26 26 35 0 35
22 32 24 24 22 22 9 15 9 24 15 9 9 0 32 0
Tabulka A.1: Matice vzdáleností nejkratších cest modelového příkladu z kapitoly 4.1
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B Kód matematického modelu
v GAMSu
set I /1,2/;
set J /1,2/;
set A /0,1,2,3,4,5,6,7,8,9,10,11,12,13,14,15/;
set N(A) /0,1,2,3,4,5,6,7,8,9,10,11,12,13/;
set N_0(N) /1,2,3,4,5,6,7,8,9,10,11,12,13/;
set M(A) /14,15/;
set S /01, 10, 11/;
set MS(N_0,S) /(1,2,5,6,11).01,(1,2,5,6,11).10,(3,4,7,8,9,10,12,13).11/;
alias(A,AA); alias(A,AAA); alias(N,NN); alias(N_0,NN_0);
scalar dis_time /0.1/, BigM /1000/ , T /8.5/;
table mat(A,A)
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
0 0 18 10 10 0 0 13 19 13 10 19 13 13 22 18 22
1 10 8 0 0 10 10 18 12 18 0 12 18 18 27 8 27
2 18 0 8 8 18 18 26 20 26 8 20 26 26 35 0 35
3 0 18 10 10 0 0 13 19 13 10 19 13 13 22 18 22
4 10 8 0 0 10 10 18 12 18 0 12 18 18 27 8 27
5 13 23 15 15 13 13 0 6 0 15 6 0 0 9 23 9
6 0 18 10 10 0 0 13 19 13 10 19 13 13 22 18 22
7 13 23 15 15 13 13 0 6 0 15 6 0 0 9 23 9
8 19 20 12 12 19 19 6 0 6 12 0 6 6 15 20 15
9 19 20 12 12 19 19 6 0 6 12 0 6 6 15 20 15
10 10 8 0 0 10 10 18 12 18 0 12 18 18 27 8 27
11 10 8 0 0 10 10 18 12 18 0 12 18 18 27 8 27
12 22 32 24 24 22 22 9 15 9 24 15 9 9 0 32 0
13 13 23 15 15 13 13 0 6 0 15 6 0 0 9 23 9
14 18 0 8 8 18 18 26 20 26 8 20 26 26 35 0 35
15 22 32 24 24 22 22 9 15 9 24 15 9 9 0 32 0;
parameters
c_d(A,A) deadheading cost
c_s(N_0) servicing cost
/1 8,2 8,3 12,4 12,5 13,6 13,7 12,8 12,9 16,10 16,11 20,12 15,13 15/
d(N) demand of customer
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/1 7,2 7,3 9,4 9,5 10,6 10,7 13,8 13,9 15,10 15,11 11,12 12,13 12/
Q(J) capacity of vehicle /1 30, 2 50/
t_d(A,A) deadheading time
t_s(N_0) servicing time /1*10 2,11 3,12 2, 13 2/
m_i(N_0,N_0) matrix of inverse
/1.2 1,2.1 1,3.4 1,4.3 1,5.6 1,6.5 1,7.8 1,8.7 1,9.10 1,10.9 1,
12.13 1,13.12 1/
g(I,S) frequency scenarios
/1.01 0,1.10 1, 1.11 1, 2.01 1, 2.10 0, 2.11 1/;
c_d(A,AA) = mat(A,AA);
t_d(A,AA) = mat(A,AA)/100;
binary variables
x(I,J,A,A), delta(I,J,N_0), y(N_0,S);
positive variable
L(I,J,A);
variable
z objective value;
equations
ucel_fce,
eq1,eq2,eq3,eq4a,eq4b,eq5,eq6a,eq6b,eq7a,eq7b,eq8,eq9,eq10;
ucel_fce.. z =e= sum(I, sum(J, sum(A, sum(AA, c_d(A,AA) * x(I,J,A,AA)))))
+ sum(I, sum(J, sum(N_0, c_s(N_0) * delta(I,J,N_0) )));
eq1(I,J,AA).. 0 =e= sum(A, x(I,J,A,AA)) - sum(A, x(I,J,AA,A));
eq2(I,J,A,N).. L(I,J,A) + d(N) - L(I,J,N) =l= (1 - x(I,J,A,N)) * BigM;
eq3(I,J,N).. L(I,J,N) =l= Q(J);
eq4a(I,J,M).. L(I,J,M) =e= 0;
eq4b(I,J).. L(I,J,"0") =e= 0;
eq5(I,J).. sum(A, sum(AA, t_d(A,AA) * x(I,J,A,AA) ))
+ sum(N_0, t_s(N_0) * delta(I,J,N_0))
+ dis_time * sum(A, sum(M, x(I,J,A,M)) ) =l= T;
eq6a(I,J).. sum(A, x(I,J,"0",A) ) =l= 1;
eq6b(I,J,A,AA).. x(I,J,A,AA) =l= sum(AAA, x(I,J,"0",AAA) );
eq7a(I,J,N_0).. delta(I,J,N_0) =l= sum(A, x(I,J,A,N_0) );
eq7b(I,J,N_0).. sum(A, x(I,J,A,N_0) ) =l= delta(I,J,N_0)* BigM;
eq8(S,N_0,NN_0)$MS(N_0,S).. (y(N_0,S) - y(NN_0,S)) * m_i(N_0,NN_0) =e= 0;
eq9(N_0).. sum(S$MS(N_0,S), y(N_0,S) ) =e= 1;
eq10(I,N_0).. sum(S$MS(N_0,S), g(I,S) * y(N_0,S) )
- sum(J,(delta(I,J,N_0)+sum(NN_0, m_i(N_0,NN_0)*delta(I,J,NN_0)))) =e= 0;
x.fx(I,J,A,A) = 0
model Street /all/;
solve Street using mip minimizing z;
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