A multiple sequence alignment program, MAFFT, has been developed. The CPU time is drastically reduced as compared with existing methods. MAFFT includes two novel techniques. (i) Homologous regions are rapidly identi®ed by the fast Fourier transform (FFT), in which an amino acid sequence is converted to a sequence composed of volume and polarity values of each amino acid residue. (ii) We propose a simpli®ed scoring system that performs well for reducing CPU time and increasing the accuracy of alignments even for sequences having large insertions or extensions as well as distantly related sequences of similar length. Two different heuristics, the progressive method (FFT-NS-2) and the iterative re®nement method (FFT-NS-i), are implemented in MAFFT. The performances of FFT-NS-2 and FFT-NS-i were compared with other methods by computer simulations and benchmark tests; the CPU time of FFT-NS-2 is drastically reduced as compared with CLUSTALW with comparable accuracy. FFT-NS-i is over 100 times faster than T-COFFEE, when the number of input sequences exceeds 60, without sacri®cing the accuracy.
INTRODUCTION
Multiple sequence alignment is a basic tool in various aspects of molecular biological analyses ranging from detecting key functional residues to inferring the evolutionary history of a protein family. It is, however, dif®cult to align distantly related sequences correctly without manual inspections by expert knowledge. Many efforts have been made on the problems concerning the optimization of sequence alignment. Needleman and Wunsch (1) presented an algorithm for sequence comparison based on dynamic programming (DP), by which the optimal alignment between two sequences is obtained. The generalization of this algorithm to multiple sequence alignment (2) is not applicable to a practical alignment that consists of dozens or hundreds of sequences, since it requires huge CPU time proportional to N K , where K is the number of sequences each with length N. To overcome this dif®culty, various heuristic methods, including progressive methods (3) and iterative re®nement methods (4±6), have been proposed to date. They are mostly based on various combinations of successive two-dimensional DP, which takes CPU time proportional to N 2 .
Even if these heuristic methods successfully provide the optimal alignments, there remains the problem of whether the optimal alignment really corresponds to the biologically correct one. The accuracy of resulting alignments is greatly affected by the scoring system. Thompson et al. (7) developed a complicated scoring system in their program CLUSTALW, in which gap penalties and other parameters are carefully adjusted according to the features of input sequences, such as sequence divergence, length, local hydropathy and so on. Nevertheless, no existing scoring system is able to process correctly global alignments for various types of problems including large terminal extension of internal insertion (8) . Considerable improvements in the accuracy have recently been made in CLUSTALW (7) version 1.8, the most popular alignment program with excellent portability and operativity, and T-COFFEE (9) , which provides alignments of the highest accuracy among known methods to date.
On the other hand, few improvements have been made successfully to reduce the CPU time, since the proposal of the progressive method by Feng and Doolittle (3) . A high-speed computer program applicable to large-scale problems is becoming more important with the rapid increase in the number of protein and DNA sequences. In order to improve the speed of DP, it is effective to use highly homologous segments in the procedure of multiple sequence alignment (10) . There are well-known homology search programs, such as FASTA (11) and BLAST (12) , based on string matching algorithms.
In this report, we developed a novel method for multiple sequence alignment based on the fast Fourier transform (FFT), which allows rapid detection of homologous segments. In spite of its great ef®ciency, FFT has rarely been used practically for detecting sequence similarities (13, 14) . We also propose an improved scoring system, which performs well even for sequences having large insertions or extensions as well as distantly related sequences of similar length. The ef®ciency (CPU time and accuracy) of the method was tested by computer simulations and the BAliBASE (15) benchmark tests in comparison with several existing methods. These tests showed that the CPU time has been drastically reduced, whereas the accuracy of the resulting alignments is comparable with that of the most accurate methods among existing ones.
METHODS

Group-to-group alignments by FFT
The frequency of amino acid substitutions strongly depends on the difference of physico-chemical properties, particularly volume and polarity, between the amino acid pair involved in the substitution (16) . Substitutions between physico-chemically similar amino acids tend to preserve the structure of proteins, and such neutral substitutions have been accumulated in molecules during evolution (17) . It is therefore reasonable to consider that an amino acid a is assigned to a vector whose components are the volume value v(a) and the polarity value p(a) introduced by Grantham (18) . We use the normalized forms of these values:
where an overbar denotes the average over 20 amino acids, and s v and s p denote the standard deviations of volume and polarity, respectively. An amino acid sequence is converted to a sequence of such vectors.
Calculation of the correlation between two amino acid sequences. We de®ne the correlation c(k) between two sequences of such vectors as
where c v (k) and c p (k) are, as de®ned below, the correlations of volume component and polarity component, respectively, between two amino acid sequences to be aligned. The correlation c(k) represents the degree of similarity of two sequences with the positional lag of k sites. The high value of c(k) indicates that the sequences may have homologous regions. The correlation c v (k) of volume component between sequence 1 and sequence 2 with the positional lag of k sites is de®ned as
where v Ã 1 (n) and v Ã 2 (n) are the volume component of the nth site of sequence 1 with the length of N and that of sequence 2 with the length of M, respectively. Considering N 9 M in many cases, equation 2 takes O(N 2 ) operations. The FFT reduces the CPU time of this calculation to O(N log N) (19) . If V 1 (m) and V 2 (m) are the Fourier transform of v Ã 1 (n) and v Ã 2 (n), i.e.
it is known that the correlation c v (k) is expressed as
where Û represents transform pairs, and the asterisk denotes complex conjugation.
The correlation c p (k) of polarity component between two sequences
is calculated in the same manner.
Finding homologous segments. If two sequences compared have homologous regions, the correlation c(k) has some peaks corresponding to these regions (Fig. 1A) . By the FFT analysis, however, we can know only the positional lag k of a homologous region in two sequences but not the position of the region. As shown in Figure 1B , to determine the positions of the homologous region in each sequence, a sliding window analysis with the window size of 30 sites is carried out, in which the degree of local homologies is calculated for each of the highest 20 peaks in the correlation c(k). We identify a segment of 30 sites with score value exceeding a given threshold (0.7 per site in our program, see below for details of the scoring system) as a homologous segment. If two or more successive segments are identi®ed as homologous segments, they are combined into one segment of larger length. If the length of the combined segment is longer than 150 sites, the segment is divided into several segments with 150 sites each.
Dividing a homology matrix. To obtain an alignment between two sequences, the homologous segments must be arranged consistently in both sequences. A matrix S ij (1`i, j`n, n is the number of homologous segments) is constructed in the following manner. If the ith homologous segment on sequence 1 corresponds to the jth homologous segment on sequence 2, S ij has the score value of the homologous segment calculated above; otherwise S ij is set to 0. By applying the standard DP procedure to matrix S ij , we obtain the optimal path, which corresponds to the optimal arrangement of homologous segments. Figure 2A shows an example in which ®ve homologous segments exist. The order of segments in sequence 1 differs from that in sequence 2. The optimal path depends on S 23 and S 32 ; if S 23 > S 32 , the path with bold arrows is optimal. Overall homology matrix is divided into some sub-matrices at the boundary corresponding to the center of homologous segments as illustrated in Figure 2B . As a result, the shaded area in Figure 2B is excluded from the calculation. As many homologous segments are detected by FFT, the CPU time is reduced.
Extension to group-to-group alignments. The procedure described above can be easily extended to group-to-group alignment by considering equations 2 and 6 as a special case with one sequence in each group. These equations are extended to group-to-group alignment by replacing v Ã 1 (n) with v Ã group1 (n), which is the linear combination of the volume components of the members belonging to group 1:
where w i is the weighting factor for sequence i, which is calculated in the same manner as CLUSTALW (7) for the progressive method, or in the same manner as Gotoh's (20) weighting system for the iterative re®nement method. Similarly, polarity component is calculated as:
This method is applicable to nucleotide sequences by converting a sequence to a sequence of four-dimensional vectors whose components are the frequencies of A, T, G and C at each column, instead of volume and polarity values. In this case, correlation between two nucleotide sequences is:
Scoring system
Similarity matrix. In order to increase the ef®ciency of alignment, the scoring system (similarity matrix and gap penalties) was also modi®ed. Vogt et al. (21) suggested that the Needleman±Wunsch (NW) algorithm performs well with all-positive matrices, in which all elements have positive values. CLUSTALW (7) and other methods use such allpositive matrices by default. Since Vogt et al. (21) examined only the cases in which members of each protein familiy are similar in length, it is not clear whether such all-positive matrices are suitable to various alignment problems, particularly to those of different length. Accordingly, contrary to existing methods, we adopted a normalized similarity matrix M Ã ab (a and b are amino acids) that has both positive and negative values:
where average1 = S a f a M aa , average2 = S a,b f a f b M ab , M ab is raw similarity matrix, f a is the frequency of occurrence of amino acid a, and S a is a parameter that functions as a gap extension penalty. Under this similarity matrix M Ã ab , the score per site between two random sequences is S a , and the score per site between two identical sequences is 1.0 + S a . If S a is much smaller than unity, gaps are scored virtually equivalent to random amino acid sequences. where A(n, i) indicates the ith site of the nth sequence in group 1, B(m, j) is the jth site of the mth sequence in group 2, and w n is the weighting factor, de®ned previously, for nth sequences.
In the NW algorithm (1), the optimal alignment between two groups of sequences is calculated as:
where P(i,j) is the accumulated score for the optimal path from (1,1) to (i, j), and G 1 (i, x) and G 2 (j, y) are gap penalties de®ned below. Each group of sequences may contain the gaps already introduced at previous steps. If a gap is newly introduced at the same position as one of such existing gaps, the new gap should not be penalized, because these new and existing gaps are probably resulting from a single insertion or deletion event. Gotoh (6) and Thompson et al. (7) developed position-speci®c gap penalties depending on the pattern of existing gaps. Our method used in this report is rather simpler than theirs:
where S op corresponds to a gap opening penalty, g 1 start (x) is the number of the gaps that start at the xth site, and g 1 end (i) is the number of the gaps that end at the ith site. That is,
where z m (i) = 1 and a m (i) = 0, if the ith site of sequence m is a gap; otherwise z m (i) = 0 and a m (i) = 1; w m is the weighting factor for sequence m. The other penalty G 2 (j, y) is calculated in the same manner. Because this formulation is simpler than existing ones (6,7), the CPU time is considerably reduced, but the accuracy of resulting alignments is comparable with that by existing scoring systems (see Results).
Computer programs
We have developed a program package MAFFT, which incorporates new techniques described above. The source code for the FFT algorithm has been taken from Press et al. (19) . In MAFFT, the progressive method (3,7) (FFT-NS-1, FFT-NS-2) and the iterative re®nement method (4±6) (FFT-NS-i) are implemented with some slight modi®cations described below.
FFT-NS-1. Using the FFT algorithm and the normalized similarity matrix described above, input sequences are progressively aligned following the branching order of sequences in the guide tree. This method is hereafter referred to as FFT-NS-1. This method requires a guide tree based on the all-pairwise comparison, whose CPU time is O(K 2 ), where K is the number of sequences. Rapid calculation of a distance matrix is important for the case of large K. Thus we adopted the method of Jones et al. (22) with two modi®cations; 20 amino acids are grouped into six physico-chemical groups (24) , and the number T ij of 6-tuples shared by sequence i and sequence j is counted. This value is converted to a distance D ij between sequence i and sequence j as
The guide tree is constructed from this distance matrix using the UPGMA method (25) .
FFT-NS-2. Input sequences are realigned along the guide tree inferred from the alignment by FFT-NS-1. It is expected that more reliable alignments are obtained on the basis of more reliable guide trees (26) . This method is referred to as FFT-NS-2.
FFT-NS-i. An alignment obtained by FFT-NS-2 is subjected to further improvement, in which the alignment is divided into two groups and realigned (4±6). We employ a technique called tree-dependent restricted partitioning (27) . This process is repeated until no better scoring alignment is obtained in respect of the score described above. This method is referred to as FFT-NS-i.
To test the effect of the FFT algorithm or the normalized similarity matrix described above, we compared these three methods with several methods in which these newly developed techniques are not used.
NW-NS-1/NW-NS-2. We examined a method that uses the standard NW algorithm, instead of the FFT algorithm, with the normalized similarity matrix described above. This method is referred to as NW-NS-1 or NW-NS-2. Concerning the guide trees, NW-NS-1 and NW-NS-2 are identical to FFT-NS-1 or FFT-NS-2, respectively.
NW-AP-2.
To test the effect of the normalized similarity matrix described above, we examined a method with conventional all-positive similarity matrix (21) , which is made positive by subtracting the smallest number in the matrix from all elements. This is equivalent to setting S a in equation 7 to 0.82 for the similarity matrix we use. This method is referred to as NW-AP-2. Except for the similarity matrix, the procedure of NW-AP-2 is identical to that of NW-NS-2.
RESULTS
Computer simulations
In order to evaluate the performance of the present methods, we have conducted computer simulations focusing on the CPU time and the accuracy. Using the sequences generated by a simulation program ROSE (28), the CPU times of the present methods and two existing methods, CLUSTALW version 1.82 and T-COFFEE, were compared for the various length and the various numbers of sequences. Two types of sequence sets were used; one is composed of highly conserved sequences with~35±85% identities (average distance is 100 PAM), and the other is a group of distantly related sequences with 15±65% identities (average distance is 250 PAM). We also estimated the order of CPU time [Y of O(X Y ), where X is the length or the number of input sequences] by the power regression analysis. Figure 3 shows the dependence of CPU time on sequence length. The regression coef®cient of each method is also shown. The standard NW-based methods, CLUSTALW and NW-NS-2, require the CPU time proportional to the square of sequence length (the regression coef®cients are close to 2 for both methods) independently of the degrees of sequence similarities, as expected. In contrast, the CPU times of FFTbased methods, FFT-NS-2 and FFT-NS-i, depend on the degree of similarities of input sequences; the CPU times of FFT-NS-2 and FFT-NS-i are virtually proportional to the sequence length for highly conserved sequences (regression coef®cients are close to 1 in Fig. 3A) , whereas the CPU time of FFT-NS-2 is close to that of NW-NS-2 for distantly related sequences (Fig. 3B) . Figure 4A and B show the dependence of CPU times on the number (K) of input sequences. The time consumption of T-COFFEE is O(K 3 ) for alignments of relatively large number of sequences, as Notredame et al. To test the accuracy, ®ve newly developed methods, FFT-NS-1, FFT-NS-2, NW-NS-1, NW-NS-2 and FFT-NS-i, were applied to the sequences of various homology levels generated by ROSE (28) . The accuracy of each method was measured by sum-of-pairs score, where a reconstructed alignment is compared with the simulated (`correct') alignment and the ratio of correctly aligned pairs is calculated from all possible pairs (8). The simulations were repeated 100 times and averaged for each method (Fig. 5) .
The accuracy of FFT-based methods (FFT-NS-1 and FFT-NS-2) is almost equivalent to that of standard NS-based methods (NW-NS-1 and NW-NS-2). This result indicates that the FFT algorithm does not sacri®ce the accuracy. FFT-NS-2 performs better than FFT-NS-1 as expected. FFT-NS-i has an advantage in accuracy over FFT-NS-1 and FFT-NS-2 for distantly related sequences. The plot of CPU time versus the number of input sequences for three methods described in the text, FFT-NS-2 and FFT-NS-i, and two existing methods, CLUSTALW and T-COFFEE. The average percent identities among input sequences are~35±85% (A) and~15±65% (B). The average length of input sequences is 300. The regression coef®cient calculated from the power regression analysis is shown for each method. For all cases, default parameters were used, except for CLUSTALW, in which both cases default setting (CLW18d) and`quicktree' option (CLW18q) were examined. All of the calculations were performed on a Linux operating system (Intel Xeon 1.7 GHz with 1 GB of memory). The gcc version 2.96 compiler was used with the optimization option`-O3'. For all cases, default parameters were used, except for CLUSTALW, in which both cases default setting (CLW18d) and`quicktree' option (CLW18q) were examined. All of the calculations were performed on a Linux operating system (Intel Xeon 1.7 GHz with 1 GB of memory). The gcc version 2.96 compiler was used with the optimization option`-O3'. 
Benchmarks using BAliBASE
Thompson et al. (8) have published a systematic comparison of widely distributed alignment programs using the BAliBASE benchmark alignment database (15), a database of`correct' alignments based on three-dimensional structural superimpositions. The BAliBASE database is categorized into ®ve different types of references. The ®rst category is made up of phylogenetically equidistant members of similar length. In the second category, each alignment contains up to three orphan sequences with a group of close relatives. The third category contains up to four distantly related groups, while the fourth and ®fth categories involve long terminal and internal insertions, respectively. These references will be referred to as categories 1±5 hereafter.
We have applied four methods described in Methods, NW-AP-2, NW-NS-2, FFT-NS-2 and FFT-NS-i, to this database to compare their ef®ciencies with those of ®ve existing methods, DIALIGN (29, 30) , PIMA (31), CLUSTALW (7) version 1.82, PRRP (32) and T-COFFEE (9) . The sum-of-pairs scores (see above) and the column scores [the ratio of correctly aligned columns (8) ] were calculated and averaged in each category. Wilcoxon matched-pair signed-rank test and t-test were carried out to test the signi®cance of the difference in the accuracy of each method. These tests give P-values, which is the probability that the observed differences may be due to chance. Table 1 shows the results of this benchmark test together with the CPU time of each method for performing this test. Unlike the simulation above, FFT-NS-2 (FFT-based method) takes CPU time almost equivalent to NW-NS-2. This is because the FFT algorithm is not ef®cient for distantly related sequences like these tests. NW-NS-2 takes less CPU time than CLUSTALW does, possibly because of the simple calculation procedure of the former. FFT-NS-i takes less CPU time than T-COFFEE does.
The accuracy of NW-AP-2, which contains neither the improved scoring system described above nor the FFT algorithm, is comparable with that of the previous version (1.7) of CLUSTALW (data not shown). By using the improved scoring system shown in equation 7, NW-NS-2 and FFT-NS-2 perform considerably better than NW-AP-2. T-COFFEE marked the highest average accuracy, but the accuracy of FFT-NS-i is comparable with that of T-COFFEE. P-values by Wilcoxon matched-pair signed-rank test are 0.13 for sum-of-pairs score and 0.43 for column score, and P-values by t-test are 0.10 for sum-of-pairs score and 0.23 for column score. Thus the difference is not signi®cant.
Applications to the LSU rRNA and RNA polymerase sequences
BAliBASE is biased toward alignments composed of a small number of short sequences; the number of sequences in each alignment is 9.2 and sequence length is 251.1 on average. To illustrate the power of our approach to practical sequence analyses, we selected two examples of relatively large data sets: the nucleotide sequences of LSU rRNA and the amino acid sequences of the RNA polymerase largest subunit.
LSU rRNA. The Ribosomal Database Project (RDP-II) (33) contains 72 LSU rRNA sequences from Bacteria, Archaea and Eucarya. This alignment was used as a reference alignment. We also use another reference alignment of 59 sequences in which fragment sequences were excluded from the full 72 sequences set (the reference alignments are available at http:// www.biophys.kyoto-u.ac.jp/~katoh/align/example/lsu). The CPU times and the sum-of-pairs and column scores (8) of NW-AP-2, NW-NS-2, FFT-NS-2 and FFT-NS-i were compared with those of two existing methods, CLUSTALW (version 1.82) and T-COFFEE using these two data sets ( Table 2 ). The FFT-based methods (FFT-NS-2 and FFT-NS-i) are ef®cient for such relatively large data sets. The largest subunit of RNA polymerase. We used a reference alignment of the largest subunit sequences of RNA polymerase by Iwabe et al. (34) , which includes 11 highly conserved blocks. Two data sets, one (large) composed of 76 sequences and the other (small) composed of 24 sequences, were compiled. Both of them contain amino acid sequences from Bacteria, Archaea and three major classes (I, II and III) from Eucarya (the reference alignments are available at http://www.biophys.kyoto-u.ac.jp/~katoh/align/example/rpol). Table 3 
DISCUSSION
It has been supposed that appropriate alignment algorithm depends on the nature of the sequences to be aligned (8, 35) ; the NW algorithm produces accurate and reliable alignments for references 1, 2 and 3 in BAliBASE, whereas the Smith±Waterman (SW) algorithm (36), a method for detecting local homology, is successful for categories 4 and 5. It may be quite impractical to select properly these different algorithms, depending on the nature of input sequences; actual sequence data contain various types of sequences, i.e. fragment sequences, fusion proteins, orphan sequences, over-representation of some members and so on.
On the basis of such considerations, Notredame et al. (9) formulates a combination of NW and SW alignment procedures in T-COFFEE. This attempt is successful in improving the accuracy at the sacri®ce of the computational simplicity. Thus, this method may be applicable to short and small data sets like those in BAliBASE as Karplus and Hu (37) pointed out. In contrast, the present methods employ a simple NW algorithm (NW-NS-2) or a more rapid algorithm based on FFT (FFT-NS-2 and FFT-NS-i). Nevertheless, the BAliBASE benchmark tests show that the present methods with the normalized similarity matrix perform well also for categories 4 and 5. As a result, the accuracy of FFT-NS-i is comparable with that of T-COFFEE. This result indicates that the accuracy of alignments can be considerably improved without complicating any computational process, contrary to the conventional thought that a combination of the NW and SW algorithms was necessary for computing high-quality alignments (8, 9, 35) . The improvement in accuracy was achieved simply by normalizing the similarity matrix.
This suggests the importance of parameter choice as Thompson et al. (7, 8) pointed out. However, there is a large difference between their strategy and ours. The scoring system used in CLUSTALW is complicated and time consuming; many parameters in the scoring system dynamically vary depending on input sequences. In contrast, the present scoring system is simple; the similarity matrix is ®xed for any input sequences, and even extension gap penalty is not explicitly contained in the DP algorithm. Nevertheless, the accuracy of NW-NS-2/FFT-NS-2 is comparable with that of CLUSTALW.
In all cases tested above, the present methods consume generally less CPU time than existing methods of comparable The CPU time and the number of correctly aligned blocks by each method are shown for a large data set composed of 76 sequences and a small data set composed of 24 sequences. In the case of the large data set, the test of T-COFFEE was aborted due to a memory shortage. For all cases, default parameters were used, except for CLUSTALW, in which both cases default setting (CLW18d) and`quicktree' option (CLW18q) were examined. All calculations were performed on a Linux operating system (Intel Xeon 1.7 GHz with 1 GB of memory). The gcc compiler (version 2.96) was used with the optimization option`-O3'. The CPU time and the sum-of-pairs and column scores (8) of each method are shown for the full LSU data set (72 sequences) retrieved from RDP-II (33), which includes some fragment sequences, and a subset composed of 59 sequences without fragment sequences. In the case of the full LSU data set, the column score cannot be calculated because of fragment sequences, and the test of T-COFFEE is aborted due to a memory shortage. The default parameters were used for all methods, except for CLUSTALW, in which default setting (CLW18d) and`quicktree' option (CLW18q) were examined. All calculations were performed on a Linux operating system (Intel Xeon 2 GHz with 4 GB of memory). The gcc compiler (version 2.96) was used with the optimization option`-O3'.
accuracy do. It is remarkable that the order of CPU time is reduced from O(N 2 ) to O(N) by the FFT algorithm for highly conserved sequences (Fig. 3A) , where N is sequence length. Such a rapid multiple alignment method is suitable for automated high-throughput analysis of genomic sequences. At the same time, biologists' expertise is still of particular importance and, consequently, a user-friendly alignment workbench is required, which provides easy access to the various information collected by database searches, alignment analyses and the predictions obtained by non-homology methods (38) . The method presented here is also useful as a core component of such an integrated alignment workbench. The MAFFT program package is freely available at http:// www.biophys.kyoto-u.ac.jp/~katoh/programs/align/mafft. It has been tested on the Linux operating system. A graphical user interface, written by H. Suga, K. Katoh, Y. Yamawaki, K. Kuma, D. Hoshiyama, N. Iwabe and T. Miyata, on the X Window System is also available at http://www.biophys. kyoto-u.ac.jp/~katoh/programs/align/xced.
