Abstract-One of the most serious problems when doing program analyses is dealing with function calls. While function inlining is the traditional approach to this problem, it nonetheless suffers from the increase in analysis complexity due to the state space explosion. Craig interpolation has been suc cessfully used in recent years in the context of bounded model checking to do function summarization which allows one to replace the complete function body with its succinct summary and, therefore, reduce the complexity, but unfortunately this technique can be applied only to a pair of unsatisfiable formulae. In this work in progress paper we present an approach to function summarization based on Craig interpolation that overcomes its limitation by using random model sampling. It captures inter esting input/output relations, strengthening satisfiable formulae into unsatisfiable ones and thus allowing the use of Craig interpolation. Evaluation results show the applicability of this approach; in our future work we plan to do a more extensive evaluation on real world examples.
INTRODUCTION
Bounded model checking (BMC) received a lot of attention in recent years as one of the promising new ways of ensuring software quality and checking various safety properties [2] . It is based on two major key stones: full program unrolling, so that it can be transformed into an SMT formula, and SMT solvers which are able to efficiently solve this formula. Unfortunately, just like most other software analysis techniques, it suffers greatly from the problem of state space explosion because of nested and recursive function calls. Dealing with this problem is hard and usually involves some kind of summarization-reduction of the analyzed program which preserves only parts relevant to the checked properties and disregards the rest.
Craig interpolation is often used to do this kind of summarization [6] . For a given formula B → Q it finds an interpolant I which generalizes B w.r.t. Q. Unfortunately, it can be applied only if B → Q always holds, i.e., if B ∧ ¬Q is unsatisfiable. In the context of BMC this presents a serious limitation, as we want to do summarization regardless of some property's satisfiability. Moreover, we are often interested in sum marization exactly when B → Q might be violated and Craig interpolation cannot help us with that as is.
In this work in progress paper we propose an approach to Craig interpolation which allows one to do function summarization if the property of interest does not always hold. It is based on the idea of reinforc ing safety property with random samples from the function input domain that make B → Q always hold. After that the resulting formula is either generalized to a function contract or assist in the extraction of a function summary. Our evaluation results show the applicability of our approach in a number of practically interesting settings.
The rest of the paper is organized as follows. Section 2 gives a brief overview of BMC and Craig inter polation. The main idea of our approach is presented in Section 3. We discuss the preliminary experimen tal results in Section 4. Section 5 talks about related and future work. 1 The article was translated by the authors. 
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PROBLEM OVERVIEW
This section presents BMC, Craig interpolation, and its application to BMC and also highlights the problems inherent to its naive application to function summarization.
Bounded Model Checking
Model checking is a popular technique nowadays for checking program safety and correctness proper ties; alas, it is very much affected by the state space explosion problem. Exhaustively exploring the full state space for any real world program is simply infeasible given the current hardware. One of the approaches trying to solve this problem is BMC [2] .
The idea of bounded model checking is quite simple: explore not all possible program paths, but limit them up to some length bound k. To do that, we unroll program loops and inline nested function calls, creating an unrolled program. After that it is converted to a propositional formula in first order logic which is combined with safety properties and checked using SAT or SMT solver. UNSAT means that the program is safe w.r.t. checked property, SAT indicates otherwise.
As we just mentioned, interprocedural analysis is done via full function inlining which obviously leads to bigger formulae, i.e., bigger analysis complexity. To mitigate that, one can use function summaries instead of full function bodies when doing inlining. A function summary is an over approximation of the function body expressed in terms of its arguments and return value; being an over approximation, it does not affect the soundness of BMC, that is, no errors will be lost if we replace the function body with its sum mary. However, summaries might affect the soundness of BMC and introduce false errors not presented in the original program. Main advantage of using function summaries is that they significantly decrease the size of the resulting formulae, as they contain only parts relevant to the verified safety property and are more compact than full function bodies.
Craig Interpolation
One of the possible ways of extracting function summaries in BMC is Craig interpolation [6] pioneered for summarization in [13] . Let us briefly describe this approach.
A Craig interpolant for an unsatisfiable pair of first order logic formulae (B, Q) is a formula I such that: -B → I; -(I, Q) is also unsatisfiable; -I contains only uninterpreted symbols common to both B and Q.
The nice thing about Craig interpolation is that an interpolant exists for any unsatisfiable pair of for mulae (B, Q). A lot of modern SMT solvers support interpolation and can generate Craig interpolants from proofs of unsatisfiability [3, 4, 12] .
Since an interpolant I is implied from formula B, I is an over approximation of B. That means that if we use a full function body as B and a safety property of interest as Q, I will be a function summary that is a over approximation of B w.r.t. Q 2 . For example, if we try to check the program for null pointer derefer ences, we are interested in whether a function can return a null pointer value 3 , and formula Q would look like \result ≠ 0.
Properties That do Not Always Hold
The main limitation of Craig interpolation is that for an interpolant to exist (B, Q) should be unsatis fiable. In our case this means that a function summary exists only if a safety property always holds for a given function. Of course, for most real world programs safety properties are not going to always hold. Consider the code sample 2.1 which we cannot interpolate and for which, therefore, cannot create a sum mary. A simple approach is to skip summarization of these functions and to use full function bodies, as pro posed in [13] , in effect, falling back to partial function inlining. We propose an alternative approach that attempts to generate function summaries even when the formulae are not unsatisfiable.
RANDOM MODEL SAMPLING
Say we want to prove and summarize that property Q always holds w.r.t. B, that is, B ∧ ¬Q is always SAT. To do that, we ask SMT solver to find a satisfying assignment for B ∧ ¬Q; if it is UNSAT, we can simply apply the regular Craig interpolation to do the summarization. If it is SAT, however, Craig interpolation cannot be used as is.
The proposed approach to function summarization is presented in the figure and is based on the idea of strengthening B ∧ ¬Q with some additional premises M w.r.t. function arguments, so that B ∧ ¬Q ∧ M becomes unsatisfiable and Craig interpolation can be used to extract the function summary. We use the fol lowing reasoning to find M: if B ∧ Q is SAT, then its satisfying assignment (model) SA makes B ∧ ¬Q ∧ SA UNSAT.
Of course, simply using full satisfying assignment makes no sense, as it is too specific and does not allow the interpolation to generalize efficiently. We need to prune it, so that the interpolant can capture inter esting properties of B ∧ ¬Q useful from the BMC point of view. In our setting, B is a formula representing a function body, Q is a safety property, and we are interested in summarizing function behaviour w.r.t. its environment.
As the only way environment can influence function behaviour is through its arguments 4 , we can prune SA and leave only satisfying assignments to the function arguments FA. This relaxation might make
, so we need one additional call to SMT solver to check whether FA is enough to make our query UNSAT. If B ∧ ¬Q ∧ FA it is, we can continue; if it is not, we simply drop this satisfying assign ment and try again.
To better explore the argument state space, we collect not one, but N different argument satisfying assignments FA i . As a result, we have an UNSAT formula B ∧ ¬Q ∧ ∨ i FA i , which can be interpolated in two different ways.
If we are interested in inferring a function summary, e.g., if a function might violate some safety property, we can interpolate its body B to get a summary S that makes UNSAT. From the environment S ∧ ¬Q ∧ ∨ i FA i point of view, argument FA i constraints should be dropped, after which we should check that S ∧ ¬Q remains UNSAT. If it does, S is a valid function summary that can be used in place of B. If S ∧ ¬Q it doesn't, our approach failed to infer a correct summary, and we can either try again with different starting SA or fall back to some other summarization strategy.
In case we want to get a function contract, e.g., how the environment might trigger a bug inside the function, we can interpolate our formula the other way around, from ∨ i FA i to the contract C. If the inter polation procedure succeeds in generalizing argument constraints, C represents an interesting function contract. If it fails, however, C will be trivially equal to ∨ i FA i and of no use to BMC, in which case we can either try again or fall back.
EXPERIMENTAL EVALUATION
In this section we present the results of our evaluation, done using a proof of concept implementation of the approach in our BMC tool called Borealis [1] . The following two SMT solvers were used in the implementation:
-MathSAT 5 for Craig interpolation; -Z3 for random model sampling.
An Example of How It Works
Let us consider example 4.1 first. As in section 2, we are interested in checking programs for null pointer dereferences and want to know if a function can return a null pointer value. The property of inter est can be represented as \result ≠ 0. If we assume arr cannot be a null pointer (this can be specified using, for example, special contract annotations @assume arr != \nullptr supported by Borealis), then this function can never return a null pointer value. That means Craig interpolation can be used as is, as B ∧ Q is unsatisfiable. After sampling the function arguments in 32 points, our tool successfully generated the following sum mary: ¬((index < size) ∧ (\result = 0)), which is equivalent to: (index < size) → (\result ≠ 0). As one can note, this formula captures exactly the parts relevant to our null pointer query and disregards the rest of the function body. The resulting SMT formula is almost 8 times smaller compared to the function body.
Experimental Results
We have created a test suite designed with function summaries in mind, as most regular static analysis benchmarks do not target these kind of capabilities. Our test suite is based on NECLA benchmark [8] and contains 6 test cases from it, another 6 test cases were developed additionally.
The evaluation results are shown in table. We considered three different strategies of interprocedural analysis:
-random model sampling based interpolation; -no inlining (i.e., intraprocedural analysis); -full function inlining.
We measured the analysis wall time and the number of bugs found 6 . In the table, test cases 1-6 use clas sic Craig interpolation to extract function summaries, test cases 7-12 employ our random model sam pling approach. 6 We assume all bugs found in full function inlining mode are true.
Experimental results
No.
Interpolation
No inlining 1  2  26610  13  28030  13  --3  4650  6  4550  6  7450  6  4  21710  2  21560  2  21630  2  5  4210  8  4510  9  6200  8  6  250  0  200  2 0  0  2 0 0  2  3 1 5  0  10  2070  0  450  8  2410  0  11  2530  1  790  1  7050  1  12  2650  4  810  4  3960  4 Let us analyze the experimental results. Full inlining strategy shows best precision by means of perfor mance, the opposite is true for no inlining. Our interpolation based approach makes a nice trade off retaining precision of full inlining and improving on performance at the same time.
Test cases 1-6 demonstrate a direct impact Craig interpolation has on analysis performance (com pared to other modes). It is worth noting that for test case 2 full inlining times out, but interpolation suc cessfully manages to complete the analysis.
Test cases 7-12, on the other hand, are slower in interpolation mode compared to no inlining which is caused by additional overhead on random model sampling. Examples 7-9 are relatively small, with lim ited interprocedural interactions, and this overhead dominates the runtime. Unlike them, examples 10-12 contain a lot of function calls, and the speed up from function summaries outweighs the interpolation overhead.
All in all, we can say that random model sampling based interpolation allows one to achieve a nice bal ance between precision and performance for interprocedural analysis.
RELATED AND FUTURE WORK
The idea of using Craig interpolation to extract function summaries is not a new one and has been actively explored in recent years [10, 11, 13] . Our approach differs from the existing ones in that it tries to use interpolation to infer function summaries even when it cannot be used as is, by employing random model sampling, whereas the traditional approach is to do bottom up function inlining until either the interpolation becomes applicable or the counter example is found.
The proposed approach shares some similarities with the work on compositional proofs via abductive inference [7, 9] . It allows to find pre and post conditions for program functions using Craig interpolation combined with model sampling as a way of doing abduction. In principle, the same approach can be adapted to support summarization of arbitrary program fragments, and it remains an interesting research question to compare these two approaches with each other.
It can be also viewed as an alternative way of doing counterexample guided abstraction refinement (CEGAR) [5] on a function level without the need to extract an explicit counterexample. Interpolated summaries refine the function body and predicates used in the context of BMC, but do that eagerly for every function and not lazily, as in traditional CEGAR.
In our future work we plan to improve the implementation of our random model sampling and do a more thorough evaluation using the NECLA benchmark examples [8] . We also consider applying some techniques from the resent random testing research on better random sampling, to increase the efficiency and success rate of our approach.
Besides that, we plan to explore two interesting problems inherent to our approach in our future work. First, our summary generation in the best case requires a satisfiability check for B ∧ Q, a call to interpola tion procedure and multiple conversions between SMT formulae and BMC tool program model. We also need multiple rounds of model sampling that require additional satisfiability checks. This overhead might impose a heavy performance hit to the overall analysis if the summarized function is very small or rarely used. It would be interesting to see what are the best threshold values for these options from the perfor mance point of view.
The second problem is that of safety property combination. Imagine you need to check not one, but several safety properties at the same time. You have two alternatives: one is to generate separate summaries for each property, another is to extract a combined summary for all properties. The trade off here is sim ple: the size of the summaries vs the number of satisfiability checks. Deciding when to use which approach is an interesting problem we also want to tackle in the future.
CONCLUSION
In this paper we presented an approach to function summarization via Craig interpolation which is applicable when the safety property of interest does not always hold. It is based on random sampling of function input domain which allows to find interesting input output relations that can be generalized by interpolation. Despite the heuristical nature of our approach, it can be successfully applied in practice; experiments using a proof of concept implementation based on our Borealis BMC tool show model sam pling to be able to solve some practical summarization problems.
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In our future work we plan to improve our implementation and do a more extensive and representative evaluation of our approach. We also might employ some of the techniques from the random testing field of research to better our sampling performance.
